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Este trabajo presenta las técnicas estadísticas mas utilizadas en cien- 
cias de la salud para analizar datos de supervivencia con tiempos incom- 
pletos. A partir de un sencillo estudio, para valorar el efecto de diferentes 
variables pronósticas sobre el riesgo de recaída de heroinómanos recién des- 
habituados, se describe la estimación Kaplan-Meier y actuarial de las fun- 
ciones de supervivencia y de riesgo, la comparación de curvas de supervi- 
vencia con la prueba de Mantel-Haenszel, el ajuste de un modelo de 
regresión de Cox y su uso predictivo. Se explica cómo interpretar practica- 
mente los difeentes resultados obtenidos con [os programas 1L y 2L del 
Sistema BMDE! 
Palabras clave: Análisis de supervivencia, datos censurados, estima- 
ción Kaplan-Meier, estimación actuarial, prueba de Mantel-Haenszel, mo- 
delo de regresión de Cox. 
This paper describes the most used statistical methods for survival 
analysis of censored data in Health Sciences: the Kaplan-Meier and the 
actuarial estimation of the survival and hazard functions, the Mantel- 
Haenszel (Logrank) test for comparing survival distributions, the Cox re- 
gression model and how to fit the model to a set of data from a study for 
assessing the effects of prognostic covariates on the risk of recidive. The 
paper explains the predictive use of the model and how to interpret the 
results of the several analyses performed with 1L and 2L BMDP programs. 
Key words: Survival analysis, Censored data, Kaplan-Meier estima- 
tor, Actuarial estimator, Logrank test, Cox regression model. 
En ciencias de la salud 10s estudios longitudinales son, sin duda, 10s que 
aportan datos mas precisos sobre la evolucion de 10s sujetos pero a la vez son 
10s mas costosos y 10s de mayor complejidad en cuanto a su tratamiento estadis- 
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tico. El anaisis de la supervivencia aplicado a las ciencias de la salud esta forma- 
do por un con.junto de técnicas estadisticas apropiadas para estudios de segui- 
miento en 10s que interesa analizar la variable interval0 de tiempo transcurrido 
entre un acontecimiento inicial y uno terminal perfectamente identificable que 
puede presentarse durante el periodo de observación, asi como el efecto sobre 
esta variable de un conjunt0 de factores pronósticos, utilizando, por ejemplo, el 
modelo de regresión de Cox. 
El término supervivencia se debe a que en las primeras aplicaciones de esta 
técnica el acontecimiento terminal era el fallo de un elemento o la muerte del 
sujeto. Sin embargo el tiempo de supervivencia puede ser, por ejemplo, el tiempo 
transcurrido desde el inicio de un tratamiento hasta la desaparición del trastorno 
o el tiempo que un paciente ha permanecido libre de recaidas después de un tra- 
tamiento. 
Los precedentes del analisis de la supervivencia se encuentran en la cons- 
trucción de tablas de mortalidad. Las primeras tablas fueron construidas por 
el astrónomo inglés Edmon Halley (1659-1742) a partir de 10s registros de na- 
cimientos y funerales de la ciudad de Breslau (Halley, 1693). Sin embargo el aná- 
lisis de la supervivencia tal como 10 conocemos hoy se desarrolló en el campo 
de la ingenieria para analizar la fiabilidad (duración) de elementos importantes. 
La 11 Guerra Mundial aceleró el desarrollo de estas técnicas para aplicarlas a la 
industria militar. 
El auge del analisis de la supervivencia en ciencias de la salud empezó en 
la década de 10s 70 y en la actualidad se ha convertido en una de las técnicas 
mas utilizadas en medicina y de creciente aplicación en psicologia (Griffin y Gard- 
ner, 1989; Singer y Willet, 1991). El motivo de el10 es que esta metodologia per- 
mite analizar tiempos de supervivencia valorados en unas condiciones mucho mas 
flexibles que las requeridas en las pruebas clasicas. La comparación de medias 
o la regresión múltiple, por ejemplo, permiten utilizar el tiempo de supervivencia 
como variable dependiente cuando es exactamente conocido para todos 10s suje- 
tos del estudio. Sin embargo, 10s estudios en ciencias de la salud que comportan 
seguimiento de 10s sujetos se acostumbran a caracterizar por: 
a) Duración variable del seguimiento: aunque 10s estudios longitudinales 
tienen una fecha de inicio y una fecha de cierre que determina su duración, en 
general 10s sujetos se incorporan en momentos diferentes. 
b) Observaciones incompletas: en la fecha de cierre del estudio aún no se 
ha producido el acontecimiento terminal en ciertos sujetos (sujetos retirados ((vi- 
vos~) .  Asimismo a lo largo del estudio se puede perder el contacto con algunos 
sujetos por cambio de lugar de residencia, muerte por causas no relacionadas 
con la investigación, etc., o simplemente porque han debido ser retirados del es- 
tudio por diferentes motivos (sujetos perdidos). 
Las técnicas de analisis de la supervivencia, a diferencia de las técnicas es- 
tadística~ clasicas, estdn especialmente diseñadas para la variable dependiente tiem- 
po de supervivencia, cuyas medidas se obtienen a partir de seguimientos de dura- 
ción variable y se caracterizan por la existencia de tiempos incompletos. Entre 
10s textos de análisis de la supervivencia cabe citar 10s de Blossfeld, Hamerle y 
Mayer (1989); Elandt-Johnson y Johnson (1980); Gross y Clark (1975); Harris 
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y Albert (1991); Hill, Com-Nougué, Kramar, Moreau, O'Quigley, Senoussi y Chas- 
tang (1990); Kalbfleisch y Prentice (1980); Lawless (1982); Lee (1992); Nelson (1982). 
Terminologia basica 
La Figura 1 representa un estudio de seguimiento delimitado por la fecha 
de inicio y la fecha de cierre a partir de la cua1 se da por finalizado el seguimien- 
to de 10s sujetos. El interval0 de tiempo entre ambas fechas determina la dura- 
ción del estudio. 
FECHA DE ENTRADA 
FECHA 
INICIO 
FECHA ULTIMA OBSERVACI~N 
FECHA 
CIERRE 
I 1- Tiempo incornpleto (C) -> [A] Retirado , vivo 
Tiempo de supervivencia + [D] 
Figura 1. Representacion de 10s tiempos de participación de 10s sujetos. 
> 
Tiempo 
En general, 10s sujetos se acostumbran a incorporar progresivamente al es- 
tudio, de manera que la fecha de entrada, que marca el comienzo del seguimien- 
to del sujeto, no coincide con la fecha de inicio del estudio. 
Los sujetos son seguidos de forma periodica. Las últimas noticias, que mar- 
can el final del seguimiento, proporcionan la fecha de la Última observación y 
el estado d, del sujeto, que puede ser ctmuerto>> (di=I) si el acontecimiento ter- 
minal se ha producido o ctvivo>> (d, =O) en caso contrario. La diferencia respec- 
to a la fecha de entrada es el tiempo de participación ti del sujeto que se llama 
tiempo de supervivencia (survival time) si el estado del sujeto es ((muerto>> (Dead). 
Si el estado es crvivo>> (Alive) se trata de un tiempo incompleto (censored time) 
que aporta una informacion parcial sobre su tiempo de supervivencia pero que 
es también utilizado para estimar las probabilidades de supervivencia. Estas ob- 
servaciones reciben el nombre de observaciones incompletas por la derecha (right 
censored observations) o simplemente observaciones incompletas (C). 
El hecho de fijar una fecha de cierre del estudio produce observaciones 
incompletas de tip0 aleatori0 (random censoring). Se trata de 10s sujetos retira- 
Tiempo incompleto (C) -> [A] Perdido 
dos vivos (withdrawn alive), es decir, de 10s sujetos que han sido seguidos regu- 
larmente y que en el momento de la última observación programada (que coinci- 
de aproximadamente con la fecha de cierre) aún no se ha producido el aconteci- 
miento terminal. 
Los sujetos perdidos (lost) por múltiples razones o porque han muerto por 
causas no relacionadas con el estudio, también producen observaciones incom- 
pletas. Aunque 10s tiempos incompletos generados por 10s sujetos perdidos in- 
tervienen en el analisis de la misma manera que 10s generados por 10s retirados 
vivos, y que por este motivo algunos autores llaman retirados (withdrawn) a es- 
tos dos tipos de sujetos, conviene distinguir estas dos fuentes de censura porque 
un número importante de perdidos puede producir un sesgo de tal magnitud que 
invalide las conclusiones del estudio. 
Para que estas observaciones incompletas aleatorias permitan estimar sin 
sesgo las probabilidades de supervivencia es necesario que se cumpla el supuesto 
de independencia entre 10s tiempos incompletos y 10s tiempos de supervivencia 
que se habrían observado si el seguimiento de estos sujetos no se hubiera inte- 
rrumpido. Una descripción detallada de 10s mecanismos que originan diferentes 
tipos de observaciones incompletas puede encontrarse en Hil1 y cols. (1990, p. 16), 
Kalbfleisch y Prentice (1980, p. 39), Lawless (1982, p. 31) o Miller (1981, p. 3). 
En este trabajo se revisan 10s modelos mas utilizados para analizar estu- 
d i o ~  con tiempos censurados por la derecha, con un solo estado terminal y que 
se presenta una única vez. Las extensiones del analisis de la supervivencia que 
incorporan modelos para tiempos censurados por la izquierda (left ceensoring) o 
truncados por la izquierda (left truncation), modelos multiestado (competing risk 
models) y modelos multiepisodio (multiepisode models), forman parte de un con- 
junto de técnicas estadisticas mas avanzadas que podríamos denominar Analisis 
histórico de sucesos (Even History Analysis). Una buena síntesis de estos mode- 
10s se encuentra en Petersen (1990), pero para una exposición mas detallada con- 
sultar Blossfeld, Hamerle y Mayer (1989). 
Ejemplo 
La n b l a  1 recoge 10s resultados de un estudio de seguimiento, iniciado en 
enero de 1990 y cerrado en junio de 1992, en el que han participado 32 heroinó- 
manos. Cada paciente se ha incorporado al finalizar su tratamiento de deshabi- 
tuación y ha sido seguido hasta el momento de su primera recaida en el consumo 
de heroina (o hasta el cierre del estudio si se abstiene), registrando la fecha de 
entrada y la fecha y estado al término del seguimiento. Con objeto de obtener 
un modelo sobre el riesgo de recaida, se han registrado ademas tres variables pre- 
dictoras: trabajo estable (o estudios seguidos de forma satisfactoria) en el mo- 
mento de incorporarse al seguimiento, edad al inicio del consumo de drogas y 
duración del consumo de heroina en tres categorías (menos de 1 año, entre 1 y 
2 años, 2 o mas años). 
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TABLA i. SEGUIMIENTO DE 32 HEROINOMANOS UNA VEZ FINALIZADO EL TRATAMIENTO 


































Estimación de la función de supervivencia 
Sea T la variable aleatoria (no negativa) que representa el tiempo de su- 
pervivencia de 10s sujetos de una determinada población. La función de supervi- 
vencia S(t) indica la probabilidad de estar ctvivo)> durante un interval0 de tiem- 



































S(t) = Prob [T 2 t] 
En ciencias de la salud, es habitual estimar esta funcion con procedimien- 
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limit estimator) y el método actuarial (actuarial estimator) que se aplica cuando 
el tamaño de la muestra es grande porque agrupa 10s tiempos de participación 
en intervalos. Ambos se efectúan a partir de 10s n pares de valores (t; d,) de la 
muestra, siendo ti el tiempo departicipación y di una variable binaria (0; 1) que 
indica el estado (ttvivon o ttmuerto))) del sujeto i en el tiempo t,. 
TABLA 2. DATOS ORDENADOS SEGÚN EL TIEMPO DE SUPERVIVENCIA 












2 85 + 
31 106 
e 
10 804 + 
3 908 + 
La Tabla 2 presenta un fragmento de 10s datos del ejemplo ordenados se- 
gún el tiempo de participación para poder estimar S(t); 10s tiempos incompletos 
se han marcado con el signo (+), notación habitual para representar el estado 
di=O. Asi, por ejemplo, el caso 1 ha entrado al estudio el 3-1-90 y ha recaido 
el 20-2-90; el tiempo de supervivencia de este paciente es de 48 dias. Sin embar- 
go, cuando 10s casos 2 y 3 fueron observados por última vez aún no habian recai- 
do; por 10 tanto las diferencias de 85 y 908 dias entre las fechas de entrada y de 
la última observación de estos pacientes son tiempos incompletos que se han se- 
ñalado con el signo (+) para recordar que si no hubieran sido censurados su tiempo 
de supervivencia seria superior a 85 y 908 dias respectivamente. El seguimiento 
del caso 2 ha finalizado al morir en un accidente de trafico (sin relación con la 
drogodependencia) mientras que el del caso 3 ha terminado por cierre del estu- 
dio; sin embargo, en términos de analisis de la supervivencia, ambos pacientes 
son (tretirados vives)) (d,=O), es decir, retirados sin haber recaido. El caso 27, 
perdido al no haber sido localizado en el octavo seguimiento, también interven- 
drá en el análisis aportando un tiempo incompleta; no obstante siempre convie- 
ne distinguir 10s perdidos para poder valorar la calidad del estudio. 
Método de Kuplan-Meier 
El método de estimación desarrollado por Kaplan y Meier (1958), denomi- 
nadoproduct-limit estimation, calcula la probabilidad de supervivencia en el tiempo 
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ti aplicando la ley multiplicativa de las probabilidades, es decir, mediante el pro- 
ducto de la probabilidad de supervivencia en el tiempo t,, por la probabilidad 
condicionada de sobrevivir un tiempo ti si se ha sobrevivido hasta el tiempo t,,: 
Si después de haber transcurrido el tiempo ti-, quedan n,, sujetos en ries- 
go y en el tiempo ti se producen di defunciones, la probabilidad condicionada 
de morir en el tiempo ti si se ha sobrevivido hasta el tiempo t,, puede ser esti- 
mada por el cociente di /n,,. 
Por 10 tanto la probabilidad condicionada de sobrevivir será el comple- 
mento a 1 de la de morir: 
La Tabla 3 presenta el resultado de la estimación efectuado con el progra- 
ma BMDP IL (Dixon, 1990). Teniendo en cuenta que en ei instante inicial to = O la 
probabilidad de sobrevivir es 1, ya que ninguno de 10s n,=32 sujetos en riesgo 
ha fallecido, las estimaciones de las probabilidades de supervivencia para 10s di- 
ferentes tiempos t, =6; t ,  =14; ... t ,  =695 en 10s que se ha producido alguna de- 
funcion, vienen dadas por 10s productos de las probabilidades condicionadas en 
cada tiempo: 
31 31 - 2 
t,: [14 t 27[ + s(14) = - x -- 0.9063 
32 3 1 
La representacidn grafica de esta funcion decreciente, con saltos disconti- 
nuos por la derecha, dada en la Figura 2, es la estimacion Kaplan-Meier de la 
curva de supervivencia. 
Las proporciones de supervivencia de esta tabla estiman la probabilidad, 
S(t) de que un sujeto de la población estudiada permanezca abstinente, desde 
el final del tratamiento, durante un interval0 de tiempo no inferior a t .  Por ejem- 
plo, la proporción de supervivencia a 10s 144 dias igual a 0.525, indica que 10s 
pacientes de esta población tienen un 52.5 % de posibilidades de no recaer en 
10s primeros 144 dias después del final del tratamiento. 
Cuando el suceso terminal no es la muerte, en lugar de proporcion de su- 
pervivencia se acostumbra a utilizar el término proporcion de casos libres de su- 
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ceso (% Free from event). En este estudio podríamos emplear el termino pro- 
porción de sujetos libres de recaída. 





















































































































































Mean survival time = 371.15 Limited to 908.00 S.E. = 67.981 
Quantile Estimate Asymptotic 
standard error 
75th 56.00 22.54 
Median (50th) 218.00 114.86 
25th 695.00 




Total Recaída perdido abstinen muerto censored 
32 21 1 9 1 0.3437 
REMAIN 
AT KISK 
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CUMULATIVE PROPORTION SURVIVING 
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Figura 2. Curva de supervivencia (Kaplan-Meier) estimada con el BMDP IL. 
El error estándar de estas estimaciones ha sido calculado con la aproxima- 
ción de Greenwood (Greenwood, 1926): 
El interval0 de confianza 1-a de la estimación de una proporción de su- 
pervivencia, cuando la muestra es grande, viene dado por: 
* z,,, EE 
Hay diferentes procedimientos para hallar la banda de confianza de la cur- 
va de supervivencia, que pueden consultarse en Harris y Albert (1991,. cap. 2). 
La mediana es el indice m9s adecuado para describir la tendencia central 
de la distribución de supervivencia ya que, en general, es muy asimétrica. Se de- 
fine como el valor del tiempo con probabilidad de supervivencia S(t,,,J = 0.50. Se 
estima con el percentil 50 de la distribución que corresponde al primer tiempo 
conproporcidn de supervivencia igual o inferior a 0.5. En el ejemplo, la mediana 
del tiempo de recaída es de 218 dias. 
La media del tiempo de supervivencia describe mal la tendencia central de 
distribución cuando es muy asimétrica. El calculo aproximado de la media y su 
error estandar puede encontrarse en Lee (1992, pp. 72-76). 
Método actuarial 
El método actuarial, que también se conoce como el método de la tabla 
de vida (life-table method) y tiene sus principios en 10s trabajos de Bohmer (1912), 
ha sido desarrollado principalmente con las aportaciones de Berkson y Gage (1950), 
Cutler y Ederer (1958) y Gehan (1969). Consiste en agrupar el tiempo de partici- 
pación de cada sujeto en intervalos de tiempo predeterminados y, como el méto- 
do de Kaplan-Meier, calcular las probabilidades de supervivencia mediante el pro- 
ducto de las estimaciones de las probabilidades condicionadas de supervivencia 
correspondientes a cada uno de 10s diferentes intervalos de tiempo. 
La agrupación en intervalos tiene el inconveniente de dar estimaciones poc0 
precisas cuando el número de sujetos no es suficientemente grande. Sin embargo 
para muestras grandes es más recomendable porque influye poc0 sobre las esti- 
maciones y tiene la ventaja de presentar una curva de supervivencia muy clara 
y una tabla de faci1 interpretación que sintetiza muy bien la evolucion de la su- 
pervivencia de 10s sujetos estudiados. La Tabla 4 es el resultado de la estimación 
actuarial efectuada con el programa BMDP IL. En el listado de instrucciones (Ta- 
bla 6) puede comprobarse que 10s tiempos han sido calculados en meses (a partir 
de las fechas de entrada y terminación) y agrupados en intervalos de 6 meses. 
Para construir esta tabla se definen intervalos de tiempo, generalmente re- 
gulares, y para cada intervalo [t, i ti+,[ se recogen 10s siguientes datos (que apa- 
recen en la columna de la %bla 4 indicada entre paréntesis): 
Ni: sujetos vivos al inicio del intervalo (ENTERED). 
d,: sujetos que mueren en el intervalo (RECA~DA) 
w, + li: sujetos con tiempos incompletos (WITHDRAWN y LLET) 
Si se supone que 10s w, +li sujetos con tiempos incompletos (retirados vi- 
vos y perdidos) se distribuyen uniformemente dentro del intervalo, en promedio 
estaran seguidos hasta la mitad del intervalo. Asi pues el número de sujetos ex- 
puestos al riesgo (EXPOSED) sera: 
wi + l i  
n. = N. - --- 
2 
Teniendo en cuenta que la estimacion de la probabilidad de morir en el 
intervalo [ti et,+,[ condicionada a estar vivo al inicio del mismo es di/n, (PROPOR- 
TABLA 4. RESULTADO DE LA ESTIMACI~N ACTUARIAL CON EL PROGRAMA BMDP IL 




INTERVAL ENTERED WITH- LOST RECA~DA EXPOSBII PROPORTION PROPORTION BEGINNING OF HAZARD DENSlTY 
MONTH DRAWN RECAIDA SURVIVING INTERVAL (S.E.) (S.E.) 
EQUAL LESS 
TH AN 
0.00 - 6.00 32 1 O 15 0.4762 0.5238 1.0000 O. 1042 0.0794 
(0.0000) (0.0255) (0.0148) 
6.00 - 12.00 16 2 1 3 0.2069 0.7931 0.5238 0.0385 0.0181 
(0.0890) (0.0221) (0.0098) 
12.00 - 18.00 10 3 O 2 0.2353 0.7647 0.4154 0.0444 0.0163 
(0.0899) (0.031 1) (0.0107) 
18.00 - 24.00 5 2 O 1 0.2500 0.7500 0.3177 0.0476 0.0132 
(0.0916) (0.0471) (0.0121) 
24.00 - 30.00 2 2 O O 0.0000 1 .O000 0.2383 0.0000 0.0000 
(0.0972) (O.oo00) (O.oo00) 
0.2383 
(0.0972) 
(AT END OI: I.AST INTERVAL) 
ASYMPTOTIC 
QIJANTILE ESTIMATE STANDARD ERROR 
75TH 3.15 0.99 
MEDIAN (50TH) 7.32 2.54 
25TH 23.11 11.24 
TION RECAÍDA), la estimación de la probabilidad condicionada de sobrevivir hasta 
el final del intervalo (PROPORTION SURVIVING) sera: 
La probabilidad de estar vivo en el instante ti+,, es decir, al inicio del si- 
guiente intervalo (CUMULATIVE PROPORTION SURVIVING AT BEGINNING OF INTERVAI,), 
se obtiene aplicando la propiedad multiplicativa: 
Por ejemplo, al inicio del segundo intervalo [6k 12[ la proporcion (acumu- 
lada) de supervivencia es 0.5238 y hay NI :32-1-15=16 sujetos vivos. En el 
transcurso del mismo hay w, + I ,  =2+1=3 retirados y d, =3  recaidas. Por 10 tan- 
to, el número de sujetos expuestos es de 16-3/2=14.5, la proporción de recaidas 
es 3/14.5 = 0.2069 y la proporción (condicional) de supervivencia es 
(14.5-3)/14.5 =I -0.2069= 0.7931. La proporción (acumulada) de supervivencia a 
10s 12 meses, es decir, al inicio del siguiente intervalo es 0.5238 x 0.7931 = 0.4154. 
Asi pues, la probabilidad de que un paciente después del tratamiento esté como 
minimo 1 año sin recaer es del 41.5 %. 
Puesto que este valor es una estimación, se debe hallar su intervalo de eon- 
fianza a partir del error estándar que se calcula con la formula de Greenwood 
ya expuesta y que en la Tabla 4 aparece entre paréntesis debajo de cada propor- 
ción acumulada de supervivencia. Asi, a 10s 12 meses la proporcion de supervi- 
vencia es 0.4154 (EE=0.0899) y su intervalo de confianza del 95 %, aceptando 
la aproximación normal, viene dado por: 
Por 10 tanto, la probabilidad de que un paciente después del tratarniento est6 como 
minimo 1 año sin recaer esta situada entre el 24 % y el 59 % (IC 95 '70). 
La mediana del tiempo de supervivencia se estima mediante una_ intcrpola- 
ción lineal entre 10s tiempos ti y ti+, correspondientes a s(ti)20.5 y S(ti+J< 0.5. 
En este ejemplo, la mediana esta situada en el segundo intervalo y corresponde 
a 7.32 meses (EE=2.54). 
Densidad de probabilidad y función de riesgo 
La función de supervivencia S(t) describe de manera global el proceso de 
supervivencia de la población en el transcurso del tiempo. No obstante, para des- 
cribir de una forma mas detallada la dinámica de la amortalidad>> en determina- 
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dos momentos o en determinados periodos de tiempo, es necesario estimar, ade- 
mas, la función de riesgo h(t) y la función de densidad de probabilidad f(t). 
Estas tres funciones estan relacionadas, de manera que cualquiera de ellas 
permite definir la distribución de probabilidad del tiempo T de supervivencia (Lee, 
1992, PP. 15-16): 
Sin embargo, la función de riesgo es la mas adecuada para describir la dinamica 
del proceso porque sus valores representan tasas de incidencia del suceso que se 
estudia. Por 10 tanto, la descripción correcta del proceso de ccmortalidad)) vendra 
dada por la función de supervivencia y por la de riesgo que conviene presentarlas 
en una misma figura, dibujando la función de riesgo debajo de la función de 
supervivencia. 
Los conceptos de tasa y de incidencia, que junto con 10s de riesgo relativo 
y de razón de odds son fundamentales en analisis de la supervivencia, pueden 
revisarse en Elandt-Johnson y Johnson (1980, cap. 2). Una tasa (rate) expresa el 
cociente entre la variación relativa de una magnitud Y respecto a la variación de 
otra magnitud X, que en este caso es el tiempo. Si en un instante t hay n sujetos 
expuestos al acontecimiento terminal (ccmuerte))), la tasa de incidencia se define 
como la variación relativa de sujetos (proporción de ctmuertes))) por unidad de 
tiempo en dicho instante; cuando se calcula en un cierto intervalo de tiempo se 
denomina tasa media de incidencia y se interpreta como una medida del riesgo 
de ccrnorir>> en dicho intervalo. 
Función de densidad de probabilidad 
La función de densidad de probabilidad f(t) (density function) se define 
como la probabilidad por unidad de tiernpo que tiene un sujeto de fallecer en 
un determinado instante. 
Con datos agrupados en intervalos (método actuarial), la probabilidad por 
unidad de tiempo de fallecer, que se asigna al punto medio t,  del intervalo 
[ti +ti+,[, se estima con la proporción de sujetos del total de la muestra que fa- 
llecen en el intervalo dividida por el número de unidades de tiempo transcurrido: 
Esta proporción representa la variación de sujetosproducidapor las <<muer- 
tes>> en el intervalo, relativa al total de sujetos de la muestra. Dividida por el in- 
cremento del tiempo se obtiene la estimación de la tasa absoluta de <<muer- 
tes>> en el centro del intervalo. 
El area total bajo esta curva vale 1 y el area comprendida entre dos tiem- 
pos ti y t, es igual a la proporción de ccmuertes)) que se presentan en dicho in-' 
tervalo. Asi pues, 10s picos de la funcion de densidad de probabilidad permiten 
detectar 10s periodos con mayor incidencia de ctmuertes)). 
El cálculo del error estándar EEf(t,,J de estas estimaciones puede encon- 
trarse en Elandt-Johnson-Johnson (1980, p. 142) o en Lee (1992, p. 89). 
Función de riesgo 
La funcion de riesgo h(t) (hazard function) representa la probabilidad con- 
dicionada por unidad de tiempo que tiene un sujeto de fallecer en un instante 
t si habia sobrevivido hasta el instante anterior. Por este motivo se llama tambiCn 
tasa condicionada de mortalidad (conditional mortality rate) o fuerza de morta- 
lidad. Nótese que en la función de densidad f(t) la proporción de ccmuertes)) es 
respecto al total de la muestra mientras que en la función de riesgo es relativa 
so10 a 10s sujetos que llegan ccvivos)) al instante t. 
Con datos agrupados en intervalos (método actuarial) esta función, que 
se estima en el punto medio t,, de cada intervalo [t, t t,+,[, representa la tasa rne- 
dia de incidencia. Si n, es el número de sujetos expuestos en el intervalo y d, el 
número de ccmuertes)) que se producen a 10 largo del mismo, en el centro del in- 
terval~ estaran expuestos aproximadamente n,-0.5d, sujetos. La probabilidad 
condicionada de ccmorir)) en el punto medio del intervalo se estima dividiendo 
el número de ccmuertesn por 10s sujetos expuestos en el centro del mismo, de ma- 
nera que la probabilidad condicionada por unidad de tiempo h(t,,,J se estimará 
dividiendo la anterior probabilidad por el numero de unidades de tiempo trans- 
currido. Aplicando esta fórmula a 10s datos de la Tabla 4 para calcular la tasa 
media de recaídas en el segundo semestre, se obtiene: 
ni - 0.5di 14.5 - 1.5 
fi(tim) = + fi(9) = = 0.0385 por mes 
ti+l - ti 12 - 6 
El error estandar EE &t,3 de estas estimaciones se calcula de manera 
aproximada con la fórmula deducida por Gehan (1969). Para el segundo semes- 
tre se obtiene: 
La Figura 3 presenta la curva de supervivencia y la funcion de riesgo 
estimadas por el método actuarial. El examen de la función de riesgo y de la co- 
lumna HAZARD de la Tabla 4, indica que la mayor tasa de recaidas se presen- 
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Figura 3. Curva de supervivencia (actuqrial) y funcion de riesgo. 
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ta durante 10s primeros 6 meses (0.1042 por mes), luego desciende alrededor de 
0.04 por mes entre el segundo y cuarto semestre y se hace nula a partir de 10s 
dos años. 
Comparación de curvas de supervivencia 
Se ha registrado si el paciente tenia trabajo estable al término del trata- 
miento para comprobar una posible relación de este factor con el tiempo de abs- 
tinencia. La Tabla 5, obtenida con el programa BMDP IL, presenta en un mismo 
grafico la curva de supervivencia estimada según Kaplan-Meier en el grupo de 
pacientes con trabajo estable (S) y la estimada en el grupo sin trabajo (N). 
La curva (N) decrece con mayor rapidez que la curva (S) 10 que indica una 
peor supervivencia de 10s pacientes sin trabajo. Por ejemplo, a 1 año (365 dias), 
la grafica señala que la proporción de sujetos sin recaida es aproximadamentc 
del 70 % en el grupo con trabajo y so10 del 15 % en el grupo de sujetos sin 
trabajo. Las tablas con la estimación Kaplan-Meier de dichas curvas (no repro- 
ducidas en este articulo) indican que las proporciones son exactamente: 
ss(365)=0.7108 y s,(365)=0.1471, es decir, entre 10s pacientes sin trabajo hay un 
54.4 % mas de recaidas durante el primer año. Es posible estudiar la significa- 
eión de la diferencia entre estas dos proporciones y determinar su interval0 de 
confianza cuando las dos muestras son grandes (Domknech, 1992, pp. 42-43). 
Ademas de las pruebas para comparar dos proporciones de supervivencia 
en un determinado instante t, existen numerosas pruebas que permiten comparar 
dos o mas curvas completas de supervivencia. Las pruebas no paramétricas mis 
utilizadas estan descritas en Elandt-Johnson, R.C. y Johnson, N.L. (1980, cap. 
8), Hill, C. y cols. (1990, cap. 3), Lee (1980, cap. 5). 
El programa BMDP IL efectua la prueba de Mantel-Cox (Mantel, 1966; Cox, 
1972, Peto y Peto, 1972), la prueba de Tarone-Ware (Tarone y Ware, 1977), la prueba 
de Breslow (Breslow, 1970) y la de Peto-Prentice (Prentice, 1978). Estas pruebas 
tienen diferente sensibilidad según el patrón de 10s desvios, respecto a la igual- 
dad, de las curvas que se comparan y también según el tip0 de observaciones in- 
completa~ que se presentan. Una discusión sobre la potencia de todas estas prue- 
bas puede encontrarse en Hill, C. y cols. (1990, pp. 44-51) y en Lawless (1978, 
pp. 425-427). Entre todas ellas la m8s utilizada es laprueba de Mantel-Cox, mas 
conocida con el nombre de prueba de Mantel-Haenszel o prueba de bgrank  ( b g -  
rank test). 
Prueba de Mantel-Haenszel (Logrank) 
Consiste en comparar el número de fallecimientos observados en cada uns 
de 10s k grupos con el número de fallecimientos esperados en el caso de que la 
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TABLA 5. COMPARACI~N DE DOS CURVAS DE SUPERVIVENCIA CON EL PROGRAMA BMDP IL 
Cumulative Proportion Surviving Group Var: Trabajo 
N IS No S IS Si 
.+....+....+....+....+....+....+....+....+....+....+. 
1 . 0  + S . .  + 
-N. . - 
- .S. . . .  - 
- S. - 
- N - 
. 8 0  + . S . .  .. + 
- N. - 
- N S......... - 
- - 
- N. - 
- 6 0  + N S . . . . .  .................... + 
- - 
- N. - 
- - 
- - 
.40 + N. + 
- N.. - 
- - 
- N - ....... 
- N.. - 
- 2 0  + + 
- N.. - 
.... 
- - 
- N. - 
............ 
- - 
0 . 0  + N + 
.+....+....+....+....+....+....+....+....+....+....+. 
O 1 0 0  2 0 0  3 0 0  400 500 600  7 0 0  800  9 0 0  1 0 0 0  
Sums for observed and expected responses (Mantel-Cox Test) 
Obsewed Expected (Obs/Exp) 
No 16.0 7.92 2.02 
Si 5.0 13.08 0.38 
Test Statistics 
Statistic D.E P-Value 
Generalized Savage (Mantel-Cox) 13.842 1 0.0002 
Tarone-Ware 12.663 1 0.0004 
Generaiized Wilcoxon (Breslow) 11.617 1 0.0007 
Generalized Wilcoxon (Peto-Prentice) 12.337 1 0.0004 
mortalidad fuera la misma en todos 10s grupos (hipótesis nula). La distribución 
de tiempos en el conjunt0 de la muestra perrnite estimar, para cada tiempo com- 
pleto ti, las proporciones de c<muertes>) que se darian bajo la hipótesis nula. Mul- 
tiplicando estas proporciones por el número de sujetos expuestos de cada grupo 
en el correspondiente instante, se obtienen 10s fallecimientos esperados en cada 
tiempo completo. La suma de todos ellos da el número de fallecimientos espera- 
dos en cada grupo. La prueba de Mantel-Haenszel consiste en calcular el siguien- 
te estadístic0 y comparar10 con la ley de X2 con k-1=1 grados de libertad: 
El programa BMDP IL (Tabla 5) presenta la suma de valores esperados y ob- 
servados en cada grupo y el resultado de esta prueba. Se puede aplicar una prue- 
ba mas conservadora utilizando la fórmula aproximada que da un valor ligera- 
mente inferior (Crowley y Breslow, 1975): 
La conclusion de la prueba de Mantel-Haenszel es que la supervivencia (sin 
recaída) del grupo de pacientes sin trabajo es peor que la del grupo con trabajo 
(XZ =13.842; gl= 1; P=0.0002). El sentido de la diferencia se obtiene al compro- 
bar que en el grupo N el numero de recaidas observadas es superior a las espera- 
d a ~ .  Pero esta conclusión tiene poc0 interés porque solo permite afirmar que su 
supervivencia es peor. Una medida clasica para evaluar la diferencia entre la ((mor- 
talidad)) de un grupo respecto a la del otro, es el riesgo relativo. 
Una manera sencilla de estimar el riesgo relativo es a través del cociente 
de riesgo (Hazard ratio) que se obtiene dividiendo la tasa relativa de c<muerteJ.>> 
(cociente entre ctmuertes)) observadas y esperadas) de un grupo respecto a la del 
otro. Los datos de la Tabla 5 indican que en el grupo N, el número de recaidas 
observadas es el doble de las esperadas (OBSIEXP =2.02) mientras que en el gru- 
po S ocurre 10 contrario, ya que el numero de recaidas observadas es solo algo 
mis de un tercio de las esperadas (OBSIEXP =0.38). El cociente de riesgo (Hazard 
ratio) indica que el riesgo de recaida en 10s pacientes sin trabajo es 5.32 veces 
superior respecto al de 10s pacientes con trabajo: 
Una mejor estimación del riesgo relativo la proporciona el estimador de 
Mantel-Haenszel con la correccion de Tarone (Tarone, 1981). Las formulas para 
calcularlo, junto con su error estándar y su interval0 de confianza pueden en- 
contrarse en Breslow y Day (1987; pp. 109-110). 
La prueba de Mantel-Haenszel para mas de dos grupos se efectua con el 
mismo procedimiento, pero requiere calculos laboriosos porque en la formula fi- 
nal interviene una matriz de variancias-covariancias. En este caso, si 10s k grupos 
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tienen un orden (por ejemplo, se trata de comparar la supervivencia de estos pa- 
cientes según la duración del consumo de heroina sea 0, l y 2 o mas años), ade- 
mas de la prueba de heterogeneidad, es conveniente efectuar la prueba de ten- 
dencia (Mantel, 1963). Una buena exposición de ambas pruebas puede encontrarse 
en Hill, C. y cols. (1990, pp. 52-59). También existe la versión estratificada de 
esta prueba (Mantel y Haenszel, 1959) para comparar las curvas de superviven- 
cia de k grupos introduciendo una variable categórica de control con objeto de 
eliminar su efecto sobre las diferencias entre 10s grupos. La 'hbla 6 presenta las 
instrucciones del programa BMDP IL que ha permitido obtener las Tablas 3, 4 y 5.  
TABLA 6. INSTRUCCIONES BMDP PARA ESTIMAR Y COMPARAR CURVAS DE SUPERVIVENCIA 
/PROBLEM TITLE = "Ratamiento de heroin6manos: estudio de seguimiento*. 
/INPUT FILE = 'TH92.DAT'. 
VARIABLES = 9. 
FORMAT = '(F2.0,6(X,F2.0),4X,2(X,F1.0))'. 
/VARIABLE NAMES = CASO,DE,ME,AE.DT.MT,AT,ESTADO,TRABAJO. 
/GROUP CODE(TRABAJ0) = 0. 1. 
NAMES(TRABAJ0) = 'No', 'Si'. 
CODE(ESTADO) = O to 3. 
NAMES(ESTAD0) = ' a b s t i n e n c i a ' : ~ ~ C ~ Í ~ ~ ' ,  'perdido*,'muerto'. 
/FORM ENTRY = ME, DE. AE. 
TERMINATION = MT, M; AT. 
UNIT = MONTH. 
STATUS = ESTADO. 
RESPONSE = 1. 
IBST = 2. 
/ESTIMATE METHOD = LIFE. 
WIDTH = 6. 
PLOT = SURVIVAL, HAZARD. SIZE = 50.25. 
/END. 
----------------------------------------------------------------------------------------------------- 
/FORM ENTRY = ME. DE, AE. 
TERMINATION = MT, DT, AT. 
UNIT = DAY. 
STATUS = ESTADO. 
RESPONSE = 1. 
LOST = 2. 
/ESTIMATE METHOD = PRODUCT. 
PLOT = SURVIVAL. SIZE = 50.25. 
/ESTIMATE METHOD = PRODUCT. 
GROUP = TRABAJO. 
PLOT = SURVIVAL. SIZE = 50.25. 
STAT = ALL. 
EXPECTED. 
/END. 
Evaluación de factores pronósticos relacionados con el tiempo de supervivencia 
La prueba de Mantel-Haenszel para comparar k curvas de supervivencia 
so10 permite estudiar el efecto de una variable independiente categórica sobre la 
supervivencia y ajustar10 según otra variable categórica. El analisis de la supervi- 
vencia dispone de modelos de regresion que permiten identificar y evaluar el efecto 
de mas de un factor pronostico (variables independientes) sobre el tiempo de su- 
pervivencia (variable dependiente) y también predecir el tiempo de supervivencia 
de un determinado sujeto a partir de 10s valores que toma en las variables pro- 
nostica~. 
Las variables pronosticas o predictoras (covariates) pueden ser cuantitati- 
vas o cualitativas. Las variables cualitativas dicotomicas se introducen en el mo- 
delo codificadas con 10s valores O y l y las cualitativas con k categorias se intro- 
ducen como k variables indicadoras binarias (dummy variables). Algunos modelos 
también permiten analizar variables predictoras dependientes del tiempo, es de- 
cir, variables pronósticas que pueden tomar diferentes valores durante el segui- 
miento del sujeto. Ejemplos de variables pronosticas no dependientes del tiempo 
son el sexo, la edad de inicio del consumo de drogas, etc. Un ejemplo de variable 
pronostica dependiente del tiempo podria ser, en nuestro estudio, el trabajo esta- 
ble, ya que un paciente en un momento determinado del seguimiento podria aban- 
donar o incorporarse a un trabajo. 
Modelo de regresión de Cox I 
Una de las técnicas multivariantes mas utilizadas para realizar este tipo de 
analisis es el modelo de regresidn de Cox (Cox, 1972): 
en donde h(t;X) es la tasa de riesgo de un sujeto, con valores X=(x,; x,; ... ; xJ 
en las variables pronósticas, en el instante t. La funcion h,(t), que solo depende 
del tiempo, se llama funcion de riesgo de referencia (baseline o underlying hu- 
zard function) y representa las tasas instantaneas de riesgo de un sujeto hipotkti- 
co con valor O en todas las variables predictivas. El modelo de Cox se caracterira 
por no especificar la forma de h,(t) ya que so10 estima 10s p coeficientes b,, asi 
pues, se trata de un modelo semi-paramétrico. 
Sea un sujeto con valores XA y otro con valores X, en las variables pre- 
dictivas, el cociente entre las tasas de riesgo de estos dos sujetos es constante a 
10 largo del tiempo ya que no depende de h,(t), por este motivo se trata tambikn 
de un modelo de riesgos proporcionales (proportional hazards model): 
Este cociente se interpreta como el riesgo relativo de 10s sujetos con valo- 
res XA respecto al de 10s sujetos con valores X, en las variables pronósticas. 
La relacion entre la tasa de riesgo y las variables predictoras es log-lineal, 
es decir, se puede expresar como un modelo de regresion múltiple en el que la 
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variable dependiente es el logaritmo neperiano de la tasa de riesgo h(t;X) y las 
variables independientes xi son 10s diferentes factores pronósticos : 
La estimacion de 10s parametros b, del modelo se efectua con el método 
de la verosimilitud parcial propuesto por Cox (1972, 1975) con la modificacion 
de Breslow (1974) para 10s empates. El programa B M D P ~ L  (Dixon, 1990) permite 
estimar este modelo. 
Un parametro b con signo positivo (+) indica un aumento de la tasa de 
riesgo, es decir, un peor pronóstico del sujeto para un valor alto en la variable 
x. Un parametro b con signo negativo (-) indica mejorprondstico para un valor 
alto en la variable x. 
El efecto de una variable x se valora con el exponente eb, que es el factor 
por el cua1 se multiplica el riesgo relativo cuando la variable x se incrementa en 
una unidad (y las demas variables permanecen constantes): 
Modelo con una variable pronostica binaria 
La prueba de Mantel-Haenszel ha permitido comparar las curvas de su- 
pervivencia de 10s pacientes con y sin trabajo estable. El efecto de la variable tra- 
bajo sobre el tiempo de supervivencia puede valorarse mejor con el modelo de 
regresion de Cox ajustado en la Tabla 7. El coeficiente 6= -1.7283 negativo indi- 
ca que un paciente con trabajo (x= 1) ticne mejor pronostico que sin trabajo (x=O). 
Se considera significativa cuando ~/EE= -1.7283/0.5201= -3.32, en valor abso- 
luto, es superior a 2, ya que para muestras grandes este cociente se distribuye se- 
gún una ley Normal (prueba de Wald). Puesto que la variable trabajo es binaria, 
eb indica que el riesgo de recaida estimado para 10s pacientes con trabajo es 
0.1776 veces el de 10s pacientes sin trabajo (un riesgo inferior a I indica un efecto 
protector). Su inversa 1/0.1776=5.63, es el riesgo estimado para 10s pacientes sin 
trabajo (en relacion a 10s que trabajan), que coincide aproximadamente con el 
calculado en la prueba de Mantel-Haenszel. 
La Tabla 7 presenta 10s resultados de las pruebas de significacion habitua- 
les con las estimaciones máximo-verosimiles (Rao, 1973; Wilks, 1962): la prueba 
de la razon de verosimilitud (X2 = 13.39; gl= 1; P=0.0003) considerada como la 
mas potente, la prueba de Rao (Score test, X2 =13.73; g1=1; P=0.0002) y la prue- 
ba de Wilks (X2 = 11.04; gl= 1; P=0.0009), que en el caso de una sola variable es 
igual a ( 6 / ~ 2 ) ~  = (-3.3228)2 = 11.04. 
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TABLA 7. MODELO DE RECRESI~N DE COX CON UNA VARIABLE P R O N ~ S T ~ C A  BINARIA 
ESTIMAW CON EL PROGRAMA BMDP 2L 
Modelo con una variable pronbstica con k categorías 
Si se desea estudiar el efecto de una variable con mis de dos categorias, 
por ejemplo, la duracidn del consumo (O, 1 y 2 o mas años), deberemos introdu- 
cir en el modelo k-1=2 variables binarias que pueden codificarse de diferentes 
maneras segun el efecto a estimar (Hill, y cols., 1990, pp. 110-117). En este estu- 
dio es razonable utilizar la duración del consumo inferior a 1 año como catego- 
ria de referencia, de manera que crearemos las variables D l  y 0 2  (que representa- 
ran, respectivamente, 10s sujetos con consumo entre 1 y 2 aííos y 10s de 2 o mas 
años, respecto al grupo con menos de 1 año de consumo) con la codificacion: 
Si Duracidn = O + Dl = O; 0 2  = O 
Si Duracidn = 1 + Dl = 1; 0 2  = O 
Si Duracidn = 2 + Dl  = O; 0 2  = 1 
La Tabla 8 pone de manifiesto un efecto significativo de la variable dura- 
cidn, estimado en este caso por etapas (stepwise): respecto a 10s pacientes con 
menos de 1 año de consumo de heroina, el riesgo de recaida se multiplica por 
7.6 si la duración esta entre 1 y 2 años y por 19.9 si supera 10s 2 años. 
SignijCcacidn del modelo 
La prueba de la razdn de verosimilitud permite estudiar la significacion 
global del modelo y también la de una o varias de las variables del modelo. La 
COX PROPOKilONAL HAZARDS MODEL 
-------------------- 
RISK TYPE IS U)GLIN 
INDEPENDENT VARIABLES 
4 TRABAJO 
LOG LIKELIHOOD = -54.4092 
GIDBAL CHI-SQUARE = 13.73 D.F. = 1 P-VALUE = 0.0002 
NORM OF THE SCORE VECTOR = 0.333E-07 
STANDARD 
VARIABLE COEFFICIENT ERROR C0EFFJS.E. EXP(C0EFF.) 
------------ ----------------- 
4 TRABAJO -1.7283 0.5201 -3.3228 0.1776 
*** EFFECTS 'TESTED *** 
4 TRABAJO 
STATISTIC CHI-SQUARE D. F. P-VALUE 
LRATIO 13.39 1 0.0003 
SCORE 13.73 1 0.0002 
WALD 11.04 1 0.0009 
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TABLA 8. MODELO DE REGRESION DE COX CON UNA VARIABLE PROKÓSTICA 
CATEGÓRICA ESTIMADO CON EL PROGRAMA BMDP 2L 
COX PROPOIYTIONAL HAZARDS MODEL 
............................................................. 
RISK TYPE IS LOGLIN 
STANDARD 
VARIABLE COEFFICIENT ERROR COEFE/S.E. EXP(C0EFF.) 
---------------- ........................ ------------------- ------------------- ........................ 
7 D1 2.0246 0.5893 3.4355 7.5729 
8 D2 2.9916 0.7160 4.1780 19.9171 
STATISTICS TO ENTER OR REMOVE VARIABLES 
........................................................................ 
APROX. APROX. 
VARIABLE CHI-SQ. CHI-SQ. LOG 
NO. N A M E ENTER REMOVE P-VALUE LIKELIHOOD 
7 D1 11.84 0.0006 -55.7117 
8 D2 18.17 0.0000 -58.8755 
SUMMARY OF STEPWISE RESULTS 
STEP VARIABLE LOG IMPROVEMENT GLOBAL 




1 E 8 D 2  1 -55.712 10.784 0.001 15.384 0.000 
2 E 7 D1 2 -49.791 11.840 0.001 25.756 0.000 
Tabla 8, obtenida con una regresion por pasos, indica que el logaritmo neperiano 
de la verosimilitud sin ninguna variable en el modelo es LL(0) = -61.104; este va- 
lor aumenta a LL(2) = -49.791 después de introducir las dos variables predicto- 
ras. Puede llegar hasta O si el modelo reproduce exactamente 10s datos observa- 
dos (verosimilitud igual a I). 
La prueba se efectua a partir del incremento de la verosimilitud produ- 
cido al incorporar la variable o variables al modelo. La signifcación global 
de un modelo con p variables pronósticas se estudia con el estadistico 
-2ln[L(O)/L(p)J= -2[LL(O)-LL(p)J que para muestras grandes sigue una ley de 
X2 con p grados de libertad (número de parametros estimados). En este ejemplo 
vale: 
x~,,,,, = -2x(-61.104 + 49.791) = 22.626; gl = 2; P = 0.00001 
La significacion de cada variable, obtenida con esta prueba, aparece en la 
columna APPROX. CHI-SQ. REMOVE del ultimo paso y corresponde al estadistico 
LRATZO (descrit0 al comentar la Tabla 7). Por ejemplo, para la variable 02:  
x:, = -2 x (-58.8755 + 49.791) = 18.17; gl = 1; P = 0.00002 
Otra manera de estudiar la significación global del modelo es con la prue- 
ba de Rao (score test) que figura en la columna GLOBAL de la Tabla 8 
(X2 =25.756; gl= 2; P <  0.0005). 
Construcción de un modelo de Cox con varias variables predictoras 
Se trata de establecer ;n modelo de regresión de Cox a partir de las tres 
variables predictoras, edad, trabajo y duracidn. La Tabla 9 presenta 10s modelos 
que se obtienen para cada uno de 10s posibles subconjuntos de variables del estu- 
dio (sin tener en cuenta las interacciones). Para elegir el modelo con mayor poder 
de explicación es adecuado utilizar el coeficiente de determinación (Atkinson, 
1980), cuya estimación R2 es igual al incremento relativo del logaritmo de la ve- 
rosimilitud, corregido por el número p de parametros estimados: 
TABLA 9. MODELOS DE COX PARA CADA UNO DE LOS POSIBLES SUBCONJUNTOS DE VARIABLES 
El examen de 10s siete modelos de la Tabla 9 indica que maximo valor 
R2=0.308 corresponde a modelo 7 que incluye la variable trabajo casi signifi- 
cativa (p=0.10); pero es mas adecuado el modelo 5 por su mayor parsimonia, 
Xkme,,  I 81 1 Prob. 1 
31.88 1 .O000 .244 
13.39 1 .O003 .O93 
22.62 2 .O000 .I52 
36.92 2 ,0808 .269 
42.87 3 .O000 .302 
28.78 3 .O000 .I86 
45.67 4 .0000 .308 








Edad -0.469 0.096 .O000 
Trabajo -1.728 0.520 .O009 
Duraci6n D1 2.025 0.589 .O006 
D2 2.992 0.716 .O000 
Bdad -0.426 0.101 .o008 
Trabajo -1.226 0.565 .O306 
Edad -0.461 0.115 .O001 
Duración D1 2.100 0.636 .O010 
D2 1.726 0.806 .O324 
Trabajo -1.270 0.545 .O197 
Duración D1 1.671 0.590 .O046 
D2 2.510 0.730 .O006 
Edad -0.427 0.116 .o002 
Trabajo -0.968 0.589 .I001 
Duraci6n D1 1.869 0.634 .O032 
D2 1.417 0.827 .O865 
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ya que so10 incorpora las variables edad y duración sin perder poder explicativo 
(R2=0.302). No obstante, este valor R2 esta muy alejado del ajuste perfecto 
(RZ =I). 
Cuando el numero de variables pronósticas es grande, este procedimiento 
tiene un coste computacional demasiado elevado. En este caso se efectua una pri- 
mera selección de variables de forma automática con un procedimiento de regre- 
sión por pasos, ya sea incorporando progresivamente las variables por orden de 
importancia (forward selection) hasta que no se satisfaga el criterio de inclusión 
(generalmente Px.05 o P<.10), ya sea ajustando el modelo con todas lasp varia- 
bles predictoras y después eliminando sucesivamente las variables menos impor- 
tantes (backward elimination) que satisfagan el criterio de exclusión (generalmente 
P >.I0 o P >.15) o mediante una combinación de ambos (stepwise selection) en 
el que las variables se incorporan progresivamente al modelo a la vez que son 
eliminadas si en algun paso cumplen 10s criterios de exclusión. 
Una vez elegido el modelo 5, podremos completar10 introduciendo 10s dos 
términos de interacción : 
que representan la modificación del efecto de la edad segun el valor de la dura- 
ción del consumo de heroina. En este ejemplo se comprueba que 10s coeficientes 
b, y b, no son significativos; asi pues, consideraremos que el efecto de la edad 
sobre la tasa de riesgo es el mismo para las diferentes duraciones y 10s términos 
de interacción seran excluidos del modelo. 
Los coeficientes 6i del modelo 5 se interpretan de la manera ya descrita. 
Por ejemplo, =0.63 representa el efecto de la edad ajustado por la duración: 
por cada año que se retrasa el inicio de la drogodependencia el riesgo relativo 
de recaida disminuye en la proporción de 0.63. Si se compara con el modelo 1 
observaremos que el efecto de la edad practicamente no se modifica al ajustar10 
por la duración. Sin embargo, si se compara con el modelo 2, el efecto de una 
duración superior a 10s 2 años (D2) se reduce de e2,992=19.9 a eL726=5.62 después 
de controlar el efecto de la edad. 
Cuando el modelo estimado presenta algun coeficiente con signo contra- 
rio al esperado por razones teoricas, deberemos comprobar si falta una variable 
predictiva importante o si existe una interacción entre las variables cuyo término 
no ha sido incluido en el modelo. 
Comprobación de 10s supuestos del modelo 
El modelo de regresión de Cox, tal como 10 hemos definido, supone que 
el efecto de las variables predictoras sobre la función de riesgo es log-lineal y ademas 
que la relación entre esta función log-lineal y la función de referencia h,(t) es 
multiplicativa (supuesto de proporcionalidad). Una revisión de las principales téc- 
nicas para verificar estos supuestos puede encontrarse en Hil1 (1990, pp. 107-127) 
o en Kay (1984). 
La vulneración del supuesto de proporcionalidad afecta notablemente la 
validez del modelo; 10s ejemplos 2L.3 y 2L.4 del manual del BMDP (Dixsn, 1990, 
pp. 775-779) ilustran 10s métodos habitualmente utilizados para comprobarls. En 
algunas ocasiones la falta de alguna variable pronostica relevante o la existencia 
de una interacción entre variables, no incluida en el modelo, puede ser la causa 
de una falta de proporcionalidad. 
El supuesto de relacion log-lineal puede ser excesivamente fuerte para al- 
gunas variables predictoras cuantitativas. Asi, para la edad, significa que el efec- 
to (sobre la tasa de riesgo) de empezar 5 años mas tarde a consumir drsgas, es 
el mismo entre 10s 14 y 19 años que entre 10s 24 y 29 años, por ejempls. En caso 
de vulneración manifiesta, se puede solucionar agrupando la variable en k inter- 
valos homogéneos en cuanto al riesgo, e introduciendo en el modelo las k-1 va- 
riables binarias indicadoras de estos intervalos. 
Uso del modelo para efectuar predicciones 
La Tabla 10 contiene las instrucciones del programa B M D P ~ L  para estimar 
el modelo 5 y efectuar predicciones. La Tabla lla presenta 10s estadisticos des- 
criptivos de las variables predictoras, 10s coeficientes estimados y las pruebas de 
significacion. Si solo se considera la prueba de la razon de verosimilitud (LRATZO), 
tanto la edad (X2 =20.25; gl=l; P<0.00005) como la duracidn (X2 =10.99; gl=2; 
P=0.0041) son significativas y también el modelo global (X2=42.8Z gl=3; 
P< O. 00005). 
fndice pronóstico 
El exponente del modelo de regresion de Cox se denomina indice pronosti- 
co PI (prognostic index), de manera que la tasa de riesgo se puede expresar a 
través de este indicador en lugar de utilizar 10s valores del sujeto en cada variable: 
En la practica es mejor utilizar el indicepronostico centrado que se sbtie- 
ne centrando las variables predictoras: 
PI, = -0.4611 (Edad-18) + 2.1004 (Dl-0.2813) + 1.7256 (D2-0.2188) 
Un indice pronóstico igual a O corresponde a un sujeto hipotético ccprome- 
dia)). El indice pronóstico de un paciente A que empezó a tomar drsgas a 10s 
15 años (edad=15) y heroina durante mas de dos años (Dl=O, D2=1), es supe- 
rior a cero: 
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PI, = -0.4611 (15-18) + 2.1004 (0-0.2813) + 1.7256 (1-0.2188) =. 2.14 
mientras que el de un paciente B que empezó con drogas a 10s 20 años (edad=20) 
y toma heroina desde hace menos de 1 año (DI =O, D2=0)  es negativo: 
PI,, = -0.4611 (20-18) + 2.1004 (0-0.2813) + 1.7256 (0-0.2188) = -1.89 
La diferencia entre 10s indices pronósticos de dos pacientes permite esti- 
mar su riesgo relativo: 
Puesto que el centrado no afecta al valor de la diferencia: 
PI, - PI, = PI, - PI,, = 2.14-(-1.89) = 4.03 -+ RR = e4.031 = 56.3 
es decir, el riesgo de recaida de 10s pacientes con PI, =2.14 es 56.3 veces supe- 
rior al de 10s pacientes con PIcB= -1.89. 
TABLA 10. INsTRUCCIONES BMDP PARA ESTIMAR UN MODELO DE COX Y EFECTUAR PREDICCIONES 
/PROBLEM TITLE = 'Tratamiento de heroinbmanos: estudio de seguimiento'. 
/INPUT FILE = 'TH92.DAT'. 
VARIABLES = 6. 
FORMAT = '(F2.0,19X,F3.0,2(X,Fl.O),X,F2.0,X,Fl.O)'. 
/VARIABLE NAMES = CASO,TIEMPO,ESTADO,TRABAJO,EDAD,DURACION. 
/TRANSFORM D1= 0. 
D2=0. 
IF (DURACION EQ 1) THEN D1= 1. 
IF (DURACION EQ 2) THEN D2 = 1. 
/GROUP CODE(TRABAJ0) = 0, 1. 
NAMES(TRABAJ0) = 'No','Sil. 
CODE(ESTAD0) = O to 3. 
NAMES(ESTAD0) = 'abstinencia','~~~~f~~','~erdido','muerto'. 
/FORM TIME = T4EMPO. 
UNIT = DIAS. 
STATUS = ESTADO. 
RESPONSE = 1. 
LOST = 2. 
/REGRESSION COVARIATES = EDAD, D1, D2. 
/TEST ELIM = EDAD. 
ELIM = Dl. 
ELIM = D2. 
ELIM - D1, D2. 
ELIM = EDAD, D1, D2. 
STAT = ALL. 
/PRINT SURVIVAL. 
/PLOT TYPE = SURV. 
SIZE = 60,30. 
PATTERN = 15, 0, 1. 
PATTERN = 20, 0, 0. 
PATTERN = 18, 0.2813, 0.2188. 
/END. 
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TABLA lla. RESULTADO DE LA ESTIMACI~N DEL MODELO DE COX CON EL PROGRAMA BMDY 2I, 
DESCRIlYTIVE STATISTICS FOR FIXED COVARIATES 
............................................................................. 
VARIABLE STANDARD 
NO. N A M E MINIMUM MAXIMUM MEAN DEVIATION SKEWNESS KURTOSIS 
5 EDAD 11.0000 24.0000 18.0000 3.8100 -0.34 1.78 
7 D1 0.0000 1.0000 0.2813 0.4568 0.93 1.83 
8 D2 0.0000 1.0000 0.2188 0.4200 1.30 2.68 
INDEPENDENT VARIABLES 
5 EDAD 7 D1 8 D2 
U9G LIKELIHOOD = -39.6688 
GLOBAL CHI-SQUARE= 42.68 D.F. = 3 P-VALUE = 0.0000 
NORM OF THE SCORE VECTOR = 0.998E-06 
STANDARD 
VARIABLE COEFFICIENT ERROR COEFF./S.E. EXP(COEFF.) 
........................ ........................ ..................... 
5 EDAD -0.461 1 0.1150 -4.0098 0.6306 
7 D1 2.1004 0.6359 3.3034 8.1698 
8 D2 1.7256 0.8064 2.1398 5.6159 
*** EFFECTS TBSTED *** STATISTIC CHI-SQUARE D.E P-VALUE 
5 EDAD LRATIO 20.25 1 0.0000 
SCORE 21.27 1 0.0000 
WALD 16.08 1 8.0001 
*** EFFECTS TESTED *** STATISTIC CHI-SQUARE D.E P-VALUE 
7 D1 LRATIO 10.71 1 0.0011 
SCORE 13.19 1 0.0003 
WALD 10.91 1 0.0010 
*** EHFECTS TESTED *** STATISTIC CHI-SQUARE D.F. P-VALUE 
8 D2 LRATIO 4.68 1 0.0305 
SCORE 4.83 1 0.0280 
WALD 4.58 1 0.0324 
*** EFFECTS TESTED *** STATISTIC CHI-SQUARE D.E P-VALUE 
7 D1 8 D2 LRATIO 10.99 2 0.0041 
SCORE 12.87 2 0.0016 
WALD 10.95 2 0.0042 
*** EFFECTS TESTED *** STATISTIC CHI-SQUARE D.F. P-VALUE 
5 BDAD 7 D1 8 D2 LRATIO 42.87 3 0.0000 
SCORE 42.68 3 0.0000 
WALD 25.54 3 0.0000 
TABLA llb. RESULTADO DE 1.A ESTIMACIÓN DEIA MODELO DE COX CON EL PROGRAMA BMDP 2L 
TIME VARIABLE IS TIEMPO 
KAPLAN --------------- PROPORTIONAL HAZARDS MODEL --------------- 
CASE SURVIVAL CUM. CUM. REMAIN MEIER BASELINE BASELINE BASELINE COX-SNELL 
NUMBER TIME STATUS EVENTS INCMPL AT RISK SURVIVAL SURVIVAL HAZARD CUM HAZARD RESIDUAL 
18 6.00 RECA!DA 1 O 31 0.9688 0.9966 0.0006 0.0034 O. 1059 
11 14.00 RECAJDA 2 O 30 0.9890 0.01 10 0.1486 
7 14.00 RECAIDA 3 O 29 0.9063 0.9890 0.0010 0.0110 0.2357 
28 27.00 RECA!DA 4 O 28 0.8750 0.9847 0.0003 0.0154 0.5227 
20 32.00 RECAIDA 5 O 27 0.8438 0.9796 0.0010 0.0206 0.4037 
16 39.00 RECA!DA 6 O 26 0.8125 0.9740 0.0008 0.0263 2.0589 
1 48.00 RECA!DA 7 O 25 0.7813 0.9639 0.0012 0.0367 0.4546 
24 56.00 RECA!DA 8 O 24 0.7500 0.9525 0.0015 0.0487 0.0738 
13 69.00 RECA!DA 9 O 23 0.7188 0.9409 0.0009 0.0609 3.2751 
25 85.00 RECA!DA 10 O 22 0.8766 0.1317 0.2808 
6 85.00 RECAIDA 11 O 2 1 0.6563 0.8766 0.0044 0.1317 1.7758 
2 85.00 muerto, 11 1 20 0.8766 0.1317 0.4085 
31 106.00 RECA!DA 12 1 19 0.6234 0.7894 0.0050 0.2365 0.2918 
22 114.00 RECA!DA 13 1 18 0.5906 0.6998 0.0151 0.3569 0.7612 
8 132.00 RECA!DA 14 1 17 0.5578 0.5951 0.0090 0.5190 0.3125 
5 144.00 RECAIDA 15 1 16 0.5250 0.4973 0.0150 0.6985 0.8619 
32 183.00 abst~nen I 5 2 15 0.4224 0.8617 0.8229 
30 190.00 abstinen 15 3 14 0.4102 0.8910 0.1346 
9 218.00 RECAIDA 16 3 13 0.4875 0.3649 0.0042 1 .O082 1.2439 
27 236.00 perdido 16 4 12 0.2885 1.2431 0.7486 
29 273.00 RECAIDA 17 4 11 0.4469 0.1780 0.0130 1.7259 O. 1644 
19 320.00 RECAIDA 18 4 10 0.4063 0.0824 0.0164 2.4963 0.3770 
26 370.00 abstinen 18 5 9 0.0435 3.1351 0.1883 
14 392.00 RECA~DA 19 5 8 0.3611 0.0328 0.0128 3.4162 0.3253 
4 443.00 RECAIDA 20 5 7 0.3160 0.0120 0.0198 4.4244 2.1708 
23 484.00 abst~nen 20 6 6 0.0063 5.0695 0.1920 
2 1 543.00 abstinen 20 7 5 0.0025 5.9978 0.9058 
17 638.00 abstinen 20 8 4 0.0006 7.4924 0.4500 
12 695.00 RECAIDA 21 8 3 0.2370 0.0002 0.0157 8.3892 0.7989 
15 726.00 abstinen 2 1 9 2 
1 O 804.00 abstinen 2 1 1 O 1 
3 908.00 absttnen 2 1 11 O 
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Estimación de la supervivencia de un sujeto 
Se demuestra (Lawless, 1982, pp. 359-363) que la funcion de supervivencia 
&x) de un sujeto con determinados valores X en las p variables pronósticas 
puede ser estimada elevando a ePr la funcion de referencia s&). La Tabla llb pre- 
senta la estimación de la función de supervivencia de referencia (BASELINE SUR- 
VIVAL), y tambikn las de riesgo y riesgo acumulado, para un sujeto ccpromedio)) 
en el que cada variable predictora toma el valor de la media de la muestra. En 
este caso, para estimar la supervivencia de un sujeto se utilizara el índicepron~s- 
tico centrado: 
La estimación de la funcion de supervivencia de 10s pacientes con 
PZc=2.14 (paciente A) se obtiene elevando las proporciones de referencia a 
e2./4=8.50 y la de 10s pacientes con PI,= -1.89 se obtiene elevando dichas pro- 
porciones a e-4s9=0.15. Por ejemplo, la Tabla llb indica que la probabilidad de 
supervivencia a 10s 6 meses (183 dias aproximadamente) de un paciente ccprome- 
dion es s,(183) = 0.4224. Las estimaciones de la probabilidad de supervivencia a 
10s 6 meses de 10s pacientes A y B son: 
La Tabla llc presenta las curvas de supervivencia estimadas para 10s pa- 
cientes A y B y también la del paciente ccpromedion C (obsérvese que los expo- 
nentes e-Prc aparecen en la columna CONVERSION FACTOR al inicio de la tabla). Si 
se tram una linea horizontal por s ( t ; ~ )  = 0.50 se obtiene una estimacion grifica 
de la mediana de 10s tiempos de supervivencia de 10s pacientes con estos indices 
pronósticos. 
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TABLA llc. RESULTADO DE LA ESTIMACI~N DEL MODELO DE COX CON EL PROGRAMA BMDP 2L 
PLOT DIRECTORY 
.......................... 
CONVERSION 5 7 8 
PATTERN FACTOR** EDAD Dl D2 
e------------------ ------------------e--------- -------------- ------------------- ------------------- 
1 8.504 15 O 1 
2 0.151 20 O O 
3 1.000 18 .281 .219 
** Use the conversion factor as an exponent to convert the estimate for the baseline survivor func- 
tion to the survivor function for a particular covariate pattern. The proportional hazards baseline 
survivor function is printed when you request the survival option in the print paragraph. 
SURVIVOR FUNCTION. . . . 
PATTERN SYMBOL PAGE 
----e--------- -------------- --------- 
1 A 9 
2 B 9 
3 C 9 
ESTIMATED SURVIVOR FUNCTION 
.+. . . . .+. . . . .+. . . . .+. . . . .+. . . . .  A.....+.....+.....+.....+.....+. 
1 .0  +***BBEB + 
- A  CCC BBB - 
-AA C BB - 
- AA CC EBB - 
- A  C BBBBB - 
- A  C B - 
.80  + A  CC BB 4. 
- A  C BB - 
- A C  B - 
- A C  BB - 
- A  C BB - 
- A  C EBB - 
.63  + A  CC BB t 
- AA C B - 
- A  CC BB - 
- A C BEB - 
- A  CC ' BB - 
- A  C BEE - 
.40  + A  CC BBB + 
- AA C BBB 
- A  C BEBB - 
- A  CC BBBB - 
- A  CC - 
- AA CC - 
.20  + A  C + 
- A  C 
- A  C - 
- A CC - 
- A  CCC - 
- AA CCCCCC - 
G . 0  + A A A A A A A A A A A A A A A A A ~ * * * * * * * * * *  + 
.+ . . . . .+ . . . . .+ . . . . .+ . . . . .+ . . . . .+ . . . . .+ . . . . .+ . . . . .+ . . . . .+ . . . . .+ .  
70 .  210 350 490 63 0  
0 . 0  140 280 420 5 6 0  7CO 
DÍAS 
Conclusiones 
El analisis de la supervivencia se aplica a aquellos estudios longitudinales 
en 10s que se valora el tiempo transcurrido hasta que se presenta en el sujeto un 
determinado acontecimiento (fallo, muerte, curación, complicación, recaida, etc.); 
10s valores de esta variable, llamada genéricamente tiempo de supervivencia, se 
obtienen a partir de seguimientos, que pueden ser de duración variable, y se ca- 
racterizan por la existencia de tiempo incompletos en aquellos sujetos en 10s que 
al final de seguimiento aún no se ha presentado el acontecimiento. 
El método de Kaplan y Meier y el actuarial son técnicas no paramétricas 
que permiten describir elproceso de supervivencia estimando dos distribuciones 
fundamentales: la función de supervivencia S(t} y la funcidn de riesgs h(t}. 
El efecto de una variable categórica sobre el tiempo de supervivencia se 
puede poner de manifiesto comparando las curvas de supervivencia, estimadas 
en cada grupo, con la prueba no paramétrica de Mantel-Haenszel o con otras 
gruebas. Sin embargo, es mucho mas eficaz utilizar el modelo de regresidn de 
Cox, que permite analizar 10s efectos de un conjunt0 de variables pronósticas 
(que pueden variar a 10 largo del tiempo) sobre la función de riesgo, y que tam- 
bién permite estimar la distribución de supervivencia de sujetos con un determi- 
nado patrón de valores pronósticos. 
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