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By using the continuation theorem of coincidence degree theory, the existence of
a positive periodic solution for a two-species nonautonomous competition Lotka–
Volterra patch system with time delay,
x′1t = x1tr1t − a1tx1t − b1tyt +D1tx2t − x1t
x′2t = x2tr2t − a2tx2t +D2tx1t − x2t
y ′t = yt[r3t − a3tx1t − b3tyt − βt ∫ 0−τ Ksyt + sds]
is established, where rit ait i = 1 2 3Dit i = 1 2 bit i = 1 3, and
βt are all positive periodic continuous functions with period w > 0 τ is a non-
negative constant, and Ks is a continuous nonnegative function on −τ 0.  2002
Elsevier Science
Key Words: competition Lotka–Volterra system; positive periodic solution; con-
tinuation theorem of coincidence degree; topological degree.
1. INTRODUCTION
In [1], a Lotka–Volterra population model,

x′1t =x1t r1t −a1t x1−b1tyt+D1tx2t−x1t
x′2t=x2tr2t−a2tx2t+D2tx1t−x2t
y ′t=yt[r3t−a3tx1t−b3tyt−βt∫ 0−τKsyt+sds]
(1.1)
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was considered, where x1t and yt are the densities of species x and
y in patch 1, and x2t is the density of species x in patch 2. Species y
is conﬁned to patch 1, while species x can diffuse between two patches.
Dit i = 1 2 are diffusion coefﬁcients of species x.
In [1], the authors proved that system (1.1) is uniformly persistent under
appropriate conditions and obtained sufﬁcient conditions for the global
asymptotic stability of system (1.1). However, our purpose in this paper
is, by using the continuation theorem which was proposed in [2] by Gaines
and Mawhin, to establish the existence of at least one positive w-periodic
solution of system (1.1). For the work concerning the existence of a peri-
odic solution of delay differential equations, which was done by using coin-
cidence degree theory, we refer to [3–7] and references cited therein.
2. MAIN RESULT
In this section, based on the Mawhin continuation theorem, we shall
study the existence of at least one positive periodic solution of system (1.1).
First, we shall make some preparations.
Let XY be real Banach spaces, let L	 DomL ⊂ X → Y be a Fredholm
mapping of index zero, and let P	 X → XQ	 Y → Y be continuous projec-
tors such that ImP = KerLKerQ = ImL, and X = KerL⊕ KerPY =
ImL ⊕ ImQ. Denote by Lp the restriction of L to DomL ∩ KerP , by
Kp	 ImL→ KerP ∩DomL the inverse (to Lp), and by J	 ImQ→ KerL
an isomorphism of ImQ onto KerL.
For convenience of use, we introduce the continuation theorem [2, p. 40]
as follows.
Theorem A. Let  ⊂ X be an open bounded set and let N	 X → Y
a continuous operator which is L-compact on  (i.e., QN	  → Y and
KpI −QN	 → Y are compact). Assume
(a) for each λ ∈ 0 1 x ∈ ∂ ∩DomLLx = λNx;
(b) for each x ∈ ∂ ∩KerLQNx = 0;
(c) degJQN ∩KerL 0 = 0.
Then Lx = Nx has at least one solution in  ∩DomL.
In what follows we shall use the notation
f¯ = 1
w
∫ w
0
f tdt f l = min
t∈0w
f t fM = max
t∈0w
f t
where f is a continuous w-periodic function.
In system (1.1), we always assume the following.
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(H1) rit ait i = 1 2 3Dit i = 1 2 bit i = 1 3, and
βt are positive periodic continuous functions with period w > 0.
(H2) Ks is a continuous and nonnegative function on −τ 0 0 ≤
τ <∞.
We are now in a position to state and prove our main result.
Theorem 2.1. In addition to (H1) and (H2), assume further that sys-
tem (1.1) satisﬁes
(H3) rit > Dit i = 1 2;
(H4) r1 −D1 > bM1 r¯3/bl3;
(H5) r¯3a
l
1a
l
2 > a
M
3 r1 −D1Mal2
+ aM3
√
al1D
M
1
[
r2 −D2M +
√
al2D
M
2 r¯3/a
l
3
]
"
Then system (1.1) has at least one positive w-periodic solution.
Proof. Consider the equations
du1t
dt
= r1t −D1t − a1teu1t − b1teu3t +D1teu2t−u1t
du2t
dt
= r2t −D2t − a2teu2t +D2teu1t−u2t
du3t
dt
= r3t − a3teu1t − b3teu3t − βt
∫ 0
−τ
Kseu3t+s ds
(2.1)
where rit ait i = 1 2 3Dit i = 1 2 bit i = 1 3, and βt
are the same as those in assumption (H1), and τ and Ks are the same
as those in assumption (H2). It is easy to see that if system (2.1) has
one w-periodic solution u∗1t u∗2t u∗3tT , then x∗1t x∗2t y∗tT =
expu∗1t expu∗2t expu∗3tT is a positive w-periodic solution of sys-
tem (1.1). So, to complete the proof, it sufﬁces to show that system (2.1)
has one w-periodic solution.
To apply the continuation theorem of coincidence degree theory to
establish the existence of w-periodic solution of system (2.1), we take
X = Y = u1t u2t u3tT ∈ CRR3 	 uit + w = uit i =
1 2 3 and u1t u2t u3tT = maxt∈0w u1t + maxt∈0w u2t
+maxt∈0w u3t; here  ·  denotes the Euclidean norm, and X is a
Banach space. Set
L 	 DomL ∩X Lu1t u2t u3tT = u′1t u′2t u′3tT 
where DomL = {u1t u2t u3tT ∈ C1RR3} and N	 X → X,
N

u1u2
u3

 =

 r1t −D1t − a1teu1t − b1teu3t +D1teu2t−u1tr2t −D2t − a2teu2t +D2teu1t−u2t
r3t − a3teu1t − b3teu3t − βt
∫ 0
−r Kseu3t+s ds

 "
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Deﬁne two projectors P and Q as
P

u1u2
u3

 = Q

u1u2
u3

 =


1
w
∫ w
0
u1tdt
1
w
∫ w
0
u2tdt
1
w
∫ w
0
u3tdt




u1u2
u3

 ∈ X"
Clearly, KerL = R3 ImL = {u1t u2t u3tT ∈ X 	 ∫ w0 uitdt =
0 i = 1 2 3} is closed in X, and dim KerL = codim ImL = 3. There-
fore, L is a Fredholm mapping of index zero. Furthermore, through an easy
computation we ﬁnd that the inverse Kp of Lp has the form Kp	 ImL →
DomL ∩KerP ,
Kp

u1u2
u3

 =


∫ t
0
u1sds −
1
w
∫ w
0
∫ η
0
u1tdt dη∫ t
0
u2sds −
1
w
∫ w
0
∫ η
0
u2tdt dη∫ t
0
u3sds −
1
w
∫ w
0
∫ η
0
u3tdt dη


"
Hence, KpI −Qf 	 X → X,

u1u2
u3

→


∫ t
0 f1u1t u2t u3tdt∫ t
0 f2u1t u2t u3tdt∫ t
0 f3u1t u2t u3tdt


−

 1w
∫ w
0
∫ η
0 f1u1t u2t u3tdt dη
1
w
∫ w
0
∫ η
0 f2u1t u2t u3tdt dη
1
w
∫ w
0
∫ η
0 f3u1t u2t u3tdt dη


+


( 1
2 − tw
) ∫ w
0 f1u1t u2t u3tdt( 1
2 − tw
) ∫ w
0 f2u1t u2t u3tdt( 1
2 − tw
) ∫ w
0 f3u1t u2t u3tdt

 
where f = f1 f2 f3T  fii = 1 2 3 are continuous and ω-periodic.
Evidently, QN and KpI − QN are continuous by the Lebesgue
convergence theorem, and moreover, by the Arzela–Ascoli theorem,
QNKpI − QN are relatively compact for any open bounded
set  ⊂ X. Therefore, N is L-compact on  for any open bounded set
 ⊂ X. Corresponding to the operator equation Lx = λNx λ ∈ 0 1,
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we have


du1t
dt
=λ[r1t−D1t−a1teu1t−b1teu3t+D1teu2t−u1t]
du2t
dt
=λ[r2t−D2t−a2teu2t+D2teu1t−u2t]
du3t
dt
=λ[r3t−a3teu1t−b3teu3t−βt∫ 0−τKseu3t+sds
]
"
(2.2)
Suppose that u1t u2t u3tT ∈ X is a solution of system (2.2) for
some λ ∈ 0 1. Integrating system (2.2) over 0 w, we obtain
∫ w
0
r1t −D1tdt +
∫ w
0
D1teu2t−u1t dt
=
∫ w
0
a1teu1t dt +
∫ w
0
b1teu3t dt (2.3)∫ w
0
r2t −D2tdt +
∫ w
0
D2teu1t−u2t dt =
∫ w
0
a2teu2t dt (2.4)
and
∫ w
0
a3teu1t dt +
∫ w
0
b3teu3t dt +
∫ w
0
βt
(∫ 0
−τ
Kseu3t+s ds
)
dt
=
∫ w
0
r3tdt" (2.5)
From (2.2)–(2.5), we have
∫ w
0
u′1tdt <
∫ w
0
r1t −D1tdt +
∫ w
0
a1teu1t dt
+
∫ w
0
b1teu3t dt +
∫ w
0
D1teu2t−u1t dt
= 2
∫ w
0
a1teu1t dt + 2
∫ w
0
b1teu3t dt (2.6)∫ w
0
u′2tdt <
∫ w
0
r2t −D2tdt
+
∫ w
0
a2teu2t dt +
∫ w
0
D2teu1t−u2t dt
= 2
∫ w
0
a2teu2t dt (2.7)
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and ∫ w
0
u′3tdt <
∫ w
0
r3tdt +
∫ w
0
a3teu1t dt
+
∫ w
0
b3teu3t dt +
∫ w
0
βt
(∫ 0
−τ
Kseu3t+sds
)
dt
= 2
∫ w
0
r3tdt = 2r¯3w
def= d3" (2.8)
Equation (2.5) implies
∫ w
0
eu1t dt <
∫ w
0 a3teu1t dt
al3
<
r¯3w
al3
(2.9)
and ∫ w
0
eu3t dt <
r¯3w
bl3
" (2.10)
Multiplying the second equation of system (2.2) by eu2t and integrating
over 0 w gives∫ w
0
a2te2u2t dt =
∫ w
0
r2t −D2teu2t dt +
∫ w
0
D2teu1t dt
which, together with (2.9), implies that
al2
∫ w
0
e2u2t dt < r2 −D2M
∫ w
0
eu2t dt + D
M
2 r¯3w
al3
" (2.11)
By using the inequality(∫ w
0
eu2t dt
)2
≤ w
∫ w
0
e2u2t dt
from (2.11), we obtain
al2
(∫ w
0
eu2t dt
)2
< wr2 −D2M
∫ w
0
eu2t dt + D
M
2 r¯3w
2
al3

from which it follows that
2al2
∫ w
0
eu2tdt<wr2−D2M+
{
w2
[r2−D2M]2+ 4al2DM2 r¯3w2
al3
}1/2
" (2.12)
By using the inequality
a+ b1/2 < a1/2 + b1/2 for a > 0 b > 0
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from (2.12), we obtain
2al2
∫ w
0
eu2t dt < 2wr2 −D2M + 2w
√
al2D
M
2 r¯3
al3
"
That is,
∫ w
0
eu2t dt <
wr2 −D2M +w
√
al2D
M
2 r¯3/a
l
3
al2
" (2.13)
From (2.6)–(2.10) and (2.13), we have
∫ w
0
u′1tdt <
2aM1 r¯3w
al3
+ 2b
M
1 r¯3w
bl3
def= d1 (2.14)
and
∫ w
0
u′2tdt <
2aM2 w
[
r2 −D2M +
√
al2D
M
2 r¯3/a
l
3
]
al2
def= d2" (2.15)
Equation (2.4) implies that
∫ w
0
eu2t dt >
r2 −D2w
aM2
" (2.16)
Multiplying the ﬁrst equation of system (2.2) by eu1t and integrating over
0 w gives
al1
∫ w
0
e2u1tdt<
∫ w
0
a1te2u1tdt
<r1−D1M
∫ w
0
eu1tdt+DM1
∫ w
0
eu2tdt
<r1−D1M
∫ w
0
eu1tdt+
DM1 w
[
r2−D2M+
√
al2D
M
2 r¯3/a
l
3
]
al2

from which, by an argument similar to (2.13), we obtain∫ w
0
eu1t dt
<
w
{
r1 −D1Mal2 +
√
al1a
l
2D
M
1
[
r2 −D2M +
√
al2D
M
2 r¯3/a
l
3
]}
al1a
l
2
" (2.17)
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From (2.3), (2.5), (2.10), and (2.17), we have
∫ w
0
eu1t dt >
[r1 −D1bl3 − bM1 r¯3]w
aM1 b
l
3
> 0 (2.18)
and(
b¯3+β¯
∫ 0
−τ
Ksds
)
exp
(
max
t∈0ω
u3t
)
> r¯3w−
aM3 w
{
r1−D1Mal2+
√
al1a
l
2D
M
1
[
r2−D2M+
√
al2D
M
2 r¯3/a
l
3
]}
al1a
l
2
> 0" (2.19)
Inequalities (2.9), (2.10), and (2.13) imply that there exist three points
t∗i  i = 1 2 3, such that
u1t∗1  < ln
r¯3
al3
def= δ1 (2.20)
u2t∗2  < ln
[r2 −D2M +√al2DM2 r¯3/al3
al2
]
def= δ2 (2.21)
and
ut∗3  < ln
r¯3
bl3
def= δ3" (2.22)
Inequalities (2.16), (2.18), and (2.19) imply that there exist three points
ξ∗i  i = 1 2 3 and three positive constants ρi i = 1 2 3, such that
uξ∗i  > −ρi i = 1 2 3" (2.23)
Since for ∀t ∈ 0 w,
uit = uit∗i  −
∫ t
t∗i
u′isds
< uit∗i  +
∫ w
0
u′isds i = 1 2 3
and
uit = uiξ∗i  −
∫ t
ξ∗i
u′isds
> uiξ∗i  −
∫ w
0
u′isds i = 1 2 3
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inequalities (2.20)–(2.23), imply that
uit < δi + di i = 1 2 3 (2.24)
and
uit > −ρi − di i = 1 2 3" (2.25)
Therefore, for ∀t ∈ R, from (2.24) and (2.25) it follows that
uit < max
{
δi + di ρi + di
} def= Ri i = 1 2 3"
Clearly, Ri i = 1 2 3 are independent of λ. Denote M = R1 +R2 +R3 +
R0; here R0 is taken sufﬁciently large so that each solution α∗ β∗ γ∗T of
the system
r1 −D1 − a¯1eα − b¯1eγ + D1eβ−α = 0
r2 −D2 − a¯2eβ + D2eα−β = 0
r¯3 − a¯3eα −
(
b¯3 + β¯
∫ 0
−τ Ksds
)
eγ = 0
(2.26)
satisﬁes α∗ β∗ γ∗T = α∗ + β∗ + γ∗ < M , provided that sys-
tem (2.26) has a solution or a number of solutions. Now we take
 = u1t u2t u3tT ∈ X 	 u1 u2 u3T < M. This satis-
ﬁes condition (a) in Theorem A. When u1 u2 u3T ∈ ∂ ∩ KerL =
∂∩R3 u1 u2 u3T is a constant vector in R3 with u1 + u2 + u3 =M .
If system (2.26) has a solution or a number of solutions, then
QN

u1u2
u3

 =

 r1 −D1 − a¯1e
u1 − b¯1eu3 + D1eu2−u1
r2 −D2 − a¯2eu2 + D2eu1−u2
r¯3 − a¯3eu1 −
(
b¯3 + β¯
∫ 0
−τ Ksds
)
eu3

 =

 00
0

 "
If system (2.26) does not have a solution, then naturally
QN

u1u2
u3

 =

 00
0

 "
This proves that condition (b) in Theorem A is satisﬁed.
Finally we will prove that condition (c) in Theorem A is satisﬁed. To this
end, we deﬁne φ	 DomL× 0 1 → X by
φu1 u2 u3 µ =

 r1 −D1 − a¯1eu1 − b¯1eu3r2 −D2 − a¯2eu2
r¯3 − a¯3eu1 − b¯3 + β¯
∫ 0
−τ Ksdseu3

+ µ

 D1eu2−u1D2eu1−u2
0

 
where µ ∈ 0 1 is a parameter. When u1 u2 u3T ∈ ∂ ∩ R3, u1,
u2 u3T is a constant vector in R3 with u1 + u2 + u3 = M . We will
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show that when u1 u2 u3T ∈ ∂ ∩ KerLφu1 u2 u3 µ = 0. Assume
the conclusion is not true, i.e., the constant vector u1 u2 u3T with
u1 + u2 + u3 =M satisﬁes φu1 u2 u3 µ = 0. From
r1 −D1 − a¯1eu1 − b¯1eu3 + µD1eu2−u1 = 0
r2 −D2 − a¯2eu2 + µD2eu1−u2 = 0
r¯3 − a¯3eu1 −
(
b¯3 + β¯
∫ 0
−τ Ksds
)
eu3 = 0
following the arguments of (2.20)–(2.23), shows that
ui < maxδi ρi i = 1 2 3"
Thus
u1 + u2 + u3 <
3∑
i=1
maxδi ρi < M
which contradicts the fact that the constant vector u1 u2 u3T satisﬁes
u1 + u2 + u3 =M . Using the property of topological degree and taking
J = I	 ImQ→ KerL u1 u2 u3T → u1 u2 u3T , we have
degJQNu1 u2 u3T   ∩KerL 0 0 0T 
= degφu1 u2 u3 1  ∩KerL 0 0 0T 
= degφu1 u2 u3 0  ∩KerL 0 0 0T 
= deg
((
r¯1 − D1 − a¯1eu1 − b¯1eu3 r¯2 − D2 − a¯2eu2 r¯3 − a¯3eu1
)
−(b¯3 + β¯ ∫ 0−τ Ksds
)
eu3
)T
  ∩KerL 0 0 0T
)
"
In view of conditions (H4) and (H5) of Theorem A, the system of alge-
braic equations
r1 −D1 − a¯1u− b¯1m = 0
r2 −D2 − a¯2v = 0
r3 − a¯3u−
(
b¯3 + β¯
∫ 0
−τ Ksds
)
m = 0
has a unique solution u∗ v∗m∗ which satisﬁes
v∗ = r2 −D2
a¯2
> 0 u∗ = a¯1r¯3 − a¯3r1 −D1
a¯1
(
b¯3 + β¯
∫ 0
−τ Ksds
)− a¯3b¯1 > 0
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and
m∗ = r1 −D1 a¯1
(
b¯3 + β¯
∫ 0
−τ Ksds
)− a¯1b¯1r¯3
a¯1
(
b¯3 + β¯
∫ 0
−τ Ksds
)− a¯3b¯1 > 0"
Thus, because of conditions (H4) and (H5), we have
deg
(
JQNu1 u2 u3T   ∩KerL 0 0 0T
)
= sign
∣∣∣∣∣∣
−a¯1u∗ 0 −b¯1v∗
0 −a¯2v∗ 0
−a¯3u∗ 0 −
(
b¯3 + β¯
∫ 0
−τ Ksds
)
m∗
∣∣∣∣∣∣
= sign
{[
a¯3a¯2b¯1 − a¯1a¯2
(
b¯3 + β¯
∫ 0
−τ
Ksds
)]
u∗v∗m∗
}
= 1"
This completes the proof of condition (c) of Theorem A. Therefore, the
proof of Theorem 2.1 is completed.
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