Featured Application: Design of advanced heating systems for smart buildings and optimisation of stocks and maintenance processes in existing heat meter networks.
Heat meters are generally considered as reliable. However, like all devices, they sometimes break 92 down and require technical maintenance. Premature meter failures affect all parties, i.e. tenants, 93 building managers and the billing firm, significantly disturbing the scheduled maintenance and 94 causing losses. The consequences include incorrect readings, understated invoices and customer 95 complaints. 96 The replacement of meters is a complex logistic process, which must be planned in detail. The 97 old meters have to be removed from the network and delivered to a service centre or recycled. The 98 installation of new meters is usually done in stages and it is convenient to carry out the service works 99 in a limited area before proceeding to the next one. It is necessary to arrange meetings with building 100 managers or tenants. 
Data

134
Information on installation, operation and replacement of heat meters was accumulated over the 135 last ten years in a relational database. Using a meter consists in cyclical readout of its current value 136 necessary to calculate the energy consumption in a defined billing period. Potential failure should be 137 detected at the time of meter readout at the latest. The billing period usually lasts 12 months (but it 138 can also last 6, 18 or 24 months) and starts at the beginning of the chosen month (often it is January,
139
June or September). Some modern smart meters also store the monthly values -although they do not 140 impact the final billing.
141
The discussed database also includes many other items of information used for the billing of 142 utilities (approximately 150 relational tables -some of them consist of 20 million records -in total, 143 250 GB of data) as well as data regarding other types of meters (water meters and heat distributors).
144
However, the authors decided to focus on the heat meters addressed in the introduction. The available 145 data may offer clues to many questions concerning the operation of heat meters. For economic reasons, 146 the most significant problem is detecting and predicting a failure; thus, the data was prepared for this 147 purpose.
148
After data preparation and initial statistical analysis, sixteen parameters are selected for further 149 processing (table 1) .
To mitigate this problem, regular checks are done aimed at investigating the quality of water used for heating Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 28 July 2019 doi:10.20944/preprints201907.0319.v1 can be found in [14] [15] [16] [17] [18] .
193
Next, we will show how to use the general method of hyperparameters optimisation to improve 194 the obtained results. At the end, such improved models will be used to build an ensemble classifier.
195
The purpose of this procedure is to obtain a model that will be able to best predict the failure rate of 196 meters, while maintaining its generalisation, i.e. minimising overfitting.
197
For training selected models, the default parameters of the algorithms will be used as well as all 198 the features of the observations presented in the table 1. Building and evaluation of the models were in other words the new generation of devices -are much less likely to fail. also in long term, there is a significant difference in failure rate between meters with and without kWh, which suggests that purchases have been abandoned and there are no new installations anymore.
248
In the case of producer no. 10, the failures are slightly delayed in relation to the number of new meters, 249 but it is difficult to draw any more specific conclusions here. The cumulative heat consumption is a meter feature, which can be treated as an equivalent of 261 operating time. In article [10] we showed that the distribution of probability of failures is exponential:
predominance of records without failure -approximately 80%), as well as the goal of the model 278 (equally important as predicting failure is predicting whether the meter will continue working), we 279 focused on two metrics: Area Under the ROC Curve -AUC and Matthews Correlation Coefficient -MCC.
280
The MCC takes values from [−1, 1] (more means better) and AUC takes values from [0, 1], whereby 0.5 281 means a random classifier. Detailed information about each of metric can be found in [27] . For the 282 more comprehensive image we will provide also accuracy, precision, recall and f 1 for both classes.
283
The figure 5 shows the results of all 3 models in various metrics. The figure 6 presents a part of 284 the confusion matrix regarding true predictions (True Positive and True Negative). As you can see, BDT is the best and SVM is the worst. All models are much less successful in 286 detecting meter failure than predicting survival for the next accounting period. Although we have not 287 yet optimised the tested models, the results are very good. They mainly result from preprocessing and 288 data normalisation, as well as proper selection of parameters. points (values of hyperparameters) is calculated in a way to optimise the selection function -here we 306 most frequently use the EI function (Expected Improvement). Such a strategy usually provides the 307 best results and eliminates the element of randomness [30] .
308
To optimise the hyperparameters of models described in this paper the authors decided to use 309 SMBO with TPE model. As the objective function, the AUC metrics was applied.
310
After optimising the hyperparameters, each of the models improved its performance -especially 311 in failure detection. This was also the main goal of the optimisation that was achieved. It can be 312 noticed that the larger the hyperparameters of the tested model, the easier it can be optimised. The 313 neural network, noted the highest progress in each metric (compare 7). Significant progress is also 314 visible in the SVM model. In general, most of the metrics show progress in the range of 3-5%, which is a very good result, 316 especially considering that the quality of the examined models before the optimisation exceeded 92%. For the most important metrics (MCC and AUC), the ensemble classifier is better than the average 328 of the optimised models by more than one percent, which gives respectively 22% and 29% of the total 329 possible improvement. The increase in detectability of failures by more than 1.5% for the Precission 1 , and failures of heat meters. The reliability of heat meters (especially those with remote communication) 360 seems to be good enough for smart city applications and optimisation of heat consumption.
361
Currently, most applications of machine learning are primarily based on neural networks. It is 362 understandable that this method is very flexible and probably the only one suitable for solving many 363 types of problems such as regression, classification, clustering, reinforcement. Consequently, other 364 types of algorithms are rarely considered. We showed that prior exploratory data analysis, the right 365 choice of parameters, hyperparameters optimisation and the construction of the ensemble classifier 366 can significantly enhance the quality of predictions and create a solution which outperforms the results 367 of an individual neural network.
368
Presented data analysis and results of created models lead to following findings and implications:
The intensity of failures of heat meters is almost independent on the operating time.
370
• Due to the high reliability of the meters and their considerable cost, condition-based or predictive 371 maintenance of heat meters is justified and possible. It was shown, that required 5 years 372 verification period could be extended.
373
• Collecting different parameters about devices in use, makes sense even if they are not required at 374 the moment. It allows to build more general and better ML models in future.
375
• Heat meter data allow to build a ranking list of their producers and optimise deliveries.
376
• Heat meters with remote communication are twice as reliable as ones with manual reading.
377
This article is one of the few which deal with reliability and predictability of heat meters' failures.
378
It is also, according to our knowledge, the first attempt to use more independent ML models based on 379 a single database. Achieving the result above 95% for the AUC metric by the model, while maintaining 380 overfitting at the minimum level, is a remarkable outcome.
381
It is not certain whether the developed models achieve equally good efficiency for meters and data 382 derived from other sources. Due to the fact that training data supplied by only one meters' operator, 383 the models can be biased. However, the presented approach and methodology of model construction 384 shall perform well independent of data sources. The methods applied by us are so universal that they 385 can be utilised to study the reliability and predict failures of other types of meters, e.g. water meters or 386 heat cost allocators.
387
The developed Machine Learning model and the acquired knowledge will be used in the design 388 of new heating systems as well as for optimisation of stocks and maintenance actions in existing heat 389 meter networks, which will bring significant benefits for their operators, tenants and the environment.
390
In particular, the optimisation of meters' maintenance in large buildings will allow companies to save 391 both time and resources. Such optimisation is also crucial for the tenants, who are the end users of 392 heat meters. It does not only shorten the time needed for their presence during replacement, but it also 393 guarantees accurate meter readings and the fair distribution of heating costs.
394
Supplementary Materials: Due to the sensitivity and ownership of the data, datasets used will not be publicly 395 available. Under special circumstances the access can be granted by Rapp Enserv AG. In that case please contact
