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Abstract
In this PhD thesis, we study the fundamental limits of the network performance with respect to coverage,
connectivity, lifetime, power, energy, and capacity in wireless sensor networks.
An interesting ﬁnding is that many of the performance limits are related to the power level chosen
by each node to perform sensing and communication tasks. For example, the choice of sensing power
and transmission power determines network coverage, connectivity, and the drain of the battery energy,
which in turn decide the network lifetime and capacity. Therefore, most of the performance limits are
linked at heart by the power consumption of sensor nodes and sensor networks.
We ﬁrst address the problem of maintaining sensing coverage and connectivity in large scale wireless
sensor networks. We prove a necessary and suﬃcient condition under which coverage infers connectivity:
the radio range is at least twice the sensing range. In addition, we derive a set of optimality conditions
that minimize the overlap while maintaining complete coverage. Based on the optimality conditions,
we design a localized algorithm OGDC that can form a connected coverage set of sensors using a small
number of sensors.
We next analyze the lifetime upper bounds for a wide class of algorithms that maintain coverage and
connectivity in sensor networks. Based on the theory of coverage processes, we derive the asymptotic
lifetime upper bound in an inﬁnitely large region under several diﬀerent model assumptions (such as with
and without Torus convention) and several diﬀerent types of node deployment methods (such as Poisson
deployment, uniformly random deployment, and regular grid deployment). In addition, we investigate
the lifetime upper bound for which only α portion of the area is covered and also devise an algorithm
that can approach the derived lifetime upper bound.
We also study the minimum total power required for maintaining k-connectivity. We show that under
the assumption that nodes are distributed as a Poisson point process with density λ, the minimum total
power required for maintaining k-connectivity is Θ(Γ(c/2+k)(k−1)! λ
1−c/2), where 2 ≤ c ≤ 4 is the path loss
exponent. We ﬁnd that by allowing each node to choose diﬀerent transmission ranges, the average power
consumption can be reduced by an order of Θ((logλ)c/2), compared with the case when all nodes choose
a common minimum power to ensure k-connectivity.
iii
Finally, we study the minimum energy required for transporting packets between two arbitrarily
chosen source and destination in a random wireless network. We prove that under the assumption that
nodes are distributed as a Poisson point process with density λ, the minimum energy is Θ(λ(1−c)/2),
where c is the path loss exponent. This result can be used to show several network transport capacities.
For example, we prove that the network transport capacity with ultra wide band is Θ(λ(c−1)/2) under
the assumption that nodes are distributed as a Poisson point process and source destination pairs are
randomly chosen. Our simulation results show that the minimum energy converges to lλ(1−c)/2, where l
is the distance between the source and destination.
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Chapter 1
Introduction
Driven by technological advances in MEMS, wireless networking, and embedded processing, ad hoc
networks of miniature devices with limited sensing, processing, and wireless communication capabilities
are becoming increasing available for civilian and military applications such as environmental monitoring
(e.g., traﬃc, habitat, natural resources), critical infrastructure protection (e.g., power grids, nuclear
center, water distribution), industrial sensing and diagnostics (e.g., factory, appliances), and situational
awareness for battleﬁeld applications [24, 41, 3, 50].
Interests in wireless sensor networks have opened up many new research vistas and led to a large
amount of research activities in the area of sensing tasking and control, tracking and localization, in-
network processing, communication protocol design, and system prototyping and implementations. How-
ever, relatively less work has been performed on understanding the fundamental performance limits of
wireless sensor networks and whether and to what extent the limits can be achieved.
In this thesis, we perform a rigorous study of performance limits for wireless sensor networks with
respect to network coverage, connectivity, lifetime, critical power, energy, and network capacity. We also
devise algorithms to approach the derived performance limits. An interesting ﬁnding is that many of the
performance-related attributes are related to the power level chosen by each node to perform sensing and
communication tasks (Fig. 1.1). Indeed, the choice of power level determines: (i) the sensing range, (ii)
the transmission range, and (iii) the drain of battery energy. The choice of the sensing range and the
transmission range determines network coverage and connectivity, which in turn determine the network
lifetime and capacity. Thus, the choice of power level inﬂuences the physical layer through the quality of
the received sensing and communication signal, the MAC layer through the interference and contention
caused by communication, the networking layer through the set of wireless links that are formed, and the
transport layer through the data transport capacity. Therefore, most of the performance limits studied
in this thesis are linked at heart by the power consumption of sensor nodes and sensor networks.
Speciﬁcally, we consider the following research issues:
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Figure 1.1: The relationship between diﬀerent node and network attributes in wireless sensor networks.
Density control for maintaining coverage and connectivity: Reducing power consumption and
prolonging network lifetime are very important problems in wireless sensor networks because the energy of
sensors is often (only) supplied with onboard batteries and it is often impractical or infeasible to replenish
energy via replacing or recharging batteries on the sensors. To overcome the problem of limited energy
supply and to prolong network lifetime, sensors are often deployed with high density. In such a high-
density, energy constrained sensor network, an important issue for saving power is density control — the
function that controls the density of working sensors to certain level, with the objectives of accomplishing
the sensing, monitoring and surveillance tasks [80]. Speciﬁcally, density control ensures only a subset of
sensor nodes operate in the active mode and put all remaining nodes to sleep in order to save energy
and extend network lifetime. The set of working nodes should fulﬁll the following two requirements: (i)
coverage: the area that can be monitored is not smaller than that which can be monitored by a full set
of sensors; and (ii) connectivity: the sensor network remains connected so that the information collected
by sensor nodes can be relayed back to data sinks or controllers. Under the assumption that an (acoustic
or light) signal can be detected with certain minimum signal to noise ratio by a sensor node if the sensor
is within a certain range of the signal source, the ﬁrst issue essentially boils down to a coverage problem:
assuming that each node can monitor a disk (the radius of which is called the sensing range of the sensor
node) centered at the node on a two dimensional surface, how to choose a subset of nodes that can cover
the entire area? Moreover, if the relationship between coverage and connectivity can be well characterized
(e.g., under what condition coverage may imply connectivity and vice versa), the connectivity issue can be
studied, in conjunction with the ﬁrst. In addition to the above two requirements, it is desirable to choose
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a minimum set of working sensors in order to reduce power consumption and prolong network lifetime.
Finally, due to the distributed nature of sensor networks, a practical density control algorithm should be
not only distributed but also completely localized (i.e., relies on and makes use of local information only)
[24].
In Chapter 3, we address the issue of maintaining coverage and connectivity in an analytic frame-
work, and based on the ﬁndings, propose a fully decentralized and localized algorithm, called Optimal
Geographical Density Control (OGDC), in large scale sensor networks. Our goal is to maintain coverage as
well as connectivity using a minimum number of sensor nodes. We investigate the relationship between
coverage and connectivity by solving the following two sub-problems. First, we prove that under the
assumption (A1) the radio range is at least twice the sensing range, a complete coverage of a convex area
implies connectivity among the set of working nodes. Note that as indicated in Tables A.1 and A.2, (A1)
holds for a wide spectrum of sensor devices that recently emerge. As a result, the proof allows us to focus
only on the coverage problem, as complete coverage implies connectivity. Second, we explore, under the
ideal case that the node density is suﬃciently high, a set of optimality conditions under which a subset of
working nodes can be chosen for complete coverage. Based on the optimality conditions, we then devise
a decentralized and localized density control algorithm, OGDC. We also discuss the procedures taken
by OGDC in the (infrequent) case that the radio range is smaller than twice the sensing range, thus
allowing OGDC to be uniformly applied to all cases. We perform ns-2 simulations to validate OGDC
and compare it against a hexagon-based GAF-like algorithm, the PEAS algorithm presented in [80], and
the CCP protocol in [74].
Lifetime analysis: Another important issue that is related to density control is how and to what
extent, the network lifetime can be prolonged with all possible density control algorithms.
In Chapter 4, we derive the upper bounds of the network lifetime under two classes of density control
algorithms, and investigate the tightness of the upper bounds by devising an algorithm that approaches
the derived bounds. In the ﬁrst class, the asymptotic lifetime upper bound is derived under the condition
that complete (1-)coverage is maintained in sensor networks that are randomly deployed in large area.
The second lifetime upper bound is derived under the condition that partial coverage (or α-coverage) is
maintained in sensor networks that are deployed in ﬁnite area, where by α-coverage, we mean at least
α-portion of the area is covered.
The ﬁrst class of lifetime upper bounds is determined by the coverage degree because the the lifetime
of maintaining complete coverage is upper bounded by the coverage degree multiplied by the lifetime of a
single sensor. Therefore, the problem boils down to determining the density requirement in order to obtain
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a certain coverage degree k. We consider several diﬀerent model assumptions for this class of lifetime
upper bounds, e.g., with and without Torus convention. In the case that Torus convention is considered,
assuming the nodes are distributed according to a Poisson point process with density λ on a square region
with side length l, we prove that the target region has k-coverage with probability approaching one if
and and if λ = log l2 +(k+1) log log l2 + c(l) and c(l)→∞ as l →∞. In the case that Torus convention
is not assumed (i.e., the boundary issue is taken into account), we consider three diﬀerent methods of
node deployment: (i) Poisson process deployment, (ii) uniformly random deployment, (iii) regular grid
deployment. In each of the three deployment methods, we obtain a necessary and a suﬃcient condition
for achieving a certain coverage degree k.
For the second class of lifetime upper bounds, we further study two categories of algorithms. The
ﬁrst category of algorithms attempt to maintain complete coverage at system initialization and as sensor
nodes die and complete coverage cannot be provided, they will attempt to maintain as large coverage as
possible. Most algorithms including our OGDC algorithm fall in this category. The second category of
algorithms attempt to provide α-coverage since the system is initialized. Therefore, the lifetime upper
bound for the second category of algorithms is universal.
To show that the derived lifetime upper bounds are tight, we also devise an algorithm that approaches
the universal α-lifetime upper bound. Conceptually, the algorithm repeatedly chooses a set of nodes that
maximizes the α-lifetime upper bound of the remaining set of sensor nodes. Our simulation studies
show that the algorithm can achieve approximately 90% of the lifetime upper bound, which serves as an
evidence that the bounds derived are tight.
Critical total power for maintaining k-connectivity: An alternate method for saving energy in
wireless sensor networks is to reduce the transmission power since the transmission power accounts for
a large amount of energy consumption of wireless sensors [46]. Reducing transmission power not only
saves energy, but also reduces MAC-level collision and hence increases network capacity. However, in
order to maintain proper network operations, it is also necessary to ensure network connectivity. In many
circumstances (such as in the presence of node failures or mobility), it is important that the networks are
k-connected for the sake of robust and fault tolerant communications.
In Chapter 5, we derive the critical total power required for maintaining k-connectivity, where the
critical total power is deﬁned as the minimum value of the summation of the power of all the nodes required
to maintain k-connectivity. Instead of assuming that all nodes use a minimum common transmission
power as in previous work [59, 35, 56, 57, 62, 73], we allow each node to choose diﬀerent transmission
power. Under the assumptions that nodes are distributed as a Poisson point process with density λ in a
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unit-area square and the transmission power of a node with transmission range r is rc, where 2 ≤ c ≤ 4
is the path loss exponent, we show the critical total power for k-connectivity is Θ(Γ(c/2+k)(k−1)! λ
1−c/2) with
the probability approaching one as the node density λ→∞.
The above result is obtained by deriving a lower bound and an upper bound of the critical total power.
The lower bound is derived based on the necessary condition that every node must be able to reach its
kth nearest neighbor in order to maintain strong k-connectivity. The upper bound is derived based on
an assertion (which is also proved in Chapter 5) that the resulting network is strongly k-connected, if
every node can reach at least k nodes in each of its four quadrants, as long as there are at least k nodes
in that quadrant. In the case that there are less than k nodes in a quadrant, the transmission power of
the node should be suﬃciently large to reach all of them.
Our results suggest that the power saved using optimal, non-uniform transmission ranges is in an
order of (logλ)c/2 compared to that using minimum uniform transmission ranges. By rescaling, we also
obtain the critical total and average power in an expanded network (in which the network density is
kept constant but the network area increases). We show that, in an expanded network, the average
power of each node is bounded if we allow each node to choose its own transmission power to maintain
(k-)connectivity, while the power required at every node is unbounded if all nodes have to choose a
common power to maintain (k-)connectivity. These results are not speciﬁc to an algorithm, but rather a
fundamental property in wireless networks.
Minimum transporting energy and network capacity: Following the critical total power analysis,
we consider the energy eﬃciency problem from a diﬀerent angle. Although it is important to maintain
connectivity in order to support data transport, maintaining connectivity is merely the underlying mech-
anism to support data transport. The primary function of a wireless network is to actually transport
data packets.
In Chapter 6, we study the problem of minimizing energy consumption while transporting a packet
from a source to a destination in a wireless network. Algorithmically, the problem can be solved using
any shortest-path algorithm such as Dijkstra’s algorithm. However, it has been left unattended what is
the asymptotic minimum energy1 required to carry a packet from a source to a destination in a wireless
network, and especially, how this quantity scales as the network size goes to inﬁnity. We address this
problem under the assumption that nodes are distributed as a Poisson point process with density λ in a
unit square area, that the source and the destination are separated by at least a constant distance, and
that one hop transport energy is proportional to the hop distance raised to the power loss exponent c.
1which is termed as the minimum transporting energy in this thesis.
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We solve the formulated problem by deriving, based on percolation theory, an upper bound and a lower
bound on the asymptotic minimum energy required to transport a packet from a source to a destination
in a random network in a unit-square region. We show that if the source-destination distance is of order
Θ(1), both the upper and lower bounds are of order Θ(λ(1−c)/2) with the probability approaching one as
the network density goes to inﬁnity.
After the bounds are derived, we discuss how to extend the results to accommodate the cases (i)
that the network density is kept as constant but the network size goes to inﬁnity, and (ii) that both
the transmitting and receiving operations consume power. In particular, we obtain the following more
general result in case (i): in a network where nodes are distributed according to a Poisson point process
with density λ on an inﬁnite plane, the minimum energy required to carry a packet from a source to a
destination with distance l is Θ(λ(1−c)/2l) with high probability if λl2 →∞.
We also demonstrate how to apply the derived results to solve other related problems. In particular, we
show the derived results can be used to determine the capacity bound in the case that directional antennas
are used for spatial reuse and the capacity bound in the case of ultra wide band (UWB) communications.
This is because in both cases the limiting factor for the capacity bound is the system energy. In the case
of ultra wide band (UWB) communications, we prove the transport network capacity scales in the order
of Θ(λ(c−1)/2) with high probability as the node density λ goes to inﬁnity. The derived results can also
be used to determine an upper bound on the network lifetime of wireless sensor networks.
We carry out simulation to both validate the theoretical derivation and estimate the associated con-
stant in the derived asymptotic function. The simulation results suggest that the minimum energy
required for transporting a data packet converges to lλ(1−c)/2 with high probability, where l is the source-
destination distance and λ is the node density.
Major contributions: The major contributions of the thesis are
1. devising an algorithm for maintaining coverage and connectivity based on several theoretical obser-
vations;
2. developing the upper bounds of sensor network lifetime for both complete coverage and α-coverage;
3. deriving the critical total power required for maintaining k-connectivity;
4. analyzing the asymptotic minimum energy required for transporting packets from a source to a
destination and the transport network capacity under ultra wide band communications or directional
antennas.
This is concluded in more details in Chapter 7 with a list of research avenues for future work.
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Chapter 2
Related Work
There are many research activities in wireless sensor networks including density control, tracking and
localization, time synchronization, in-network processing, data fusion, system prototyping and imple-
mentations, and performance analysis. In this chapter, we give a summary on those that pertain to the
research issues addressed in the thesis.
2.1 Density Control
Minimizing energy consumption and prolonging the system lifetime has been a major design objective
for wireless ad hoc and sensor networks. An important way of reducing network energy consumption is
to put some nodes to sleep and therefore, control the “density” of the active nodes at an adequate, low
level.
2.1.1 Density control for maintaining connectivity
Several research activities have focused on density control for maintaining connectivity in wireless net-
works. GAF [77] assumes each node knows its own geographical location and conserves energy by dividing
a region into rectangular grids, with the constraint that the maximum distance between any pair of nodes
in adjacent grids is within the transmission range of each other. The constraint ensures that a node can
communicate with any other node in its neighboring grids. A leader is then elected in each grid to stay
awake and relay packets, while all the other nodes are put into sleep. The leader election scheme in each
grid takes into account of battery usage at each node.
SPAN [15] is a distributed and randomized protocol in which nodes make local decisions on whether
they should sleep or join a forwarding backbone. Nodes that choose to stay awake and maintain network
connectivity/capacity are called coordinators. A non-coordinator node elects itself as a coordinator if
any two of its neighbors cannot communicate with each other directly or indirectly through one or two
existing coordinators. The non-coordinator node announces its willingness of being a coordinator via local
broadcast, deferred by an interval that reﬂects the residual power of a node. The information needed for
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coordinator election is exchanged among neighbors via HELLO messages.
LEACH [37] is a self-organizing clustering architecture used for large-scale sensor networks. It divides
time into rounds and each round into two phases: the setup phase and the steady phase. Clusters are
formed during the setup phase and mechanisms are devised to rotate the role of cluster head among
nodes to evenly distribute the energy load. In the steady phase, LEACH uses time-division multiple
access (TDMA) for intra-cluster communication between the sensors and the cluster-head. Each sensor
in a cluster can only transmit in one time-slot within each frame and can sleep in all other time slots.
2.1.2 Density control for maintaining coverage and connectivity
Several centralized and distributed algorithms have been proposed for sensing coverage in sensor networks
[67, 14, 69, 79, 80, 33, 74, 76, 38, 39]. Slijepcevic et al. [67] addressed the problem of ﬁnding the maximal
number of covers in a sensor network, where a cover is deﬁned as a set of nodes that can completely
cover the monitored area. They proved the NP completeness of this problem, and provide a centralized
heuristic solution. They showed that the proposed algorithm approaches the upper bound of the solution
under most cases. It is, however, not clear how to implement the solution algorithm in a distributed
manner.
Cerpa and Estrin [14] presented ASCENT, to automatically conﬁgure sensor network topologies. In
ASCENT, each node measures the number of active neighbors and the per-link data loss rate through
data traﬃc. Based on these two values, it decides whether to sleep or keep awake. ASCENT does not
consider the issue of completely covering the monitored region either.
Ye et al. [79, 80] presented PEAS, a distributed, probing-based density control algorithm for robust
sensing coverage. In this work, a subset of nodes operate in the active mode to maintain coverage while
others are put into sleep. A sleeping node wakes up occasionally to check if there exist working nodes
in its vicinity. If no working nodes are within its probing range, it starts to operate in the active mode;
otherwise, it sleeps again. The probing range can be adjusted to achieve diﬀerent levels of coverage
redundancy. The algorithm guarantees that the distance between any pair of working nodes is at least
the probing range, but does not ensure that the coverage area of a sleeping node is completely covered
by working nodes, i.e., it does not guarantee complete coverage.
Tian et al. [69] devised the ﬁrst algorithm that ensures complete coverage. They deﬁned the “spon-
sored area” of node j by node i as the maximal sector of node j’s coverage disk that is covered by node i.
Whenever a sensor node receives a packet from one of its working neighbors, it calculates its sponsored
area by that node. If the union of all the sponsored areas of a sensor node covers the coverage disk of the
node, the node turns itself oﬀ. In general, this method requires quite a lot of working sensors. Moreover,
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the authors only address the coverage problem without touching the connectivity problem.
Gupta et al. [33] devised both a centralized and a distributed algorithm to ﬁnd a subset of nodes that
ensure both coverage and connectivity. The centralized algorithm guarantees that the size of the formed
subset is within O(log n) factor of the optimal size, where n is the network size. However, the distributed
algorithm is heuristic-based and does not guarantee the O(log n) factor. It is also diﬃcult to implement
the distributed algorithm because it requires each node to reliably broadcast messages to all the nodes
within 2r hops, where r is the maximum number of hops between any two nodes whose sensing regions
intersect. In fact, the value of r has to be found out.
Wang et al. [74, 76] investigated the same problem and come up with some similar analysis as ours
independently. In particular, they also observed that coverage infers connectivity if the radio range is at
least twice the sensing range (rt ≥ 2rs), and that if all the crossing points inside a region (or disk) are
covered then the region (or disk) is covered. In their Coverage and Conﬁguration Protocol (CCP), each
node collects neighboring information and then use this as an eligibility rule to decide if a node can sleep.
In the case of radio range is less than twice the sensing range, they combine their protocol with SPAN
[15] to form a connected covering set.
Huang and Tseng [38, 39] proposed a new solution to determine whether a sensor network is k-covered.
They proved that if the perimeter of each sensor’s coverage area is k-covered, the whole network is k-
covered. As this solution can be executed by each sensor based on location information of its neighbors,
it can be easily translated into a distributed solution. The k-coverage problem can be extended to solve
several application-domain problems. For example, it can be used to determine whether a sensor node can
sleep but still ensure k-coverage of the network. This can lead to an eﬃcient algorithm for maintaining
k-coverage. However, both Wang’s and Huang’s work [74, 76, 38, 39] did not consider minimizing the
overlap or the optimality conditions for minimizing overlap while covering crossings. Therefore, in general,
they required more nodes to be active than our work.
It should also be noted that the work reported in [51, 47] gave a totally diﬀerent deﬁnition on coverage.
Coverage in these eﬀorts was deﬁned as ﬁnding a path through a sensor network, given the location of all
sensors. Two coverage problems were studied: the best coverage problem attempted to ﬁnd the path that
minimizes the maximal distance of all points to their closest sensors, while the worst coverage problem
attempted to ﬁnd the path which maximizes the minimum distance of all points on the path to their
closest sensors. In particular, Meguerdichian et al. [51] presented centralized algorithms for both the best
and worst coverage problems, and Li et al. [47] gave localized algorithms for both problems. Another
related problem is to deploy a minimum number of base stations in cellular networks so as to cover the
maximal area. The work reported in [48, 52] approached this problem via devising centralized numerical
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methods.
2.2 Fundamental Limits of Network Lifetime
Recently, several research eﬀorts have been made to analyze the upper bound of network lifetime for
ad hoc and/or sensor networks [8, 9, 10, 17]. Bhardwaj and Chandrakasan [8, 9] studied the upper
bound of network lifetime for data gathering sensor networks [8, 9]. They assumed the data source is
randomly distributed in a region with a certain p.d.f. function and the data sink is located at a ﬁxed
point. They calculated the minimum power required to transmit a bit from the source to the sink and
then compute the upper bound of network lifetime based on the minimum power consumption. In [8]
they did not consider the network topology or the eﬀect of data aggregation of data streams. In [9]
they extended the work in [8] by taking into account of these factors and deriving the upper bound of
network lifetime for networks with arbitrarily complex capabilities. However, their model only considered
the power consumed in sensing active events and processing/transmitting/receiving data, but not that
incurred when the sensor nodes are in the monitoring mode. As shown in the empirical study in [66, 25],
power is consumed not only by active communications, but also by wireless devices in the idle and/or
sensing state. As a matter of fact, the energy consumed by wireless devices in the idle and/or monitoring
state is only a little less than that in the transmitting or receiving states. Thus it makes more sense to
derive the network lifetime under the scenario that only a minimum set of sensors are turned on, while
the other sensors operate in the low-power mode (or sleep mode).
Blough and Santi [10] studied the upper bound of network lifetime for cell-based energy conser-
vation techniques. While the bound derived does consider energy consumption both in the transmit-
ting/receiving state and in the idle state, it is restricted to the GAF scheme proposed in [77]. In contrast,
the lifetime derived in Chapter 4 is independent of the power-saving schemes used.
Coleri et al. [17] investigated the lifetime of networked sensor nodes where sensors are organized in
a tree-based multi-hop networks. They analyzed the lifetime of nodes in four diﬀerent groups based on
their distance to the data sink using the ﬁnite automata technique. However, their analysis was primarily
on the lifetime of individual nodes instead of that of the network as a whole.
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2.3 Asymptotic Analysis of Coverage, Connectivity, and Node
Degree
2.3.1 Coverage
Early research on the density requirement for ensuring coverage focused on 1-coverage. Philips [59]
showed that πr2λ ∼ log 2 is a necessary and suﬃcient condition for coverage and a necessary condition
for connectivity in a random network, where r(λ) is the radius of sensing (communication), and nodes
are distributed according to a Poisson point process with density λ in a region of area 2. Hall [36]
showed if the nodes are distributed as a Poisson point process with density λ in a unit-area square, then
0.05min{1, (1 + λ2πr2)e−λπr2} < P (V1 > 0) < 3min{1, (1+ λ2πr2)e−λπr2}, where r is the sensing range
and V1 denotes the 1-vacancy area. Both of the above results are consistent with our results in the special
case of k = 1. In particular, for k = 1, boundary conditions do not cause extra density requirement.
However, for k > 1, adding boundary conditions does require more density for complete k-coverage.
Analysis in the deployment modes other than Poisson process deployment has been performed by
Shakkottai et al. [65]. They derived necessary and suﬃcient conditions for 1-coverage and 1-connectivity
when n sensors are deployed in a
√
n × √n grids and each sensor is active with probability p. Kumar
et al. [44] studied the issue of k-coverage under three diﬀerent deployment strategies: grid deployment,
uniformly random deployment, and Poisson process deployment. Diﬀerent from our work [83], they con-
sider the boundary issues. However, in their derivation for k-coverage, they only showed their conclusion
holds for the inner regions. As a result, they obtained the same density requirement for k-coverage as
in our work [83] in the case that nodes are distributed as a Poisson point process. We have corrected
the mistake in Chapter 4, and moreover, proved much sharper bounds on the density requirement in all
cases.
Wan and Yi [72] studied the asymptotic node density requirement for maintaining k-coverage in
uniformly random deployment and Poisson process deployment. Although the problem studied by Wan
and Yi is similar to that to be studied in Chapter 4, as will become clearer, we prove necessary and
suﬃcient asymptotic density requirement for ensuring k-coverage in grid deployment and compare two
fundamentally diﬀerent deployment methods: random and grid distribution, through both analysis and
simulation. In addition, the proof techniques in these two works are diﬀerent. The proof in [72] was based
on counting the number of uncovered crossings, while the proof in Chapter 4 is based on counting the
number of uncovered small grids. We will demonstrate that this latter approach can be used to obtain
diﬀerent results for grid deployment.
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2.3.2 Connectivity
There are two fundamentally diﬀerent categories of approaches to reduce node transmission power while
maintaining (k-)connectivity. In the ﬁrst category, all nodes use common transmission power but the
common transmission power is chosen to be the minimum value such that it guarantees connectivity or
k-connectivity. Most of the work in this category [59, 35, 56, 57, 62, 73] studied the asymptotic minimum
common transmission range in order to ensure connectivity or k-connectivity.
Philips et al. [59] proved that assuming nodes are distributed as a Poisson point process with density
λ in a square with area A and each node has transmission range r, for any  > 0, if
λπr2 = (1 − ) logA,
then limA→∞ P (network is connected) = 0.
Gupta and Kumar [35] showed that if n nodes are uniformly randomly placed on a unit disk and the
transmission radius r(n) satisﬁes πr2(n) = (logn+ c(n)))/n, it is guaranteed that the network (of large
size) is connected with probability approaching 1 if and only if c(n)→∞ as n→∞.
Penrose [56] proved that if Mn is the maximum edge length in the minimum spanning tree of a
network consisting of n uniformly randomly deployed nodes on a unit-square, then the distribution of
nπM2n − log n converges weakly to the double exponential distribution:
lim
n→∞P (nπM
2
n − logn ≤ α) = exp(−e−α).
This result can be used to obtain the result in [35].
Santi and Blough [62] considered the problem of determining critical transmission range in a sparse,
1, 2, or 3 dimensional space by assuming the side length of the network is l. For example, they showed
that assuming that n nodes, each with transmission range r, are distributed uniformly and independently
random in R = [0, l]d, for d = 2, 3, and that rdn = kld log l for some constant k with r = r(l)  l and
n = n(l) 	 1, if k > d · kd, or k = d · kd and r = r(l) 	 1, then the communication graph is connected
with probability approaching one as l →∞, where kd = 2ddd/2.
In the second category, each node may choose diﬀerent levels of transmission power to guarantee
connectivity or k-connectivity. The work [11, 30, 60, 16] studied the asymptotic value of the minimum
total power required for maintaining connectivity. In particular, Blough et al. [11] derived the critical
total power only for 1-connectivity based on the results of the total weight of minimal spanning tree [82].
Gomez and Campbell [30] applied Steele’s results [68] and showed that for n nodes that are independently,
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uniformly distributed in a unit d-dimensional cubic, the total length of minimal spanning tree using the
edge weight function ψ(x) = xc is Θ(n1−c/d) with probability 1 as n → ∞ for 0 < c < d. As both
of the proofs are based on the results on the asymptotic total weight for weighted minimal spanning
trees[68, 82], the result cannot be easily generalized to the case of k-connectivity for k > 1.
Rengarajan et al. [60] computed the expectation of (lower bound and upper bound of) the total
power consumption (for 1-connectivity). As will become clearer, although we also focus on computing
the critical total power, the results are obtained in the asymptotic sense. Obtaining asymptotic results
is signiﬁcantly more challenging than obtaining expectations.
Clementi et al. [16] showed that given the upper bound on the number of hops h, the total power
incurred by the n nodes that are independently, uniformly distributed in a unit square region is Θ(n1/h)
with high probability. Their result only applies to the path loss exponent c = 2 and cannot be readily
generalized to the case of c 
= 2.
2.3.3 Node degree
Several researchers studied the minimum (common) node degrees that can guarantee network connectivity
or k-connectivity. Xue and Kumar [78] showed that in a random ad-hoc network with n nodes, each node
should be connected to Θ(logn) nearest neighbors in order that the network connectivity is guaranteed
in the asymptotic sense. They proved that if each node connects with less than 0.074 logn nearest
neighbors, then the network is asymptotically disconnected with probability approaching one as n goes
to inﬁnity, while if each node connects with more than 5.1774 logn nearest neighbors then the network
is asymptotically connected with probability approaching one.
Wan and Yi [73] proved that for any ﬁxed k ≥ 1 and any real number α > 1, if every node connects
with at least αe logn neighbors (where e ≈ 2.718 is the natural base), the network is k-connected with
probability approaching one.
2.4 Asymptotic Analysis of Network Transport Capacity
In their groundbreaking work [34], Gupta and Kumar ﬁrst derived the transport capacity of wireless
ad hoc network. Speciﬁcally, they assumed that n nodes are independently and uniformly randomly
distributed, either on the surface of a three-dimensional sphere of unit area, or on a disk of unit area in
the plane, that the destination is independently chosen as the node that is closest to a randomly located
point (according to the uniform distribution), and that all nodes employ the same transmission range
or power. They further assumed two transmission models: protocol model and physical model. In the
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protocol model, a transmission from node i to j is successful if and only if (i) |Xi − Xj| ≤ r and (ii)
|Xk − Xj | ≥ (1 + ∆)r for every other simultaneously transmission, where Xi and Xj are the location
of node i and j, r is the transmission range, and ∆ > 0 is a constant. In the physical model, all nodes
choose a common power P for their transmissions. A transmission from node i to node j is successful if
and only if
P
|Xi−Xj |α
N +
∑
k∈Γ,k =i
P
|Xk−Xj |α
≥ β, (2.1)
where Γ is the set of simultaneously transmitting nodes, N is the ambient noise power level. In addition,
they assume the transmission rate is constant if the transmission is successful.
The authors showed that (i) in the protocol model, the per-node capacity of a wireless network is
both upper bounded and lower bounded by Θ(1/
√
n logn), and (ii) in the physical model, the per-node
capacity is upper bounded by O(1/
√
n) and lower bounded by Ω(1/
√
n logn).
Since then, many research eﬀorts have been made to investigate the wireless network capacity. Some
of them aimed to improve the capacity bounds in diﬀerent ways, while others attempted to derive the
capacity bounds under diﬀerent (usually more realistic) assumptions or diﬀerent traﬃc patterns. We
roughly classify existing works into those that improve the capacity bounds (Section 2.4.1) and those
that derive the bounds under diﬀerent assumptions (Section 2.4.2). In the former category, we further
group existing methods for improving the network capacity bounds into four types.
2.4.1 Work that improves the capacity bounds
Improving the network capacity bounds by mobility The ﬁrst type of methods employs mobility
to improve the capacity bounds. Under the assumptions that nodes are mobile and the position of
each node is ergodic with stationary uniform distribution on an open disk, Grossglauser and Tse [32]
showed that the average long-term throughput per source-destination pair can be kept constant with
high probability as the number n of nodes in each unit area goes to inﬁnity. Diggavi et al. [21] further
showed that even if nodes are only allowed to move in one dimension (every node is constrained to move
on a single-dimensional great circle on the unit sphere), each node can still obtain constant capacity as
the number of nodes in the unit area increases. Their derivation was based on the physical model.
Following that, several researchers studied the delay incurred using mobility to improve the capacity.
Bansal and Liu [7] studied the achievable rate together with the maximum delay incurred. Speciﬁcally,
under the assumptions that n static nodes and m mobile nodes (that move according to the random
mobility model given in [32]) are randomly distributed, and that n sender-receiver pairs are chosen
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randomly among the static nodes according to a uniform distribution, they showed that the achievable
capacity is at least Θ(min(m,n)
n log3 n
) and the maximum delay incurred by packets is at most 2d/v, where d is
the diameter of the network and v is the velocity of the mobile nodes.
Perevalov and Blum [58] obtained an expression for the capacity as a function of the maximum
allowable delay in an all mobile network. They showed that there exists a critical value of the delay such
that for delays below the critical value, the capacity does not beneﬁt from the motion signiﬁcantly. For
delays d above the critical value, the capacity increases approximately as d2/3. In addition, they showed
that the value of the critical delay increases approximately as the order of n1/14 with the number n of
nodes. They assumed the physical model as in [32].
El Gamal et al. [28] characterized the optimal throughput-delay tradeoﬀ for both the static network
model and the mobile network model. For the static network model, the optimal throughput-delay
tradeoﬀ is D(n) = Θ(nT (n)) where T (n) and D(n) are the throughput and delay respectively. For the
mobile network model, they showed that the delay scales as Θ(n1/2/v(n)) if the per node capacity scales
at Θ(1). Their derivation was based on a relaxed protocol model where a transmission from node i to j
is successful if for any other node k that transmits simultaneously, d(k, j) ≥ (1 +∆)d(i, j) for some ﬁxed
∆ > 0, where d(i, j) is the distance between nodes i and j.
Improving the network capacity bounds by infrastructure support The second type of methods
used infrastructure support to improve capacity bounds, where a number of wired base stations are
deployed in the network to help transport packets. (Networks of this type are called hybrid networks.)
Liu et al. [49] considered the case where m base stations are placed in a regular hexagonal pattern within
the ad hoc network with n nodes. Under a deterministic routing strategy, they show that if m grows
asymptotically slower than
√
n, the maximum throughput capacity is Θ(
√
n/ log nm2 ); and if m grows
faster than
√
n, the maximum capacity is Θ(m). Under a probabilistic routing strategy, they show that
if m grows slower than
√
n
logn , the maximum throughput capacity has the same asymptotic behavior
as a pure ad hoc network; and if m grows faster than
√
n
logn , the maximum throughput capacity scales
as Θ(m). Kozat and Tassiulas [43] considered the case where both wireless nodes and base stations are
deployed randomly. They showed that the per source node capacity of Θ(1/ log(n)) is achievable, if the
ratio of the number n of ad hoc nodes to the number m of the base stations are bounded from above.
Improving the network capacity bounds via directional antennas The third type of methods
employs directional antennas to improve the capacity bounds. Yi et al. [81] showed that in a random
wireless network, use of directional antennas with beamwidth α for transmitters can increase the capacity
by a factor of 2π/α and use of directional antennas with beamwidth β for receivers can increase the
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capacity by a factor of 2π/β. In addition, if both the transmitter and the receiver employ directional
antenna, the capacity can be improved by a factor of 4π2/αβ. Peraki and Servetto [5] showed that even
if transmitters can generate arbitrarily narrow beams (which essentially removes all wireless interference)
and the transmission ranges are set as minimal as possible to maintain connectivity, the capacity can
only be improved by an order of Θ(log2(n)).
Improving the network capacity bounds with the use of UWB The fourth type of methods
leverages unlimited bandwidth resources to improve the network capacity bounds. Negi and Rajeswaran
[54] showed that under the limit case when bandwidth B →∞ and that each node has a power constraint
W0, the per node capacity is upper bounded by O((n log n)(α−1)/2) and lower bounded by Ω( n
(α−1)/2
(logn)(α+1)/2
).
Dana and Hassibi [20, 19] considered a diﬀerent scenario in which there are n relay nodes and r ≤ √n
source-destination pairs. Assuming unlimited bandwidth, they showed that given the total rate scales as
Θ(f(n)), the minimum power required by each node scales as Θ(f(n)/
√
n). The required bandwidth for
achieving the minimum power is Θ(f(n)). In addition to the diﬀerence in the scenario, these bounds are
based on a simple “listen and transmit” protocol, which may not be optimal in terms of the capacity-
power-bandwidth tradeoﬀ.
2.4.2 Work that derives the capacity bound under diﬀerent assumptions
Several other researchers studied the capacity bounds under diﬀerent (usually more realistic) assumptions.
Dousse and Thiran [23] showed the available rate per node decreases as Θ(1/n) under the assumption
that the attenuation function is uniformly bounded at the origin. Their derivation was based on the
physical model. Toumpis and Goldsmith [71] studied the network capacity under a general fading channel
model. They showed that in a static network, each node can send data to its destination with a rate
of Θ(n−1/2(logn)−3/2). In a mobile network each of the n mobile nodes can achieve the same order of
magnitude throughput with a ﬁxed maximum delay constraint that does not depend on n. If each node
is willing to tolerate packet delay Θ(nd) where 0 < d < 1, they showed that each mobile node can send
data to its destination with rate Θ(n(d−1)/2(logn)−5/2).
Xie and Kumar [75] studied the capacity bounds in a setting where nodes can employ sophisticated
cooperative strategies to achieve interference cancellation. They showed that the aggregate capacity of
an arbitrary network is upper bounded by O(
√
n) (in a large-area network), assuming some natural signal
attenuation law, and the upper bound is sharp for regular planar networks where the nodes reside at
integer lattice sites in a square.
Research eﬀorts have also been made under diﬀerent traﬃc patterns. Gastpar and Vetterli [29]
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considered the same physical model as in [34], but a diﬀerent traﬃc pattern, namely the relay traﬃc
pattern. There exists only one (randomly chosen) source-destination pair and all other nodes serve as
relay nodes. They showed that if arbitrarily complex network coding is allowed, the upper bound and
lower bound of the capacity of a wireless network with n nodes under the relay traﬃc pattern meet
asymptotically at Θ(logn) as the number n of nodes in the network goes to inﬁnity. Marco et al. studied
the network capacity under the many-to-one scenario where there is only one destination and every node
needs to transmit packets to the destination. They showed that per node capacity scales as Θ(1/n) as
the number n of nodes increases. This is due to the bottleneck at the single destination.
Toumpis [70] studied the capacity bounds of three classes of wireless networks under fading chan-
nels. The ﬁrst class is asymmetric networks where there are n source nodes and around nd destination
nodes, and each source picks a destination at random. The author showed that if 1/2 < d < 1, an
aggregate throughput of Ω(n1/2(log n)−3/2) is achievable; and if 0 < d < 1/2, an aggregate throughput of
Ω(nd/ logn) is achievable. In both cases, the aggregate throughput is upper bounded by O(nd logn). The
second class is cluster networks where there are n client nodes and around nd cluster heads. Each client
communicates with one of the cluster heads, but the particular choice of the cluster head is not impor-
tant. He showed in this setting, the maximum aggregate throughput is lower bounded by Ω(nd(logn)−2)
and upper bounded by O(nd logn). The third class is hybrid networks where there are n wireless nodes
and nd base stations, and the base stations are connected through wired lines and only used to support
the operation of wireless nodes. He showed that if 1/2 < d < 1, the maximum aggregate throughput
is lower bounded by Ω(nd(logn)−2) and if 0 < d < 1/2, there is no signiﬁcant gain of employing the
infrastructure. We note the last result is similar to that in [49].
Li et al. [45] studied the capacity of small ad hoc networks through extensive simulations, which
veriﬁed the capacity bounds of order 1/
√
n to some extent. Finally in a very recent work, Franceschetti
et al. [26, 27] closed the gap between the capacity upper bound and lower bound in Gupta and Kumar’s
original results [34] under the physical model. They used percolation theory to devise a routing strategy
which achieves a per node capacity bounds of Θ(1/
√
n).
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Chapter 3
Maintaining Sensing Coverage and
Connectivity in Wireless Sensor
Networks
3.1 Introduction
Recent technological advances have led to the emergence of pervasive networks of small, low-power de-
vices that integrate sensors and actuators with limited on-board processing and wireless communication
capabilities. These sensor networks open new vistas for many potential applications, such as battleﬁeld
surveillance, environment monitoring and biological detection [24, 41, 3, 50].
Since most of the low-power devices have limited battery life and replacing batteries on tens of
thousands of these devices is infeasible, it is well accepted that a sensor network should be deployed
with high density in order to prolong the network lifetime. In such a high-density network with energy-
constrained sensors, if all the sensor nodes operate in the active mode, an excessive amount of energy will
be wasted, sensor data collected is likely to be highly correlated and redundant, and moreover, excessive
packet collision may occur as a result of sensors intending to send packets simultaneously in the presence
of certain triggering events. Hence it is neither necessary nor desirable to have all nodes simultaneously
operate in the active mode.
One important issue that arises in such high-density sensor networks is density control — the function
that controls the density of the working sensors to certain level [80]. Speciﬁcally, density control ensures
only a subset of sensor nodes operate in the active mode, while fulﬁlling the following two requirements:
(i) coverage: the area that can be monitored is not smaller than that which can be monitored by a full set
of sensors; and (ii) connectivity: the sensor network remains connected so that the information collected
by sensor nodes can be relayed back to data sinks or controllers. Under the assumption that an (acoustic
or light) signal can be detected with certain minimum signal to noise ratio by a sensor node if the sensor
is within a certain range of the signal source, the ﬁrst issue essentially boils down to a coverage problem:
assuming that each node can monitor a disk (the radius of which is called the sensing range of the sensor
node) centered at the node on a two dimensional surface, what is the minimum set of nodes that can cover
the entire area? Moreover, if the relationship between coverage and connectivity can be well characterized
(e.g., under what condition coverage may imply connectivity and vice versa), the connectivity issue can be
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studied, in conjunction with the ﬁrst. In addition to the above two requirements, it is desirable to choose
a minimum set of working sensors in order to reduce power consumption and prolong network lifetime.
Finally, due to the distributed nature of sensor networks, a practical density control algorithm should be
not only distributed but also completely localized (i.e., relies on and makes use of local information only)
[24].
In this chapter, we address the issue of density control in an analytic framework, and based on the
ﬁndings, propose a fully decentralized and localized algorithm, called Optimal Geographical Density Con-
trol (OGDC), in large scale sensor networks. Our goal is to maintain coverage as well as connectivity
using a minimum number of sensor nodes. We investigate the relationship between coverage and connec-
tivity by solving the following two sub-problems. First, we prove that under the assumption (A1) the
radio range is at least twice the sensing range, a complete coverage of a convex area implies connectivity
among the set of working nodes. Note that as indicated in Tables A.1 and A.2, (A1) holds for a wide
class of sensor devices that recently emerge. As a result, the proof allows us to focus only on the coverage
problem, as complete coverage implies connectivity. Second, we explore, under the ideal case that the
node density is suﬃciently high, a set of optimality conditions under which a subset of working nodes
can be chosen for complete coverage. Based on the optimality conditions, we then devise a decentralized
and localized density control algorithm, OGDC. We also discuss the procedures taken by OGDC in the
(infrequent) case that the radio range is smaller than twice the sensing range, thus allowing OGDC to
be uniformly applied to all cases. We also perform ns-2 simulations to validate OGDC and compare it
against a hexagon-based GAF-like algorithm, the PEAS algorithm presented in [80] and the CCP protocol
in [74].
Several researchers have addressed the same or similar issues, with the work reported in [79, 80, 69,
74, 33] coming closest to ours. (Refer to Chapter 2 for a detailed summary of existing works.) However,
the work reported in [79, 80] does not ensure complete coverage. Although the work reported in [69] does
attempt to solve the complete coverage problem, it requires a large number of nodes to operate in the
active mode (even more than a simple algorithm based on the idea of GAF does [77]). On the other hand,
the work in [33] assumes error-free channels and requires reliable broadcasting in a certain range, which
is hard to implement in wireless environments. The recent work by Wang et al. [74] contains a similar
analysis on the relationship between coverage and connectivity, but does not derive optimal conditions
for minimizing the number of working nodes as we do in this chapter.
The rest of the chapter is organized as follows. In Section 3.2 we investigate the relationship between
coverage and connectivity. In Section 3.3 we derive the optimality conditions for complete coverage under
the ideal case. Following that, we present in Section 3.4 the proposed density control algorithm and our
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simulation study in Section 3.5. Finally we conclude the chapter in Section 3.6.
3.2 Relationship Between Coverage and Connectivity
In this section, we investigate the relationship between coverage and connectivity. We assume the target
region is convex. We assume that each sensor can monitor a circular region centered at itself. The radius
of the circular region is called sensing range. We also assume each node can communicate with any other
node within a certain range from itself. This range is called radio transmission range. The sensing range
and the radio transmission range are denoted as rs and rt, respectively.
Speciﬁcally, we derive the necessary and suﬃcient condition under which coverage implies connectivity
— the radio range is at least twice the sensing range.
Lemma 3.2.1 Assuming the target region is a convex set, the condition of rt ≥ 2rs is both necessary
and suﬃcient to ensure that complete coverage of a convex region implies connectivity in an arbitrary
network.
Proof. We prove the necessary condition by devising a scenario in which coverage does not imply
connectivity if rt < 2rs. In Figure 3.1, a sensor is located at O and has, respectively, a sensing radius
rs and a radio transmission radius rt < 2rs. Now we place a suﬃcient number of sensors on the circle
centered at O with radius rt+ < 2rs (where  > 0) such that they together cover the whole disk centered
at O and with radius rt + . However, this network is not connected since the distance between node O
and any other node is more than rt.
O
2
rs = 1
rt < 2
rt +  < 2
Figure 3.1: A scenario that demonstrates rt ≥ 2rs is
a necessary condition that complete coverage ensures
connectivity.
S
D
P
Figure 3.2: A scenario that demonstrates rt ≥ 2rs is
the suﬃcient condition that complete coverage im-
plies connectivity.
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Next we show that rt ≥ 2rs is also a suﬃcient condition to ensure that coverage implies connectivity.
We prove this by contradiction. If a network is disconnected, there exists a pair of nodes between which
no path exists. Let (S,D) be a pair of nodes with the minimum distance among all pairs of disconnected
nodes (Fig. 3.2). Considering the circle whose center is on the line from node S to node D and the
distance between its center and node S is rs, we claim that there must exist some other node within or on
the circle. Otherwise, since the number of nodes is ﬁnite in any ﬁnite area, we can move the circle along
SD toward node D by a minimum distance  in order to make the circle include another node. If we move
the circle along SD toward node D by a distance /2, there will be no node within or on the circle. That
means the center of the circle is not covered by any node, which violates the condition of coverage. Let
node P be such a node that lies within or on the circle (before it is moved). Nodes S and P are connected
since their distance is less than 2rs ≤ rt. Hence nodes P and D must be disconnected; otherwise nodes
S and D are connected. Since ∠SPD > π/2 > ∠PSD, we have |SD| > |PD|. This contradicts the
assumption that nodes S and D have the minimum distance among all the pairs of disconnected nodes.

Although the above derivation is made on a two dimensional surface, both the lemma and its proof
apply to three dimensional space as well. An important implication of Lemma 3.2.1 is that if the radio
range is at least twice the sensing range (which holds for a wide variety of applications), then complete
coverage implies connectivity. That is, the problem of ensuring both coverage and connectivity can be
reduced to that of ensuring coverage only. We will henceforth only consider the coverage problem in the
analytical framework. Later in the course of designing our decentralized, localized algorithm, OGDC, we
will consider the “extra” procedure taken to deal with the (rare) case that the radio ranges are smaller
than twice the sensing ranges.
In a concurrent work[74], It is independently proved that if rt ≥ 2rs, k-coverage implies k-connectivity
of the entire network and 2k-connectivity of the interior network on a convex area. However, we emphasize
here that the condition rt ≥ 2rs is also necessary in the sense that if rt < 2rs, coverage does not imply
connectivity in general.
3.3 Optimal Sensing Coverage in the Ideal Case
Recall that two requirements are implied in density control: ﬁrst, the subset should completely cover the
region R. Speciﬁcally, given that the coverage area of a sensor node is a disk centered at itself, we deﬁne
a crossing as an intersection point of two circles (boundaries of disks) or that of a circle and the boundary
of region R. A crossing is said to be covered if it is an interior point of a third disk. The following lemma
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from [36] pages 59 and 181 provides a suﬃcient condition for complete coverage. This condition is also
necessary if we assume that the circle boundaries of any three disks do not intersect at a point. The
assumption is reasonable as the probability of the circle boundaries of three disks intersecting at a point
is zero, if all sensors are randomly placed in a region with uniform distribution. Lemma 3.3.1 serves as
an important theoretical base for our distributed density control algorithm in the next section.
Lemma 3.3.1 Suppose the size of a disk is suﬃciently smaller than that of a convex region R. If one
or more disks are placed within the region R, and at least one of those disks intersect another disk, and
all crossings in the region R are covered, then R is completely covered.
The second requirement is that the set of working sensors should consume as little power as possible
so as to prolong the network lifetime. If each sensor consumes the same amount of power when it is active
and has the same sensing range, the requirement of minimizing power consumption boils down to that of
minimizing the number of working sensors. On the other hand, if sensors have diﬀerent sensing ranges
(e.g., using diﬀerent levels of power to sense), a minimum number of working sensors does not necessarily
imply minimum power consumption.
To derive conditions under which the second requirement is fulﬁlled, we ﬁrst deﬁne the overlap at a
point x as the number of sensors whose sensing ranges can cover the point minus IR(x), where
IR(x) =
⎧⎪⎨
⎪⎪⎩
1 if x ∈ R,
0 otherwise.
The overlap of sensing areas of all the sensors is then the integral of overlaps of the points over the area
covered by all the sensors. In general, the larger the overlap of the sensing areas, the more amount of
redundant data will be generated and more power will be consumed. On the other hand, an adequate
degree of redundancy may be needed to gather accurate, high-ﬁdelity data in some cases. Although our
focus in this chapter is to ensure that every point is covered by at least one sensor, we will discuss how
to extend our work to ensure k-coverage (i.e., every point is covered by at least k sensors) in Section 3.5.
We claim that overlap is a better index for measuring power consumption than the number of working
sensors for two reasons. First, although the number of working sensors is not directly related to power
consumption in the case that sensors have diﬀerent sensing ranges, the measure of overlap still is, i.e., a
larger value of overlap implies more data redundancy and power consumption. Second, as will be proved
in the following lemma, minimizing the overlap value is equivalent to minimizing the number of working
sensors in the case that all sensors have the same sensing ranges (i.e., the coverage disks of all sensors
have the same radius r).
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Lemma 3.3.2 If all sensor nodes (i) completely cover a region R and (ii) have the same sensing range,
then minimizing the number of working nodes is equivalent to minimizing the overlap of sensing areas of
all the working nodes.
Proof. See Appendix A.1.
Lemma 3.3.2 is important as it relates the total number of working sensor nodes to the overlapping
areas between working nodes. Since the latter is more easily measured from a local point of view, this
greatly simpliﬁes the task of designing a decentralized and localized density control algorithm, which will
become clear later.
3.3.1 Properties under the ideal case
With Lemmas 3.3.1–3.3.2, we are now in a position to discuss how to minimize the overlap of sensing
areas of all the sensor nodes. Our discussion is built upon the following assumptions:
(A1) The sensor density is high enough that a sensor can be found at any desirable point.
(A2) The region R is large enough as compared to the sensing range of each sensor node so that the
boundary eﬀects can be ignored.
Assumption (A2) is usually valid. Although (A1) may not hold in practice, as will be shown in Section 3.4,
the result derived under (A1) still provides insightful guidance in designing the distributed algorithm.
By Lemma 3.3.1, in order to totally cover the region R, some sensors must be placed inside region R
and their coverage areas intersect one another. If two disks A and B intersect, at least one more disk is
needed to cover their crossing points. Consider, for example, in Figure 3.3, disk C is used to cover the
crossing point O of disks A and B. In order to minimize the overlap while covering the crossing point O
(and its vicinity not covered by disks A and B), disk C should also intersect disks A and B at the point
O; otherwise, one can always move disk C away from disks A and B to reduce the overlap.
Given that two disks A and B intersect, we now investigate the number of disks needed, and their
relative locations, in order to cover a crossing point O of disks A and B and at the same time minimize
the overlap. Take the case of three disks (Fig. 3.3) as an example. Let ∠PAO = ∠PBO = α1, ∠OBQ =
∠OCQ = α2, and ∠OCR = ∠OAR

= α3. We consider two cases: (i) α1, α2, α3 are all variables; and (ii)
α1 is a constant but α2 and α3 are variables. Case (i) corresponds to the case where we can choose all
the node locations, while case (ii) corresponds to the case where two nodes (A and B) are already ﬁxed
and we need to choose the position of a third node C to minimize the overlap. Both of the above two
cases can be extended to the general situation in which k − 2 additional disks are placed to cover one
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A B
C
O
P
R Q
α2
α3
α1
Figure 3.3: An example that demonstrates how to minimize the overlap while covering the crossing point
O.
crossing point of the ﬁrst two disks (that are placed on a two-dimensional plane), and αi, 1 ≤ i ≤ k, can
be deﬁned accordingly. Again, the boundaries of all disks should intersect at point O in order to reduce
the overlap. In the following discussion we assume for simplicity that the sensing range r = 1. Note,
however, that the results still hold when r 
= 1.
Case 1: αi, 1 ≤ i ≤ k, are all variables We ﬁrst prove the following Lemma.
Lemma 3.3.3
k∑
i=1
αi = (k − 2)π, (3.1)
Proof. See appendix A.2.
Now the overlap between the ith and (i mod k) + 1th disks (which are called adjacent disks) is
(αi − sinαi), 1 ≤ i ≤ k. If we ignore the overlap caused by non-adjacent disks, then the total overlap is
L =
∑k
i=1(αi − sinαi). The coverage problem can be formulated as
Problem 3.3.1
minimize
k∑
i=1
(αi − sinαi)
subject to
k∑
i=1
αi = (k − 2)π.
The Lagrangian multiplier method can be used to solve the above optimization problem. The solution
is αi = (k − 2)π/k, i = 1, 2, · · · , k and the resulting minimum overlap using k disks to cover the crossing
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point O is
L(k) = (k − 2)π − k sin((k − 2)π
k
) = (k − 2)π − k sin(2π
k
).
Note that the overlap per disk
L(k)
k
= π − 2π
k
− sin(2π
k
)
monotonically increases with k when k ≥ 3. Moreover when k = 3 (which means that we use one disk to
cover the crossing point), the optimal solution is αi = π/3 and there is no overlap between non-adjacent
disks. When k > 3, the overlap per disk is always higher than that in the case of k = 3, even if we ignore
the overlaps between non-adjacent disks. This implies that using one disk to cover the crossing point and
its vicinity is optimal in the sense of minimizing the overlap. Moreover, the centers of the three disks
should form a equilateral triangle with edge
√
3. We state the above result in the following theorem.
Theorem 3.3.1 To cover one crossing point of two disks with the minimum overlap, only one disk should
be used and the centers of the three disk should form a equilateral triangle with side length
√
3r, where r
is the radius of the disks.
Case 2: α1 is a constant, while αi, 2 ≤ i ≤ k, are variables In this case the problem can still be
formulated as in Problem 3.3.1, except that α1 is ﬁxed. The Lagrangian multiplier method can again be
used to solve the problem, and the optimal solution is αi = ((k − 2)π − α1)/(k − 1), 2 ≤ i ≤ k. Again
a similar conclusion can be drawn that using one disk to cover the crossing point gives the minimum
overlap. We state the result in the following theorem.
Theorem 3.3.2 To cover one crossing point of two disks whose locations are ﬁxed (i.e., α1 is ﬁxed in
Fig. 3.3), only one disk should be used and α2 = α3 = (π − α1)/2.
In summary, to cover a large region R with the minimum overlap, one should ensure (i) at least one
pair of disks intersects; (ii) the crossing points of any pair of disks are covered by a third disk; (iii) if
the locations of any three sensor nodes are adjustable, then as stated in Theorem 3.3.1 the three nodes
should form an equilateral triangle with side length
√
3r. If the locations of two sensor nodes A and B
are already ﬁxed, then as stated in Theorem 3.3.2 the third sensor node should be placed on the line
that is perpendicular to the line connecting nodes A and B and have a distance r to the intersection of
the two circles (e.g., the optimal point in Fig. 3.4 is C). These conditions are optimal for the coverage
problem in the ideal case in which assumptions (A1) and (A2) hold.
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Figure 3.4: Although C is the optimal place to cover the crossing O of A,B, there is no sensor node
there. The node closest to C, P , is selected to cover the crossing O.
As mentioned above, the notion of overlap can be extended to the heterogeneous case in which sensors
have diﬀerent sensing ranges. Moreover, Theorem 3.3.1 and 3.3.2 can be generalized to the heterogeneous
case. For ease of discussion, we consider the case of using only one extra disk to cover the crossing point
O.
Theorem 3.3.3 Assuming that diﬀerent nodes have diﬀerent sensing ranges, to cover one crossing point
O of two disks with the minimum overlap, the three disks should be placed such that OP = OQ = OR. If
disk A and B are already ﬁxed, disk C should be placed such that OR = OQ.
Proof. We only prove the ﬁrst part of the theorem where the location of all three disks can change. To
prove the second part when node A and B are ﬁxed we only need to take the variable x1 below as a ﬁxed
value.
Refer to Fig. 3.5. Let r1, r2 and r3 denote the radii of disks A, B, and C, let x1 = OP/2, x2 =
OQ/2, x3 = OR/2, and let α1 = ∠OAP,α2 = ∠OBP,α3 = ∠OBQ,α4 = ∠OCQ,α5 = ∠OCR,α6 =
∠OAR. Notice that if r1 = r2 = r3, then α1 = α2, α3 = α4, α5 = α6. The angles αi, 1 ≤ i ≤ 6, can be
expressed as
α1 = 2 arcsin(x1/r1), α2 = 2 arcsin(x1/r2),
α3 = 2 arcsin(x2/r2), α4 = 2 arcsin(x2/r3),
α5 = 2 arcsin(x3/r3), α6 = 2 arcsin(x3/r1).
26
A
B
C
P
QR
O
α4α5
α6
α1
α3
α2
Figure 3.5: Minimizing the overlap while covering the crossing point O when each node has diﬀerent
sensing range.
and the total overlap can be written as
1
2
6∑
i=1
r2i (αi − sinαi). (3.2)
Now the problem is to minimize Eq. (3.2) subject to the same constraint as in Lemma 3.3.3:
6∑
i=1
αi = 2π. (3.3)
Now we apply Lagrangian multiplier theorem with the Lagrangian function
L =
1
2
6∑
i=1
(r2i (αi − sinαi) + λ(
6∑
i=1
αi − 2π).
Note that the variables αi’s are not independent, e.g., both α1 and α2 depend on x1. Hence we have to
apply the Lagrangian multiplier theorem on the independent variables xi’s and regard αi as αi(xj) where
xj is one of the xk’s that αi depends on. First we apply the ﬁrst order necessary condition on x1.
∂L
∂x1
=
6∑
i=1
∂L
∂αi
· ∂αi
∂x1
= (2x21 + λ)
(
1√
r21 − x21
+
1√
r22 − x21
)
= 0
If x∗ = (x∗1, x
∗
2, x
∗
3) and λ
∗ satisfy the ﬁrst order Lagrangian necessary condition, we have 2x∗21 = −λ∗.
Applying the same necessary condition on x2 and x3 renders 2x∗22 = 2x
∗2
3 = −λ∗. Thus x∗1 = x∗2 = x∗3
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satisﬁes the ﬁrst order necessary conditions. To show it also satisﬁes the second order suﬃcient conditions,
it suﬃces to verify that
∂L2(x∗, λ∗)
∂xi∂xj
= 0 for i 
= j,
and
∂L2(x∗, λ∗)
∂x2i
> 0 for all i
to show the Hessian matrix of the Lagrangian is positive deﬁnite. That is, (x∗1, x∗2, x∗3) is a local minimum.
Since there is only one local minimum, it is also a global minimum. Hence (x∗1, x∗2, x∗3) minimizes the Eq.
(3.2) subject to constraint Eq. (3.3), and OP = OQ = OR minimizes the overlap. 
3.4 Optimal Geographical Density Control Algorithm
In this section, we propose a completely localized density control algorithm, called OGDC, that makes
use of the optimal conditions derived in Section 3.3. Note that as it may not be possible to locate
sensor nodes in any desirable position (i.e., assumption (A1) may not hold), OGDC attempts to select
as working nodes the sensor nodes that are closest to the optimal locations. We ﬁrst give an overview
of OGDC and then delve into the detailed operations. We also discuss its possible extension and some
limitations.
3.4.1 Overview
OGDC is devised under the following assumptions:
(B1) Each node is aware of its own position. This assumption is not impractical, as many research
eﬀorts have been made to address the localization problem [63, 51, 22].
(B2) For clarity of algorithm discussion, we assume the radio range is at least twice the sensing range,
and will relax this assumption in Section 3.4.3.
(B3) For clarity of algorithm discussion, we assume all sensor nodes are time synchronized, and will
relax this assumption in Section 3.4.4.
At any time, a node is in one of the three states: “UNDECIDED,” “ON,” and “OFF.” Time is divided
into rounds. Each round has two phases: the node selection phase and the steady state phase. At the
28
beginning of the node selection phase, all the nodes wake up, set their states to “UNDECIDED,” and
carry out the operation of selecting working nodes. By the end of this phase, all the nodes change their
states to either “ON” or “OFF”. In the steady state phase, all nodes keep their states ﬁxed until the
beginning of the next round. The length of each round is so chosen that it is much larger than that of
the node selection phase but much smaller than the average sensor lifetime. Our simulation results show
that the time it takes to execute the node selection operation for networks of size up to 1000 nodes in an
area of 50×50m2 (with timer values appropriately set) is usually well below 1 second and most nodes can
decide their states ( either “ON” or “OFF”) in less than 0.2 second from the time instant when at least
one node volunteers to be a starting node. The interval for each round is usually set to approximately
hundreds of seconds, and the overhead of density control is small (<∼ 1%).
The node selection phase in each round commences when one or more sensor nodes volunteer to be
starting nodes. For example, suppose node A volunteers to be a starting node in Fig. 3.4. Then one
of its neighbors with an (approximate) distance of
√
3r, say node B, will be “selected” to be a working
node. To cover the crossing point of disks A and B, the node whose position is closest to the optimal
position C (e.g., node P in Fig. 3.4) will then be selected, in compliance with Theorem 3.3.2, to become
a working node. The process continues until all the nodes change their states to either “ON” or “OFF,”
and the set of nodes with state “ON” forms the working set. As a node probabilistically volunteers itself
to be a starting node (with a probability that is related to its remaining power) in each round, the set of
working sensor nodes is not likely to be the same in each round, thus ensuring uniform (and minimum)
power consumption across the network, as well as complete coverage and connectivity. In what follows,
we give the detailed description of OGDC.
3.4.2 Detailed description of OGDC
Selection of the starting node At the beginning of node election phase, every node is powered on
with the “UNDECIDED” state. A node volunteers to be a starting node with probability p if its power
exceeds a pre-determined threshold Pt. The power threshold Pt is related to the length of the round and
in general is set to a value so as to ensure with high probability the sensor can remain powered on until
the end of the round.
If a sensor node volunteers, it sets a backoﬀ timer of τ1 seconds, where τ1 is uniformly distributed
in [0, Td]. When the timer expires, the node changes its state to “ON”, and broadcasts a power-on
message. If a node hears other power-on messages before its timer expires, it cancels its timer and does
not become a starting node. The power-on message sent by the starting node contains (i) the position of
the sender and (ii) the direction α along which the second working node should be located. This direction
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is randomly generated from a uniform distribution in [0, 2π]. Non-starting node may also send power-on
message. In this case, the direction ﬁeld in the power-on message is set to -1 to indicate the sender is a
non-starting node.
The use of backoﬀ timers avoids the possibility of multiple neighboring nodes volunteering themselves
to be the starting nodes in a round. The selection of Td is a tradeoﬀ between the performance and the
latency. Using a large value of Td can reduce the number of starting nodes in the network and possibly
reduce the level of overlap. However, with fewer starting nodes, it will take a longer time to complete
the operations of selecting working nodes. In our simulation, we select Td to be about 1.5 times of the
transmission time of a power-on packet.
If the node does not volunteer itself to be a starting node, it sets a timer of Ts seconds. When the
timer Ts1 expires, it repeats the above volunteering process with p doubled until its value reaches 1.
The timer is canceled whenever the state of a node is changed to “ON” or “OFF” in response to other
power-on messages. Ts should be set to a suﬃciently large value such that if there exists at least one
node whose power level qualiﬁes it to be a starting node, the operation of selecting working nodes can
be completed in an early stage of each round. The value of p is initially set to p0. We will discuss how
to determine the value of p0 in Section 3.4.4.
Actions taken when a node receives a power-on message When a sensor node receives a power-
on message, if the node is already “ON”, or it is more than 2rs away from the sender node, it ignores the
message; otherwise it adds this sender to its neighbor list, and checks whether or not all its neighbors’
coverage disks completely cover its own coverage disk. If so, the node sets its state to “OFF” and turns
itself oﬀ. Otherwise, it enters one of the following three cases (as depicted in Fig. 3.6): i) there exists
uncovered crossing that is created by its working neighbors and falls in the node’s coverage disk; ii) the
condition in (i) is not satisﬁed and at least one neighbor is a starting node; iii) neither (i) nor (ii) satisﬁes.
A node can determine if a neighbor is a starting-node from the direction ﬁeld of the power-on message
sent by that neighbor (a positive value indicates a starting node and vise versa).
In case (i), the node ﬁrst ﬁnds the closest uncovered crossing that falls in its coverage disk. If the
closest uncovered crossing is created by the new neighbor (that sends the latest power-on message to
the node), the node will cancel existing timer (Tc1, Tc2 or Tc3) (if any) and (re-)set a timer of value Tc1.
Otherwise, the node retains the existing timer. The rationale behind how the value of Tc1 is calculated is
illustrated in Figure 3.7: let O denote the closest uncovered crossing point, A,B the two corresponding
sender nodes, C the optimal location of a third sensor node used to cover the crossing point O, R the
1With a little abuse of symbols, we will use Ts to refer both the timer and the value of the timer. This applies to other
timers.
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Figure 3.6: The procedure taken when a node receives a power-on message
location of the receiver node, d the distance between the receiver node and the crossing point O, and ∆α
the angle between OC and OR. The value of Tc1 is set as
Tc1 = t0(c((rs − d)2 + (d∆α)2) + u), (3.4)
where t0 is the time it takes to send a power-on message, c is a constant that determines the backoﬀ scale
and is set to 10/r2s in our simulation study, u is a random number drawn from the uniform distribution
on [0, 1]. Tc1 includes two terms: a deterministic term c((rs − d)2 + (d∆α)2) and a random term (u). If
the receiver is right in the direction α and its distance to the crossing is rs, the deterministic term is 0;
otherwise, c((rs − d)2 + (d∆α)2) roughly represents the deviation from the optimal position and a delay
is introduced in proportion of this deviation. The random term is introduced to break ties in the case
that there exist nodes whose locations yield the same value of the deterministic term.
In case (ii), the node ﬁnds the closest starting neighbor. If the closest starting neighbor is the new
neighbor, the node cancels the existing backoﬀ timer (Tc1, Tc2 or Tc3, if any) and (re-)sets a backoﬀ timer
of value Tc2. Otherwise, the node retains the existing timer. The value Tc2 is set as (Fig. 3.8)
Tc2 = t0(c((
√
3rs − d)2 + (d∆α)2) + u), (3.5)
where t0, c, u are the same as those in Eq. (3.4), d is the distance from the sender to the receiver, ∆α is
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the angle between α and the direction from the sender to the receiver,
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∆α
Figure 3.7: A scenario that demonstrates how the
value Tc1 is set (in case (i)).
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Figure 3.8: A scenario that demonstrates how the
value Tc2 is set (in case (ii)).
In case (iii), the node ﬁnds the closest neighbor. If the closest neighbor is the new neighbor, the
node cancels the existing backoﬀ timer (Tc1, Tc2 or Tc3, if any) and (re-)sets a backoﬀ timer of value Tc3,
which is much greater than that of the average values of Tc1, Tc2 but much less than the value of Ts.
Otherwise, it retains the existing timer. This is because when a node receives only power-on messages
from non-starting neighbors, it expects to receive another power-on message and the coverage areas of
the two senders will overlap.
In any of the above three cases, when the backoﬀ timer expires, the node sets its state to “ON” and
broadcasts a power-on message with the direction ﬁeld α set to -1 (indicating a message generated by a
non-starting node).
3.4.3 Extension to the case of insuﬃcient transmission ranges
Now we extend OGDC to ensure both connectivity and coverage when the radio range is smaller than
twice the sensing range. The only issue we need to address is to determine when a node should sleep.
A suﬃcient condition that a node can sleep is that (C1) its coverage area is completely covered, and
(C2) its working neighbors are all connected without it. It is diﬃcult to test in a decentralized manner
whether or not the second condition holds, because a node is only aware of its existing working neighbors
(from whom it has received power-on messages). As a result we relax the second condition as “its existing
working neighbors are all connected without it.” If two neighbor nodes are within the transmission range
of each other, they are necessarily connected. This can be determined by each node under assumption
(B1). Moreover, if a starting node propagates a power-on message (possibly via multiple hops) to two
workings nodes, clearly they are connected. Hence, two existing working neighbors are connected if either
(i) they are within the transmission range of each other, or (ii) they receive power-on messages originated
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from some common starting node.
Speciﬁcally, we associate each starting node with a unique id, called netid, and all nodes receiving
power-on messages originated from the same starting node share its netid. A node may have multiple
netids (which are arranged into a netid list), if it receives power-on messages originated from more than
one starting node. When a node decides to stay awake, it puts its netid list into the power-on message it
sends. Each time a node A receives a power-on message from another node B, node A merges node B’s
netid list into its own. Moreover, each node divides its working neighbors into diﬀerent groups based on
their netids. Speciﬁcally, each group initially contains working neighbors that share the same netid. When
a node receives a power-on message, it will ﬁrst update the groups as follows: if the message contains
more than one netid, the node will merge all the groups which contain a netid in the list of the newly
received messages. If the new neighbor is directly connected with another neighbor (as they are within
the transmission range of each other) but with non-overlapping netid lists, the node will also merge all
the groups which contain a netid in either of the two netid lists. At the end of the group-merging process,
the node then decides if it can go to sleep: if there is only one group left and the node’s coverage area is
covered by the group, the node can go to sleep.
Eﬃcient implementation of the netid list Signiﬁcant overhead may be incurred in the power-on
message, if the netid list is long. Fortunately, a simple calculation shows that the probability that there
are at most 3 starting nodes conditioning on that there exist starting nodes is more than 97%, if each
node volunteers to be a starting node with the probability 1/N , where N is the number of nodes. we
eﬃciently implement the netid list as follows. We use a bitmap with the maximum size of k. To put a
netid into the list, we ﬁrst hash the “real netid” (which could be the starting node id) into an integer j
from 1 to k, and then set the jth bit in the bitmap. Clearly the probability of having a hash collision is
small with reasonably large k. We choose k = 8 in our simulation.
3.4.4 Discussion
After describing the operations of OGDC, we are now in the position to elaborate on several implemen-
tation and parameter tuning issues:
Setting of the initial volunteering probability, p0 Recall that p0 is the initial probability that a
node volunteers itself to be a starting node. In the case that the region to be covered is not large, it is
desirable that at one time only one node determines to be a starting node. To this end, we set p0 = 1/N ,
where N is the total number of sensor nodes in the network, as this maximizes the probability that exactly
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one sensor node volunteers itself as a starting node. On the other hand, if the region to be covered is
large, it is desirable to have multiple sensor nodes volunteer themselves at one time. In this case, we set
p0 = k/N as this maximizes the probability that exactly k nodes volunteer themselves. We argue that
the number of sensor nodes, N , or at least its order is known at the time of network deployment. Even
if this is not the case, as the value of p is doubled every time the Ts timer expires, the value of p0 does
not have a signiﬁcant impact on the performance.
Guidelines of OGDC parameter tuning OGDC has several tunable parameters. We have brieﬂy
described how to set the value of each parameter when it is introduced for the ﬁrst time. Now we outline
the set of guidelines for parameter tuning. Table 3.1 lists the parameters, their functions, and their values
used in our simulation study.
Table 3.1: Parameter values used in the simulation study.
Parameter Function Value Used
rs sensing range 10 m
round time period for executing OGDC 1000 s
Pt power threshold for volunteering to be a working node the level that allows a node
to be idle for 900 seconds
Td maximum timer value used in volunteering to be a starting node 10 ms
Ts maximum timer value used in re-initiating the process of vol-
unteering to be a starting node
1 s
Tc3 timer value used when a node only receives power-on messages
from non-starting neighbors and the coverage disks of those
neighbors do not intersect in the node’s coverage disk
200 ms
t0 the time it takes to send a power-on packet 6.8 ms
c constant used in Eqs. (3.4) and (3.5) 10/r2s
channel capacity 40K bps
Most timing related parameters such as Td, Ts and c should be set according to the transmission time
of a power-on message t0. As a rule of thumb, the Td timer used to suppress surplus starting nodes should
be in the same order of t0. The Ts timer should be set to approximately two orders of magnitude larger
than t0 to allow the density control process to be completed before the Ts timer ﬁres, if there exist some
starting nodes in the network. Tc3 should be chosen much larger than the average value of Tc1, Tc2 and
much smaller than Ts. The constant c should be chosen such that Tc1 and Tc2 are approximately one
order of magnitude larger than t0 on average to avoid packet collision. The round time should be set to
a value that is approximately one order of magnitude less than that of the lifetime of a single sensor.
The value of Pt is dependent on the application requirement. If the application requires continuous,
complete coverage, Pt should be set to a value such that a sensor can remain active for at least the
duration of a round time. If intermittent, incomplete coverage in each round is acceptable, Pt can be set
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to a value that is less than the power required to keep the sensor active for the entire round time.
It is worth mentioning that we follow the above guidelines to tune parameters in our simulation and
the simulation results are quite satisfactory. Moreover, the performance of OGDC is not particularly
susceptible to parameter settings as long as the above guidelines are followed.
Time synchronization For simplicity of algorithm discussion, we have assumed that all nodes are
time synchronized (assumption (B3)). This assumption can be relaxed as follows. In the ﬁrst round we
designate a sensor node to be the starting node. When the starting node sends a power-on message, it
includes in its power-on message a duration δT after which the receivers should wake up for the next
round. When a non-starting node broadcasts a power-on message, it reduces the value of δT by the
time elapsed since it receives the last power-on message and includes the new value of δT in its power-on
message. In this fashion, all the nodes get “synchronized” with the starting node and will all wake up at
the beginning of the next round.
If the monitored region is so large that it is not acceptable to have one starting node in a round, we
can synchronize a few nodes before deployment, distribute them evenly in the entire region, and designate
them to be the starting nodes in the ﬁrst round. Then we can similarly synchronize other nodes with
the starting nodes in the ﬁrst round as above. In fact it is not unreasonable to assume that multiple
synchronized nodes with overlapping coverage areas can serve as reference points of other nodes ([13, 12]).
To overcome the small clock drifting over the network lifetime, when a node wakes up, it needs to wait
for a short time (≥ the maximum clock drifting) before it starts to send any message.
What if no other sensor nodes volunteer It may occur that the power of a node is less than the
threshold power Pt and yet no power-on message is received even after the node sets the value of p to
1. This indicates that all the nodes do not have suﬃcient power and cannot volunteer themselves to be
starting nodes. In this case, the node resets its power threshold Pt to 0 and restarts the density control
process.
What if message loss happens If a packet sent from a neighbor is lost for any reasons (transmission
errors, collisions, etc), a node is simply not aware of that neighbor’s existence. For example, if a starting
node’s power-on message is lost at all receivers (this will happen with low probability), all other nodes
will repeat the process of electing another starting node. Packet loss may increase the number of working
nodes. If nodes are deployed in severe environment where transmission error happens frequently, they can
send the power-on message multiple times (with a random delay) to increase the receiving probability.
35
But this has to be done with caution because multiple transmissions may increase packet collisions and
worsen the situation.
3.5 Performance Evaluation
3.5.1 Simulation environment setup
To validate and evaluate the proposed design of OGDC, we have implemented it in ns-2 [2] with the CMU
wireless extension, and conducted a simulation study in a 50 × 50m2 region where up to 1000 sensors
are uniformly randomly distributed. Each data point reported below is an average of 20 simulation runs
unless speciﬁed.
Schemes for comparison In addition to evaluating OGDC, we also evaluate the performance of the
PEAS algorithm proposed by Ye et al. [80], the CCP algorithm by Wang et al. [74] and a hexagon-
based GAF-like algorithm. The former two algorithms have been introduced in Section 2.1. The latter
(hexagon-based GAF-like) algorithm is built upon GAF [77] and operates as follows. The entire region
is divided into square grids and one node is selected to be awake in each grid. To maintain coverage, the
grid size must be less than or equal to rs/
√
2. Thus, for a large area with size l× l, it requires 2l2r2s nodes
to operate in the active mode to ensure complete coverage. As pointed out by [42], hexagonal grids are
more “homogeneous” than square grids and thus oﬀer more scaling beneﬁts, e.g., the number of working
nodes is signiﬁcantly smaller. To maintain coverage in hexagonal grids, the side length of each hexagon is
at most rs/2, and it requires 8l
2
3
√
3r2s
≈ 1.54l2r2s working nodes to completely cover a large area with size l× l.
As will be discussed below, the hexagon-based GAF-like algorithm performs better than the “sponsored
area” algorithm [69], and hence the latter is not included in the comparison.
Parameters used We use the energy model in [80], where the power consumption ratio for transmit-
ting, receiving (idling) and sleeping is 20:4:0.01. We deﬁne one unit of energy (power) as that required
for a node to remain idle for 1 second. Each node has a sensing range of rs = 10 meters, and a lifetime
of 5000 seconds if it is idle all the time.
The tunable parameters in OGDC are set as follows: the round time is set to 1000 seconds, the power
threshold Pt is set to the level that allows a node to be idle for 900 seconds, the timer values are set
to, respectively, Td = 10 ms, Ts = 1 s, and Te = Ts/5 = 200 ms, t0 is set to the time it takes to send
a power-on packet, 6.8ms (the wireless communication capacity is 40Kbps, the packet size is 34 bytes).
The constants used in Eqs. (3.4) and (3.5) are set, respectively, to c = 10r2s , and p0 is set to 1/N where N
36
is the total number of sensors. Table 3.1 summarizes all the parameter values used.
Although OGDC involves tuning of several parameters, we have found that its performance is rather
insensitive to the parameter values, as long as they are set in compliance with the guidelines discussed in
Section 3.4.4. The system parameters, such as the initial energy of a node, the radio transmission rate,
and the energy consumption rate, are the same for all the nodes.
Performance metrics The performance metrics of interest are (i) the percentage of coverage, i.e. the
ratio of the covered area to the total area to be monitored; (ii) the number of working nodes required
to provide the percentage of coverage in (i); and (iii) α-lifetime, deﬁned as the total time during which
at least α portion of the total area is covered by at least one node. The conventionally deﬁned network
lifetime is then 100%-lifetime. Note that the lifetime deﬁnition used in this chapter is slightly diﬀerent
from that in [79], where the lifetime is deﬁned as the time interval until which coverage falls below a
pre-determined percentage and never comes back again.
In the ﬁrst part of the simulation, we assume the transmission range is at least twice the sensing range
(which is set to 20m) so that we can focus on coverage alone. In the second part, we simulate the cases
in which the transmission range is smaller than twice the sensing range.
3.5.2 Simulation in the case of suﬃcient transmission ranges
We measure coverage as follows: we divide the area into 50 × 50 square grids, and a grid is considered
covered if the center of the grid is covered, and coverage is deﬁned as the ratio of the number of grids
that are covered by at least one sensor to the total number of grids. In the 50× 50m2 area, 45 hexagon
cells are required to cover the entire area if the hexagon-based GAF-like algorithm is used (Fig 3.9).
Hence, the hexagon-based algorithm ensures 100% coverage if at least 45 sensors operate in the active
mode in each round, one for each cell. However, at least 47 nodes are required to operate in the active
mode under the “sponsored area” algorithm proposed in [69] to ensure the complete coverage. When
the number of sensor nodes in the sensor network increases, the sponsored area algorithm requires more
nodes to cover the entire area. As the sponsored area algorithm performs worse than the hexagon-based,
GAF-like method, we do not include the sponsored area algorithm [69] in the following comparison.
Number of working nodes and coverage Fig. 3.10 shows the number of working nodes and coverage
versus the number of sensor nodes deployed in the network. Both metrics are measured after the density
control process is completed. Under most cases, OGDC takes less than 1 second to perform density
control in each round, while PEAS [80] and CCP [74] may take up to 100 seconds. As shown in Fig. 3.10,
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Figure 3.9: 45 hexagons are required to cover a 50 × 50 m2 area.
OGDC needs only half as many nodes to operate in the active mode as compared to the hexagon-based
GAF-like algorithm, but achieves almost the same coverage (in most cases OGDC achieves more than
99.5% coverage). As the PEAS algorithm can control the number of working nodes by using diﬀerent
probing ranges, we tried two diﬀerent probing ranges: 8m and 9m. (Using a probing range of 10m leads
to insuﬃcient coverage, the result of which is thus not reported here.) As shown in Fig. 3.10, using a
smaller probing range results in more working nodes. With a probing range of 9m, the resulting coverage
is less than that achieved by OGDC, while the number of working nodes is up to 50% more than that
of OGDC. Moreover, the number of working nodes required under OGDC modestly increases with the
number of sensor nodes deployed, while both PEAS and CCP incur a 50% increase in the number of
working nodes, when the number of sensor nodes deployed in the network increases from 100 to 1000.
We also observe that when the number of working nodes becomes very large, the coverage ratio of CCP
actually decreases. This is because a large number of message exchanges are required in CCP to maintain
neighborhood information. When the network density is high, packets incur collision more often and the
neighborhood information may be inaccurate. In contrast, in OGDC each working node sends out at
most one power-on message in each round, and as a result the packet collision problem is not so serious.
The result of CCP reported here is a little diﬀerent from that is reported in [74] because it assumes
error-free channel conditions (no collisions, etc) in [74].
Fig. 3.11 shows the dynamics of coverage and total remaining power over the time in a typical sim-
ulation run for a sensor network of 300 sensor nodes in a 50 × 50 m2 area. OGDC can provide over
95% coverage for appropriately 10 times of the lifetime of a single sensor node and the total power of the
network decreases smoothly.
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Figure 3.10: # of working nodes and coverage versus # of sensor nodes in a 50 × 50 m2 area.
α-lifetime Fig. 3.12 compares the α-lifetime achieved by OGDC, PEAS and CCP in a sensor network
of 300 nodes, where α varies from 98% to 50%. For the PEAS algorithm we again tried two diﬀerent
probing ranges: 8m and 9m. As shown in Fig. 3.12, for a reasonably large α, the α-lifetime of PEAS is
much shorter than that of OGDC. Only when α is less than 60%, the lifetime of PEAS using the probing
range 9m is longer than that of OGDC. This is because with a relatively small probing range, PEAS
requires an excessive number of nodes to operate simultaneously. Hence, its lifetime is consistently shorter
than OGDC. On the other hand, with a large probing range of 9m, PEAS only guarantees that no two
working nodes are in each other’s probing range and does not ensure complete coverage. Moreover, when
a node dies, it may take more than 100 seconds for another node to wake up to take its place. During
that transition period the network is not completely covered. As a result, the low percentage lifetime is
prolonged in PEAS. A nice property of OGDC is that during most of the lifetime, the monitored region
is covered with a high percentage. It is clear that OGDC is preferred to PEAS no matter what probing
range is used, unless the desired coverage percentage is very low (i.e. less than 60%). Although CCP uses
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Figure 3.11: Dynamics of the sensing coverage and the total remaining power versus time under OGDC
in a sensor network of 300 sensor nodes in a 50 × 50 m2 area.
less working nodes than PEAS in most cases, its lifetime is much shorter than both PEAS and OGDC.
This is due to two reasons. First, CCP needs to periodically broadcast hello messages, the operation of
which consumes energy. Second, in CCP when a node wakes up from the sleep mode it must stay awake
and wait until it receives hello messages from suﬃcient number of neighbors that can cover its coverage
region.
Fig. 3.13 shows the 98%-lifetime and 90%-lifetime under OGDC, CCP and PEAS with a probing
range of 9m, when the number of sensor nodes deployed in a network varies from 100 to 800. The α-
lifetime scales linearly as the number of sensors deployed increases for both OGDC and PEAS algorithms.
However, OGDC achieves nearly 100% more 98%-lifetime and 40% more 90%-lifetime than PEAS does.
Again CCP achieves a much shorter lifetime than OGDC and PEAS.
For applications that require high levels of tracking accuracy and reliability, it may be desirable that
each point is covered by multiple sensors. To this end, we deﬁne k-coverage as that each point in an
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Figure 3.12: Comparison of α-lifetime versus α under OGDC, PEAS and CCP.
area is covered by at least k sensor nodes. OGDC can be readily extended to accommodate k-coverage
as follows: a node is only turned oﬀ when each grid point in the node’s coverage area is covered by at
least k other nodes. Figure 3.14 shows the curve of 80%-lifetime with 3-coverage versus the number of
sensor nodes. Again the 80%-lifetime linearly increases with the number of sensor nodes deployed in the
network. A more in-depth study on k-coverage is a subject of our future research.
3.5.3 Simulation in the case of insuﬃcient transmission ranges
We now investigate the eﬀect of small transmission ranges on coverage and connectivity. Since PEAS
does not consider the connectivity issue, we only compare OGDC against CCP. Fig. 3.15 shows the
number of working nodes versus the number of sensor nodes deployed with respect to diﬀerent radio
transmission ranges rt under OGDC and CCP. OGDC uses a much smaller number of working nodes
than CCP, especially when the radio range is small. Due to wireless channel errors, the sensor network
may not always be connected in the case of small radio ranges, even if all the sensor nodes are powered on.
Hence, instead of using the coverage of the network as the performance index, we measure the coverage of
the largest connected component and plot the result in Fig. 3.16. The coverage of the largest connected
component is very close to 1 under both algorithms, except in the cases that the number of sensor nodes
deployed and the radio range are both small (e.g., n = 100 and rt = 5). As a matter of fact, in the case
of n = 100 and rt = 5, the sensor network with all the sensor nodes active is not connected, and has more
than 18 connected components with a 45% coverage for the largest connected component in average.
In general we observe that as the radio range decreases, the coverage increases slightly and the number
of nodes also increases. This is the cost for maintaining connectivity. However, the number of working
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Figure 3.13: Comparison of α-lifetime versus number of sensor nodes under OGDC, PEAS (with probing
range 9m) and CCP.
nodes grows far less than the inverse of the square of the radio range.
3.6 Conclusions
In this chapter we have investigated the issues of maintaining coverage and connectivity by keeping a
minimum number of sensor nodes to operate in the active mode in wireless sensor networks. We begin
with a discussion on the relationship between coverage and connectivity, and show that if the radio
range is at least twice the sensing range, then complete coverage implies connectivity. Hence, if the
condition holds, we only need to consider the coverage problem. Then, we derive, under the ideal case
in which node density is suﬃciently high, a set of optimality conditions under which a subset of working
sensor nodes can be chosen for complete coverage. Based on the optimality conditions, we then devise a
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Figure 3.14: 80%-lifetime with 3-coverage versus number of sensor nodes under OGDC.
decentralized and localized density control algorithm, OGDC. OGDC is fully localized and can maintain
coverage as well as connectivity, regardless of the relationship between the radio range and the sensing
range. Ns-2 simulations show that OGDC outperforms the PEAS algorithm [80], the CCP algorithm [74],
the hexagon-based GAF-like algorithm, and the sponsor area algorithm [69] with respect to the number
of working nodes needed and network lifetime (with up to 50% improvement), and achieves almost the
same coverage as the best algorithm.
43
020
40
60
80
100
120
140
100 200 300 400 500 600 700 800 900 1000
w
o
rk
in
g 
no
de
 n
um
be
r
number of deployed nodes
working node number vs. number of deployed nodes
radio range 5m
radio range 10m
radio range 15m
radio range 20m
(a) OGDC
0
50
100
150
200
100 200 300 400 500 600 700 800 900 1000
n
u
m
be
r o
f w
or
ki
ng
 n
od
es
number of deployed nodes
radio range 5m
radio range 10m
radio range 15m
radio range 20m
(b) CCP
Figure 3.15: Number of working nodes versus number of sensor nodes deployed with respect to diﬀerent
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with respect to diﬀerent radio ranges under OGDC and CCP (the sensing range is ﬁxed at 10m).
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Chapter 4
Lifetime Upper Bounds of Wireless
Sensor Networks
4.1 Introduction
In the previous chapter, we design, implement, and evaluate a density control algorithm for maintain-
ing coverage and connectivity. A natural question that remains is whether and to what extent we can
still improve the algorithm. In order to answer this question, we need to understand what is the max-
imum lifetime that can be achieved by all possible algorithms as lifetime is the ultimate performance
measurement.
In this chapter, we explore the fundamental limit of sensor network lifetime that all algorithms can
possibly achieve. The derivation is based on the theory of coverage processes [36]. We assume sensors
are deployed in a square region with side length . We consider two diﬀerent kinds of upper bounds. The
ﬁrst is asymptotic upper bound for maintaining complete coverage as  → ∞ and the second is actual
upper bound for maintaining α-coverage (which means at least α portion of a region is covered) in a
ﬁnite region. In the case of asymptotic upper bounds, we make several diﬀerent model assumptions. We
investigate the lifetime upper bounds with and without Torus convention (to be explained in the next
section). We consider three diﬀerent node deployment methods: Poisson process deployment, uniformly
random deployment, and regular grid deployment.
In each of the deployment methods, we develop a necessary and a suﬃcient condition on the node
density λ in order to guarantee complete k-coverage of a square region with side length  (in the almost
sure sense). Therefore, given the density that is not suﬃcient for maintaining complete (k+1)-coverage,
the network lifetime for maintaining complete coverage is upper bounded by kT , where T is the lifetime
of a single sensor.
The second type of upper bounds is for ensuring only α-portion of the region to be covered. In this
scenario, we derive two upper bounds; one holds universally for any possible algorithm, and the other is
targeted for a special type of algorithms that intend to completely cover the region initially and maintain
as large coverage as possible, until the coverage drops below a certain threshold α.
In order to understand how good the derived upper bounds are (i.e., whether and to what extent
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they can be achieved), We also devise an algorithm to approach the derived α-lifetime upper bounds.
By numerical simulations, we show that around 90% of the lifetime upper bound can be achieved. This
veriﬁes that the lifetime upper bound is tight and the devised algorithm is eﬃcient.
With our derivation and numerical results, we will be able to answer several important questions, e.g.,
given the lifetime T of a single sensor node, how many sensor nodes have to be deployed in a region (or
equivalently what is the sensor density), in order to continuously monitor the region for a period of k ·T .
We also observe that although it is, in general, desirable to deploy a sensor network of high density to
achieve a large lifetime per unit of nodal density, the increase in the lifetime per unit of nodal density
becomes marginal when the density exceeds certain threshold. This is because the overhead incurred
in maintaining coverage in a distributed manner dominates when the sensor density becomes high. In
addition, as the universal upper bound of α-lifetime is much larger than that for the special class of
algorithms, we conclude that a sensor network should maintain, if allowed by the system requirements,
α-coverage from the time the system is initially deployed, rather than maintaining as large coverage
as possible at system initialization and operating until the coverage ratio drops below α. Finally the
result on the density requirement for k-coverage has another important implication, in addition to its
relationship with the network lifetime. In the target tracking application [6], one sensor is usually not
enough to correctly track the targets’ locations. Thus, it is often required that every point be covered
by at least k sensors. Even in applications where one only needs to detect the presence of a certain
object (rather than its movement), it may still be desirable to have each point covered by several sensors
for fault tolerance of node failure or message loss during the multi-hop transmission to the data sinks.
Therefore, it is important to derive the node density required to ensure k-coverage with high probability.
Several research eﬀorts have been made to derive the upper bounds of network lifetime in wireless ad
hoc networks and sensor networks [9, 8, 10]. A detailed summary of existing work is given in Section 2.2.
Our work diﬀers from existing works in two aspects. First, we consider as the (network) α-lifetime the
time interval during which at least α-portion of the region can be continuously monitored. Second,
unlike the work reported in [10], the lifetime upper bounds derived in this chapter are independent of the
power-saving schemes used.
The rest of the chapter is organized as follows. In Section 4.2, we state the assumptions we make
on the system model, and deﬁne what we mean by network lifetime in sensor networks. Then we delve
into the derivation in Sections 4.3 and 4.4 for 1-lifetime upper bounds and in Section 4.5 for α-lifetime
upper bounds. Following that, we present the algorithm that approaches the lifetime upper bounds in
Section 4.6 to validate the derived results of the upper bounds of network lifetime. Finally we conclude
the chapter in Section 4.7.
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4.2 System Model
To facilitate the derivation, in this section we state the assumptions we make on the system model, and
deﬁne the term of network lifetime that we shall consider throughout the chapter.
4.2.1 Assumptions on the system model
We have some general assumptions throughout the chapter and also some speciﬁc assumptions in diﬀerent
sections. The general assumptions are as follows. We assume the region R to be monitored is a square
region with side length . Each sensor node can detect an event of interest within a distance of r, and
this distance is termed as the sensing range. The disk centered at a sensor node and with a radius of r
is termed as the coverage disk of this node. Without loss of generality, we assume that each sensor node
has a sensing range of r = 1√
π
, i.e., each sensor node can cover a disk of unit area, and  >> r. We
assume that each sensor has the same lifetime of T . This assumption is generally made in analyzing the
network lifetime, for example, in [10].
As analytically proved in [85], if the radio transmission range is at least twice as large as the sensing
range, network coverage implies connectivity. That is, as long as the set of working nodes completely
covers the monitored region, the network is connected. We make this assumption so as to facilitate the
derivation. As tabulated in Tables A.1–A.2, this assumption holds for most commercially available sensor
devices. A study on the network lifetime when the above assumption does not hold (and hence one has to
consider both coverage and connectivity in selecting the working set) is a subject of future investigation.
The following are some speciﬁc assumptions in each section. In Section 4.3, we further assume the
torus convention [36] (a.k.a. the toroidal model [56]), i.e., each disk that protrudes one side of the region
R enters R again from the opposite side (Fig. 4.1). This eliminates consideration of boundary eﬀects.
We also assume the deployed sensor nodes in the square region R form a (homogeneous) Poisson point
process with density λ in this section. There are several ways of deﬁning a Poisson point process, one of
which is stated below. First, for any subset A of the region R, the distribution of the number of nodes
in the set is Poisson with mean λ||A||, where ||A|| is the area of A. Second, given that the number of
nodes in such a set A is m, the node locations in A are m mutually independent random variables, each
uniformly distributed over A. It is well known that n nodes whose locations are mutually independent
random variables, each with uniform distribution in R, are essentially a Poisson point process with density
λ = n/2 if R is large ([36], page 39).
In Section 4.4, we do not assume Torus convention and therefore, we consider the boundary eﬀects
of maintaining complete k-coverage. We investigate three deployment methods in this section: Poisson
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Figure 4.1: The toroidal model. The model can be interpreted by considering R as simply one member
of a lattice of squares and assuming that all nodes are repeated in precisely the same relative positions
in all squares.
process deployment, uniformly random deployment, and regular grid deployment.
In general, the results in Section 4.5 do not really depend on the node distributions and whether
Torus convention is assumed. However, the calculation of the k-vacancy Vk (which is used to calculate
the lifetime upper bounds and to be deﬁned in Section 4.5) depends on those assumptions. In order
to obtain quick numerical results, we assume Torus convention and Poisson point process. But when
calculating the lifetime upper bounds in simulations or experiments, we calculate Vk directly based on
the exact node locations and do not assume Torus convention.
4.2.2 Deﬁnition of sensor network lifetime
We deﬁne α-lifetime as length of the time intervals in which at least α portion of the region R is covered
by at least one sensor node, where α is a tunable parameter. In the special case of α = 1, we mean
the lifetime for complete coverage although it can be argued that these two concepts are not exactly
equivalent.
A discussion on how the α-lifetime deﬁned above compares against the lifetime deﬁned in [10] and
[79] is in order. Blough and Santi [10] deﬁne the lifetime of sensor networks as min{t1, t2, t3}, where t1
is the time it takes for the cardinality of the largest connected component to drop below c1 · n(t), where
n(t) is the number of alive nodes at time t, t2 is the time it takes for n(t) to drop below c2 ·n(0), and t3 is
the time it takes for the covered area to drop below c3 · 2. Here 0 ≤ c1, c2, c3 ≤ 1. If we set c1 = 0, c2 = 0
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and c3 = α, then the network lifetime is exactly the same as the α-lifetime deﬁned in this chapter. Under
the assumption that the radio range is at least twice as large as the sensing range (and thus network
coverage implies connectivity), it makes sense to ignore the connectivity requirement imposed by t1 and
set c1 = 0. The requirement imposed by t2 is not really necessary in sensor networks, since one is usually
not concerned with how many sensors remain alive but with whether or not the remaining sensors can
perform certain functions such as monitoring and relaying information back to data sinks.
Ye et al. [79] deﬁne the lifetime as the time it takes for the coverage (deﬁned as the ratio of the
area covered by working nodes to the total area) to drop below, and never exceed again a pre-determined
threshold. Due to the network dynamics, the coverage may occasionally drop below a threshold and come
back again. They take into account of the time interval when the coverage temporarily drops below the
threshold in the network lifetime, while we do not.
4.3 Asymptotic Upper Bound of 1-Lifetime with Torus
Convention
In this section, we ﬁrst investigate the asymptotic lower bound on the density λ required to guarantee
full coverage (α = 1) for time kT as the monitored region  → +∞. This result can also be interpreted
as the asymptotic upper bound of 1-lifetime given the density λ of the sensor nodes. Then we adapt our
asymptotic results to a unit-area square (for which other researchers study the problem of maintaining
asymptotic 1-coverage and k-connectivity) in Section 4.3.2 in order to compare the results against others.
(For ease of understanding, we succinctly summarize several results in coverage processes [36] that pertain
to our derivation in Appendix A.3.)
4.3.1 Requirement on the nodal density in square regions of size 2
The problem of deriving the asymptotic upper bound of 1-lifetime is highly related to the k-coverage
problem, where by k-coverage we mean every point in the monitored region is covered by at least k
nodes. Let the coverage degree denote the maximum value of k such that the sensor network has k-
coverage in the monitored region. It is obvious that the coverage degree k times the lifetime T of a single
sensor gives a strict upper bound of 1-lifetime.
Let the k-vacancy Vk be deﬁned as the area that is covered by at most k − 1 nodes. We need to
determine the required density λ such that P (Vk > 0) → 0 as  → +∞. Let χk(x) denote the indicator
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function of whether a point x is covered by at most k − 1 sensor nodes, i.e.,
χk(x) =
⎧⎪⎪⎨
⎪⎩
1, if at most k − 1 nodes cover the point x,
0, otherwise.
(4.1)
The fact that a point x is covered by at most k − 1 sensor nodes indicates that there are at most k − 1
sensor nodes within the unit-area disk centered at x (recall that each sensor can cover a unit-area disk
centered at itself). Under the assumption that the deployed sensors form a Poisson point process, we
have
P (χk(x) = 1) = e−λ
(
k−1∑
i=0
λi
i!
)
. (4.2)
Now the random variable Vk can be expressed as
Vk =
∫
R
χk(x)dx. (4.3)
To calculate its expectation, we use Fubini’s theorem [61] and exchange the order of integral and expec-
tation, i.e.,
E(Vk) =
∫
R
E(χk(x))dx
=
∫
R
P (χk(x) = 1) dx
= ||R||P (χk(x) = 1)
= 2e−λ
(
k−1∑
i=0
λi
i!
)
, (4.4)
where the third equality results from the fact that P (χk(x) = 1) is a constant for all x.
In order to ensure complete coverage for the duration of kT , each point should be covered by at least
k nodes, which implies Vk = 0. As nodes form a Poisson point process in the region R, it cannot be
guaranteed that this always occurs with a ﬁnite density λ, no matter how large λ is. However, with
λ→ +∞ as → +∞ we can ensure this occurs with high probability, i.e., P (Vk = 0)→ 1 as → +∞.
In what follows, we establish a tight bound on the density λ that ensures asymptotic complete k-
coverage.
Theorem 4.3.1 Let λ = log 2+(k+1) log log 2+c(). If c()→ +∞ as → +∞, then P (Vk > 0)→ 0.
If c() ≤ C < +∞, then P (Vk > 0) ≥  as → +∞, where  = 1/(1 + 4eC(k + 1)!).
Proof. First we prove if c() → +∞ as  → +∞, P (Vk > 0) → 0. Clearly if the value of λ increases,
P (Vk > 0) will decrease. Hence, without loss of generality, we assume that c() = o(log 2).
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Let a crossing be deﬁned as either an intersection point of the boundaries of two disks or an intersection
point of the boundary of a disk and the boundary of region R. A crossing is said to be k-covered if it is
an interior point of at least k disks. By Theorem 4 in [74], region R is completely k-covered if there exist
crossing points and every crossing point is k-covered. Equivalently, if R is not completely k-covered and
there exist crossings, some of the crossings are not k-covered.
With λ→ +∞ as → +∞ and πr2 = 1, we can write
P (Vk > 0) = p1 + p2 + p3, (4.5)
where
p1 ≡ P (no disk is centered within R) = exp(−λ2)→ 0,
p2 ≡ P (at least one disk is centered within R, but none of the disks intersects any other disk
and none of the disks intersect the boundary of R)
≤ P (at least one disk is centered within R)× P (a given disk intersects no other disks)
= (1− exp(−λ2))× exp(−λπ(2r)2)
≤ exp(−4λ)→ 0,
and
p3 ≡ P (R is not completely k-covered, at least one disk is centered within R, and at least
two disks intersect each other or at least one disk intersects the boundary of R).
Therefore, we have
P (Vk > 0)→ p3, as → +∞. (4.6)
Next we derive an upper bound of p3.
If R is not completed k-covered, if one or more disks are centered within R, and if there exist crossings
in R, then at least one of the disks has two or more crossings that are not k-covered on its boundary. Let
Mk denote the number of crossings that are not k-covered. Then we have
p3 ≤ P (Mk ≥ 2) ≤ E(Mk)/2. (4.7)
We ﬁrst consider crossings created by two disks intersecting each other. The expected number, D, of
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nodes in region R is λ2. If any two nodes are within a distance of 2r from each other, their coverage
disks intersect. Hence, the expected number of crossings created by a given node is 2λπ(2r)2. Since each
crossing is counted twice, the expected value of the total number, N1, of crossings created by two disks
intersecting each other is given by
E(N1) = λ2 · λπ(2r)2 = 4λ22. (4.8)
Now we consider crossings created by a disk intersecting the boundary of region R. If a node is within a
distance of r to the boundary of region R, at most two crossings will be created, except when the node
is located on the corner of region R (e.g., Region 3 in Fig. 4.1). In that case, at most 4 crossings will be
created. Hence the expected value of the total number, N2, of crossings created by a disk intersecting
the boundary of region R is given by
E(N2) ≤ 8λr. (4.9)
Recall that the probability that a given crossing is not k-covered is e−λ
∑k−1
i=0 λ
i/i! (Eq. (4.2)). By
Eqs. (4.8) and (4.9), we have
E(Mk) = (E(N1) + E(N2)) · e−λ
k−1∑
i=0
λi
i!
≤ (4λ22 + 8λr)e−λ
k−1∑
i=0
λi
i!
= 4λ22(1 + o(1)) · e−λ
k−1∑
i=0
λi
i!
. (4.10)
Since λ→ +∞ as → +∞, by Eqs. (4.7) and (4.10) we have
p3 ≤ 2λ22(1 + o(1))e−λ
k−1∑
i=0
λi
i!
= 22e−λ
λk+1
(k − 1)! (1 + o(1)). (4.11)
If λ = log 2 + (k + 1) log log 2 + c(), then λ1 ≡ λ − log 2 = (k + 1) log log 2 + c(). By the reasoning
at the beginning of the proof, we can assume c() = o(log 2) as → +∞, and hence λ1 = o(log 2). This
gives λk+1 = (log 2)k+1(1 + o(1)), and hence
p3 ≤ 2λ
k+1
(log 2)k+1ec()(k − 1)! (1 + o(1)) =
2(1 + o(1))
ec()(k − 1)! . (4.12)
Since c()→ +∞ as → +∞, p3 → 0 as → +∞. The ﬁrst part is proved.
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Now we prove that if c() ≤ C for some ﬁnite C as → +∞, P (Vk > 0) ≥  for  = 1/(1+4eC(k+1)!).
Let I be the indicator function, by the Cauchy-Schwartz inequality, we have
E(Vk) = E(Vk · I(Vk > 0)) ≤
(
E(V 2k )E(I
2(Vk > 0))
)1/2
=
(
E(V 2k )P (Vk > 0)
)1/2
, (4.13)
and
P (Vk > 0) ≥ (E(Vk))
2
E(V 2k )
. (4.14)
The expression of E(Vk) is given in Eq. (4.4), while the bound of E(V 2k ) is given in the following lemma.
Lemma 4.3.1 Let Vk be deﬁned as in Eq. (4.3). Then,
E(V 2k ) ≤ (EVk)2 + 4k(k + 1)λ−22
(
e−λ
k−1∑
i=0
λi
i!
)
. (4.15)
Proof: Refer to Appendix A.4 for a detailed account of proof. .
Combining Eq. (4.14) and Lemma 4.3.1, we have
P (Vk > 0) =
(EVk)2
E(V 2k )
≥ (EVk)
2
(EVk)
2 + 4k(k + 1)λ−22
(
e−λ
∑k−1
i=0
λi
i!
)
≡ 1
1 + β
, (4.16)
where
β ≡
4k(k + 1)λ−22
(
e−λ
∑k−1
i=0
λi
i!
)
(EVk)2
=
4k(k + 1)λ−22
(
e−λ
∑k−1
i=0
λi
i!
)
(
2e−λ
∑k−1
i=0
λi
i!
)2
=
4k(k + 1)λ−2
2e−λ
∑k−1
i=0
λi
i!
≤ 4k(k + 1)
2e−λλk+1/(k − 1)! .
Let λ1 ≡ λ − log 2 = (k + 1) log log 2 + c(). By the assumption c() ≤ C, with suﬃciently large , we
have λ1 > 0, and
β ≤ 4e
c()(log 2)k+1(k + 1)!
(log 2 + λ1)k+1
≤ 4eC(k + 1)!. (4.17)
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It then follows from Eqs. (4.16) and (4.17) that
P (Vk > 0) ≥ (EVk)
2
E(V 2k )
≥ 1
1 + 4eC(k + 1)!
. (4.18)
This completes the proof. 
Remark 1 If we let c()→ −∞, and λ = log 2+(k+1) log log 2+c(), we can conclude P (Vk > 0)→ 1
as → +∞.
Remark 2 If we let −(k + 1) log log 2 ≤ c() ≤ C, then P (Vk > 0) ≥ 1/(1 + 4eC(k + 1)!) is true for
any ﬁnite , since the second part of the proof does not require any asymptotic property in this case.
Remark 3 The terms “complete k-coverage” and “Vk = 0” have been used interchangeably, as it has
been proved (for the case of k = 1) in [36] that the probability of their diﬀerence goes to 0 if the region
is open and the coverage shape (e.g., the disk in this chapter) is closed. It has also been stated in [36]
that the same conclusion holds for any regular region and shape. (The interested reader is referred to the
discussions following Theorem 3.3 in [36]). The proof can also be extended to the case of any ﬁnite k.
With Theorem 4.3.1 and Remark 1, we reach the following corollary that associates the network
lifetime with k-coverage.
Corollary 4.3.1 If λ = log 2 + (k + 2) log log 2 + c(), and c() → −∞ as  → +∞, then the upper
bound of the 1-lifetime is kT with probability approaching 1, where T is the lifetime of each sensor.
Proof. In order to achieve a network lifetime longer than kT , it is necessary that the entire monitored
region R is at least (k+1)-covered, i.e., Vk+1 = 0. However, by Remark 1, if λ = log 2+(k+2) log log 2+
c(), and c()→ −∞ as  → +∞, then P (Vk+1 > 0)→ 1 as  → +∞, i.e., the lifetime cannot be longer
than kT (with probability approaching one). Therefore, the 1-lifetime is upper bounded by kT with high
probability. 
It is interesting to observe from Corollary 4.3.1 that the node density required to achieve a 1-lifetime
of kT is not equal to k times the required density for asymptotic coverage. As a matter of fact, the former
is much smaller than the latter. This trend will be conﬁrmed again in the following sections.
In many cases, it may not be necessary to require P (Vk > 0)→ 0. One way of relaxing the requirement
is to derive the density requirement for E(Vk) → 0 as  → +∞. We give a tight lower bound for this in
the following theorem.
Theorem 4.3.2 Let λ = log 2 + (k− 1) log log 2 + c(). If c()→ +∞ as → +∞, then E(Vk)→ 0; if
c() ≤ C < +∞, then E(Vk) ≥ e−C/(k − 1)! as → +∞.
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Proof. Since E(Vk) decreases as λ increases, we can assume c() = o(log log 2) in the ﬁrst case (→ +∞)
and c() = C in the second case (c() ≤ C). Thus in both cases we have λ → +∞ as  → +∞ and
λi = o(λi+1). Let λ1 ≡ λ − log 2 = (k − 1) log log 2 + c(). When  is suﬃciently large, we have λ1 > 0
and λ1 = o(log 2). Therefore,
E(Vk) = 2 exp(−λ)
(
k−1∑
i=0
λi
i!
)
= 2 exp(−λ)
(
λ(k−1)
(k − 1)! (1 + o(1))
)
= 2 exp(−λ1 − log2)
(
λ(k−1)
(k − 1)! (1 + o(1))
)
= exp(−λ1)
(
λ(k−1)
(k − 1)! (1 + o(1))
)
= exp(−((k − 1) log log 2 + c()))
(
(log 2)k−1(1 + o(1))
(k − 1)! (1 + o(1))
)
= exp(−c())
(
1 + o(1)
(k − 1)!
)
. (4.19)
If c()→ +∞ as  → +∞, we have E(Vk)→ 0 since k is ﬁnite. If c() ≤ C < +∞ as  → +∞, we have
E(Vk) ≥ e−C/(k − 1)! as → +∞. .
Remark If we let c()→ −∞, we have E(Vk)→ +∞ as → +∞.
4.3.2 Requirement on the sensing range in unit-area squares
Several researchers [36, 57] have studied the problem of maintaining asymptotic 1-coverage and k-
connectivity on a unit-area disk. In this subsection, we adapt our results in Section 4.3.1 to a unit-area
square, in order to make several comparisons. On a unit-area square, the sensing range of each node
decreases as the density λ of the network increases. The question is how the sensing range r should scale
as the density λ increases in order to ensure complete coverage with the probability approaching one.
Our major result is as follows:
Theorem 4.3.3 In a unit-area square, let λπr2 = logλ + k log logλ + c(λ). If c(λ) → +∞ as λ → ∞,
then P (Vk > 0)→ 0. If c(λ) ≤ C < +∞, then P (Vk > 0) ≥  as → +∞, where  = 1/(1+4eC(k+1)!).
Proof of Theorem 4.3.3. Similar to the proof of Theorem 4.3.1, we can again assume that c(λ) =
o(log λ) as λ → ∞. We re-scale the unit-area square to a square with side length ′, such that the
coverage disk of each node has a radius r′ = 1/
√
π. Now if the node density in the unit-area square is
λ, the node density in the rescaled network is λ′ = λ/′2. Clearly, the radius and the side length have
the same rescaling factor, and hence ′ = 1/(
√
πr). Table 4.1 gives the corresponding values in both the
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Table 4.1: Corresponding values in the unit-area square (Theorem 3) and in the rescaled square.
Values in the unit-area square Values in the rescaled square
r r′ = 1/
√
π
 = 1 ′ = 1/(
√
πr)
λ λ′ = λ/′2
unit-area disk and the rescaled (larger) square.
By Theorem 4.3.1, if
λ′ = log ′2 + (k + 1) log log ′2 + c′(′), (4.20)
then if c′(′) → +∞ as ′ → +∞, then P (Vk > 0) → 0; if c′(′) ≤ C < +∞, then P (Vk > 0) ≥  as
′ → +∞, where  = 1/(1 + 4eC(k + 1)!). By Table 4.1, we can rewrite Eq. (4.20) as
λπr2 = log
1
πr2
+ (k + 1) log log
1
πr2
+ c′(′). (4.21)
We next show that if
λπr2 = logλ+ k log logλ+ c(λ), (4.22)
then as λ→∞, we have
(log λ+ k log logλ)−
(
log
1
πr2
+ (k + 1) log log
1
πr2
)
→ 0. (4.23)
If Eq. (4.22) holds (and c(λ) = o(log λ) as λ→ 0), we have
1
πr2
=
λ
logλ+ k log logλ+ c(λ)
=
λ
(logλ)(1 + g(λ))
, (4.24)
where g(λ)→ 0 as λ→∞, and thus
log
1
πr2
= log λ− (log logλ+ log(1 + g(λ)))
= (log λ)(1 + h(λ)), (4.25)
where h(λ)→ 0 as λ→∞.
57
Hence
log log
1
πr2
= log logλ+ log(1 + h(λ)). (4.26)
Combining Eqs. (4.25) and (4.26), we obtain Eq. (4.23). As Eq. (4.22) and Eq. (4.21) diﬀer only in a
diminishing term (besides the last term in each equation), the proof is completed. 
Comparison against known results We are now in a position to make several comparisons between
results derived so far and existing results in literature. First, in [36], it is shown that 0.05min{1, (1 +
λ2πr2)e−λπr
2} < P (V1 > 0) < 3min{1, (1+λ2πr2)e−λπr2}. This is consistent with our result in the special
case of k = 1. Second, Penrose [57] show that in a network of n independent, uniformly distributed nodes,
if rk is the minimum radius for ensuring k-connectivity, then, limn→∞ P [nπr2k+1 ≤ logn + k log logn −
log k!+α] = exp(−e−α). Our result shows that the minimum radius required for maintaining asymptotic
k-coverage is approximately equal to that required for maintaining (k + 1)-connectivity.
4.4 Asymptotic Upper Bound of 1-Lifetime without Torus
Convention
As the 1-lifetime upper bound is determined by the coverage degree as discussed in the previous section,
in this section, we focus on the density requirement in order to ensure k-coverage. The implication on
the lifetime upper bound is obvious and therefore ignored.
As mentioned earlier, we assume the region R to be monitored is a square region with side length
. The sensing range of each sensor r = 1/
√
π, so the sensing area is a unit-area disk. We assume each
sensor has an independent probability p < 1 to be active and p may be either a constant or dependent on
. We do not assume Torus convention and therefore, we consider the boundary eﬀects in this section.
We consider sensor nodes are deployed according to one of the three models.
1. Poisson process deployment: the nodes form a Poisson point process with density D.
2. uniformly random deployment: n nodes are randomly, independently placed with uniform distribu-
tions. In this case, we deﬁne D = n/2.
3. grid deployment: n = k2 nodes are regularly placed on
√
n × √n grids. In this case, we deﬁne
D = n/2.
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We assume (i) k is a ﬁnite constant value and (ii) most of the variables are functions (which may
be constant) of , and investigate the asymptotic probability as  → ∞. For two functions f and g, we
denote f = O(g) if f() ≤ Cg() for some constant C > 0 and suﬃciently large , and similarly, f = Ω(g)
if f() ≥ Cg(). We denote f = o(g) if f()/g()→ 0 as  → ∞, and f ∼ g if f()/g()→ 1 as  → ∞.
Therefore, f = o(1) means f goes to 0 as  → ∞, and f = (1 + o(1))g means f ∼ g. We also denote
f  g if f() ≤ g()(1 + o(1)) and f  g if f() ≥ g()(1 + o(1)). Throughout the chapter, the logarithm
is of the natural base.
We obtain the following results. Given D and p as deﬁned above,
1. In the case that nodes are deployed according to a Poisson point process, Let Dp = log 2 +
2k log log 2 + c(). As  → ∞, if c() → ∞, then the region R is k-covered with high probability,
and if c() ≤ C, then
P (region R is k-covered)
≤ 1− 1
1 + 32eC/22k−2(k + 1)!/
√
π
< 1. (4.27)
2. In the case that nodes are deployed according to a uniformly random distribution, the results are
identical to those in the case that nodes are deployed according to a Poisson point process.
3. In the case of grid deployment, assume 0 < p ≤ 1 −  < 1 for some constant . If −D log(1 −
p) = log 2 + 2k log log 2 + 2
√−2π log 2 log(1− p) + c(), and c() → ∞ as  → ∞, then the
probability that the region R is k-covered tends to 1. If −D log(1−p) = log 2+2(k−1) log log 2−
2
√−2π log 2 log(1 − p)− c(), and c()→ ∞ as  →∞, then the probability that the region R is
not k-covered tends to 1.
Now we show that using grid deployment requires asymptotically less or equal node density than using
uniformly random deployment in all cases of 0 < p ≤ 1 −  < 1 for any positive constant  (0 <  < 1).
If p ≥  > 0, since p < − log(1 − p), the result follows immediately. If p = O(log−1 ), the extra term
2
√−2π log 2 log(1− p) in grid deployment is in the order of√p log 2 and bounded by a constant, so the
result holds. In the last case, we consider p→ 0 but p log 2 →∞ as →∞. By Taylor series expansion,
we have − log(1 − p) = p + ξp2 for p <  where ξ > 0 (since the second order derivative of − log(1 − p)
at p = 0 is 1 > 0). Hence, the suﬃcient condition for grid deployment is
Dp+ ξDp2
= log 2 + 2k log log 2 + 2
√
−2π log 2 log(1− p) + c(). (4.28)
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Since Dp2 ∼ (log 2)p → ∞ and (log 2) log(1 − p) ∼ (log 2)p → ∞, ξDp2 >> 2√−2π log 2 log(1− p).
Therefore, the density requirement in grid deployment is again less than that in the uniformly random
deployment.
4.4.1 Analysis in Poisson process deployment
In this model, the nodes form a Poisson point process with densityD and each node is active independently
with probability p. By the property of a Poisson point process, the active nodes form a Poisson point
process with density λ = Dp. Therefore in this section, we simply consider a sensor network deployed as
a Poisson point process with density λ and every node is active. In the following we establish a suﬃcient
condition and a necessary condition for k-coverage in such a network. We denote P (k-coverage) as the
probability that the monitored square region R is k-covered.
Suﬃcient condition
Theorem 4.4.1 Let Dp = λ = log 2 + 2k log log 2 + c(), where  is the area of the monitored square
region. If c()→∞ as →∞, then P (k-coverage)→ 1.
Before we delve into the proof, we would like to emphasize that the theorem does not require how
fast c() converges to inﬁnity. The theorem is proved under the assumption that c() = o(log log 2)
as  → ∞. However, if it converges faster, the theorem still holds because P (k-coverage) is clearly an
increasing function of λ and c().
Proof. Let’s ﬁrst divide the area into small grids with side length s =
√
2ur where u = 1/(log 2). The
area of each grid is s2 and the number of grids is 2/s2. Denote Xi as the indicator function of whether
grid i is not completely k-covered (i.e., Xi = 1 if grid i is not completely k-covered and 0 otherwise). Let
X denote the number of grids that are not completely k-covered. ThereforeX =
∑
i Xi. The key idea is to
show that as →∞, E[X ]→ 0, and therefore by Markov inequality, P (X > 0) = P (X ≥ 1) ≤ E[X ]→ 0,
and P (k-coverage) = P (X = 0) = 1− P (X > 0)→ 1 as →∞.
In order for a grid i to be completely k-covered, it is suﬃcient that there are at least k sensor nodes
within a disk centered at the center of the grid and with radius r−
√
2
2 s = (1−u)r, denoted as Bi((1−u)r).
Equivalently, if a grid i is not k-covered, then there are less than k nodes in the disk Bi((1− u)r). Note
that we assume sensor nodes are located only inside the monitored square region R, and thus we shall only
be interested in the region of Bi((1− u)r) ∩R and the nodes inside it. The area of the disk Bi((1− u)r)
is (1 − u)2.
We consider three types of grids: inner grids, side grids and corner grids, where inner grids are at
least r(= 1/
√
π) distance away from any side of the square, side grids are at most r distance away from
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one side of the square and at least r distance away from any other three sides, corner grids are at most
r distance away from two adjacent sides.
Inner grids For an inner grid i, Bi((1− u)r) (the area of which is (1− u)2) is completely contained in
the monitored square region, therefore,
E[Xi] = P (grid i is not k-covered)
≤ P (there are less than k nodes inside Bi((1 − u)r))
= e−λ(1−u)
2
k−1∑
i=0
(λ(1 − u)2)i
i!
= e−λ(1−u)
2 (λ(1 − u)2)k−1
(k − 1)! · (1 + o(1)), (4.29)
where the last equality holds because λ → ∞ and i < k is assumed to be bounded, and thus the last
term in the summation dominates all other (ﬁnitely many) terms.
Since there are at most 2/s2 inner grids, the expectation of total number, XI , of un-k-covered1 inner
grids, is
E[XI ] ≤ 
2
s2
EXi
=
2
2u2r2
e−λ(1−u)
2 (λ(1− u)2)k−1
(k − 1)! · (1 + o(1))
=
π2
2u2
e−λ(1−u)
2 (λ(1− u)2)k−1
(k − 1)! · (1 + o(1)),
where the last equality holds because πr2 = 1. We take the logarithm (with natural bases) on both sides,
and obtain
logE[XI ] ≤ log 2 + log (π/2)− 2 logu− λ(1 − u)2+
(k − 1)(log λ+ 2 log(1− u))− log(k − 1)! + o(1). (4.30)
Since u = 1/ log 2 → 0 as →∞, log(1−u) ∼ −u→ 0. By the assumption, λ = log 2+2k log log 2+c().
As c() = o(log log 2), logλ = log log 2 + o(1). Plugging these results into Eq. (4.30), we obtain
logE[XI ] ≤ (2u− u2) log 2 + (k + 1− 2k(1− u)2) log log 2
−(1− u)2c() + log(π/2)− log((k − 1)!) + o(1).
Thus if c()→∞ (actually a weaker condition suﬃces in this case), logE[XI ]→ −∞ and E[XI ]→ 0.
1A grid is un-k-covered iﬀ at least one point in it is covered by less than k nodes.
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Side grids For a side grid, part of the disk that is centered at the grid center and with radius (1−u)r is
out of the monitored region. We need to estimate how much of the disk area is contained in the monitored
square region. We assign each side grid a row index according to its distance to the side of the square
region. The row closest to the side has index 0.
For a side grid g at row j, the distance from its center to the closest side is x = (j + 1/2)s. Denote
Bg(t) as the disk centered at the center of the grid g and with radius t. Let v denote the area of the part
of disk Bg(t) that is contained in the monitored square region (assuming the disk Bg(t) only intersects
one side of the square). The bound of v is given in the following lemma.
Lemma 4.4.1 (πt2 + πxt)/2 ≤ v ≤ πt2, and v ≤ πt2/2 + 2xt.
The ﬁrst inequality follows from the result on the area of B2−B1 in Eq. (A.11) in Appendix A.4, where
B1 and B2 are two intersecting disks. The second inequality is due to the fact that a partial disk area is
certainly not larger than the area of the whole disk, πt2. The third inequality can be obtained by simple
geometric analysis: if we draw a rectangle with side length 2r and x, the rectangle will clearly contain
the intersection of R and the half disk that intersects with one side of the region R. We point out that a
less stringent result v ≥ (πt2 + 2xt)/2 (for the ﬁrst inequality) also suﬃces for the following proof. Since
we are considering a disk centered at the center of a grid at row j with radius r(1 − u), the area of the
part of disk that is inside the square region is
v ≥ πr
2(1− u)2 + πr(1 − u)(j + 1/2)s
2
≥ (1− u)
2 + j
√
2u(1− u)
2
(4.31)
since s =
√
2ur and πr2 = 1. If a side grid g at row j is not k-covered, then there are less than k nodes
in Bg(r(1 − u)) ∩R Therefore (note
∑k−1
i=0 e
−x xi
i! is a decreasing function of x),
P (a side grid at row j is not k-covered)
≤
k−1∑
i=0
e−λ
(1−u)2+j√2u(1−u)
2
(λ((1 − u)2 + j√2u(1− u))/2)i
i!
= e−λ
(1−u)2+j√2u(1−u)
2
(λ((1 − u)2 + j√2u(1− u))/2)k−1
(k − 1)! · (1 + o(1))
≤ e−λ (1−u)
2+j
√
2u(1−u)
2
(λ(1 − u)2)k−1
(k − 1)! · (1 + o(1)). (4.32)
Since there are four side regions in the square and at most r/s rows in each side region and at most
/s grids in each row of a side region, the expectation of the number XS of the side grids that are not
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k-covered can be written as
E[XS ] =
4
s
r/s∑
j=0
P (a grid at row j is not k-covered)
≤ 4
s
r/s∑
j=0
e−λ
(1−u)2+j√2u(1−u)
2
(λ(1 − u)2)k−1
(k − 1)! · (1 + o(1))
≤ 4
s
e−λ
(1−u)2
2
(λ(1 − u)2)k−1
(k − 1)! ·
1 + o(1)
1− e−λ√2u(1−u)/2 .
Again, we take the logarithm on both sides, and obtain (notice s =
√
2ur =
√
2/π/ log 2)
logE[XS ] ≤ log 4 + 1
2
log 2 +
1
2
log(π/2) + log log 2 − λ(1− u)
2
2
+(k − 1)(logλ+ 2 log(1 − u))− log((k − 1)!)− log(1− e−λ
√
2u(1−u)/2) + o(1).
Since λ = log 2+2k log log 2+ c()) and c() = o(log log 2), we have logλ = log log 2+o(1). Therefore,
logE[XS ] ≤ 2u− u
2
2
(log 2 + 2k log log 2)− (1− u)
2
2
c() +
1
2
log(8π)
+2(k − 1) log(1− u)− log((k − 1)!)− log(1 − e−λ
√
2u(1−u)/2) + o(1).
Since k is assumed to be a ﬁxed integer and u = 1/ log 2, as →∞, most of the terms converge to a
ﬁnite value except − (1−u)22 c() which converges to −∞. Therefore, E[XS ]→ 0 as →∞.
Corner grids For a corner grid, if we draw a disk centered at the center of the grid and with radius
r(1 − u), at least a quarter of the disk is inside the monitored square region. Therefore,
P (a corner grid is not k-covered)
≤
k−1∑
i=0
e−λ(1−u)
2/4(λ(1 − u)2/4)i
i!
=
e−λ(1−u)
2/4(λ(1 − u)2/4)k−1
(k − 1)! (1 + o(1)). (4.33)
The number of corner grids is 4 r
2
s2 =
2
u2 . Hence, the expectation of the number X
C of the corner grids
that are not k-covered is
E[XC ] ≤ 2
u2
e−λ(1−u)
2/4 (λ(1 − u)2/4)k−1
(k − 1)! (1 + o(1)). (4.34)
Since 1/u = log 2 is in the same order of λ, E[XC ]→ 0 as long as λ→∞.
Based on the analysis on the three types of grids, we conclude that the expectation of the total number
63
of un-k-covered grids X = XI +XS +XC converges to 0 as the side length →∞ if λ is given as in the
theorem. The theorem is thus proved. 
Necessary condition
Let the k-vacancy Vk denote the area of the region that is covered by less than k nodes, and χk(Z) denote
the indicator function of whether a point Z is covered by less than k nodes, i.e.,
χk(Z) =
⎧⎪⎪⎨
⎪⎪⎩
1, if less than k nodes cover the point Z;
0, otherwise.
(4.35)
To derive the necessary condition for k-coverage, we ﬁrst derive the bounds on E[Vk] and E[V 2k ].
Proposition 4.4.1 If Dp = λ = log 2 + 2k log log 2 + C, where C is a constant, then
E[Vk](log 2)2 ≥
√
π
eC/22k−2(k − 1)! ,
as →∞.
Proof. Since we are interested in deriving a lower bound, we only consider the k-vacancy in the side
area of the square, i.e., those locations which are at most r distance away from one side and at least r
distance away from all other sides. Without loss of generality, we consider a point Z in the side area
with coordinate (x, y), where 0 ≤ x ≤ r, r ≤ y ≤ − r. Now the expectation of the k-vacancy indicator
function χk((x, y)) is
E[χk((x, y))]
= P ((x, y) is not k-covered)
= P (B(x,y)(r) ∩R contains less than k nodes), (4.36)
where B(x,y)(r) denotes the disk centered at (x, y) with radius r. Since the area of B(x,y)(r) ∩ R is not
larger than 12 + 2xr by Lemma 4.4.1,
E[χk((x, y))] ≥ e−λ(1/2+2xr)
k−1∑
i=0
(λ(1/2 + 2xr))i
i!
≥ e−λ(1/2+2xr)
k−1∑
i=0
(λ/2)i
i!
. (4.37)
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Since there are four side regions in the square,
E[Vk] ≥ 4
∫ r
0
∫ −r
r
E[χk(x, y)]dydx (4.38)
≥ 4
∫ r
0
∫ −r
r
e−λ(1/2+2xr)
k−1∑
i=0
(λ/2)i
i!
= 4(− 2r)
k−1∑
i=0
(λ/2)i
i!
e−λ/2
1− e−2λr2
2λr
≥ 4(− 2r) (λ/2)
k−1
(k − 1)! e
−λ/2 1− e−2λ/π
2λr
. (4.39)
We take logarithm on both sides. Since log(− 2r) = 12 log 2 + o(1), λ = log 2 + 2k log log 2 + C, and
logλ = log log 2 + o(1), we have
logE[Vk]
≥ log 4 + 1
2
log 2 + (k − 1) log(λ/2)− log((k − 1)!)
−λ
2
+ log(1− e−2λ/π)− logλ− log(2r) + o(1)
= −2 log log 2 − C
2
− log((k − 1)!)− (k − 2) log 2
+ log
√
π + log(1− e−2λ/π) + o(1). (4.40)
As →∞, λ→∞, so log(1− e−2λ/π)→ 0. Therefore,
E[Vk](log 2)2 ≥
√
π
eC/22k−2(k − 1)! (4.41)
as →∞. 
Proposition 4.4.2 If λ = log 2 + 2k log log 2 + C, where C is a constant, then
E[V 2k ]
E[Vk]2
≤ 1 + 32k(k + 1)
λ2E[Vk]
, (4.42)
as →∞.
Proof. Several results derived in Appendix A.4 will be utilized here, and they are summarized in the
following lemmas for the ease of understanding.
Lemma 4.4.2
E[V 2k ] ≤ E[Vk]2 +
∫ ∫
R2∩{|Z1−Z2|≤2r}
E[χk(Z1)χk(Z2)]dZ1dZ2 (4.43)
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Lemma 4.4.3 Let B1 and B2 denote the disks with radius r, centered at Z1 and Z2, respectively. If
|Z1 − Z2| = x ≤ 2r, then the area of B2 −B1 is
||B2 −B1|| ≥ x/(2r). (4.44)
Lemma 4.4.4
∫ ∞
0
e−λu
k−1∑
i=0
(λu)i
i!
· udu = 1
2
k(k + 1)λ−2. (4.45)
Lemma 4.4.2 follows from Eqs. (A.5) and (A.6). Lemma 4.4.3 follows from Eq. (A.11). Lemma 4.4.4
follows from Eq. (A.14).
The challenge when we consider the boundary conditions is that now the area of (B2 −B1) ∩R may
be zero if B2 is close to the boundary. We overcome this diﬃculty by exploiting the symmetric relation
between Z1 and Z2. Let Z1 = (x1, y1), Z2 = (x2, y2), and the ∞-norm distance d∞(Z1, Z2) of the two
points Z1, Z2 be denoted as
d∞(Z1, Z2) = max(|x1 − x2|, |y1 − y2|). (4.46)
Denote the center of the square region as O. Consider the event Q = {d∞(Z1, O) ≥ d∞(Z2, O)}.
Intuitively, if we draw a square centered at O and the boundary of the square goes through Z1, then Q
is the event that Z2 is inside this square. For each pair of points (Z1, Z2) /∈ Q, there is a unique pair of
symmetric points (Z ′1, Z
′
2)(= (Z2, Z1)) ∈ Q, and these two pairs of points contribute exactly the same to
the integral in Eq. (4.43). Therefore, the second term in Eq. (4.43), denoted as I0, can be written as
I0 
∫ ∫
R2∩{|Z1−Z2|≤2r}
E[χk(Z1)χk(Z2)]dZ1dZ2
= 2
∫ ∫
R2∩{|Z1−Z2|≤2r}∩Q
E[χk(Z1)χk(Z2)]dZ1dZ2. (4.47)
We deﬁne the central, side, corner regions similar to those in Section 4.4.1. We further deﬁne the extended
corner region CE as those points which are within distance r from one side and within distance 3r from
another side. We consider two possible cases: (i) Z1 ∈ CE and (ii) Z1 /∈ CE .
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Case (i): Z1 ∈ CE
∫ ∫
R2∩{|Z1−Z2|≤2r}∩Q∩{Z1∈CE}
E[χk(Z1)χk(Z2)]dZ1dZ2
≤
∫ ∫
R2∩{|Z1−Z2|≤2r}∩Q∩{Z1∈CE}
E[χk(Z1)]dZ1dZ2
≤ 20r2 · π(2r)2 · e−λ/4
k−1∑
i=0
(λ/4)i
i!
=
80
π
e−λ/4
k−1∑
i=0
(λ/4)i
i!
, (4.48)
where in the third equation, 20r2 is the total area of CE , π(2r)2 is the maximum possible area of Z2 for
a given point Z1, and the last factor is an upper bound of E[χk(Z1)], since at least a quarter of the disk
BZ1(r) is inside the monitored region R.
Case (ii): Z1 /∈ CE If Z1 is not in the extended corner, Z2 is within distance 2r from Z1, and Z2 is
inside the square centered at O whose boundary passes through Z1, then Z2 cannot be in the corner area,
and moreover, at least half of the area B2 −B1 is inside the region R. This is the key to the proof. Now
for any given Z1 /∈ CE , let Z2 ∈ R2 ∩ {|Z1−Z2| ≤ 2r}∩Q, and x = |Z1−Z2| ≤ 2r. By lemma 4.4.3, the
area of (B2 −B1) ∩R is at least x/(4r). Therefore,
E[χk(Z1)χk(Z2)] = P (there are less than k nodes in B1 ∩R
and there are less than k nodes in B2 ∩R)
≤ P (there are less than k nodes in B1 ∩R
and there are less than k nodes in (B2 −B1) ∩R)
≤ P (there are less than k nodes in B1 ∩R)
·P (there are less than k nodes in (B2 −B1) ∩R)
≤ E(χk(Z1)) · e−λx/(4r)
k−1∑
i=0
(λx/(4r))i
i!
, (4.49)
where the third equation results from that the number of nodes in B1 ∩R and that in B2 − B1 ∩ R are
independent. Thus,
∫ ∫
R2∩{|Z1−Z2|≤2r}∩Q∩{Z1 /∈CE}
E[χk(Z1)χk(Z2)]dZ1dZ2
≤
∫
R
E[χk(Z1)]dZ1
∫ 2r
0
e−λx/(4r)
k−1∑
i=0
(λx/(4r))i
i!
2πxdx,
=
∫
R
E[χk(Z1)]dZ1
∫ 1/2
0
e−λu
k−1∑
i=0
(λu)i
i!
32udu,
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≤ E[Vk] ·
∫ ∞
0
e−λu
k−1∑
i=0
(λu)i
i!
32udu,
= E[Vk] · 16k(k + 1)λ−2, (4.50)
where the factor 2πx in the second equation comes from the conversion from a Cartesian coordinate
system to a polar coordinate system, the third equation is obtained by changing variable u = x/(4r), and
the last equation comes from Lemma 4.4.4.
Note that the value in case (i), which converges to 0 in the exponential rate of λ, is dominated by
the value in case (ii), which converges to 0 in the polynomial rate of λ (since E[Vk] is in the same order
of λ−2 from Proposition 4.4.1). Combining the results in the above two cases, as well as Eqs. (4.43) and
(4.47), we obtain Eq. (4.42). 
It has been proved in Section 4.3 using Cauchy-Schwartz inequality,
P (Vk > 0) ≥ E[Vk]
2
E[V 2k ]
. (4.51)
By Proposition 4.4.2, we have
P (Vk > 0) ≥ 11 + 32k(k + 1)/(λ2E[Vk]) . (4.52)
By Proposition 4.4.1,
E[Vk](log 2)2 ≥
√
π
eC/22k−2(k − 1)! , (4.53)
and λ = (1 + o(1)) log 2,
P (Vk > 0) ≥ 11 + 32eC/22k−2(k + 1)!/√π , (4.54)
as →∞.
Based on the above derivation, we can establish the following necessary condition for k-coverage,
which also leads to a suﬃcient condition on un-k-coverage.
Theorem 4.4.2 Let λ = log 2+2k log log 2+ c(). If c() ≤ C, where C is a constant, then, as →∞,
P (the monitored square region R is k-covered) ≤ 1− 1
1 + 32eC/22k−2(k + 1)!/
√
π
< 1. (4.55)
In addition, if c()→ −∞, P (the monitored square region is k-covered) tends to 0.
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Proof. The proof follows from two observations. First, the fact that the region is k-covered implies
Vk = 0. Therefore, P (the region is k-covered) ≤ P (Vk = 0) = 1 − P (Vk > 0). Second, P (Vk > 0) is a
non-increasing function of λ. Since we have proved the conclusion holds for c() = C, it also holds for
c() ≤ C. The second part of the theorem is obtained by letting C → −∞. 
4.4.2 Analysis in uniformly random deployment
In this model, we assume there are n nodes in the square region R with side length  and each node’s
location is identically, independently distributed according to a uniformly random distribution. Each node
has an independent probability p to be active. In this section we establish a suﬃcient and a necessary
condition for k-coverage under such a model.
Suﬃcient condition
Theorem 4.4.3 Under the uniform distribution model, let np/2 = log 2+2k log log 2+c(), where  is
the side length of the deployment square region R. If c()→∞, as →∞, then P (the region R is k-covered)→
1.
Proof. We still divide the area into small grids with side length s =
√
2ur where u = 1/ log 2.
Let Xi denote the indicator function of whether a grid is not k-covered and X the total number of the
un-k-covered grids (recall a grid is un-k-covered iﬀ it is not completely k-covered). Again we proceed
to compute the expectation of the number of grids that are not k-covered in the three types of regions:
inner grids, side grids, and corner grids, respectively.
Inner grids For an inner grid i to be k-covered, it is suﬃcient that there are k active nodes inside the
disk Bi((1 − u)r) (since the whole disk is in the region R). Let p1 denote the probability that a node is
inside Bi((1 − u)r) and active, i.e., p1 = pπ((1 − u)r)2/2 = p(1 − u)2/2. The number of active nodes
inside the disk Bi((1 − u)r) follows a binomial distribution with parameter n and p1. If an inner grid i
is not k-covered, the number of active nodes inside the disk Bi((1 − u)r) is less than k. Hence,
E[Xi] = P (grid i is not k-covered) ≤
k−1∑
i=0
(
n
i
)
pi1(1− p1)n−i.
Again, since n/2 → ∞ as  → ∞, the term with i = k − 1 dominates all others. Also since (ni) ≤ ni/i!
and (1 − p1)n−i ≤ e−p1(n−i),
E[Xi] ≤
(
n
k − 1
)
pk−11 (1 − p1)n−k+1(1 + o(1))
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≤ (np1)
k−1
(k − 1)! e
−p1(n−k+1)(1 + o(1))
=
(np(1− u)2/2)k−1
(k − 1)! e
−(n−k+1)p(1−u)2/2(1 + o(1)).
If we replace np/2 with λ, the above equation is identical to Eq. (4.29) except for a factor e(k−1)p(1−u)
2/2),
which converges to 1 as  → ∞. Therefore, by following the same derivation in Section 4.4.1, we can
obtain the expectation of the number XI of the un-k-covered inner grids converges to 0 as  → ∞ and
c()→∞.
Corner grids For a corner grid, if we draw a disk centered at the center of the grid, and with radius
(1−u)r, at least a quarter of the disk is inside the region R. If the corner grid is not k-covered, then it is
necessary that the quarter of the disk that is inside the region R has less than k active nodes. Again, the
number of the active nodes inside the quarter of the disk is a binomial random variable with parameter
n and p2 = p(14πr
2(1− u)2)/2 = p(1− u)2/(42). Therefore,
P (a corner grid is not k-covered)
≤
k−1∑
i=0
(
n
i
)
pi2(1 − p2)n−i
= (1 + o(1))
(
n
k − 1
)
pk−12 (1 − p2)n−k+1
≤ (1 + o(1))(np2)
k−1
(k − 1)! e
−p2(n−k+1).
The number of corner grids is at most 4r2/s2 = 2/u2 since there are 4 corners. Therefore, the expectation
of the number XC of the corner grids that are not k-covered is
E[XC ] ≤ 2
u2
(np2)k−1
(k − 1)! e
−p2(n−k+1)(1 + o(1)). (4.56)
Since u = 1/ log 2, and np2 = np(1− u)2/(42)→∞, it is not hard to verify that E[XC ]→ 0 as →∞
and c()→∞.
Side grids Now consider a side grid at row j (row zero is the one closest to the boundary of the square
region). Again, if we draw a disk centered at the center of the grid and with radius r(1 − u)2, the area
of the disk that falls in the square region R is at least ((1 − u)2 + j√2u(1 − u))/2 by Eq. (4.31). The
probability that a node falls in this area and is active is p3 = p((1 − u)2 + j
√
2u(1 − u))/(22), and
the number of the active nodes in this area follows a binomial distribution with parameter n and p3.
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Therefore, we have
P (a side grid at row j is not k-covered)
≤
∑
i
(
n
i
)
pi3(1− p3)n−i
≤
(
n
k − 1
)
pk−13 (1− p3)n−k+1(1 + o(1))
≤ n
k−1
(k − 1)!
(
p((1 − u)2 + j√2u(1− u))
22
)k−1
·e−(n−k+1)p((1−u)2+j
√
2u(1−u))/(22)(1 + o(1))
≤ (np(1− u)
2/2)k−1
(k − 1)! e
−np((1−u)2+j√2u(1−u))/(22)
·e(k−1)p((1−u)2+j
√
2u(1−u))/(22)(1 + o(1)). (4.57)
Since e(k−1)p((1−u)
2+j
√
2u(1−u))/(22) converges to 1 as  → ∞, the remaining factors are identical to
Eq. (4.32) if we replace np/2 with λ. Since we have chosen the same value of np/2 as that of λ in
Section 4.4.1, we have obtained the same upper bound of P (a grid at row j is not k-covered) as that in
Eq. (4.32). Therefore, following the same derivation as that in Section 4.4.1, we have E[XS ]→ 0 (where
XS is the number of un-k-covered side grids) as →∞ and c()→∞. Therefore, the expectation of the
total number of un-k-covered grids tends to 0 and P (the region R is k-covered)→ 1 as →∞. 
Necessary condition
The necessary condition for uniformly random deployment is obtained by approximating the uniformly
random node distribution with a Poisson point process. In this section, we use EU [Y ] and EP [Y ] to
denote the expectation of the quantity Y in uniformly random deployment and that in Poisson process
deployment. In particular, we shall show EU [Vk] ∼ EP [Vk] and EU [V 2k ] ∼ EP [V 2k ] with appropriately
chosen n, , p in the uniformly random node distribution and the node density λ in Poisson process
deployment.
Proposition 4.4.3 If np/2 = λ = log 2 + 2k log log 2 + C, where C is a constant, then
EU [Vk](log 2)2 ≥
√
π
eC/22k−2(k − 1)! (4.58)
Proof. Let χk((x, y)) denote the indicator function of whether a point (x, y) is covered by less than k
nodes. Again, we only consider the case that (x, y) is in the side area of the square to obtain a lower
bound. Without loss of generality, we assume 0 ≤ x ≤ r, r ≤ y ≤  − r. Thus the disk B(x,y)(r) has at
most area 12 + 2xr inside the square region R. Denote p1  p(
1
2 + 2xr)/
2 as the probability that one
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node falls in a region with area 12 + 2xr and is active. Therefore,
EU [χk((x, y))] = P ((x, y) is not k-covered)
= P (B(x,y)(r) ∩R contains less than k active nodes)
≥
k−1∑
i=0
(
n
i
)
pi1(1− p1)n−i
∼
k−1∑
i=0
ni
i!
(
p(12 + 2xr)
2
)i
e(n−i) log(1−p1)
=
k−1∑
i=0
(λ(12 + 2xr))
i
i!
e(n−i) log(1−p1). (4.59)
Since i < k is bounded, np/2 = λ, np1 = λ(12 + 2xr), and p1 = p(
1
2 + 2xr)/
2 < 2/2 → 0 as →∞,
we have
(n− i) log(1− p1) = (n− i)(−p1 + O(p21))
= −np1 +O(np21) + i(p1 −O(p21)). (4.60)
As  → ∞, np21 = λ(12 + 2xr)p1  (12 + 2xr)(log 2)2/2 → 0, and i(p1 − O(p21)) → 0. Therefore, by Eq.
(4.60),
e(n−i) log(1−p1) ∼ e−np1 = e−λ( 12+2xr). (4.61)
Plugging Eq. (4.61) into Eq. (4.59), we have
EU [χk((x, y))] ≥
k−1∑
i=0
(λ(12 + 2xr))
i
i!
e−λ(
1
2+2xr)(1 + o(1))
≥ e−λ( 12+2xr)
k−1∑
i=0
(λ/2)i
i!
(1 + o(1)). (4.62)
Comparing Eqs. (4.37) and (4.38), we can easily obtain
EU [Vk](log 2)2 ≥
√
π
eC/22k−2(k − 1)! , (4.63)
as →∞. 
Proposition 4.4.4 If np/2 = λ = log 2 + 2k log log 2 + C, where C is a constant, then
E[V 2k ]
(E[Vk])2
≤ 1 + 32k(k + 1)
λ2E[Vk]
, (4.64)
as →∞.
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Proof. Let χk(Z1) denote the indicator function of whether a point Z1 is not k-covered. We have
Vk =
∫
R χk(Z1)dZ1. Therefore,
EU [V 2k ] = EU
[∫
R
∫
R
χk(Z1)χk(Z2)dZ1dZ2
]
=
∫
R
∫
R
E[χk(Z1)χk(Z2)]dZ1dZ2 (4.65)
We still consider two cases in the integration. In the ﬁrst case, |Z1 − Z2| > 2r,
EU [χk(Z1)χk(Z2)] =
k−1X
i=0
k−1X
j=0
 
n
i, j
!
pi1p
j
2(1− p1 − p2)n−i−j , (4.66)
where p1 and p2 are the probability that a node is active and falls in an area within range r from Z1 and
Z2, respectively. Note that
EU [χk(Z1)]EU [χk(Z2)]
=
k−1∑
i=0
(
n
i
)
pi1(1− p1)n−i
k−1∑
j=0
(
n
j
)
pj2(1− p2)n−j
=
k−1∑
i=0
k−1∑
j=0
(
n
i
)(
n
j
)
pi1p
j
2(1− p1)n−i(1− p2)n−j . (4.67)
Since 1/(42) ≤ p1, p2 ≤ 1/2, np ∼ 2 log 2, and i, j < k is bounded, we have
(1− p1 − p2)n−i−j ∼ (1− p1)n−i(1 − p2)n−j , (4.68)
and
 
n
i, j
!
=
n!
i!j!(n − i− j)! ∼
n!n!
i!(n− i)!j!(n − j)! =
 
n
i
! 
n
j
!
.
Hence, in the case of |Z1 − Z2| > 2r,
EU [χk(Z1)χk(Z2)] ∼ EU [χk(Z1)]EU [χk(Z2)]. (4.69)
Therefore, by Eq. (4.65),
EU [V 2k ] = EU [Vk]
2(1 + o(1))
+
∫ ∫
R2∩{|Z1−Z2|≤2r}
E[χk(Z1)χk(Z2)]dZ1dZ2. (4.70)
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In the second case: |Z1 − Z2| ≤ 2r, we follow the derivations similar to those in Section 4.4.1. First,
∫ ∫
R2∩{|Z1−Z2|≤2r}
E[χk(Z1)χk(Z2)]dZ1dZ2
= 2
∫ ∫
R2∩{|Z1−Z2|≤2r}∩Q
E[χk(Z1)χk(Z2)]dZ1dZ2, (4.71)
where Q is the event that Z2 is inside the square centered at the center of region and whose boundary
goes through Z1. Second, we only consider the dominating subcase when Z1 is not in the extended corner
region CE . Let B1, B2 denote as the unit-area disks centered at Z1, Z2, respectively. Under all the above
conditions (R2 ∩ {|Z1 − Z2| ≤ 2r} ∩Q),
E[χk(Z1)χk(Z2)] = P (there are less than k active nodes in B1 ∩R and
there are less than k active nodes in B2 ∩R)
≤ P (there are less than k active nodes in B1 ∩R and
there are less than k active nodes in (B2 − B1) ∩R).
As have been proved in Section 4.4.1, the area of (B2 − B1) ∩ R is at least x/(4r) where x = |Z1 − Z2|
and r = 1/
√
π is the radius of the disk B1, B2. Let p1 denote the probability that a node falls in B1 ∩R
and is active, p2 the probability that a node falls in (B2 −B1) ∩R and is active. Therefore,
EU [χk(Z1)χk(Z2)] =
k−1∑
i=0
k−1∑
j=0
(
n
i, j
)
pi1p
j
2(1− p1 − p2)n−i−j
∼
k−1∑
i=0
(
n
i
)
pi1(1 − p1)n−i
k−1∑
j=0
(
n
j
)
pj2(1− p2)n−j
= EU [χk(Z1)]
k−1∑
j=0
(
n
j
)
pj2(1− p2)n−j
≤ EU [χk(Z1)]
k−1∑
j=0
(np2)j
j!
e−(n−j)p2
∼ EU [χk(Z1)]e−np2
k−1∑
j=0
(np2)j
j!
≤ EU [χk(Z1)]e−λx/(4r)
k−1∑
j=0
(λx/(4r))j
j!
, (4.72)
where the second equation follows from the derivation in the case of |Z1−Z2| > 2r, and the last equation
results from that np2 ≥ np(x/(4r))/2 = λx/(4r) and that the function
∑k−1
j=0
xj
j! e
−x is monotonically
decreasing.
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Now comparing Eqs. (4.72) and (4.49), and by Eq. (4.50), we have
∫ ∫
R2∩{|Z1−Z2|≤2r}∩Q
EU [χk(Z1)χk(Z2) ≤ EU [Vk] · 16k(k + 1)λ−2(1 + o(1)). (4.73)
Combining Eqs. (4.70), (4.71), and (4.73), we have
EU [V 2k ] = EU [Vk]
2(1 + o(1)) + 32k(k + 1)λ−2EU [Vk](1 + o(1)).
Eq. (4.64) follows by taking →∞. 
The following theorem follows immediately from Propositions 4.4.3 and 4.4.4. The proof is identical
to that of Theorem 4.4.2.
Theorem 4.4.4 Let np/2 = log 2 +2k log log 2 + c(). If c() ≤ C, where C is a constant value, then,
as →∞,
P (the monitored square region is k-covered)
≤ 1− 1
1 + 32eC/22k−2(k + 1)!/
√
π
(4.74)
In addition, if c()→ −∞, P(the monitored square region is k-covered) tends to 0 as →∞. 
4.4.3 Analysis in grid deployment
In this section, we consider grid deployment where n = k2 nodes form regular square grids inside the
square region R with side length . Each node is active with probability p, and D = n/2 denotes the
node density. We prove the following lemma ﬁrst.
Lemma 4.4.5 for 0 ≤ p < 1,
p ≤ − log(1− p) ≤ p
1− p . (4.75)
Proof. Since 1 − p ≤ e−p, taking logarithm, we have log(1− p) ≤ −p and hence the ﬁrst inequality. To
prove the second inequality, let f(p) = p+(1− p) log(1− p). It is simple to verify f(0) = 0 and f ′(p) ≥ 0
for 0 ≤ p < 1. So f(p) ≥ 0 for 0 ≤ p < 1. Rearranging the equation, we have the second inequality. 
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Suﬃcient condition
Theorem 4.4.5 Assume p ≤ 1−  < 1 for some constant . Let
(− log(1− p))n/2 = −D log(1− p)
= log 2 + 2k log log 2 + 2
p
−2π log 2 log(1− p) + c() (4.76)
and c()→∞ as →∞, then P (the region R is k-covered) → 1.
Proof. We still divide the square region into grids with side length s =
√
2ur, where u = 1/ log 2. We
now calculate the expected number of grids that are not k-covered. We shall only consider the grids in
the side area of the region R since this area contributes most un-k-covered grids. Again, consider a side
grid g at j rows away from the side (there are j other rows between the grid and the side of the square
region R). Let mj denote the number of nodes that are contained in the disk centered at the center of
grid g with radius r − s/√2. Any one of the mj nodes can completely cover the grid g if it is active
(notice a node has sensing range r).
We ﬁrst estimate the value mj . If we draw a disk Sj with radius t = r−s/
√
2 centered at the center of
grid g, the distance between the center of the disk and the closest side of the square R is j(s+1/2) ≥ js.
The area of the part of disk Sj that is inside R is at least πt2/2+πjst/2 by Lemma 4.4.1. Therefore, the
number mj of nodes that are inside the area is approximately D(πt2/2+ πjst/2). To obtain a bound on
mj , we envision all nodes are at the centers of disjoint small squares of side length d = 1/
√
D = /
√
n.
If we draw a disk S′j with radius t− d/
√
2, then any point in disk S′j must belong to some square whose
center is covered by disk Sj. Hence, the area of S′j is less than the total area of all the squares whose
center is covered by disk Sj , i.e., π(t− d/
√
2)2/2 + πjs(t− d/√2)/2 ≤ mjd2. Therefore,
mj ≥ D(π(t− d/
√
2)2/2 + πjs(t− d/
√
2)/2)
=D(πt2/2− πtd/
√
2 + πd2/4 + πjst/2− πjsd/(2
√
2))
≥Dπt2/2− πt
√
D/2 +Dπjst/2− πjs
√
D/2/2)
≥D(1− u)2/2 +D√πjs(1− u)/2−
√
2πD
 mj0, (4.77)
where the third equation results from D = 1/d2, and the fourth equation results from t = r − s/√2 =
r(1 − u), πt2 = πr2(1− u)2 = (1− u)2, and js ≤ r = 1/√π. Notice that mj0 ≤ D(1 − u)2.
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Let pj denote the probability that grid g at row j is not k-covered. Clearly, pj increases if mj decreases
(because pj is the probability that out of mj nodes, less than k of them are active),
pj =
k−1∑
i=0
(
mj
i
)
pi(1− p)mj−i
≤
k−1∑
i=0
(
mj0
i
)
pi(1− p)mj0−i. (4.78)
Denote the ith item in the above summation as Ti. We have
Ti+1
Ti
=
mj0 − i
i+ 1
· p
1− p ≥
(mj0 − k)p
k(1 − p) . (4.79)
Since
(mj0 − k)p/(1− p) ∼ mj0p/(1− p)
≥ D(1− u)2/2 · (− log(1 − p))
(where the second equation results from Lemma 4.4.5 and mj0 ≥ D(1 − u)2/2 by Eq. (4.77)) tends to
inﬁnity, Ti is dominated by Ti+1 for i < k. Therefore,
pj 
(
mj0
k − 1
)
pk−1(1− p)mj0−k+1
≤ (mj0p/(1− p))
k−1
(k − 1)! (1− p)
mj0
≤ (Dp(1− u)
2/(1− p))k−1
(k − 1)! (1 − p)
mj0 , (4.80)
where the last equation results from mj0 ≤ D(1 − u)2.
The expected number XS of un-k-covered side grids is
E[XS ] ≤ 4
s
r/s∑
j=0
pj
 4
s
r/s∑
j=0
(D(1 − u)2p/(1− p))k−1
(k − 1)! · (1− p)
D(1−u)2
2 −
√
2πD+j D
√
πs(1−u)
2
≤ 4
s
(D(1− u)2p/(1− p))k−1
(k − 1)! · (1− p)
D(1−u)2
2 −
√
2πD · 1
1− (1− p)D√πs(1−u)/2 . (4.81)
The last factor 1
1−(1−p)D√πs(1−u)/2 in Eq. (4.81) converges to a constant sinceD
√
πs(1−u)/2 ∼ 1/(− log(1−
p)
√
2) by Eq. (4.76), (1− p)D√πs(1−u)/2 = (1 − p)1/(− log(1−p)
√
2(1+o(1))) = e−1/
√
2(1+o(1)).
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Notice s =
√
2ur =
√
2/π/ log 2. We take logarithm on both sides, put all constant and o(1) terms
into C1, and obtain
logE[XS ] ≤ 1
2
log 2 + log log 2 + (k − 1) log(Dp(1− u)
2
1− p ) + (D
(1 − u)2
2
−
√
2πD) log(1− p) + C1
=
1
2
log 2 + log log 2 + (k − 1) log(Dp(1− u)
2
1− p )−
(1− u)2
2
(log 2 + 2k log log 2
+2
√
−2π log 2 log(1− p) + c())−
√
2πD log(1 − p) + C1, (4.82)
where the second equation is obtained by plugging in Eq. (4.76). Since log(1−p) ≤ −p, Dp ≤ −D log(1−
p) ∼ log 2, we have (k−1) logDp ≤ (k−1) log log 2+o(1). In addition, since p < 1−, log (1−u)21−p ≤ log 1
is bounded. Therefore,
logE[XS ] ≤ (u − u
2
2
)(log 2 + 2k log log 2)− (1− u)
2
2
c() + C2
−(1− u)2
√
−2π log 2 log(1− p)−
√
2πD log(1 − p). (4.83)
Since
−
√
2πD log(1 − p)−
√
−2π log 2 log(1 − p) =
√
−2π log(1− p)(
√
−D log(1− p)−
√
log 2)
and
√
−D log(1− p)−
√
log 2 =
−D log(1− p)− log 2√−D log(1− p) +√log 2
≤ 2k log log 
2 + 2
√−2π log 2 log(1 − p) + c()√−D log(1− p) +√log 2
≤ constant,
the terms−(1−u)2√−2π log 2 log(1− p)−√2πD log(1−p) in Eq. (4.83) are bounded. Additionally, since
u = 1/ log 2, (u − u2/2)(log 2 + 2k log log 2) converges to 1. Therefore, if c()→ ∞, logE[XS ]→ −∞
and E[XS ]→ 0. Since the number of un-k-covered side grids dominates that of un-k-covered grids in the
inner and corner region, the expected number X of total un-k-covered grids converges to 0 as →∞. By
using the Markov inequality again, we have P (the whole region is completely k-covered) → 1 as  → ∞
if the number of nodes is given as in Eq. (4.76). 
Necessary condition
The derivation of the necessary condition in grid deployment follows a procedure similar to that in
uniformly random deployment and Poisson process deployment. Again we need to estimate the bounds
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on E[Vk] and E[V 2k ].
Proposition 4.4.5 Assume p ≤ 1− , where  > 0. If
(− log(1 − p))n/2 = −D log(1− p)
= log 2 + 2(k − 1) log log 2 − 2
√
−2π log 2 log(1 − p)− c(), (4.84)
where c() is slowly growing (i.e., c()→∞ and c() = o(log log 2)) as →∞ and k is ﬁxed, then
E[Vk](log 2) ≥ C3ec()/2, (4.85)
where C3 is a constant.
Proof. Let χk((x, y)) denote the indicator function of whether a point (x, y) is covered by less than k
nodes. Again, we only consider the case that (x, y) is in the side area of square R to obtain a lower
bound. Without loss of generality, we assume 0 ≤ x ≤ r, r ≤ y ≤  − r. Thus disk B(x,y)(r) has
at most area 12 + 2xr inside the square region R. The region B(x,y)(r) ∩ R contains at most Mx =
D(πr2/2 + 2xr + 2πrd/
√
2) = D(12 + 2xr) +
√
2πD nodes. Therefore,
E[χk((x, y))] ≥
k−1∑
i=0
(
Mx
i
)
pi(1 − p)Mx−i
∼
k−1∑
i=0
(Mxp/(1− p))i
i!
(1 − p)Mx
=
k−1∑
i=0
(Mxp/(1− p))i
i!
eMx log(1−p). (4.86)
Since Mx ≥ D/2, and p/(1− p) ≥ − log(1− p), we have
E[χk((x, y))] 
k−1∑
i=0
(−D2 log(1 − p))i
i!
eMx log(1−p)
≥
k−1∑
i=0
(−D2 log(1 − p))i
i!
e(D/2+2xrD+
√
2πD) log(1−p)
≥ (−
D
2 log(1 − p))k−1
(k − 1)! e
(D/2+2xrD+
√
2πD) log(1−p). (4.87)
Therefore,
E[Vk] ≥ 4
∫ r
0
∫ −r
r
E[χk((x, y))]dydx
 4
∫ r
0
∫ −r
r
(−D2 log(1 − p))k−1
(k − 1)! · e
(D/2+2xrD+
√
2πD) log(1−p)dydx
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≥ 4(− 2r) (−
D
2 log(1− p))k−1
(k − 1)! · e
(D/2+
√
2πD) log(1−p) 1− e2r
2D log(1−p)
−2rD log(1− p) . (4.88)
Since −D log(1 − p) ∼ log 2 and r2 = 1/π, e2r2D log(1−p) → 0 as  → ∞, by taking logarithm on both
sides of Eq. (4.88), we obtain
logE[Vk] ≥ log 
2
2
+ (k − 1) log(−D
2
log(1− p))− log((k − 1)!)
+(
D
2
+
√
2πD) log(1− p)− log(−2rD log(1− p)) + o(1)
≥ −1 log log 2 + C4 + c()/2, (4.89)
where C4 contains all constant and o(1) terms. Therefore, we conclude that
E[Vk](log 2) ≥ C3ec()/2. (4.90)

Proposition 4.4.6 Given the same conditions as in Proposition (4.4.5),
E[V 2k ]
E[Vk]2
≤ 1 + C5(p+ (log 
2)−1)
E[Vk] log 2
. (4.91)
Proof. Similar to the proofs in Section 4.4.1,
E[V 2k ] = E[
∫
R
∫
R
χk(Z1)χk(Z2)dZ1dZ2]
=
∫
R
∫
R
E[χk(Z1)χk(Z2)]dZ1dZ2. (4.92)
We still consider two cases in the integral: case (i) |Z1 − Z2| > 2r; and case (ii) |Z1 − Z2| ≤ 2r. In the
ﬁrst case, χk(Z1) and χk(Z2) are independent. Therefore,
∫ ∫
R2∩{|Z1−Z2|>2r}
E[χk(Z1)χk(Z2)]dZ1dZ2
≤
∫ ∫
R2
E[χk(Z1)]E[χk(Z2)]dZ1dZ2
= E[Vk]2. (4.93)
In the second case, |Z1 − Z2| ≤ 2r, and we follow the derivation similar to that in Section 4.4.1.
∫ ∫
R2∩{|Z1−Z2|≤2r}
E[χk(Z1)χk(Z2)]dZ1dZ2
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∫ ∫
R2∩{|Z1−Z2|≤2r}∩Q
E[χk(Z1)χk(Z2)]dZ1dZ2, (4.94)
where Q is the event that Z2 is inside the square centered at the center of R and whose boundary crosses
Z1. Again, we only consider the dominating subcase when Z1 is not in the extended corner region CE
(the extended corner region is the corner region and the side region that is at most 3r away from a second
side of the region R). Let B1, B2 denote the unit-area disks centered at Z1, Z2, respectively. Under the
above conditions (i.e., R2 ∩ {|Z1 − Z2| ≤ 2r} ∩Q),
E[χk(Z1)χk(Z2)]
= P (there are less than k active nodes in B1 ∩R and
there are less than k active nodes in B2 ∩R)
≤ P (there are less than k active nodes in B1 ∩R )
·P (there are less than k active nodes in (B2 −B1) ∩R).
As has been proved in Section 4.4.1, the area of (B2−B1)∩R is at least x/(4r) and its perimeter length
is at most 2πr (noticing the shape B2 −B1 has the same perimeter length as B2 or B1), Therefore, the
number of nodes inside (B2−B1)∩R is at least mx = max(0, Dx/(4r)−
√
2πD). Therefore, conditioning
on (R2 ∩ {|Z1 − Z2| ≤ 2r} ∩Q), we have
E[χk(Z1)χk(Z2)] ≤ E[χk(Z1)]
k−1∑
j=0
(
mx
j
)
pj(1 − p)mx−j. (4.95)
Now we integrate over the space (R2 ∩ {|Z1 − Z2| ≤ 2r} ∩Q), and obtain
Z Z
R2∩{|Z1−Z2|≤2r}∩Q
E[χk(Z1)χk(Z2)]dZ1dZ2
≤
Z
R
E[χk(Z1)]
Z
Z2:R∩{|Z1−Z2|≤2r}∩Q
k−1X
j=0
 
mx
j
!
pj(1− p)mx−jdZ2dZ1
≤
Z
R
E[χk(Z1)]dZ1
Z 2r
0
k−1X
j=0
 
mx
j
!
pj(1− p)mx−j2πxdx, (4.96)
where the 2πx term in the last equation results from the conversion from a Cartesian coordinate system
to a polar coordinate system. Notice a convention of
(
n
m
)
= 0 if n < m. Recall r = 1/
√
π and 1/
√
D
is the distance between two adjacent nodes. If x ≤ 4√2/D, mx = 0. Therefore, the integration in Eq.
(4.96) can be divided into two parts.
∫ 2r
0
k−1∑
j=0
(
mx
j
)
pj(1 − p)mx−j2πxdx
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≤
(∫ 4√2/D
0
+
∫ 2r
4
√
2/D
)
k−1∑
j=0
(
mx
j
)
pj(1 − p)mx−j2πxdx
=
∫ 4√2/D
0
2πxdx+
∫ 2r
4
√
2/D
k−1∑
j=0
(
mx
j
)
pj(1− p)mx−j2πxdx
≤ 32π/D+
∫ 2r
4
√
2/D
k−1∑
j=0
(mxp/(1− p))j
j!
(1− p)mx2πxdx
= 32π/D+
∫ 2r
4
√
2/D
k−1∑
j=0
((Dx/(4r) −√2πD)p/(1− p))j
j!
· (1 − p)(Dx/(4r)−
√
2πD)2πxdx
(let u = x/(4r)−
√
2π/D)
= 32π/D+
∫ 1/2−√2π/D
0
k−1∑
j=0
(uDp/(1− p))j
j!
· (1− p)uD2π4r(u+
√
2π/D)4rdu
(since p ≤ − log(1− p))
≤ 32π/D+ (1− p)−k+1
∫ ∞
0
k−1∑
j=0
(−uD log(1− p))j
j!
· euD log(1−p)32(u+
√
2π/D)du. (4.97)
Treating −D log(1− p) as λ, by Lemma 4.4.4 we obtain that
∫ ∞
0
k−1∑
j=0
(−uD log(1− p))j
j!
euD log(1−p)32udu = 16k(k + 1)(−D log(1− p))−2, (4.98)
and similarly
∫ ∞
0
k−1∑
j=0
(−uD log(1− p))j
j!
euD log(1−p)32
√
2π/Ddu = 32k
√
2π/D(−D log(1− p))−1. (4.99)
Hence, combining Eqs. (4.97), (4.98) and (4.99), we have
∫ 2r
0
k−1∑
j=0
(
mx
j
)
pj(1− p)mx−j2πxdx
≤ 32π/D + −k+1(16k(k + 1)(−D log(1− p))−2 + 32k
√
2π/D(−D log(1− p))−1)
≤ (32πp+ C5(log 2)−1 + C6
√
p/ log 2)(log 2)−1
≤ C7(p+ (log 2)−1)(log 2)−1, (4.100)
for some constant C7.
Plugging Eq. (4.100) into Eq. (4.96), we obtain
∫ ∫
R2∩{|Z1−Z2|≤2r}∩Q
E[χk(Z1)χk(Z2)]dZ1dZ2 ≤ E[Vk]C7(p+ (log 2)−1)(log 2)−1. (4.101)
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Combining Eq. (4.101) with Eqs. (4.92), (4.93), and (4.94), we have
E[V 2k ] ≤ E[Vk]2 + 2C7E[Vk](p+ (log 2)−1)(log 2)−1. (4.102)
Therefore,
E[V 2k ]
E[Vk]2
≤ 1 + 2C7(p+ (log 
2)−1)
E[Vk](log 2)
(4.103)
Choosing C5 = 2C7 completes the proof. 
We are now in a position to show the following necessary condition of complete k-coverage in the case
of grid deployment. The proof is almost identical to that of theorem 4.4.2 and is thus omitted.
Theorem 4.4.6 Given the same conditions as in Proposition 4.4.5 except that c() need not be o(log log 2)
(it still needs to go to ∞), P (the region R is not k-covered) → 1.
Comments There is a gap between the necessary condition and the suﬃcient condition on the density
requirement for k-coverage. However, the gap with the term 2
√−2π log 2 log(1− p) is caused by the
uncertainty of the number of lattice points contained in a circle (called Gauss’s circle problem [1]), which
is most probably not closable. It is not clear whether the gap with the term log log 2 is closable or not.
However, if p = O((log 2)−1), the gaps with both of the two terms diminish. The ﬁrst gap diminishes
obviously. The second gap diminishes because the conclusion in Proposition 4.4.6 reduces to
E[V 2k ]
E[Vk]2
≤ 1 + C5
E[Vk](log 2)2
, (4.104)
which is essential to close the gap on the term log log 2.
4.4.4 Numerical validations
We have carried out a simulation study to validate the conditions required to maintain k-coverage under
three diﬀerent deployment strategies. As all of the conditions derived in Sections 4.4.1–4.4.3 are asymp-
totic, it is very diﬃcult (if not impossible) to evaluate the level of coverage as the side length  goes to
inﬁnity. Moreover, in all the asymptotic conditions, we have made an implicit assumption that c() grows
slower than (or equal to) log log 2 (although the conclusions still hold without the assumption) because
we do not want the term c() to dominate the previous terms. In practical situation, it is very diﬃcult to
construct a term c() that grows to inﬁnity at a rate slower than log log 2 since log log 2 grows extremely
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(a) Poisson process deployment with the
density λ such that λp = log 2 +
2 log log 2 + c().
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(b) Uniformly random deployment with
the number of nodes n such that
np/2 = log 2 + 2 log log 2 + c().
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(c) Grid deployment with the number
of nodes n such that −n log(1− p)/2 =
log 2 + 2 log log 2 + c().
Figure 4.2: Probability of complete coverage vs. c().
slow2. Therefore, we study instead the following questions:
1. For a given side length , what are the practical values of c() that can lead to complete coverage?
2. For a given node density, which deployment method (random or regular) renders higher probability
of complete coverage?
3. How does the coverage degree change as node density increases?
Let each node cover a unit-area disk. We consider three diﬀerent network areas: 100, 1024, 10000. Each
node has a probability 0.1 to be active. (We have experimented with other probabilities and the results
exhibit the same trends.) For each parameter c(), we generate 100 network conﬁgurations for each
deployment strategy (Poisson process deployment, uniformly random deployment, and grid deployment)
and use the percent of the conﬁgurations that are completely covered as the probability of complete
coverage.
Figure 4.2 shows the probability of complete coverage under each deployment strategy. Notice that for
grid deployment, we have not used the suﬃcient condition derived in Section 4.4.3 because our simulation
results indicate the suﬃcient condition tends to be too conservative. These ﬁgures show that as c() grows
from 1 to 10, the probability of complete coverage increases to a value that is close to 1.
In Fig. 4.3, we compare the probability of complete coverage under uniformly random deployment
and grid deployment. In order to perform a fair comparison, we have used the same equation for the
number of nodes: np/2 = log 2 + 2 log log 2 + c() and the node density in the ﬁgure is deﬁned as
n/2. The ﬁgure shows that grid deployment renders a higher probability of complete coverage, which
corroborates the theoretical analysis. Another observation is that the larger the values of p, the more
2Note that log log 100000000 = 2.9 and it is not quite possible to simulate a network with area 100000000 where each
node covers 1 unit area.
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signiﬁcant diﬀerence in the probability of complete coverage under these two deployment strategies. Due
to the space limit, we did not show this part of results.
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Figure 4.3: The probability of complete coverage under uniformly random deployment and grid deploy-
ment. The network area is 1024.
Figure 4.4 gives the average coverage degree over 50 runs in the case that the network area is 1024.
We notice that the coverage degree linearly increases as node density increases, which is consistent with
the theoretical results in the previous sub-sections (notice the network area is ﬁxed here). Again, we
observe that grid deployment renders a higher coverage degree than uniformly random deployment.
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Figure 4.4: The coverage degree under uniformly random deployment and grid deployment. The network
area is 1024.
4.5 Upper Bound of α-Lifetime in Finite Regions
The asymptotic upper bound of the 1-lifetime derived in Section 4.3 and 4.4 give the required node
density in order to achieve complete coverage as the monitored area grows to inﬁnity (→∞). However,
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Figure 4.5: The entire region R can be divided into diﬀerent sub-regions: R0, R1, · · · , Rn, where all points
in Ri are exactly covered by i nodes.
in practice one may be more interested in knowing how many nodes should be deployed (or, equivalently,
what is the node density) in order to achieve the α-lifetime in a ﬁnite region. Results derived in Section 4.3
and 4.4 cannot be directly applied to answer this question, as they are derived for complete coverage for
regions of inﬁnitely large area.
In this section, we consider the α-lifetime in a ﬁnite region with a ﬁnite density of sensor nodes,
where 0 < α < 1 and usually α is close to 1. We derive two bounds: (i) an upper bound of α-lifetime
for a special family of algorithms in which the entire region is completely covered initially, and as large
coverage ratio as possible is maintained until it drops below a certain threshold α; and (ii) an upper
bound of α-lifetime that applies to algorithms that maintain the coverage ratio of α from the beginning
of network deployment. The second bound applies to any algorithm.
4.5.1 Upper bound of α-lifetime for a special family of algorithms
We ﬁrst derive the upper bound of α-lifetime for the family of algorithms that intend to completely
cover the region initially and maintain as large coverage ratio as possible, until the drops below a certain
threshold α.
We can divide the entire region R into several sub-regions R0, R1, · · · , Rn, where all points in Ri are
exactly covered by i sensor nodes (Fig. 4.5). Thus Vk =
∑k−1
i=0 ||Ri||, and 1− Vk/2 is the portion of the
region in which each point is covered by at least k nodes. We can also divide the network lifetime into
rounds with the duration for each round set to T . In each round, a minimum set of nodes which are not
chosen in previous rounds and have maximum coverage is chosen to operate. Thus after k rounds, the
maximum possible coverage ratio is at most 1−Vk+1/2. Clearly, if α > 1−Vk+1/2, the sensor network
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Figure 4.6: Upper bounds of Average α-lifetime and α-lifetime per unit of density versus node density
for the special class of algorithms that maintain as large coverage as possible.
can not provide coverage ratio α any more. Thus the upper bound of α-lifetime is
L(λ, α) = max{k : α ≤ 1− Vk/2} · T. (4.105)
As Vk’s are random variables whose distributions are diﬃcult, if not impossible, to obtain, we use
E(Vk) to approximate Vk. That is, the resulting α-lifetime can be regarded as the average α-lifetime:
G(λ, α) = max{k : α ≤ 1− F (k, λ)} · T, (4.106)
where
F (k, λ) = E(Vk)/2 = exp(−λ)
(
k−1∑
i=0
λi
i!
)
. (4.107)
As a matter of fact, G(λ, α) is not the expectation of L(λ, α). However, we prove in the following
theorem that it suﬃces to approximate Vk with E(Vk) in regions of large sizes.
Theorem 4.5.1 As → +∞ and n/2 → λ, Vk/2 → F (k, λ) almost surely, where F (k, λ) is deﬁned in
Eq. (4.107).
Proof. Refer to Appendix A.5 for a detailed account of the proof.
Numerical examples Figure 4.6 depicts the upper bounds of the average α-lifetime G(λ, α) and the
average α-lifetime per unit density G(λ, α)/λ versus the density λ under the cases of α = 0.95 and 0.99,
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where we let T = 1. The upper bound of the lifetime per unit density increases as the density increases
in general, and slightly decreases at certain density values. This is because the upper bound of network
lifetime does not change when the node density λ slightly increases at some points of λ.
4.5.2 Upper bound of α-lifetime for all algorithms
Several sensor network applications do not require full coverage of the entire monitored area. Instead it
is suﬃcient to maintain the coverage ratio above a certain threshold α throughout the network operation.
In this case, energy can be saved by maintaining α-coverage since system initialization. In this section, we
derive the upper bound of the network lifetime in this case. Note that this upper bound can be applied
to all algorithms that maintain α-coverage. For analysis tractability, again we use E(Vk) to approximate
Vk. The following theorem establishes the upper bound of the lifetime.
Theorem 4.5.2 Let γi  1 − E(Vi)/l2 and βi  γi − γi+1. Then the upper bound of α-lifetime for a
sensor network with density λ is
(
min
k:α>γk
H(k, α) 
∑k−1
i=1 iβi
α− γk
)
· T. (4.108)
Proof. We still divide the entire region R into diﬀerent sub-regions R0, R1, · · · , where all points in Ri
are exactly covered by i nodes. By deﬁnition, γk represents the portion of region R that is covered by
at least k nodes and βk represents the portion of region R that is covered by exactly k nodes. Thus
βk = ||Rk||/||R||.
For each k such that γk < α, in each round of time T , the working nodes must cover α portion of
the region R, among which at least (α − γk) portion must come from R1 ∪ · · · ∪ Rk−1 since ∪i≥kRi can
provide at most γk coverage (and R0 is not covered by any node). On the other hand, for each i < k, the
total coverage contribution of region Ri throughout the lifetime is at most iβi (since it can provide βi
portion of coverage for i rounds). Hence, the total amount of coverage R1, R2, · · · , Rk−1 can contribute
throughout the lifetime over all rounds is
∑k−1
i=1 iβi. Therefore, the maximum lifetime is upper bounded
by ∑k−1
i=1 iβi
α− γk · T. (4.109)
Since this is true for every k such that α > γk, the α-lifetime is upper bounded by Eq. (4.108). 
As an example, as shown in Figure 4.7, in each round, (α− γ3) portion of the region must come from
region R2 and R1 to ensure α-coverage since α > γ3. The total lifetime “contribution” R1 and R2 can
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Figure 4.7: In each round, α − γ3 portion of the region must come from region R2 and R1 to ensure
α-coverage. The total lifetime “contribution” R1 and R2 can make over all rounds is β1 + 2β2. Hence
the α-lifetime is upper bounded by T · (β1 + 2β2)/(α− γ3).
make over all rounds is β1 + 2β2. Hence the α-lifetime is upper bounded by T · (β1 + 2β2)/(α− γ3).
Recall in the proof of Theorem 4.5.2, in each round we divide the entire region into two sub-regions.
In the ﬁrst sub-region, each point is covered by at least k nodes and in the second sub-region, each point
is covered by at most k − 1 nodes. The proof of Theorem 4.5.2 only considers the limit implied by the
second sub-region. In what follows, we prove that the ﬁrst sub-region can always provide γk portion
coverage for at least H(k, α) rounds for the k that minimizes H(k, α).
Theorem 4.5.3 Let k = argmini:α>γi H(i, α), then
k ≥ H(k, α).
Proof. To facilitate the proof, we ﬁrst give several nice properties of H(k, α) in the next lemma.
Lemma 4.5.1 For all k such that α > γk, H(k, α) given in Eq. (4.108) has the following properties:
(i) If H(k, α) > k, H(k, α) monotonically decreases as k increases;
(ii) If H(k, α) < k, H(k, α) monotonically increases as k increases;
(iii) If H(k, α) = k, then H(k, α) = H(k + 1, α);
(iv) If H(k, α) > k, then H(k + 1, α) > k;
(v) If H(k, α) = k, then H(k + 1, α) = k;
(vi) If H(k, α) < k, then H(k + 1, α) < k.
Please refer to Appendix A.6 for the proof of this Lemma.
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Now since k = argmini:α>γi H(i, α), if H(k, α) > k, by property (i) in Lemma 4.5.1, H(k, α) >
H(k + 1, α). Since γk+1 < γk < α, this contradicts our assumption that k = argmini:α>γi H(i, α). So
H(k, α) ≤ k. 
In many cases, we may be only interested in the integer part of the minimum H(k, α), i.e., Ho(λ, α) 
mink:α≥γk H(k, α) (where H(k, α) is given in Eq. (4.108)). For example, if whenever a node is schedule
to be active, it is so until the end of its lifetime, the maximum achievable lifetime is upper bounded by
HoT . In this circumstance, we can have more eﬃcient ways to calculate the lifetime upper bound HoT ,
which is stated in the following Corollary.
Corollary 4.5.1 (i) Ho(λ, α) = maxα>γk{k : H(k, α) ≥ k},
(ii) Ho(λ, α) = minα>γk{k : H(k, α) < k} − 1.
Before we give the proof of this corollary, we discuss its implications. Without this corollary, in order to
ﬁnd Ho, we need to evaluate H(k, α) for every k such that γk < α. The maximal possible value of k can
be the total number, n, of nodes. Hence the time complexity of ﬁnding Ho is Θ(n). However, with this
corollary, we can perform binary division to reduce the time complexity of ﬁnding Ho to Θ(logn). Due to
the fact that γk monotonically decreases as k increases, we can ﬁnd the minimum km such that γkm < α
using binary division. For any k > km, if H(k, α) ≥ k we only need to look at those Hj ’s for j ≥ k and
if H(k, α) < k we only need to look at those Hj ’s for j < k. As a result, we can perform binary division
again.
Proof of Corollary 4.5.1. (i) By Lemma 4.5.1 (i), (v) and (vi), j ≡ max{k : H(k, α) ≥ k} exists and
is unique. We consider two cases: H(j, α) = j and H(j, α) > j.
If H(j, α) = j, by the deﬁnition of j, H(k, α) < k for any k > j. By Lemma 4.5.1 (ii), (iii),
and induction on k, H(k, α) ≥ H(j, α) for all k > j. For any k < j such that α > γk, we claim
that H(k, α) > k. Otherwise H(k, α) ≤ k. By Lemma 4.5.1 (v), (vi), and induction on all m ≥ k,
H(m + 1, α) ≤ m. Thus H(j, α) < j and this contradicts the deﬁnition of j. Since H(k, α) > k for any
k < j such that α > γk, by Lemma 4.5.1 (i) and induction, H(k, α) > H(j, α). Thus, H(j, α) = j is the
minimum of H(k, α) for all k such that α > γk.
If H(j, α) > j, by the deﬁnition of j, H(k, α) < k for all k > j. By Lemma 4.5.1 (ii) and induction on
k, H(k, α) > H(j + 1, α) for all k > j + 1. For any k ≤ j such that α > γk, we claim that H(k, α) > k.
Otherwise, H(k, α) ≤ k. By Lemma 4.5.1 (v), (vi) and induction on all m ≥ k, H(m+1, α) ≤ m. Hence
H(j, α) < j and contradicts the deﬁnition of j again. So we can see that H(j + 1, α) is the minimum of
H(k, α) for all k such that α > γk. In addition since H(j, α) > j, by Lemma 4.5.1 (iv), H(j + 1, α) > j.
By the deﬁnition of j, H(j + 1, α) < j + 1. As a result, Ho(λ, α) = H(j + 1, α) = j.
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Figure 4.8: Upper bounds of average α-lifetime and α-lifetime per unit of density derived in Section 4.5.1
and in Section 4.5.2.
The proof for (ii) is similar, and is thus omitted. 
Numerical examples Figure 4.8 gives the upper bound of the lifetime derived in Section 4.5.1 and
that in this subsection, and their respective upper bound of lifetime per unit of density. As compared
with the upper bound of the lifetime derived in Section 4.5.1, the “universal” upper bound of the lifetime
increases by 15% for 99%-coverage and over 20% for 95%-coverage. It is not surprising to observe that the
lifetime per unit density can be more than 1 in some cases, because less than 100%-coverage is required
in each round.
Another interesting ﬁnding is that although it is, in general, desirable to deploy sensors with high
density to achieve a large lifetime per unit of nodal density, the increase in the lifetime per unit of nodal
density levels oﬀ when the density exceeds certain threshold. The overhead incurred in maintaining
coverage in a distributed manner dominates when the sensor density becomes very high.
4.6 Approaching the α-Lifetime Upper Bound
Although we have developed the α-lifetime upper bounds, it is not clear whether or to what extent, the
derived upper bounds can be achieved. In this section, we devise an algorithm to (sub)-optimally schedule
the wakeup and sleep schedule of each node to achieve a lifetime that is close to the (universal) upper
bound. The algorithm makes use of the derived α-lifetime upper bounds and chooses a subset of nodes
to be active in each round, with the objective of maximizing the universal lifetime upper bound of the
remaining nodes that have not been scheduled to be active. We also carry out simulation to compare the
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derived lifetime upper bounds, the actual lifetime achieved using the devised algorithm, and the lifetime
achieved using a baseline algorithm where in each round a minimum number of nodes are chosen to meet
the coverage requirement. The simulation results show that the devised algorithm can achieve nearly
(and sometimes over) 90% of the universal lifetime upper bound in most cases, and it outperforms the
baseline algorithm by 15-20%. These results imply that i) the derived universal lifetime upper bound is
tight; and ii) the devised algorithm is eﬀective in determining the achievable lifetime.
The signiﬁcance of our study is that it shows that to improve the sensor network lifetime per unit
of node density, one can either i) deploy sensor nodes with high density (as practically allowed by a
distributed algorithm); or ii) allow a small portion of the area to be uncovered. For the second strategy,
an algorithm should start with providing α-coverage from the beginning, where α is the percentage of
the area that can be uncovered. Our study also suggests that choosing the minimum number of nodes to
maintain coverage in each round is not always optimal with respect to maximizing the network lifetime. In
general, it is better to choose a subset of nodes that maximizes the lifetime upper bound of the remaining
nodes.
4.6.1 The algorithms
In this section we devise a centralized algorithm that maximizes α-lifetime. The algorithm is designed to
maintain α-coverage from the very beginning. There are two purposes for devising a centralized algorithm.
First, it can be used to investigate whether, or to what extent, the derived lifetime upper bound in Section
4.5.2 can be achieved under practical assumptions. Note that the tightness proof in Section 4.5.2 is based
on the assumption that the coverage region of a node can be arbitrarily selected to provide α-coverage. In
practice, at any time, a node’s coverage region is either completely selected or completely unselected for
providing α-coverage. Under this practical condition, in general the derived lifetime upper bound cannot
be achieved exactly. A centralized algorithm can be used to investigate to what extent the lifetime upper
bound can be achieved. Second, a good centralized algorithm provides a practical upper bound of the
lifetime that can be possibly achieved by any distributed/localized algorithm, thus serving as a baseline
of performance comparison for distributed algorithms.
To facilitate the description of the algorithm, we ﬁrst deﬁne several notations:
Deﬁnition 4.6.1 An α-cover is a set of nodes which can cover at least α portion of the monitored region.
Deﬁnition 4.6.2 A minimal α-cover is an α-cover from which removing any node will lead to a coverage
ratio less than α.
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α-Lifetime Algorithm
1. the remaining set of nodes = the set of all nodes,
2. lifetime = 0,
3. while (the remaining set of nodes have α coverage)
4. find an initial minimal α-cover C,
5. search for a minimal α-cover which maximizes the
lifetime upper bound of the remaining nodes,
6. lifetime += 1,
7. endwhile
Figure 4.9: α-Lifetime algorithm
Deﬁnition 4.6.3 A trim operation is an operation of reducing a α-cover to a minimal α-cover by itera-
tively visiting each node in the α-cover and removing the node if after removing the node, the remaining
nodes can still provide α-coverage.
The basic idea of the algorithm is that in each round, it tries to ﬁnd a minimal α-cover which maximizes
the α-lifetime upper bound of the remaining set of nodes (i.e., those which have not been selected in earlier
rounds and the current round). The maximization is performed through a global, greedy search, while
jumping out local minima.
The pseudo-code of the algorithm is listed in Figure 4.9-4.11. The algorithm continuously searches
for minimal α-covers until the remaining set of nodes cannot provide α-coverage. In each round (line 4-6
in Figure 4.9), the algorithm seeks a minimal α-cover which maximizes the α-lifetime upper bound of
the remaining set of nodes. The search in each round is composed of two steps. In the ﬁrst step (Figure
4.10), it ﬁnds a minimal α-cover, which is obtained by ﬁrst iteratively selecting the node that maximizes
the coverage improvement of the current cover divided by the reduction of the lifetime upper bound of
the remaining set of nodes (line 2-5 in Figure 4.10) and then performing a trim operation (line 6 in Figure
4.10).
In the second step (Figure 4.11), a global search is performed to further improve the lifetime upper
Finding an initial minimal α-cover C
1. C = ∅, coverage = 0,
2. while (coverage < α)
3. Find the node in the remaining set of nodes that maximizes
the coverage improvement of C divided by the reduction
of the lifetime upper bound of the remaining nodes
due to moving the node from the remaining set to C,
4. move the node to C and update the coverage of C,
5. endwhile
6. trim the cover C,
7. return C.
Figure 4.10: Procedure for ﬁnding an initial minimal α-cover
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/* Search for a minimal α-cover which maximizes the
lifetime upper bound of the remaining nodes */
GlobalSearch(C)
1. improved = true,
2. while (improved)
3. improved = false,
4. for (each node in the remaining set)
5. move the node to the α-cover C
6. trim the cover C,
7. if (there is improvement on the lifetime
upper bound of the remaining set)
8. keep the current α-cover C,
9. improved = true,
10. else
11. revert to the original α-cover C.
12. endif
13. endfor
14. endwhile
Figure 4.11: Global search for a minimal α-cover that maximizes lifetime upper bound of the remaining
nodes.
bound of the remaining set of nodes. In each iteration of the search, a node (sequentially chosen) in the
remaining set is added to the found minimal α-cover (line 5 in Figure 4.11) and is followed by a trim
operation (line 6 in Figure 4.11). If the new minimal α-cover leads to a larger lifetime upper bound, the
new minimal α-cover is kept as the starting point for the next iteration; otherwise the original minimal α-
cover is kept (line 7-12 in Figure 4.11). The global search ﬁnishes when adding to the minimal α-cover any
node in the remaining set of nodes followed with a trim operation does not lead to any improvement on
the lifetime upper bound of the remaining nodes. The lifetime is then the number of α-covers constructed.
Baseline Algorithm As a baseline algorithm for comparison, we have also implemented an algorithm
that performs the same search for minimal α-covers except that the objective in each round of the
algorithm is to ﬁnd a minimal α-cover that minimizes the number of nodes in the α-cover.
4.6.2 Simulation study
In this section, we carry out several sets of simulations to validate the theoretical lifetime upper bound
and to investigate to what extent the upper bound can be achieved by the algorithm we have developed.
In addition, we are mostly interested in the lifetime achievable using algorithms that maintain α-coverage
from the very beginning, although we will also compare it with the lifetime upper bound for algorithms
that maintain as large coverage as possible.
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Figure 4.12: Average 95%-lifetime upper bounds and the achieved 95%-lifetime.
Simulation methodology
We randomly place N nodes in a square region R with 100×100 pixels. The positions of the nodes are
independently and uniformly distributed in the square region. We assume that each node has a sensing
range of r. For each pixel we count the number of disks that cover it. For each randomly generated
instance, we calculate the k-vacancy Vk by counting the number of pixels that are not covered by at least
k nodes. With the numerical value of Vi, we compute the upper bound of the lifetime for the special class
of algorithms using Eq. (4.105), and that for all algorithms using Eq. (4.108). The lifetime of a single
sensor T is set to 1. To accommodate the eﬀect of sensing radius, the (normalized) network density is
evaluated as Nπr
2
10000 . All the results reported below are averages of 10 simulation runs.
Note that decreasing the disk radius with the side length of the square area ﬁxed has the same eﬀect
of increasing the side length of the square area with the disk radius ﬁxed. For each value of α we vary
the disk radii over diﬀerent runs (but keep the radii of all disks ﬁxed in each run) to investigate how the
area size of the region aﬀects the upper bound of the lifetime. For each value of α and disk radius, we
vary the number of sensors to change the node density. The performance metrics we consider are the
actual lifetime achieved and the ratio of the achieve lifetime to its corresponding upper bound.
Simulation results
Figure 4.12 compares various lifetime upper bounds and the actual lifetime achieved using our algorithm
and that using the baseline algorithm. In this simulation, we set α = 0.95 and the radius r=20. We
deﬁne the critical point as the point in the surveillance region that is covered by the least number of
sensors and the coverage degree as the number of sensors which cover the critical point. The coverage
degree is an upper bound of lifetime for complete coverage.
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Figure 4.13: Average ratios of the achieved α-lifetime to the corresponding upper bound.
Several observations are in order. First, allowing a small portion of the region to be uncovered can
lead to signiﬁcant improvement on the system lifetime upper bound and the actual lifetime achieved.
Even for the special class of algorithms that provide as much coverage as possible, the 95%-lifetime upper
bound can improve by more than 100%. Second, the α-lifetime upper bound is signiﬁcantly larger in the
case that α-coverage is maintained from the very beginning (than in the case that as maximum coverage
as possible is maintained until the coverage ratio drops below a certain threshold α. For α=95%, the
improvement is usually more than 50%. Third, the actual lifetime achieved by the proposed algorithm is
much larger than that by an algorithm that maintain as maximum coverage as possible at the beginning.
Although we have not devised the latter algorithm, we can make this conclusion by observing that the
former is much larger (usually by 30-40%) than the upper bound of the latter. This suggests that it is
desirable to maintain α-coverage from the beginning of system operations, as long as this is acceptable
to applications. Fourth, although it is in general a good choice to select a minimum subset of nodes to
maintain α-coverage, this does not always lead to maximum lifetime. As a matter of fact, the proposed
algorithm (which maximizes the lifetime upper bound of the remaining nodes) achieves over 20% longer
lifetime than the baseline algorithm which minimizes the number of nodes used in each round. All these
performance trends have been observed for diﬀerent combinations of sensing radii and α values.
Note that the lifetime upper bound depicted in Figure 4.12 is smaller than that in Figure 4.8. This
is because in Figure 4.8, we used E(Vk) to replace Vk, which usually increases the lifetime upper bound.
Also, we take into consideration of the boundary eﬀect in Figure 4.12 — if some portion of the coverage
area of a node falls outside of the monitored region, it does not contribute to the lifetime upper bound.
Figure 4.13 shows the average ratio of the actual lifetime achieved using our algorithm to the corre-
sponding upper bound for three diﬀerent values of α: 90%, 95% and 98%. The ratio increases as the
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Figure 4.14: Achieved 95%-lifetime and corresponding upper bound for diﬀerent values of sensing radii:
10, 20, 40.
node density increases, but levels oﬀ when the node density becomes suﬃciently large. This is because
when the density is too small, there is little room for optimizing the coverage usage. When the density
is very high, the lifetime is limited by the upper bound and the practical physical constraint (i.e. a
node’s coverage area has to be either completely used or completely not used). This is another argument
for deploying sensor nodes with a relatively high density. On the other hand, little diﬀerence has been
observed in the average ratio with diﬀerent values of α.
Figure 4.14 shows the actual 95%-lifetime achieved and the corresponding upper bound for three
diﬀerent values of sensing radii:10, 20, and 40. As the radii increase, both the actual lifetime achieved
and its corresponding upper bound decrease. This is because as the radii increase, there is a higher
chance that some portion of the coverage area of a node falls out of the monitored region, and thus
0.7
0.75
0.8
0.85
0.9
0.95
0 20 40 60 80 100 120 140
95
%
-li
fe
tim
e/
U
pp
er
 b
ou
nd
(normalized) density
Ratio of the achieved lifetime to the corres. upper bound
sensing range 10
sensing range 20
sensing range 40
Figure 4.15: Average ratios of the achieved α-lifetime to the corresponding upper bound for diﬀerent
values of sensing radii.
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the eﬀective coverage areas given by all the nodes decrease. Figure 4.15 shows the average ratio of the
achieved lifetime using the proposed algorithm to the corresponding upper bound for diﬀerent values
of sensing radii. It is a little surprising that the ratio decreases if the sensing radius is very large or
very small. When the sensing radius is very large, the room for optimizing the coverage usage is small,
leading to a low ratio of the actual lifetime achieved to its corresponding upper bound. When the sensing
radius is very small, to maintain the same normalized density as in the case of large sensing radii, one
has to deploy much more sensor nodes. When the number of nodes becomes very large, the optimization
problem becomes more challenging. The search algorithm may easily get stuck at some local minima and
fails to ﬁnd the minimal α-cover that maximizes the lifetime upper bound of the remaining nodes. This
is partially conﬁrmed by the fact that in the low density case, the ratio with smaller radii is larger than
that with larger radii in Figure 4.15.
4.7 Conclusions
In this chapter we have investigated the upper bound of α-lifetime for large scale sensor networks. We
ﬁrst derive the asymptotic node density required to ensure full coverage for the duration of k times
the lifetime of a single sensor (in the almost surely sense) in large sensor networks, as the network size
approaches inﬁnity. We have considered several diﬀerent model assumptions including Torus convention
and non-Torus convention. We have also considered three diﬀerent types of node deployment methods:
Poisson process deployment, uniformly random deployment, and regular grid deployment. We have also
derived two upper bounds of α-lifetime in a ﬁnite region with a ﬁnite density of nodes: (i) an upper bound
of α-lifetime for a special family of algorithms in which the entire region is completely covered initially,
and the coverage ratio is gradually reduced until it drops below a certain threshold α; and (ii) an upper
bound of α-lifetime that applies to algorithms that maintain the coverage ratio of α from the beginning of
network deployment. In addition, we have devised an algorithm that can approach the derived α-lifetime
upper bounds. Simulation results show that our algorithm can achieve around 90% of the lifetime upper
bounds when the node density is reasonably large.
With our derivation, we are able to determine, given the lifetime T of a single sensor node, how many
sensor nodes have to be deployed in a region, in order to continuously monitor the region for a period of
k · T .
However, we observe that although it is, in general, desirable to deploy sensors with high density to
achieve a large lifetime per unit of nodal density, the increase in the lifetime per unit of nodal density
becomes marginal when the density exceeds certain threshold. In addition, as the node density increases,
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the overhead of performing density control will increase. Speciﬁcally, as the density increases, the control
packets may incur more collisions, and it may take more time (and more energy consumption due to
packet retransmission) for the density control process to complete.
Another limitation of the work is that the sensing area of a node is assumed to be a uniform disk. In
general, the sensing areas of diﬀerent nodes may be diﬀerent. Moreover, the sensing area of a node may
be of an arbitrary shape. Investigating the lifetime upper bound and devising algorithms for maintaining
coverage under the general case is the second subject of our future work.
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Chapter 5
Critical Total Power for
k-Connectivity of Wireless Networks
5.1 Introduction
One important issue in wireless ad hoc networks is how to reduce transmission power while maintaining
network connectivity. Reducing transmission power not only saves energy, but also reduces MAC-level
collision and hence increases network capacity. However, in order to maintain proper network operations,
it is also necessary to ensure network connectivity. In many circumstances (such as in the presence of
node failures or mobility), it is important that the networks are k-connected in order to enable robust
communications.
The goal of this chapter is to quantify the asymptotic minimum power required for maintaining
(k-)connectivity. Several other works [59, 35, 56, 57, 62, 73] study the asymptotic minimum common
transmission range in order to ensure connectivity or k-connectivity.
In this chapter, instead of imposing the uniform assumption that all nodes are subject to the same com-
mon minimum power, we assume each node can choose diﬀerent transmission power to ensure connectivity
or k-connectivity. Under this assumption, we investigate the asymptotic bounds of the minimum total
power (termed as critical total power) required for maintaining k-connectivity in a random wireless net-
work on a unit square S = [0, 1]2. Speciﬁcally, let Wt,i be the critical transmission power node i uses, and
Rt,i the corresponding transmission range of node i under the power model Wt,i = Rct,i, where 2 ≤ c ≤ 4
is the path loss exponent. Then the critical total power of all the nodes is Wc =
∑
Wt,i =
∑
Rct,i, where
the summation is taken over all the nodes in the network. Under the assumption that wireless nodes are
distributed on a unit square S = [0, 1]2 according to a homogeneous Poisson point process with density
λ, we show that the critical total power Wc =
∑
Rct,i for maintaining k-connectivity is Θ(
Γ(c/2+k)
(k−1)! λ
1−c/2)
with probability approaching 1 as λ→∞.
We derive a lower bound and an upper bound of the critical total power. The lower bound is derived
based on the necessary condition that every node must be able to reach its kth nearest neighbor in order
to maintain strong k-connectivity. The upper bound is derived based on an assertion (which is also proved
in this chapter) that the resulting network is strongly k-connected, if every node can reach at least k
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nodes in each of its four quadrants as long as there are at least k nodes in that quadrant. (By “each
of its four quadrants”, we assume that every node has its own coordinate system which is obtained by
shifting the origin of the [0, 1]2 plane to its own location.) In the case that there are less than k nodes in
a quadrant, the transmission power of the node should be suﬃciently large to reach all of them.
Our results suggest that the power saved using optimal, non-uniform transmission ranges is in an
order of (logλ)c/2 as compared to that using optimal uniform transmission ranges. In a rescaled network
where the node density is kept ﬁxed and the size of the square region goes to inﬁnity, our results indicate
that the average power of each node is bounded if we allow each node to choose its own transmission
power to maintain (k-)connectivity, while the average power of each node is unbounded if all nodes have
to choose a common power to maintain (k-)connectivity. These results are not determined by a speciﬁc
algorithm, but rather a fundamental property in wireless networks.
The rest of the chapter is organized as follows. In Section 5.2, we state the system model, formulate
the problem, and present preliminary material that will be used in subsequent sections. We then derive
in Sections 5.3–5.4 respectively, the lower and upper bounds on the critical total power. Following that,
we compare our results with those derived under the uniform metric assumption and discuss the issue on
the transmission power model in Section 5.5. We perform simulations to validate the derived results in
Section 5.6. Finally, we conclude the chapter in Section 5.7.
5.2 Preliminaries
In this section we present the system model, and introduce notations that will be used throughout the
chapter. We also deﬁne two frequently-used random variables: Rλ,k(α) and Rλ,k(d, α) (to be deﬁned
in Subsection 5.2.3), derive their probability distributions and prove two lemmas that will be used in
subsequent sections. Finally we present Palm theory on Poisson point process that will be used in this
chapter.
5.2.1 System model
We assume nodes are distributed on a unit square S = [0, 1]2 according to a (homogeneous) Poisson point
process Pλ with density λ. It is well accepted that n nodes whose locations are independent random
variables, each with a uniform distribution on S, are essentially a Poisson point process with density n
if the network size is large ([36], page 39). For the ease of presentation, we ﬁrst assume the Toroidal
model (Torus convention) [56] to eliminate the boundary eﬀects and we will remove this assumption
later in this chapter. In the Toroidal model, the Euclidean metric d(i, j) = |Xi − Xj | is replaced with
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d(i, j) = minz∈{0,1}2 |Xi − Xj − z|, where Xi is the coordinate of node i. Under the Toroidal model
assumption, each node can view the original plane [0, 1]2 as the plane [− 12 , 12 ]2 in a coordinate system
centered at itself.
Let Ri denote the (ﬁxed) transmission range of node i. Diﬀerent nodes may use diﬀerent transmission
power and hence have diﬀerent transmission ranges. Node i can directly transmit to node j if and only
if d(i, j) ≤ Ri. We further assume that the transmission power of node i is Wi = Rci , where 2 ≤ c ≤ 4 is
the path loss exponent (although our analysis applies to any c > 0). Hence the total power of all nodes is
W =
∑
i∈Pλ
Wi =
∑
i∈Pλ
Rci . (5.1)
The network can be viewed as a directed graph where each wireless node is a vertex and a directed
edge exists from vertex i to j if and only if node i can directly transmit to node j. The network is
said to be k-connected if and only if the corresponding directed graph is strongly k-connected, i.e., there
exists a directed path from any vertex i to any other vertex j even if we remove any k − 1 nodes from
the network. The critical total power Wc for k-connectivity is deﬁned as the minimum total power of all
nodes required to ensure strong k-connectivity in the formed directed graph. As we are mostly interested
in k-connectivity in this chapter, the critical total power Wc is henceforth by default for k-connectivity.
Let Wt,i be the critical transmission power node i uses, and Rt,i the corresponding transmission range
of node i, then Wc =
∑
Wt,i =
∑
Rct,i. We are interested in deriving the asymptotic bounds on the
critical total power Wc as λ→ +∞.
5.2.2 Notations
Table 5.1 gives the notations used throughout this chapter. Several comments are in order:
• We envision a (homogeneous) Poisson point process Pλ on a unit square area S = [0, 1]2. This
is often related to a binomial point process Xn, i.e., n independent, uniformly distributed random
2-dimensional vectors on S. We use Xi to denote node i’s location (coordinate).
• We use Cj to represent a (constant) function independent of λ. Unless speciﬁed, Cj only depends
on the path loss exponent c and sometimes k, both of which are assumed to be constant in this
chapter. We may explicitly express c as the parameter of Ci when we need to use the function of
Ci with a diﬀerent parameter (such as 2c).
• Let f(X) be a function on a random variable X (which can be a vector). By probability theory, the
expectation of f(X) is simply the integral of f(X) over the probability space of X , i.e., E[f(X)] =
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Table 5.1: Notations used
R Real line, (−∞,+∞)
S [0, 1]2
Xn A binomial process (n independent, uniformly distributed random 2-vectors)
Pλ A homogeneous Poisson point process with density λ; {X1, X2, · · ·XNλ}
Xi Node i’s coordinate/location
Cj (Constant) function that does not depend on λ
G¯ The complement set of G
1G The indicator function of G
E[f(X)] Expectation of f(X), i.e., E[f(X)] =
∫
f(X)dP
EG[f(X)] Expectation of f(X) with the restriction G, i.e., EG[f(X)] =
∫
G f(X)dPBX(r) Ball of radius r centered at location X
CX(α, β) Cone that is centered at X and with the starting angle α and the ending angle β
C∗X(r, α, β) BX(r) ∩ CX(α, β)
Rλ,k(α) Random variable for the distance from a point X to the kth nearest node in CX(θ, θ + α)
Rλ,k(d, α)(= Rλ(d, α)) Random variable for the distance from a point X to the kth nearest node in C∗X(d, θ, θ + α)
Γ(s) Gamma function, i.e., Γ(s) =
∫∞
0 t
s−1e−tdt
FΓ(s)(x) c.d.f. of the Gamma distribution function, i.e., FΓ(s)(x) = (Γ(s))−1
∫ x
0
ts−1e−tdt
≈λ g(λ) ≈λ h(λ) is interpreted as g(λ)/h(λ)→ 1 as λ→∞
∫
f(X)dP . The expectation, EG[f(X)], of a function f(X) under restriction G is the integral of
f(X) over the subset G of the probability space, i.e., EG[f(X)] =
∫
G
f(X)dP =
∫
1Gf(X)dP ,
where 1G is the indicator function of G. With this deﬁnition, by the law of total probability,
E[f(X)] = EG[f(X)] + EG¯[f(X)], where G¯ denotes the complement set of G; and by the law of
conditional probability, EG[f(X)] = E[f(X)|G]P (G), where P (G) is the probability that G occurs.
• We deﬁne BX(r) as the ball (disk in a 2-dimensional space) centered at X with radius r, and
CX(θ, θ+α) as the cone centered at X , with starting angle θ, ending angle θ+α, where 0 ≤ θ, α ≤ 2π.
The degree of cone CX(θ, θ+α) is α. We use C∗X(r, θ, θ+α) to denote the region CX(θ, θ+α)∩BX(r).
• We write g(λ) ≈λ h(λ) if g(λ)/h(λ) → 1 as λ → ∞, g(λ) = o(h(λ)) if g(λ)/h(λ) → 0 as λ → ∞,
and g(λ) = O(h(λ)) if g(λ) ≤ C · h(λ) as λ → ∞ for some constant C (which may depend on the
path loss exponent c).
5.2.3 Rλ,k(α) and Rλ,k(d, α) and their probability distributions
In an inﬁnite region R2 with the Poisson point process Pλ, we deﬁne Rλ,k(α) as a random variable that
represents the distance from a node at X to its kth nearest neighbor in a cone centered at X and with
degree α, i.e., CX(θ, θ + α). Clearly the distribution of Rλ,k(α) is independent of the choices of X and
θ. P (Rλ,k(α) > r) is the probability that at most k − 1 points in the Poisson point process Pλ fall
in C∗X(r, θ, θ + α), and can be expressed as exp(−λαr2/2)
∑k−1
i=0
(λαr2/2)i
i! . The cumulative distribution
function (c.d.f.) FRλ,k(α) and the probability density function (p.d.f.) fRλ,k(α) of Rλ,k(α) can then be
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expressed as
FRλ,k(α)(r) = P (Rλ,k(α) ≤ r) =
⎧⎪⎪⎨
⎪⎩
1− e−λαr2/2∑k−1i=0 (λαr2/2)ii! , if r ≥ 0,
0, otherwise;
(5.2)
fRλ,k(α)(r) =
⎧⎪⎪⎨
⎪⎪⎩
(λαr2/2)k−1λαr
(k−1)! e
−λαr2/2, if r ≥ 0,
0, otherwise.
(5.3)
Also, the expectation of Rcλ,k(α) (for c > 0) can be calculated as
E[Rcλ,k(α)] =
∫ ∞
0
fRλ,k(α)(r)r
cdr
=
∫ ∞
0
(λαr2/2)k−1λαr
(k − 1)! e
−λαr2/2rcdr
(changing variable t = λαr2/2)
=
∫ ∞
0
e−t
(
2t
λα
) c
2 tk−1
(k − 1)!dt
=
Γ(c/2 + k)
(k − 1)!
(
2
λα
)c/2
, (5.4)
where the Γ function is deﬁned as Γ(k) =
∫∞
0
tk−1e−tdt.
Another closely related random variable Rλ,k(d, α) (for d > 0) is deﬁned as
Rλ,k(d, α) =
⎧⎪⎪⎨
⎪⎪⎩
Rλ,k(α), if Rλ,k(α) ≤ d,
0, otherwise.
(5.5)
Rλ,k(d, α) can be interpreted as the distance from a node at X to the kth nearest neighbor in a cone
centered at X , with degree α, and within radius d, i.e., C∗X(d, θ, θ + α), where θ is a ﬁxed value. In the
case that there are less than k nodes in the cone within radius d, Rλ,k(d, α) is deﬁned to be 0. Thus,
Rcλ,k(d, α) is a restriction of R
c
λ,k(α), under the sub probability space that there are at least k nodes in
C∗X(d, θ, θ + α). The expectation of Rcλ,k(d, α) can be similarly calculated as
E[Rcλ,k(d, α)] =
∫ d
0
fRλ,k(α)(r)r
cdr
=
Γ( c2 + k)
(k − 1)!
(
2
λα
)c/2
FΓ(c/2+k)(λαd2/2), (5.6)
where FΓ(c/2+k) is the c.d.f. of the Gamma distribution with parameter c/2 + k. With ﬁxed values of
α, d, c, k > 0, FΓ(c/2+k)(λαd2/2) → 1 as λ → ∞. Hence, we obtain the following lemma (that will be
used in subsequent sections).
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Lemma 5.2.1 For ﬁxed values of d > 0, c > 0, α > 0 and k positive integer,
E[Rcλ,k(d, α)] ≈λ E[Rcλ,k(α)] =
Γ( c2 + k)
(k − 1)!
(
2
λα
)c/2
. (5.7)
LetA,B be two given nodes in the Poisson point process Pλ in the square region S, andRA,λ,k(α)(RB,λ,k(β))
be the distance from A (B) to its kth nearest neighbor in a cone of degree α > 0. Speciﬁc choices of the
cones and the locations of nodes A and B are not important in the following lemma.
Lemma 5.2.2
E[RcA,λ,k(α)R
c
B,λ,k(α)] ≤ C0λc(−1+δ1) (5.8)
for some C0 > 0 and any given δ1 > 0, if λ is suﬃciently large, where C0 only depends on c and α but
not on λ.
Proof. For notational convenience, we denote RA,λ,k(α) and RB,λ,k(α) respectively as RA and RB in the
following derivation. For any given δ1 > 0, we can choose  > 0 such that α2/2 = λ−1+δ1 . We ﬁrst note
that
P (RARB ≤ 2) ≥ P (RA ≤  and RB ≤ )
= 1− P (RA >  or RB > )
≥ 1− (P (RA > ) + P (RB > ))
≥ 1− 2 exp(−λα2/2)
k−1∑
i=0
(λα2/2)i
i!
= 1− 2 exp(−λδ1)
k−1∑
i=0
(λδ1)i
i!
. (5.9)
Thus,
P (RARB > 2) ≤ 2 exp(−λδ1)
k−1∑
i=0
(λδ1 )i
i!
. (5.10)
Now E[RcAR
c
B ] can be expressed as
E[RcAR
c
B] = E[R
c
AR
c
B|RARB ≤ 2]P (RARB ≤ 2) + E[RcARcB|RARB > 2]P (RARB > 2)
≤ E[2c|RARB ≤ 2]P (RARB ≤ 2) + E[1|RARB > 2]P (RARB > 2)
≤ 2c + 2 exp(−λδ1)
k−1∑
i=0
(λδ1 )i
i!
≤ (2λ−1+δ1/α)c + C1λc(−1+δ1)
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= C0λc(−1+δ1), (5.11)
where the second inequality from the fact that P (RARB ≤ 2) ≤ 1 and Eq. (5.10). The third inequality
results from the choice of  (α2/2 = λ−1+δ1) and the fact that eλ
δ1 grows much faster than any polynomial
function of λ. The choice of C1, C0 is independent of λ and δ1 if δ1 is ﬁxed and λ is suﬃciently large. 
5.2.4 Palm theory on Poisson point process
As Palm theory on the Poisson point process is used in multiple places in the chapter, we state the
theorem ([55], Theorem 1.6) below.
Theorem 5.2.1 (Palm theory for Poisson processes) Let λ > 0. Suppose j ∈ N , and h(Y,X ) is a
bounded measurable function deﬁned on all pairs of the form (Y,X ) with X being a ﬁnite subset of Rd
and Y a subset of X , satisfying h(Y,X ) = 0 except when Y has j elements. Then
E[
∑
Y⊆Pλ
h(Y,Pλ)] = λ
j
j!
Eh(Xj ,Xj ∪ Pλ), (5.12)
where the sum on the left-hand side is over all subsets Y of the random Poisson point set Pλ, and on the
right-hand side the set Xj is a binomial process with j nodes, independent of Pλ.
5.3 Lower Bound on the Critical Total Power
In this section, we derive the lower bound on the critical total power Wc to maintain network k-
connectivity.
Theorem 5.3.1 For any given δ > 0, P (Wc ≥ (1− δ)C2 Γ(
c
2+k)
(k−1)! λ
1− c2 )→ 1 as λ→∞, where C2 = π− c2 .
The proof of Theorem 5.3.1 will be given through two propositions. Clearly, in order to maintain
strong k-connectivity, every node must be able to reach at least k other nodes. Thus a lower bound on
the critical total power is the summation of power incurred by each node such that each node can exactly
reach its kth nearest neighbor. Speciﬁcally, let Xi be the location of node i, ri the distance from Xi
to node i’s kth nearest neighbor, Wi = rci , and Nλ the number of nodes in the Poisson point process
Pλ in [0, 1]2. Then the total power WL =
∑Nλ
i=1 Wi =
∑Nλ
i=1 r
c
i serves as a lower bound on the critical
total power required to maintain k-connectivity. In what follows, we estimate WL. First, we derive the
expectation of WL.
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Proposition 5.3.1
E[WL] ≈λ
Γ( c2 + k)
(k − 1)! π
− c2λ1−
c
2 . (5.13)
Proof. By Palm theory for the Poisson point process,
E[WL] = E[
Nλ∑
i=1
rci ] = λE[r
c
0], (5.14)
where the last expectation is taken over the probability space where node 0 is randomly placed with a
uniform distribution on S, together with a set of nodes distributed according to a Poisson point process
Pλ and independent of X0. Under the Toroidal model assumption, node 0 views all the nodes in Pλ as
if they reside in [− 12 , 12 ]2 of a coordinate system with the origin at X0. Thus the distribution of r0 is
independent of the choice of X0. Let s be the distance from X0 to node 0’s kth nearest neighbor in Pλ
in BX0(1/2) if there are at least k nodes in BX0(1/2); and 0 otherwise. Then s has the same distribution
as Rλ,k(12 , 2π). In addition, if s > 0 (which means there are at least k nodes in BX0(1/2)), then r0 = s.
Thus s ≤ r0 and E[sc] ≤ E[rc0]. Also, since r0 < 1,
E[rc0] = E[r
c
0|s > 0]P (s > 0) + E[rc0|s = 0]P (s = 0)
= E[sc|s > 0]P (s > 0) + E[rc0|s = 0]P (s = 0)
≤ E[sc] + P (s = 0). (5.15)
Since P (s = 0) = e−λπ/4
∑k−1
i=0
(λπ/4)i
i! = o(λ
−c/2) as λ → ∞ and E[sc] ≈λ Γ(
c
2+k)
(k−1)! (λπ)
− c2 (by Lemma
5.2.1), we obtain
E[rc0] ≈λ
Γ( c2 + k)
(k − 1)! (λπ)
− c2 ,
E[WL] = λE[rc0] ≈λ
Γ( c2 + k)
(k − 1)!π c2 λ
1− c2 . (5.16)

As has been shown in Lemma 5.2.1, the restriction on the distance to the kth nearest neighbor in a
ﬁxed cone (such as in one quadrant) can be ignored when the node density λ approaches inﬁnity. In all
the subsequent discussion, we ignore this restriction and assume, whenever desirable, the distance to the
kth nearest neighbor can go to inﬁnity (although with a small probability).
In order to bound |WL − E[WL]|, we need to derive the second moment of WL (so that Chebyshov’s
inequality can be applied).
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Proposition 5.3.2
E[W 2L] ≤ E[WL]2 + C3λ1−c+δ0 as λ→∞, (5.17)
where δ0 > 0 is arbitrary but ﬁxed and C3 is a constant independent of λ.
Proof.
E[W 2L] = E[(
Nλ∑
i=1
Wi)2]
= E[
Nλ∑
i=1
W 2i ] + 2E[
∑
1≤i<j≤Nλ
WiWj ] (5.18)
Since W 2i = r
2c
i , by Proposition 5.3.1 we obtain
E[
Nλ∑
i=1
W 2i ] = E[
Nλ∑
i=1
r2ci ] ≈λ
Γ(c+ k)
(k − 1)! π
−cλ1−c. (5.19)
For the second term of Eq. (5.18), we apply Palm theory for the Poisson point process again and obtain
2E[
∑
1≤i<j≤Nλ
WiWj ] = λ2E[WAWB ], (5.20)
where the last expectation is taken over the probability space where A and B are uniformly and randomly
distributed on S, together with a set of nodes distributed according to a Poisson point process Pλ.
We ﬁrst evaluate E[WAWB] conditioning on the locations, XA and XB, of nodes A and B.
E[WAWB ] = E[E[WAWB |XA, XB]]. (5.21)
Given the location XA and XB, let |XA −XB| ≡ d. Let GA be the event that there are at least k nodes
in BXA(d/2), GB the event that there are at least k nodes in BXB (d/2), and G = GA ∩GB. Then,
E[WAWB |XA, XB] = EG[WAWB |XA, XB] + EG¯[WAWB|XA, XB]. (5.22)
The ﬁrst term of Eq. (5.22) can be expressed as
EG[WAWB |XA, XB] = EG[rcArcB|XA, XB]
= E[rcAr
c
B1G|XA, XB]
= E[rcAr
c
B1GA1GB |XA, XB]
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= E[r˜cAr˜
c
B|XA, XB], (5.23)
where
r˜A = rA1GA =
⎧⎪⎨
⎪⎪⎩
rA, if rA ≤ d/2,
0, otherwise;
r˜B = rB1GB =
⎧⎪⎪⎨
⎪⎪⎩
rB, if rB ≤ d/2,
0, otherwise.
Given the locations XA and XB, r˜A and r˜B are completely determined by the node distribution in
BXA(d/2) and that in BXB (d/2) respectively. Since the two regions BXA(d/2) and BXB (d/2) are disjoint,
r˜A and r˜B are independent. Hence we can evaluate their expectations separately:
EG[WAWB|XA, XB] = E[r˜cA|XA, XB]E[r˜cB |XA, XB]. (5.24)
Note that the expectation of r˜cA conditioned on XA and XB, EG[WAWB |XA, XB], is taken over the
probability space of a Poisson point process Pλ on S. For each instance (realization) of Pλ on S, we
can deﬁne rˆA to be the kth nearest neighbor distance of node A with node B removed from S. Then
r˜A ≤ rˆA. Clearly, rˆA is independent of node B’s location. rˆA is also independent of node A’s location
because of the homogeneous Poisson point process assumption and the Toroidal model assumption. Thus
E[r˜cA|XA, XB] ≤ E[rˆcA|XA, XB] = E[rˆcA]. Finally, rˆA is just the distance between node A (which is
uniformly and randomly placed on S) and its kth nearest neighbor from Pλ on S. Thus E[rˆcA] = E[rc0],
where E[rc0] is given in Eq. (5.14). Therefore, E[r˜
c
A|XA, XB] ≤ E[rc0]. Similarly, E[r˜cB |XA, XB] ≤ E[rc0].
Since E[WL] = λE[rc0] by Eq. (5.14), we obtain that
E[EG[WAWB |XA, XB]] ≤ E[E[rc0]2] = E[rc0]2 = (E[WL]/λ)2 (5.25)
It remains to evaluate the second term EG¯[WAWB |XA, XB] in Eq. (5.22). Since G¯ = G¯A ∪ G¯B , we
have
EG¯[WAWB |XA, XB] ≤ EG¯A [WAWB |XA, XB] + EG¯B [WAWB|XA, XB]
= EG¯A [r
c
Ar
c
B |XA, XB] + EG¯B [rcArcB |XA, XB]
= 2EG¯A [r
c
Ar
c
B|XA, XB], (5.26)
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where the last equality is by symmetry.
The basic idea to bound EG¯A [r
c
Ar
c
B |XA, XB] is that if the distance, d, between nodes A and B is large,
G¯A occurs with low probability, and that the probability that the distance d is small is low. Speciﬁcally,
consider the restriction of |XA − XB| = d >  where  is chosen such that π2 = λ−1+δ1 for any ﬁxed
δ1 > 0.
E{d>}[EG¯A [r
c
Ar
c
B |XA, XB]] ≤ E{d>}[EG¯A [1|XA, XB]]
≤ P (G¯A ∩ {d > })
≤ P (There are less than k nodes in BA(/2))
= exp(−λπ(/2)2)
k−1∑
i=0
(λπ(/2)2)i
i!
= exp(−λδ1/4)
k−1∑
i=0
(λδ1/4)i
i!
≤ C4λ−(1+c), (5.27)
for some C4 > 0 when λ is suﬃciently large. Note that the last inequality results from exp(λδ1/4) grows
much faster than any polynomial function of λ as λ→∞.
Next by Lemma 5.2.2 (with α = 2π), for any given δ1 > 0, if λ is suﬃciently large, there exists some
constant C5 > 0 such that
EG¯A [r
c
Ar
c
B|XA, XB] ≤ E[rcArcB|XA, XB] ≤ C5λc(−1+δ1). (5.28)
Therefore,
E{d≤}[EG¯A [r
c
Ar
c
B|XA, XB]] ≤ E{d≤}[C5λc(−1+δ1)]
= P (d ≤ ) · C5λc(−1+δ1)
= π2 · C5λc(−1+δ1)
= λ−1+δ1 · C5λc(−1+δ1)
= C5λ−1−c+δ1(1+c). (5.29)
By setting δ1 = δ0/(c+ 1), we obtain
E{d≤}[EG¯A [r
c
Ar
c
B|XA, XB]] ≤ C5λ−1−c+δ0 . (5.30)
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Combining Eqs. (5.27) and (5.30), we obtain
E[EG¯A [r
c
Ar
c
B|XA, XB]] ≤ C6λ−1−c+δ0 . (5.31)
Combining Eqs. (5.21), (5.22), (5.25) and (5.31), we obtain
E[WAWB] ≤ (E[WL]/λ)2 + C6λ−(c+1)+δ0 . (5.32)
Finally combining Eqs. (5.18)-(5.20) and (5.32), we obtain Eq. (5.17). 
We are now in a position to prove Theorem 5.3.1.
Proof of Theorem 5.3.1. By Chebyshov’s inequality, for any given δ′ > 0, when λ→∞,
P (|WL − E[WL]| ≥ δ′E[WL]) ≤ V ar(WL)
δ′2E[WL]2
=
E[W 2L]− E[WL]2
δ′2E[WL]2
≤ C3λ
1−c+δ0
δ′2E[WL]2
≈λ C3λ
1−c+δ0
δ′2 Γ
2(c/2+k)
((k−1)!)2πcλ
2−c
, (5.33)
where the last equation tends to 0 as λ goes to inﬁnity if we choose δ0 < 1. Hence P (WL ≥ (1 −
δ′)E[WL]) → 1 as λ → ∞. Since Wc ≥ WL, we have P (Wc ≥ (1 − δ′)E[WL]) → 1 as λ → ∞. By
Proposition 5.3.1, E[WL] ≥ (1− δ′) Γ(
c
2+k)
(k−1)!π c2 λ
1− c2 for suﬃciently large values of λ. Consequently we have
P
(
Wc ≥ (1 − δ′)2
Γ( c2 + k)
(k − 1)!π c2 λ
1− c2
)
→ 1, (5.34)
as λ→∞. Given any δ > 0, we can ﬁnd δ′ > 0 such that (1− δ′)2 > (1 − δ), and hence as λ→∞,
P
(
Wc ≥ (1− δ)
Γ( c2 + k)
(k − 1)!π c2 λ
1− c2
)
→ 1, (5.35)
for any given δ > 0, which completes the proof. 
5.4 Upper Bound on the Critical Total Power
In this section, we derive an upper bound on the critical total power required to maintain k-connectivity.
As will be shown later in this section, the upper bound turns out to be of the same order as the lower
bound, not only in terms of λ but also in terms of k.
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Figure 5.1: Illustration for Lemma 5.4.1
Given the coordinates of all nodes in the plane [0, 1]2, each node can deﬁne its own coordinate system
by only shifting the origin of the [0, 1]2 plane to its own location. We use (xi, yi) to represent the
coordinate of a node i in the original coordinate system (i.e., the plane [0, 1]2), and deﬁne the p-norm
distance dp between two nodes A and B as
dp(A,B) = (|xA − xB |p + |yA − yB|p)1/p. (5.36)
If p = ∞, d∞(A,B) = max(|xA − xB|, |yA − yB|). Clearly p-norm distance does not change under the
conversion from the original plane to a new coordinate system with a new origin. Throughout this chapter,
we use 2-norm distance as the “distance” unless otherwise speciﬁed, and |AB| to represent d2(A,B). We
ﬁrst prove a geometric result on strong 1-connectivity.
Lemma 5.4.1 Given the locations of all nodes on the plane [0, 1]2, if each node chooses its power level
to reach at least one neighbor in each of the four quadrants in its own coordinate system as long as there
exists one or more nodes in that quadrant, the resulting network is strongly (1-)connected. (To eliminate
the ambiguity in which quadrant the axis lines belong to, we assign the positive x-axis to the ﬁrst quadrant,
the positive y-axis to the second quadrant, and so on.)
Proof. We prove the lemma by contradiction. If the resulting network is not strongly connected,
there exists at least a pair of nodes (i, j) such that there exists no (directed) path from node i to node
j. Among all the pairs, we choose the one with the smallest ∞-norm distance. In case of a tie, we
choose the pair with the smallest 2-norm distance. Let the chosen pair be nodes (A,B). It suﬃces to
ﬁnd a pair of disconnected nodes (Y, Z) such that d∞(Y, Z) < d∞(A,B), or d∞(Y, Z) = d∞(A,B) and
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d2(Y, Z) < d2(A,B).
Without loss of generality, we assume that there is no directed path from A to B, and node B is in
the ﬁrst quadrant in node A’s coordinate system, i.e., xA < xB , yA ≤ yB (note that the ﬁrst quadrant
includes the positive x-axis but not the positive y-axis). Since there exists at least one node B in the
ﬁrst quadrant of node A’s coordinate system, node A’s power must be able to reach at least one other
node C in the ﬁrst quadrant of its coordinate system. Clearly d2(A,C) < d2(A,B) since node A’s power
is not suﬃcient to reach node B. In addition, there exists no path from node C to node B; otherwise
there would be a path from node A to node B. Now we consider two possible cases.
Case (i) yB − yA < xB − xA (Fig. 5.1 (a)) In this case d∞(A,B) = xB − xA ≡ a and |yA − yB| < a.
Let D be the intersection point of the cycle centered at A with radius d2(A,B) and the positive y-axis in
node A’s coordinate system. Let E be the intersection point of the y-axis in A’s coordinate system and a
horizontal line through node B. Then |BE| = a. As yC−yA ≤ |AC| < |AB| and yB−yA = |AE|, we have
yC − yB < |AB| − |AE| ≤ |BE| = a. On the other hand, yC ≥ yA and hence yC − yB ≥ yA − yB > −a.
Therefore |yC − yB| < a,
Similarly, xC > xA, and hence xC − xB > xA − xB = −a. In addition, as xC − xA ≤ |AC| < |AB|
and xB − xA = |BE|, we have xC − xB < |AB| − |BE| ≤ |AE| ≤ a. Therefore |xC − xB | < a. As such,
we conclude d∞(B,C) = max(|xC − xB |, |yC − yB|) < d∞(A,B), which violates the assumption on the
pair of nodes (A,B).
Case (ii) yB − yA ≥ xB − xA(Fig. 5.1 (b)) In this case d∞(A,B) = yB − yA ≡ a ≥ |xB − xA|. Let
D be the intersection point of the cycle centered at A with radius d2(A,B) and the positive x-axis in
node A’s coordinate system. Let E be the intersection point of the x-axis in A’s coordinate system and
a vertical line through node B. Then |BE| = a. As xC > xA, we have xC − xB > xA − xB ≥ −a. Also,
since xC − xA ≤ |AC| < |AB| and xB − xA = |AE|, we have xC − xB < |AB| − |AE| ≤ |BE| = a.
Therefore |xC − xB | < a.
Since yC − yA < |AB| and yB − yA = |BE|, we have yC − yB < |AB| − |BE| ≤ |AE| ≤ |BE| = a.
Also, since yC ≥ yA, we have yC − yB ≥ yA − yB = −a. Therefore, |yC − yB| ≤ a. As such, we
conclude d∞(B,C) ≤ a = d∞(A,B) with equality held if and only if yC = yA. If yC 
= yA, we reach the
contradiction.
Now assume yC = yA. By the way nodes A and B are selected, we have xC > xB because otherwise
d∞(B,C) = d∞(A,B) and d2(B,C) < d2(A,B), which violates the assumption on the pair of nodes
(A,B). Now we obtain a disconnected pair of nodes (C,B) that also has the smallest ∞-distance among
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all the disconnected node pairs, node B is in the second quadrant in node C’s coordinate system, and
|xC − xB| < |yC − yB| (5.37)
(as ∠ACB > π/4). Now we carry out the above analysis on the node pair (C,B). As the positive y-axis
belongs to the second quadrant and by Eq. (5.37), we can only go to case (i). That is, we can ﬁnd a pair of
nodes (G,B) such that there exists no directed path from G to B and d∞(G,B) < d∞(C,B) = d∞(A,B).
This violates the assumption on the pair of nodes (A,B), and completes the proof. 
The above proof is primarily based on the distance metrics without use of the Toroidal model. How-
ever, it can be easily extended to the distance metrics under the Toroidal model. Please refer to [84] for
a detailed account of the discussion.
Lemma 5.4.1 can be easily extended to accommodate the case of strong k-connectivity as follows.
Lemma 5.4.2 Given the locations of all nodes on the plane [0, 1]2, if each node chooses its power level
to reach at least k neighbors in each of the four quadrants in its own coordinate system, as long as there
exist k or more nodes in that quadrant (in the case that there are less than k nodes in a quadrant, the
transmission power of the node is chosen to reach all of the nodes in that quadrant), the resulting network
is strongly k-connected.
Proof. After removing any k− 1 nodes from the network, each node can still reach at least one neighbor
in each of its four quadrants, as long as that quadrant still contains some nodes. By Lemma 5.4.1, the
remaining network is strongly connected. Therefore, the original network is at least strongly k-connected.

Since the above simple topology control mechanism ensures strong k-connectivity in the underlying
graph, the total power incurred based on this mechanism provides an upper bound on the critical total
power required for k-connectivity. In what follows, we derive an upper bound on the critical total power
based on the above topology control algorithm.
LetWU =
∑Nλ
i=1 W
′
i , whereW
′
i is the power consumed by node i under the topology control mechanism
introduced in Lemma 5.4.2, and the summation is taken over all the points generated by a Poisson point
process with density λ on [0, 1]2. Clearly Wc ≤WU . We have the following major result.
Theorem 5.4.1 P (Wc ≤ (1 + δ)C7(c)λ1−c/2)→ 1 as λ→∞, for any δ > 0, where
C7(c) =
4Γ( c2 + k)
(k − 1)!
(
4
π
) c
2
. (5.38)
114
The proof of Theorem 5.4.1 will be given through two propositions and one lemma. First we evaluate
the expectation of WU .
Proposition 5.4.1 E[WU ] ≤ C7(c)λ1− c2 as λ→∞, where C7(c) is given in Eq. (5.38).
Proof. By Palm theory for the Poisson point process, we have
E[WU ] = E[
Nλ∑
i=1
W ′i ] = λE[W
′
1], (5.39)
where the last expectation is taken over the probability space where node 1 is randomly placed with a
uniform distribution on the region S, together with a set of nodes that are distributed according to a
Poisson point process Pλ and independent of X1.
Let R1i , 1 ≤ i ≤ 4, be the distance from node 1 to its kth nearest neighbor in the ith quadrant of
node 1’s coordinate system, and R1 = max{R1i , 1 ≤ i ≤ 4}. The power required for node 1 is then
W ′1 = Rc1. Since R1i ’s are independent and have the same distribution as Rλ,k(π/2)1 under the Poisson
point process assumption, the expectation of W ′1 can be expressed as
E[W ′1] = E[R
c
1]
≤ E[Rc11 +Rc12 +Rc13 +Rc14 ]
≈λ 4E[Rcλ,k(π/2)]
=
4Γ(c/2 + k)
(k − 1)!
(
4
λπ
)c/2
, (5.40)
where the last equality results from Eq. (5.4). Thus, by Eq. (5.39), we have
E[WU ] = λE[W ′1] ≤ C7(c)λ1−
c
2 . (5.41)

In order to bound |WU − E[WU ]|, we need to estimate the second moment of WU .
Proposition 5.4.2
E[W 2U ] ≤ E[WU ]2 + C8λ1−c+δ0 as λ→∞ (5.42)
for any given δ0 > 0 and some constant C8 > 0 that is independent of λ.
1More precisely, R1i is slightly diﬀerent from Rλ,k(π/2). By carrying out a proof similar to that in Proposition 5.3.1,
we can show that the ratio of the expectations derived using Rλ,k(π/2) to that using the precise version of R1i tends to 1
as λ→∞.
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Proof.
E[W 2U ] = E[
Nλ∑
i=1
W ′i ]
2
= E[
Nλ∑
i=1
W ′2i ] + 2E[
∑
1≤i<j≤Nλ
W ′iW
′
j ]. (5.43)
Since W ′2i = R
2c
i , by Proposition 5.4.1 we have
E[
Nλ∑
i=1
W ′2i ] = E[
Nλ∑
i=
R′2ci ] = C7(2c)λ
1−c. (5.44)
It remains to determine the second term of Eq. (5.43). Applying Palm theory for the Poisson point
process, we have
2E[
∑
1≤i<j≤Nλ
W ′iW
′
j ] = λ
2E[W ′AW
′
B], (5.45)
where the last expectation is taken over the probability space where nodes A and B are uniformly
randomly distributed in the region S, together with a set of nodes that are distributed as a Poisson point
process with density λ and is independent of the locations of nodes A and B.
First we evaluate E[W ′AW
′
B ] conditioning on the locations, XA and XB, of nodes A and B, i.e.,
E[W ′AW
′
B ] = E[E[W
′
AW
′
B |XA, XB]]. (5.46)
Given the locations XA, XB, let d = |XA − XB|. For each i ∈ {1, 2, 3, 4}, let TAi be the event that at
least k nodes from Pλ fall in node A’s ith quadrant within radius d/2, and TBi the event that at least k
nodes from Pλ fall in node B’s ith quadrant within radius d/2. Let TA = ∩4i=1TAi , TB = ∩4i=1TBi , and
T = TA ∩ TB. That is, T denotes the event that at least k nodes in the Poisson point process Pλ fall
in each of the four quadrants within radius d/2 in node A’s coordinate system and in each of the four
quadrants within radius d/2 in node B’s coordinate system. By the law of total probability,
E[W ′AW
′
B |XA, XB] = ET [W ′AW ′B |XA, XB] + ET¯ [W ′AW ′B |XA, XB]. (5.47)
The ﬁrst term in the above Eq. (5.47) can be written as
ET [W ′AW
′
B |XA, XB] = ET [RcARcB|XA, XB]
= E[1TRcAR
c
B |XA, XB]
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= E[1TA1TBR
c
AR
c
B|XA, XB]
= E[R˜cAR˜
c
B |XA, XB], (5.48)
where R˜A = RA1TA = RA1{RA≤d/2}, and R˜B = RB1TB = RB1{RB≤d/2}. Now, clearly R˜A and R˜B
are independent because they depend on the node distributions in two disjoint regions, BXA(d/2) and
BXB (d/2), respectively. Therefore, we can evaluate their expectations separately, i.e.,
ET [W ′AW
′
B |XA, XB] = E[R˜cA|XA, XB]E[R˜cB |XA, XB]. (5.49)
By a similar argument to that in Proposition 5.3.2, we obtain
E[R˜cA|XA, XB] ≤ E[Rc1] = E[WU ]/λ,
E[R˜cB|XA, XB] ≤ E[Rc1] = E[WU ]/λ. (5.50)
Thus
ET [W ′AW
′
B |XA, XB] ≤ (E[WU ]/λ)2. (5.51)
Combining Eqs. (5.46), (5.47) and (5.51), we obtain
E[W ′AW
′
B ] ≤ (E[WU ]/λ)2 + E[ET¯ [W ′AW ′B |XA, XB]] (5.52)
Now it remains to determine the second term of Eq. (5.52), which we denote as I2, i.e.,
I2 ≡ E[ET¯ [W ′AW ′B |XA, XB]]
= E[ET¯ [R
c
AR
c
B|XA, XB]]. (5.53)
Since
T¯ = (∪4l=1T¯Al) ∪ (∪4l=1T¯Bl), (5.54)
it follows that
I2 ≤ E
4∑
l=1
ET¯Al
[RcAR
c
B |XA, XB] + E
4∑
l=1
ET¯Bl
[RcAR
c
B|XA, XB]
= 2E
4∑
l=1
ET¯Al
[RcAR
c
B|XA, XB], (5.55)
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where the last equality is by symmetry.
Since RA = max1≤i≤4 RAi , RB = max1≤j≤4 RBj , where RAi (RBj ) is the distance from node A (B)
to node A’s (B’s) kth nearest neighbor in the ith (jth) quadrant of A’s (B’s) coordinate system, we have
RcA ≤
∑4
i=1 R
c
Ai
and RcB ≤
∑4
j=1 R
c
Bj
. Hence,
I2 ≤ 2E
⎡
⎣ 4∑
l=1
4∑
i=1
4∑
j=1
ET¯Al
[RcAiR
c
Bj |XA, XB]
⎤
⎦ . (5.56)
There are a total of 64 possible combinations of (l, i, j) in Eq. (5.56). We show in the following lemma
that each of the 64 terms is at most of the order λ−(1+c)+δ0 .
Lemma 5.4.3 For any (l, i, j) ∈ {1, 2, 3, 4}3,
E[ET¯Al [R
c
AiR
c
Bj |XA, XB]] ≤ C9λ−(1+c)+δ0 , (5.57)
for any δ0 > 0 and some constant C9 if λ is suﬃciently large, where C9 only depends on c, k and not on
λ.
The proof of Lemma 5.4.3 pretty much follows that in Proposition 5.3.2. On one hand, if the distance d
between nodes A and B is large, the probability that TAl occurs is low. On the other hand, the probability
that the distance d is small is low. The proof also uses the result in Lemma 5.2.2. The interested reader
is referred to [84] for a detailed account of the proof.
Combining Lemma 5.4.3 with Eqs. (5.52), (5.53) and (5.56), we obtain
E[W ′AW
′
B] ≤ (E[WU ]/λ)2 + 128C9λ−(1+c)+δ0 . (5.58)
With Eqs. (5.43)–(5.45) and (5.58), we obtain Eq. (5.42). 
With Propositions 5.4.1 and 5.4.2, We can prove Theorem 5.4.1 in a similar manner to Theorem 5.3.1.
5.5 Discussions
5.5.1 Interpretation of derived results
By Theorem 5.3.1 and 5.4.1, we reach the following corollary.
Corollary 5.5.1 As λ→∞,
Wc = Θ
(
Γ(c/2 + k)
(k − 1)! λ
1− c2
)
(5.59)
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with probability approaching 1, where Wc is the critical total power required for maintaining k-connectivity.
In general, the path loss exponent is 2 ≤ c ≤ 4, although our proof applies to any c > 0. In the case of
c > 2, Corollary 5.5.1 indicates that if the density is suﬃciently large, the increase in the density reduces
the critical total power, and in addition, the critical total power decreases as the path loss exponent
increases.
It has been shown by Penrose in [57] that if λ nodes are uniformly randomly placed on a Torus unit
square, and rλ represents critical common transmission range required by all nodes in order to ensure
k-connectivity, then
P (λπr2λ − logλ− (k − 1) log logλ+ log((k − 1)!) ≤ τ) = exp(−e−τ ).
By this equation, if
πr2λ =
logλ+ (k − 1) log logλ− log((k − 1)!) + τ
λ
(5.60)
and τ →∞ as λ→∞, the network has k-connectivity with probability approaching one.
Comparing with the critical total power derived under the uniform metric assumption (given in Eq.
(5.60) and a similar equation in [73]), we conclude that the critical total power can be reduced by a factor
of Θ((logλ)c/2) by allowing nodes to optimally choose diﬀerent levels of transmission power. This is not
subject to any speciﬁc algorithm, but rather a fundamental property in wireless networks.
5.5.2 Legitimacy of the system model
We claim that the assumption of a unit area region is an abstraction of the real world. The unit area is
not necessarily 1 meter2, but instead can be used to model a L2meter2 area. That is, we can rescale the
unit area to a square area with side length L and network density λ0. In this rescaled network, every
pair of nodes have a small chance to be very close to each other. A one-to-one correspondence between
the values in the unit-area network and those in the rescaled network can be made and is given in Table
5.2.
Consider the average power consumed by each node. In the unit-area network, the average power
consumed by each node is of order λ−c/2 (the constant that contains k is ignored). In the rescaled network,
since each edge is rescaled by a factor of L, the power consumption should be multiplied by a factor of
Lc. However, if we consider the side length L to be one unit, the node density in the corresponding
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Table 5.2: One-to-one correspondence between the values in the unit-area square and those in the L×L
square.
in the unit-area square in the L× L square
1 L
r Lr
λ = λ0L2 λ0
unit-area square becomes λ = λ0L2. Hence the average power consumption (in the rescaled network) is
now λ−c/2Lc = (λ0L2)−c/2Lc = λ
−c/2
0 , which only depends on the density λ0 in the rescaled network and
not on the side length L of the area. On the other hand, if we assume a common critical transmission
power among nodes for k-connectivity in the rescaled network, each node has to consume power in the
order of λ−c/20 (logλ0L
2)c/2,2 which tends to inﬁnity if λ0 is ﬁxed and L→∞.
5.5.3 Boundary conditions
So far, our discussion is based on Torus convention, which eliminates boundary conditions. We now
address the problem introduced by boundary conditions. For the lower bound, the introduction of
boundaries will only increase the nearest neighbor distance. Therefore, the lower bound we have derived
for Torus convention still hold when boundary conditions are considered. So we will focus on how the
upper bound is aﬀected by boundary conditions.
At the ﬁrst glance, boundary conditions may signiﬁcantly increase the upper bound. As in Figure
5.2, where the axes of each node’s coordinate system is in parallel with the side of the square region,
the node O is very close to the right side of the region. The ﬁrst quadrant of its coordinate system is
a narrow rectangle. Therefore, it is quite possible that the nearest neighbor in the ﬁrst quadrant has a
long distance to the node O itself.
However, if we rotate the square region by 45 degree, as shown in Figure 5.3, no quadrant of any
node is a long narrow rectangle. If a node is around the boundary of the monitored region, the main
quadrant that is aﬀected by the boundary is the one facing the boundary (e.g., the fourth quadrant of
node O in Fig. 5.3). However, if the distance between the node and the boundary d is small, the kth
nearest neighbor distance in this quadrant is upper bounded by
√
2d, which is also small. The other two
quadrants aﬀected by the boundary (e.g., the ﬁrst and the third quadrant of node O in Fig. 5.3) both
contain a cone with angle π/4. Therefore, the kth nearest neighbor distance in these two quadrants is
no larger than Rλ,k(π/4) (refer to Table 5.1). Overall, the chance of having a kth nearest neighbor with
2By Eq. (5.60), each node needs power rcλ = Θ((
log λ
λ
)c/2) (ignoring the less signiﬁcant terms) in the unit-area network.
Rescaling to the large network with side length L, each node needs power rcλL
c = Θ(λ
−c/2
0 (log(λ0L
2))c/2). Although the
Eq. (5.60) (comes from [57]) assumes n independently randomly placed nodes while our results are based on Poisson point
processes, they are comparable through Poissonization and De-Poissonization techniques (see [55]).
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Figure 5.2: The axes of each node’s coordinate
system are in parallel with the side of the square
region.
B
C
 O
A
Figure 5.3: The axes of each node’s coordinate sys-
tem and the side of the square region are of 45 degree.
long distance in any quadrant is small. Therefore, the upper bound derived in the previous section is still
valid even with boundary conditions.
5.6 Numerical Validation
We perform simulations to validate the theoretically derived results. In a unit-area square,3 λ nodes are
randomly generated, where λ ranges from 10 to 10240. The location of each node is uniformly randomly
distributed and is independent of each other (here we use a uniformly random process to approximate the
Poisson process). As we are considering a unit-area network, the node density is also the number of nodes
in the ﬁeld. We evaluate the lower bound and upper bound of the critical total power for 1-connectivity
and 3-connectivity. We consider power loss exponent c = 2, 3, and 4 and the transmission power of a
node is rc where r is the transmission range.
Figures 5.4 and 5.5 show the critical total power required for maintaining 1-connectivity and 3-
connectivity, respectively. The linear relationship in the log-log plot clearly demonstrates the power
relation between the critical total power Wc and the node density λ. The slope of the curves shows the
exact power exponent (i.e. 1− c/2) of the power relationship.
To further verify the exact power exponent of the power relationship, we plot the curves Wc/λ1−c/2
vs. λ in Figures 5.6 and 5.7, which clearly show Wc is proportional to λ1−c/2.
3All the numerical results in this section can be readily rescaled to a square region with arbitrary side length.
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Figure 5.4: Lower bounds and upper bounds of critical total power required for maintaining 1-connectivity
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Figure 5.5: Lower bounds and upper bounds of critical total power required for maintaining 3-connectivity
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Figure 5.6: For 1-connectivity: lower bounds and upper bounds of Wc/λ1−c/2, where Wc is the critical
total power required for maintaining 1-connectivity.
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Figure 5.7: For 3-connectivity: lower bounds and upper bounds of Wc/λ1−c/2, where Wc is the critical
total power required for maintaining 3-connectivity.
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5.7 Conclusion
We have shown in this chapter that in a heterogeneous wireless network in which wireless nodes are
distributed in a unit square region [0, 1]2 according to a Poisson point process with density λ and nodes
may transmit with diﬀerent levels of power, the critical total power required to maintain k-connectivity
is Θ(Γ(c/2+k)(k−1)! λ
1−c/2) with probability approaching 1, where c is the path loss exponent. This result is
obtained by deriving a lower bound and an upper bound on the critical total power. By comparing the
result against those obtained when all nodes use the uniform critical transmission power for k-connectivity
[57, 73], we conclude that with the use of (optimal) power control, the critical total power can be reduced
by a factor of Θ((logλ)c/2), irregardless of the power/topology control algorithm used.
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Chapter 6
Asymptotic Minimum Transporting
Energy and its Implication on
Wireless Network Capacity
6.1 Introduction
In wireless sensor networks, reducing power and energy consumption is always an important issue because
sensors are often powered with onboard batteries. The problem of power saving is often formulated into
minimizing the total power consumption while maintaining network connectivity or k-connectivity as
discussed in the previous chapter.
In this chapter, we approach the problem from a diﬀerent angle. Since the primary function of a
wireless network is to transport data packets and maintaining network connectivity is merely the under-
lying mechanism to support data transport, we consider the problem of minimizing energy consumption
when transporting a packet from a source to a destination in a wireless network. Algorithmically, the
problem can be solved using any shortest-path algorithm such as Dijkstra’s algorithm. However, it has
been left unattended what is the asymptotic minimum energy1 required to carry a packet from a source
to a destination in a wireless network, and especially, how this quantity scales as the network size goes
to inﬁnity. In this chapter we address the problem under the assumption that nodes are distributed as
a Poisson point process with density n in a unit square area, and the source and the destination are
separated by at least a constant distance.
We solve the formulated problem by deriving, based on percolation theory, an upper bound and a lower
bound on the asymptotic minimum energy required to transport a packet from a source to a destination
in a random network in a unit-square region. We show that if the source-destination distance is of order
Θ(1), both the upper and lower bounds are of order Θ(n(1−α)/2) with probability approaching one as the
network density goes to inﬁnity, where α is the path-loss exponent.
After the bounds are derived, we discuss how to extend the results to accommodate the cases (i)
that the network density is kept as constant but the network size goes to inﬁnity, and (ii) that both
the transmitting and receiving operations consume energy. In particular, we obtain the following more
general result in (i): in a network where nodes are distributed according to a Poisson point process
1which is termed as the minimum transporting energy in this chapter.
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with density n on an inﬁnite plane, the minimum energy required to carry a packet from a source to a
destination with distance l is Θ(n(1−α)/2l) with high probability if nl2 →∞.
We also demonstrate how to apply the derived results to solve other related problems. In particular,
the derived results can be used to determine the capacity bound in the case that directional antennas are
used for spatial reuse and the capacity bound in the case of ultra wide band (UWB) communications.
This is because in both cases the limiting factor for the capacity bound is the system energy. The derived
results can also be used to determine an upper bound on the network lifetime of wireless sensor networks.
We carry out simulations to both validate the theoretical derivation and estimate the associated
constant in the derived asymptotic function. The simulation results suggest that the minimum energy
required for transporting a data packet converges to n(1−α)/2l with high probability, where l is the
source-destination distance and n is the node density.
The rest of the chapter is organized as follows. In Section 6.2, we discuss the system model and
assumptions we have made for the rest of the chapter. We prove the lower bound on the minimum energy
required to transport a packet in Section 6.3 and the upper bound in Section 6.4. Following that, we
discuss the extensions in Section 6.5 and the applications of the derived results to network capacity and
lifetime bounds in Section 6.6. Finally, we present simulation results in Section 6.7, and conclude the
chapter in Section 6.8.
6.2 Model Assumptions
The network is composed of a set of wireless nodes that are distributed according to a Poisson point
process with density n in a two-dimensional unit square region [0, 1]2. We assume that the energy
required to directly transmit a packet from a sender to a receiver with distance d is dα,2 where 2 ≤ α ≤ 4
is the path loss exponent (although in our derivation of the minimum transporting energy, we only require
α ≥ 1). Let Xi denote the location of the ith node. Let R denote the minimum energy route for a given
source-destination pair, i.e, R = [X0, X1, · · · , Xk]. The minimum energy of the route (which is also
termed as transporting energy in this chapter) is thus
Q 
k−1∑
i=0
|Xi −Xi+1|α, (6.1)
where |Xi−Xi+1| denotes the Euclidean distance between Xi and Xi+1. The objective of this chapter is
to determine the asymptotic bounds of Q. The results are shown to hold with high probability (w.h.p.),
2Clearly, the energy also depends on the packet size and the transmission rate. We assume these factors contribute to a
constant factor, and hence are ignored in the derivation.
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which means the probability approaching 1 as the density n→∞. We assume the distance between the
source and the destination is Θ(1).
6.3 Lower Bound on the Energy Requirement
In this section, we establish a lower bound on Q. The key to the derivation is that, if it is possible for
the route R to be composed of mostly short hops, then potentially the minimum energy (Q) of a route
can be very small. Thus, our major task is to show that there is a suﬃciently large number of long hops.
The proof is based on the site percolation model.
Figure 6.1: Construction of the site percolation model. We divide the region into grids of edge length
c0/
√
n. A grid is said to be open if there is at least one Poisson point inside it; and closed otherwise.
Two grids are said to be adjacent if two grids share an edge or a vertex, i.e., grid (i, i) is adjacent to
(i− 1, i− 1), (i− 1, i), (i− 1, i+ 1), (i, i− 1), (i, i+ 1), (i+ 1, i− 1), (i+ 1, i), (i+ 1, i+ 1). An open grid
is denoted with a circle inside it. The dashed lines show all the possible open links.
6.3.1 Construction of the site percolation model
We divide the square region into grids of edge length c0/
√
n as depicted in Fig. 6.1. By adjusting the
constant c0, we can adjust the probability that a grid contains at least one node:
P (a grid contains at least one node) = 1− e−c20  p. (6.2)
A grid is said to be open if it contains at least one node, and closed otherwise. Two grids are said to be
adjacent if they share an edge or a vertex. Any grid is thus adjacent to eight other grids. For notational
convenience, we use (i) a path to refer to a list of grids such that any two neighboring grids in the list are
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adjacent; and (ii) a route to refer to a list of wireless nodes that are actually used to transport packets
from a source to a destination. By the convention in graph theory, we assume a path does not include
any grid twice, except that its ﬁrst grid may be the same as the last grid. A path is said to be open
(closed) if all the grids on the path are open (closed).
Important Properties of the Site Percolation Model As a ﬁrst step, we observe that if there is
an open path in the percolation model from the grid containing the source to the grid containing the
destination, then we can form a route from the source to the destination by picking one node from each
grid on the path. Every hop on this route is bounded from above by 2
√
2c0/
√
n. On the other hand, if
there is no such open path in the percolation model, then on any route (including the minimum energy
route) from the source to the destination, at least one hop is of length at least c0/
√
n. Indeed, if c0
and consequently p are suﬃciently small, and the distance, d, between the source and the destination is
suﬃciently large, there exists no open path between them in the percolation model w.h.p.. We formally
state and prove the above property in the lemma below.
Lemma 6.3.1 Let p be the probability that a grid is open in the site percolation model we have deﬁned
(Eq. (6.2)). Then the probability that there exists an open path of length m starting from a source is
upper bounded by
P (N(m) ≥ 1) ≤ 8
7
(7p)m, (6.3)
where N(m) is the number of open paths of length m starting from a given source.
Proof. The total number of paths of length m is upper bounded by 8 · 7m−1, because for the ﬁrst hop
there are at most 8 choices, and for each subsequent hop there are at most 7 choices. Each path of length
m is open with a probability of pm. Thus, the expected number of open paths of length m starting from
a given source is E[N(m)] = 8 · 7m−1 · pm. It then follows by the Markov inequality that
P (N(m) ≥ 1) ≤ E[N(m)] = 8
7
(7p)m. (6.4)

If we choose p < 1/7 and the distance (in terms of grids) between the source and the destination goes
to inﬁnity, then w.h.p. there is no open path between them.
The next result is patterned on the results derived in [31] (Eq. (2.49)) in which the bond percolation
model is used. Note, however, that we consider the site percolation model, and hence the proof is not
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exactly the same.
Lemma 6.3.2 Let A be the event that there exists an open path of length m starting from a given source
and FA the minimum number of grids that need to be turned open from closed in order for the event A
to take place. Then we have
Pp(A) ≥
(
p− p′
1− p′
)r
Pp′(FA ≤ r) (6.5)
for any 0 < p′ < p < 1, where Pp (Pp′) denote the probability measure with the site-open probability p
(p′), which is the probability that a grid is open .
Proof. See Appendix A.7.
6.3.2 Derivation of the lower bound
We are now in a position to prove the following major result.
Theorem 6.3.1 Assume that nodes are distributed in a unit square area according to a Poisson point
process with density n. If the distance between a source-destination pair is d ≥  > 0, the energy Q
(deﬁned in Eq. (6.1)) of the minimum energy route between them is at least c1n(1−α)/2 w.h.p. for some
constant c1 > 0. Speciﬁcally,
P (Q ≥ c1n(1−α)/2) ≥ 1− 87 · exp(−c2
√
n), (6.6)
as n→∞, for some constant c1, c2 > 0.
Proof. For any route between the source and the destination, we can construct a walk (which may include
some grids more than once) in the site percolation model, by including all the grids that intersect with
the route. The walk can be further trimmed into a path which contains the minimum number of closed
grids by removing unnecessary grids. The trimming process is illustrated in Fig. 6.2. We denote T ∗ as an
optimally trimmed path that contains the minimum number of closed grids. In what follows, we derive a
bound on the probability that the optimally trimmed path T ∗ contains at most c3
√
n closed grids, where
c3 is a constant yet to be determined.
Note that the distance between the source-destination pair in terms of grids is at leastm  d/(
√
2c0/
√
n) =
d
√
n/(
√
2c0). This implies the path length of T ∗ is at least m.
If T ∗ contains at most c3
√
n closed grids, then we can construct an open path from the source to the
destination, by turning at most c3
√
n closed grids into open grids. This further indicates that by turning
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Figure 6.2: The bold lines show a route from source S to destination D. We can construct a walk
(which is also a path) that is composed of grids that intersect with the route: [G0, G1, G2, G3, G4,
G5, G6, G7, G8, G9, G10, G11, G12, G13, G14]. Some of the grids can be removed from the path. For ex-
ample, G1 can be removed because G0 and G2 are connected (in our percolation model). Similarly,
G4, G8, G10, G13 can all be removed. There are multiple ways of trimming the path. For example, we
can also remove G3, G5 but keep G4. Among all the trimmed paths, we pick as T ∗ the one that con-
tains the minimum number of closed grids. Ties are broken arbitrarily. In the above example, the path
[G0, G2, G3, G5, G6, G7, G9, G11, G12, G14] contains minimum number (which is 1 in this case) of closed
grids.
at most c3
√
n closed grids into open ones, we can obtain an open path of length at least m starting from
the source. Now we apply Lemma 6.3.2. Let A denote the event that there is an open path of length m
starting from the source, and FA the minimum number of closed grids that need to be turned into open
in order for event A to take place. We conclude that FA ≤ r = c3√n if the trimmed path T ∗ contains at
most c3
√
n closed grids. By Lemma 6.3.2,
Pp′ (FA ≤ c3
√
n) ≤ Pp(A)
(
p− p′
1− p′
)−c3√n
. (6.7)
By Lemma 6.3.1,
Pp(A) =
8
7
· (7p)m = 8
7
· (7p)d
√
n/(
√
2c0). (6.8)
We can choose c0 such that p = 1 − e−c20 < 1/7. After ﬁxing c0 and p, we can choose k > 1/p and
p′ = kp−1k−1 < p. Now plugging the expression of p
′ and Eq. (6.8) into Eq. (6.7), we have
Pp′(FA ≤ c3
√
n) ≤ 8
7
· (7p)d
√
n/(
√
2c0) · kc3
√
n
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=
8
7
· exp
(√
n
(
d log(7p)√
2c0
+ c3 log k
))
. (6.9)
If we choose 0 < c3 < −  log(7p)√2c0 log k < −
d log(7p)√
2c0 log k
, we obtain
Pp′(FA ≤ c3
√
n) ≤ 8
7
· exp(−c2
√
n)→ 0 (6.10)
as n→∞, where
c2 = −  log(7p)√
2c0
− c3 log k > 0. (6.11)
Hence, the optimally trimmed path T ∗ contains more than c3
√
n closed grids with probability at least
p1  1− 87 · e
−c2√n (6.12)
if we choose the grid size c′0/
√
n such that 1− e−c′20 = p′.
We claim that for each closed grid on T ∗, there is exclusively one line segment with length at least
c′0/
√
n completely contained in a link on the minimum energy route. This is because, for each such closed
grid g, there must be a link l on the route that crosses the grid g either from two parallel sides of g or
from two adjacent sides of g. (An illustration is given in Fig. 6.3.) In the former case, the line segment
on the link and contained inside the grid g has length at least c′0/
√
n. In the latter case, we consider two
neighbor grids of g that also intersect with the link l. At least one of them is either not closed or not on
the optimally trimmed path T ∗ (otherwise, we can remove the closed grid g from the path T ∗). The line
segment on the link contained inside the grid g and the neighbor grid that is either not on the path T ∗ or
not closed has length at least c′0/
√
n. By induction on the number of grids intersecting a given link, we
can prove that any part of the above obtained line segment will not be reclaimed by other closed grids
on T ∗. An illustration is given in Fig. 6.3.
Therefore, we conclude that for each closed grid on T ∗, there is a link on the minimum energy route
that intersects with it. In addition, if a link on the route intersects with j closed grids on T ∗, the link has
length at least jc′0/
√
n. To derive the lower bound of the energy of the route, we can assume each link
only intersects at most one grid in T ∗, because if a link intersects with j closed grids on T ∗, its energy
will be greater than the energy of j links each with length c′0/
√
n since its length is at least jc′0/
√
n.3
Thus the route contains at least c3
√
n links each with length at least c′0/
√
n with probability at least p1
(deﬁned in Eq. (6.12)). Hence the total energy of the route is at least c3
√
n ·
(
c′0√
n
)α
= c3c′α0 n(1−α)/2
3Here we make use of the assumption α ≥ 1; otherwise, the statement may not hold.
130
with probability at least p1. Denoting c1 = c3c′α0 , we obtain
P (Q ≥ c1n(1−α)/2) ≥ p1 = 1− 87 · exp(−c2
√
n). (6.13)

B
A
G1 G3
G4
G5
G2
E
C
D
F
G6
Figure 6.3: Illustration that for each closed grid on T ∗, there exists exclusively one line segment completely
contained in a link on the minimum energy route with length at least c′0/
√
n. If a link crosses a closed
grid at the two opposite edges (as in the grid G1), the line segment (AB) on the link that is contained
by the grid have length at least c′0/
√
n. Hence without loss of generality, we can assume a link enters a
closed grid from its bottom and exits from its right (such as grid G4). If grid G3 is on the path T ∗, then
G6 is either not on the path T ∗ or open, because otherwise G4 can be removed from the path. In this
case, the line segment DF has length at least c′0
√
n. Similarly if G2 but not G3 is on the path T ∗, the
line segment CE has length at least c′0
√
n. If a link intersects more than one grid on the path T ∗, similar
analysis can be performed.
6.4 An Upper Bound on the Minimum Energy Consumption
In order to derive an upper bound on the minimum energy required to transport a packet over a wireless
network, we leverage the routing scheme devised in [26, 27] and show that there exists a routing scheme
that can achieve the energy bound. As will be discussed later, the energy bound turns out to be of the
same order of the lower bound that we have derived in Section 6.3.
6.4.1 Construction of the backbone network
The routing scheme lays a wireless backbone network that carries packets across the network at the
desired rate. The backbone network is composed of mostly short hops (and hence consumes low energy),
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and is obtained through the percolation theory.
To construct the backbone network, we divide the area into square grids of edge length c5/(
√
2n).
The new grid system is depicted in Fig. 6.4 (a). Note that the grid system is constructed diﬀerently
from that in Section 6.4: grids in this grid system are not arranged in a vertical-horizontal fashion, but
are 45 degree tilted. Then, as depicted in Fig. 6.4 (b), for each of the one half of grids in the system, we
draw a horizontal edge across it and for each of the other half of grids, a vertical edge across it. (Both
the horizontal and vertical edges are depicted in thick lines in Fig. 6.4 (b).) An edge is said to be open
if there exists at least one node (from the Poisson point process) in the grid that contains the edge and
closed otherwise. In this fashion we obtain a bond percolation model. The probability that an edge is
open is independent of all other edges, and can be expressed as
p = 1− e−c25/2. (6.14)
,
(a) New grid system (b) Edges for the bond percolation model
Figure 6.4: Construction of the bond percolation model. We divide the unit square area into square grids
of side length c5/(
√
2n). A grid is said to be open if it contains at least one point in the Poisson point
process and closed otherwise. The edge that crosses an open (closed) grid is said to be open (closed).
Next we divide the network area into horizontal rectangles, R¯n, of size 1 × c5√n log
√
n
c5
. Each of the
rectangles thus has m× logm grids in the bond percolation model, with m = √n/c5 (as the edges have
length 1m). As proved in [26] (Theorem 1), there exist many open paths from left to right inside each
such rectangle R¯n.
Lemma 6.4.1 (Theorem 1 in [26]) If c5 is suﬃciently large, there exists a constant β = β(c5) > 0 such
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that w.h.p. there are β logm = β log
√
n
c5
disjoint open paths that cross each rectangle R¯n from left to
right.
This result does not give a bound on the length of the paths. However, we can bound the length of
the shortest open path in each rectangle R¯n as follows.
Lemma 6.4.2 If c5 is suﬃciently large, there exists a constant β = β(c5) > 0 such that w.h.p. the
shortest open path crossing each rectangle R¯n has length not larger than 2m/β.
Proof By Lemma 6.4.1, w.h.p., there are β logm disjoint open paths in each rectangle R¯n. If every open
path in a rectangle has a length greater than 2m/β, the total number of edges held by all the disjoint,
open paths in the rectangle is larger than 2m logm. However, the total number of edges in each rectangle
is equal to the number of original grids (as depicted in Fig. 6.4(a)) in that rectangle, which is 2m logm.
By the pigeonhole principle, we reach a contradiction, and hence at least one open path in each rectangle
has length not greater than 2m/β and so does the shortest open path. 
We can also divide the area into vertical rectangles and obtain the same results for paths that cross
the area from the bottom to the top. With the use of a simple union bound argument, we conclude that
there exist at least one horizontal open path and one vertical open path with length at most m/β in each
horizontal rectangle and vertical rectangle simultaneously w.h.p.. These paths constitute the backbone
network we are going to use in the routing scheme.
6.4.2 Routing scheme
The routing scheme operates as follows. Packets are transported from the source to the destination in
the above backbone network via three phases: the draining phase, the backbone phase, and the delivery
phrase. In the ﬁrst (draining) phase, the source sends packets directly to a node on a horizontal open path
of the backbone network. In the second (backbone) phase, packets are transported along the horizontal
open path and reach a vertical open path. In the third (delivery) phase, a node in the vertical open
path sends packets directly to the destination. In what follows we discuss the detailed operations in each
phase.
Draining phase
In the draining phase, packets are carried from the source to the backbone network. We ﬁrst evenly
divide the square area into m/ logm horizontal slabs of width logmm , where m =
√
n/c5. Now since there
are exactly as many slabs as the rectangles, we can enforce nodes in the ith slab to send their packets
using the shortest open path in the ith rectangle. More precisely, an entry point in the ith horizontal
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path can be assigned to each source in the ith slab. As shown in Fig. 6.5, the entry point is chosen to
be the node on the shortest open path in the ith horizontal rectangle that is closest to the vertical line
drawn from the source point. By Lemma 6.4.1, the distance between a source and its corresponding entry
point is never larger than (c5/
√
n) log(
√
n/c5) + c5/
√
n (since the source and the entry point are in the
same rectangle R¯n their vertical distance is at most (c5/
√
n) log(
√
n/c5), and their horizontal distance is
at most c5/
√
n by the choice of the entry point).
Source
entry point in the horizontal path
Figure 6.5: A source transmits packets directly to the entry point on a horizontal open path.
Backbone phase
Similarly we can divide the square area into m/ logm vertical slabs. Once a packet is transmitted to
the entry point, it is carried along the corresponding horizontal path until it reaches the crossing point
with the target vertical open path. The target vertical open path is determined by the vertical slab that
contains the destination node, i.e, if the destination is in the ith vertical slab, the target vertical open
path is the shortest open path in the ith vertical rectangle.
Delivery phase
In the delivery phase, packets are transported from the exit point of the vertical open path to the
destination directly, where the exit point for a given destination is deﬁned as a node in the grid on the
vertical open path whose center (i.e., the center of the grid) is closest to the horizontal line drawn from the
destination. Again by a similar line of argument, the destination from the exit point to the destination
is at most (c5/
√
n) log(
√
n/c5) + c5/
√
n.
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6.4.3 Energy consumption for transporting a packet
We now show that the energy consumed to transport a packet using the routing scheme presented in
Section 6.4.2 is O(n
1−α
2 ). Clearly it is suﬃcient to show this is true in each phase of the routing scheme.
Draining phase
Since the distance from each source X to the entry point X1 is never larger than c5√n (log
√
n
c5
+ 1), the
required energy in this hop is
q1 = |X −X1|α
≤
(
c5(1 + log(
√
n/c5))√
n
)α
≤ c6n(1−α)/2. (6.15)
Clearly the last inequality holds if n is suﬃciently large for any c6 > 0.
Backbone phase
By Lemma 6.4.2, a message needs to travel at most 2m/β hops on a horizontal open path and at most
2m/β hops on a vertical open path before it reaches the exit point. Since each hop length is at most
2c5/
√
n, the total energy consumption on the backbone phase is
q2 ≤ 2 · 2m/β · (2c5/
√
n)α
=
4
β
√
n/c5(2c5/
√
n)α
=
2α+2
β
cα−15 · n
1−α
2 . (6.16)
Delivery phase
In the delivery phase, an exit point on the vertical path sends packets to the destination node directly.
Again, the distance from the exit point to the destination node is upper bounded by (c5/
√
n)(log(
√
n/c5)+
1). With a similar analysis performed in the draining phase, we can upper bound the energy consumption
by
q3 ≤ c6n(1−α)/2, (6.17)
if n is suﬃciently large for any given c6 > 0.
Summing up the energy consumption in all three phases, we obtain an upper bound on the energy
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required to transport a packet in a network from source to destination.
Theorem 6.4.1 With the assumptions we have made in Section 6.2, the minimum energy required to
transport a packet from a source to a destination in a unit-square area is upper bounded by c7(n(1−α)/2)
w.h.p., where c7 = 2c6 + 2α+2cα−15 /β is independent of n.
Remarks on load balancing In the derivation, we do not consider the issue of load balancing, as
our focus is on the minimum energy required to transport a packet between a source-destination pair.
However, load balancing can be achieved, while maintaining the same order of minimum energy con-
sumption. By applying the pigeonhole principle, for any 0 < γ < β (where β is deﬁned in Lemma 6.4.1),
one can show that w.h.p. at least γ logm disjoint open paths in each rectangle have a length of at most
2m/(β − γ). Combining all the open paths in all rectangles, we can obtain γm disjoint horizontal open
paths and γm disjoint vertical open paths, all of which are of length at most 2m/(β − γ). Thus we can
evenly distribute the traﬃc on the γm open paths to balance the traﬃc load while still consuming the
minimum order of energy.
Combining Theorems 6.3.1 and 6.4.1, we reach the major conclusion in this chapter.
Corollary 6.4.1 Assume that nodes are distributed in a unit square area according to a Poisson point
process with density n. If the distance between a source-destination pair is Θ(1), the minimum energy
required to transport a packet from the source to the destination is Θ(n(1−α)/2) w.h.p..
6.5 Extensions
In this section, we discuss how to extend the results to accommodate the case (i) that the network density
is kept as a constant but the area of the network goes to inﬁnity, and (ii) that both the transmitting and
receiving operations consume energy.
6.5.1 Extension to the case that the network size grows
One may wonder if the derivation holds true in the case of very short distance scale (e.g., of order less than
or equal to n−1/2), as the energy, dα, incurred in transmission may not be accurate in this case (where d
is the distance between a sender and a receiver). Our understanding is that the unit area square (which
is widely used) is a miniature of the real world and can be “resized” to obtain parameters of interest.
That is, we consider a (rescaled) network with a ﬁxed node density D in a square region with side length
l →∞. If we scale such a network back to unit-area with side length 1, the node density in the unit-area
network is now Dl2 (Table 6.1 shows the corresponding values in the rescaled network and those in the
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Table 6.1: Corresponding values in the rescaled (large) square and those in the original unit-area square.
values in the rescaled in the unit-area
of interest square square
side length l l′ = 1
density D λ′ = Dl2
original one). By Corollary 6.4.1, the minimum energy required in the unit-area disk is (Dl2)(1−α)/2. As
compared with the unit-area network, each edge in the rescaled (large) network is multiplied by l, and the
energy consumed at each hop (and hence the total energy consumption) is multiplied by lα. Therefore,
the energy consumed to carry a packet from a source to a destination with distance Θ(l) in the rescaled
network is
Θ((Dl2)(1−α)/2 · lα) = Θ(D(1−α)/2l). (6.18)
It is interesting to observe that although the energy consumed at a single hop scales as lα, the energy
consumed through multiple hops scales linearly with l and decreases as the node density increases. We
also note that Eq. (6.18) does not require that D be constant. Instead, the only assumption required
(for the asymptotic proof in Section 6.3 and 6.4) is that Dl2 goes to inﬁnity.
More generally, for any given source destination pair with distance l, we can construct a square with
a side length of Θ(l) which contains both the source and the destination. Therefore, we can easily obtain
the following result.
Corollary 6.5.1 Assume that nodes are distributed as a Poisson point process with density D in an
inﬁnite plane. If the distance between a source-destination pair is l, the minimum energy required to
transport a packet from the source to the destination is Θ(D(1−α)/2l) w.h.p., as Dl2 →∞.
6.5.2 Extension to the case that both transmitting and receiving operations
consume power
In the derivation in Sections 6.3–6.4, we only consider the energy consumption incurred in the transmission
activities. It has been indicated (e.g. [9]) that a wireless node also consumes energy when it receives
packets. As the amount of energy consumed in receiving a packet is usually a constant,4 the total energy
consumed at the receivers only depends on the number of hops.
To ﬁgure in the energy consumed in receiving packets, we consider the rescaled network as above.
4The energy consumed in transmitting a packet also contains a constant term (in addition to the dα term), and can be
ﬁgured in together with the receiving energy.
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The number of hops has been shown to be upper bounded by O(
√
Dl2). Therefore the total energy
required to transport a packet from a source to a destination with distance Θ(l) is upper bounded by
O(D1/2(1+D−α/2)l) w.h.p.. The original lower bound in the case that does not consider receiving energy,
Ω(D(1−α)/2l), still serves as a lower bound in the case that considers both transmitting and receiving
energy. Notice that, if the node density D is no more than a constant, the two bounds are still in the
same order.
6.6 Application to Other Energy-Related Problems
In this section, we demonstrate how to apply the results derived in earlier sections to solve other energy-
related problems. We give (i) an network capacity bound (that is more improved than that derived in
[54]) under Ultra Wide Band (UWB) communication, (ii) a network capacity bound using directional
antennas (which is equivalent to the result obtained in [5]), and (iii) a new asymptotic network lifetime
upper bound.
In the following discussions, we return to the case of a unit-square area which is used in the literature,
so that a fair and meaningful comparison can be made.
6.6.1 Network capacity in the case of UWB
Negi and Rajeswaran [54] derived the capacity bounds of power constrained ad-hoc networks, and showed
that under the assumption that arbitrarily large bandwidth can be used, the per node capacity in a wireless
network in a unit square is upper bounded by O((n log n)(α−1)/2 and lower bounded by Ω( n
(α−1)/2
(logn)(α+1)/2
).
We now derive tighter bounds using the bounds we have obtained in Section 6.3–6.4. For the ease of
understanding, we will ﬁrst provide necessary background and several results in [54] that pertain to our
derivation.
Background
Additional assumptions on the system model We still consider a square of unit area, in which
nodes are distributed according to a Poisson point process with density n. In addition, we make the
following assumptions: (i) each node has a power constraint W0; (ii) the underlying communication
system has an arbitrarily large bandwidth B (i.e., B →∞); (iii) an ambient Gaussian noise model with
the power spectral density of N0/2 and the signal noise power loss of 1/dα is used, where d is the distance
and α > 2 is the distance loss exponent; and (iv) capacity-achieving Gaussian channel codes are assumed
for each link. Thus, each link can support a data rate determined by the Shannon capacity of that
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link [18], i.e., r = B log(1 + SINR). Similar to [54], we use log(·) to denote loge(·) and the capacity is
expressed in units of nats [18]. The SINR of the transmission from node i to node j can be computed as
SINR =
Wigij
BN0 +
∑
k∈I Wkgkj
, (6.19)
where Wi denotes the transmission power of node i, gij = |Xi −Xj |−α denotes the power loss between
node i and j, and I is the set of nodes that are simultaneously transmitting.
Performance metric All nodes send traﬃc at a rate of r(n) nats per second to their corresponding
destinations. The source-destination pairs are uniformly and randomly selected, so that each node is
exactly the destination of one source. A uniform throughput r(n) is feasible if there exists a routing
and scheduling scheme that can satisfy the throughput requirement of r(n) nats per second for each
source-destination pair. The maximum feasible uniform throughput is the uniform throughput capacity,
and is the performance metric studied in this section.
The objective is to bound the uniform throughput capacity by a function of n. We say that the
uniform throughput capacity r(n) is of order Θ(f(n)) if there exist deterministic constants c1 > c0 > 0
(w.r.t. n) such that
lim
n→∞Prob(r(n) = c0f(n)) is feasible ) = 1, (6.20)
lim
n→∞Prob(r(n) = c1f(n)) is feasible ) < 1. (6.21)
If only Eq. (6.20) is satisﬁed, we say that the uniform throughput capacity r(n) is of order (or lower
bounded by) Ω(f(n)). If only Eq. (6.21) is satisﬁed, we say that the uniform throughput capacity r(n)
is of order (or upper bounded by) O(f(n)).
Bandwidth requirement An additional interesting question is how fast the bandwidth B should grow
in order to satisfy the derived capacity bounds. It has been shown in [54] that the bandwidth should
grow at least as fast as Θ(n(α+1)/2) in order to obtain the capacity bounds thus derived. Later in this
chapter we will show: (i) for the upper bound, the bandwidth requirement is arbitrary (i.e., the upper
bound holds even for ﬁnite value of B), (ii) for the lower bound, the bandwidth requirement is Ω(nα/2).
Upper bound of the capacity
To prove an upper bound of the capacity, we ﬁrst establish a relation between power consumption and
the transmission rate. Assume node i transmits to node j with power Wi and the transmission rate rij
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(according to the Shannon capacity) is
rij = B log(1 +
Wigij
BN0 +
∑
k∈I Wkgkj
)
≤ B log(1 + Wigij
BN0
)
≤ Wigij
N0
=
Wi
N0|Xi −Xj |α , (6.22)
where the ﬁrst inequality results from ignoring the interference term, the second inequality results from
log(1 + x) ≤ x, and the last equation follows from the deﬁnition of gij . Therefore,
Wi ≥ rijN0|Xi −Xj |α.
Now consider an arbitrary route Ri = [Xi1 , Xi2 , · · ·XiK ] from a source to a destination. Let ri denote the
achieved throughput on the route Ri. Then, by Eq. (6.22), the total power consumption on this route is
W (Ri) 
k−1∑
j=1
Wij ≥ ri(n) ·N0
K−1∑
k=1
|Xik −Xik+1 |α = ri(n)N0Qi (6.23)
where the last equation results from the deﬁnition of Q (Eq.(6.1)). Intuitively, since the average power
consumption on each route is bounded, the achievable rate ri is determined by Qi. As we have shown
that Qi is lower bounded by Ω(n(1−α)/2) w.h.p., the achievable rate ri is upper bounded by O(n(α−1)/2).
Now we present a rigorous analysis.
Lemma 6.6.1 (i) W.h.p., the number of nodes in the ﬁeld is between n/2 and 2n.
(ii) With our ways of choosing source-destination pairs, there exists  > 0 such that the number of pairs
with distance at least  is at least n/8 w.h.p..
Proof: Refer to Appendix A.8.
We now give the major result in this section.
Theorem 6.6.1 With the assumptions we have made in Section 6.6.1, the network capacity is upper
bounded by O(n(α−1)/2) w.h.p. as n→∞ .
Proof. Let J denote the set of routes with the distance between the source-destination pair at least
. By Lemma 6.6.1, we have n/8 ≤ |J | ≤ 2n w.h.p.. Summing up the power consumption (Eq. (6.23))
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over all the routes in J , we have
∑
i∈J
W (Ri) =
∑
i∈J
ri(n)N0Qi. (6.24)
Since we are interested in the uniform capacity bound r(n) achieved by all routes, we have
∑
i∈J
W (Ri) ≥ r(n)
∑
i∈J
N0Qi. (6.25)
In Theorem 6.3.1, we have shown that there exist c1, c2 > 0 such that
P (Qi ≤ c1n(1−α)/2) ≤ 87 exp(−c2
√
n) (6.26)
for a given source destination pair i with distance at least . Without loss of generality, we can assume
|J | ≤ 2n because otherwise we may only keep the ﬁrst 2n routes in J . Thus
P (∃i ∈ J, s.t. Qi ≤ c1n(1−α)/2) ≤ 2n · 8
7
exp(−c2
√
n). (6.27)
Note that the right term in the above expression converges to 0 as n→∞, and hence w.h.p. we have at
least n/8 routes, each with at least power c1n(1−α)/2. In addition, w.h.p. the total power of all routes in
J is at most 2nW0 by Lemma 6.6.1(i). Plugging these results into Eq. (6.25), we obtain that w.h.p.
r(n) ≤ 2W0
N0c1n(1−α)/2/8
=
16W0
N0c1
· n(α−1)/2. (6.28)
This completes our proof. 
Two remarks are in order for the upper bound. First, the upper bound is derived under the assumption
of arbitrary value of B (including ﬁnite value). Second, the upper bound is sharper than that presented
in [54].
Lower bound of the capacity
A lower bound on the network capacity in the case of UWB communication can be obtained in a similar
way as in the derivation of the upper bound on the minimum energy required to transport a packet
between a source-destination pair. Speciﬁcally, a packet is still delivered in three phases as discussed
in Section 6.4.2. In what follows, we discuss each of the three phases, with emphasis on the diﬀerence
between schemes used in Section 6.4.2 and here, and show that any source-destination pair can achieve
a throughput of order n(α−1)/2 via the routing strategy.
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Draining phase In the ﬁrst phase, we now divide the region into β
√
n/c5 (which is equal to the
number of disjoint horizontal paths) horizontal slabs, and let a source node in the ith slab directly send
its message to the node (called entry point) with the shortest horizontal distance in the ith horizontal
path.
By Lemma 6.4.1, the distance between a source and its corresponding entry point is never larger than
(c5/
√
n)(log(
√
n/c5)+1) (since the source and the entry point are in the same rectangle R¯n their vertical
distance is at most (c5/
√
n) log(
√
n/c5), and their horizontal distance is at most c5/
√
n by the choice of
the entry point). The achievable rate from each source Xi to the entry point is
ri =
W0
N0|Xi −Xi1 |α
≥ W0
N0
( √
n
c5(1 + log
√
n/c5)
)α
≥ c6n(α−1)/2. (6.29)
Clearly the last inequality holds if n is suﬃciently large for any given c6 > 0. Therefore, the rate
c6n
(α−1)/2 is achievable as long as there are β log(
√
n/c5) horizontal paths in every rectangle R¯n. Since
the latter takes place w.h.p., the rate c6n(α−1)/2 is achievable w.h.p.
Backbone phase Similarly we divide the region into β
√
n/c5 vertical slabs. In the second phase, once
a packet is transmitted to a horizontal path, it is carried along the path until it reaches the target vertical
path, where the target vertical path is determined by the vertical slab that contains the destination node
(i.e., if a destination is in the jth vertical slab, its target vertical path is the jth vertical path).
The following lemma has been proved in [26],
Lemma 6.6.2 The probability that each slab contains less than c5
√
n/β nodes tends to one when n→∞.
Therefore, w.h.p., every node in the backbone (on the horizontal path, the vertical path, or both), will
need to relay traﬃc at a rate ri ≤ 2 · (c5√n/β) · c6n(α−1)/2 = 2
√
2c5c6nα/2/β. In the backbone phase, a
node only needs to transmit packets to its next hop node and the transmission distance is at most c5/
√
n.
Thus, the power consumption on each node Wi is
Wi ≤ riN0(c5/
√
n)α
≤ (2
√
2c5c6nα/2/β) ·N0(c5/
√
n)α
= 2c6(c5
√
2)α+1N0/β. (6.30)
If we choose c6 ≤ W0β2N0(c5√2)α+1 , we have Wi ≤W0. Thus, the backbone can support a rate of c6n
(α−1)/2
for each source w.h.p..
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Delivery phase The routing strategy is identical to that used for minimizing the transporting energy
and the analysis is almost identical to that in the ﬁrst phase. Hence we do not elaborate on the arguments.
In summary, we have proved the lower bound of the network capacity as follows.
Theorem 6.6.2 With the assumptions we have made in Section 6.2, the network capacity is lower
bounded by Ω(n(α−1)/2) w.h.p..
Bandwidth requirement
As mentioned in Section 6.6.1, the upper bound of the capacity applies to arbitrary values of bandwidth
B (including ﬁnite values). Hence we only need to focus on the bandwidth requirement for ensuring the
lower bound of the capacity. Clearly it is suﬃcient to show with the required bandwidth, each phase can
still support throughput of the same order of magnitude. In what follows we only address the achievable
throughput in the second (backbone) phase because it is the bottleneck phase which limits the network
capacity.
By the Shannon capacity, the link rate on a hop from node i to j in the second phase is
rij = B log(1 +
Wid
−α
ij
BN0 +
∑
k∈I Wkd
−α
kj
), (6.31)
where dij represents the distance between node i and j. To reduce the interference, we ﬁrst apply a simple
TDMA scheme in which when a node j is in the receiving mode, no node in any of its neighboring grids
transmits except node i. With this TDMA scheme, each node can transmit with a constant fraction of
time. To bound the total interference, all interfering nodes must have a distance of at least g  c5/
√
2n
(where g is the grid size) from the receiving node j. Also, consider the grids surrounding the grid
containing j and divide them into nested rectangular rings based on their (inﬁnite-norm) distance from
the grid containing j. With this division, the innermost ring contains 8 grids, the second innermost ring
contains 16 grids, and in general the kth innermost ring contains 8k grids.
Since each grid has at most one node transmitting and a node in the kth ring has a distance of at
least (k − 1)g from the receiving node j, the total interference can be bounded by (noticing that nodes
in the innermost ring do not transmit except node i)
∞X
k=2
8k((k − 1)g)−α = g−α
∞X
k=2
8k((k − 1))−α
≤ g−α
Z ∞
1
(x−α + x1−α)
= g−α(
1
1− α +
1
2− α )
= c8n
α/2, (6.32)
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where c8 = c−α5 2
α/2( 11−α +
1
2−α ). Under the assumption that α > 2, we have
rij ≥ B log(1 +
Wid
−α
ij
BN0 + c8nα/2
). (6.33)
Since each node can transmit with power W0 and dij ≤ 2
√
2g = 2c5/
√
n,
rij ≥ B log(1 + W0(2c5)
−αnα/2
BN0 + c8nα/2
). (6.34)
Since the function x log(1 + a/(x+ c)) is an increasing function of x for any given positive values of a, c,
if we let B ≥ c9nα/2, we have
rij ≥ c9nα/2 log(1 + W0(2c5)
−α
c9N0 + c8
)
= c10nα/2, (6.35)
which is the desired throughput. In conclusion, under the assumption α > 2, the bandwidth required for
achieving the network capacity of order Θ(n(α−1)/2) is Ω(nα/2).
6.6.2 Network capacity with the use of directional antennas
Peraki and Servetto [5] studied the problem of network capacity in wireless networks with directional
antennas. By the assumption in [5] that directional antennas can generate arbitrarily narrow beams,
wireless interference can be ignored and the major constraint for limiting the network capacity is the
energy consumption. One of the major results obtained in [5] is that the network capacity with the use
of directional antennas is upper bounded by Θ(
√
n logn) if all nodes choose a common power to maintain
connectivity. As given in [35], the common transmission radius r required to maintain connectivity
satisﬁes
πr2 =
logn+ ηn
n
, (6.36)
for some ηn →∞ as n→∞.
Now we show how the results derived in this chapter can be used to obtain the same capacity bound.
Normally we assume the transmission power for a transmission radius r is rα. The transmission power
is just the transmission energy per unit of time. Based on Eq. (6.36), in any one unit of time, the total
available transmission energy in the network is Θ(n ·( lognn )α/2). As we have proved in Sections 6.3–6.4, for
each source-destination with distance at least  > 0, the minimum energy required to transport a packet
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from a source to a destination is Θ(n(1−α)/2). Therefore, the total network capacity is upper bounded by
Θ(n · ( log nn )α/2)
Θ(n(1−α)/2)
= Θ(
√
n(logn)α). (6.37)
At the ﬁrst glance, this bound is higher than the upper bound Θ(
√
n logn) given in [5] since usually
2 ≤ α ≤ 4 in practice. However, throughout the derivation in Sections 6.3–6.4 we only assume α ≥ 1.
Taking α = 1, we obtain the same upper bound as that in [5].
6.6.3 Upper bound of the lifetime of wireless sensor networks
If a power management scheme can be properly deployed in a wireless sensor network to determine when
sensor nodes should go to sleep (in the lack of communications/sensing activities) and when they should
wake up (to perform their sensing/communications tasks), we can assume that energy is only consumed
when a sensor transmits/receives data packets. In such a power-managed sensor network, the results
derived in Sections 6.3–6.4 can be used to obtain an upper bound on the network lifetime. For example,
if we assume each sensor node has a constant initial energy and each node transmits to a random
destination at a constant rate, then the network lifetime is upper bounded by Θ( 1Q ) = Θ(n
(α−1)/2).
(Even in the case that a power management scheme is not used and all the sensor nodes are kept awake
consuming energy in their idle states, the derived upper bound on the network lifetime still serves as an
upper bound.)
6.7 Simulation Results
We have carried out a simulation study to validate the derived results and to estimate the associated
constant in the energy equation Θ(n(1−α)/2) in Corollary 6.4.1. The reason for validating the derived
results is because the network behavior/property is analyzed in the asymptotic sense (e.g., as the network
size grows to inﬁnity). It is not clear whether or not the results hold in a ﬁnite region (or, alternatively,
beyond what network size the network will exhibit the asymptotic properties).
Energy vs distance A total of 10 simulation runs are carried out in a unit-area square with a node
density 100 nodes per unit-area. The node positions are uniformly and randomly distributed. In each
simulation run we randomly choose 10 source-destination pairs and calculate the minimum energy required
to transport packets between each source-destination pair using Dijkstra’s algorithm. Figure 6.6 shows
the minimum energy versus the source-destination distance under diﬀerent values of path loss exponent
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Figure 6.6: The relationship between the minimum energy incurred on a multiple-hop path and the
source-destination distance.
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Figure 6.7: The average, energy incurred per unit of distance on a multi-hop, minimum-energy path and
its standard deviation. Note that the size of the error bar is twice the standard deviation.
α. As shown in Figure 6.6, there exists a clear linear relationship between the minimum energy and the
source-destination distance. Such a relationship has been predicted in Eq. (6.18).
To remove the eﬀect of the source-destination distance, we consider the energy consumed per unit
of distance, deﬁned as the minimum energy divided by the source-destination distance. For each of the
10 experiments, we evaluate the average energy consumed per unit of distance among the 10 source-
destination pairs as well as its standard deviation. As shown in Figure 6.7, for a ﬁxed node density, the
energy consumed per unit of distance is some constant value.
Energy consumed per unit of distance vs node density Now we study how the energy consumed
per unit of distance changes as the node density increases. This set of simulation runs are similar to the
ﬁrst set, except that the node density is varied from 10 to 105. Then we carry out 10 simulation runs,
in each of which 10 source-destination pairs are randomly selected. For each value of node density, we
calculate the average energy consumed per unit of distance, and its standard deviation, over all source-
destination pairs that are apart from each other by a distance of at least 0.5.5 Figure 6.8 gives the energy
consumed per unit of distance versus the node density. The linear relation in the double log scale graph
5This complies with the assumption in our theoretical analysis that the distance between a source and a destination
is non-diminishing as the node density increases. This assumption is necessary because if the source-destination distance
is extremely small such that they are one-hop away on the the minimum energy route, the minimum energy required to
transport packets between them is lα, and is independent of n.
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Figure 6.8: The relationship between the energy consumed per unit of distance on a multi-hop, minimum
energy path and the node density.
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Figure 6.9: The relationship between the constant factor and the node density.
suggests a power relation between the energy and the node density. Again this has been predicted in Eq.
(6.18) as well as Corollary 6.4.1.
Finally we would like to quantify the constant associated with Eq. (6.18) and study whether or not
the constant converges. Figure 6.9 gives E
n(1−α)/2l vs. the node density, where E is the minimum energy
required to transport packets, n the node density, and l the source-destination distance. The value,
cn  En(1−α)/2l , shown in the y-axis is the constant factor in Eq. (6.18). As shown in Figure 6.9, the
constant factor converges to 1 with high probability as the node density goes to inﬁnity (because the
standard deviation becomes smaller and smaller as the density increases). Based on the observation, we
make the following conjecture.
Conjecture 6.7.1 Assume that nodes are distributed in a unit square area according to a Poisson point
process with density n. Given a ﬁxed source-destination pair and their distance l ≥  > 0, the minimum
energy required to transport a packet from the source to the destination is n(1−α)/2l w.h.p., as the density
n→∞.
6.8 Conclusion
In this chapter, we have derived both the lower and upper bounds of the asymptotic minimum energy
required to transport packets from a source to a destination in a random wireless network. Under the
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assumption that nodes are deployed according to a Poisson point process with node density n in a unit
square area and the source-destination distance is non-diminishing, we prove, based on the percolation
theory, that the minimum energy required to transport a data packet from a source to a destination is
Θ(n(1−α)/2) w.h.p., where α is the path loss exponent. We have also discussed how to extend the results
to accommodate the cases (i) that the network density is kept as constant but the network size goes to
inﬁnity, and (ii) that both the transmitting and receiving operations consume energy.
We have demonstrated how to leverage derived results to derive the network capacity of wireless
networks equipped with directional antennas, the network capacity of wireless networks that operate
in UWB, and the upper bound of the lifetime of wireless sensor networks. We believe the results and
the proof techniques can be applied to derive the asymptotic conditions on other parameters in wireless
networks, as long as the limiting factor for the parameters of interest is the energy.
Finally, we have carried out simulations to validate the derived results and to estimate the constant
factor associated with the bounds on the minimum energy. Based on the simulation results, we conjecture
that the minimum energy required to transport packets between a source-destination pair that is separated
by the distance l converges to n(1−α)/2l w.h.p.. This is subject to further theoretical investigation.
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Chapter 7
Conclusion and Future Work
In this thesis, we have investigated several issues related to the performance limits of wireless sensor
networks with respect to coverage, connectivity, lifetime, power, and network capacity. Speciﬁcally, we
have studied the following questions:
(1) We have investigated the issues of maintaining coverage and connectivity by choosing a minimum
subset of sensor nodes to operate in the active mode in wireless sensor networks. We ﬁrst derive the
relationship between coverage and connectivity, and show that if the radio range is at least twice the
sensing range, then complete coverage implies connectivity. Hence, if the condition holds, we only need
to consider the coverage problem. Then, we derive a set of optimality conditions to minimize the overlap
(which will in turn minimizes the number of working nodes) while ensuring coverage. Based on the
optimality conditions, we then devise a decentralized and localized density control algorithm, OGDC.
OGDC is fully localized and can maintain coverage as well as connectivity, regardless of the relationship
between the radio range and the sensing range. Ns-2 simulations show that OGDC outperforms several
existing algorithms with respect to the number of working nodes and network lifetime, and achieves
almost the same coverage as the best algorithms.
(2) We have investigated the lifetime upper bound of of wireless sensor networks. We have ﬁrst derived
necessary and suﬃcient conditions on the node density required to ensure k-coverage (in the asymp-
totically almost sure sense) in large sensor networks, as the network size approaches inﬁnity. We have
considered several diﬀerent model assumptions including Torus convention and non-Torus convention.
We have also considered three diﬀerent types of node deployment methods: Poisson process deployment,
uniformly random deployment, and regular grid deployment. Then, given the coverage degree k, the
sensor network lifetime is upper bounded by k times the lifetime of a single sensor.
We have also derived two upper bounds of α-lifetime in a ﬁnite region with a ﬁnite density of nodes:
(i) an upper bound of α-lifetime for a special family of algorithms which maintain as large coverage as
possible; and (ii) an upper bound of α-lifetime that applies to algorithms that maintain the coverage
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ratio of α from the beginning of network deployment. In addition, we have devised an algorithm that can
approach the derived α-lifetime upper bounds. Simulation results show that our algorithm can achieve
around 90% of the lifetime upper bounds when the node density is reasonably large.
With our derivation, we are able to determine, given the lifetime T of a single sensor node, how many
sensor nodes have to be deployed in a region, in order to continuously monitor the region for a period of
k · T .
Based on the analytic and simulation results, we suggest the following sensor network deployment
and design strategies. First, a sensor network should be deployed with a reasonably high density in order
to achieve a large lifetime per unit of nodal density and to optimize the coverage usage of sensor nodes.
Second, as far as the lifetime is concerned, a sensor network should not cover the entire monitored region,
but merely maintain α-coverage from the beginning of systems operations, where α is the minimum
percentage required by applications. Third, the criteria for choosing a working set of nodes may not
necessarily be the number of nodes. Instead, it is desirable to choose a set of working nodes that
maximizes the lifetime upper bound of the remaining set of nodes.
(3) We have derived the critical total power required for maintaining k-connectivity in a random wireless
networks under the assumption that nodes may choose diﬀerent transmission power. Comparing the result
against those obtained when all nodes use the uniform critical transmission power for k-connectivity
[57, 73], our results suggest that with the use of (optimal) power control, the critical total power can be
reduced by a factor of Θ((logλ)c/2), irregardless of the power/topology control algorithm used.
(4) We have derived both the lower and the upper bound of the asymptotic minimum energy required
to transport packets from a source to a destination in a random wireless network. Under the assumption
that nodes are deployed according to a Poisson point process with node density λ in a unit square area and
the source-destination distance is non-diminishing, we prove, based on the percolation theory, that the
minimum energy required to transport a data packet from a source to a destination is Θ(λ(1−α)/2) w.h.p.,
where α is the path loss exponent. We have also discussed how to extend the results to accommodate
the cases (i) that the network density is kept as constant but the network size goes to inﬁnity, and (ii)
that both the transmitting and receiving operations consume power.
We have also demonstrated how to leverage the derived results to obtain the network capacity of
wireless networks equipped with directional antennas, the network capacity of wireless networks that
operate in UWB, and the upper bound of the lifetime of wireless sensor networks. We believe the results
and the proof techniques can be applied to derive the asymptotic conditions on other parameters in
wireless networks, as long as the limiting factor for the parameters of interest is the energy.
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In addition, we have carried out simulations to validate the derived results and to estimate the
constant factor associated with the bounds on the minimum energy. Based on the simulation results, we
conjecture that the minimum energy required to transport a packet between a source-destination pair
that is separated by the distance l converges to n(1−α)/2l w.h.p.
We have identiﬁed the following research avenues for the future work. For the short term, we plan to
improve our current results by considering more general assumptions, imposing additional constraints,
and obtaining stronger results.
More speciﬁcally, for the problem of maintaining coverage and connectivity, we are interested in
developing conditions satisfying coverage and connectivity under more general assumptions of sensing
and transmission range (e.g., the transmission range may be less than twice the sensing range, and/or
diﬀerent nodes may have diﬀerent sensing and transmission range).
Another interesting direction is that when transmission range is less than sensing range, ensuring
coverage and connectivity may not be suﬃcient since when a sleeping node wakes up, it may need to
communicate with at least one working node in order to probe its neighborhood. Under this circumstance,
it may be important to construct a set of nodes maintaining coverage, connectivity, and also dominating
other nodes.
In our problem formulation of α-coverage, we have not considered the coverage issue in the time
domain. As a result, some locations may not be covered for a very long time. An interesting future
problem is to impose an additional constraint in the time domain. For example, we may want to require
every point to be covered at least once in every certain period.
Another interesting problem is to jointly consider the issue of coverage and connectivity with an
additional temporal dimension. We assume that an event, once it occurs, will persist for a period of
time. This is true for, for example, vehicle tracking, habitat monitoring, and environment monitoring
applications. When a vehicle or an animal (to be monitored) shows up (or a ﬁre takes place), it will not
disappear immediately. As a matter of fact, the duration during which the event persists (or the time
interval until which the event must be detected) may be proﬁled (or at least characterized by a lower
bound). In this setting, the set of working nodes needs not cover the entire region at all times, but only
need to provide, for each point, intermittent coverage with the inactive period less than or equal to the
given bound. There is clearly a tradeoﬀ between energy conservation and eﬃciency of detecting events
of interests.
For the problem of deriving critical total power, a problem that remains is that in our constructive
proof, the maximum transmission range and transmission power are unbounded. An interesting question
is whether we can bound both the total power and the maximum transmission power and what is the
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tradeoﬀ between them.
We are also interested in analytically proving our conjecture on the minimum transporting energy:
the minimum energy required to transport a packet between a source-destination pair with distance l
converges to n(1−α)/2l w.h.p.
For the long term, our goal is to apply the analytical techniques in other related problems. We are
interested in analyzing performance limits of networks with more resources and more advanced communi-
cation technologies. For example, each node may have multiple antennas and can use multiple channels.
Recent advance of communication technologies such as MIMO and OFDM can also improve the network-
ing performance. We are also interested in understanding network performance taking into consideration
of speciﬁc protocol stacks (e.g., the eﬀects of wireless MAC protocols and TCP on networking perfor-
mance). Finally, we are interested in understanding the eﬀects of detailed physical channel model on
networking performance by both analysis and measurement.
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Appendix A
Background and Proof of Lemmas
A.1 Proof of Lemma 3.3.2
We prove the Lemma by showing that given the conditions stated in the lemma, the number of working
sensor nodes and the overlap have a linear relationship with a positive slope.
Let the indicator function of a working node i, Ii(x), be deﬁned as
Ii(x) =
⎧⎪⎪⎨
⎪⎪⎩
1, if x is within the coverage area of node i,
0, otherwise.
Let R′ be a region that contains R and the coverage areas of all sensor nodes. Then the coverage area
of a sensor node i is a disk with the size
∫
R′ Ii(x)dx

= |Si|, where |Si| denotes the size of the area Si
covered by sensor node i. By condition (ii), |Si| = |S| for all i. With the deﬁnition of Ii(x), the overlap
at point x can be written as
L(x) =
N∑
i=1
Ii(x)− IR(x), (A.1)
where N is the number of working nodes, and the overlap of sensing areas of all the sensor nodes, L, can
be written as
L =
∫
R′
L(x)dx
=
∫
R′
(
N∑
i=1
Ii(x) − IR(x))dx
=
N∑
i=1
∫
R′
Ii(x)dx − |R|
= N |S| − |R|, (A.2)
where condition (i) is implied in the ﬁrst equality and condition (ii) is implied in the fourth equality.
Eq. (A.2) states that minimizing the number of working nodes N is equivalent to minimizing the overlap
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of sensing areas of all the sensor nodes L. 
A.2 Proof of Lemma 3.3.3
There are multiple coverage areas centered at Ci’s and they all intersect at point O. We assume that the
centers of these coverage areas are labeled as Ci, with the index i increasing clockwise. (Fig. 3.3 gives
the case of k = 3, where C1 = A, C2 = B, and C3 = C.) Now we have
∑k
i=1 ∠CiOC(i mod k)+1 = 2π
and ∠CiOC(i mod k)+1 + αi = π. From the above equations, we have
∑k
i=1 αi = (k − 2)π. 
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Table A.1: Radio transmission range of Berkeley Motes [53]
Product Transmission Range
MPR300∗ 30m
MPR400CB 150m
MPR410CB 300m
MPR420CB 300m
MPR500CA 150m
MPR510CA 300m
MPR520CA 300m
∗ MPR300 is the second generation sensors, while the rest are the third generation sensors.
Table A.2: Sensing range of several typical sensors
Product Sensing Range Typical Applications
HMC1002 Magnetometer sensor [40] 5m Detecting disturbance from automobiles
Reﬂective type photoelectric sensor [4] 1m Detecting targets of virtually any material
Thrubeam type photoelectric sensor [4] 10m Detecting targets of virtually any material
Pyroelectric infrared sensor (RE814S) [64] 30m Detecting moving objects
Acoustic sensor on Berkeley Motes ∗ [40] ∼ 1m Detecting acoustic sound sources
* This result is based on our own measurement on Berkeley motes [40].
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A.3 Results of Coverage Processes
We summarize some of the results on asymptotic coverage drawn from [36] that pertain to our derivation
in Section 4.3 and 4.4.
Let the vacancy V (, λ) denote the area that is not covered by any node, Si the coverage disk of node
i, and χ(x) an indicator function of whether a point x is covered by any coverage disk, i.e.,
χ(x) =
⎧⎪⎪⎨
⎪⎪⎩
1, if for all i, x /∈ Si,
0, otherwise.
When all nodes are randomly placed on the region R, V is a random variable that can be expressed as
V = V (R) =
∫
R
χ(x)dx. (A.3)
To calculate the expectation of V , we use Fubini’s theorem and take the expectation within the integral
in Eq. (A.3). That is,
E(V ) =
∫
R
E(χ(x))dx
= ||R||E(χ(x))dx
= 2 exp(−λ). (A.4)
We have used interchangeably the terms “complete coverage” and “vacancy area is 0” throughout
Chapter 4. This is supported by the following theorem (Theorem 3.3 in [36]).
Theorem A.3.1 Let C be a Boolean model in Rk in which covering shapes are distributed as S. If R is
an open subset of Rk, S is a random closed set with E(||S||) < +∞, and V is the vacancy area, then
P (V = 0;R is not completed covered) = 0.
Although the theorem requires R be an open subset, it can be generalized to the case that R is closed
and regular. The interested reader is referred to the discussions after the theorem in [36].
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A.4 Proof of Lemma 4.3.1
By the deﬁnition of Vk (as in Eq. (4.3)), we have
E(V 2k ) = E
(∫ ∫
R2
χk(x1)χk(x2)dx1dx2
)
=
∫ ∫
R2
E (χk(x1)χk(x2)) dx1dx2
≡ I1 + I2, (A.5)
where χk(x) is the indicator function of whether x is covered by less than k sensors, and
I1 ≡
∫ ∫
R2∩{|x1−x2|>2r}
E (χk(x1)χk(x2)) dx1dx2, and
I2 ≡
∫ ∫
R2∩{|x1−x2|≤2r}
E (χk(x1)χk(x2)) dx1dx2.
For |x1 − x2| > 2r,χk(x1) and χk(x2) are independent, and E(χk(x)) = e−λ
∑k−1
i=0 λ
i/i! for all x. Hence,
I1 ≡
∫ ∫
R2∩{|x1−x2|>2r}
E (χk(x1)χk(x2)) dx1dx2
=
∫ ∫
R2∩{|x1−x2|>2r}
Eχk(x1)Eχk(x2)dx1dx2
≤
∫ ∫
R2
Eχk(x1)Eχk(x2)dx1dx2
=
(
2e−λ
k−1∑
i=0
λi
i!
)2
= (E(Vk))
2
. (A.6)
What is left is the derivation of I2. Let B1 and B2 denote the unit-area disks centered at x1 and x2,
respectively. If |x1 − x2| = x ≤ 2r and x1 and x2 are given, then
E (χk(x1)χk(x2)) = P (Both B1 and B2 contain less than k nodes)
≤ P (B1 contains less than k nodes, B2 −B1 contains less than k nodes)
= P (B1 contains less than k nodes)× P (B2 −B1 contains less than k nodes).(A.7)
The last equality results from the fact that B1 and B2 − B1 are disjoint and thus the number of nodes
that are located in them are independent (under the Poisson point process assumption) of each other.
The ﬁrst term in Eq. (A.7) can be expressed as
P (B1 contains less than k nodes) = e−λ
k−1∑
i=0
λi
i!
. (A.8)
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Let B(u) denote the intersection area of the two unit-area disks whose centers are 2u apart. Then,
B(u) = 4
∫ 1
u
(1− y2)1/2dy = π − 4
∫ u
0
(1− y2)1/2dy (A.9)
Now the second term of Eq. (A.9) can be expressed as
∫ u
0
(1− y2)1/2dy = (u/2)
{
u−1 arcsinu+ (1− u2)1/2
}
≥ (u/2) arcsin 1 = (π/4)u, (A.10)
since u−1 arcsinu+ (1− u2)1/2 is decreasing on (0,1). Hence the area of B2 −B1 is
||B2 −B1|| = r2(π −B(x/(2r)))
≥ r2 · 4(π/4) · x/(2r) = x/(2r). (A.11)
Therefore,
P (B2 −B1 contains less than k nodes) = e−λ||B2−B1||
k−1∑
i=0
(λ||B2 −B1||)i
i!
≤ e−λx/(2r)
k−1∑
i=0
(λx/(2r))i
i!
, (A.12)
since e−x
∑k−1
i=0 x
i/i! is decreasing on [0,+∞).
By Eqs. (A.7), (A.8) and (A.12), we can express I2 as
I2 ≡
Z Z
R2∩{|x1−x2|≤2r}
E{χk(x1)χk(x2)}dx1dx2
≤
Z
R
dx1
Z 2r
0
 
e−λ
k−1X
i=0
λi
i!
! 
e−λx/(2r)
k−1X
i=0
(λx/(2r))i
i!
!
2πxdx
= 2
 
e−λ
k−1X
i=0
λi
i!
! Z 1
0
e−λu
k−1X
i=0
(λu)i
i!
8udu
!
, (A.13)
where the last equality is obtained by changing variable u = x/(2r). The third factor in Eq. (A.13) can
be further simpliﬁed as follows.
∫ 1
0
e−λu
k−1∑
i=0
(λu)i
i!
· 8udu ≤
∫ +∞
0
e−λu
k−1∑
i=0
(λu)i
i!
· 8udu
=
∫ +∞
0
e−λu
k−1∑
i=0
λiui+1
i!
· 8du
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=
k−1∑
i=0
λ−2Γ(i+ 2)
i!
· 8
= λ−2
k−1∑
i=0
(i+ 1) · 8
= 4k(k + 1)λ−2. (A.14)
Hence we have
I2 ≤ 4k(k + 1)λ−22
(
e−λ
k−1∑
i=0
λi
i!
)
. (A.15)
Combining Eqs. (A.5), (A.6) and (A.15), we have
E(V 2k ) ≤ (EVk)2 + 4k(k + 1)λ−22
(
e−λ
k−1∑
i=0
λi
i!
)
. (A.16)

A.5 Proof of Theorem 4.5.1
Without loss of generality, we assume l is an integer. We can divide the region R = [0, l] × [0, l] into
unit grids: R = ∪0≤i,j≤l−1,D(i, j), where D(i, j) = [i, i+ 1]× [j, j + 1]. Now, let Vk(i, j) = Vk ∩D(i, j).
Since each disk is of radius r = 1/
√
π, if two grids D(i, j) and D(i′, j′) are separated by at least 2r, then
Vk(i, j) and Vk(i′, j′) are independent variables by the assumption of Poisson point process. Thus we can
divide the Vk(i, j)’s into (ﬁnite) m groups I1, I2, · · · , Im, and Vk’s in each group are independent of each
other. As such, we can write
∑
0≤i,j≤l−1
Vk(i, j) =
∑
(i,j)∈I1
Vk(i, j) + · · ·
+
∑
(i,j)∈Im
Vk(i, j), (A.17)
where for each p the variables {Vk(i, j) : (i, j) ∈ Ip} are stochastically independent. The number np
of elements in each Ip go to +∞ while the number m of groups is a ﬁnite constant as l → +∞, and
∪pIp = [0, l]× [0, l]. By the strong law of large numbers,
n−1p
∑
(i,j)∈Ip
Vk(i, j)→ F (k, λ) (A.18)
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almost surely as l → +∞ for 1 ≤ p ≤ m. Hence,
lim
l→+∞
Vk
l2
= lim
l→+∞
∑
p
∑
(i,j)∈Ip Vk(i, j)∑
p np
= lim
l→+∞
∑
p
∑
(i,j)∈Ip Vk(i, j)
np
· np∑
p np
= lim
l→+∞
∑
p
np∑
p np
· F (k, λ)
= F (k, λ) (A.19)
almost surely. This completes the proof. 
A.6 Proof of Lemma 4.5.1
First we prove (i) H(k, α) monotonically decreases as k increases if H(k, α) > k. We need to show that
H(k, α) > H(k + 1, α). Since we only consider k such that α > γk,
H(k, α) > H(k + 1, α)
⇔
∑k−1
i=1 iβi
α− γk >
∑k
i=1 iβi
α− γk+1
⇔ (α − γk+1)(
k−1∑
i=1
iβi) > (α− γk)(
k∑
i=1
iβi)
⇔ (γk − γk+1)(
k−1∑
i=1
iβi) > kβkα− kγkβk
⇔ βk(
k−1∑
i=1
iβi) > kβkα− kγkβk
⇔
k−1∑
i=1
iβi > k(α− γk)
⇔ H(k, α) > k. (A.20)
So the ﬁrst part of the Lemma is proved. In order to prove (ii), we only need to reverse the inequality
directions in the above proof. For (iii), we only need to change the inequality sign to equality sign in (i).
Next we prove (iv). Since H(k, α) > k, we have
∑k−1
i=1 iβi > k(α− γk). Hence,
H(k + 1, α) =
∑k
i=1 iβi
α− γk+1
=
∑k−1
i=1 iβi + kβk
(α − γk) + βk
>
k(α− γk) + kβk
(α− γk) + βk
160
= k. (A.21)
In order to prove (v) and (vi) we only need to change the “>” sign in (iv) to “=” and “<” sign respectively.

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A.7 Proof of Lemma 6.3.2
We prove a generalized version of Lemma 6.3.2 in the context of the site percolation model. Let Ω =
Πs∈Zd{0, 1} be the sample space in the underline probability space, where Z = {· · · ,−1, 0, 1, · · · }. Points
in Ω are represented as ω = (ω(s) : s ∈ Zd) and called conﬁgurations. The value ω(s) = 0 corresponds
to the site (grid) s being closed and ω(s) = 1 corresponds to the site s being open. An event A is
called increasing if IA(ω) ≤ IA(ω′) whenever ω ≤ ω′, where IA is the indicator function of the event A.
(Interested readers should refer to [31] for more details of the deﬁnitions.) Let A be an increasing event.
For ω ∈ Ω, let FA(ω) denote the “distance” of ω from A, i.e.,
FA(ω) = inf
{∑
s
(ω′(s)− ω(s)) : ω′ ≥ ω, ω′ ∈ A
}
. (A.22)
Note that FA(ω) = 0 if ω ∈ A. The generalized version of Lemma 6.3.2 is
Pp2(A) ≥
(
p2 − p1
1− p1
)r
Pp1(FA ≤ r) (A.23)
for any 0 < p1 < p2 < 1. With Eq. (A.23), Lemma 6.3.2 is obvious since the event that there is an open
path of length m starting from a given source is an increasing event.
Proof. Suppose that X(s) : s ∈ Zd is a family of independent random variables indexed by the grid (site)
set Zd, where each X(s) is uniformly distributed on [0,1]. We may couple together all the site percolation
processes on Zd in the following way. Let 0 ≤ p ≤ 1 and deﬁne ηp ∈ Ω by
ηp(s) =
⎧⎪⎪⎨
⎪⎪⎩
1 ifX(s) ≤ p,
0 otherwise.
(A.24)
We may think of ηp as the random outcome of the site percolation process on Zd with the site-open
probability p. It is clear that ηp1 ≤ ηp2 whenever p1 < p2. Thus we may couple two percolation processes
with site-open probability p1 and p2 in such a way that the set of open sites of the ﬁrst process is a subset
of the set of the open sites of the second.
Suppose that 0 ≤ p1 ≤ p2 ≤ 1 and A is an increasing event. Denote Ir(A) = {ω : FA(ω) ≤ r}. If
ηp1 ∈ Ir(A), there exists a (random) collection C = C(ηp1 ) of sites such that
(a) |C| ≤ r;
(b) ηp1(s) = 0 for all s ∈ C; and
(c) the conﬁguration η obtained from ηp1 by declaring all sites in C to be open, satisﬁes η ∈ A.
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Suppose now that every s in the set C satisﬁes p1 ≤ X(s) ≤ p2. It follows from (c) above that ηp2 ∈ A.
Conditioning on (b) above, the probability of p1 ≤ X(s) ≤ p2 is ((p2 − p1)/(1− p1))|C|. Therefore,
P (ηp2 ∈ A|ηp1 ∈ Ir(A)) ≥
(
p2 − p1
1− p1
)r
, (A.25)
since |C| ≤ r. Eq. (A.23) follows easily.
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A.8 Proof of Lemma 6.6.1
(i) follows directly from Lemma 1.2 in [55]. Alternatively, this can be proved using Chernoﬀ bound.
(ii) Let N be the number of nodes in the ﬁeld. By (i) w.h.p., N ≥ n/2. Now conditioning on N ≥ n/2, all
nodes’ locations are uniformly independently distributed on the unit square area. Let di be the distance
between the ith source-destination pairs and d′i be the distance between the ith source-destination pairs
under Torus convention (for a deﬁnition, see [83]). Clearly di ≥ d′i. Let I(·) denote an indicator function.
For any 0 <  < 1/2,
I(di ≥ ) ≥ I(d′i ≥ ) = 1− π2. (A.26)
Among the N source-destination pairs, we can pick N ′ = N/3 pairs such that any two of them do not
share a node. Since nodes’ locations are independently uniformly distributed, if two source-destination
pairs i, j do not share nodes, their distance di, dj (and d′i, d
′
j , respectively in the Torus convention) is
independent. Without loss of generality, we can assume the ﬁrst N ′ pairs do not share nodes. Thus
Ii  I(d′i ≥ ) is i.i.d. Bernoulli random variable with parameter 1 − π2. Let SN ′ =
∑
i≤N ′ Ii. By
Chernoﬀ inequality, for any θ < 0, a > 0,
P (SN ′ ≤ aN ′) ≤ E[exp(θ(SN ′ − aN ′))]
= exp(N ′(logE[eθIi ]− θa))
= exp(N ′(log(π2 + (1− π2)eθ)− θa) (A.27)
Let θ = −1, a = 3/4 and  suﬃciently small, we have δ  log(π2 + (1− π2)eθ)− θa < 0 and
P (SN ′ ≤ 3N ′/4) ≤ exp(N ′δ)→ 0 as N ′ →∞. (A.28)
Thus w.h.p., the number of pairs with distance at least  is at least 3N ′/4 = N/4 ≥ n/8. 
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