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Abstract
We present a probabilistic deep learning methodology that enables the con-
struction of predictive data-driven surrogates for stochastic systems. Lever-
aging recent advances in variational inference with implicit distributions, we
put forth a statistical inference framework that enables the end-to-end train-
ing of surrogate models on paired input-output observations that may be
stochastic in nature, originate from different information sources of variable
fidelity, or be corrupted by complex noise processes. The resulting surro-
gates can accommodate high-dimensional inputs and outputs and are able
to return predictions with quantified uncertainty. The effectiveness our ap-
proach is demonstrated through a series of canonical studies, including the
regression of noisy data, multi-fidelity modeling of stochastic processes, and
uncertainty propagation in high-dimensional dynamical systems.
Keywords: Probabilistic deep learning, Generative adversarial networks,
Variational inference, Multi-fidelity modeling, Data-driven surrogates
1. Introduction
The analysis of complex systems can often be significantly expedited
through the use of surrogate models that aim to minimize the need of re-
peatedly evaluating the true data-generating process, let that be a costly
experimental assay or a large-scale computational model. The task of build-
ing surrogate models in essence defines a supervised learning problem in which
one aims to distill the governing relation between system inputs and outputs.
A successful completion of this task yields a simple and cheap mechanism
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for predicting the system’s response for a new, previously unobserved input,
which can be subsequently used to accelerate downstream tasks such as op-
timization loops, uncertainty quantification, and sensitivity analysis studies.
Fueled by recent developments in data analytics and machine learning,
data-driven approaches to building surrogate models have been gaining great
popularity among diverse scientific disciplines. We now have a collection of
techniques that have enabled progress across a wide spectrum of applica-
tions, including design optimization [1, 2, 3], the design of materials [4, 5]
and supply chains [6], model calibration [7, 8, 9], and uncertainty quantifica-
tion [10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21]. Such approaches are built on
the premise of treating the true data-generating process as a black-box, and
try to construct parametric surrogates of some form y = fθ(x) directly from
observed input-output pairs {x,y}. Except perhaps for Gaussian process
regression models [22] that rely on a probabilistic formulation for quanti-
fying predictive uncertainty, most existing approaches use theoretical error
bounds to assess the accuracy of the surrogate model predictions and are
formulated based on rather limiting assumptions on the form f (e.g., linear
or smooth nonlinear). Despite the growing popularity of data-driven surro-
gate models, a key challenge that still remains open pertains to cases where
the entries in x and y are high-dimensional objects with multiple modalities:
vectors with hundreds/thousands of entries, images with thousands/millions
of pixels, graphs with thousands of nodes, or even continuous functions and
vector fields. Even less well understood is how to build surrogate models for
stochastic systems, and how to retain predictive robustness in cases where
the observed data is corrupted by complex noise processes.
In this work we aim to formulate, implement, and study novel probabilis-
tic surrogate models models in the context of probabilistic data fusion and
multi-fidelity modeling of stochastic systems. Unlike existing approaches to
surrogate and multi-fidelity modeling, the proposed methods scale well with
respect to the dimension of the input and output data, as well as the total
number of training data points. The resulting generative models provide en-
hanced capabilities in learning arbitrarily complex conditional distributions
and cross-correlations between different data sources, and can accommodate
data that may be corrupted by correlated and non-Gaussian noise processes.
To achieve these goals, we put forth a regularized adversarial inference frame-
work that goes beyond Gaussian and mean field approximations, and has the
capacity to seamlessly model complex statistical and functional dependen-
cies in the data, remain robust with respect to non-Gaussian measurement
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noise, discover nonlinear low-dimensional embeddings through the use of la-
tent variables, and is applicable across a wide range of supervised tasks.
This paper is structured as follows. In section 2.1 we provide a compre-
hensive description of conditional generative models and recent advances in
variational inference that have enabled their scalable training. In section 2.2,
we review recent findings that pinpoint the limitations of mean-field varia-
tional inference approaches and motivate the use of implicit parametriza-
tions and adversarial learning schemes. Sections 2.2.1-2.2.4 provide a com-
prehensive discussion on how such schemes can be trained on paired input-
output observations {x,y} to yield effective approximations of the condi-
tional density p(y|x). In section 3 we will test effectiveness our approach on
a series of canonical studies, including the regression of noisy data, multi-
fidelity modeling of stochastic processes, and uncertainty propagation in
high-dimensional dynamical systems. Finally, section 4 summarizes our con-
cluding remarks, while in Appendix A we provide a comprehensive col-
lection of systematic studies that aim to elucidate the robustness of the
proposed algorithms with respect to different parameter settings. All data
and code accompanying this manuscript will be made available at https:
//github.com/PredictiveIntelligenceLab/CADGMs.
2. Methods
The focal point of this work is formulating, learning, and exploiting gen-
eral probabilistic models of the form p(y|x). One one hand, conditional
probability models p(y|x) aim to capture the statistical dependence between
realizations of deterministic or stochastic input/output pairs {x,y}, and en-
capsulate a broad class of problems generally referred to as supervised learn-
ing problems. Take for example the setting in which we would like to char-
acterize the properties of a material using molecular dynamics simulations.
There, x ∈ R3N corresponds to a thermodynamically valid configuration of
all the N particles in the system, p(x) is the Boltzmann distribution, and
y ∈ RM is a collection of M correlated quantities of interest that character-
ize the macroscopic behavior of the system (e.g., Young’s modulus, ion mo-
bility, optical spectrum properties, etc.). Given some realizations {xs,ys},
s = 1, . . . , S, our goal is to learn a conditional probability model p(y|x) that
not only allows us to accurately predict y∗ for a new x∗ (e.g., by estimating
the expectation Ep(y∗|x,y,x∗)), but, more importantly, it characterizes the
complete statistical dependence of y on x, thus allowing us to quantify the
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uncertainty associated with our predictions. As N is typically very large,
this defines a challenging high-dimensional regression problem. Coming to
our rescue, is our ability to extract a meaningful and robust representations
of the original data that exploits its structure through the use of latent vari-
ables.
2.1. Variational inference for conditional deep generative models
The introduction of latent variables allows us to express p(y|x) as an
infinite mixture model,
p(y|x) =
∫
p(y, z|x)dz =
∫
p(y|x, z)p(z|x)dz, (1)
where p(z|x) is a prior distribution on the latent variables. Essentially, this
construction postulates that every output y in the observed physical space is
generated by a transformation of the inputs x and a set of latent variables z,
, i.e. y = fθ(x, z), where fθ is a parametrized nonlinear transformation (see
figure 1).This construction generalizes the classical observation model used
in regression, namely y = fθ(x) + , which can be viewed as a simplified case
corresponding to an additive noise model.
Equation 1 resembles a mixture model as for every possible value of z,
we add another conditional distribution to p(y|x), weighted by its probabil-
ity. Now, it is interesting to ask what the latent variables z are, given an
input/output pair {x,y}. Namely, from a Bayesian standpoint, we would
like to know the posterior distribution p(z|x,y). However, in general, the
relationship between z and {x,y} can be highly non-linear and both the di-
mensionality of our observations {x,y}, and the dimensionality of the latent
variables z, can be quite large. Since both marginal and posterior proba-
bility distributions require evaluation of the integral in equation 1, they are
intractable.
The seminal work of Kingma and Welling [23] introduced an effective
framework for approximating the true underlying conditional p(y|x) with
a parametrized distribution pθ(y|x) that depends on a set of parameters
θ. Specifically, they introduced a parametrized approximating distribution
qφ(z|x,y) to approximate the true intractable posterior p(z|x,y), and de-
rived a computable variational objective for estimating the model parameters
{θ, φ} using stochastic optimization [23]. This objective, often referred to as
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z1
z2
x
y
y = fθ(x, z)
z ∼ p(z)
y = fθ(x, z), z ∼ p(z) ⇔ y ∼ pθ(y|x, z)
Latent space Physical space
x, y ∼ q(x, y) = q(y|x)q(x)
Figure 1: Building probabilistic surrogates using conditional generative models: We assume
that each observed data pair in the physical space (x, y) is generated by a deterministic
nonlinear transformation of the inputs x and a set of latent variables z, i.e. y = fθ(x, z).
This construction generalizes the classical observation model used in regression, namely
y = fθ(x) + , which can be viewed as a simplified case corresponding to an additive noise
model.
the evidence lower bound (ELBO), provides a tractable lower bound to the
marginal likelihood of the model, and takes the form [24]
− log pθ(y|x) ≤ KL [qφ(z|x,y)||p(z|x)]− Ez∼qφ(z|x,y) [log pθ(y|x, z)] , (2)
where KL [qφ(z|x,y)||p(z|x)] denotes the Kullback-Leibler divergence be-
tween the approximate posterior qφ(z|x,y) and the prior over the latent
variables p(z|x) [23, 24]. Due to the resemblance of this approach to neural
network auto-encoders [25, 26], the model proposed by Kingma and Welling
has been coined as the variational auto-encoder, and the resulting approx-
imate distributions qφ(z|x,y) and pθ(y|x, z) are usually referred to as the
encoder and decoder distributions, respectively.
In a short period of time, this line of work has sparked great interest,
and has led to remarkable results in very diverse applications – ranging from
the design optimization of light emitting diodes [27], to the design of new
molecules [28], to the calibration of cosmological surveys [29], to RNA se-
quencing [30], to analyzing cancer gene expressions [31] – all involving the
approximation of very high-dimensional probability densities. It has also led
to many fundamental studies that aim to further elucidate the capabilities
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and limitations of such models [32, 33, 34, 35, 36, 37], enhance the inter-
pretability of their results [38, 39, 40], as well as establish formal connections
with well studied topics in mathematics and statistics, including importance
sampling [41, 42] and optimal transport [43, 44, 45].
In the original work of Kingma and Welling [23] the encoder and decoder
distributions, qφ(z|x,y) and pθ(y|x, z), respectively, were both assumed to
be Gaussian with a mean and a diagonal covariance that were parametrized
using feed-forward neural networks. Although this facilitates a straightfor-
ward evaluation of the lower bound in equation 2, it can result in a poor ap-
proximation of the true posterior p(z|x,y) when the latter is non-Gaussian
and/or multi-modal, as well as a poor reconstruction of the observed data
[37]. To this end, several methods have been proposed to overcome these
limitations, including more expressive likelihood models [46], more flexible
variational approximations [37, 36, 41], as well as reformulations that aim
to make the variational bound of equation 2 more tight [47, 48, 49, 50, 33].
Overall, we must underline that such variational inference techniques are
trading the rigorous asymptotic convergence guarantees that sampling-based
methods like Markov Chain Monte Carlo enjoy, in favor of enhanced com-
putational efficiency and performance, although new unifying ideas are aim-
ing to bridge the gap between the two formulations [51, 52]. This trade-off
becomes critical in tackling realistic large-scale problems, but it mandates
careful validation of these tools to systematically assess their performance.
In the next section we will revisit recent ideas in adversarial learning that
enable us to overcome the limitations of classical mean field approximations
[53, 52], and allow us to perform variational inference with arbitrarily flex-
ible approximating distributions. These developments are unifying two of
the most pioneering contributions in modern machine learning, namely vari-
ational auto-encoders and generative adversarial networks [48, 33, 54]. Then,
we will show how these techniques can be adapted to form the foundations
of the proposed work, namely probabilistic data fusion and multi-fidelity
modeling, and demonstrate how these tools can be used to accelerate the
computational modeling of complex systems.
2.2. Adversarial learning with implicit distributions
The recent works of Pu et. al. [33] and Rosca et. al. [34] revealed
some drawbacks in the original formulation of Kingma and Welling [23] are
attributed to the form of the variational objective in equation 2. Specif-
ically, they showed that KL [qφ(z|x)||p(z)] minimizes an upper bound on
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KL [qφ(z)||p(z)], where qφ(z) =
∫
qφ(z|x)q(x)dx is the marginal posterior
over the latent variables z, and q(x) is the distribution of the observed
data. By bringing qφ(z) closer to p(z), the model distribution pθ(x) =∫
pθ(x|z)p(z)dz is brought closer to the marginal reconstruction distribution∫
pθ(x|z)qφ(z)dz. Variational inference models learn to sample by maximiz-
ing reconstruction quality – via the likelihood term Ez∼qφ(z|x) [log pθ(x|z)] –
and reducing the gap between samples and reconstructions – via the KL term
in equation 2. Failure to match qφ(z) and p(z) results in regions in latent
space that have high mass under p(z) but not under qφ(z). This means that
prior samples z ∼ p(z) passed through the decoder to obtain a model sam-
ple, are likely to be far in latent space from inputs the decoder saw during
training. It is this distribution mismatch that results in poor generalization
performance from the decoder, and hence bad model samples.
Additional findings [55] suggest that these shortcomings can be overcome
by introducing a new variational objective that aims to match the joint dis-
tribution of the generative model pθ(x,y) with the joint empirical distri-
bution of the observed data q(x,y). Matching the joint implies that that
the respective marginal and conditional distributions are also encouraged to
match. Here, we argue that matching the joint distribution of the gener-
ated data pθ(x,y) with the joint distribution of the observed data q(x,y)
by minimizing the reverse Kullback-Leibler divergence KL[pθ(x,y)||q(x,y)]
is a promising approach to train the conditional generative model presented
in equation 1. To this end, the reverse Kullback-Leibler divergence reads as
KL[pθ(x,y)||q(x,y)] = −H(pθ(x,y)))− Epθ(x,y)[log(q(x,y))], (3)
where H(pθ(x,y)) denotes the entropy of the conditional generative model.
The second term can be further decomposed as
Epθ(x,y)[log(q(x,y))] =
∫
Spθ∩Sq
log(q(x,y))pθ(x,y)dxdy + (4)∫
Spθ∩Soq
log(q(x,y))pθ(x,y)dxdy,
where Spθ and Sq denote the support of the distributions pθ(x,y) and q(x,y),
respectively, while Soq denotes the complement of Sq. Notice that by minimiz-
ing the Kullback-Leibler divergence in equation 3 we introduce a mechanism
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Reverse KL:
q(x,y)
pθ(x,y)
Spθ ∩ Soq = ∅Spθ ⊆ Sq
KL [pθ(x,y)||q(x,y)] =−H [pθ(x,y)]− Epθ(x,y) [log q(x,y)]
=−H [pθ(x,y)]
−
∫
Spθ∩Sq
log q(x,y)pθ(x,y)dxdy
−
∫
Spθ∩Soq
log q(x,y)pθ(x,y)dxdy
pθ(x,y) : q(x,y) : Empirical data distributionGenerative model distribution
Figure 2: Joint distribution matching: Schematic illustration of the proposed inference
objective for joint distribution matching via minimization of the reverse KL-divergence.
Penalizing a lower bound of the generative model entropy H(pθ(x,y))) provides a mech-
anism for mitigating the pathology of mode collapse in training adversarial generative
models.
that is trying to balance the effect of two competing objectives. Specifi-
cally, maximization of the entropy term H(pθ(x,y))) encourages pθ(x,y) to
spread over its support set as wide, while the second integral term in equa-
tion 4 introduces a strong (negative) penalty when the support of pθ(x,y)
and q(x,y) do not overlap. Hence, the support of pθ(x,y) is encouraged to
spread only up to the point that Spθ∩Sqo = ∅, implying that Spθ ⊆ Sqo . When
Spθ ⊂ Sqo the pathological issue of “mode-collapse” (commonly encountered
in the training of generative adversarial networks [54]) is manifested [56]. A
visual sketch of this argument is illustrated in figure 2.
The issue of mode collapse will also be present if one seeks to directly
minimize the reverse Kullback-Leibler objective in equation 3, as this pro-
vides no control on the relative importance of the two terms in the right
hand side of equation 3. As discussed in [55], we may rather minimize
−λH(pθ(x,y))) − Epθ(x,y)[log(q(x,y))], with λ ≥ 1 to allow for control of
how much emphasis is placed on mitigating mode collapse. It is then clear
that the entropic regularization introduced by H(pθ(x,y))) provides an ef-
fective mechanism for controlling and mitigating the effect of mode collapse,
and, therefore, potentially enhancing the robustness adversarial inference
procedures for learning pθ(x,y).
Minimization of equation 3 with respect to the generative model param-
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eters θ presents two fundamental difficulties. First, the evaluation of both
distributions pθ(x,y) and q(x,y) typically involves intractable integrals in
high dimensions, and we may only have samples drawn from the two distri-
butions, not their explicit analytical forms. Second, the differential entropy
term H(pθ(x,y))) is intractable as pθ(x,y)) is not known a-priori. In the
next sections we revisit the unsupervised formulation put forth in [55] and
derive a tractable inference procedure for learning pθ(x,y)) from scattered
observation pairs {xi,yi}, i = 1, . . . , N .
2.2.1. Density ratio estimation by probabilistic classification
By definition, the computation of the reverse Kullback-Leibler divergence
in equation 3 involves computing an expectation over a log-density ratio, i.e.
KL[pθ(x,y)||q(x,y)] := Epθ(x,y)
[
log
(
pθ(x,y)
q(x,y)
)]
.
In general, given samples from two distributions, we can approximate their
density ratio by constructing a binary classifier that distinguishes between
samples from the two distributions. To this end, we assume that N data
points are drawn from pθ(x,y) and are assigned a label c = +1. Similarly,
we assume that N samples are drawn from q(x,y) and assigned label c = −1.
Consequently, we can write these probabilities in a conditional form, namely
pθ(x,y) = ρ(x,y|c = +1), q(x,y) = ρ(x,y|c = −1),
where ρ(x,y|c = +1) and ρ(x,y|c = −1) are the class probabilities predicted
by a binary classifier T (x,y). Using Bayes rule, it is then straightforward to
show that the density ratio of pθ(x,y) and q(x,y) can be computed as
pθ(x,y)
q(x,y)
=
ρ(x,y|c = +1)
ρ(x,y|c = −1)
=
ρ(c = +1|x,y)ρ(x,y)
ρ(c = +1)
/
ρ(c = −1|x,y)ρ(x,y)
ρ(c = −1)
=
ρ(c = +1|x,y)
ρ(c = −1|x,y) =
ρ(c = +1|x,y)
1− ρ(c = +1|x,y)
=
T (x,y)
1− T (x,y) . (5)
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This simple procedure suggests that we can harness the power of deep neu-
ral network classifiers to obtain accurate estimates of the reverse Kullback-
Leibler divergence in equation 3 directly from data and without the need
to assume any specific parametrization for the generative model distribution
pθ(x,y).
2.2.2. Entropic regularization bound
Here we follow the derivation of Li et. al [55] to construct a computable
lower bound for the entropy H(pθ(x,y)). To this end, we start by considering
random variables (x,y, z) under the joint distribution
pθ(x,y, z) = pθ(x,y|z)p(z) = pθ(y|x, z)p(x, z),
where pθ(y|x, z) = δ(y− fθ(x, z)), and δ(·) is the Dirac delta function. The
mutual information between (x,y) and z satisfies the information theoretic
identity
I(x,y; z) = H(x,y)−H(x,y|z) = H(z)−H(z|x,y),
where H(x,y), H(z) are the marginal entropies and H(x,y|z), H(z|x,y)
are the conditional entropies [57]. Since in our setup x is a deterministic
variables independent of z, and samples of pθ(y|x, z) are generated by a
deterministic function fθ(x, z), it follows that H(x,y|z) = 0. We therefore
have
H(x,y) = H(z)−H(z|x,y), (6)
where H(z) := − ∫ log p(z)p(z)dz does not depend on the generative model
parameters θ.
Now consider a general variational distribution qφ(z|x,y) parametrized
by a set of parameters φ. Then,
H(z|x,y) =− Epθ(x,y,z)[log(pθ(z|x,y))]
=− Epθ(x,y,z)[log(qφ(z|x,y))]
− Epθ(x,y)[KL[pθ(z|x,y)||qφ(z|x,y)]]
≤− Epθ(x,y,z)[log(qφ(z|x,y))]. (7)
Viewing z as a set of latent variables, then qφ(z|x,y) is a variational approx-
imation to the true intractable posterior over the latent variables pθ(z|x,y).
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Therefore, if qφ(z|x,y) is introduced as an auxiliary inference model associ-
ated with the generative model pθ(x,y), for which y = fθ(x, z) and z ∼ p(z),
then we can use equations 6 and 7 to bound the entropy term in equation 3
as
H(pθ(x,y)) ≥ H(p(z)) + Epθ(x,y,z)[log(qφ(z|x,y))]. (8)
Note that the inference model qφ(z|x,y) plays the role of a variational ap-
proximation to the true posterior over the latent variables, and appears nat-
urally using information theoretic arguments in the derivation of the lower
bound.
2.2.3. Adversarial training objective
By leveraging the density ratio estimation procedure described in section
2.2.1 and the entropy bound derived in section 2.2.2, we can derive the fol-
lowing loss functions for minimizing the reverse Kullback-Leibler divergence
with entropy regularization
LD(ψ) = Eq(x)p(z)[log σ(Tψ(x, fθ(x, z)))]+
Eq(x,y)[log(1− σ(Tψ(x,y)))] (9)
LG(θ, φ) = Eq(x,y)p(z)[Tψ(x, fθ(x, z)) + (1− λ) log(qφ(z|x, fθ(x, z)))+ (10)
β‖fθ(x, z)− y‖2], (11)
where σ(x) = 1/(1 + e−x) is the logistic sigmoid function. For supervised
learning tasks we can consider an additional penalty term controlled by the
parameter β that encourages a closer fit to the observed individual data
points. Notice how the binary cross-entropy objective of equation 9 aims
to progressively improve the ability of the classifier Tψ(x,y) to discriminate
between “fake” samples (x, fθ(x, z)) obtained from the generative model
pθ(x,y) and “true” samples (x,y) originating from the observed data dis-
tribution q(x,y). Simultaneously, the objective of equation 11 aims at im-
proving the ability of the generator fθ(x,y) to generate increasingly more
realistic samples that can “fool” the discriminator Tψ(x,y). Moreover, the
encoder qφ(z|x, fθ(x, z)) not only serves as an entropic regularization term
than allows us to stabilize model training and mitigate the pathology of mode
collapse, but also provides a variational approximation to true posterior over
the latent variables. The way it naturally appears in the objective of equation
11 also encourages the cycle-consistency of the latent variables z; a process
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that is known to result in disentangled and interpretable low-dimensional
representations of the observed data [58].
In theory, the optimal set of parameters {θ∗, φ∗, ψ∗} correspond to the
Nash equilibrium of the two player game defined by the loss functions in
equations 9,11, for which one can show that the exact model distribution
and the exact posterior over the latent variables can be recovered [54, 33].
In practice, although there is no guarantee that this optimal solution can
be attained, the generative model can be trained by alternating between
optimizing the two objectives in equations 9,11 using stochastic gradient
descent as
max
ψ
LD(ψ) (12)
min
θ,φ
LG(θ, φ). (13)
2.2.4. Predictive distribution
Once the model is trained we can characterize the statistics of the outputs
y by sampling latent variables from the prior p(z) and passing them through
the generator to yield conditional samples y = fθ(x, z) that are distributed
according to the predictive model distribution pθ(y|x). Note that although
the explicit form of this distribution is not known, we can efficiently compute
any of its moments via Monte Carlo sampling. The cost of this prediction step
is negligible compared to the cost of training the model, as it only involves
a single forward pass through the generator function fθ(x, z). Typically, we
compute the mean and variance of the predictive distribution at a new test
point x∗ as
µy(x
∗) = Epθ [y|x∗, z] ≈
1
Ns
Ns∑
i=1
fθ(x
∗, zi), (14)
σ2y(x
∗) = Varpθ [y|x∗, z] ≈
1
Ns
Ns∑
i=1
[fθ(x
∗, zi)− µy(x∗)]2, (15)
where zi ∼ p(z), i = 1, . . . , Ns, and Ns corresponds to the total number of
Monte Carlo samples.
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3. Results
Here we present a diverse collection of demonstrations to showcase the
broad applicability of the proposed methods. Moreover, in Appendix A
we provide a comprehensive collection of systematic studies that aim to elu-
cidate the robustness of the proposed algorithms with respect to different
parameter settings. In all examples presented in this section we have trained
the models for 20,000 stochastic gradient descent steps using the Adam opti-
mizer [59] with a learning rate of 10−4, while fixing a one-to-five ratio for
the discriminator versus generator updates. Unless stated otherwise, we
have also fixed the entropic regularization and the residual penalty parame-
ters to λ = 1.5 and β = 0.0, respectively. The proposed algorithms were
implemented in Tensorflow v1.10 [60], and computations were performed
in single precision arithmetic on a single NVIDIA Tesla P100 GPU card.
All data and code accompanying this manuscript will be made available at
https://github.com/PredictiveIntelligenceLab/CADGMs.
3.1. Regression of noisy data
We begin our presentation with an example in which the observed data is
generated by a deterministic process but the observations are stochasticaly
perturbed by random noise. Specifically, we consider the following three
distinct cases:
(i) Gaussian homoscedastic noise:
g(x) = log(10(|x− 0.03|+ 0.03)) sin(pi(|x− 0.03|+ 0.03)) + δ, (16)
where δ corresponds to 5% uncorrelated zero-mean Gaussian noise.
(ii) Gaussian heteroscedastic noise:
g(x) = log(10(|x− 0.03|+ 0.03)) sin(pi(|x− 0.03|+ 0.03)) + δ(x), (17)
where δ(x) = 
exp(2(|x−0.03|+0.03)) , and  ∼ N(0, 0.52).
(iii) Non-additive, non-Gaussian noise:
g(x) = log(10(|x− 0.03|+ 0.03)) sin(pi(|x− 0.03|+ 0.03) + 2δ(x)) + δ(x)
(18)
where δ(x) = 
exp(2(|x−0.03|+0.03)) , and  ∼ N(0, 0.52).
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In all cases, we assume access to N = 200 training pairs {xi,yi}, i = 1, . . . , N
randomly sampled in the interval x ∈ [−2, 2] according to the empirical
data distribution q(x,y). Then, our goal is to approximate the conditional
distribution pθ(y|x, z) using a generative model y = fθ(x, z), z ∼ p(z), that
combines the original inputs x and a set of latent variables z to predict the
outputs y.
As described in section 2, the outputs y are generated by pushing the in-
puts x and the latent variables z through a deterministic generator function
fθ(x, z), typically parametrized by deep neural networks. Moreover, a dis-
criminator network is used to minimize the reverse KL-divergence between
the generative model distribution pθ(x,y) and the empirical data distribution
q(x,y). Finally, we introduce an auxiliary inference network to model the ap-
proximate posterior distribution over the latent variables, namely qφ(z|x,y)
that encodes the observed data (x,y) into a latent space using a deterministic
mapping z = fφ(x,y), also modeled using a deep neural network.
The proposed conditional generative model is constructed using fully con-
nected feed-forward architectures for the encoder and generator networks
with 3 hidden layers and 100 neurons per layer, while the discriminator ar-
chitecture has 2 hidden layers with 100 neurons per layer. All activation use
a hyperbolic tangent non-linearity, and we have not employed any additional
modifications such as L2 regularization, dropout or batch-normalization [61].
During model training, for each epoch we train the discriminator for two
times, and encoder and generator for one time using stochastic gradient up-
dates with the Adam optimizer [59] and a learning rate of 10−4 using the
entire data batch. Finally, we set the entropic regularization penalty param-
eter λ = 1.5.
Figure 3 summarizes our results for all cases obtained using:
(a) The proposed conditional generative model described above.
(b) A simple Gaussian process model with a Gaussian likelihood and a
squared exponential covariance function trained using exact inference
[22].
(c) A Bayesian neural network having the same architecture as the gener-
ator network described above and trained using mean-field stochastic
variational inference [62]
We observe that the proposed conditional generative model returns robust
predictions with sensible uncertainty estimates for all cases. On the other
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hand, the basic Gaussian process and Bayesian neural network models per-
form equally well for the simple uncorrelated noise case, but suffer from
over-fitting and fail to return reasonable uncertainty estimates for the more
complex heteroscedastic and non-additive cases. These predictions could in
principle be improved with the use of more elaborate priors, likelihoods and
inference procedures, however such remedies often hamper the practical ap-
plicability of these methods. In contrast, the proposed conditional generative
model appears to be robust across these inherently different cases without
requiring any modifications or specific assumptions regarding the nature of
the noise process.
3.2. Multi-fidelity modeling of stochastic processes
In this section we demonstrate how the proposed methodology can be
adapted to accommodate the setting of supervised learning from data of
variable fidelity. Let it be a synthesis of expensive experiments and simpli-
fied analytical models, multi-scale/multi-resolution computational models,
or historical data and expert opinion, the concept of multi-fidelity model-
ing lends itself to enabling effective pathways for accelerating the analysis of
systems that are prohibitively expensive to evaluate. As discussed in section
1, these methods have been successful in a wide spectrum of applications
including design optimization [1, 2, 3, 4, 5], model calibration [7, 8, 9], and
uncertainty quantification [10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21].
Except perhaps for Gaussian process regression models, most existing
approaches to multi-fidelity modeling are trying to construct determinis-
tic surrogates of some form y = f(x), and use theoretical error bounds
to quantify the accuracy of the surrogate model predictions. For instance,
a multi-fidelity problem can be formulated by considering y := {yl} and
x := {x, λ, y1, y2, . . . , yl−1, }, where yl is the output of our highest fidelity
information source, (y1, y2, . . . , yl−1) are predictions of lower fidelity models,
x is a vector of space-time coordinates, and λ is a vector of uncertain pa-
rameters. Despite their growing popularity, the applicability of multi-fidelity
modeling techniques is typically limited to systems that are governed by de-
terministic input-output relations. To the best of our knowledge, this is the
first attempt of applying the concept of multi-fidelity modeling to expedite
the statistical characterization of correlated stochastic processes.
Without loss of generality, and to keep our presentation clear, we will
focus on a setting involving two correlated stochastic processes. Intuitively,
one can think of the following example scenario. We want to characterize
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(a) (b) (c)
Figure 3: Regression under homoscedastic noise: Training data (black crosses) and the
exact noise-free solution (blue solid line) versus the predictive mean (red dashed line)and
two standard deviations (orange shaded region) obtained by: (a) the proposed conditional
generative model, (b) a Gaussian process regression model, and (c) a Bayesian neural
network. Top row panels: Gaussian homoscedastic noise, Middle row panels: Gaussian
heteroscedastic noise, Bottom row panels: Non-additive, non-Gaussain noise.
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the statistics of a random quantity of interest (e.g., velocity fluctuations of
a turbulent flow near a wall boundary) by recording its value at a finite set
of locations and for a finite number of random realizations. However, these
recordings may be hard/expensive to obtain as they may require a set of
sophisticated and well calibrated sensors, or a set of fully resolved compu-
tational simulations. At the same time, it might be easier to obtain more
measurements either by probing the same quantity of interest using a set of
cheaper/uncalibrated sensors (or simplified/coarser computational models),
or by probing an auxiliary quantity of interest that is statistically correlated
to our target variable but is much easier to record (e.g., sensor measurements
of pressure on the wall boundary). Then our goal is to synthesize these mea-
surements and construct a predictive model that can fully characterize the
statistics of the target stochastic process.
More formally, we assume that we have access to a number of high-fidelity
input-output pairs (xH ,yH) corresponding to a finite number of realizations
of the target stochastic process, measured at a handful input locations xH us-
ing high-fidelity sensors. Moreover, we also have access to low-fidelity input-
output pairs (xL,yL) corresponding to a finite number of realizations of either
the target stochastic process or an auxiliary process that is statistically cor-
related with the target, albeit probed for a much larger collection of inputs.
Then our goal is to learn the conditional distribution pθ(yH |xH ,yL, z) using
a generative model yH = fθ(xH ,yL, z), z ∼ p(z).
We will illustrate this work-flow using a synthetic example involving data
generated from two correlated Gaussian processes in one input dimension
[
fL(x)
fH(x)
]
∼ N
([
µL(x)
µH(x)
]
,
[
KLL KLH
K ′LH KHH
])
, (19)
(20)
with a mean and covariance functions given by
µL(x) = 0.5µH(x) + 10(x− 0.5)− 5 (21)
µH(x) = (6x− 2)2 sin(12x− 4) (22)
KLL = k(x, x; θL) (23)
KLH = ρk(x, x; θL) (24)
KHH = ρ
2k(x, x; θL) + k(x, x; θH). (25)
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Here θL = (σ
2
fL
, l2L) and θH = (σ
2
fH
, l2H) correspond to two different sets of
hyper-parameters of a square exponential kernel
k(x, x′; θ) = σ2f exp
(
−(x− x
′)2
2l2
)
. (26)
Moreover, ρ is a parameter that controls the degree to which the two stochas-
tic processes exhibit linear correlations [63, 64]. In this example we have con-
sidered σ2fL = 0.1, l
2
L = 0.5, σ
2
fH
= 0.5, l2H = 0.5 and ρ = 0.8, and generated
a training data-set consisting of 50 realizations of fL(x) and fH(x) recorded
using a set of sensors fixed at locations xL = xH = [0, 0.4, 0.6, 1.0] (see figure
4(a)).
We employ a conditional generative model constructed using simple feed-
forward neural networks with 3 hidden layers and 100 neurons per layer for
both the generator and the encoder, and 2 hidden layers with 100 neurons
per layer for the discriminator. The activation function in all cases is cho-
sen to be a hyperbolic tangent non-linearity. Moreover, we have chosen a
one-dimensional latent space with a standard normal prior, i.e. z ∼ N (0, 1).
Model training is performed using the Adam optimizer [59] with a learn-
ing rate of 10−4 for all the networks. For each stochastic gradient descent
iteration, we update the discriminator for 1 time and the generator for 5
times, while we fix the entropic regularization penalty parameter to λ = 1.5.
Notice that during model training the algorithm only requires to see joint
observations of fL(x) and fH(x) at a fixed set of input locations x (see figure
4(a)). However, during prediction at a new test point x∗ one needs to first
sample y∗L = fL(x
∗), and then use the generative model to produce samples
y∗H = fθ(x
∗, y∗L, z), z ∼ N (0, 1).
The results of this experiment are summarized in figures 4(b) and 5.
Specifically, in figure 4(b) we observe a qualitative agreement between the
second order sufficient statistics for the predicted and the exact high-fidelity
processes. The effectiveness of the multi-fidelity approach becomes evident
when we compare our results against a single-fidelity conditional generative
model trained only on the high-fidelity data. The result of this experiment is
presented in 5(a) where it is clear that the generative model fails to correctly
capture the target stochastic process. To make this comparison quantita-
tive, we have estimated the forward and reverse Kullback-Leibler divergence
for a collection of one-dimensional marginal distributions corresponding to
different spatial locations in x ∈ [0, 1]. To this end, we have employed a
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(a) (b)
Figure 4: Multi-fidelity modeling of stochastic processes: (a) Sample realizations of the
low- and high-fidelity stochastic processes (red and blue lines, respectively) along with
the sensor measurements at x = [0, 0.4, 0.6, 1.0] used to train the generative model (black
and green crosses, respectively). (b) Predicted mean (red dashed line) and two standard
deviations (yellow band) for the high-fidelity stochastic process versus the exact solution
(blue solid line and green band, respectively).
Gaussian approximation for the predicted marginal densities of the genera-
tive model and compared them against the exact Gaussian marginal densi-
ties of the target high-fidelity process using the analytical expression for the
KL-divergence between two Gaussian distributions p1(x) ∼ N (µ1, σ21) and
p2(x) ∼ N (µ2, σ22),
KL[p1(x)||p2(x)] = −
∫
p1(x) log p2(x)dx+
∫
p1(x) log p1(x)dx
=
1
2
log(2piσ22) +
σ21 + (µ1 − µ2)2
2σ22
− 1
2
(1 + log(2piσ21))
= log
σ2
σ1
+
σ21 + (µ1 − µ2)2
2σ22
− 1
2
. (27)
The result of this comparison is shown in figure 5(b) for both the single- and
multi-fidelity cases. Clearly, the appropriate utilization of the low-fidelity
data results in significant accuracy gains for the multi-fidelity case, while
the single-fidelity model is not able to generalize well and suffers from large
errors in KL-divergence in all locations away from the training data.
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(a) (b)
Figure 5: Multi-fidelity modeling of stochastic processes: (a) Predicted mean (red dashed
line) and two standard deviations (yellow band) of a single-fidelity conditional genera-
tive model versus the exact solution (blue solid line and green band, respectively). (b)
Comparison of the KL-divergence and Reverse-KL-divergence between the exact marginal
densities and the predictions of the single- and multi-fidelity conditional generative models.
3.3. Uncertainty propagation in high-dimensional dynamical systems
In this section we aim to demonstrate how the proposed inference frame-
work can leverage modern deep learning techniques to tackle high-dimensional
uncertainty propagation problems involving complex dynamical systems. To
this end, we will consider the temporal evolution of the non-linear time-
dependent Burgers equation in one spatial dimension, subject to random
initial conditions. The equation and boundary conditions read as
ut + uux − νuxx = 0, x ∈ [−7, 3], t ∈ [0, 50],
u(t,−7) = u(t, 3) = 0, (28)
where the viscosity parameter is chosen as ν = 0.5 [65]. We will evolve the
system starting from a random initial condition generated by a conditional
Gaussian process [22] that constrains the initial sample paths to satisfy zero
Dirichlet boundary conditions, i.e. u(0, x) ∼ GP(µ(x),Σ(x)), with
µ(x) = k(x, xb)K
−1yb,
Σ(x) = k(x, x)− k(x, xb)K−1k(xb, x),
(29)
where xb and yb are column vectors corresponding to zero data near the
domain boundaries, and K is a covariance matrix constructed by evaluat-
ing the square exponential kernel (see equation 26) with fixed variance and
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Figure 6: Uncertainty propagation in high-dimensional dynamical systems: 100 represen-
tative samples of a conditional Gaussian process used as initial conditions for the Burgers
equation.
length-scale hyper-parameters σ2f = 0.005 and l
2 = 1, respectively (see figure
6). The resulting solution to this problem is a continuous spatio-temporal
random field u(x, t) whose statistical description defines a non-trivial infinite-
dimensional uncertainty propagation problem. As we will describe below, we
will leverage the capabilities of convolutional neural networks in order to
construct a scalable surrogate model that is capable of providing a complete
statistical characterization of the random field u(x, t) for any time t and for
a finite collection of spatial locations x.
We generate a data-set consisting of 100 sample realizations of the system
in the interval t ∈ [0, 50] using a high-fidelity Fourier spectral method [66]
on a regular spatial grid consisting of 128 points and 256 time-steps. Our
goal here is to use a subset of this data to train a deep generative model for
approximating the conditional density pθ(u|t, z), z ∼ p(z), where the vector
u ∈ R128 corresponds to the collocation of the continuous field u(x, t) at the
128 spatial grid-points for a given temporal snapshot at time t. We use data
from 64 randomly selected temporal snapshots to train the generative model,
and the rest will be used for validating our results.
To exploit the gridded structure of the data we employ 1d-convolutional
neural networks [67] which allow us to construct a multi-resolution repre-
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sentation of the data that can capture local spatial correlations [68, 69]. To
this end, the generator network is constructed using 5 transposed convolution
layers with channel sizes of [512, 256, 128, 64, 32], kernel size 4, stride 2, and a
hyperbolic tangent activation function in all layers except the last. For the en-
coder we use 5 convolutional layers with channel sizes of [32, 64, 128, 128, 256],
each with a kernel size of 5, stride 2, followed by a batch normalization layer
[70] and a hyperbolic tangent activation. The last layer of the encoder is
a fully connected layer that returns outputs with the same dimension of z.
Here, we choose the latent space dimension to be 32, i.e. z ∈ R32, with
an isotropic normal prior, p(z) ∼ N (0, I). Finally, for the discriminator
we use 4 convolution layers with the channel sizes of [32, 64, 128, 256], each
with kernel size of 5, stride 2, and a hyperbolic tangent activation function
in all layers except the last. The last layer of the discriminator is a fully
connected layer to convert the final output into scalar class probability pre-
dictions that aim to correctly distinguish between real and generated samples
in the 128-dimensional output space.
Notice that the time variable is treated as a continuous label correspond-
ing to each time instant t, and it is incorporated in our work-flow as follows.
For the discriminator and the encoder, we broadcast time as a vector having
the same size of the data and treat it as an additional input channel. For
the decoder, we broadcast time as a vector having the same size of the latent
variable and concatenate them together. We use the Adam [59] optimizer
with the learning rate 10−4 for all the networks. For each epoch, we train
the discriminator for 1 time and the generator for 1 time. Finally, we set the
entropic regularization penalty to λ = 1.5 and the data fit penalty to β = 0.5
(see equation 11).
Figure 7 provides a visual comparison between reference trajectory sam-
ples obtained by high-fidelity simulations of equation 28 and trajectories gen-
erated by sampling the trained conditional generative model pθ(u|t, z). A
more detailed comparison is provided in figure 8 in terms of one-dimensional
slices taken at four distinct time instances that were not used during model
training. In both figures we observe a very good qualitative agreement be-
tween the reference and the predicted solutions, indicating that the condi-
tional generative model is able to correctly capture the statistical structure
of the system. These results are indicative of the ability of the proposed
method to approximate a non-trivial 128-dimensional distribution using only
scattered measurements from 100 sample realizations of the system.
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(a) (b)
Figure 7: Uncertainty propagation in high-dimensional dynamical systems: (a) Exact sam-
ple trajectories of the Burgers equation. (b) Samples generated by the conditional gen-
erative model pθ(u|t, z). The comparison corresponds to 16 different temporal snapshots
and depicts 10 samples per snapshot. Each sample is a 128-dimensional vector.
4. Discussion
We have presented a statistical inference framework for constructing scal-
able surrogate models for stochastic, high-dimensional and multi-fidelity sys-
tems. Leveraging recent advances in deep learning and stochastic variational
inference, the proposed regularized inference procedure goes beyond mean-
field and Gaussian approximations, it can accommodate the use of implicit
models that are capable of approximating arbitrarily complex distributions,
and is able to mitigate the issue of mode collapse that often hampers the
performance of adversarial generative models. These elements enable the
construction of conditional deep generative models that can be effectively
trained on scattered and noisy input-output observations, and provide accu-
rate predictions and robust uncertainty estimates. The latter, not only serves
as a measure for a-posteriori error estimation, but it is also a key enabler of
downstream tasks such as active learning [71] and Bayesian optimization [72].
Moreover, the use of latent variables adds flexibility in learning from data-
sets that may be corrupted by complex noise processes, and offers a general
platform for nonlinear dimensionality reduction. Taken all together, these
developments aspire to provide a new set of probabilistic tools for expediting
the analysis of stochastic systems, as well as act as unifying glue between
experimental assays and computational modeling.
Our goal for this work is to present a new viewpoint on building surro-
23
(a) (b)
(c) (d)
Figure 8: Uncertainty propagation in high-dimensional dynamical systems: Mean (solid
blue line) and two standard deviations (green shaded region) of reference simulated trajec-
tories of the Burgers equation versus the predictions of the conditional generative model
pθ(u|t, z) (red dashed line and yellow shaded region, respectively). Results are reported
for four temporal instances that were not used during model training: (a) t = 12.5, (b)
t = 25, (c) t = 37.5, and (d) t = 50.
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gate models with a particular emphasis on the methodological foundations
of the proposed algorithms. To this end, we confined the presentation to
a diverse collection of canonical studies that were designed to highlight the
broad applicability of the proposed tools, as well as to provide a test bed for
systematic studies that elucidate their practical performance. In the process
of gaining a deeper understanding of their advantages and limitations, fu-
ture studies will focus on realistic large-scale applications in computational
mechanics and beyond.
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Appendix A. Sensitivity studies
Here we provide results on a series of comprehensive systematic studies
that aim to quantify the sensitivity of the resulting predictions on:
(i) the entropic regularization penalty parameter λ.
(ii) the generator, discriminator and encoder neural network architectures.
(iii) the the adversarial training procedure.
To this end, we consider a simple benchmark corresponding to the approx-
imation of a Gaussian process g(x) ∼ GP(µH(x), k(x, x′; θH)), where µH(x)
corresponds to the high-fidelity mean function defined in equation 22 and
k(x, x′; θH) is a squared exponential kernel with hyper-parameters σ2fH =
0.5, l2H = 0.5, as defined in equation 26. Figure A.9(a) shows representa-
tive samples generated by this reference stochastic process. In all cases we
have employed simple feed-forward neural network architectures as described
below. The comparison metric used in all sensitivity studies is the average
discrepancy between the predicted and the exact one-dimensional marginal
densities, as measured by the reverse Kullback-Leibler divergence
Ep(x){KL[p1(y|x)||p2(y|x)]} (A.1)
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(a) (b)
Figure A.9: Sensitivity studies on approximating a one-dimensional stochastic process:
(a) Representative samples generated by this reference stochastic process, along with the
observed data used for model training. (b) Representative samples generated by a con-
ditional generative model with λ = 1.5. Blue lines are the exact reference samples, red
crosses are the training data, and red lines are the generated samples.
where p1(y|x) is the conditional distribution predicted by the generative
model, p2(y|x) is the conditional distribution of the exact solution, and p(x) is
the distribution of uniformly sampled test locations in the interval x ∈ [0, 1].
For a given x ∼ p(x), we facilitate a tractable computation of the reverse
KL-divergence using equation 27, by performing a Gaussian approximation of
p2(y|x), while, by definition, p1(y|x) is a known uni-variate Gaussian density.
Appendix A.1. Sensitivity with respect to the entropic regularization penalty
parameter λ
In this study we aim to quantify the sensitivity of our predictions with
respect to the penalty parameter λ in equation 11. To this end, we have
fixed the architecture for generator and encoder neural networks to include
3 hidden layers with 100 neurons each, and the discriminator neural network
to include 2 hidden layers with 100 neurons each. In all cases, we have used a
hyperbolic tangent non-linearity and a normal Xavier initialization [73]. For
each iteration, we train the discriminator for 3 times and the generator for 1
time. We use a batch size of 500 data-points per stochastic gradient update,
and the total number of training points is 10000.
In table A.1 we report the reverse KL-divergence between the predicted
data and the ground truth for different values of λ, 1.0, 1.2, 1.5, 1.8, 2.0,
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and 5.0. Recall that for λ = 1.0 our model has a direct correspondence with
generative adversarial networks [55], while for λ > 1.0 we obtain a regularized
adversarial model that introduces flexibility in mitigating the issue of mode
collapse. A manifestation of this pathology is evident in figure A.10(a) in
which the model with λ = 1.0 collapses to a degenerate solution that severely
underestimates the diversity observed in the true stochastic process samples,
despite the fact that the model training dynamics seem to converge to a
stable solution (see figure A.10(b)). This is also confirmed by the computed
average discrepancy in KL-divergence which is roughly an order of magnitude
larger compared to the regularized models with λ > 1.0. We also observe
that model predictions remain robust for all values λ > 1.0, while our best
results are typically obtained for λ = 1.5 which is the value used throughout
this paper (see figure A.9(b) for representative samples generated by the
conditional generative model with λ = 1.5).
λ 1.0 1.2 1.5 1.8 2.0 5.0
Reverse-KL 2.8e+00 2.2e-01 2.2e-01 4.2e-01 5.4e-01 3.4e-01
Table A.1: Sensitivity with respect to the entropic regularization penalty parameter λ: Av-
erage reverse KL-divergence between the predicted and the ground truth one-dimensional
marginals in x ∈ [0, 1] for different values of the entropic regularization penalty λ in
equation 11.
Appendix A.2. Sensitivity with respect to the neural network architecture
In this study we aim to quantify the sensitivity of our predictions with
respect to the architecture of the neural networks that parametrize the gen-
erator, the discriminator, and the encoder. Here, we choose the number of
layers for the discriminator to always be one less than the number of layers
for the generator and the encoder (e.g., if the number of layers for the gen-
erator is two then the number of layers for the discriminator is one, etc.). In
all cases, we fix λ = 1.5 and we use a hyperbolic tangent non-linearity, and a
normal Xavier initialization [73]. In table A.2 we report the computed aver-
age reverse KL-divergence between the predicted data and the ground truth
for different feed-forward architectures for the generator, discriminator, and
encoder (i.e., different number of layers and number of nodes in each layer).
We denote the number of neurons in each layer as Nn and the number of
layers for the generator and the encoder as Ng.
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(a) (b)
Figure A.10: Sensitivity with respect to the entropic regularization penalty parameter λ:
(a) Manifestation of mode collapse for λ = 1.0. Blue lines are exact samples from the
reference stochastic process, red lines are samples produced by the conditional generative
model. (b) Generator and discriminator loss values as a function of the number of training
iterations.
The results of this sensitivity study are summarized in table A.2. Over-
all, we observe that model predictions remain robust for all neural network
architectures considered.
Ng
Nn 20 50 100
2 6.0e-01 6.0e-01 7.4e-01
3 9.6e-02 3.3e-01 2.2e-01
4 1.5e-01 4.0e-01 2.7e-01
Table A.2: Sensitivity with respect to the neural network architecture: Average reverse
KL-divergence between the predicted data and the ground truth for different feed-forward
architectures for the generator, encoder, and the discriminator. The total number of layers
of the latter is always chosen to be one less than the number of layers for generator.
Appendix A.3. Sensitivity with respect to the adversarial training procedure
As discussed in [74], the adversarial training procedure plays a key role
in the effectiveness of adversarial generative models, and it often requires a
careful tuning of the training dynamics to ensure robustness in the model
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predictions. To this end, here we test the sensitivity of the proposed condi-
tional generative model with respect to the relative frequency in which the
generator and discriminator networks are updated during model training. To
this end, we fix we the entropic regularization penalty to λ = 1.5, use the
neural network architecture to be the same as the one described in section
Appendix A.1, and vary the total number of training steps for the gener-
ator Kg and the discriminator Kd within each stochastic gradient descent
iteration.
The results of this study are presented in table A.3 where we report the
average reverse KL-divergence between the predicted data and the ground
truth. These results reveal the high sensitivity of the training dynamics on
the interplay between the generator and discriminator networks, and pinpoint
the well known peculiarity of adversarial inference procedures which require
a careful tuning of Kg and Kd for achieving stable performance in practice.
Overall we observe that a one-to-three or one-to-five ratio of relative updates
for the generator and discriminator, respectively, is the setting that typically
works best in practice, although we must underline that this also depends
on the capacity of the underlying neural network architectures as discussed
in [74].
Finally, figure A.11 depicts the convergence of the training algorithm for
the case Kg = 1 and Kd = 5. According to [54], the theoretical optimal
value of the discriminator loss is ln(4) = −2× ln(0.5) = 1.384. As is shown
in figure A.11, the losses oscillate at the very beginning of the training and
quickly converge to the optimal value after approximately 2,000 iterations.
Kg
Kd 1 3 5
1 9.2e-01 2.2e-01 2.4e-01
3 1.2e+00 8.5e-01 9.4e-01
5 4.3e+00 8.9e-01 5.9e+00
Table A.3: Sensitivity with respect to the adversarial training procedure: Average reverse
KL-divergence between the predicted data and the ground truth with different number
of relative updates between the generator and discriminator in each stochastic gradient
descent iteration.
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Figure A.11: Optimal convergence of the discriminator loss: Convergence of the training
algorithm for the case Kg = 1 and Kd = 5. The red line depicts the generator loss, the
blue line is the discriminator loss, and the black dash line is the theoretical optimal loss
of the discriminator.
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