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Abstract
Working withing the framework of Hopf algebras, a random walk
and the associated diffusion equation are constructed on a space that
is algebraically described as the merging of the real line algebra with
the anyonic line algebra. Technically this merged structure is a smash
algebra, namely an algebra resulting by a braided tensoring of real
with anyonic line algebras. The motivation of introducing the smash-
ing results from the necessity of having non commuting increments
in the random walk. Based on the observable-state duality provided
by the underlying Hopf structure, the construction is cast into two
dual forms: one using functionals determined by density probability
functions and the other using the associated Markov transition oper-
ator. The ensuing diffusion equation is shown to possess triangular
matrix realization. The study is completed by the incorporation of
Hamiltonian dynamics in the above random walk model, and by the
construction of the dynamical equation obeyed by statistical moments
of the problem for generic entangled density functions.
* Email: ellinas@science.tuc.gr
** Email: ioannis2@otenet.gr
1 Introduction
In recent years considerable amount of work has been devoted to generaliza-
tion of concepts of random walks and diffusions to spaces described by alge-
bras of functions or operators, see e.g the general reviews [24],[22],[19],[13].
The mathematical framework mostly adopted for such generalizations is that
of Hopf algebras of various kinds and their braided versions ([1], [28]). Re-
markably some of the basic features of random walks and diffusion prosseses,
such as Markov property, convolution, statistical (in)depedence, diffusion as
limit of random walk [20], solution of diffusion equations by classes of moment
polynomials ([12], [8]) etc, have their analogue in the generalized framework.
Especially the notion of statistical dependance of steps of a random walk, ex-
pressed as the commutation property of increments of walk and the analogue
of the central limit theorem have been extended from the commuting case
[16], to anticommuting case of fermionic increments [30], to the q-deformed
case ([26], [18]), to the case of free products ([29], [27]) as well as to case
of supealgebras [2]. A general approach to independence based on the co-
product of coalgebras [25], can be used to study random walks on braided
structures ([21], [15], [9]).
Braiding or smashing defined on algebras, colalgebras, bialgebras and
Hopf algebras, has recently been systematized and a unification of the var-
ious braiding notions has been given ([4], [3]). This compact formulation
of smashing products has been used here to intruduce the so called smash
line algebra Ω = A ⊗ B, and to study non commutative random walk and
the associated diffusion equation on it. In this present work we undertake
a full investigation of the random walk defined on the space ensuing from
the merging of the real line A with the anyonic line B [21]. Endowing the
algebra of functions of this composite space Ω with a smash product, results
into smash line algebra. Due to smashing/braiding, the increments of the
walk along the subspace of real line A are commuting, the increments along
the subspace of the anyonic line B are q-commuting, while for random steps
in the total space Ω the increments are Q-commuting. The outline of the
paper has as follows.
In section one, we start with the tensor product algebra of the real line
and the anyonic line algebra and procceed to establish a mathematically con-
stistent merging of these two in order to form a braided algebra i.e. a smash
algebra. This tensor product algebra is also shown to posses a bialgebra
structure whose n-fold coproduct will provides us with the notion of the n-th
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step of random walk we shall consider. In closing the section we explain the
need of introducing the braiding in that it leads, as it is shown, to a type
of non commutativity among the steps of the random walk. In section two
the diffusion limit of the random walk on the smash line algebra is obtained
and the the associated difussion equation diffusion equationis studied as well
as the moment generating function of the random variable of the walk. Sec-
tion three is devoted to the non stationary random walk on the smash line
algebra that expresses the dynamical coupling of the random motion with
a general Hamiltonian dynamics. Towards a physical interpretation of the
constructed random motion on the variables of the smash line algebra, sec-
tion four provides a matrix representation of these variables and cast the
diffusion equation in the form of a coupled spin-oscillator type of equation of
motion, for which the solution is obtained in some special cases. Section five
utilizing the state-observable duality built in the Hopf algebra structure of
the random walk and gives a brief construction of the transition operator of
the walk seen it as a markov proccess. In next section six, we study the ef-
fect of the entanglement i.e statistical correlations between the partial walks
of the x variable and the ξ variable, expressed as the non factorizability of
the probability density function ruling the random walk of the smash line
algebra, and investigate, in the terms of the canonical and q-deformed ( for
q root of unity) Heisenberg algebra, the structure of the ensuing equations
of motion for the statistical moments in the diffusion limit. The last section
summarized the rusults and concludes the paper.
2 The smash line algebra
Consider two real associative algebras A and B such that A = R[[x]] is the
real line algebra, consisting of formal power series in one variable generated
by the element x with {1, x, x2, . . . } as linear basis, and B = R[ξ]/ξN , the
anyonic line algebra consisting of polynomials in one variable of degree N−1,
generated by the element ξ with basis {1, ξ, ξ2, . . . ξN−1} and ξN = 0. Both
these algebras are equipped with a Hopf algebra and a smash Hopf algebra
structure which will be examined in turn.
The algebra A = A(µA,∆A, uA, ǫA) is a commuting, cocommuting, and
coassociative algebra with product, unit, coproduct, and counit respectively
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defined as
µA(x⊗ y) = xy,
uA(c) = cIA,
∆A(x) = x⊗ IA + IA ⊗ x, (1)
εA(x) = 0, and εA(IA) = 1
for all x, y in A, c ∈ R and IA, being the identity element. Considering
the trivial braiding or twist map τ on A such that τ(x ⊗ y) = y ⊗ x , ∀ x,
y ∈ A, we can introduce a trivial smash Hopf algebra structure on A ⊗ A,
denoted hereafter as A′≡ Aτ ⊲⊳τ A, [3, 4] with smash product, unit, smash
co-product and co-unit given respectively by
µA′ = (µA ⊗ µA) ◦ (idA ⊗ τ ⊗ idA) ,
uA′(1) = IA′ = IA ⊗ IA
∆A′ = (idA ⊗ τ ⊗ idA) ◦ (∆A ⊗∆A) (2)
εA′ = εA ⊗ εA.
The smash product µA′ can easily be extented to an associative product
on the n-fold tensor product A⊗n ≡ An = A⊗A⊗ . . .⊗A , (A being taken
n times) given by
µAn = (µAn−1 ⊗ µA) ◦2n−3k=1 ◦(id⊗
2n−2−k
A ⊗ τ ⊗ id⊗kA ).
Then, with xi = IA ⊗ ...⊗ x⊗. ..⊗ IA , where x is in the i-th position in An
can be verified that the braiding relations
xixj = xjxi for all i, j
are satisfied.
The algebra B = B(µB, uB,∆B, εB) is an N -potent, commuting, cocom-
muting and coassociative algebra with product , coproduct, unit and counit
respectively defined as
µB(ξ ⊗ η) = ξη,
uB(c) = cIB,
∆B(ξ) = ξ ⊗ IB + IB ⊗ ξ,
εB(ξ) = 0, and εB(IB) = 1 (3)
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for all ξ, η in B, c ∈ R and IB, being the identity element. Let us consider
this time the braiding or twist map ψ on B such that
ψ(ξ ⊗ η) = qη ⊗ ξ, ∀ ξ, η ∈ B (4)
where q = e2πi/N , a N−th root of unity. We can introduce a smash Hopf
algebra structure on B ⊗ B, denoted hereafter as B′≡ Bψ ⊲⊳ψ B, [3, 4] with
smash product, unit, smash co-product and co-unit given respectively by
µB′ = (µB ⊗ µB) ◦ (idB ⊗ ψ ⊗ idB) ,
uB′(1) = IB′ = IB ⊗ IB, (5)
∆B′ = (idB ⊗ ψ ⊗ idB) ◦ (∆B ⊗∆B),
εB′ = εB ⊗ εB.
The smash product µB′ can be extented to an associative product on the
n-fold tensor product B⊗n ≡ Bn = B ⊗ B ⊗ . . .⊗ B , (B being taken n times)
given by
µBn = (µBn−1 ⊗ µB) ◦2n−3k=1 ◦(id⊗
2n−2−k
B ⊗ ψ ⊗ idkB).
Then, with ξi = IB⊗ ...⊗ ξ⊗. ..⊗ IB , where ξ is in the i-th position in Bncan
be verified that the braiding relations
ξiξj = qξjξi for i > j . (6)
are satisfied as in [21].
The merging of A and B as Ω ≡ A⊗B , where x is embedded as x⊗ IA
and ξ as IB⊗ ξ, admits a bialgebra structure with product, unit, co-product,
co-unit respectively given by
µΩ = (µA ⊗ µB) ◦ (idA ⊗ τ ⊗ idB),
uΩ(1) = IΩ = IA ⊗ IB, (7)
∆Ω ≡ (idA ⊗ τ ⊗ idB) ◦ (∆A ⊗∆B),
εΩ ≡ εA ⊗ εB.
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By means of the previous relations and the braiding map Ψ : Ω⊗Ω→ Ω⊗Ω
defined by
Ψ(x
α ⊗ ξm ⊗ xβ ⊗ ξn) = qmnQαn+βm(xβ ⊗ ξn ⊗ xα ⊗ ξm), (8)
for all x, y ∈ A and and all ξ, η ∈ B, Q ∈ R and q = e2πi/N , we introduce a
smash algebra hereafter denoted by Ω′ = Ω#ΨΩ. Then Ψ can also be written
as
Ψ = (idA ⊗ΨAB ⊗ idB) ◦ (ΨA ⊗ΨB) ◦ (idA ⊗ΨAB ⊗ idB),
where idA ⊗ΨAB ⊗ idB is realized as
(idA ⊗ΨAB ⊗ idB)(xα ⊗ ξm ⊗ xβ ⊗ ξn) = Qβmxα ⊗ xβ ⊗ ξm ⊗ ξn
and ΨA, ΨB are realized as
ΨA(x
α ⊗ xβ) = xβ ⊗ xα ,
ΨB(ξ
m ⊗ ξn) = qmnξn ⊗ ξm.
Fig. Diagramatic display of the braiding map
The smash product and unit, are given respectively by
µΩ′ ≡ (µΩ ⊗ µΩ) ◦ (idΩ ⊗Ψ⊗ idΩ) ,
uΩ′(1) = IΩ′ = IΩ ⊗ IΩ . (9)
The following lemma [4], which is easily verified, provides with the compati-
bility between the above braiding map Ψ and the associative product µ
Ω
′ .
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Lemma: Let Ω = A⊗B and the linear braiding map Ψ : Ω⊗Ω→ Ω⊗Ω
given in eq.(8). The algebra Ω′ = Ω#ΨΩ is a smash product algebra which
implies that the following relations hold:
i) Ψ is normal i.e
Ψ(x
α ⊗ ξm ⊗ IA ⊗ IB) = IA ⊗ IB ⊗ xα ⊗ ξm
Ψ(IA ⊗ IB ⊗ xα ⊗ ξm) = (xα ⊗ ξm ⊗ IA ⊗ IB)
ii) Ψ satisfies the following realation:
Ω⊗4 → Ω⊗2 : (IΩ ⊗ µΩ) ◦ (Ψ⊗ IΩ) ◦ (IΩ ⊗ µΩ ⊗ IΩ) ◦ (IΩ ⊗ IΩ ⊗Ψ)
= (µΩ ⊗ IΩ) ◦ (IΩ ⊗Ψ) ◦ (IΩ ⊗ µΩ ⊗ IΩ) ◦ (Ψ⊗ IΩ ⊗ IΩ).
The non commutativity of the algebra of increaments can explicitely be
seen if we look at the simplest example of the one-step algebra of increament
as follows:
Define the one-step increments ωij, i, j = 1, 2 as
ω11 = x⊗ ξ ⊗ IA ⊗ IB, ω12 = x⊗ IB ⊗ IA ⊗ ξ,
ω21 = IA ⊗ ξ ⊗ x⊗ IB, ω22 = IA ⊗ IB ⊗ x⊗ ξ,
then it can be easily checked that the following relations hold:
ω11 ω12 = qQω12ω11, ω21ω11 = Qω11ω21, ω22ω11 = qQ
2ω11ω22,
ω12ω21 = qω21ω12, ω21ω22 = qQω22ω21, ω22ω12 = Qω12ω22.
Note that the above choice for Ψ reproduces the braiding of A and B
algebras. The product µΩ extends to an associative product on the n-fold
tensor product Ωn ≡ Ω⊗n , n ≥ 2, by means of the relation
µΩn = (µΩn−1 ⊗ µΩ) ◦2n−3k=1 ◦(id⊗
2n−2−k
Ω ⊗Ψ⊗ id⊗kΩ ), (10)
and in this way provides the following braiding relations on Ωn :
xixj = xjxi, ∀i, j, ξiξj = qξjξi, xiξj = Qξjxi, for i > j, (11)
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where the indices above indicate the position of the embeddings of x and ξ
in the respective spaces (e.g. ξ2ξ1 = (IA ⊗ IB ⊗ IA ⊗ ξ)(IA ⊗ ξ ⊗ IA ⊗ IB) =
q(IA ⊗ ξ ⊗ IA ⊗ IB)(IA ⊗ IB ⊗ IA ⊗ ξ) = qξ1ξ2).
Finally using eqs. (7,11), we compute the n-th fold coproduct on xk ⊗ ξl
∈ Ω , k ∈ Z+ , l ∈ {0, 1, ..., N − 1}, which is given by:
∆n−1Ω (x
k ⊗ ξl) =
∑
i1+···+in=k
∑
j1+···+jn=l
(
k
i1 · · · in
)[
l
j1 · · · jn
]
q
×xi1 ⊗ ξj1 ⊗ · · · ⊗ xin ⊗ ξjn (12)
where ∆mΩ = (∆Ω⊗id⊗
m−1
Ω )◦∆m−1Ω = (id⊗
m−1⊗∆Ω)◦∆m−1Ω , with
(
k
i1 · · · in
)
=
k!
i1!...in!
, while the q-binomial coefficient is defined as
[
l
j1 · · · jn
]
q
=
[l]q!
[j1]q!...[jn]q!
, where [l]q =
ql−1
q−1
, [l]q! = [1]q[2]q...[l]q.
In the next chapter we will construct a stationary random walk on Ω and
derive the difussion limit equation of motion.
3 Diffusion equation on the smash line alge-
bra
Let φΩ : Ω −→ C, be a linear normalized (φΩ(1Ω) = 1) and positive semi-
definite functional from Ω to C, which corresponds to probability denisty
element ρ satisfying the following relations:
φΩ(f) ≡< f >φΩ=
∫
ρf =< φΩ, f >, (13)
where f = f(x, ξ) is a general element (observable) of Ω. It is assumed that
φΩ lives in the dual space of Ω, where the product is defined to be the usual
convolution operation between probability density functions, by means of the
following relations:
φ⋆n
Ω
(f) = < φΩ ⋆ φΩ ⋆ ... ⋆ φΩ, f > = < φ
⊗n
Ω
, ∆n−1(f) > . (14)
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where ∆n−1 ≡ ∆n−1Ω will be used thereafter. If eq.(14) is interpreted as the
state of probability function of the random walk after n steps, then we can
evaluate the general state after an n-step walk. Consider a general observable
element of Ω such as
f(x, ξ) =
N−1∑
l=0
∑
k∈Z+
cklx
kξl ≡
N−1∑
l=0
cl(x)ξ
l =
∑
k∈Z+
xkdk(ξ) (15)
where it should be understood , except if otherwise stated, that xk ≡ (x ⊗
IB)
k = (xk ⊗ IB) and ξl ≡ (IA ⊗ ξ)l = (IA ⊗ ξl). The last equations indicate
that the observable f(x, ξ), can been seen either as an N − 1-degree anyonic
polynomial with real analytical function as coefficients (cl(x)), or as a real
analytic function with anyonically valued coefficients. In view of the matrix
realization of the anyonic variables discussed below, these two alternatives
of representing the general observable quantities of the random walk might
help us to identify a physical model decribed by the smash algebra Ω, as a
model of interacting classical/boson system to a spin like system. Next using
eqs.(10,12,13,14,15), we obtain the convolution
φ⋆nΩ (f) =
∑
k,l∈Z+
∑
i1+...+in=k
∑
j1+...+jn=l
(
k
i1 · · · in
)[
l
j1 · · · jn
]
q
ckl
× φΩ(xi1 ⊗ ξj1)...φΩ(xin ⊗ ξjn). (16)
Note that althought φΩ is linear functional the convoluted φ
⋆n
Ω
is a non-linear
one. In order to evaluate the above quantity we can assume that
ρΩ(x, ξ) = ρA(x)⊗ ρB(ξ). (17)
The density matrices ρA(x), ρB(ξ) can be taken of the form
ρA(x) = p1δ(x− a) + (1− p1)δ(x+ a),
ρB(ξ) = p2δ(ξ − θ) + (1− p2)δ(ξ + θ), (18)
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where as usual p1 and p2 are chosen probabilities and the anyonic delta func-
tion in ρB(ξ) is defined as δ(ξ−θ) =
∑N−1
i=0 θ
N−1−iξi and
∫
δ(ξ + θ)f(ξ) = f(θ)[21].
This choice allows us to determine explicitly average values of the generating
monomials of the algebra after n steps. Note that the value of the size of
each random step in Ω is considered in general to be a⊗ θ . For the random
walk on the real line in Ω we have that
< xm >φ⋆nΩ =
∑
s1+...+sn=m
(
m
s1 · · · sn
)
Πnl=1 < x
sl >φA
=
∑
s1+...+sn=m
(
m
s1 · · · sn
)
Πnl=1(p1a
sl + (1− p1)(−a)sl) (19)
=
∑
s1+...+sn=m
(
m
s1 · · · sn
)
Πnl=1
[
p1e
aDx ⊗ εB + (1− p1)e−aDx ⊗ εB
]
|x=0
(xsl ⊗ IB)
=
∑
s1+...+sn=m
(
m
s1 · · · sn
)
Πnl=1φA(x
sl)
=
∑
s1+...+sn=m
(
m
s1 · · · sn
)
Πnl=1 < x
sl >φA
where Dx = ∂/∂x.
With respect to random walks on the anyonic line in Ω we have that:
< ξt >φ⋆nΩ =
∑
r1+...+rn=t
[
t
r1 · · · rn
]
q
Πnl=1 < ξ
rl >φB
=
∑
r1+...+rn=t
[
t
r1 · · · rn
]
q
Πnl=1 (p2θ
rl + (1− p2)(−θ)rl)
=
∑
r1+...+rn=t
[
t
rl · · · rn
]
q
Πnl=1
[
εA ⊗ p2eθDξ + (1− p2)εA ⊗ e−θDξ
]
|ξ=0
(IA ⊗ ξrl)
=
∑
r1+...+rn=t
[
t
rl · · · rn
]
q
Πnl=1φB(ξ
rl) (20)
=
∑
r1+...+rn=t
[
t
rl · · · rn
]
q
Πnl=1 < ξ
rl >φB
where the derivative Dξ is defined in [21, 10] as Dξf(ξ) =
f(ξ)−f(ξq)
(1−q)ξ
, and
satisfies the q-Leibniz rule Dξ(fg) = (Dξf)g + (Lqf)Dξg, where Lqf(ξ) =
f(qξ).
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Finally with respect to simultaneous random walks in both x, ξ directions
we obtain using eqs.(19,20):
< xk ⊗ ξl >φ⋆n= φ⋆n(xk ⊗ ξl)
=
∑
i1+..+in=k
∑
j1+...+jn=l
(
k
i1 ... in
)[
l
j1 ... jn
]
q
(21)
×
n∏
s=1
φx(x
is)φξ(ξ
js) (22)
= φ⋆nx (x
k)φ⋆nξ (ξ
l)
where φx(x
is)φξ(ξ
js) =< xis >φx< ξ
js >φξ .
Let us now compute the system after n steps and its limit as n → ∞ .
Using Taylor’s expansion, for the form of φ⋆n
Ω
as it can be easily read off from
equations (14,19,20), and (21) we have that
φ⋆nΩ = φ
⋆n
A ⊗ φ⋆nB = ([εA + 2a(p1 − 1/2)Dx + a2/2!D2x + ...]n (23)
⊗ [εB + 2θ(p2 − 1/2)Dξ + θ2/[2]q!D2ξ + ...]n) |x=0,ξ=0 .
Following [20, 21], we make the following substitutions
2a(p1 − 1/2) = c1t
n
, 2θ(p2 − 1/2) = c2t
n
,
a2/2 =
α1t
n
, θ2/[2]q =
α2t
n
. (24)
Then we take the limit n→∞ with t, c1, c2, α1, α2 kept fixed and t = nd, d
being the size of the step in time (which in the limit taken d→ 0 as a does),
to obtain the continue limit of random walk where the steps are viewed as
steps in time. Thus we obtain:
φ∞Ω (f) = (e
(c1tDx+α1tD2x)⊗εB+εA⊗(c2tDξ
+α2tD2
ξ
)
f)|x,ξ=0, (25)
where the limit (1 + z/n)n → ez for n→∞, has been used. The associated
density ρ∞Ω can now be obtained by evaluating
φ∞Ω (δ) =
∫
ρ∞δ(x, ξ), where δ(x, ξ) ≡ δ(x− a)⊗ δ(ξ − θ).
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Then
ρ∞Ω (a, θ) = ρ
∞
A (a)⊗ ρ∞B (θ), (26)
where
ρ∞A (a) = (4πα1t)
−1e
−
(a−c1t)
2
4α1t , (27)
ρ∞B (θ) =
N−1∑
k=0
θN−1−k
l<k/2∑
l=0
(c2t)
k−l(α2/c2)
l[k]q!
l!(k − 2l)! . (28)
To obtain the diffusion equation we take a generic f of the form (15) and
evaluate:
∫
(∂tρ
∞
Ω )f = ∂tφ
∞
Ω (f) = φ
∞
Ω ((c1Dx + α1D
2
x + c2Dξ + α2D
2
ξ)f)
=
∫
ρ∞Ω (c1Dx + α1D
2
x + c2Dξ + α2D
2
ξ )f (29)
=
∫
((−c1Dx + α1D2x + c2D∗ξ + α2D∗2ξ )ρ∞)f,
where we have used the definition of D∗
ξ
= −DξLq−1 , Lq−1 being such that
Lq−1f(ξ) = f(q
−1ξ). Then eq.(29) leads to the desired diffusion equation:
∂tρ
∞
Ω = ((−c1Dx + α1D2x)⊗ idB + idA ⊗ (c2D∗ξ + α2D∗2ξ ))ρ∞Ω (30)
whose solution is given in eqs.(26,27,28) .
Before closing this chapter we will quote the generating function of the
statistical moments of the two random variables, which are:
G(k1, k2) ≡< eik1x ⊗ eik2ξq >φ=
∑
m1≥0
N−1∑
m2=0
(ik1)
m1
m1!
(ik2)
m2
m2!
< xm1 >φ< ξ
m2 >φ
Then we can obtain the moments as:
dl
ildkl1
G(k1, k2)|k1=k2=0 =< x
l >φ,
(1/i)Dq,k2G(k1, k2)|k1=k2=0 =< ξ >φ,
(1/il)Dlq,k2G(k1, k2)|k1=k2=0 =< ξ
l >φ, (31)
where Dq,k2f(k2) =
f(k2)−f(qk2)
(1−q)k2
, the q-deformed derivative[10].
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4 Non stationary random walk
Consider now the Hamiltonian evolution of a quantity F = F (x, p, ξ, pξ),
depending in general on the phase space variables x, p and ξ, pξ dermined
by the following Poisson brackets
{F,H} = ∂F
∂x
∂H
∂p
− ∂F
∂p
∂H
∂x
+ (−1)ǫ(∂F
∂ξ
∂H
∂pξ
+
∂F
∂pξ
∂H
∂ξ
) = VH(F )
= V 1H(F ) + V
2
H(F ), (32)
where we have assumed that ξ2 = 0. The parity degree of F, deg(F ) = ǫ takes
values ǫ = 0, 1 to account of the even or odd chracter of F respectively. The
form and action of the operators V 1H =
∂H
∂p
∂
∂x
− ∂H
∂x
∂
∂p
, V 2H =(−1)ǫ( ∂∂ξ ∂H∂pξ +
∂
∂pξ
∂H
∂ξ
), can be read off from the above equation. We can thus defined, using
t as a time parameter, the action of an evolution operator etVH on x0 , by
etVHx0 = xt, and on ξ0 by e
tVH ξ0 = ξt where xt and ξt are the values of the
observables at time t . We shall now proceed to calculate moments after one
step walk in Ω, φ(xkt ⊗ ξlt), where k ∈ Z+ , l = 0, 1, using the probability
densities for time t = 0, given as ρ10(x0) = p1δ(x0 − a) + (1 − p1)δ(x0 + a),
ρ20(ξ0) = p2δ(ξ0 − θ) + (1 − p2)δ(ξ0 + θ), while the delta functions for the
ξ variables are as defined previously. Moreover we shall again assume that
ρ0(x0, ξ0) = ρ
1
0(x0)⊗ρ20(ξ0). The reason for these choices will become apparent
bellow. Thus,
φ(xt ⊗ ξt) =< ρ0, etV 1Hx0 ⊗ etV 2Hξ0 >
=< e−tV
1
Hρ10, x0 >< e
−tV 2
Hρ20, ξ0 >= ρ
1(xt)ρ
2(ξt)
= ρ1t (x0)ρ
2
t (ξ0). (33)
Direct evaluation of ρ1t and ρ
2
t gives
ρ1t (x0) = p1δ(x0 − t
∂H
∂p
− a) + (1− p1)δ(x0 − t∂H
∂p
+ a)
= p1δ(x0 − tλ− a) + (1− p1)δ(x0 − tλ+ a), (34)
ρ2t (ξ0) = p2δ(ξ0 − t
∂H
∂pξ
− θ) + (1− p2)δ(ξ0 − t∂H
∂pξ
+ θ) (35)
= p2δ(ξ0 − tλ˜− θ) + (1− p2)δ(ξ0 − tλ˜ + θ). (36)
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where λ = ∂H
∂p
and λ˜ = − ∂H
∂p
ξ
and thus, using eqs.(13,33) we finally have
φ(xt ⊗ ξt) = [(p1eatDx0 ⊗ εB + (1− p1)ea′tDx0 ⊗ εB)
× (εA ⊗ p2eθtDξ0 + (1− p2)εA ⊗ eθ′tDξ0 )]|x0,ξ0=0(x0 ⊗ ξ0)
= e−λt∂/∂ae−λ˜t∂/∂θφt=0(x0 ⊗ ξ0) (37)
= φt(x0 ⊗ ξ0)
where we have set at = a − tλ , a′t = −a − tλ, θt = θ − tλ˜ and θ′t =
−θ − tλ˜ . Evaluation of φ(f) for a generic f of the form given above can be
straightforwardly calculated using eq.(37). To derive the continue limit we
proceed as before. By Taylor’s expansion of φt and taking φ
⋆n
t we have
φ⋆nt = [εΩ + (2a(p1 − 1/2)− tλ)Dx ⊗ εB +
(
a2
2
+
(tλ)2
2
+ atλ− 2p1taλ)D2x ⊗ εB + ...]n
× [εΩ + εA ⊗ (2θ(p2 − 1/2)− tλ˜)Dξ +
εA ⊗ (θ
2
2
+
(tλ˜)2
2
+ θtλ˜− 2p2tθλ˜)Dξ2 + ...]n. (38)
As before we are making the following substitutuions
2a(p1 − 1/2) = c1t
n
, tλ = λ
d1t
n
,
a2
2
=
α1t
n
,
2θ(p2 − 1/2) = c2t
n
, tλ˜ = λ˜
d2t
n
,
θ2
2
=
α2t
n
, (39)
where d1, d2, real constants. Here D
2
ξ
= 0 and thus the last of eq.(39) is not
needed. Taking the limit n → ∞ as before we obtain for a generic function
f(x, ξ)
φ∞(f) = [e
((c1−λd1)tDx+α1tD2x)⊗εB+εA⊗(c2−λ˜d2)tDξf)
|x,ξ=0
= (etKf)
|x,ξ=0
=
∫
ρ∞f =< ρ∞, f > . (40)
The diffusion equation is immediately implied from the fact that:
< ∂tρ
∞, f >=
∫
∂tρ
∞f = (etKKf)|x,ξ=0 =< ρ
∞, Kf >=< K∗ρ∞, f >
13
giving
∂ρ∞
∂t
= [−c1Dx ⊗ idB + α1D2x ⊗ idB + idA ⊗ c2D∗ξ
+
∂H
∂p
Dx ⊗ idB − idA ⊗ (−∂H
∂pξ
)D∗ξ ]ρ
∞ (41)
where D∗
ξ
is defined by D∗
ξ
= −DξLq−1 ( Lq−1f(ξ) = f(q−1ξ) for any anyonic
function f(ξ) ) and where we have set d1 = d2 = 1. It should be pointed
out though that we can express eqs.(30, 41) using the finite dimensional
representation of ξ, Dξ as we shall see in the next section.
5 Matrix realization of random walk and dif-
fusion
We will now implement the N -dimentional matrix representations of ξ, Dξ,
D∗
ξ
as they have explicitely been constructed in [23] . As to matrix represen-
tation of D∗
ξ
one should take in to account the so called anyonic Leibnitz rule
Dξ(fg) = (Dξf)g + Lqf(Dξg) and the property that D
∗
ξ
= −DξLq−1 [21, 9].
Thus we have that,
ξ =


0 0 0 0 0 0 ...
1 0 0 0 0 0 ...
0 1 0 . . . ...
. . . . . . .
. . . . . 1 0

 , Dξ =


0 {1} 0 0 0 0 ...
. 0 {2} 0 0 0 ...
. . . . . . ...
. . . . . 0 {N − 1}
. . . . . . 0

 ,
D∗ξ = −


0 {1}eω−1{1} 0 0 0 0 ...
. 0 {2}eω−1{2} 0 0 0 ...
. . . . . . ...
. . . . . 0 {N − 1}eω−1{N−1}
. . . . . . 0

 ,
(42)
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where {x} = 1−ωx
1−ω
, ω = e2iπ/N . The matrix representation of higher powers
of Dξ, D
∗
ξ
and ξ can easily been obtained. For a general ρ(x, ξ) we have the
lower triangular form
ρ(x, ξ, t) =
N−1∑
i=0
∞∑
j=0
ρij(t)x
j ⊗ ξi =
N−1∑
i=0
ρi(x, t)⊗ ξi
=


ρ0(x, t) 0 0 0 0 0 ...
ρ1(x, t) ρ0(x, t) 0 0 0 0 ...
ρ2(x, t) ρ1(x, t) ρ0(x, t) . . . ...
. . . . . . .
ρN−1(x, t) ρN−2(x, t) . . . ρ1(x, t) ρ0(x, t)

 .
(43)
For stationary random walks and general N -potent variables, we can now
express eq.(30) in matrix form, using eqs.(42,43). The right hand side of
eq.(30) becomes an operator valued upper band matrix :


Hx c2λ1 α2λ1λ2 0 0 0 0 0
0 Hx c2λ2 α2λ2λ3 0 0 0 0
0 0 Hx c2λ3 α2λ3λ4 0 0 0
0 0 0 Hx c2λ4
. . .
...
...
0 0 0 0 Hx
. . .
. . . 0
...
...
...
...
...
. . . c2λN−2 α2λN−2λN−1
0 0 0 0 0 0 Hx c2λN−1
0 0 0 0 0 0 0 Hx


,
(44)
where λi = {i}eω−1{i} , i = 1, · · · , N − 1, Hx = −c1Dx + α1D2x , while in the
left hand side ρ∞(x, ξ, t) is as in eq.(43). The system of differential equations
obtained from eqs.(43,44), discribing the continue limit of stationary random
walk in Ω, can be derived and is given by
∂ρk
∂t
= Hxρk + c2λk+1ρk+1 + α2λk+1λk+2ρk+2 (45)
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for k=0,1,...,N-1 .The generalization to the non stationary case is a straight-
forward application of the above matrix representations and the relations in
eq.(41) and will not be dealt with explicitly here. Rather we shall give an
explicit solution of eq.(45) for the case N = 2, where the above equation
takes the form
∂
∂t
[
ρ0(x, t)
ρ1(x, t)
]
=
[
Hx −c2
0 Hx
] [
ρ0
ρ1
]
, (46)
which after integration gives the time evolution
[
ρ0(x, t)
ρ1(x, t)
]
= (e−tHx +
[
1 −tc2
0 1
]
)
[
ρ0(x, 0)
ρ1(x, 0)
]
. (47)
If initially ρi(x, 0) = fi(x) =
∑
n≥0 fi,nx
n , i = 0, 1, then we obtain that
ρ
′
i(x, t) = e
−tHxρi(x, 0) =
∑
n≥0
fi,nHn(x− tc1, tα1), (48)
where the two variable generalized Hermite polynomial Hn(x, y) = e
y ∂
2
∂x2 (xn)
has been used. These polynomials have the generating function ext+yt
2
=∑
n≥0
tn
n!
Hn(x, y), and the expansion Hn(x, y) = n!
∑[n/2]
r=0
yrxn−2r
r!(n−2r)!
. Interest-
ingly enough these polynomials can been generated by a pair of step operators
a+, a− as
a+Hn(x, y) = Hn+1(x, y), a
−Hn(x, y) = nHn−1(x, y).
where a+, a− satisfy the Heisenberg canonical commutation relation [a−, a+] =
1 and admit the realization a+ = x+ 2xy ∂
2
∂x2
, a− = ∂
∂x
(see e.g . [5]).
Finally the solution of eq.(46) reads
[
ρ0(x, t)
ρ1(x, t)
]
=
[
ρ
′
0(x, t) + ρ0(x, 0)− tc2ρ1(x, 0)
ρ
′
1(x, t) + ρ1(x, 0)
]
.
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6 Transition operators
In this chapter we shall formulate Markov processes on the smash line algebra.
The key point is to define the Markov transition operator Tφ : Ω→ Ω, where
φ is as before a linear functional on Ω, such that
Tφ = (φ⊗ idΩ)∆Ω, εΩ◦Tφ = φ, φ ∗ ψ = εΩ◦TψTφ. (49)
Last relation implies that the Markov transition operators Tφ, can be com-
posed to form a semigroup with Tφ=εΩ = idΩ, as unit element, which is
homomorphic to the convolution semigroup of functionals with unit element
the counit map εΩ, and generator the functional φ. In this active picture of
random walk in terms of transition operators, to find the expectation values
of the observables after n steps we employ the relation
〈f〉φ1⋆φ2⋆...⋆φn = εΩ ◦ Tφ1Tφ2 . . . Tφn(f),
where in general the states φ are varying at each step. Let f(x, ξ) be any
function smooth of x and ξ . We shall look at stationary random walks
first. Using eq.(49) with φ(f) =
∫
ρf , and probability density as ρ(x, ξ) =
ρ1(x)⊗ ρ2(ξ), with ρ1(x), ρ2(ξ) as in eq.(18), we obtain that after one step
(Tφf)(x, ξ) = p1p2f(x+ a, ξ + θ) + (1− p1)p2f(x− a, ξ + θ)
+ p1(1− p2)f(x+ a, ξ − θ) + (1− p1)(1− p2)f(x− a, ξ − θ)
=
[
p1e
aDx ⊗ idB + (1− p1)e−aDx ⊗ idB
]
×
[
p2idA ⊗ eθDξ + (1− p2)idA ⊗ e−θDξ
]
f(x, ξ) (50)
= (Tφx ⊗ Tφξ)f(x, ξ), (51)
while when ρ(x, ξ) = 1
2
[ρ1(x)⊗ IB + IA ⊗ ρ2(ξ)], we obtain
(Tφf)(x, ξ) = p1f(x+ a, ξ) + (1− p1)f(x− a, ξ) +
p2f(x, ξ + θ) + (1− p2)f(x, ξ − θ)
=
[
p1e
aDx ⊗ idB + (1− p1)e−aDx ⊗ idB
]
(52)
+
[
p2idA ⊗ eθDξ + (1− p2)idA ⊗ e−θDξ
]
f(x, ξ)
= (Tφx ⊗ idB + idA ⊗ Tφξ)f(x, ξ). (53)
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The Markov transition operator in the continue limit Tφ∞ can be obtained
from eq.(50) with exactly the same procedure of Taylor expansion and the
use of substitutions as in eq.(24), this yields the operator
Tφ∞ = e
(−c1tDx+α1tD2x)⊗idB+idA⊗(c2tDξ+α2tD
2
ξ
). (54)
We can also defined Tφ in the non stationary case where φ depends on time
(or equivalently, as we have already seen, when x, ξ themselves evolve in
time) and a straightfarward calculation using eq.(37,49), show that for the
case of the real line merged with Grasmmann line i.e N = 2,
Tφt = (φt ⊗ idΩ) ◦∆Ω = [e−λt∂/∂a ⊗ (1− λ˜t∂/∂θ)]Tφt=0 , (55)
where Tφt=0 is as in eq.(50). Taking the continue limit of the non stationary
case, as we did in the case of φ , leads to
T∞φt = e
(−c1+λ)tDx⊗idB+α1tD
2
x⊗idB+idA⊗(c2−λ˜)tD
∗
ξ . (56)
Concluding this section we must point out that we can have a left and a right
transition operators TL
φ
, TR
φ
, defined respectively by eq.(49) and TR
φ
= (idΩ⊗
φ) ◦∆Ω, and so the above constructions have a left and right version. Also
in the case where the functional is identified with the counit i.e φ = εΩ =
∫
,
the respective transition operators TL
φ=εΩ
= TR
φ=εΩ
= idΩ. and their dual
probability density ρφ=ε
Ω
= IΩ, is trivial.
7 Entanglement and statistical correlations
We are now in a position to generalize the procedure of the previous sections
to obtain diffusion equations when the choice of the density ρ(x, ξ) has the
general form of a convex combination as:
ρ(x, ξ) =
m∑
i=1
λiρ
i
1(x)⊗ ρi2(ξ), λi ≥ 0,
m∑
i=1
λi = 1. (57)
¿From relations (13) and (15) we have that
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φΩ =
m∑
i=1
λiφ
i
x ⊗ φiξ, (58)
which in the case m = 1 and thus λ1 = 1, ρ(x, ξ) reduces to the form of
eq.(23) which has explicitly dealt with in the previous chapters. The choice
m = 2 and thus λ1 + λ2 = 1, ρ(x, ξ) reduces to the form
ρΩ(x, ξ) = λρ1(x)⊗ IB + (1− λ)IA ⊗ ρ2(ξ) (59)
which implies that
φΩ = λφx ⊗ εB + (1− λ)εA ⊗ φξ (60)
Making the choices ρi1(x) = p
i
1δ(x− ai) + (1− pi1)δ(x+ ai), ρi2(ξ) = pi2δ(ξ −
θi) + (1 − pi2)δ(ξ + θi), the general choice of eq.(57) leads to the following
Taylor expanded form of φ⋆nΩ :
φ⋆nΩ = [
m∑
i=1
λi(p
i
1e
aiDx + (1− pi1)e−a
iDx)⊗ (pi2eθ
iD
ξ + (1− pi2)e−θ
iD
ξ)]n|x=0,ξ=0
= [
m∑
i=1
λi(εΩ + 2a
i(pi1 − 1/2)Dx ⊗ εB + ai2/2!D2x ⊗ εB + ...)
⋆ (εΩ + εA ⊗ 2θi(pi2 − 1/2)Dξ + εA ⊗ (θi)
2
/[2]q!D
2
ξ + ...)]
n
|x=0,ξ=0
We now make the substitutions
2ai(pi1 − 1/2) =
ci1t
n
, 2θi(pi2 − 1/2) =
ci2t
n
,
(ai)2/2 =
αi1t
n
, (θi)
2
/[2]q =
αi2t
n
, (61)
which lead to
19
φ⋆nΩ = {
m∑
i=1
λi[εΩ +
1
n
(ci1tDx + α
i
1tD
2
x)⊗ εB +
1
n
εA ⊗ (ci2tDξ + αi2tD2ξ)
+
t2
n2
(ci1Dx + α
i
1D
2
x)(c
i
2Dξ + α
i
2D
2
ξ )]}n|x=0,ξ=0.
By implementing the limit limn→∞(1+z/n+w/n
2) = ez , it is easily obtained
that
φ∞Ω = exp t{
m∑
i=1
λi[(c
i
1Dx + α
i
1D
2
x)⊗ εB + εA ⊗ (ci2Dξ + αi2D2ξ)]}|x=0,ξ=0.
(62)
Defining the drift and diffusion terms as LdriftA,i = c
i
1Dx ⊗ εB, LdriftB,i = εA ⊗
ci2Dξ, L
diff
A,i = α
i
1D
2
x ⊗ εB, and LdiffB,i = εA ⊗ αi2D2ξ , eq.(62) can be written as
φ∞Ω = exp t{
m∑
i=1
λi(L
drift
A,i + L
drift
B,i + L
diff
A,i + L
diff
B,i )}|x=0,ξ=0. (63)
The form of the transition operator in this general case is shown to be
T∞Ω = exp t{
m∑
i=1
λi[(−ci1Dx + αi1D2x)⊗ idB + idA ⊗ (ci2D∗ξ + αi2D∗2ξ )]}, (64)
while the diffusion equation reads
∂ρ∞Ω
∂t
=
m∑
i=1
λi(−LdriftA,i + LdriftB,i + LdiffA,i + L∗diffB,i )ρ∞Ω , (65)
where LdriftA,i = c
i
1Dx ⊗ idB, L∗driftB,i = idA ⊗ ci2D∗ξ , LdiffA,i = αi1D2x ⊗ idB, and
L∗diffB,i = idA ⊗ αi2D∗2ξ . The above equation can be rewritten as
∂ρ∞Ω
∂t
= (−c1Dx ⊗ idB + α1D2x ⊗ idB + c2idA ⊗D∗ξ + α2idA ⊗D∗2ξ )ρ∞Ω (66)
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where
c1 =
m∑
i=1
λic
i
1, c2 =
m∑
i=1
λic
i
2, α1 =
m∑
i=1
λiα
i
1, α2 =
m∑
i=1
λiα
i
2. (67)
For uncorrelated walks the density function is factorized i.e ρ(x, ξ) =
ρ1(x)⊗ ρ2(ξ), and in that case we obtain the statistical moments
µkl =< x
k ⊗ ξl >φΩ=
∫
ρ(x, ξ)xk ⊗ ξl
=
∫
ρ1(x)x
k ⊗ ρ2(ξ)ξl = φx(xk)φξ(ξl) = µxkµξl , (68)
where 0 ≤ k <∞, 0 ≤ l ≤ N − 1 and µxk = φx(xk), µξl = φξ(ξl). For density
functions of the form ρ(x, ξ) = λρ1(x)⊗ IB + (1− λ)IA ⊗ ρ2(ξ) we have that
µkl =< x
k ⊗ ξl >φΩ=
∫
ρ(x, ξ)xk ⊗ ξl = λφx(xk) + (1− λ)φξ(ξl)
= λµxk + (1− λ)µξl . (69)
Finally, for classically correlated or seperable density functions
ρ(x, ξ) =
m∑
i=1
λiρi(x)⊗ ρi(ξ), λi ≥ 0,
m∑
i=1
λi = 1, (70)
we get
µkl =
m∑
i=1
λiφ
i
x(x
k)φiξ(ξ
l) =
m∑
i=1
λiµ
xi
k µ
ξi
l
. (71)
We can now procceed to obtain a differential equation for the moments.
By evaluating ∂
∂t
< xk >φ∞Ω ,
∂
∂t
< ξl >φ∞Ω and
∂
∂t
< xk ⊗ ξl >φ∞Ω , we obtain
the equations
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∂∂t
µk,l(t) =
∂
∂t
< xk ⊗ ξl >φ∞Ω =
∫
(xk ⊗ ξl)( ∂
∂t
ρ∞Ω )
=
m∑
i=1
λi[
∫
(xk ⊗ ξl)(−LdriftA,i + LdriftB,i + L∗diffA,i + L∗diffB,i )ρ∞Ω ]
=
m∑
i=1
λi[c
i
1kµk−1,l(t) + α
i
1k(k − 1)µk−2,l(t) (72)
+ ci2[l]qµk,l−1(t) + α
i
2[l]q[l − 1]qµk,l−2(t)]
= c1kµk−1,l(t) + α1k(k − 1)µk−2,l(t) + c2[l]qµk,l−1(t) + α2[l]q[l − 1]qµk,l−2(t)],
where in the above derivation integration by parts has also been used for the
q-Jackson integral involving ξs [10], and c1, α1, c2, α2, are given in eq.(67 ).
In particular this last formula can be cast in two interesting reduced forms
when we consider only x-type diffussion or the ξ-type one. For the first case,
if we introduce the colume vector of x-statistical moments κ ≡ (µk)k≥0 where
µk ≡ µk,0, and invoke the matrix representation of the canonical Heisenberg
algebra generated by a, a† and I , where the number operator is N = a†a,
we can express the dynamics of the moments by means of the relation
∂
∂t
κ(t) = (c1a
√
N + α1a
√
Na
√
N)κ. (73)
Similarly for the ξ-type case we have that
∂
∂t
ν = (c2aq
√
[Nq]q + α2aq
√
[Nq]qaq
√
[Nq]q)ν, (74)
where c1, α1, and c2, α2, are given in eq.(67 ), and the column vector of the
ξ- statistical moments ν ≡ (ν)N−1l=0 = (µ0,l)N−1l=0 , is introduced. The following
operators
aq =


0
√
[1]q 0 0 0 0 ...
. 0
√
[2]q 0 0 0 ...
. . . . . . ...
. . . . . 0
√
[N − 1]q
. . . . . . 0

 , Nq = −


0 0 0 0 0 0 ...
. 1 0 0 0 0 ...
. . . . . . ...
. . . . . N − 2 0
. . . . . . N − 1

 ,
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together with the conjugate a†q of aq, form a truncated N -dimensional matrix
representation of the so called q-canonical algebra for q = ei2π/N [7].
Closing we point out that eq. (72 ) can also be cast in the following form
∂
∂t
µ =(1N ⊗ Lx + Lξ ⊗ 1∞)µ
where 1N is a N ×N unit matrix, 1∞ is an infinite dimentional unit matrix,
Lx = c1a
√
N + α1a
√
Na
√
N , and Lξ = c2aq
√
[Nq]q + α2aq
√
[Nq]qaq
√
[Nq]q.
Also µ is a column vector given in terms of the statistical moments of the
two partial random walks viz.
µ =[µ00, µ10, µ20, ...| µ01, µ11, µ21, ...| ... | µ0N−1, µ1N−1, µ2N−1, ...]T .
8 Conclusion
In this paper we have used the machinery of Hopf algebras and the alge-
braic braiding or smashing between algebras, in order to construct a non
trivial extension of a 1D random walk. In the continuous limit its diffusion
equation has been constructed and a matrix representation of it has been
obtained and solved for some spacial cases. Emphasis has been put on three
aspects: firstly, the role of algebra braiding in connection with the type of
non commutativity among the steps of the random walk, secondly, the role
of entanglement (statistical correlations) among the density probability func-
tions of the two partial random walks with variables x and ξ and thirdly, the
role of canonical and deformed Heisenberg algebra in the equations ruling
the temporal evolution of the statistical moments of the 2D random walk.
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