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ABSTRACT 
Carbon nanotube (CNT) composites have been of significant research interest in a wide 
range of applications. For electromagnetic applications, simplifying assumptions regarding 
the distribution and shapes of the CNTs are typically made because the exact three-
dimensional CNT distribution in the composite is unknown. The goal of this work is to use 
experimentally characterized 3D CNT maps to study the effect of distribution and shape of 
the CNTs on the electromagnetic properties of the composite. Recently, electron 
tomography techniques have advanced to the point that they are capable of generating 3D 
maps of Multi-Walled Carbon Nanotubes (MWCNTs) distributions with sub-nanometer 
resolutions. The electromagnetic responses of these maps were calculated using both full-
wave electromagnetic solvers and dilute limit effective medium approximations for 
multiple CNT volume fractions with different conductivities. The results show that the 
electromagnetic response calculated using these two methods differs significantly 
especially at higher terahertz frequencies. By also studying the shapes of CNTs, we found 
several multi-branched shapes denoted Y-shaped, K-shaped, and T-shaped CNTs.  These 
complex-shaped CNT junctions lead to unique properties that depend on the atomic 
structure of the carbon atoms in the vicinity of the junction, leading in some cases to a 
nonlinear conductivity. The electromagnetic scattering characteristics of these nonlinear 
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CNT structures need to be quantified to predict their response to incident electromagnetic 
radiation. Time-domain electromagnetic codes facilitate the analysis of scatterers with non-
linear loads. Therefore, we used the Time Domain Integral Equation (TDIE) formulation 
and Method of Moments (MoM) to calculate the electromagnetic scattering characteristics 
of these complex-shaped CNTs structures with nonlinear conductivities. The CNT analysis 
in this work has the potential to lead to a better understanding of the electromagnetic 
responses of CNT composites, which will facilitate the accurate nondestructive 
electromagnetic evaluation of the CNT shapes and distributions, which control the overall 
mechanical, thermal and electrical properties of these composites. 
 
 
 
 
 
 
 
 
 
    
 
 
 
 
v 
 
APPROVAL PAGE 
 The faculty listed below, appointed by the Dean of the School of Computing and 
Engineering, have examined a thesis titled “Frequency and Time Domain Analysis of 
Carbon Nanotubes with Realistic Shape and Distribution” presented by Spencer On, 
candidate for the Master of Science degree, and certify that in their opinion it is worthy of 
acceptance. 
Supervisory Committee 
Ahmed M. Hassan, Ph.D., Committee Chair 
Department of Computer Science & Electrical Engineering 
 
Masud H. Chowdhury, Ph.D. 
Department of Computer Science & Electrical Engineering 
 
Deb Chatterjee, Ph.D. 
Department of Computer Science & Electrical Engineering 
 
   
 
 
 
 
 
 
 
 
vi 
 
TABLE OF CONTENTS 
ABSTRACT  ...................................................................................................................... iii 
LIST OF ILLUSTRATIONS ........................................................................................... viii 
LIST OF TABLES ...............................................................................................................x 
ACKNOWLEDGEMENTS ............................................................................................... xi 
Chapter 
1. INTRODUCTION .........................................................................................................1 
1.1 Thesis Outline ....................................................................................................5 
2.  FREQUENCY DOMAIN QUANTIFICATION OF CARBON NANOTUBE USING    
REALISTIC SHAPE AND DISTRIBUTION………………………………………..6 
2.1 Fabrication and 3D Electron Tomography of MWCNT Composites ................6 
2.2 Conductivity Models of MWCNT .....................................................................8 
2.3 Full-Wave Electromagnetic Modeling of MWCNT Composites ....................14 
2.4 Effective Medium Approximation (EMA) for the Prediction of the 
Electromagnetic Response of MWCNT Composites ......................................16 
2.5 Computational Results and Discussion ............................................................20 
3. TIME DOMAIN ANALYSIS OF CARBON NANOTUBE WITH NONLINEAR 
CONDUCTIVITY .......................................................................................................29 
3.1 Equivalent Circuit Model for CNT ..................................................................29 
3.2 Time Domain Method of Moment (TDMoM) Formulation ............................30 
3.3 Verification of the MoM code for PEC Wires with No Load ..........................36 
3.4 Verification of the MoM code for PEC Wires with Linear and Nonlinear 
Loads ................................................................................................................38 
vii 
 
3.5 Modeling of RLC load in Time Domain..........................................................39 
3.6 Modeling of Carbon Nanotubes (CNTs) in Time domain ...............................41 
3.7 Computational Results and Discussion ............................................................43 
4. CONCLUSION .............................................................................................................50 
4.1 Future Directions .............................................................................................51 
APPENDIX ........................................................................................................................52 
REFERENCES ..................................................................................................................66 
VITA ..................................................................................................................................75 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
viii 
 
LIST OF ILLUSTRATIONS 
Figure                                                                                                                             Page 
1 Experimentally Reconstructed Map of 232 MWCNTs in a Composite ...........................7 
2 A Sketch of the Two Conductivity Configurations ........................................................10 
3 Real and Imaginary Part of Bulk Conductivity and Dielectric Permittivity  ..................14 
4 Unit Cell of the Longest 10 MWCNTs and Magnitude & Phase of Reflection 
Calculated using FEKO and CST ......................................................................................16 
5 Top View of the Composite Samples and Their Distributions .......................................22 
6 Comparison between the Magnitude of the Reflection Coefficient for Case A, B, C and 
D Conductivities ................................................................................................................23 
7 Reflection from the MWCNT Composites Calculated using Full-Wave CST 
Simulations and Dilute Limit Effective Medium Approximations ...................................24 
8 Comparisons of the Magnitude of Reflections Calculated Using: CST MWS, The EMA 
Using the MOM ATW Polarizability, and the EMA Using the Ellipsoid Polarizability ..27 
9 Equivalent Circuit Model of SWCNT ............................................................................30 
10 Wire Geometry Showing the Unit Vectors ...................................................................33 
11 Wire Geometry Showing the Scatterer Case and the Antenna Case ............................36 
12 Verification of the Time Domain Currents for PEC Scatterer and Antenna Calculated 
Using In-house MoM Code ...............................................................................................37 
13 Comparison of the Frequency Domain Current and Input Impedance of a Dipole Port 
Calculated Using In-house MoM and FEKO.....................................................................37 
14 Nonlinearly Loaded Wire and the Piecewise I-V Curve to define the nonlinear load .38 
15 Verification of the Time Domain Currents for PEC Scatterer and Antenna with Linear 
and Nonlinear Loads Calculated Using In-house MoM Code ...........................................39 
ix 
 
16 Time and Frequency Domain Current Comparison Calculated Using In-house MoM 
Code and CST  ...................................................................................................................41 
17 Verification of the Input Impedances of CNTs Dipoles Calculated Using In-house 
MoM Code .........................................................................................................................42 
18 CNT Scatterer and Radiator with Nonlinear Loads ......................................................43 
19 Current at the Center of a CNT Scatterer without and with Nonlinear Effect ..............44 
20 Current at the Center of a CNT Dipole without and with Nonlinear Effect .................44 
21 Comparison of Currents of a CNT Dipole and Copper Dipole ....................................46 
22 Comparison of the Currents at the Center of the CNT Scatterer with Different Loaded 
Conditions ..........................................................................................................................47 
23 Effect of the Relaxation Time on the Time Domain Current .......................................48 
24 Comparison of the Frequency Domain Currents at the Center of the Pristine and 
Defective CNT ...................................................................................................................49 
25 Sensing Scheme Using CNT .........................................................................................51 
 
 
 
 
 
 
 
 
 
x 
 
LIST OF TABLES 
Table                                                                                                                             Page 
1 Chiralities that Match the MWCNT Radii Experimentally Measured from the 
Composite ............................................................................................................................9 
2 Description of MWCNT Conductivity Models Used .....................................................13 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
xi 
 
 
 
ACKNOWLEDGEMENTS 
 
First of all, I would like to thank the Almighty for giving me the strength to finish 
this thesis. Then, I wish to express my sincere gratitude to my honorable mentor, Dr. 
Ahmed M. Hassan for being my guide through my years at UMKC. He always helped me 
through all of my hurdles during my MS program. I owe all of my accomplishments of this 
tenure to Dr. Hassan.  
I’m also grateful to my thesis advisory committee, Dr. Masud H. Chowdhury and 
Dr. Deb Chatterjee, for their time and guidance. Also I would like to thank Dr. Edward J. 
Garboczi in NIST for his valuable comments and suggestions.  
Many thanks to my parents, wife and friends for inspiring and supporting me 
throughout this time. 
This research was supported by NIST grant # 70NANB15H285: MSE, “Multi-scale 
Computational Modeling of Carbon Nanostructures Composites”.  
 
 
 
 
 
 
 
1 
 
 
CHAPTER 1 
INTRODUCTION 
Carbon nanotubes (CNTs) have been recently selected as the additive of choice in 
a wide range of applications due to their exceptional electrical, mechanical, chemical, and 
biological properties. In many cases, CNTs are added to a polymer matrix to create a 
composite with enhanced properties that cannot be acheievd by each component by itself. 
One of the recent applications of CNT composites is developing advanced electromagnetic 
shielding films [1]. In shielding applications, the goal is to create a light composite with 
considerable shielding in the microwave range. Therefore, CNTs are added to a low-
density polymer, which is transparent in its pristine state to microwave radiation, to create 
a light and tunable composite with high shielding effectiveness [1], [2], [3]. CNT 
composites have also recently been proposed for thermotherapy applications [4]. In this 
case, the goal is to develop a composite which is stretchable, stable, and can still achieve 
fast electrical heating [4]. Kim et al. recently demonstrated a Multi-Walled Carbon 
Nanotube (MWCNT) E-silicon composite with a heating behavior of 4.8 ◦C/s that can be 
maintained over 100 cycles [4]. MWCNT composites are also used as scaffolds for the 
tissue engineering of cardiac muscle cells also termed as cardiomyocytes [5]. In this 
application, MWCNTs provided multiple benefits to the growing cardiomyocytes. In 
addition to improving the mechanical properties and the structural integrity of the scaffold, 
the conductivity of the MWCNTs improved the electrical stimulation and conductivity of 
the grown cardiomyocytes [5]. One of the main applications of CNT composites is sensors 
in a wide variety of chemical and biological applications [6]. For example, Liu et al. 
reported sensors fabricated from CNT composites for detecting acid penetration. The 
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response time of the sensor was found to be dependent on the concentration of the CNT 
additives added to the composite [6]. 
In all of the previously discussed applications, the desired functionality is highly 
dependent on the properties of the CNT additives and their exact distribution or dispersion 
in the composite [1], [2], [3], [7]. Hence, an accurate noncontact method for the evaluation 
of the CNT properties and distribution is of high importance for advancing all of the above 
applications. Recently, the use of electromagnetic waves in the microwave, millimeter, and 
THz range has been studied using experimental and computational techniques for the 
nondestructive evaluation (NDE) of CNT composites [8]–[13]. However, for these NDE 
techniques to be successful the correlation between the CNT properties/distributions and 
the corresponding electromagnetic response need to be accurately delineated. Different 
methods have been investigated to calculate the electromagnetic response of CNT 
composites with a particular CNT distribution [14]. In these studies, the exact three 
dimensional distributions of the CNTs in the composite were unknown. Therefore, the 
CNTs were assumed to be all perfectly aligned [15]–[17] or to be randomly aligned equally 
in each direction [14]. Moreover, the relationship between the overall electrical properties 
of the composites and the conductivity of a single CNT were assumed to obey the dilute 
limit Effective Medium Approximations (EMA) such as the Waterman-Truell [15]–[17] or 
the Maxwell Garnett formulation [18]. These assumptions were used in the retrieval of the 
conductivity of a single CNT from the experimentally measured electromagnetic response 
of a composite containing thousands or millions of CNTs [14]–[18]. However, to the best 
of our knowledge, the accuracy of these assumptions has not been quantified. Therefore, 
the primary goal of this paper is to answer the question whether the full-wave 
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electromagnetic response of a realistic CNT distribution matches the electromagnetic 
response calculated using the dilute limit EMA of a simplified CNT distribution.  
The answer to the previous question was typically compounded by the fact that the 
exact 3D CNT geometries and distributions in a composite were inaccessible. CNT 
composites are typically characterized using 2D Scanning Electron Microscope (SEM) 
and/or Transmission electron microscopy (TEM) images and these images only provide 
2D representations of the complex 3D CNT distributions [19]. However, in a seminal study 
by Natarajan et al., high-quality 3D reconstructions of the morphology and distribution of 
MWCNTs in a composite, with nanoscale resolution, were achieved using 3D electron 
tomography [20]. This tomography study provided extensive information regarding the 
shape, alignment, and level of waviness of each CNT, and how it contributes to the overall 
properties of the composite. Moreover, this tomographic technique was used to quantify 
the evolution of the shape, alignment, and waviness of the MWCNTs with the increase in 
their volume fraction in the composite [20].  
In this work, we use these innovative 3D maps as numerical testbeds for calculating 
the electromagnetic response of CNT composites. That is, we assign an arbitrary 
conductivity to each CNT, simulate the reconstructed CNT composite using multiple full-
wave solvers, and then investigate how much the calculated response agrees with the 
response calculated using the EMA commonly employed in similar studies. This 
comparison will allow us to predict, with higher accuracy, the electromagnetic response of 
CNT composites under development. Moreover, the EMA is currently employed to 
interpret experimental measurements and, therefore, by quantifying their limitations we 
can interpret experimental measurements from CNT composites with higher accuracy.  
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However, while fabricating the carbon nanotube composites, the CNTs inside the 
composites are not straight and often they are brunched [20]. The fabrication processes of 
CNTs are in such an advanced stage that it can capable of fabrication of specific shapes, 
for instances, Y, shape, K shape, T shape etc.[21]. The control over the size, shape and 
composition due to the advancement in the fabrication process made it possible the use 
CNTs in practical applications such as sensors [6], [22], [23], transistors [24]–[26], 
rectifiers [27], [28] etc. Four terminal, three terminal and two terminal junction creation 
and their application in nanoelectronics also extensively studied [29]–[33]. All these 
possible applications are the result of the nonlinear phenomena of the specific structure or 
the junction. They show nonlinear I-V characteristics which can be modified for perticular 
use by controlling the shape of the CNT structure, for instance, different bending angle can 
produce unique I-V characteristics[34].  
Time Domain (TD) analysis is preferable for the analysis of a system with nonlinear 
phenomena i.e. nonlinear I-V characteristics, over Frequency Domain (FD) analysis. TD 
analysis is very popular for several reasons beside the efficient handling of nonlinear loads 
[35], [36]. For example, it can efficiently calculate the wideband FD response by a TD 
simulation followed by Fourier Transform. Numerous studies have been performed for the 
TD quantification of conducting wire antennas and scatterers with linear and nonlinear 
loading [35]–[42], but very few works have been reported on the TD quantification of 
CNTs [43]. In this work, we use the Time Domain Integral Equation (TDIE) formulation 
for the problem definition and the Method of Moments (MoM) for its numerical solution. 
Using these calculations, we identify the best electromagnetic excitation conditions for the 
Nondestructive Evaluation (NDE) of CNT structures having a nonlinear response. 
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1.1 Thesis Outline 
 This thesis is organized into four chapters. Chapter 2 describes FD analysis of 
CNTs where the process of fabrication of the composites with highly aligned MWCNTs, 
the steps of the 3D electron tomographic imaging of the composites and the calculation of 
the electromagnetic response of MWCNT composites using multiple full-wave techniques 
and using the EMA are presented and discussed. Chapter 3 details the TD modeling of the 
CNTs with nonlinear characteristics where the solution of TDIE using MoM, load 
modeling and the response from the nonlinearly loaded CNTs are discussed. The 
conclusions and future work are discussed in Chapter 4. 
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CHAPTER 2 
FREQUENCY DOMAIN QUANTIFICATION OF CARBON NANOTUBE USING 
REALISTIC SHAPE AND DISTRIBUTION 
 
2.1 Fabrication and 3D Electron Tomography of MWCNT Composites 
Different applications require CNTs with different sizes, shapes, volume fractions, 
and distributions inside an embedding matrix. For these reasons, numerous techniques have 
been developed to fabricate CNT composites [44]–[48]. In many cases, highly aligned 
CNTs are desired to improve the overall mechanical and electrical properties of the 
composite [48].  The 3D MWCNT maps used in this work were fabricated using a process 
similar to the one detailed in [44],[3]. The MWCNTs have an average outer radius of 
approximately 3.86 nm, an inner radius of 2.5 nm, and approximately 5 walls assuming 
that the inter-wall spacing is 0.34 nm which is the same as the interlayer spacing in graphite 
[49].  
Four composites with different MWCNT volume fractions, 1%, 3%, 4% and 7%, 
were forwarded to the imaging stage using 3D quantitative electron tomography [20]. The 
MWCNT samples were sliced into 200 nm thick layers to facilitate the 3D imaging using 
a Transmission Electron Microscope (TEM) similar to the procedure in [20]. Fig. 1a shows 
one example of the experimentally reconstructed MWCNT map obtained by imaging an 
800 nm × 800 nm × 200 nm volume of the fabricated composite. The variations in the radii 
of the MWCNTs were much smaller than the variations in their lengths. Therefore, all 
MWCNTs were assumed to have the same outer radius of 3.86 nm and an inner radius of 
2.5 nm but they are shown using a set of different colors in Fig. 1a for visual clarity and to 
7 
 
facilitate the identification of different MWCNTs. Fig. 1a shows 232 MWCNTs in total 
and the lengths distributions of these tubes are shown in Fig. 1b which shows that most of 
the MWCNTs have contour lengths that are less than 100 nm and that very few MWCNTs 
are longer than 200 nm in length.  
The MWCNTs in Fig. 1a show a high sense of alignment with the z-axis and are 
straighter than most commercial and research-grade MWCNT composites [20]. However, 
it is clear from the figure that none of the MWCNTs are perfectly straight and that some of 
them are misaligned. Moreover, the MWCNTs are not perfectly randomly oriented since 
there is a general alignment with the z-axis. Therefore, the MWCNTs exhibit complex 
geometries and distributions which differ from the simple assumptions that are typically 
used in describing the distribution of MWCNTs in composites. Our goal is to quantify the 
differences between the electromagnetic response calculated using the exact MWCNTs 
 
                 
(a)                                                                                 (b) 
Fig. 1: (a) Experimentally reconstructed map of 232 MWCNTs in a composite. The 
MWCNTs occupy 1% of the total volume of the composite and they are shown in a set of 
different colors to facilitate identifying close but separate MWCNTs (b) Histogram 
showing the lengths distributions of the MWCNTs.   
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geometries and distributions in Fig. 1a versus that calculated under the assumption that all 
the MWCNTs are perfectly aligned as will be discussed in the following sections. Our 
frequency range of interest is the microwave to the upper Terahertz (THz) range where the 
wavelength of the incident radiation varies from the centimeter to the micrometer range. 
Ideally, the imaged volume should have dimensions that are comparable to the wavelength 
of the incident electromagnetic radiations. However, the 3D electron tomography of such 
a huge volume with sub-nanometer resolution is extremely challenging if at all possible. 
However, we performed reconstruction of regions with similar volume to that shown in 
Fig. 1a from different parts of the composite and qualitative visual inspections showed that 
the map shown in Fig 2a is a good representation of the CNTs properties in the rest of the 
composite [20]. Therefore, periodic boundary conditions are enforced on the reconstructed 
MWCNT map to, extend its spatial content to infinity, emulating MWCNT laminates 
where their lateral dimensions are significantly larger than their thickness.  
 
2.2 Conductivity Models of MWCNT 
          For simplicity, we are going to start by assuming that all MWCNTs in the composite 
have the same conductivity. It is extremely challenging to experimentally measure this 
conductivity especially after the MWCNTs are mixed with epoxy to form the composite. 
However, the main goal of this work is to investigate how the shape and distribution of the 
MWCNTs affect the electromagnetic properties of the composite. Therefore, we are going 
to assign the MWCNTs different conductivity value, obtained from the various theoretical 
models reported in the literature, and calculate the electromagnetic response for each case.   
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As we previously described, the MWCNTs in our fabricated samples had on average an 
inner radius of 2.5 nm and an outer radius of 3.86 nm. Dividing the difference between the 
outer and internal radius of the MWCNT with graphite’s interlayer separation of 0.34 nm 
gives 5 walls per each MWCNT. If we assume that the inner wall has a radius of exactly 
2.5 nm, then the walls of the MWCNTs will have the following radii: {2.5 nm, 2.84 nm, 
3.18 nm, 3.52 nm, 3.86 nm}. Each radius can correspond to a different wall with a different 
structure that is usually defined by a two integer index, (n, m), termed the chirality [50]. 
The chirality can be a strong determinant of the wall’s electrical and mechanical properties 
[50]. Therefore, to determine the conductivity of each wall, we started by identifying the 
chiralities that correspond to the radii mentioned above within a tolerance of 0.1 % [3]. 
These chiralities are summarized in Table I below: 
CNT walls can be metallic or semiconducting based on the chirality values (n, m) with n ≥ 
m by convention. That is, if the difference (n - m) is divisible by 3 then the wall is metallic 
otherwise it is semiconducting [50]. The chiralities in Table I are divided into 
semiconducting and metallic walls according to the previous condition. As shown in Table 
I, each of the walls can be either metallic or semiconducting. On average, one-third of the 
Table I: Chiralities that match the MWCNT radii experimentally measured from the 
composite.  
Wall Radius Semiconducting Chiralities 
(n, m) 
Metallic Chiralities 
(n, m) 
1 2.5 nm (50,22), (55,15) (57,12) 
2 2.84 nm (51,32), (59,22), (71,3), (72,1) (56,26), (67,10) 
3 3.18 nm (62,30), (68,22), (72,16), 
(74,13) 
(57,36), (65,26), 
(70,19), (77,8), (78,6) 
4 3.52 nm (63,40), (68,34), (71,30), 
(82,14), (85,9) 
(62,41), (74,26) 
5 3.86 nm (68,45), (69,44), (77,34), 
(85,23), (87,20), (92,12), 
(95,7), (96,5), (97,3), (98,1) 
(74,38), (83,26), 
(89,17) 
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walls are usually metallic since statistically only chiralities with (n - m) divisible by 3 are 
metallic. Therefore, on average approximately two walls out of the five in Table I will be 
metallic and three will be semiconducting [51]. However, to cover all possible MWCNT 
conductivities, we are going to study two configurations. In the first configuration, each 
MWCNT will have 5 metallic walls. In the second configuration, each MWCNT will have 
only two metallic walls, primarily wall 2 and wall 5, and the three other walls will be 
semiconducting. A sketch summarizing the two cases is shown in Fig. 2. These two cases 
are similar to the two cases considered in the study of MWCNT as waveguides and 
antennas reported in [51].  
       Upon deciding on the nature of each wall, metallic or semiconducting, it is necessary 
to identify which specific chirality to assign to each wall. That is, for almost all five radii 
in Table I, multiple metallic and multiple semiconducting chiralities can have the same 
 
Fig. 2: A sketch showing the two conductivity configurations studied in this work: (a) 
five metallic walls in solid black and (b) two metallic walls, shown in solid black, and 
three semiconducting walls, shown in dashed red.  
 
Semiconducting 
wall
Metallic 
wall
(b)(a)
MWCNT MWCNT
11 
 
radius. However, semiconducting walls have significantly lower conductivities than the 
metallic walls and, therefore, their contribution can be neglected in the microwave and 
terahertz range [17], [52], [53]. As for the metallic walls, different chiralities with similar 
radii have approximately the same conductivity as discussed in [50], [52], [53]. Therefore, 
identifying the radius of each wall and determining which walls are metallic is sufficient 
to define the conductivities of all the walls.  
       In this work, we will only focus on frequencies below 30 THz where the inter-band 
conductivity of the CNT walls can be typically neglected. Using a semi-classical approach, 
the intra-band surface conductivity of the wth wall in the MWCNT, 𝜎𝑤, can be expressed 
as [52], [53]: 
𝜎𝑤 =
𝑗𝑒2
2π2𝑟𝑤ћ2(𝜔 − 𝑗/τ)
∑ ∫
𝜕𝜀𝑐(𝑝𝑧, 𝑠)
𝜕𝑝𝑧
𝜕𝜌𝑒𝑞(𝑝𝑧, 𝑠)
𝜕𝑝𝑧
ⅆ𝑝𝑧                                     (1)
𝑟𝑐𝑛𝑡
−𝑟𝑐𝑛𝑡
𝑛
𝑠=1
 
where j is the square root of -1, e is the charge of an electron, 𝑟𝑤 is the radius of the w
th 
wall, ћ is the reduced Planck’s constant, 𝜔 is the radial frequency, τ is the electron 
relaxation time, n is the CNT chirality index (n, m), 𝜀𝑐(𝑝𝑧, 𝑠) is the energy dispersion 
relationship of the conduction band, 𝜀𝑣(𝑝𝑧, 𝑠) is the energy dispersion relationship of the 
valence band, pz is the momentum component alongside the axis of the carbon nanotube, 
𝜌𝑒𝑞(𝑝𝑧, 𝑠) = 𝐹(𝜀𝑐(𝑝𝑧, 𝑠)) − 𝐹(𝜀𝑣(𝑝𝑧, 𝑠))  where 𝐹(𝜀𝑣(𝑝𝑧, 𝑠)) represents the Fermi 
distribution. For chiralities with small n and m values, the intra-band surface conductivity 
of a single CNT wall can be approximated using the Drude-like expression [52], [53]: 
𝜎𝑤 = 𝑗
3𝑏𝛾0𝑒
2
π2𝑟𝑤ћ2(𝜔 − 𝑗/τ)
                                                                 (2) 
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where b is the carbon interatomic distance (b = 0.142nm), e is the charge of an electron, γ0 
= 2.7 eV, Rw is the radius of the w
th wall which can be calculated in terms of the wall’s 
chirality (n, m) as 𝑟𝑤 =  ((𝑏√3)/(2𝜋)) √𝑛2 + 𝑛𝑚 + 𝑚2, ћ is the reduced Planck’s 
constant, ω is the angular frequency, and τ is the relaxation time which can be expressed 
as [49], [54]:  
τ = ν−1 =
𝑟𝑤
𝜁𝑇
                                                                                         (3) 
where ν is the plasma frequency, T is the temperature, 𝛼 is a fitting parameter to be 
determined experimentally [30]. Since τ is dependent on the radius of the wall as shown in 
(3), different walls in a MWCNT will have different relaxation times due to variations in 
their radii. The Drude model approximation in (2) yields accurate conductivity results, for 
the chiralities used in this work shown in Table 1, within 0.5 % of the values calculated by 
the model in (1). To cover the variations in the relaxation time, τ, reported in the literature, 
three values of 𝜁 are investigated: 6 m/Ks, 60 m/Ks, and 600 m/Ks for the two metallic 
wall configuration in Fig. 2b [30,31]. The higher the value of 𝜁, the lower the relaxation 
time τ, and the lower the DC conductivity of the CNT wall.  
 In summary, the conductivity of an individual MWCNT will vary according to the 
number of metallic walls and the value of the relaxation time assigned to these metallic 
walls. In total, four different conductivity permutations were used in the computational 
experiments conducted in this work. These four cases are summarized in Table II below. 
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       The overall effective bulk conductivity of a MWCNT, 𝜎3𝐷 , can be estimated using the 
individual surface conductivities of its walls, σw, as follows [49]: 
             𝜎3𝐷 =
2
(𝑟5)2
∑ 𝑟𝑤𝜎𝑤
5
𝑤=1
                                                                          (4) 
where r5 is the radius of the outer wall of the MWCNT, 3.86 nm. Fig. 3a and Fig. 3b show 
the real and imaginary parts of 𝜎3𝐷, respectively, for the four cases described in Table II. 
The corresponding complex relative dielectric permittivity of the MWCNT can be 
expressed as: 
                                                        𝜀𝑟 = 1 − 𝑗
𝜎3𝐷
𝜔𝜖0
                (5)      
Fig. 3c and Fig. 3d show the real and imaginary parts of 𝜎3𝐷, respectively, for the four 
cases described in Table II. Without loss of generality, the MWCNTs will be assumed to 
be embedded in air. That is, the relative permittivity of the embedding medium is unity, 
εh= 1. 
Table II: Description of MWCNT conductivity models used. 
Case Number of 
Conducting 
Walls 
Relaxation Time 
Parameter (𝜻) 
A 5 6 
B 2 6 
C 2 60 
D 2 600 
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2.3 Full-Wave Electromagnetic Modeling of MWCNT Composites 
          In the previous sections, we described how the 3D shapes and distributions of the 
MWCNTs were reconstructed using 3D electron tomography and the different conductivity 
models that we can assign to each MWCNT. The knowledge of this information allows us 
to calculate the electromagnetic response of the composite using multiple techniques.  Full-
wave electromagnetic analysis of these composites provides the most accurate and the most 
computationally complex approach for calculating the electromagnetic response of the 
 
Fig 3: (a) Real part of the overall effective bulk conductivity, σ3D, of a MWCNT, (b) 
imaginary part of σ3D of a MWCNT, (c) Real part of the overall complex relative 
dielectric permittivity of the MWCNT, and (d) imaginary part of the overall complex 
relative dielectric permittivity of the MWCNT for the four cases described in Table II. 
 
(a)
(c)
(b)
(d)
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MWCNT composites. For validation of our results, we used two independent commercially 
available full-wave electromagnetic solvers to calculate the electromagnetic response of 
the MWCNT composites: (i) FEKO, a Method of Moments (MOM) based solver [55] and 
(ii) CST Microwave Studio (MWS), a FEM based full wave solver [56]. We used both 
FEKO and CST MWS to calculate the electromagnetic response of the composite shown 
in Fig. 1. Due to the complexity and the large number of MWCNTs in the composite, some 
of the computational simulations required several hours and even several days to complete. 
Therefore, in our validation example, we only included the 10 longest MWCNTs in the 
sample in Fig. 1 and we simulated the ensuing composite using both FEKO and CST MWS. 
However, the MWCNTs were simulated with their exact experimentally reconstructed 
shapes and locations. These 10 longest MWCNTs dominate the response at low 
frequencies. The simulated geometry is shown in Fig. 4a. Periodic boundary conditions are 
enforced in the x and z directions to create a composite composed of an infinite array of 
the unit cell shown in Fig. 4a. The size of the unit cell simulated is 882 nm × 910 nm. In 
the y-direction, the MWCNTs were distributed over a distance of 185 nm giving the 
composite and effective thickness of 185 nm. The highest MWCNT pixel in the composite 
was placed at a height y = 0 nm and the deepest MWCNT pixel was located at y = -185 
nm. The conductivity model described as Case A was assigned to each MWCNT. 
          The array is excited using a plane wave propagating normal to the array, in the 
negative y-direction, and the incident electric field is polarized parallel to the z-axis as 
indicated in Fig. 4a. The magnitude and phase of the reflection from the composite was 
then calculated at y = 0 nm using both FEKO and CST MWS and plotted in Fig. 4b and 
Fig. 4c, respectively. Excellent agreement between the magnitude and phase of the 
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 reflection coefficient is achieved between both independent solvers, FEKO and CST 
MWS, validating our results. Similar agreements were achieved for different MWCNT 
distributions and different conductivity models. Therefore, in the following Sections, only 
CST MWS results will be presented.  
 
2.4 Effective Medium Approximation (EMA) for the Prediction of the 
Electromagnetic Response of MWCNT Composites 
        The dilute limit EMA does not require the knowledge of the exact distribution of the 
additive in the composite and it only requires its volume fraction. Therefore, in most of the 
reported studies, the effective dielectric properties of a composite are estimated using the 
dilute limit EMA since the exact shapes and distributions of the composite are inaccessible. 
The first step in most EMAs typically involves calculating the polarizability of each 
MWCNT. The polarizability of an arbitrary shaped MWCNT can be evaluated using the 
MOM for ATW approach [10], [11], [57] as:  
𝛂 = −
𝑗
𝜔𝜀0
∫ 𝐉(ℓ)ⅆℓ                                                                           (6)
𝐿
0
 
 
 
Fig 4: (a) Unit cell showing only the longest 10 MWCNTs, (b) Magnitude of the reflection 
coefficient, and (c) Phase of the reflection coefficient from the composite calculated using 
both FEKO and CST MWS. 
 
(a) (b) (c)
z
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where ε0 is the permittivity of free space, J(ℓ) is the MWCNT axial current due to an 
incident excitation, and L is the length of the MWCNT. Equation (6) summarizes the nine 
components of the polarizability tensor, of which six are independent. For example, to 
calculate the αxy component, the incident electric field is set in the x-direction and the y-
component of the axial current J(ℓ) is selected in the integration in (6) [10]. The MWCNTs 
in the samples considered in this work have a general alignment with the z-axis as shown 
in Fig. 1. Therefore, for comparison with the full-wave simulation, the electric field of the 
incident wave was polarized parallel to the z-axis and the z-component of the reflected 
wave was selected. In other words, the αzz component was extracted from (6) and used in 
the subsequent EMAs of the composite’s dielectric properties.  
       Several studies have shown that for straight CNTs, the polarizability in (6) can be 
approximated with high accuracy using the polarizability of a prolate ellipsoid as follows 
[15]: 
 
                                         𝛼 =
4𝜋𝑎1𝑎2𝑎3
3
𝜀𝑟(ω)−𝜀ℎ
𝜀ℎ+𝐷(𝜀𝑟(ω)−𝜀ℎ)
                                                        (7) 
 
The parameters a1, a2, and a3 are the radii of the ellipsoid and for the case of MWCNTs 
they can be approximated as a1 = a2 = R5 and a3 = L/2. The parameter 𝐷 is the 
depolarization factor which can be calculated along the major axis of the prolate ellipsoid 
as [15]:  
                                 𝐷 =
𝑥
2(𝑥2−1)
(
1
√𝑥2−1
𝑙𝑛 (
𝑥+√𝑥2+1
𝑥−√𝑥2−1
) −
2
𝑥
)                                                 (8a) 
                                                          𝑥 =
𝐿
2𝑅5
                                           (8b) 
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The parameter 𝜀ℎ represents the relative dielectric permittivity of the surrounding medium 
assumed to be air in this work (𝜀ℎ = 1) and 𝜀𝑟(ω) is the dielectric constant of the MWCNT 
which can be calculated using (3). The polarizability approximation in (7) provides a good 
approximation for the polarizability of straight MWCNTs [15]. The MWCNTs in the 
samples considered herein are fabricated to be highly aligned and, therefore, they can be 
considered to be “practically” straight. However, several of the MWCNTs show relatively 
high curvature as shown in Fig. 1. Therefore, by employing the approximation in (7) we 
will test the validity of the assumption that MWCNTs can be considered straight in 
practical composites with highly aligned MWCNTs [3].   
          Using either (6) or (7) for the polarizability α, the effective relative permittivity of 
the composite can be estimated using the dilute limit EMA. In this work, the Waterman-
Truell Formula for EMA is used to calculate the effective dielectric permittivity of the 
composite as follows: 
                           ε𝑒𝑓𝑓 = 𝜀ℎ + ∑ 𝛼(𝜔, 𝐿𝑖)𝜙(𝐿𝑖)
𝑁
𝑖=1
                                                             (9) 
 
where Li is the length of MWCNT i, N is the number of MWCNTs in the unit cell (N = 232 
in the sample in Fig. 1), and 𝜙(𝐿𝑖) is the volume fraction of MWCNT i calculated by 
dividing the volume of MWCNT i with the volume of the unit cell. Using ε𝑒𝑓𝑓 and the 
presumed thickness of the sample, the reflection from the composite, R, due to a plane 
wave at normal incidence can be calculated using the Nicholson and Ross equations as 
follows: 
                                                     𝑅 =
(1− 𝜏2)Γ
(1− 𝜏2Γ2)
                                                                 (10𝑎) 
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                                             𝜏 = 𝑒𝑥𝑝(−𝑗𝜔√𝜇0𝜀0𝜀𝑒𝑓𝑓ⅆ)                                               (10𝑏) 
 
                                                    Γ =
1−√𝜀𝑒𝑓𝑓
1+√𝜀𝑒𝑓𝑓
                                                                     (10𝑐) 
 
where τ is the transmission coefficient from the first to the second interface of the effective 
composite, Γ is the reflection coefficient at the air/composite interface, d is the thickness 
of the composite, and μ0 is the magnetic permeability of free space. Even though in our 
simulations, the MWCNTs were embedded in free space an effective thickness of the 
composite was designated as the difference between the height of highest segment of the 
top MWCNT and the lowest segment of the bottom MWCNT.  
        The main limitation of the dilute limit EMA in (9) is that it ignores the interactions 
between the CNTs. This limitation is typically justified by the low volume fraction of the 
CNTs inside the composite which typically leads to large separations between the 
individual CNTs [3]. However, as can be seen in Fig. 1, some CNTs are quite close, and 
therefore will exhibit strong interactions, even though the total CNT volume fraction is 
below 1 %. The second approximation in (7)-(9) is the assumption that the MWCNTs are 
straight and, therefore, their polarizability can be approximated by that of a prolate 
ellipsoid. Each of the above two approximations are frequently employed in the literature. 
As will be shown in the results section, the effect of these approximations on the effective 
properties of the composite will be quantified by comparing with the response calculated 
using the full-wave simulations. 
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2.5 Computational Results and Discussion 
      Four different composites were considered in this work with the following MWCNT 
volume fractions 1%, 3%, 4%, and 7%. The dimensions of the unit cell for the 1% volume 
fraction composite are 800 nm × 800 nm × 200 nm whereas the dimensions for the other 
three volume fractions are 200 nm × 200 nm × 200 nm. Smaller dimensions were used for 
the unit cell of the higher volume fractions to encapsulate a small enough number of 
MWCNTs that can be simulated in a feasible computational time. Fig. 6a shows the 
reflection magnitude calculated using CST MWS for the 1% MWCNT composite for both 
Case A and Case B conductivities. Both cases, have the same relaxation time as shown in 
Table I. However, they differ in the number of conducting walls as shown in Fig. 2. Fig. 
6a shows that for Case A, the resonances exhibit a blue shift in comparison to those of Case 
B. This can be explained by the real(εr) of Case A having a larger negative value than that 
of Case B, as shown in Fig. 3c, which causes the resonances of a plasmonic nanoparticle 
to shift to higher frequencies [58]. Fig. 6a shows that the reflection coefficient has a similar 
magnitude for both Case A and Case B conductivities up to 3 THz. This frequency range 
is too low for the MWCNTs to resonate for the dimensions studied in this work. Beyond 
this frequency range, the magnitude of the reflection coefficient of Case B is initially larger 
than that of Case A since the MWCNTs of Case B resonate at lower frequencies. However, 
comparing the magnitude of the peaks of both cases show that Case A yields higher peaks 
than Case B. This can be explained by Case A having a higher Real(σ3D) than Case B, as 
shown in Fig. 3a, which increases the reflection from the composite. 
       Fig. 6b compares the reflection magnitude for the same 1% volume fraction composite 
but in this case, the Case B, Case C, and Case D conductivity models are used for each 
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MWCNT. These three conductivity models have the same number of metallic walls but 
they have progressively larger values for the 𝜁 parameter which lowers the relaxation time 
for the walls τ as summarized in Table II. Beyond 3 THz, where the MWCNTs exhibit 
resonances, the 3 conductivities have the same negative value for real(εr) which is the main 
factor that determines the resonance frequency. Therefore, the 3 conductivity cases, Case 
B, Case C, and Case D, exhibit resonances at exactly the same frequencies. Fig. 6b shows 
that as the relaxation time decreases, the reflection peaks decrease in amplitude because of 
the decrease in Real(σ3D). This decrease in the Real(σ3D) also causes the quality factor of 
the resonances to decrease causing the bandwidth of the resonances to increase and the 
adjacent resonances to overlap and coalesce. Therefore, Case C shows a few wideband 
peaks unlike Case B which shows numerous sharp isolated resonances. Case D, has a 
significantly lower Real(σ3D) than the other cases and therefore the peaks of the resonances 
diminish and are no longer apparent. In summary, Fig. 6 shows that an increase in the 
negative Real(εr) of the MWCNTs causes a composite to exhibit resonances at higher 
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frequencies. Decreasing the Real(σ3D), causes the peak amplitude of the resonances to  
decrease and the bandwidth of the resonances to increase.  
      Fig. 7 shows the reflection magnitude from the composites with 3%, 4%, and 7% 
MWCNT volume fraction calculated using both the full-wave CST MWS simulation and 
the EMA. In the EMA, the polarizability of the MWCNTs is estimated using the expression 
for the ellipsoid polarizability in (5). Each column in Fig. 7 corresponds to one of the three 
volume fractions considered whereas each row corresponds to one of the 4 conductivity 
cases outlined in Table II. Fig. 7a-c show that increasing the MWCNT volume fraction 
increase the reflection magnitude as expected. Moreover, up to a frequency of 20 THz, 
good agreement can be seen between the reflection magnitudes calculated using CST MWS 
      
                                (a)                                                     (b)                                                         (c) 
     
                         (d)                                                              (e)                                                             (f) 
 Fig 5: Top view of the samples of Volume Fraction =3% (a), Volume Fraction =4% (b) 
and Volume Fraction=7% (c) along with the imposed electric field which is directed to Y-
axis. (d), (e) and (f) are the distributions of the CNTs in 3%, 4% and 7% Volume Fraction. 
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and that calculated using the EMA for the 3% volume fraction in Fig. 7a. This agreement 
starts to deteriorate as the MWCNT volume fraction increase to 4% and 7% in Fig. 7b and 
Fig. 7c, respectively. This can be explained by the fact that the dilute limit EMA is only 
valid for low MWCNT volume fractions and its predictions starts to diverge from the true 
effective properties of the composite as the volume fraction of the additive increases [59].  
Moving on to the second row, Fig. 7d-f, we can see that the resonances shift to lower 
frequencies similar to the behavior previously described in Fig 7. The EMA reflection of 
Fig. 7f shows additional low frequency resonances, below 20 THz, that are absent in Fig. 
8d-8e. This can be explained by the presence of longer MWCNTs in the 7% composite 
which can be seen by comparing the MWCNT lengths histogram in Fig. 5f with those in  
Fig. 5d-6e. A key observation in Fig. 7d-f is that the full wave reflection calculated using 
CST MWS exhibits additional resonances that are absent from the reflection calculated 
using the EMA. Some of these additional resonances are at lower frequencies and some of 
 
 
Fig. 6: Comparison between the magnitude of the reflection coefficient for (a) Case A 
and Case B conductivities and (b) Case B, Case C, and Case D conductivities.  
(a) (b)
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Fig. 7: Reflection from the MWCNT composite calculated using Full-wave CST simulations 
and dilute limit effective medium approximations for: (a) volume fraction 3 % and Case A 
conductivity, (b) volume fraction 4 % and Case A conductivity, (c) volume fraction 7 % and 
Case A conductivity, (d) volume fraction 3 % and Case B conductivity, (e) volume fraction 4 
% and Case B conductivity, (f) volume fraction 7 % and Case B conductivity, (g) volume 
fraction 3 % and Case C conductivity, (h) volume fraction 4 % and Case C conductivity, (i) 
volume fraction 7 % and Case C conductivity, (j) volume fraction 3 % and Case D conductivity, 
(k) volume fraction 4 % and Case D conductivity, (l) volume fraction 7 % and Case D 
conductivity.    
 
27
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them are higher than those exhibited using the EMA. The EMA yields resonances in the 
reflection magnitude that directly correspond to the MWCNT lengths available in the unit 
cells in Fig. 5. The additional resonances in the reflection magnitude calculated using CST 
MWS are due to the strong electromagnetic coupling between the MWCNTs in close 
proximity. Even though the volume fractions studied in this work are relatively low, but 
every unit cell in Fig. 5 clearly show clusters where the MWCNTs are concentrated in close 
proximity. These MWCNTs clusters lead to the emergence of the additional resonances 
[11]. That is, if two MWCNTs with identical lengths and slightly different shapes are 
brought together in close proximity their plasmon resonance will split into two resonance 
one at a lower frequency and one at a higher frequency than the resonance of the individual 
MWCNTs [11]. The 3D tomography reconstructions performed in this work clearly show 
that the MWCNTs are not uniformly distributed and exhibit clusters which can 
significantly impact the electromagnetic response of the composites. Similar behavior can 
be exhibited in Case C conductivity shown in Fig. 7g-i. However, the bandwidths of the 
resonances increase causing several resonances to merge leading to an overall broadband 
response especially for the 7% volume fraction in Fig. 7i.  For Case D conductivity, the 
plasmon resonances in the reflection coefficient disappear due to the larger relaxation time 
for this case and the lower effective MWCNT conductivity. However, for most frequencies 
in Fig. 7g-i, the full wave CST MWS reflection shows higher reflection than the EMA 
counterpart.   
      In summary, the main conclusion from Fig. 7 is that at low frequencies, well below the 
plasmon resonance frequencies of the MWCNTs, good agreement can be achieved between 
the EMA and the full-wave simulation of the composite’s electromagnetic response. At 
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higher frequencies, this agreement deteriorates especially for high MWCNT volume 
fractions or for higher MWCNT conductivities. The breakdown in agreement is caused by 
the strong electromagnetic interaction between the MWCNTs.   
      To confirm this conclusion, the simple composite shown in Fig. 8 is simulated. The 
unit cell of the composite shown in Fig. 8 contains only three MWCNTs which are 195 
nm, 135 nm, and 165 nm in length and with an outer radius of 3.86 nm similar to the other 
MWCNTs studied in this work. Two composites are studied in Fig. 8. In Fig. 8a, the 
MWCNTs are widely separated whereas in Fig. 8b the MWCNTs are concentrated in a 
tight cluster. The same conductivity, Case A, is assigned to the MWCNTs of each case. 
Moreover, in Fig. 8, the top view of the MWCNTs is shown similar to the images typically 
achieved using SEM. From a single view, it is hard to identify if the MWCNTs are widely 
separated in the perpendicular direction or if they are closely clustered. Hence, 3D 
tomography provides significantly more information about the MWCNT distribution 
which can guide the electromagnetic response. In the EMA, we used two different 
approaches for calculating the polarizability of each MWCNT: the MOM for ATW 
formulation in (6) and the ellipsoid polarizability in (7). In Fig. 8a, the reflection calculated 
using the EMA shows three distinct resonances that corresponding to the three different 
MWCNT lengths. In Fig. 8a, the MWCNTs are widely separated and therefore they exhibit 
insignificant electromagnetic coupling. Therefore, the full-wave reflection calculated using 
CST MWS also exhibits only three resonances. Since the MWCNTs are not straight, using 
the MOM for ATW to calculate the MWCNT polarizability yields better agreement with 
the full-wave CST MWS reflections than the ellipsoid polarizability in the EMA approach. 
However, the different between the two polarizability estimates is not significant indicating 
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that this is not the main reason for the major difference between the full-wave response and 
the EMA in Fig. 7.  
        Fig. 8b shows the same MWCNTs in the same unit cell and therefore it will have the 
same volume fraction as the composite in Fig 9a. However, the MWCNTs in Fig. 8b are 
grouped into a tighter cluster and therefore they exhibit strong electromagnetic coupling. 
This causes the reflection calculated using the full-wave CST MWS to exhibit 7 resonances 
even though only three MWCNTs of different lengths are considered. The additional 
resonances emerge due to the splitting of the individual resonances of the three MWCNTs. 
The reflection calculated using the EMA combined with the ellipsoid polarizability or with 
the MOM for ATW polarizability show significant different to the full-wave reflection. 
The comparison between Fig. 8b and Fig. 8a clearly show that the clustering of MWCNTs, 
even for low volume fractions, can lead to strong electromagnetic interaction and resonance 
splitting which agrees with the observation in Fig 8 for the reconstructed MWCNT 
composites. As the number of MWCNTs increases, the number of clusters also increase, 
and many additional modes emerge which can overlap and lead to an overall wideband or 
 
Fig 8: Comparison between the magnitude of reflection calculated using: CST MWS, the 
EMA using the MOM ATW polarizability, and the EMA using the ellipsoid polarizability 
when (a) the MWCNTs are widely separated and when (b) the MWCNTs are clustered 
in close proximity. 
Ei Ei
(a) (b)
MOM MOM
28 
 
broadband electromagnetic response. On the other hand, Fig. 8 indicates that the 
electromagnetic response of the composite can also be used to shed light on whether the 
MWCNTs are uniformly distributed or if they are heterogeneously distributed in clusters.  
The results in Fig. 7 and Fig. 8 show the importance of accounting for the strong 
electromagnetic coupling between MWCNTs in interpreting the measured reflection or any 
other composite electromagnetic response. For example, if these MWCNT electromagnetic 
interactions are neglected and the response in Fig. 8b is interpreted using only the EMA, 
false conclusions might be obtained that 7 different MWCNT lengths are present in the 
composite and none of them match with the 3 MWCNT length actually present in the 
composite. The 3D reconstructed maps considered in this work study this behavior for 
realistic low volume fraction MWCNT distributions providing evidence that this behavior 
will be exhibited in practical composites and not only in the simplistic models studied in 
Fig. 8. Therefore, these results can be used to guide the use of microwave/THz 
electromagnetic radiation for the nondestructive evaluation of the distribution and 
properties of the MWCNTs in a composite [3]. 
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CHAPTER 3 
TIME DOMAIN ANALYSIS OF CARBON NANOTUBE WITH NONLINEAR 
CONDUCTIVITY 
  
3.1 Equivalent Circuit Model for CNT 
          For the time domain modeling of CNTs, we start by considering single walled carbon 
nanotubes (SWCNTs) assigned the conductivity model discussed in Section 2.2. The 
conductivity of a SWCNT using the tight-bound π electrons response can be expressed as 
[52]: 
𝜎𝑤 = 𝜎𝑤
𝑖𝑏 + 𝜎𝑤
𝑒𝑏                                                       (11) 
where 𝜎𝑤
𝑒𝑏 corresponds to the intraband response and 𝜎𝑤
𝑖𝑏 corresponds to the interband 
response. As discussed before, in the microwave and low terahertz band the inter-band 
response can be neglected and the resulted expression is provided in equation 1. For small 
chiralities values (n,m<40), the surface conductivity of a SWCNT obtained from Drude 
Model Aproximation is provided by (2). From the expression of (2), the resistivity of 
SWCNT with small radius can be calculated as [43]: 
𝜌𝑤 =
𝜋2𝑟𝑤ћ
2𝑒2𝜈𝐹
(𝑗𝜔 + 𝜈)                                                     (12𝑎) 
where 𝜈 is the relaxation frequency, the inverse of the relaxation time τ. The (12a) can be 
compared with the following equation, representing a RL series circuit [43], i.e.  
𝜌𝐶𝑁 = 𝑅𝐶𝑁 + 𝑗𝜔𝐿𝐶𝑁                                                             (12𝑏) 
where the corresponding equivalent resistance 𝑅𝐶𝑁 and the inductance 𝐿𝐶𝑁 will be as 
follows [43], 
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𝐿𝐶𝑁 =
𝜋2𝑟𝑤ћ
2𝑒2𝜈𝐹
                                                                    (13𝑎) 
𝑅𝐶𝑁 = 𝜈𝐿𝐶𝑁                                                                        (13𝑏) 
 
Equation (13) shows that each segment of the SWCNT will be represented by a 
series RL circuit. As a starting point, the implementation of a time domain MoM code that 
is capable of handling RL loads will be described. Then the modifications necessary to 
adapt this code to handle nonlinear conductivity will be discussed. 
 
 
3.2 Time Domain Method of Moment (TDMoM) Formulation 
Time-domain computational electromagnetic algorithms can have a relatively low 
computational cost when calculating the response of scatterers over a wide range of 
frequencies [43], [60]. The Time-Domain Method of Moment (TDMoM) is very efficient 
for the analysis of thin wires and therefore we’ll adopt this formulation for the analysis of 
wire-like SWCNTs that typically have large aspect ratios [61]. For the TDMoM 
formulation, the current is assumed to flow in only one direction, the charge and current 
 
Fig 9: Equivalent circuit model of SWCNT 
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distribution will be axial. Under these conditions, the interaction of a linear, isotropic, 
conducting object with incident Electromagnetic (EM) field can be described with the 
following retarded potential integral equation [37]: 
𝐸i𝑙(𝑡, 𝑙) =
𝜕𝐴𝑙
𝜕𝑡
+
𝜕Ф
𝜕𝑙
+ 𝛺𝑙𝐼                                             (14𝑎) 
𝐴𝑙(𝑡, 𝑙) = 𝜇 ∫
𝐼(𝑡 − ⅆ𝜏, 𝑙
′)
4𝜋𝑅
(𝑢?̂?, 𝑢𝑙′̂)ⅆ𝑙
′
𝐴𝑥𝑖𝑠
                                (14𝑏) 
Ф(𝑡, 𝑙) =
1
𝜀
∫
𝑞𝑙(𝑡 − 𝜏, 𝑙
′)
4𝜋𝑅
ⅆ𝑙′
𝐴𝑥𝑖𝑠
                                          (14𝑐) 
𝜕𝐼(𝑡, 𝑙′)
𝜕𝑙′
+
𝜕𝑞𝑙(𝑡, 𝑙
′)
𝜕𝑡
= 0                                                  (15) 
 
where, 𝐸𝑖 is the incident electric field,   𝐴 is the vector magnetic potential, Ф is the scalar 
electric potential, 𝑅 is the distance between the source and the observation point, 𝛺 is the 
resistivity per unit length, 𝐼 is the axial current density,   𝑞 is the axial charge density, ⅆ𝜏 is 
the traveling time of the wave from the source to the observation point, 𝑢?̂? , 𝑢𝑙′̂ are the unit 
vectors parallel to the wire axis at the source and observation point, respectively. Equation 
 
Fig 10: Wire geometry showing the unit vectors 
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(15) represents the continuity equation. Equations (14b) and (14c) can be rewritten using 
the derivative approximation as follows [37], 
𝜕𝐴𝑙
𝜕𝑡
≈
𝐴𝑙 (𝑡 +
∆𝑇
2 , 𝑙) − 𝐴𝑙 (𝑡 −
∆𝑇
2 , 𝑙)
∆𝑇
                                       (16𝑎) 
𝜕Ф
𝜕𝑙
≈
Ф (𝑡, 𝑙 +
∆𝑙
2 ) − Ф (𝑡, 𝑙 −
∆𝑙
2 )
∆𝑧
                                           (16𝑏) 
At time, 𝑡 = 0+, the charge can be assumed to be zero and therefore the vector magnetic 
potential and the scalar electric potential expression of equation (16a) and (16b) can be 
written as follows [37], 
𝜕𝐴𝑙
𝜕𝑡
≈
2𝐴𝑙 (
∆𝑇
2 , 𝑙)
∆𝑇
                                                          (17𝑎) 
𝜕Ф
𝜕𝑙
≈ 0                                                                             (17𝑏) 
In a similar manner, the continuity equation from (15) can be rewritten as follows [37],  
𝐼 (𝑡 +
∆𝑇
2 , 𝑙
′ + ∆𝑙) − 𝐼 (𝑡 +
∆𝑇
2 , 𝑙
′)
∆𝑙
+
𝑞𝑙 (𝑡 + ∆𝑇, 𝑙
′ +
∆𝑙
2 ) − 𝑞𝑙 (𝑡, 𝑙
′ +
∆𝑙
2 )
∆𝑇
= 0     (18𝑎) 
And at time 𝑡 = 0+, 
𝐼 (
∆𝑇
2 , 𝑙
′ + ∆𝑙) − 𝐼 (
∆𝑇
2 , 𝑙
′)
∆𝑙
+
𝑞𝑙 (∆𝑇, 𝑙
′ +
∆𝑙
2 )
∆𝑇
= 0                             (18𝑏) 
The Method of Moment is then employed to solve the scattering and radiation problem. 
The detailed MoM formulation can be found in [36], [61]. Two different testing functions 
will be considered for the MoM solution, two dimensional impulse function, often known 
as point testing function and two dimensional unit volume pulse, known as pulse testing 
function [36]. Using the point testing function, the current and charge density for the 
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straight wire placed along z-axis and the incident electric field along the wire axis (Fig. 
11(a)) can be expressed by the following equations [36]: 
𝐼𝑧(𝑡
′, 𝑧′) = ∑ ∑ 𝛽(𝑚, 𝑘)
𝑁−1
𝑘=1
𝑃1 (𝑧
′ − (𝑘 −
1
2
)∆𝑧 ) 𝑃2(𝑡
′ − (𝑚 − 1)∆𝑇 )
∞
𝑚=1
         (19𝑎) 
𝑞𝑧(𝑡
′, 𝑧′) = ∑ ∑ 𝛾(𝑚, 𝑘)
𝑁
𝑘=1
𝑃1(𝑧
′ − (𝑘 − 1)∆𝑧 )𝑃2 (𝑡
′ − (𝑚 −
1
2
)∆𝑇 )
∞
𝑚=1
           (19𝑏) 
where the segment length denoted by ∆𝑧, can be obtained by dividing the length L by the 
number of segment N and ∆𝑇 is the time segment. The subscript z in current and charge 
denotation referring the wire axis, 𝛽, 𝛾 are the current and charge coefficients respectively 
and 𝑃1 and 𝑃2 denote the pulse functions which are defined as,  
𝑃1 = {
1, 0 ≤ 𝑧 < ∆𝑧
0, 𝑜𝑡ℎ𝑒𝑟𝑒𝑖𝑠𝑒
                                                     (20𝑎) 
                                    and  
𝑃2 = {
1, 0 ≤ 𝑡 < ∆𝑡
0, 𝑜𝑡ℎ𝑒𝑟𝑒𝑖𝑠𝑒
                                                     (20𝑏) 
 
Utilizing the point testing function and substituting (16a)-(16b) into (14a), we can rewrite 
(14a) as follows [37], 
𝐸i𝑧(𝑡𝑗 , 𝑧𝑙) = 𝛺𝑧(𝑡𝑗 , 𝑧𝑙)𝐼𝑧(𝑡𝑗, 𝑧𝑙) +
1
∆𝑇
[𝐴𝑧 (𝑡𝑗 +
∆𝑇
2
, 𝑧𝑙) − 𝐴𝑧 (𝑡𝑗 −
∆𝑇
2
, 𝑧𝑙)] 
+
1
∆𝑧
[Ф𝑧 (𝑡𝑗 , 𝑧𝑙 +
∆𝑧
2
) − Ф𝑧 (𝑡𝑗 , 𝑧𝑙 −
∆𝑧
2
)]               (21) 
where, 𝑡𝑗 = (𝑗 − 1)∆𝑇 and  𝑧𝑙 = 𝑙∆𝑧. 𝑗 and 𝑙 denote the time and length segments. 
Substituting (19a) and (19b) into (18a) provides the continuity relationship of current and 
charge coefficients as follows [37], 
For the first segment, l = 1: 
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𝛾(𝑗, 1) − 𝛾(𝑗 − 1,1) +
𝛽(𝑗, 1)
𝑐
= 0                                           (22𝑎) 
As for the last segment, l = N: 
𝛾(𝑗, 𝑁) − 𝛾(𝑗 − 1, 𝑁) −
𝛽(𝑗, 𝑁 − 1)
𝑐
= 0                               (22𝑏) 
For the other segments 
𝛾(𝑗, 𝑙) − 𝛾(𝑗 − 1, 𝑙) +
𝛽(𝑗, 𝑙) − 𝛽(𝑗, 𝑙 − 1)
𝑐
= 0                        (22𝑐) 
 where, 𝑙= 2, 3,…., N-1. Similarly, if we substitute (19a) and (19b) into (18b) will give the 
continuity relationship of current and charge coefficients for j = 1 which are as follows [37] 
for the first segment, l = 1: 
𝛾(1,1) +
𝛽(1,1)
𝑐
= 0                                                   (23𝑎) 
For the last segment, l = N: 
𝛾(1, 𝑁) −
𝛽(1, 𝑁 − 1)
𝑐
= 0                                             (23𝑏) 
And for all other segments 
𝛾(1, 𝑙) +
𝛽(1, 𝑙) − 𝛽(1, 𝑙 − 1)
𝑐
= 0                                      (23𝑐) 
where, 𝑙 = 2, 3,…., N-1. To ensure stability, the step size, ∆𝑧, will be chosen such that ∆𝑧 =
𝑐∆𝑇 where c is the light speed in the medium. Employing this constraint, the current 
coefficient for the scatterer case (Fig. (12a)) can be expressed as follows [37]: 
𝛽(𝑗, 𝑙) =
𝐸i𝑧(𝑡𝑗 , 𝑧𝑙) − 𝑋
A − 𝑋𝜑
Ω(𝑙) + (
𝜇
4𝜋∆𝑇) 𝐹
(0)
                                          (24) 
where, 
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𝑋A = ∑
𝜇
4𝜋∆𝑡
𝐼(𝑘, 𝑗 − |𝑙 − 𝑘|)𝐹(|𝑙 − 𝑘|)
𝑁−1
𝑘=1,𝑘≠𝑙,𝑗−|𝑙−𝑘|>0
− ∑
𝜇
4𝜋∆𝑡
𝐼(𝑘, 𝑗 − 1 − |𝑙 − 𝑘|)𝐹(|𝑙 − 𝑘|)
𝑁−1
𝑘=1,𝑘≠𝑙,𝑗−1−|𝑙−𝑘|>0
                  (25𝑎) 
𝑋𝜑 = ∑
𝜇
4𝜋𝜀∆𝑧
𝑞(𝑘, 𝑗 − 1 − |𝑙 + 1 − 𝑘|)𝐹(|𝑙 + 1 − 𝑘|)
𝑁
𝑘=1,𝑗−1−|𝑙+1−𝑘|>0
− ∑
𝜇
4𝜋𝜀∆𝑧
𝑞(𝑘, 𝑗 − 1 − |𝑙 − 𝑘|)𝐹(|𝑙 − 𝑘|)
𝑁
𝑘=1,𝑗−1−|𝑙−𝑘|>0
                     (25𝑏) 
𝐹(|𝑙 − k|) = 𝑙𝑜𝑔𝑒
(|𝑙 − 𝑘| + 0.5) + 𝑠𝑞𝑟𝑡[(|𝑙 − 𝑘| + 0.5)2+ (
𝑟𝑤
∆𝑧)
2
]
(|𝑙 − 𝑘| − 0.5) + 𝑠𝑞𝑟𝑡[(|𝑙 − 𝑘| − 0.5)2+ (
𝑟𝑤
∆𝑧)
2
]
                      (25𝑐) 
where 𝑗 = 2, 3…, 𝑙 = 1, 2…N-1 and 𝐹 is the geometric factor. For the time, 𝑡 = 0+, the 
contribution of the scalar potential will be omitted. Then utilizing (17a) and (17b), (24) can 
be expressed as [37]: 
𝛽(𝑗, 𝑙) =
𝐸i𝑧(𝑡𝑗, 𝑧𝑙)
Ω(𝑙) + (
𝜇
2𝜋∆𝑇) 𝐹
(0)
                                          (26) 
For the antenna problem (Fig. (11b)), (24) and (26) can be re written as follows [37], 
𝛽(𝑗, 𝑙) =
𝑉i(𝑡𝑗 , 𝑧𝑙) − 𝑋
A∆𝑧 − 𝑋𝜑∆𝑧
Ω(𝑙)∆𝑧 + (
𝜂
4𝜋) 𝐹
(0)
                                          (27) 
𝛽(𝑗, 𝑙) =
𝑉i(𝑡𝑗 , 𝑧𝑙)
Ω(𝑙)∆𝑧 + (
𝜂
2𝜋) 𝐹
(0)
                                          (28) 
where, 𝑉i(𝑡𝑗 , 𝑧𝑙) = ∆𝑧𝐸
i
𝑧(𝑡𝑗 , 𝑧𝑙) and 𝜂 = 𝑠𝑞𝑟𝑡(
𝜇
𝜀
). 𝑉i(𝑡𝑗 , 𝑧𝑙) will be the port voltage for 
the segment containing the port only, otherwise it will be zero. 
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3.3 Verification of the MoM code for PEC Wires with No Load 
         A MoM code following the formulation discussed above was developed and the 
results obtained from this in-house MoM code was compared with the reported results. To 
verify the scatterer case, a 2 m long wire with radius 0.01 m was taken and compared with 
the result reported in [62]. The incident field was a Gaussian pulse defined by E =
𝐸0
4
𝑇√𝜋
𝑒−𝛾
2
 where, 𝛾 =
4
𝑇
(𝑐𝑡 − 𝑐𝑡0-r.𝑎𝑘), with period, T=2 (LM), delay 𝑡0=3 (LM) where 
1(LM) =3.33 ns, and magnitude 𝐸0=120 𝜋 was considered. Similarly, for the antenna case, 
a 1 m long wire with a radius of 0.005m was considered and compared with the result 
reported in [63]. A Gaussian pulse voltage defined by V = 𝑉0
4
𝑇√𝜋
𝑒−𝛾
2
, where 𝛾 =
4
𝑇
(𝑐𝑡 −
𝑐𝑡0-r.𝑎𝑘), T=2 (LM), 𝑡0=3 (LM) and 𝑉0=1, was placed at the center of the wire. The 
calculated results are shown in Fig. 12. The results show excellent agreement with the 
 
  (a)                                                         (b) 
Fig 11: Wire geometry showing the scatterer case (a) and the antenna case (b) 
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results published in [62] and [63], respectively. Further, to test the frequency domain 
response obtained from our in-house MoM code, we simulated a PEC dipole of 20 um 
length and 2.712 nm radius, exited by a delta voltage source of magnitude 1 volt, with our 
developed code and also using the commercial full-wave solver FEKO [55]. Fourier 
Transform was used to convert our time domain data into frequency domain. Here also we 
      
                                   (a)                                                                      (b) 
Fig 12: Verification of the time domain currents induced at the (a) center of the scatterer and 
(b) at the port of the antenna calculated using In-house Mom code. 
     
(a)                                                                             (b) 
Fig 13: Comparison of the frequency domain current (a) and input impedance (b) of a dipole 
port calculated using In-house MoM and FEKO. 
38 
 
observed very good match for the current and input impedance of the port of the dipole 
which is depicted in Fig. 13. 
3.4 Verification of the MoM code for PEC Wires with Linear and Nonlinear 
Loads 
 For resistive linear loads, we used (24), (26) for the scatterer case and (27), (28) for 
the antenna case. To model the nonlinear resistive loads, piecewise-linear curves will be 
used to represent the nonlinear I-V characteristic behavior of the loads added to the wire. 
An example of a load with a nonlinear behavior is shown in Fig. 14 which shows the wire 
with a nonlinear load at its center, Fig. 14a, and the I-V characteristics of this nonlinear 
loads. For the load in Fig. 14b, a resistive value R1 was assigned to the load for positive 
voltages and a different, mulch larger, resistive value R2 was assigned to the load for 
negative voltages. This particular nonlinear load will be described as 𝑅1/𝑅2 following [36].  
       To verify the implementation of the MoM code for wires with nonlinear loads, we 
simulated a PEC straight wire antenna and scatterer of 1 m in length and 0.002 m in radius. 
The excitation was a unit step with magnitude 1 for both of the cases. Two loads were 
 
                                      (a)                                           (b) 
Fig 14: (a) Nonlinearly loaded wire and (b) the piecewise I-V curve to define the 
nonlinear load. 
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considered: (i) a linear 50Ω load and (ii) a nonlinear 50/5000Ω load. The calculated result 
are shown in Fig. 15. A perfect match is observed with the results published in [36]. In 
both Fig. 15a and Fig. 15b, the unit step excitation creates a current that decays in 
magnitude as time progresses. Fig. 15 also shows that the nonlinear load significantly 
reduces, i.e. clamps, the negative currents since the resistance is 5000 Ω for the negative 
voltages versus 50 Ω for the positive voltages.  Upon validation of the developed MOM 
code, the next section discusses the use of this code to simulate SWCNTs. The conductivity 
of SWCNTs adds an inductive component to the effective impedance of the SWCNT 
sections. In the following section, adapting the MoM implementation to account for this 
inductive component will be described. 
 
3.5 Modeling of RLC load in Time Domain 
 In the modeling of loads with reactive components, the resistive load expression in 
(24), (26), (27) and (28) will be substituted by an equivalent resistance 𝑅𝑒 and equivalent 
source 𝑉𝑒 [42]. The expressions are updated as follows [41], 
        
                                   (a)                                                                      (b) 
Fig 15: Verification of the time domain currents induced at the (a) center of the scatterer 
and (b) at the port of the antenna, with linear and nonlinear loads. 
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𝛺(𝑙)𝛽(𝑗, 𝑙) = ∑
1
∆𝑧𝑛
{𝛽(𝑗, 𝑙)𝑅𝑒𝑛 +
𝑙𝑜𝑎𝑑𝑠
𝑛=1
𝑉𝑒𝑛(𝑗)}                               (29) 
Where,  
𝑅𝑒 = 𝑅 +
∆𝑡
2𝐶
+
2𝐿
∆𝑡
                                                  (30𝑎) 
𝑉𝑒(𝑗 + 1) = 𝑉𝐶(𝑗) − 𝑉𝐿(𝑗) + (
∆𝑡
2𝐶
+
2𝐿
∆𝑡
) 𝛽(𝑗)                           (30𝑏) 
𝑉𝐶(𝑗 + 1) =
∆𝑡
2𝐶
𝛽𝐶(𝑗 + 1) + 𝑉𝐶(𝑗) +
∆𝑡
2𝐶
𝛽(𝑗)                            (30𝑐) 
𝑉𝐿(𝑗 + 1) =
2𝐿
∆𝑡
𝛽𝐿(𝑗 + 1) − 𝑉𝐿(𝑗) +
2𝐿
∆𝑡
𝛽(𝑗)                              (30ⅆ) 
Where, R, L and C are the resistance, inductance and capacitance respectively, 𝑉𝐶 , 𝑉𝐿 are 
voltages across the capacitor and inductor respectively and 𝛽𝐶 , 𝛽𝐿 are the currents through 
the capacitor and inductor respectively. The derived current coefficient equation for the 
scatterer case is as follows, 
𝛽(𝑗, 𝑙) =
𝐸i𝑧(𝑗 − 1, 𝑙) − 𝑋
A − 𝑋𝜑 −
𝑉𝑒(𝑗)
∆𝑧
𝜇
4𝜋∆𝑡 𝐹0 +
𝑅𝑒
∆𝑧
                              (31𝑎) 
And for antenna case,  
𝛽(𝑗, 𝑙) =
𝑉i(𝑗 − 1, 𝑙) − 𝑋A∆𝑧 − 𝑋𝜑∆𝑧 − 𝑉𝑒(𝑗)
𝜂
4𝜋 𝐹0 + 𝑅
𝑒
                        (31𝑏) 
However, as our goal is to model the SWCNT, we will focus only on the resistive/inductive 
(RL) loads. Before moving towards the CNT simulations, the validity of our RL adaption 
was tested by comparing with the commercial full-wave solver  CST [56]. A PEC dipole 
antenna with length of 50 μm and radius of 5 nm was simulated. Two RL loads were tested: 
(i) R = 25 Ω and L = 40pH at z = -18 μm distance from the port and (ii) R = 18 Ω and L = 
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50 pH at z = 10 μm distance from the port. The CST setup is shown in Fig. 16a. The 
excitation was a Gaussian pulse defined by 𝑉 = 𝑉0𝑒
−𝑔2(𝑡−𝑡0), where g =1×1013 𝑠−1, 𝑉0 =
1 and 𝑡0 = 2.146/𝑔.  Fig. 16 shows the comparison between the current calculated using 
our in-house MoM code and the current calculated using CST in both the time and 
frequency domains. Very good agreement between CST and the in-house MoM code is 
observed. 
 
3.6 Modeling of Carbon Nanotubes (CNTs) in Time domain  
 The quantification of CNTs using the equivalent circuit model and TDMoM is 
discussed here. So far, only the point testing function has been used. We checked the pulse 
testing function for the MoM solutions and it was observed that the pulse testing function 
provides more stable results than the point testing function as reported in [37]. The derived 
equation of the current coefficients to account for the loads using the pulse testing function 
for the scatterer case are as follows,  
     
        (a)                                          (b)                                                         (c) 
Fig 16: CST setup of the loaded dipole (a) and CST vs in-house MoM current at the port 
of the dipole, (b) in time domain and (c) in frequency domain. 
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𝛽(𝑗, 𝑙) =
𝐸i𝑧(𝑗 − 1, 𝑙) − 𝑋
A − 𝑋𝜑 −
𝑉𝑒(𝑗)
2∆𝑧 −
𝑉𝑒(𝑗 − 1)
2∆𝑧 −
𝑅𝑒
2∆𝑧 𝛽
(𝑗 − 1, 𝑙)
𝜇
4𝜋∆𝑡 𝐹0 +
𝑅𝑒
2∆𝑧
         (32𝑎) 
And for the antenna case are as follows,  
𝛽(𝑗, 𝑙) =
𝑉i(𝑗 − 1, 𝑙) − 𝑋A∆𝑧 − 𝑋𝜑∆𝑧 −
𝑉𝑒(𝑗)
2 −
𝑉𝑒(𝑗 − 1)
2 −
𝑅𝑒
2 𝛽
(𝑗 − 1, 𝑙)
𝜂
4𝜋 𝐹0 +
𝑅𝑒
2
       (32𝑏) 
To validate the adaptation , we choose two CNT dipoles discussed in [42] and [56], one is 
with 20 μm length and another one is with 2 μm length. Both dipoles have the chirality (40, 
40) which gives the radius of 2.712 nm and are fed by a delta function voltage source. 
Fourier transform was used to convert the results into the frequency domain. Excellent 
agreement is achieved between the reported results in [42] and [56] and the calculated 
results shown in Fig. 17. It is worth noting the difference in the computational time of the 
frequency domain and the time domain solvers. Our in-house TD MoM implementation 
only required 28 seconds to generate the results in Fig. 17 whereas frequency domain 
solvers require several hours.  
 
 
 
                                   (a)                                                                      (b) 
Fig 17: Input impedance calculated using developed MoM code for of a CNT dipole 
antenna (a) 2 μm length and (b) 20 μm length. 
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3.7 Computational Results and Discussion 
The introduction of a defect in any segment of a CNT can cause the conductivity 
of this segment to change from its pristine behavior  and exhibit nonlinear conductivity 
[64]. This nonlinear conductivity can change the value of the equivalent circuit elements. 
That is the value of 𝑅𝐶𝑁 and 𝐿𝐶𝑁 in (12b) will have different value for the defected segment. 
Fig. 18 is showing the geometry of the CNT scatterer and radiator with a defected segment 
exhibiting nonlinear conductivity at the center. The time domain response of a CNT 
scatterer is shown in Fig. 19. The CNT scatterer of length 2 μm and radius 2.712 nm was 
simulated using our code without and with nonlinear conductivity. For the nonlinear 
conductivity, we assumed that the resistance of the defected segment is 10000 times higher 
than the pristine segments and the inductance remains same, i.e., 𝑅𝐶𝑁2 = 10000 × 𝑅𝐶𝑁1 
and 𝐿𝐶𝑁2 = 𝐿𝐶𝑁1 where 𝑅𝐶𝑁1, 𝐿𝐶𝑁1 denote the resistance and inductance respectively, of 
the equivalent RL circuit of pristine CNT segments and 𝑅𝐶𝑁2, 𝐿𝐶𝑁2 for the defected 
segment. The CNT was exited with a Gaussian pulse voltage expressed with, 𝑉(𝑡) =
                                                   
                                              (a)                                                     (b) 
Fig 18: CNTs with nonlinear loads, (a) scattere case and (b) radiator case. 
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𝑉0𝑒
−𝑔2(𝑡−𝑡0), where, 𝑉0 = 1 V, g = 1x10
13 s-1, 𝑡0=2.146/g s. The time domain response of 
Fig. 19 reveals that the current of the nonlinear CNT is suppressing after the first peak. 
This because the reverse bias resistance of the defected segment is 10000 times higher 
which causes the huge drop in current.  
 
   
                                   (a)                                                                      (b) 
Fig 19: Current at the center of the CNT scatterer, (a) with no defect and (b) with defect. 
   
                                   (a)                                                                      (b) 
Fig 20: Current at the center of the CNT dipole, (a) with no defect and (b) with defect. 
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Following the similar manner, we calculated the response of a dipole of length 20 
μm and radius 2.712 nm. For the nonlinear conductivity, the assumption remains same as 
the scatterer case, i.e. 𝑅𝐶𝑁2 = 10000 × 𝑅𝐶𝑁1 and 𝐿𝐶𝑁2 = 𝐿𝐶𝑁1. The dipole was exited with 
the same Gaussian pulse voltage, 𝑉(𝑡) = 𝑉0𝑒
−𝑔2(𝑡−𝑡0), where, 𝑉0 = 1 V, g = 1x10
13 s-1, 
𝑡0=2.146/g s. Fig. 20a and Fig. 20b show the time domain response of the CNT dipole with 
no defect and with defect, respectively. The current for the defected segment shows the 
expected huge drop which is depicted in the time domain current spectra. For both of the 
scatterer and radiator case, while the there is no defect then the inductance value is high 
enough to store the energy and that’s why the oscillation on the time domain current is 
present even in the later time. Fig. 21 elucidate the fact more clearly. Here we took a the 
same CNT dipole of previous example where we used the 𝑅𝐶𝑁 = 18.8 𝛺 and 𝐿𝐶𝑁 =
56.6 𝑝𝐻 which corresponds to the equivalent circuit of the dipole reported in [43]. We then 
simulated a copper wire of similar dimension where the 𝑅𝐶𝑢 = 74.5  𝛺 and 𝐿𝐶𝑢 = 1.8 𝑝𝐻 
obtained from [57]. If we look closely at the calculated time domain current, we will see 
that initially the magnitude of the current at copper wire is higher but it dying out very fast 
due to having higher resistance value (Fig. 21(b)). On the other hand, the current at CNT 
center, initially the magnitude is lower due to the higher resistance value, but the oscillation 
continue even in the later time due to the stored reactive energy caused by higher value of 
inductance (Fig. 21(a)). The defect on any part of the CNT can cause nonlinear conductivity 
which may include the change of resistance or change in the inductance. To address these 
possibilities, we tested the CNT scatterer of length 2 μm and radius of 2.712 nm mentioned 
in the first example with the same excitation for different values of resistance and 
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inductance. The relation was stated as 𝑅𝐶𝑁2 = 𝑛 ×  𝑅𝐶𝑁1 and 𝐿𝐶𝑁2 = 𝑛 × 𝐿𝐶𝑁1, where the 
value of n is to assign the values of circuit elements for pristine and defected segments. 
Fig. 22 is showing the results comparison for the change in resistance and inductance. Fig. 
22(a) showing that while the resistance is 10 time for the defected section keeping the 
inductance unchanged, the change is less compared to pristine current, but when the 
resistance is increasing for the latter cases, the current magnitude drops by a significant 
amount. Fig. 22(b) shows the change in the inductance value of the equivalent resistance 
keeping the resistance unchanged. It is obvious that while the inductance is higher, the 
peaks will be broadened and vice versa which is depicted clearly in the comparison.  
  
                                   (a)                                                                      (b) 
Fig 21: (a) Current at the center of the CNT dipole and (b) current at the center of the 
copper dipole of similar dimensions. 
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 From the section 3.1, we know the expression for the resistivity of the CNT media 
is 𝜌𝑤 =
𝜋2𝑟𝑤ћ
2𝑒2𝜈𝐹
(𝑗𝜔 + 𝜈) where 𝜈 =  1/τ, and τ is the relaxation time. Now if the relaxation 
time changes, it will cause changes in the resistivity of the pristine and defected and 
consequently change the response. Therefore, we tested the effect of the change of 
relaxation time for both the defective and pristine case. Two different values of τ were 
tested, τ = 3 ps and τ = 0.3 ps. For τ = 3 ps, the value of 𝜈 will be lower than that for τ = 
0.3 ps. According to (13b), 𝑅𝐶𝑁 = 𝜈𝐿𝐶𝑁, the resistance of the equivalent circuit will be 
lower. So the magnitude of the current will be higher. Fig. 23 shows the effect of changing 
the relaxation time for pristine and defective CNT scatterer. The magnitude of the excited 
current decreased due to the increase in the resistance value which is expected. 
Finally, we tested the frequency domain results for the pristine and defective CNT 
scatterer. For this purpose, we choose the same length, 2 μm, and radius 2.712 nm, as 
mentioned in the first example. However, in this case the CNT structure is illuminated by 
   
                                   (a)                                                                      (b) 
Fig 22: Comparison of the currents at the center of the CNT scatterer (a) 𝑅𝐶𝑁2 =
𝑛 ×  𝑅𝐶𝑁1 while inductance remains unchanged and (b) 𝐿𝐶𝑁2 = 𝑛 × 𝐿𝐶𝑁1 while the 
resistance remains unchanged. 
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a delta function electric field of magnitude 1 volt/m. The result comparison is shown in 
Fig. 24. For the nonlinear case, the low frequency components are enhanced, in comparison 
to the pristine case, due to the clamping effect of the nonlinear conductivity. 
 
 
          
                                   (a)                                                                      (b) 
    
 
                                 (c)                                                                            (d) 
Fig 23: Effect of the relaxation time on the time domain current from pristine CNT 
scatterer, (a) τ=3 ps, (b) τ=0.3 ps, and from defective (𝑅𝐶𝑁2 = 10000 × 𝑅𝐶𝑁1 and 𝐿𝐶𝑁2 =
𝐿𝐶𝑁1) CNT scatterer, (c) τ=3 ps, (b) τ=0.3 ps 
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Fig 24: Comparison of the frequency domain currents at the center of the pristine (red 
curve) and defective CNT (blue curve). 
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CHAPTER 4 
CONCLUSIONS 
 
 The experimental reconstruction of the three-dimensional (3D) distributions of 
Multi-walled Carbon Nanotube (MWCNT) using electron tomography, provided vital 
information about the shapes and locations of the MWCNTs inside the composite. This 
information was used, for the first time, in the simulation of the electromagnetic response 
of MWCNT using full-wave simulations and the dilute limit Effective Medium 
Approximation (EMA). The results show that the electromagnetic response calculated 
using the dilute limit EMA differs significantly from the full-wave simulations, especially 
at higher THz frequencies. Both the full wave simulations and EMAs confirm that the 
magnitude of reflection increases with the increase in the volume fraction. However, the 
differences between the full-wave simulations and the EMAs grow with the increase in the 
volume fraction as expected. The MWCNTs resonate at higher frequencies when the real 
part of their effective relative dielectric permittivity is more negative, and the sharpness of 
these resonances is dependent on the relaxation time. That is, the resonant peaks become 
narrower as the relaxation time increases. The results show that these experimentally 
characterized 3D MWCNT maps act as useful testbeds for understanding the 
electromagnetic response of nanocomposites.  
       The complexity of the shapes of CNTs can introduce nonlinear conductivities that 
differ significantly from that of straight perfectly straight CNTs. A 1D Time Domain MOM 
code was developed to calculate the response from linearly and nonlinearly loaded wires. 
The code was modified to analyze CNTs, for the first time, with nonlinear conductivity. 
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Introduction of nonlinearity to any of the CNT segments significantly changes the current 
excited in the CNT. These calculations can be used to guide and optimize the 
Nondestructive Evaluation (NDE) of CNT structures and composites using 
electromagnetic radiation. 
 
 
4.1 Future Directions 
 Our future FD quantification work will extend this characterization to a mixture of 
different conductive CNTs and the use of different material as the embedding medium. In 
addition, guidelines will be developed to help correlate the electromagnetic response of a 
composite with the actual MWCNT distribution and properties. 
Regarding the nonlinear conductivity changes, 
the can be utilized for sensing and 
nondestructive evaluation (NDE) in a wide 
range of applications. Carbon nanotubes can be 
used as smart and advanced wireless sensor for 
damage detection in embedded structures such 
as concrete structures. As the concrete 
structures undergo strains, embedded CNTs inside it stretch and deform their shape, 
possibly leading to nonlinear conductivity changes. By probing these nonlinear 
conductivity changes, the health of the structure can be monitored in a nondestructive 
manner. 
 
 
 
Fig. 25: Sensing scheme using CNT 
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APPENDIX 
A. MATLAB CODES 
A1. A Matlab code to calculate the current at the center of a PEC dipole with RL loads 
( Fig.16) 
clc 
close all 
clear 
  
%% Constants 
c=3e8;      
mu=1.2566370614e-6; 
eps0=8.854e-12; 
eta=sqrt(mu/eps0); 
%% Initial requirements 
a=5e-9;    %radius 
h=(50000e-9)/2;      % total length=2h 
N=100;       % N+1=total segment  
z=linspace(-h,h,N+1); %total point=np  
delz=2*h/N;   %length of each segment 
ts=3e-4; 
delt=delz/c; 
nt=fix(ts/3e8/delt); 
 
%% Loads 
    indc=0; %Inductance at center 
    indu=40e-12; %Inductance at upper load 
    indd=50e-12; %Inductance at lower load 
    resc=0; %Resistance 
    resu=25; 
    resd=18; 
    cindc=(2*indc)/(delt); 
    cindu=(2*indu)/(delt); 
    cindd=(2*indd)/(delt); 
    rec=resc+cindc; 
    reu=resu+cindu; 
    red=resd+cindd; 
  
%% Calculation of F0 
 F0=(log(0.5+sqrt(0.5^2+(a/delz)^2))-log((-0.5)+sqrt((-0.5)^2+(a/delz)^2))); 
  
%% beta and gamma calculation 
beta=zeros(N,nt); 
gamma=zeros(N,nt); 
elc=zeros(N,nt); 
elu=zeros(N,nt); 
eld=zeros(N,nt); 
eec=zeros(N,nt); 
eeu=zeros(N,nt); 
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eed=zeros(N,nt); 
 
for j=3:nt   % to avoid zero in the index, j starts from 2 
  
v0=1; 
g=1e13; 
t0=2.146/g; 
po=(g^2)*(((j-1)*delt)-t0)^2; 
E=v0*exp(-po); 
E1(j)=v0*exp(-po); 
  
 for L=1:N 
%% Xa calculation 
     xa1=0; 
     xa2=0; 
     for k=1:N-1 
         con1=mu/4/pi/delt; 
         if (k~=L) 
             itr=j-abs(L-k); 
             if (itr>0) 
                 t1=(abs(L-k)+0.5)+sqrt((abs(L-k)+0.5)^2+(a/delz)^2); 
                 t2=(abs(L-k)-0.5)+sqrt((abs(L-k)-0.5)^2+(a/delz)^2); 
                 F=log(t1/t2); 
                 xa1=xa1+con1*F*beta(k,itr); 
             end 
         end 
     end 
  
     for k=1:N-1 
         itr=j-1-abs(L-k); 
             if (itr>0) 
                 t1=(abs(L-k)+0.5)+sqrt((abs(L-k)+0.5)^2+(a/delz)^2); 
                 t2=(abs(L-k)-0.5)+sqrt((abs(L-k)-0.5)^2+(a/delz)^2); 
 
                 F=log(t1/t2); 
                 xa2=xa2+con1*F*beta(k,itr); 
             end 
     end 
   Xa=xa1-xa2;  
   
%% Xphi calculation 
     xphi1=0; 
     xphi2=0; 
     for k=1:N 
         con2=1/4/pi/eps0/delz; 
             itr=j-1-abs(L+1-k); 
             if (itr>0) 
                 t1=(abs(L+1-k)+0.5)+sqrt((abs(L+1-k)+0.5)^2+(a/delz)^2); 
                 t2=(abs(L+1-k)-0.5)+sqrt((abs(L+1-k)-0.5)^2+(a/delz)^2); 
 
                 F=log(t1/t2); 
                 xphi1=xphi1+con2*F*gamma(k,itr); 
             end 
     end 
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     for k=1:N 
         itr=j-1-abs(L-k); 
             if (itr>0) 
                 t1=(abs(L-k)+0.5)+sqrt((abs(L-k)+0.5)^2+(a/delz)^2); 
                 t2=(abs(L-k)-0.5)+sqrt((abs(L-k)-0.5)^2+(a/delz)^2); 
 
                 F=log(t1/t2); 
                 xphi2=xphi2+con2*F*gamma(k,itr); 
             end 
     end 
   Xphi=xphi1-xphi2;   
  
%% current calculation 
     if (j==1) 
         K1=(eta/4/pi)*F0; 
        if (L==N/2) 
             beta(L,j)=E/(K1);  
        else     %For the Non-loaded segments  
             beta(L,j)=0; 
        end         
        
        if (L==1) 
         gamma(L,1)=-beta(L,1)/c; 
        elseif (L==N) 
         gamma(N,1)=beta(N-1,1)/c; 
        else 
         gamma(L,j)=-((beta(L,j)-beta(L-1,j))/c);        
        end 
         
     elseif (j==2) 
         K1=(eta/4/pi)*F0; 
         K2=E-(delz*Xa)-(delz*Xphi); 
          if (L==N/2+1) 
             beta(L,j)=K2/(K1);  
          else     %For the Non-loaded segments  
             beta(L,j)=(-(delz*Xa)-(delz*Xphi))/(K1); 
          end  
        
        if (L==1) 
         gamma(L,1)=-beta(L,1)/c; 
        elseif (L==N) 
         gamma(N,1)=beta(N-1,1)/c; 
        else 
         gamma(L,j)=-((beta(L,j)-beta(L-1,j))/c);        
        end 
     else 
        if (L==15) %upper loaded segment 
           K1=(eta/4/pi)*F0; 
           K2=-(delz*Xa)-(delz*Xphi); 
 
           eld(L,j-1)=(cindd*beta(L,j-1))-eld(L,j-2)-(cindd*beta(L,j-2)); 
           eed(L,j)=-eld(L,j-1)-(cindd*beta(L,j-1)); 
           beta(L,j)=(K2-(eed(L,j)))/(K1+(red)); 
         
          if (L==1) 
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           gamma(1,j)=(-beta(1,j)/c)+gamma(L,j-1); 
          elseif (L==N) 
           gamma(N,j)=(beta(N-1,j)/c)+gamma(N,j-1); 
          else 
           gamma(L,j)=(-(beta(L,j)-beta(L-1,j))/c)+gamma(L,j-1); 
          end 
       elseif (L==N/2) 
           K1=(eta/4/pi)*F0; 
           K2=E-(delz*Xa)-(delz*Xphi); 
 
           elc(L,j-1)=(cindc*beta(L,j-1))-elc(L,j-2)-(cindc*beta(L,j-2)); 
           eec(L,j)=-elc(L,j-1)-(cindc*beta(L,j-1)); 
           beta(L,j)=(K2-(eec(L,j)))/(K1+(rec)); 
         
          if (L==1) 
           gamma(1,j)=(-beta(1,j)/c)+gamma(L,j-1); 
          elseif (L==N) 
           gamma(N,j)=(beta(N-1,j)/c)+gamma(N,j-1); 
          else 
           gamma(L,j)=(-(beta(L,j)-beta(L-1,j))/c)+gamma(L,j-1); 
          end 
       elseif (L==71)  %lower loaded segment 
           K1=(eta/4/pi)*F0; 
           K2=-(delz*Xa)-(delz*Xphi); 
 
           elu(L,j-1)=(cindu*beta(L,j-1))-elu(L,j-2)-(cindu*beta(L,j-2)); 
           eeu(L,j)=-elu(L,j-1)-(cindu*beta(L,j-1)); 
           beta(L,j)=(K2-(eeu(L,j)))/(K1+(reu)); 
         
          if (L==1) 
           gamma(1,j)=(-beta(1,j)/c)+gamma(L,j-1); 
          elseif (L==N) 
           gamma(N,j)=(beta(N-1,j)/c)+gamma(N,j-1); 
          else 
           gamma(L,j)=(-(beta(L,j)-beta(L-1,j))/c)+gamma(L,j-1); 
          end 
            
       else 
           K1=(eta/4/pi)*F0; 
           K2=-(delz*Xa)-(delz*Xphi); 
           beta(L,j)=K2/(K1);        
         
          if (L==1) 
           gamma(1,j)=(-beta(1,j)/c)+gamma(L,j-1); 
          elseif (L==N) 
           gamma(N,j)=(beta(N-1,j)/c)+gamma(N,j-1); 
          else 
           gamma(L,j)=(-(beta(L,j)-beta(L-1,j))/c)+gamma(L,j-1); 
          end 
     end 
     end 
 end 
end 
 
%% time to frequency domain conversion 
Fs=1/delt;  %Sampling frequency 
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nfft=666600; %length of FFT 
aaa=beta(N/2,:); %data in time domain 
fouri_fi=fft(aaa,nfft); % FFT execution 
fouri_fi= fouri_fi(1:nfft/2); % Taking half numbe of dat  
FF=(0:nfft/2-1)*Fs/nfft; 
df=fouri_fi(1:nfft/2)*delt; % DFT to FT 
  % Current plotting 
t=linspace(0,ts,nt); 
figure (1)  % current in time domain 
plot(((t/3e8/1e-15)),beta(N/2,:)*1000,'r','linewidth',2.5) 
xlabel('Time(fs)'); 
ylabel('Current (mA)'); 
set(gca, 'fontsize', 16) 
set(gcf,'color',[1 1 1]) 
grid on 
grid minor 
  
figure (2)   % current in frequency domain 
plot(FF/1e12,abs(df)*1000,'r','linewidth',2.5) 
xlim([0 50]) 
xlabel('Frequency (THz)') 
ylabel('Current (mA)') 
set(gca, 'fontsize', 16); 
set(gcf,'color',[1 1 1]) 
grid on 
grid minor 
 
 
 
 
 
 
A2. A Matlab code to calculate the current at the center of a CNT scatterer ( Fig.19(a)) 
clc 
close all 
clear 
tic 
%% Constants  
c=3e8; 
mu=1.2566370614e-6; 
eps0=8.854e-12; 
Kb=1.3806503e-23; 
h=6.626068e-34; 
hd=h/2/pi; 
ev=1.60217646e-19; 
me=9.10938356e-31; 
eps0=8.85418782e-12; 
mu0=1.2566370614e-6; 
c0=1/sqrt(eps0*mu0); 
b=0.142e-9; 
vf=8.7373e5; %3*2.7*ev*0.142e-9/2/hd; 
tau=3e-12;  %Relaxation time 
nu=1/tau; 
eta=sqrt(mu/eps0); 
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%% Initial requirements 
a=2.712e-9;    %radius 
h=2e-6/2;      % total length=2h 
N=10;       % N+1=total segment  
z=linspace(-h,h,N+1); %total point=np  
delz=2*h/N   %length of each segment 
ts=36e-4; 
delt=delz/c; 
nt=fix(ts/3e8/delt)+5; 
 
%% Loads 
    c1=2*pi*a;   
    lcn1=(pi*pi*hd*a)/(2*vf*ev*ev); 
    ind=(delz*lcn1)/c1;  %Inductance 
    res=(delz*nu*lcn1)/c1;                 %Resistance 
  
    cind=(2*ind)/(delt); 
    re=res+cind; 
%% Calculation of F0 
 F0=(2*log((delz+sqrt(a^2+delz^2))/a))-((2*delz)/(a+sqrt(a^2+delz^2))); 
  
%% beta and gamma calculation 
beta=zeros(N,nt); 
gamma=zeros(N,nt); 
el=zeros(N,nt); 
ee=zeros(N,nt); 
for j=3:nt   % to avoid zero in the index, j starts from 2 
v0=1; 
g=1e13; 
t0=2.146/g; 
po=(g^2)*(((j-1)*delt)-t0)^2; 
E=v0*exp(-po); 
 
for L=1:N 
%% Xa calculation 
     xa1=0; 
     xa2=0; 
     for k=1:N-1 
         con1=mu/4/pi/delt; 
         if (k~=L) 
             itr=j-abs(L-k); 
             if (itr>0) 
                 p=abs(L-k); 
                 t1n1=((p+1)*delz)+sqrt(a^2+((p+1)*delz)^2); 
                 t1n2=((p-1)*delz)+sqrt(a^2+((p-1)*delz)^2); 
                 t1d1=(p*delz)+sqrt(a^2+(p*delz)^2); 
                 t1=log((t1n1*t1n2)/t1d1^2); 
                  
                 t2=log(t1n1/t1n2); 
                  
                 t31=sqrt(a^2+(p*delz)^2); 
                 t32=sqrt(a^2+((p+1)*delz)^2); 
                 t33=sqrt(a^2+((p-1)*delz)^2); 
                 t3=(2*t31)-t32-t33; 
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                 F=(p*t1)+t2+(t3/delz); 
                  
                 xa1=xa1+con1*F*beta(k,itr); 
             end 
         end 
     end 
  
     for k=1:N-1 
         itr=j-1-abs(L-k); 
             if (itr>0) 
                 p=abs(L-k); 
                 t1n1=((p+1)*delz)+sqrt(a^2+((p+1)*delz)^2); 
                 t1n2=((p-1)*delz)+sqrt(a^2+((p-1)*delz)^2); 
                 t1d1=(p*delz)+sqrt(a^2+(p*delz)^2); 
                 t1=log((t1n1*t1n2)/t1d1^2); 
                  
                 t2=log(t1n1/t1n2); 
                  
                 t31=sqrt(a^2+(p*delz)^2); 
                 t32=sqrt(a^2+((p+1)*delz)^2); 
                 t33=sqrt(a^2+((p-1)*delz)^2); 
                 t3=(2*t31)-t32-t33; 
                  
                 F=(p*t1)+t2+(t3/delz); 
                  
                 xa2=xa2+con1*F*beta(k,itr); 
             end 
     end 
   Xa=xa1-xa2;  
   
%% Xphi calculation 
     xphi1=0; 
     xphi2=0; 
     for k=1:N 
         con2=1/4/pi/eps0/delz; 
             itr=j-1-abs(L+1-k); 
             if (itr>0) 
                 p=abs(L+1-k); 
                 t1n1=((p+1)*delz)+sqrt(a^2+((p+1)*delz)^2); 
                 t1n2=((p-1)*delz)+sqrt(a^2+((p-1)*delz)^2); 
                 t1d1=(p*delz)+sqrt(a^2+(p*delz)^2); 
                 t1=log((t1n1*t1n2)/t1d1^2); 
                  
                 t2=log(t1n1/t1n2); 
                  
                 t31=sqrt(a^2+(p*delz)^2); 
                 t32=sqrt(a^2+((p+1)*delz)^2); 
                 t33=sqrt(a^2+((p-1)*delz)^2); 
                 t3=(2*t31)-t32-t33; 
                  
                 F=(p*t1)+t2+(t3/delz); 
                  
                 xphi1=xphi1+con2*F*gamma(k,itr); 
             end 
     end 
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     for k=1:N 
         itr=j-1-abs(L-k); 
             if (itr>0) 
                 p=abs(L-k); 
                 t1n1=((p+1)*delz)+sqrt(a^2+((p+1)*delz)^2); 
                 t1n2=((p-1)*delz)+sqrt(a^2+((p-1)*delz)^2); 
                 t1d1=(p*delz)+sqrt(a^2+(p*delz)^2); 
                 t1=log((t1n1*t1n2)/t1d1^2); 
                  
                 t2=log(t1n1/t1n2); 
                  
                 t31=sqrt(a^2+(p*delz)^2); 
                 t32=sqrt(a^2+((p+1)*delz)^2); 
                 t33=sqrt(a^2+((p-1)*delz)^2); 
                 t3=(2*t31)-t32-t33; 
                  
                 F=(p*t1)+t2+(t3/delz); 
                 xphi2=xphi2+con2*F*gamma(k,itr); 
             end 
     end 
   Xphi=xphi1-xphi2;   
  
%% current calculation 
     if (j==1) 
         K1=(mu/2/pi/delt)*F0; 
         beta(L,j)=E/(K1+re/2/delz);  
              
        if (L==1) 
         gamma(L,1)=-beta(L,1)/c; 
        elseif (L==N) 
         gamma(N,1)=beta(N-1,1)/c; 
        else 
         gamma(L,j)=-((beta(L,j)-beta(L-1,j))/c);        
        end 
         
     elseif (j==2) 
         K1=(mu/4/pi/delt)*F0; 
         K2=E-(Xa)-(Xphi)-(re*beta(L,j-1)/delz/2); 
         beta(L,j)=K2/(K1+re/2/delz);  
        
          if (L==1) 
           gamma(1,j)=(-beta(1,j)/c)+gamma(L,j-1); 
          elseif (L==N) 
           gamma(N,j)=(beta(N-1,j)/c)+gamma(N,j-1); 
          else 
           gamma(L,j)=(-(beta(L,j)-beta(L-1,j))/c)+gamma(L,j-1); 
          end 
     else 
           K1=(mu/4/pi/delt)*F0; 
           K2=E-(Xa)-(Xphi); 
%          beta(L,j)=K2/(K1); 
  
           el(L,j-1)=(cind*beta(L,j-1))-el(L,j-2)-(cind*beta(L,j-2)); 
           ee(L,j)=-el(L,j-1)-(cind*beta(L,j-1)); 
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           K22=(ee(L,j)+ee(L,j-1)+(re*beta(L,j-1)))/2/delz; 
            
           beta(L,j)=(K2-K22)/(K1+(re/2/delz)); 
         
          if (L==1) 
           gamma(1,j)=(-beta(1,j)/c)+gamma(L,j-1); 
          elseif (L==N) 
           gamma(N,j)=(beta(N-1,j)/c)+gamma(N,j-1); 
          else 
           gamma(L,j)=(-(beta(L,j)-beta(L-1,j))/c)+gamma(L,j-1); 
          end 
      end 
    end 
end 
 
 
toc 
  
 
%% Current plotting 
t=linspace(0,ts,nt); 
figure (1)  % current in time domain 
plot(((t/3e8/1e-12)),beta(N/2,:),'r','linewidth',2.5) 
xlabel('Time(ps)'); 
ylabel('Current (A)'); 
ylim([-7e-11 7e-11]) 
xlim([0 4]) 
set(gca, 'fontsize', 16) 
set(gcf,'color',[1 1 1]) 
grid on 
grid minor 
 
 
 
 
 
A3. A Matlab code to calculate the current at the center of a CNT scatterer with 
nonlinear conductivity ( Fig.19(b)) 
clc 
close all 
clear 
tic 
%% Constants  
c=3e8; 
mu=1.2566370614e-6; 
eps0=8.854e-12; 
Kb=1.3806503e-23; 
h=6.626068e-34; 
hd=h/2/pi; 
ev=1.60217646e-19; 
me=9.10938356e-31; 
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eps0=8.85418782e-12; 
mu0=1.2566370614e-6; 
c0=1/sqrt(eps0*mu0); 
b=0.142e-9; 
vf=8.7373e5; %3*2.7*ev*0.142e-9/2/hd; 
tau=3e-12;  %Relaxation time 
nu=1/tau; 
eta=sqrt(mu/eps0); 
%% Initial requirements 
a=2.712e-9;    %radius 
h=2e-6/2;      % total length=2h 
N=10;       % N+1=total segment  
z=linspace(-h,h,N+1); %total point=np  
delz=2*h/N   %length of each segment 
ts=36e-4; 
delt=delz/c; 
nt=fix(ts/3e8/delt)+1 
 
  
%% Loads 
   rrev=1e6*0; %Reverse biase voltage 
   rfor=50*0; %forward biase voltage 
   r3=10; 
    
   sf=10000;  % factor to be multiplied at reverse biase 
    
  
    c1=2*pi*a;   
    lcn1=(pi*pi*hd*a)/(2*vf*ev*ev); 
    ind=(delz*lcn1)/c1;  %Inductance 
    res=(delz*nu*lcn1)/c1; %Resistance 
  
    cind=(2*ind)/(delt); 
    re=res+cind; 
%% Calculation of F0 
 F0=(2*log((delz+sqrt(a^2+delz^2))/a))-((2*delz)/(a+sqrt(a^2+delz^2))); 
  
%% beta and gamma calculation 
beta=zeros(N,nt); 
gamma=zeros(N,nt); 
el=zeros(N,nt); 
ee=zeros(N,nt); 
for j=3:nt   % to avoid zero in the index, j starts from 2 
v0=1; 
g=1e13; 
t0=2.146/g; 
po=(g^2)*(((j-1)*delt)-t0)^2; 
E=v0*exp(-po); 
 
for L=1:N 
%% Xa calculation 
     xa1=0; 
     xa2=0; 
     for k=1:N-1 
         con1=mu/4/pi/delt; 
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         if (k~=L) 
             itr=j-abs(L-k); 
             if (itr>0) 
                 p=abs(L-k); 
 
                 t1n1=((p+1)*delz)+sqrt(a^2+((p+1)*delz)^2); 
                 t1n2=((p-1)*delz)+sqrt(a^2+((p-1)*delz)^2); 
                 t1d1=(p*delz)+sqrt(a^2+(p*delz)^2); 
                 t1=log((t1n1*t1n2)/t1d1^2); 
                  
                 t2=log(t1n1/t1n2); 
                  
                 t31=sqrt(a^2+(p*delz)^2); 
                 t32=sqrt(a^2+((p+1)*delz)^2); 
                 t33=sqrt(a^2+((p-1)*delz)^2); 
                 t3=(2*t31)-t32-t33; 
                  
                 F=(p*t1)+t2+(t3/delz); 
                  
                 xa1=xa1+con1*F*beta(k,itr); 
             end 
         end 
     end 
  
     for k=1:N-1 
         itr=j-1-abs(L-k); 
             if (itr>0) 
                 p=abs(L-k); 
                 t1n1=((p+1)*delz)+sqrt(a^2+((p+1)*delz)^2); 
                 t1n2=((p-1)*delz)+sqrt(a^2+((p-1)*delz)^2); 
                 t1d1=(p*delz)+sqrt(a^2+(p*delz)^2); 
                 t1=log((t1n1*t1n2)/t1d1^2); 
                  
                 t2=log(t1n1/t1n2); 
                  
                 t31=sqrt(a^2+(p*delz)^2); 
                 t32=sqrt(a^2+((p+1)*delz)^2); 
                 t33=sqrt(a^2+((p-1)*delz)^2); 
                 t3=(2*t31)-t32-t33; 
                  
                 F=(p*t1)+t2+(t3/delz); 
                  
                 xa2=xa2+con1*F*beta(k,itr); 
             end 
     end 
   Xa=xa1-xa2;  
   
%% Xphi calculation 
     xphi1=0; 
     xphi2=0; 
     for k=1:N 
         con2=1/4/pi/eps0/delz; 
             itr=j-1-abs(L+1-k); 
             if (itr>0) 
                 p=abs(L+1-k); 
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                 t1n1=((p+1)*delz)+sqrt(a^2+((p+1)*delz)^2); 
                 t1n2=((p-1)*delz)+sqrt(a^2+((p-1)*delz)^2); 
                 t1d1=(p*delz)+sqrt(a^2+(p*delz)^2); 
                 t1=log((t1n1*t1n2)/t1d1^2); 
                  
                 t2=log(t1n1/t1n2); 
                  
                 t31=sqrt(a^2+(p*delz)^2); 
                 t32=sqrt(a^2+((p+1)*delz)^2); 
                 t33=sqrt(a^2+((p-1)*delz)^2); 
                 t3=(2*t31)-t32-t33; 
                  
                 F=(p*t1)+t2+(t3/delz); 
                  
                 xphi1=xphi1+con2*F*gamma(k,itr); 
             end 
     end 
  
     for k=1:N 
         itr=j-1-abs(L-k); 
             if (itr>0) 
                 p=abs(L-k); 
                 t1n1=((p+1)*delz)+sqrt(a^2+((p+1)*delz)^2); 
                 t1n2=((p-1)*delz)+sqrt(a^2+((p-1)*delz)^2); 
                 t1d1=(p*delz)+sqrt(a^2+(p*delz)^2); 
                 t1=log((t1n1*t1n2)/t1d1^2); 
                  
                 t2=log(t1n1/t1n2); 
                  
                 t31=sqrt(a^2+(p*delz)^2); 
                 t32=sqrt(a^2+((p+1)*delz)^2); 
                 t33=sqrt(a^2+((p-1)*delz)^2); 
                 t3=(2*t31)-t32-t33; 
                  
                 F=(p*t1)+t2+(t3/delz); 
                 xphi2=xphi2+con2*F*gamma(k,itr); 
             end 
     end 
   Xphi=xphi1-xphi2;   
  
%% current calculation 
    if (j==1) 
         K1=(mu/2/pi/delt)*F0; 
         beta(L,j)=E/(K1+re/2/delz);  
         K2=E; 
         if L==N/2 
            if beta(L,j)<0      % for nonlinearity 
                beta(L,j)=(K2)/(K1+(re+rrev)/2/delz); 
            else 
                beta(L,j)=(K2)/(K1+(re+rfor)/2/delz); 
            end 
           end 
              
        if (L==1) 
         gamma(L,1)=-beta(L,1)/c; 
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        elseif (L==N) 
         gamma(N,1)=beta(N-1,1)/c; 
        else 
         gamma(L,j)=-((beta(L,j)-beta(L-1,j))/c);        
        end 
         
     elseif (j==2) 
         K1=(mu/4/pi/delt)*F0; 
         K2=E-(Xa)-(Xphi)-(re*beta(L,j-1)/delz/2); 
         beta(L,j)=K2/(K1+re/2/delz);  
          
         if L==N/2 
            if beta(L,j)<0      % for nonlinearity 
                beta(L,j)=(K2)/(K1+(re+rrev)/2/delz); 
            else 
                beta(L,j)=(K2)/(K1+(re+rfor)/2/delz); 
            end 
           end 
        
          if (L==1) 
           gamma(1,j)=(-beta(1,j)/c)+gamma(L,j-1); 
          elseif (L==N) 
           gamma(N,j)=(beta(N-1,j)/c)+gamma(N,j-1); 
          else 
           gamma(L,j)=(-(beta(L,j)-beta(L-1,j))/c)+gamma(L,j-1); 
          end 
     else 
           K1=(mu/4/pi/delt)*F0; 
           K2=E-(Xa)-(Xphi); 
 
           el(L,j-1)=(cind*beta(L,j-1))-el(L,j-2)-(cind*beta(L,j-2)); 
           ee(L,j)=-el(L,j-1)-(cind*beta(L,j-1)); 
            
           K22=(ee(L,j)+ee(L,j-1)+(re*beta(L,j-1)))/2/delz; 
            
           beta(L,j)=(K2-K22)/(K1+(re/2/delz)); 
            
   %% For conductive model of nonlinear load (sigma, sigma/10000) 
           if L==N/2    
            if beta(L,j)<0      % for nonlinearity 
  
                   cind1=cind; 
                 re1=res*sf+cind1; 
  
                  el(L,j-1)=((cind1)*beta(L,j-1))-el(L,j-2)-
((cind1)*beta(L,j-2)); 
                  ee(L,j)=-el(L,j-1)-((cind1)*beta(L,j-1)); 
                  K22=(ee(L,j)+ee(L,j-1)+((re1)*beta(L,j-1)))/2/delz; 
                  beta(L,j)=(K2-K22)/(K1+((re1)/2/delz)); 
            else 
                beta(L,j)=beta(L,j); 
            end 
           end 
         
          if (L==1) 
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           gamma(1,j)=(-beta(1,j)/c)+gamma(L,j-1); 
          elseif (L==N) 
           gamma(N,j)=(beta(N-1,j)/c)+gamma(N,j-1); 
          else 
           gamma(L,j)=(-(beta(L,j)-beta(L-1,j))/c)+gamma(L,j-1); 
          end 
      end 
 end 
end 
  
  
toc 
 
%% Current plotting 
t=linspace(0,ts,nt); 
figure (1)  % current in time domain 
plot(((t/3e8/1e-12)),beta(N/2,:),'r','linewidth',2.5) 
xlabel('Time(ps)'); 
ylabel('Current (A)'); 
ylim([-7e-11 7e-11]) 
xlim([0 4]) 
set(gca, 'fontsize', 16) 
set(gcf,'color',[1 1 1]) 
grid on 
grid mino 
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