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Abstract
Unsupervised image segmentation aims at clustering the set of pixels of an image into spatially
homogeneous regions. We introduce here a class of Bayesian nonparametric models to address this
problem. These models are based on a combination of a Potts-like spatial smoothness component
and a prior on partitions which is used to control both the number and size of clusters. This class
of models is flexible enough to include the standard Potts model and the more recent Potts-Dirichlet
Process model [21]. More importantly, any prior on partitions can be introduced to control the global
clustering structure so that it is possible to penalize small or large clusters if necessary. Bayesian
computation is carried out using an original generalized Swendsen-Wang algorithm. Experiments
demonstrate that our method is competitive in terms of RAND index compared to popular image
segmentation methods, such as mean-shift, and recent alternative Bayesian nonparametric models.
1 Introduction
Sophisticated statistical models were introduced early on to address unsupervised image segmentation
tasks. The seminal 1984 paper of [9] popularized Ising-Potts models and more generally Markov Random
Fields (MRF) as well as Markov chain Monte Carlo (MCMC) methods in this area. There has been an
increasing interest in such approaches ever since [14, 27, 1, 2]. A key problem of MRF type approach is
that they typically require specifying the number of clusters beforehand. It is easy conceptually to assign
a prior to this number but then Bayesian inference becomes computationally demanding as the partition
function of the MRF is analytically intractable [13]. It is additionally difficult to design efficient reversible
jump MCMC algorithms in this context [12]. Recently, a few Bayesian nonparametric (BNP) models for
image segmentation have been proposed which bypass these problems [6, 21, 25, 5, 11].
In this paper we propose an original class of BNP models which generalizes the approach pioneered by
[21]. Our model combines a spatial smoothness component to ensure that each data point is more likely to
have the same label as other spatially close data and a partition prior to control the overall number and
size of clusters. This model is flexible enough to encompass the Potts model, the Potts-Dirichlet Process
(Potts-DP) model [21] but additionally it allows us to introduce easily prior information which prevents
the creation of small and/or large clusters.
Bayesian inference in this context is not analytically tractable and requires the use of MCMC tech-
niques. It is possible to derive a simple single-site Gibbs sampler to perform Bayesian computation as
in [9, 21, 11] but the mixing properties of such samplers are poor. A popular alternative to single-site
Gibbs sampling for Potts models is the Swendsen-Wang (SW) algorithm [26] which originates from [8].
In an image segmentation context where the Potts model is unobserved, SW can also mix poorly but a
generalized version of it has been developed to overcome this shortcoming [7, 14, 1, 2]. We develop here
an original Generalized SW (GSW) algorithm that is reminiscent of split-merge samplers for Dirichlet
process mixtures [4] [17] [16]. For a particular setting of the BNP model parameters, our GSW is actually
an original split-merge sampler for Dirichlet process mixtures.
We demonstrate our BNP model and the associated GSW sampler on a standard database of different
natural scene types. We focus here on a truncated version of the Potts-DP model penalizing low-size
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clusters. Experimentally this model provides visually better segmentation results than its non-truncated
version and performs similarly to some recently proposed BNP alternatives. From a computational point
of view, the GSW allows us to better explore high posterior probability regions compared to single-site
Gibbs.
The rest of this paper is organized as follows. In Section 2, we introduce a general statistical image
segmentation model and discuss various specific settings of interest. Section 3 is devoted to Bayesian
computation and we detail the GSW sampler. We report our experimental results in Section 4.
2 Statistical model
2.1 Likelihood Model
We model an observed image not as a collection of pixels but as a collection of super-pixels, which
correspond to small blocks of contiguous textually-alike pixels [23, 11]. Unlike normal image pixels that
enjoy regular lattice with their neighbours, the super-pixels on the other hand form irregular lattices with
their neighbouring super-pixels.
The n super-pixels, called sites, y := (y1, y2, ..., yn) constituting an image are assumed conditionally
independent given some latent variables x := (x1, x2, ..., xn) with
yi|xi ∼ f(·|xi) (1)
where x can take a number of different values k ≤ n called cluster locations denoted u := (u1, ..., uk).
These cluster locations are assumed to be statistically independent; i.e. uj
i.i.d∼ G0 for j = 1, . . . , k where
G0 is a probability measure with no atomic component.
The choice of f ( ·| ·) and G0 is application dependent. In the experiments discussed in section 4,
yi is summarized by a histogram, f ( ·| ·) is a multinomial distribution, xi the associated multinomial
parameters and G0 a finite Dirichlet distribution.
We associate to each site i an allocation variable zi satisfying xi = uzi and we denote z := (z1, ..., zn).
Let Π := Π(z) be the random partition of [n] := {1, . . . , n} defined by equivalence classes for the equiv-
alence relation zi = zj . The partition Π = {A1, . . . , Ak} is an unordered collection of disjoint nonempty
subsets Aj of [n], j = 1, . . . , k, where ∪jAj = [n] and k ≤ n is the number of subsets for partition Π.
Given the partition Π, the marginal likelihood of the observations y, integrating out cluster locations, is
given by
p(y|Π) =
k∏
j=1
p(yAj ) (2)
where yAj := {yi; i ∈ Aj} and
p(yAj ) =
∫ ∏
i∈Aj
f(yi|uj)G0(uj)duj . (3)
We assume further on that p(yAj ) is known analytically; e.g. G0 is a conjugate prior for f .
2.2 Potts-Partition Model
Our model combines a Potts-type spatial smoothness component and a partition model. We review briefly
the Potts model and partition models before discussing how they can be combined in a simple way. We
then present examples of special interest.
2.2.1 Potts model
A standard approach to statistical image segmentation consists of assigning a Potts prior distribution
on z which introduces some spatial smoothness in the clustering [14, 27]. In this case, the allocation
variables can only take a prespecified number K of different values and we set
P (z) ∝ exp
∑
i↔j
βij1zi=zj
 (4)
2
where we write ‘i↔ j’ if the super-pixels i and j are neighbours on a prespecified neighbouring structure,
1zi=zj = 1 if zi = zj and 0 otherwise. We set βij > 0 to enforce that two neighbours are more likely to
have the same label. To simplify notation, we will write
P (z) ∝ exp
∑
i<j
βij1zi=zj

and set βij = 0 if i is not a neighbour of j. The Potts model induces the following distribution over the
partition Π
P (Π) ∝
{
K!
(K−k)! exp
(∑
i<j βij1zi=zj
)
if 1 ≤ k ≤ K,
0 otherwise.
(5)
2.2.2 Partition model
We review a general class of partition models where the prior distribution on partitions can be expressed
in terms of an exchangeable probability function (EPF) g [22]; that is
P (Π = {A1, . . . , Ak}) = g(|A1|, . . . , |Ak|) (6)
where |Ai| denotes the size of the cluster Ai and g is a symmetric function of its arguments, i.e.
g(m1, . . . ,mk) = g(mσ(1), . . . ,mσ(k))
for any permutation σ of k = 2, 3, ... . The EPF g implicitly tunes the prior distribution on the overall
number of clusters k and sizes of the clusters. A good overview of EPF for clustering can be found in
[18].
Let us denote m :=(m1, . . . ,mk) then, if we only allow for a maximum number K of clusters, we can
select
g(m) ∝
{ K
(K−k)! if 1 ≤ k ≤ K
0 otherwise
(7)
which favours large values of k but does not penalize cluster sizes or
g(m) ∝
{
K!
(K−k)!
∏k
j=1 Γ(α+mj) if 1 ≤ k ≤ K
0 otherwise
(8)
where α > 0 which is the finite Dirichlet partition model. If we do not limit the number of clusters, a
very popular partition model is the Dirichlet process partition model where for k ≥ 1
g(m) ∝ αk
k∏
j=1
Γ(mj) (9)
with Γ the standard gamma function. The properties of this distribution over partitions are well un-
derstood, see e.g. [18]. The parameter α tunes the number of clusters in the partition as displayed in
Figure 1, the mean number of clusters being approximately α log n.
The Dirichlet process partition model can be further generalized to the two parameter Poisson-
Dirichlet partition model [22] given by
g(m) ∝ [θ + α]k−1θ
k∏
j=1
[1− θ]mj−11 (10)
where [x]ab = x(x + b) . . . (x + (a − 1)b) and (α, θ) verify either α > −θ and 0 ≤ θ < 1 or θ < 0 and
α = −Lθ for some L ∈ N∗. For θ = 0, we obtain the Dirichlet process partition model.
All the previous models have been used extensively to address general clustering tasks. In the specific
context of image segmentation, it can be of interest to exclude low size clusters. This is easily possible by
restricting the support of g(m) to clusters of minimum size Tmin so that for the Dirichlet process prior,
we have
g(m) ∝
{
αk
∏k
j=1 Γ(mj) if mj ≥ Tmin for all j
0 otherwise.
(11)
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Figure 1: Distribution on the number of clusters for the Dirichlet Process partition model with n = 1000
and scale parameters α = 3 and α = 5.
2.2.3 Combining Potts and partition models
Our proposed model combines a spatial smoothness component of the form
M(Π) = exp
∑
i<j
βij1zi=zj
 (12)
akin to the Potts model with a EPF-type model (6) through
P (Π = {A1, . . . , Ak}) ∝M(Π)× g(|A1|, . . . , |Ak|). (13)
Clearly if we set βij = 0 for all (i, j) then one recovers the classical priors for clustering allowing us to
control the number and size of clusters whereas M(Π) ensures that spatially close super-pixels are more
likely to be in the same cluster.
If we select g as (7), we are back to the standard Potts model given in (5) whereas if we select g as
the Dirichlet partition model (9) then the proposed partition model (13) corresponds to the Potts-DP
model of [21].
In Figure 2, we display the expected number of clusters for the Potts-DP model for different values of
the Potts parameter βij = β > 0 for neighbours and a Dirichlet process parameter α > 0; the neighbouring
structure is described in Section 4.
Image segmentation now relies on the posterior over partitions
P (Π|y) ∝ p(y|Π)P (Π) (14)
where p(y|Π) is given in (2).
3 Generalized Swendsen-Wang algorithm for Bayesian compu-
tation
3.1 Single-site Gibbs sampler
A standard strategy to sample approximately from P (Π|y) is to successively update the cluster assign-
ment of each site i given the cluster assignments of the other sites. This sampler proceeds as follows. Let
Π−i = {A−i,1, . . . , A−i,k−i} be the partition obtained by removing site i from Π, and m−i,j be the size of
A−i,j .
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Figure 2: Mean number of clusters on an image with n = 1099 sites for the Potts-Dirichlet model with
respect to the Potts parameter β and for different values of the Dirichlet process parameter α. Results
are obtained by simulating from the prior. For β = 0 ones recovers the classical results associated to the
Dirichlet process, i.e. 6.6, 17.2 and 26.5 clusters respectively for α = 1, 3, 5.
The site i will be assigned to cluster j = 1, . . . , k−i with probability proportional to
g(m−i,1, . . . ,m−i,j + 1 . . . ,m−i,k−i)
p(yi∪A−i,j )
p(yA−i,j )
n∏
j=1
exp(βij1zi=zj ) (15)
and be assigned to a new cluster with probability proportional to
g(m−i,1, . . . ,m−i,k−i , 1)p(yi). (16)
This strategy, used by [21] for the Potts-DP model, is simple to implement, but exhibits poor mixing
properties as the cluster assignment of a given site is highly correlated with the cluster assignments of its
neighbours due to the spatial smoothness component.
3.2 Generalized Swendsen-Wang sampler
We propose here a GSW sampler that allows us to update simultaneously cluster labels of groups of sites
and hence improve the exploration of the posterior. This algorithm can be interpreted as a generalization
of the technique proposed by [14] for standard Potts models to our generalized Potts-partition model. It
includes as special cases the single-site Gibbs sampler presented previously and the classical Swendsen-
Wang algorithm.
The GSW relies on the introduction of auxiliary binary bond variables rij where rij = 1 if sites i and
j are bonded and 0 otherwise. We write r = (rij)1≤i<j≤n and the augmented model is defined by
P (Π, r) = P (Π)p(r|Π) (17)
where
P (r|Π) =
∏
1≤i<j≤n
P (rij |Π)
with, for 1 ≤ i < j ≤ n,
P (rij = 0|Π) = exp(−βijδij1zi=zj ) = qij (18)
where δij ≥ 0; that is two neighbouring sites (βij 6= 0) sites with the same cluster assignment are bonded
with probability 1 − exp(−βijδij). The parameters δ = (δij)1≤i<j≤n are hyperparameters of the GSW
sampler whose choice will be discussed later on.
The introduction of this augmented probabilistic model allows us to sample from the resulting pos-
terior distribution P (Π, r|y) using a block Gibbs strategy which iteratively and successively samples
r ∼ P (r|Π,y) and Π ∼ P (Π|r,y).
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The bonds are independent of the data given the partition Π. Therefore we have P (r|Π,y) = P (r|Π)
and the bond variables rij , 1 ≤ i < j ≤ n are updated independently using (18). The other conditional
distribution P (Π|r,y) can be expressed as
P (Π|r,y) ∝ P (Π)P (r|Π)p(y|Π)
= g(m)
k∏
j=1
p(yAj )
∏
1≤i<j≤n
(1− qij)rij exp(−βij1zi=zj )δij(1−rij)
∏
1≤i<j≤n
exp(βij1zi=zj )
= g(m)
k∏
j=1
p(yAj )
∏
1≤i<j≤n
[
exp(βijδij1zi=zj )− 1
]rij [
exp(βij1zi=zj )
]1−δij(1−rij)−δijrij
= g(m)
k∏
j=1
p(yAj )
∏
1≤i<j≤n
[
exp(βijδij1zi=zj )− 1
]rij [
exp(βij(1− δij)1zi=zj )
]
The bond variables rij induce groups of sites which have the same cluster label, as the term
∏
1≤i<j≤n
[
exp(βijδij1zi=zj )− 1
]rij
implies that the conditional distribution only assigns positive probability mass to partitions where bonded
sites are in the same cluster. Let C1, . . . , Cp be the groups of sites, or spin-clusters, induced by the bonds.
We denote by Π−` = {A−`,1, . . . , A−`,k−`} the partition obtained by removing sites i ∈ C` from Π and
m−`,j the size of A−`,j . Note that this notation differs slightly from the one introduced in the previous
section on single-site Gibbs sampling.
We then successively update the cluster assignment of each spin-cluster C` given the cluster assign-
ments of the other spin-clusters. The spin-cluster C` is assigned to cluster j = 1, . . . , k−` with probability
proportional to
g(m−`,1, . . . ,m−`,j + |C`| . . . ,m−`,k−`)
p(yC`∪A−`,j )
p(yA−`,j )
∏
{(i,j)|i∈C`,rij=0}
exp(βij(1− δij)1zi=zj ) (19)
and to a new cluster with probability proportional to
g(m−`,1, . . . ,m−`,k−` , |C`|)p(yC`). (20)
As an example, for the Potts-DP model, (19) becomes
Γ(m−`,j + |C`|)
Γ(m−`,j)
p(yC`∪A−`,j )
p(yA−`,j )
∏
{(i,j)|i∈C`,rij=0}
exp(βij(1− δij)1zi=zj )
while (20) corresponds to
αΓ(|C`|)p (yC`) . (21)
The difference between the original SW and this generalized version is the term∏
{(i,j)|i∈C`,rij=0}
exp(βij(1− δij)1zi=zj )
which only depends on the cluster assignments of the sites which are neighbours of the group C`. The
algorithm reduces to single site Gibbs sampling if δij = 0 and to the classical SW algorithm if δij = 1.
The overall GSW sampler, which is summarized in Figure 3, proceeds as follows at each iteration.
• For each 1 ≤ i < j ≤ n such that βij 6= 0, sample the bond variables
rij ∼ Ber(1− exp(−βijδij1zi=zj ))
where Ber(υ) is the Bernoulli distribution of parameter υ. Let C1, . . . Cp denote the corresponding
spin-clusters.
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• For each spin-cluster ` = 1, . . . , p
– Let Π−` = {A−`,1, . . . , A−`,k−`} be the partition obtained by removing sites i ∈ C` from Π,
and m−`,j be the size of A−`,j . Then all sites in the spin-cluster C` will be associated to cluster
j = 1, . . . , k−` with probability proportional to
g(m−`,1, . . . ,m−`,j + |C`| . . . ,m−`,k−`)
p(yC`∪A−`,j )
p(yA−`,j )
∏
{(i,j)|i∈C`,rij=0}
exp
(
βij(1− δij)1zi=zj
)
(22)
or be associated to a new cluster k−` + 1 with probability proportional to
g(m−`,1, . . . ,m−`,k−` , |C`|)p(yC`) (23)
Figure 3: Illustration of the GSW algorithm on a regular lattice graph where each site has 4 neighbours.
(a) The partition Π is represented by colors. (b) Each pair of neighbors (i, j) in the same cluster is bonded
with probability 1− qij . (c) This defines a partition of the n sites into spin-clusters C1, . . . , Cp. (d) Each
spin-cluster C` is successively assigned to an existing or a new cluster conditionally on the colors of the
other spin-cluster clusters to obtain a new partition Π of the n sites.
Whatever being the hyperparameters δ = (δij)1≤i<j≤n, the Markov transition kernel of the GSW
sampler admits P (Π, r|y) as invariant distribution. A first simple choice, that is made in this article, is
to set δij = λ > 0 for all (i, j) such that βij 6= 0. Another choice is to set δij based on the observations.
For example, we can set
δij = λ exp(−τd(yi, yj)) (24)
where d(·, ·) is some distance measure and λ, τ are some positive tuning parameters. We also tried this
setting, but this did not improve the results significantly. More sophisticated choices have been proposed
by [1, 2] in the context of the standard Potts model. The authors report significant improvements but
we have not pursued this approach here.
4 Experiments
4.1 Dataset, preprocessing and likelihood
The dataset and preprocessing steps adopted here follow essentially [11] [10]. We used two different
datasets. The first dataset is from labelme toolbox’ [24] “8 scene categories”, which is comprised of eight
categories of natural outdoor images. All images used contain 256x256 pixels. The second dataset is
the BSB300 [19] which contain images of variable sizes. Sampling-based segmentation methods could be
prohibitively slow if we were associated to each single pixel location a different site. Therefore, mimicking
the steps taken in the dependent Chinese Restaurant Process (dd-CRP) and its Hierarchical (regional)
variant (rdd-CRP) [11], we first group image pixels into so-called, super-pixels, in which around 60,
colour/textually-alike pixels are grouped to form a single super-pixel. The super-pixel representation
is a frequently used techniques to pre-group pixels in image processing literatures. The computation is
relatively fast. It reduces the amount of sites one has to perform from a full image size to merely around
1000 sites. In our work, we used a standard super-pixel toolbox [20], Although it’s not a central theme
7
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Figure 4: Comparison of the GSW algorithm for various values of λ: λ = 0 (single-site Gibbs), λ = 1
(classical SW), λ = 5, 10, 20. (a) Typical run of the GSW sampler for various values of λ. Increasing
the value of λ leads to a better exploration of the posterior distribution. Low values (λ = 0, 1) typically
get stuck in a local maximum. Values above λ = 10 lead to very large fluctuations. (b) Percentage of
increase in the maximum of the log-posterior w.r.t. single-site Gibbs (λ = 0) for 1000 iterations and over
48 images.
of our research, but we anticipate that by using a more state-of-the-art super pixel generation algorithm,
it should improve our segmentation result even further.
The observation yi is then constructed by forming a histogram of the pixels within each super pixel.
Instead of using a simple 8-bin histogram as in [21], we followed the technique of [11], in which colour
information was used to construct a 120-bin representation via a clustering procedure. In order to provide
a fair comparison, the same histogram pre-processing is used for all the sampling-based methods described
in this paper, namely, dd-CRP, rdd-CRP and our algorithm. The difference, however, between our work
and the work of [11] is that we do not use texton histograms. This is done deliberately to perform a fair
comparison with the mean-shift method, which uses purely luminance information.
We optimized the parameters of both mean-shift and rdd-CRP so as to maximize the rand index
[15] by using a training set of images from the LabelMe dataset. The optimal rdd-CRP parameters we
obtained were α = 10−10 and γ = 10−2. For mean-shift, we used a spatial bandwidth of 20, a range
bandwidth of 15 and a minimum region size of 1500.
To compute p(yCl), we use for f ( ·| ·) a multinomial distribution and G0 a 120-dimensional Dirichlet
distribution with concentration vector pi = φy¯, where y¯ is the normalised sum of all n data histograms,
and
∑120
d=1 y¯d = 1. We set φ = 50 for the concentration parameter.
4.2 Evaluation of the generalized Swendsen-Wang algorithm
We display the performance of the GSW algorithms for the Potts-DP model with α = 3 and β = 0.02
and different values of λ in Figure 4. Increasing the value of λ allows us to better explore the posterior
distribution, see Figure 4(a). When using GSW as a stochastic search algorithm to get a Maximum A
Posteriori (MAP) estimate, better MAP estimates are obtained on average as λ increases until about
10-20, as shown in Figure 4(b). Using too high a value of λ is inefficient as it slows down the convergence
of the Markov chain to its stationary distribution. We found experimentally that λ = 10 provides on
average good and stable results.
Similar conclusions were reached when using different values of α and β and for the truncated Potts-DP
model discussed in (11).
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Figure 5: Segmentation results on six different images from the LabelMe and Berkeley datasets. From
top to bottom row: Image, Human segmentation, Mean-shift, Hierarchical distance-dependent Chinese
Restaurant Process, Potts-Dirichlet Process, Truncated Potts-Dirichlet Process with Tmin = 3, 6, 9.
4.3 Comparison to other methods
As we expect the number of clusters to be around ten, we evaluate the Potts-DP 1 and the truncated
Potts-DP models with α = 3 and β = 0.02 in agreement with Figure 2. We compare our results to
mean-shift [3] and rdd-CRP [11]. We tested all these methods by randomly selecting 50 images from each
of 8 categories in the LabelMe dataset (i.e. on a total of 400 images) and 200 images from the Berkeley
dataset. We display the obtained results on six particular images in Figure 5. As expected the number
of clusters decreases as Tmin increases.
To assess the quality of the image segmentation results, we use the rand index [15] computed using the
“ground-truth” which is obtained through a manual labelling [24]. This comparison was also performed
in [11] and the results are presented in Table 1. To evaluate the statistical significance of the results, we
performed a Wilcoxon signed-rank test between the method with highest rand index (rdd-CRP for La-
belMe and Mean-Shift for Berkeley dataset) and the other methods. We found no statistically significant
difference (at the 1% level) between the performances of rdd-CRP, Potts-DP and truncated Potts-DP
1Experiments were also performed with the two parameter Poisson-Dirichlet, but without observed improvement on the
performances.
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Table 1: Comparison of the Potts-DP model for various values of Tmin with the benchmark algorithms:
mean-shift and rdd-CRP in terms of the average rand index between the ground-truth label for 400
images on the LabelMe dataset and 200 images on the Berkeley dataset. The parameters are set to
α = 3, β = 0.02, λ = 10, and different threshold values. For each dataset, the first line corresponds to the
median value of the rand index for each model. The second line represents the p-value of the Wilcoxon
sign rank test that the dataset with higher value has a median value different from the others. In bold
are shown the methods with the best results, at a 1% significance level. The third line represents the
median number of clusters.
MS rdd-CRP (Truncated) Potts-DP
Tmin = 0 Tmin = 3 Tmin = 6 Tmin = 9
LabelMe Med. RI 0.7623 0.7759 0.7712 0.7692 0.7483 0.7235
p-value .0011 – .0108 .0965 < .001 < .001
Med. Nb clust. 12 6 9 6 4 3
Berkeley Med. RI 0.7988 0.7748 0.7882 0.7797 0.7291 0.6881
p-value – .0066 .0566 .0052 < .001 < .001
Med. Nb clust. 23 9 12 8 4 3
on the LabelMe dataset, and no statistical difference between Mean-Shift and Potts-DP on the Berkeley
dataset.
Despite the significant differences observed visually when increasing the truncation threshold, e.g.
see Figure 5, this does not translate in any improvement from the rand index point of view. However
the manual labelling appears fairly subjective, so the rand index and the associated results have to be
interpreted carefully.
5 Discussion
This paper has introduced an original BNP image segmentation model that allows us to easily introduce
prior information so as to penalize the overall number and size of clusters while preserving a spatial
smoothing component. Computationally we have shown that Bayesian inference can be carried out
using a GSW sampler which explores the posterior distribution of interest by splitting and merging
clusters. Experimentally, the image segmentation results we obtained using a truncated Potts-DP model
are competitive to mean-shift and rdd-CRP. We believe that it is a promising approach that deserves
further investigation even if the model has limits inherent to the use of a spatial Potts prior: it penalizes
the overall number and size of clusters but not connected components, and may end up with some
isolated components. Nonetheless, there is always a tradeoff between goodness of fit of the model and
computational tractability: the proposed BNP model has the ability to control the overall clustering
structure, while the associated GSW sampler is easy to put in practice and allows experimentally a
good exploration of the posterior. Furthermore, in the context of the standard Potts model, various
improvements over the algorithm of [14] have been proposed by [1, 2]. In particular [2] propose a careful
selection of the auxiliary parameters (24), various sophisticated reversible jump MCMC moves to swap
labels and multi-level approaches. They report visually impressive segmentation results and it is likely
that developing similar type ideas for the BNP segmentation model proposed here would further improve
performance.
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