It has been proposed that the width of the narrow [O III] λ5007 emission line can be used as a surrogate for the stellar velocity dispersion in active galaxies. This proposition is tested using the SDSS EDR spectra of 107 low-redshift radioquiet QSOs and Seyfert 1 galaxies by investigating the correlation between black hole mass, as determined from Hβ FWHM and optical luminosity, and [O III] FWHM. The correlation is real, but the scatter is large. Without additional information or selection criteria, the [O III] width can predict the black hole mass to a factor of 5.
Introduction
The correlation of nuclear black hole mass M • and bulge stellar velocity dispersion σ * is now well established in nearby galaxies (Tremaine et al. 2002) . The possibility of extending the study of this relationship to active galaxies, using diagnostics that can be easily measured even at substantial redshifts, has been explored as a result of two techniques: (1) the use of reverberation mapping to calibrate a relation between luminosity and radius of the broad line region (BLR), and (2) the use of the narrow [O III] λ5007 emission line width as a surrogate for stellar velocity dispersion.
If the BLR is in virial equilibrium, the mass of the central black hole is given by M • = v 2 R BLR /G, where v and R BLR are the characteristic velocity and radius of the BLR. Scale factors for converting measured quantities to truly representative and corresponding velocities and radii depend on the unknown kinematic structure of the BLR. However, several studies have shown that estimates of the black hole mass that are consistent with other methods can be derived in this way. Gebhardt et al. (2000) and Merritt and Ferrarese (2000) show that black hole masses derived using velocities from the Hβ line width and radii from reverberation mapping time lags fall on the same relation in the M • vs σ * diagram as those derived from spatially resolved spectroscopy. Admittedly, this confirmation is possible for only a small number of objects, but the scatter appears consistent with measurement errors. Kaspi et al. (2000) showed that a good correlation exists between BLR radius and the monochromatic luminosity L 5 100 with a power law index of 0.7 for their sample of reverberation-mapped AGNs, allowing this easily measured luminosity to be substituted for time lags derived from arduous monitoring campaigns. This set of correlations (the "photoionization method" (Wandel, Peterson, and Malkan 1999) ) has already been used in a number of studies of black hole masses in AGNs including Merritt and Ferrarese (2000) , Laor (2000) , Lacy et al. (2001) , Shields et al. (2002) , Vestergaard (2002) , Oshlack et al. (2002) , and Jarvis and McLure (2002) .
The evidence that the [O III] line width in QSOs is dominated by the gravitational potential on the scale of the host galaxy bulge is primarily the result of two studies. Nelson and Whittle (1996) studied the relationship between the widths of narrow emission lines and near-nuclear stellar velocity dispersion for a sample of 75 Seyfert galaxies. They found a moderately strong correlation between [O III] FWHM and σ * (r = 0.48, P(null) = 0.0038% for 66 objects) with a slope flatter than unity due to anomolously broad [O III] lines in objects that have powerful linear radio sources. As a consequence of this finding, Nelson (2000) proposed that the [O III] FWHM could be used to extend the M • vs σ * relation to AGNs. His study compared the location of 20 Seyfert galaxies and 12 QSOs in the M • vs [O III] FWHM plane with the M • vs σ * relation from Gebhardt et al. (2000) (where FWHM = 2.35 × σ). The data in his study were gathered from a number of sources in the literature, and comprised all objects for which M • values had been derived from reverberation mapping measurements. Nelson (2000) found that for these AGN, the M • and [O III] FWHM values were strongly correlated and consistent with the Gebhardt et al. (2000) relation, though with substantial scatter.
Because of the scatter seen by Nelson (2000) in the M • vs [O III] FWHM relation and the heterogeneous data used in that study, it is useful to further investigate that relation. If the relation is tight, it provides a mechanism for studying the evolution of the relationship between black hole and galaxy formation processes, as the emission lines, Hβ and [O III] λ5007 can be easily observed and measured to substantial redshifts. An initial attempt to compare this relationship between low and high redshift sample using data from the literature has been published by Shields et al. (2002) . This paper reports on an investigation of the M • vs [O III] FWHM relation for AGN from a large, homogeneous data set, the Sloan Digital Sky Survey (SDSS) Early Data Release (EDR) spectra. The goal of this study is to establish the reality of this relation, measure its scatter, and detect any selection effects that would compromise a comparison of low and high redshift samples.
The Sample
The QSOs included in the sample were all drawn from the SDSS EDR (Stoughton et al. 2002) . The SDSS ought to provide an excellent dataset for this purpose, as it has uniform photometry and spectroscopy, and sufficient spectral resolution (R ∼ 1800) to resolve the [O III] line (York et al. 2000) . Although Schneider et al. (2002) have generated an EDR Quasar catalog, it has a luminosity constraint (M I ≤ −23) and a line width constraint (FWHM ≥ 1000 km s −1 ). Since the current study wants the largest possible range of M • , which depends on both luminosity and line width, a new catalog was generated from the SDSS database.
First, spectra of all QSO candidates, having g * magnitudes brighter than 18.0 and redshifts less than 0.5 were downloaded from the archive. The magnitude limit was imposed because it was recognized that the fainter objects would not have spectra with sufficient signal-to-noise to support the analysis. The redshift limit was imposed to ensure the the Hβ and [O III] lines would be in a region free of noise from strong night-sky emission lines. This initial list contained 201 objects. Visual inspection of these spectra showed that further trimming of the list would be required to remove those objects that were too low in signalto-noise or which had no obvious broad line region. This resulted in a list of 121 objects. Two entries in this list are actually two independent observations of the same object, SDSS J032205.05+001201.4
Each spectrum was shifted to a rest wavelength scale, using the redshift obtained from the SDSS database, and rebinned to a common format with 1.5A pixel −1 . The complex Fe II emission was then measured and subtracted using the technique and template described in Boroson and Green (1992) (BG92) . Briefly, a template with strong, narrow Fe II emission was constructed from a spectrum of the low redshift QSO I Zwicky 1. Lines attributed to other ions were removed and the continuum subtracted. This template was then broadened and multiplied by scaling factors and subtracted from each QSO spectrum. Different combinations of broadening and scaling were tried until the continuum on either side of the Hβ-[O III] complex appeared flat and featureless. In practice, the initial guess for broadening was obtained by measuring the Hβ width from the spectrum and assuming that the Fe II width was identical. This produced a satisfactory result in almost all cases.
Once the best Fe II broadening and scaling were identified, a Fe II-subtracted spectrum was generated and the continuum was fit and removed between the emission lines over the range λλ4200 − 6000. Hβ and λ5007 widths were measured from these normalized spectra. These widths are not derived from fits to functions, but are actual measured widths of the two lines at half of their maximum intensity. Six of the objects had no detectable (or very weak) [O III] emission, and so they were removed from the sample. The remaining 115 objects, together with Hβ FWHM and σ [OIII] (FWHM/2.35; corrected for instrumental resolution; see below) are listed in table 1. Note that the two sets of measurements for the object observed (and analyzed) twice, SDSS J032205.05+001201.4, differ by 5% or less.
In the case of the [O III] widths, the instrumental resolution, 166 km s −1 (or 2.8A at λ5007), has been subtracted in quadrature from the measured widths. Note that this correction only changes the line width by as much as 20% in 12 of the 115 objects.
For the Hβ line widths an additional caveat is required. In approximately one-fourth of the spectra, a narrow Hβ spike is seen on top of the broad Hβ line. We have ignored this spike in measuring the FWHM of the Hβ line. Although such spikes include only a small fraction of the flux in the line, they can dramatically change the FWHM value measured.
Recently Vestergaard (2002) has discussed at length the correct method for measuring the BLR line width for the calculation of M • . As she points out, the appropriate BLR velocity dispersion is that measured from the 'rms' spectrum, which represents the varying part of the line profile. She goes on to compare the FWHM Hβ values from the rms spectra of Kaspi et al. (2000) with mean and single-epoch measurements of the same objects. She concludes that, in general, the best way to substitute a single-epoch spectrum for the rms spectrum is to remove the Fe II emission, but leave the narrow component of Hβ to be included in the measurement. The conclusion that the narrow component should not be removed is motivated primarily by the single object PG1704+608 (3C 351), which has a strong, narrow spike on top of a very broad Hβ line. Measurements of the width of the broad lines in this object include 6560 km s −1 (Hβ; BG92), 13,000 km s −1 (Hα; Eracleous and Halpern (1994)), 10,000 km s −1 (Hβ; Netzer et al. (1982) ). However, Kaspi et al. (2000) quote 890 km s −1 for the mean spectrum and 400 km s −1 for the rms spectrum. Is it really the narrow component of Hβ that is varying?
There are several reasons to think that the idea that it is the narrow part of the line varying is in error. First, the narrow component only accounts for a small fraction of the line flux -around 10% in this object. Thus, to produce a change in total line flux of a factor of two, as is seen in the Kaspi et al. (2000) data, it would need to vary by a factor of 20. This is inconsistent with published spectra in Kaspi et al. (2000) and BG92, and the SDSS EDR spectrum of this object, all of which show the narrow Hβ at similar strength relative to the [O III] lines. Second, the adoption of such a small characteristic velocity width for the BLR results in a very low black hole mass. The Kaspi et al. (2000) value based on the rms spectrum is 7.5 × 10 6 M⊙. The black hole mass based on the BG92 line width is 2.0 × 10 9 M⊙. The small black hole mass would imply an unreasonably small Eddington luminosity, resulting in an Eddington ratio of 30, while the high black hole mass gives a more sensible Eddington ratio of 0.1. Finally, we note that a drawback of the use of the rms spectrum to identify the changing part of the line is that variations in line profiles due to seeing differences or instrumental differences from observation to observation will cause residuals (see footnote 9 in Kaspi et al. (2000) ). The rms spectrum of PG 1704+608 shows significant residual emission at the [O III] lines, ten times as strong as the narrow Hβ spike in that spectrum (Kaspi 2002 ). This suggests that in this object, the rms spectrum is misleading as an indicator of what part of the Hβ line is varying as a response to continuum variations. (Kaspi et al. 2000) . The values of L 5100 were derived from the r * photometry in the SDSS database. Fluxes were converted to luminosities using the Schlegel et al. (1998) maps for correcting for galactic absorption, H 0 = 75 km s −1 Mpc −1 , and q 0 = 0.5.
Finally, Table 1 also lists log R, a measure of radio loudness. The FIRST catalog (Becker, White, and Helfand 1995) and the NVSS catalog (Condon et al. 1998 ) were searched at the position of each object. All but one of the objects, SDSS J173348.81+585651.0, are in regions covered by one or the other radio survey. Any source within 30 arcseconds was declared a match, though we note that the positional accuracy of all these surveys is good enough that a match with a radio core ought to lie within 2 arcseconds. Thus, we flag those that have differences between the radio and optical centroid of more than 2 arcseconds with a colon in Table 1 . R is the ratio of flux density at 5 GHz to flux density at λ2500. In computing this, a spectral slope of -0.3 was used to transform the total observed radio flux density at 1.4 GHz, and an optical spectral slope of -1.0 was used to transform the g * magnitude. 
Discussion
A correlation between M • and [O III] width is evident in Figure 1 , though the scatter is large. For the following fitting and statistical analysis the two observations of SDSS J032205.05+001201.4 have been combined by averaging their measurements and the radioloud objects have been removed, resulting in a sample of 107 objects. The correlation coefficient is r = 0.44 (P = 6 × 10 −6 ) for the 107 objects that are not radio-loud. Two lines through the points are shown in Figure 1 . The solid line is a fit to the radio-quiet points, using the least-squares bisector (Isobe et al. 1990) , which is plausible for situations where both variables have large uncertainties. This is the same type of fit used by Nelson (2000) . For an equation of the form log(M • /M ⊙ ) = α + β log(σ/σ 0 ), the fit has coefficients α = 8.05 ± 0.07 and β = 3.59 ± 0.47 where σ 0 = 200kms −1 . The dashed line is that derived by Tremaine et al. (2002) who find α = 8.13 ± 0.06 and β = 4.02 ± 0.32 from a sample of 31 nearby galaxies. For comparison, the sample of Nelson (2000), analyzed in the same way has an identical correlation coefficient of r = 0.44, and coefficients of α = 6.54 and β = 3.50 for the 28 radio-quiet objects.
One measure of the scatter is the standard deviation of the points from the bisector fit in log M • . This is the accuracy with which σ [OIII] could be used to calculate M • . For the 107 radio-quiet low-redshift objects, the standard deviation is 0.67 in log M • , or a factor of a little less than 5. Alternatively, one can compare the fit to the data with the Tremaine et al. (2002) line, which represents the relationship that we believe we are modeling. Clearly, both the slope and intercept (at σ 0 = 200 km s −1 ) are consistent between the two fits. This is interesting not only as confirmation that the two approaches are demonstrating the same physical relationship, but also because the scatter of the AGN points around the non-AGN fit is close to symmetric.
The fact that the scatter is larger than the non-AGN sample (Tremaine et al. (2002) quote intrinsic dispersion in log M • of 0.3 or less) is not surprising. The scatter is not primarily due to measurement errors, as these are probably no more than about 10% for the line widths and a few percent for the magnitudes. However, both Hβ FWHM and optical brightness vary in most AGNs, and these will produce errors in M • . In addition, luminosity is being used to predict R BLR , and this relation has significant scatter (Kaspi et al. 2000) . On the abscissa, [O III] FWHM is not a perfect predictor of stellar velocity dispersion (Nelson and Whittle 1996) , but shows scatter of about 0.2 in the log around a ratio of unity. Nelson and Whittle (1996) explored this relationship in detail, and found that several properties indicated high [O III] widths relative to the stellar velocity dispersion, including powerful linear radio sources and systems showing obvious signs of interaction. We have removed the radio-loud objects in this study, but have no way of filtering by properties such as host galaxy interaction. The fact that the scatter is approximately equal on the two sides of the Tremaine et al. (2002) fit suggests that the explanation is not as simple as objects with anomalously high [O III] widths.
Given that one goal of this study is to lay the groundwork for an exploration of the M • vs σ * relationship as a function of redshift, it is worthwhile to investigate the extent to which the fit depends on the luminosity range of the sample. The 107 low redshift radio-quiet objects were divided into two sub-samples of equal size, one with L 5100 < 2.7 × 10 44 ergs s −1
and one with L 5100 > 2.7 × 10 44 ergs s −1 . Figure 2 shows these two sub-samples plotted with different symbols and the bisector fits to the sub-samples. The coefficients of the fits are α = 8.02 and β = 2.48 ± 0.72 for the low luminosity objects and α = 8.28 and β = 1.81 ± 0.52 for the high luminosity objects. Thus, there is a tendency for the slope to flatten in samples restricted to a smaller range of luminosity, particularly for high luminosity. This is not surprising in that the dependence of M • on luminosity results in a dividing line between low and high luminosity samples that is flatter than the relation itself. This, combined with the large scatter, results in a flatter fit. For comparison with other samples, it certainly seems advisable to maintain the largest possible range of luminosity.
I am grateful to Mike Brotherton and Richard Green for helpful conversations.
Funding for the creation and distribution of the SDSS Archive has been provided by the Alfred P. Sloan Foundation, the Participating Institutions, the National Aeronautics and Space Administration, the National Science Foundation, the U.S. Department of Energy, the Japanese Monbukagakusho, and the Max Planck Society. The SDSS Web site is http://www.sdss.org/.
This research has made use of the NASA/IPAC Extragalactic Database (NED) which is operated by the Jet Propulsion Laboratory, California Institute of Technology, under contract with the National Aeronautics and Space Administration. Figure 1 but with radio-quiet objects divided into low (×) and high (squares) luminosity subsamples. Fits are to (dashed) low luminosity, (dotted) high luminosity and (solid) whole sample.
