ABSTRACT
One of the key phenomena that distinguish couples and social groups from mere collections of individuals is the coordination of individual thoughts, feelings, and actions that occurs in social interaction. The importance of coordination for social relations is reflected in common wisdom, where individuals who are connected by a satisfying social relationship are often termed to "be on the same wavelength" or to "resonate with one another," whereas those in a problematic relationship are said to be "out of synch with each other." Coordination may take many different forms and involve different specific mechanisms. In organizations, for example, the coordination of individual actions is of the primary concern, since the productivity of the group depends to a high degree on the quality of coordination of individual actions. In close relationships, on the other hand, coordination of feelings and thoughts may be more important since it directly affects the degree of satisfaction with the relationship. The lack of synchrony and mutual understanding is a source of dissatisfaction in marriages and other close relationships. Despite the wide variety of phenomena associated with coordination, there is reason to believe that many aspects of coordination are invariant across phenomena.
In the social sciences, as well as in the computer simulation literature, temporal coordination of individual dynamics has received much less attention than coordination of states of individuals. In the social sciences, issues of coordination have often been reframed in terms of social orientations such as orientation to individual vs. group outcome, cooperation vs. competition, or compatibility of values, goals, and plans. In the computer simulation tradition, on the other hand, most research has investigated either the emergence and resultant features of equilibrium states (e.g H EG 96, NOW 90 ), or temporal properties of the dynamics of a global group properties. The issues of temporal coordination of dynamics of individual system's dynamics have received considerable attention in the natural sciences (KEN 91) , however, where models of coupled dynamical systems have been employed to study coordination.
In the present paper, we propose a framework for modeling coordination phenomena in social relationships. We argue that coupled nonlinear systems may serve as models of temporal coordination of individual dynamics in social groups and social relations. We use the simplest dynamical systems capable of chaotic behavior-logistic equations or coupled maps-to study the temporal aspects of coordination of individual dynamics. We study how coordination changes as a function of changes in the strength of influence between individuals, and in the degree of similarity of their internal states.
The Nature of Coordination
In its most basic form, coordination refers to the synchronization of behavior. This aspect of interpersonal coordination has been investigated in the context of movement coordination (e.g., BEE 92; SCH 91; TUR 90). In this line or research, individuals are simply asked to swing their legs. One of them swings his or her legs in time to a metronome and the other person tries to match those movements. Two form of coordination are of most interest: synchronization inphase, with people swinging their legs in unison, and synchronization in antiphase, with people swinging their legs with the same frequency but in the opposite direction. When subjects are instructed to synchronize out -of -phase and the frequency of movement increases , at some tempo they are no longer able to synchronize in this manner and they switch their synchronization mode to inphase. Hysteresis, which is a sign of non-linear dynamical systems, is also commonly observed (cf. KEL 95). When the tempo decreases again, at some value they are able to reestablish anti-phase coordination, but this tempo is significantly lower than the point at which they originally started to synchronize in-phase.
Coordination of more complex forms of motor behavior may be captured by a method developed by Newtson ( NEW 94; NEW 87) . The basic idea in Newtson's approach is measuring the intensity of behavior in an interval of time. He assigns a single point for each body part that moves during the interval. Moving a hand, for example, would correspond to a single point. Sitting down, meanwhile, would correspond to many points because several body parts change their configuration. It turns out that human motor behavior correspond to waves. Initial isolated movements (low scores) gradually combine and build to massive movements corresponding to high scores, which then dissolve back into isolated movements. When two people interact, the behavior of each of them may be represented as a wave. One can thus describe the interaction as a temporal relation between the respective waves representing the movements of each person. When performing a common task (such as carrying a case), the movements of individuals may be synchronized in-phase. When they are engaged in conversation, on the other hand, individuals tend to alternate their speaking turns in a simple anti-phase pattern.
Coordination between individuals extends beyond synchronization of behavior to include the internal states of the respective individuals. Some of these internal states are variable, such as arousal or mood. Others, however, are more enduring properties of the person, such as temperament, personality traits, values, goals, and plans.
Synchronization that transcends behavior is characteristic for individuals in close relationships. The coordination of internal states is commonly referred to as sharing values, empathy, perspective-taking, and emotional compatibility. Although everyone would agree on the importance of coordination of internal states in social relations, it is far from obvious how the coordination of internal states is achieved. A person's values, after all, cannot be directly observed in the same was as motor behavior, and signals of emotional states may be quite subtle.
There is linkage between t he coordination of internal states and the coordination of overt behavior. When the internal parameters of two people are set at similar values, minimal cues about the other person's behavior are needed to maintain behavioral and mental coordination. It is much easier, after all to coordinate with people with whom we share common values and to coordinate with happy people when we are in a good mood, but with angry people when we are in a mood to fight. There is evidence that people tend to match the expected mood of a future interaction partner, even if this means intentionally changing their current mood from happiness to sadness (ERB 96). If, however, the settings of the internal parameters of two people are very different, the maintenance of behavioral coordination is difficult, since the intrinsic dynamics of each system are very different.
The quality of coordination is related to the quality of relationships, such that positive interactions are associated with smooth coordination between participants (T IC 87; MCG 86). This essentially means that an individual synchronizes to the rhythms and movements of another person with whom he or she has a positive relationship. On the other hand, it seems likely that synchronization facilitates the development of positive relationships, and that the lack of coordination has disruptive effects on relationships. Berscheid ( BER 83), for example, has observed that the emotional quality of a relationship is often not revealed until severe disruption of coordinat ion occurs.
Modeling the Coordination of Dynamics
The dual nature of coordination, involving both the coordination on the level of behavior and the level of internal states, may be captured within the framework of coupled dynamical systems, as developed within the physical sciences. Historically, coupled oscillators provided the formal model of coordination. Coupled chaotic systems, however, have captured more attention recently, because they can capture a richer variety of synchronization phenomena. The simplest example of synchronizing chaotic dynamical systems is provided by coupled logistic equations, also referred to as coupled logisitic maps. Depending on the value of its control parameter, each equation by itself may display qualitatively different types of behavior, from simple fixed-point attractors to periodic regimes of differing periods to deterministic chaos. It has been shown that when the value of the dynamical variable (x) for one equation depends not only on its previous value but also to some degree on the value of x for the other equation, the two equations tend to synchronize (KAN 89, K AN 93; SHI 94). This basic property has been used as a prototype for understanding synchronization underlying different collective processes in physics, chemistry, and biology (cf. SHI 94). When used to model synchronization between individuals, the dynamics of each interaction partner is represented by two variables of a logistic equation: a dynamical variable, x, and a control parameter, lambda. The time evolution of the dynamical variable, x, corresponds to the dynamics of the person's behavior. In the absence of external influences (e.g., an interaction partner), the next value of x depends on the value of x at the previous moment in time according to the equation and therefore the time evolution of x reflects intrinsic dynamics. The type of intrinsic dynamics depends on the value of the control parameter, lambda. Increases in the value of lambda (up to the value of 4.0) generally result in increased complexity of the system's time evolution. For values of lambda between 0 and approximately 2.95, the system evolves toward a fixed-point attractor. For values between 2.95 and approximately 3.56, the system displays periodic behavior with periods increasing in a period-doubling manner. Above this value, the system behaves chaotically, with increasing complexity. As noted above, lambda corresponds to internal mental and emotional states that initiate and regulate behavior.
Because interaction partners obviously influence each other, there is reciprocal influence between the respective dynamics of the partners. The state of each partner depends not only his or her preceding state but also on the preceding state of the other person. As discussed above, each person can influence the other either on the level of behavior (dynamical variable, x) or at the level of internal states (control parameter, lambda). By influencing one another on the level of behavior, the partners can achieve momentary coordination, whereas by matching the values of their respective control parameters, the partners achieve similarity with respect to prolonged patterns of behavior (e.g., periodic behavior of a given frequency, chaotic behavior with given complexity and irregularity, etc.). Despite the obvious simplifications, this model can feature some emergent properties of individuals in relationships, where each individual is modeled as a separate system that strives for coordination.
To say that the members of a relationship influence each other means that the behavior of one member impinges on the behavior of the other member. Formally, such influence is introduced by the assumption that the behavior of each partner in the next moment in time depends to a certain degree on the behavior of the other partner at the preceding moment in time. The coupling is done in a simple way, according to the following equation: ? ? [2] To the value of the dynamical variable representing one's own behavior (x 1 ), one adds a fraction, denoted by alpha, of the value of the dynamical variable representing the behavior of the partner ( x 2 ). The size of this fraction (alpha) corresponds to the strength of coupling and reflects the closeness or mutual interdependency of the relationship. When the fraction is 0, there is no coupling on the behavior level, whereas a value of 1.0 corresponds to the situation where one's own behavior is determined equally by one's preceding behavior and the preceding behavior of the partner. Intermediate values of alpha correspond to intermediate values of coupling.
When the control parameters of coupled systems have the same value, the dependence between their respective dynamical variables will cause the maps to coordinate fully, so that the values of x 1 and x 2 become identical (e.g., Kan 84). Our first simulation investigated how the coordination of dynamical variables (corresponding to behavior of individuals) depends on the similarity of control parameters (corresponding to internal states) and the strength of coupling (corresponding to the strength of influence between individuals).
The control parameter for one map (corresponding to one partner) was held constant at a value of 3.6, which corresponds to low levels of chaotic behavior. We systematically varied the value of the control parameter for the other partner between values of 3.6 and 4.0, which corresponds to the highest value of the chaotic regime. The value of the control parameter for the second map is represented on the vertical axis on the graph below. We should note that since the value of the control map for the first map is fixed, the vertical axis in effect corresponds to the difference between the control parameters of the respective maps. We also systematically varied the strength of the coupling between the maps, between values of 0 and .3. The horizontal axis corresponds to this variable. Each point on the graph thus corresponds to a unique combination of the difference in control parameters and strength of coupling. We used 900 divisions along the vertical axis and 1,024 divisions along the horizontal axis, so the graph portrays the results of 921,600 simulations. Each simulation, in turn, consisted of 800 steps. Figure 1a . Mean difference between values of dynamical variables coming from two coupled chaotic systems (coupled logistic equations). X axis corresponds to the strength of coupling varying from 0 to . 36. Y axis corresponds to the difference between the control parameters of the two respective systems. The darker is the color, the smaller is the difference.
For each simulation, we started from a random value of the dynamical variables for each pers on, drawn from a uniform distribution that varied from 0 to 1. We let the two coupled systems run for 300 steps, so that each system had a chance to come close to its attractor and both systems had a chance to synchronize. For the next 500 simulation steps, we recorded the values of the dynamical variables for each system and computed the difference between them. The color of each point on this graph corresponds to the value of the mean difference, with white representing maximal difference, black representing no difference, and levels of gray representing intermediate differences.
The main result is pretty straightforward and corresponds to intuitions expressed in the previous section. The larger the difference between the respective control parameters, the stronger the coupling required to maintain full synchrony. When two people have substantially different moods, temperaments, and so forth, their intrinsic dynamics would cause them to drift toward different patterns of behavior, so strong mutual influence is necessary to maintain synchrony. Therefore, for low levels of coupling (alpha < .15), the black region of the graph, which corresponds to full synchrony (i.e., a difference close to 0), ends abruptly, indicating a sudden change in synchronization. For relatively strong mutual influence, as reflected in high values of coupling (around .), full synchronization in-phase is possible even for systems characterized by very different values of their respective control parameters. The strength of the coupling, in other words, can compensate for the lack of similarity in internal states between the relationship partners.
This suggests that if two people are highly dissimilar in their settings of internal parameters, they may nonetheless achieve a fair degree of coordination by directly influencing one another's behavior. In this case, however, there is a strong potential for instability in the relationship. As soon as the behavioral influence is broken, the dynamics of the two people will immediately diverge. If there is a high degree of similarity in the setting of control parameters, however, synchronization will be preserved for some time. Moreover, even if the behaviors do not synchronize in time, the overall form of their respective dynamics will remain similar, so that re-coordination with respect to behavior at a later time will be relatively easy.
Closer inspection of Figure 1a .reveals that the relationship between the difference in control parameters and the strength of coupling becom es much more complex at low values of coupling. This region is characterized by the appearance of the light triangular shape. For small differences in control parameters (at the bottom of the light triangle), the two maps can either synchronize or fail to do so, depending on the initial values of the respective dynamical variables (x). This region is therefore characterized by a mixture of light points (indicating low and even negative correlation in behavior) and dark points (indicating high positive correlation in behavior). In the light triangle, the two maps synchronize in periodic behavior of different periods, with the value of one dynamical variable negatively related to the value of the other. It is interesting that in this region, coupling between maps performs the function of the control of chaos, a phenomenon defined by Ott, Grebogi, and York ( OTT 90) . Each map separately would evolve chaotically for those values of control parameters. By virtue of their coupling, however, the evolution of each becomes quite regular, such that it adopts only a limited number of states arranged in an orderly manner. In this region, then, the behavior of a dyad is qualitatively different than the behavior of each person. This demonstrates how entering a relationship may perform stabilizing functions for one or both of the partners.
This form of coordination may occur even for vast differences between control parameters. Figure 1b shows systems that evolve on periodic orbits. Black regions correspond to non -periodic evolution, and lighter points to systems that evolve periodically. The lighter the color of the point, the smaller the period. For very small values of coupling (to the left of the light triangle), each map generally evolves independently of the other. For somewhat larger values of coupling (on the periphery of the light triangle), the two systems can achieve complex modes of coordination, such that they seem to function as a single higher order system. Finally, for medium values of coupling and large discrepancies in control parameters (far to the right of the light triangle), the coordination of behavior consists mainly of the individuals establishing the range for each other's behavior. One cannot have a high value of x when the other has a low value of x.
In the series of graphs below (Fig. 2) , different types of coordination of behavior obtained in the simulations are portrayed. These types in general correspond to the types of coordination described above. Each picture portrays the coordination between two maps with two control parameters and coupled at a specific level. Each picture is a scatter-plot of the values of the respective dynamical variables from two coupled maps, and shows the value of both maps at 10,000 consecutive simulation steps. The horizontal axis corresponds to the values of x for one person and the vertical axis corresponds to the values of x for the other person.
The straight line displayed in Picture A indicates perfect correlation between the two people, reflecting complete synchronization of their behavior. Picture B shows a high correlation, such that one system serves to limit the values of the other system in a linear manner. The scatter-plot of points in Picture C indicates a lack of correlation in the behavior of the two systems. Picture D provides an example of a nonlinear pattern emerging from some complex mode of coordination between maps. It is interesting that for relatively high values of coupling, the predominant mode of coordination is synchrony and what varies is primarily the strength of the synchrony. For low values of coupling, however, different modes of coordination are possible. In addition to synchrony, systems may display asynchrony, independence, stabilization, and other complex forms of coordination. In general, for weak couplings there seem to be a richer repertoire of modes of coordination available.
Modeling the direct coordination of control parameters could, in principle, be relatively straightforward. All one needs to assume is that on each simulation step, the values of each person's control parameter drifts somewhat in the direction of the value of the partner's control parameter. The rate of this drift and the size of the initial discrepancy between the values of the respective control parameters determine how quickly the control parameters begin to match. As we noted above, however, direct observation of internal states of interaction partner may be difficult, or even impossible in some cases. Control parameters, however, may be coordinated on the basis of observation of partner's behavior. Zochowski and Liebowitch ( ZOC 97) have demonstrated this form of coordination for coupled maps. In this form of coupling, each individual attempts to modify the value of his or her own control parameter to match the overall pattern of behavior of the other person. The exact value of the control parameter is invisible to the interaction partner. Each person, however, remembers the set of most recent behaviors (i.e., the most recent values of x) of both oneself and the partner. If the pattern of observed behaviors of the partner is more complex than the pattern of one's own behavior, the individual slightly increases the value of his or her own control parameter, alpha. If the partner's behavior is less complex than one's own behavior, on the other hand, the person decreases slightly the value of his or her own control parameter, alpha. This suggests that if we can follow the dynamics of the person with only minimal behavioral cues from the other person, it is a sign that the values of our control parameters correspond to the values of the other person.
In the graph below (Fig. 3) , we show how the coordination between two maps develops over time as they progressively match one another's control parameters in the manner described above. This simulation was run for relatively weak coupling ( alpha=.2). The x -axis corresponds to time in simulation steps, and the y-axis portrays the value of the difference between the control parameters of the two respective maps. Over time, the two maps perfectly synchronize their behavior, as the difference between their respective control parameters decreases. Note that the evolution of the difference in control parameters covaries with the difference in dynamical variables. Other simulations have shown that for a stronger value of coupling (alpha =.7) coordination in behavior develops almost immediately, but the control parameters fail to synchronize, even after 1,000 simulation steps. This is because strong coupling causes full synchronization of behavior even for maps with quite different control parameters. Once the behavior is in full synchrony, the two maps do not have a clue that there control parameters are different. This, of course, would become immediately apparent if the coupling was removedthe dynamics of the two respective maps would immediately diverge. This suggests that attempting behavioral synchronization with weak levels of influence and control over one another's behavior will facilitate matching of one another's internal states. Using too strong an influence to obtain coordination of behavior, on the other hand, may effectively hinder coordination at a deeper level.
The above considerations suggest that there is an optimal level of influence and control over behavior in close relationships. Too weak an influence may lead to a lack of coordination, whereas too strong an influence may prevent the development of the relationship into one that is based on mutual understanding and empathy. The obs ervation that high values of coupling restrict the range of possible modes of coordination suggests that intricate types of coordination are difficult when people strongly control one another's behavior. Too strong a coupling may therefore result in a relationship that is experienced as highly predictable and therefore boring. By the same token, relationships may have very rich dynamics and switch between different modes of coordination when the influence between the partners is not very strong. In a new ly formed relationship, for example, the dynamics and coordination phenomena may be very surprising for both partners. On balance, the most desirable degree of coupling is one that allows for effective coordination, but keeps direct influence at a relatively low level.
Modeling Bi-Directional Causality
Since similarity provides a basis for forming relationships, it enhances the opportunity for influence. And since influence occurs mostly among people located close to each other in social space ( NOW 90), attraction is likely to increase the degree of similarity among relationship partners. This bi-directional effect can take on the function of a positive feedback loop, such that similarity promotes greater attraction and greater attraction serves to decrease distance in social space. This bi-directional causality provides the basic mechanism for the dynamic model of similarity-attraction described below. This model integrates two seemingly conflicting findings about the predictors of interpersonal attraction. Newcomb (NEW 61) showed that propinquity was the best predictor of attraction. This perspective resonates well with findings of Bossard ( BOS 32), who found that 50% of married couples lived within one block of one another prior to their marriage. Propinquity provides for exposure, which in turn paves the way for influence. Influence, meanwhile, provides the means by which similarity between people is increased.
Bi-directionality can be captured in terms of the synchronization of maps, as developed by Zochowski & Liebowitch (ZOC 97) . As noted earlier, individuals can adjust their own control parameters to match the behavior or others with whom they have a relationship. To model the bi-directional nature of similarity and attraction within this general framework, we assume that each individual changes his or her control parameters in an attempt to match the dynamics of behavior of the relationship partner.
The strength of this tendency is proportional to the strength of the relationship. Second, individuals tend to strengthen those relationships involving partners with similar dynamics, indicative of similarity in control parameters, and tend to weaken those relationships that involve partners with different dynamics, indicative of dissimilarity in control parameters.
To build a simulation model, we start with a set of individuals, each of whom is represented as a logistic map. In the beginning, the value of control parameter, lambda, and of the behavior, x, are set at random values. Each individual is located in a random cell of a 2-dimensional grid which represents social space. The notion of social space captures elements of both physical propinquity, providing for exposure to other individuals (HAL 66; HIL 90), and psychological closeness, providing for strength of the relationship (cf. LEW 36). The strength of influence between persons A and B corresponds to their proximity in this grid.
There are two kinds of dynamics in this simulation. The first kind is related to the coordination of dynamics. All individuals, as described in the equation from the previous section, attempt to couple their behavior with that of others. Formally, the individuals are portrayed as coupled maps, and the strength between the x values of any two coupled maps is inversely proportional to the square of the distance between them. Each individual is therefore most strongly coupled with those who are nearby in social space. Each individual also attempts to achieve a match with others at the level of control parameters. This is done by comparing the dynamics of own and partner behaviors in the manner described in the previous section. The tendency for this type of coordination also decreases as the square of the distance between individuals.
The second type of dynamics consists in adjusting the strength of the relationship on the basis of similarity in dynamics. This is achieved by allowing individuals to relocate in the social space-that is, move in the simulation matrix. In each simulation step, every individual is provided with an opportunity to adjust his or her relationships with others. This adjustment is represented as the change of position (i.e, movement) in the social space, and is generated by a simply optimizing algorithm. Each individual computes a stress function for the position they currently occupy and all the neighboring positions (i.e., 8 grids --four to the side and the four corners). The value of stress is increased by dissimilar others and decreased by similar others. The rule for relocation is similar to that proposed by Gardner ( G AR 88). The relative impact of each partner decreases with the square of the distance. As a result, individuals tend to move toward similar individuals and away from individuals who display different dynamics. The value of stress is the sum of dissimilarity of dynamics with a given person divided by the square of the distance from that person. Figure 5 shows the typical course of a simulation. The circles represent individuals, with the size of the circle corresponding to the value of the control parameter, lambda, and the color of the circle corresponding to the current value of the behavior, x. Figure 4a shows the beginning of the simulation, 4b shows the state of the system after 50 simulation steps, and 4c shows a near-equilibrium stage reached after 400 steps. To track the fate of individuals over time, each circle is represented by a number. Note two main results. Initially, there is no coordination with respect to either behavior or control parameters. Over time, however, strong coordination develops with respect to control parameters. Individuals with similar lambdas tend to migrate toward each other and synchronize their respective behaviors and control parameters. Over time, strong coordination develops for close individuals but not for individuals who are located far away from each other. This happens, first of all, because individuals located nearby tend to influence each other, which leads to synchronization and increased similarity in dynamics. Second, individuals with similar dynamics tend to migrate toward each other and thus set the stage for further influence. Note that the final configuration consists almost entirely of dyads. There is nothing in the design of the simulation to directly prevent the formation of larger groups. Larger groups do in fact form at intermediate steps, but they tend to be unstable and break up . We should note that at other settings of simulation parameters (e.g., strength of attraction, rate of change in lambdas, etc.), larger groups may form and remain stable. At yet other settings, rich dynamics may be observed when larger groups achieve temporary coordination. In such situations, however, some individuals may fail to coordinate and this lack of coordination may reflect on other individuals and thereby break up the groups of which they are a part. These individuals then migrate to other groups and repeat the pattern of group dissolution and regrouping. In general, we feel that this formalism provides a very rich metaphor for studying the evolution of groups as well as close relationships. It remains for subsequent work to identify the conditions responsible for different scenarios in this approach.
To show the bi-directional nature of this relationship, we ran four more sets of simulations, each consisting of 50 simulations. The first set was intended to establish a baseline against which the three others could be compared. The fourth set of simulations correspond to the basic model in which individuals both migrate in social space and change their respective control parameters. Each of the two middle sets investigated one causal direction of the similarity-attraction relationship. In the second set of simulations, individuals were allowed to change their control parameters but they could not move in social space, whereas in the third set, individuals were allowed to change their pos ition but could not change their control parameters.
For each set of simulations, we compared results for nearby individuals and those located further apart. This allowed us to see how individuals in close proximity coordinate in comparison to individuals who are at different locations. The first graph (Fig. 5a ) portrays the mean differences in the values of lambda for pairs of individuals. Note that coordination of internal states (control parameters) is enhanced both by changing position and changing control parameters. The maximum benefit, however, is observed when individuals have the opportunity to change both their location and their internal state. This is the only condition in which some global coordination develops, such that individuals located far apart match their control parameters to a certain degree. This is the effect of past adjustments to many group members. This would suggest that the process of mixing with different individuals in social space tends to enhance coordination at the level of the whole group. The second graph (Fig. 5b) portrays coordination on the level of behavior. The height of the bars represents the magnitude of the mean correlation coefficient between the dynamical variables for pairs of individuals rather than the difference in value between the variables. In contrast to previous graphs, then, high bars reflect strong coordination. The difference measure allows one to portray the momentary level of coordination at each step. It is thus a good measure for portraying the time evolution of coordination. The correlation measure, which is based on 50 consecutive simulation steps, is more reliable but cannot be computed for less than 50 steps and is relatively insensitive to momentary changes in coordination. The highest coordination occurred in the bi -directional condition. Coordination at close to this level was also obtained when individuals could change their positions in social space. Changes in control parameters alone did not provide for increased coordination in behavior. We should note this particular result reflects the relatively distant locations of individuals in the social space, such that individuals are rarely located in sufficient proximity to promote the level of coupling characteristic of close relationships. Recall that when coupling is sufficient, convergence in lambdas does indeed lead to the development of coordination in behavior.
Conclusions
This model provides a perspective for viewing the stability and change in individual patterns of relationships. The fact that people are shaped by their relationship partners underlies the tendency to maintain a sustained pattern in forming relationships. The settings of one's internal states bears the marks of previous attempts at coordination. On the other hand, people choose partners on the basis of similarity with respect to their characteristic patterns of thoughts, feelings, and behavior. In consequence, people may look for relationship partners whose dynamics are similar to that of their previous partners. Prolonged exposure to individuals with different characteristics may destabilize such patterns. When subjected to prolonged influence from such people, individuals may come to adjust their own internal states and thereby increase similarity to them, creating the potential for increased attraction and the development of a close relationship.
We stress that this work is in its beginning stages and thus one must exercise caution when generalizing the results to human relationships. Some parallels, however, are quite striking. The fact that strong influence can compensate for differences in intrinsic dynamics, for example, resonates well with intuitions regarding control in close relationships. Clearly, before fully accepting these results as applicable to human intimate relationships, one needs to perform empirical tests with actual relationships. Computer simulations may help to generate the hypotheses to be tested, and they can highlight those phenomena (e.g., modes of coordination and transitions between them) that are worthy of special attention.
Some of the coordination phenomena occurring in real social relations may be specific for humans and be due to social and cultural norms, social motives and orientations of interacting individuals, or even to biological properties of human organisms. Some other phenomena, however, may by generic to different types of coordinating systems. Computer simulations may help us to discover the generic types of phenomena, but empirical research with human subjects is needed to decide which findings may be extended to interacting individuals.
