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Abstract
We will study the automorphisms on the group II1 factor LðZ2sSLð2;ZÞÞ which preserve
the subalgebra LðSLð2;ZÞÞ: Our main result is
OutðLðZ2sSLð2;ZÞÞ; LðSLð2;ZÞÞÞCZ12sZ2;
where Z2 acts on Z12 by the inverse operation. The proof is a modiﬁcation of the recent paper
due to Neshveyev and St^rmer for non-commutative groups. The uniqueness of HT-Cartan
subalgebras due to Popa plays a crucial role in the proof.
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1. Introduction
The rigidity result of von Neumann algebras ﬁrst appeared in Connes’ paper [1] in
which II1 factors with countable fundamental groups were constructed by using
discrete groups with property T of Kazhdan [7]. The concept of property T was then
extended to all von Neumann algebras by Connes and Jones [2] and after that, Popa
[9] systematically investigated the rigidity for the inclusions of II1 factors and got
some rigidity results of inclusions. Moreover, recently Popa obtained in [10] the ﬁrst
example of II1 factors with trivial fundamental groups by using the rigidity of
inclusions, with the help of Haagerup property [5].
In this paper, we will show the rigidity result on automorphisms of
LðZ2sSLð2;ZÞÞ: We shall determine the structure of all automorphisms on
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LðZ2sSLð2;ZÞÞ which preserve the subalgebra LðSLð2;ZÞÞ globally. The set of
these automorphisms is denoted by AutðLðZ2sSLð2;ZÞÞ; LðSLð2;ZÞÞÞ; and we
write
IntðLðZ2sSLð2;ZÞÞ; LðSLð2;ZÞÞÞ ¼ fAd w : w is a unitary in LðSLð2;ZÞÞg:
Our main result is
OutðLðZ2sSLð2;ZÞÞ; LðSLð2;ZÞÞÞCZ12sZ2;
where
OutðLðZ2sSLð2;ZÞÞ; LðSLð2;ZÞÞÞ
¼ AutðLðZ2sSLð2;ZÞÞ; LðSLð2;ZÞÞÞ=IntðLðZ2sSLð2;ZÞÞ; LðSLð2;ZÞÞÞ
and Z2 acts on Z12 by the inverse operation. Indeed, the automorphism group
AutðLðZ2sSLð2;ZÞÞ; LðSLð2;ZÞÞÞ can be completely described by the irreducible
characters and automorphisms on SLð2;ZÞ:
Our strategy, which is very simple, is a modiﬁcation of the argument in the
paper due to Neshveyev and St^rmer [8] in the non-commutative group setting.
Let us make some explanation about the result due to Neshveyev and St^rmer: Let G
be a countable abelian group with a weakly mixing free measure-preserving
action on the probability space ðX ; mÞ: We will denote by a the induced action of G
on LNðX ; mÞ: Let g be an automorphism on LNðX ; mÞsaG satisfying gðLðGÞÞ ¼
LðGÞ: Assume that there exists a unitary uALNðX ; mÞsaG such that
ugðLNðX ; mÞÞu ¼ LNðX ; mÞ: Then, Neshveyev and St^rmer showed that there exist
a unitary wALðGÞ; a character w on G; an automorphism b on G and a measure-
preserving transformation S on X which satisﬁes Sg ¼ bðgÞS for gAG; such that
g ¼ Ad wsSsw: (See Section 2 for the deﬁnition of sS; sw:) We will show this theorem
for the non-commutative group SLð2;ZÞ acting on T2: As the commutativity of the
group is used in crucial parts of the proof of [8], we have to make some effort to ﬁt
their argument to the non-commutative group. It is important that the unitary
conjugacy-assumption in the above theorem is not needed in our setting. Indeed for
gAAutðLðZ2sSLð2;ZÞÞÞ; we can always ﬁnd a unitary such that Ad ugðLðZ2ÞÞ ¼
LðZ2Þ; thanks to the uniqueness of HT-Cartan subalgebras established by Popa [10].
This fact is crucial in our proof. We would like to note that in the most part of
our proof, we do not use the special structure of SLð2;ZÞ; i.e. our proof does
work for more general non-commutative groups. However, if we replace SLð2;ZÞ
by some other groups, the assumption of the unitary conjugacy for Cartan
subalgebras is needed and hence we cannot get the complete structure of such
automorphisms. Thus, we restrict our attention to this special case, where we can use
Popa’s theorem.
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2. Main result
At ﬁrst, we would like to ﬁx some notations.
The unimodular group SLð2;ZÞ acts on Z2 by the matrix multiplication. Then its
dual action on #Z2 ¼ T2 is given by
a b
c d
 1
ðz; wÞ ¼ ðzawc; zbwdÞ
for
a b
c d
 
ASLð2;ZÞ:
We shall freely identify these two actions via the Fourier transformation and this
identiﬁcation induces the natural isomorphism between LðZ2sSLð2;ZÞÞ and
LNðT2ÞsaSLð2;ZÞ; where a denotes the action of SLð2;ZÞ on LNðT2Þ induced
by this action.
For each automorphism b on SLð2;ZÞ; consider all measure-preserving
transformations S on T2 such that Sg ¼ bðgÞS for gASLð2;ZÞ: We denote by Ib
the set of all such transformations S: A measure-preserving transformation T on T2
induces the automorphism sT deﬁned by sT ð f ÞðxÞ ¼ f 3T1ðxÞ ( fALNðT2Þ; xAT2).
For SAIb; the automorphism sS can be extended to LNðT2ÞsaSLð2;ZÞ by
sSðlgÞ ¼ lbðgÞ; where lg is the canonical implementing unitary. An irreducible
character w on SLð2;ZÞ also gives the automorphism sw on LðZ2sSLð2;ZÞÞ such
that swðlgÞ ¼ wðgÞlg and swjLðZ2Þ ¼ id:
The following theorem is an analogue of [8, Theorem 4.2] for the non-
commutative group SLð2;ZÞ:
Theorem 2.1. Let g be an automorphism of LðZ2sSLð2;ZÞÞ satisfying
gðLðSLð2;ZÞÞÞ ¼ LðSLð2;ZÞÞ: Then there exist a unitary wALðSLð2;ZÞÞ; an
irreducible character w on SLð2;ZÞ; an automorphism b on SLð2;ZÞ and a
transformation SAIb such that
g ¼ Ad wsSsw:
Corollary 2.2. We have an isomorphism
OutðLðZ2sSLð2;ZÞÞ; LðSLð2;ZÞÞÞCZ12sZ2:
Proof. First, we shall show that sSsw is an outer automorphism on LðZ2sSLð2;ZÞÞ
whenever b is outer or w is a non-trivial character. In order to show this fact, we need
the following claim.
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Claim. LðSLð2;ZÞÞ is singular in LðZ2sSLð2;ZÞÞ; i.e. if w is a normalizer of
LðSLð2;ZÞÞ in LðZ2sSLð2;ZÞÞ; then w must belong to LðSLð2;ZÞÞ:
The proof of this claim will be postponed until the end of this section.
If sSsw ¼ Ad w for some unitary wALðZ2sSLð2;ZÞÞ; then w is a normalizer
of LðSLð2;ZÞÞ and hence wALðSLð2;ZÞÞ by the above claim. Then by the proof of
[8, Proposition 2.2], we have w ¼ clg for some scalar c and gASLð2;ZÞ: (Indeed, this
can be easily seen by using the Fourier expansion of w:) Then direct computations
show that this can occur only when b is inner and w is trivial.
Thanks to the above consideration, we have only to prove that the subgroup
generated by fsSgSAIb;b and fswgw in AutðLðZ2sSLð2;ZÞÞÞ is isomorphic to
Z12sZ2:
It is a well-known fact that SLð2;ZÞCZ4 Z2 Z6 where
0 1
1 0
 
;
0 1
1 1
 
;
1 0
0 1
 
are generators of Z4; Z6 and Z2; respectively. Hence, all irreducible characters on
SLð2;ZÞ are of the form w1  w2 for some w1A #Z4 and w2A #Z6 which coincide on Z2:
Thus, it is easily seen that the group consisting of all irreducible characters on
SLð2;ZÞ is isomorphic to Z12:
It is also well known that up to inner automorphism, the map
b ¼ Ad 0 1
1 0
 
is the unique outer automorphism on SLð2;ZÞ which does not come from some
character [6]. Clearly, this map b induces the inverse operation on Z4;Z6ðCSLð2;ZÞÞ
and hence on the characters. Deﬁne the transformation S on T2 by Sðz; wÞ ¼ ðz; %wÞ:
Then direct computations show that SAIb: Note that S (and sS) has period 2 and
sSsw ¼ sw3bsS holds. Golodets [3] showed that Iid consists of exactly two elements;
identity map and conjugation map. It is easily seen that S11 	 S2AIid if S1; S2AIb:
Since the conjugation map is given by
1 0
0 1
 
ðthe generator of Z2Þ;
we have the above statement. &
In order to prove the above theorem, we need the uniqueness theorem for
HT-Cartan subalgebras due to Popa. More precisely, we need:
Theorem 2.3 (Popa [10, Theorem 4.1]). Let g be an automorphism on
LðZ2sSLð2;ZÞÞ: Then there exists a unitary uALðZ2sSLð2;ZÞÞ such that
Ad ugðLðZ2ÞÞ ¼ LðZ2Þ:
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Thanks to this theorem, we are now in the same situation as that of [8].
Unfortunately, Neshveyev and St^rmer’s proof uses the commutativity of the group
frequently, so we cannot apply their argument directly. However their argument
does work in our setting with some modiﬁcations.
The rest of this section will be devoted to the proof of the main result. As we
noted in the introduction, the proof follows the arguments of [8]. We recommend
the reader to consult the paper of Neshveyev and St^rmer, though our proof is
self-contained.
Before starting the proof, we would like to give an outline of the main steps of it.
First, we will introduce the unitary W and 1-cocycles gðh; xÞ; tðh; xÞ: It can be shown
that they satisfy some equation (Lemma 2.6) by the same argument of [8]. Next we
will investigate these cocycles by using this equation and determine their form
explicitly. Here is the main difference between our argument and original one [8]. In
[8], 2-cocycle vanishing theorem for abelian groups is used in order to determine the
cocycles [8, Lemma 4.7]. Since we are dealing with the non-commutative group
SLð2;ZÞ; another method will be needed. After having determined the cocycles, we
prove Theorem 2.1 by the same method as in [8].
We consider the standard representation of LNðT2ÞsaSLð2;ZÞ on
L2ðT2Þ#l2ðSLð2;ZÞÞ: Let p be the representation of LNðT2Þ given by
pð f Þ ¼
X
gASLð2;ZÞ
ag1ð f Þ#eg;
where eg is the minimal projection on Cdg ðgASLð2;ZÞÞ and fALNðT2Þ: We
sometimes omit the symbol p; so the reader should not confuse pðLNðT2ÞÞ with
LNðT2Þ#I : We denote the left regular representation (resp. the right regular
antirepresentation) of SLð2;ZÞ on l2ðSLð2;ZÞÞ by lg (resp. rg) ðgASLð2;ZÞÞ: Thus,
LðSLð2;ZÞÞ ¼ flgg00gASLð2;ZÞ and LNðT2ÞsaSLð2;ZÞ is generated by pðLNðT2ÞÞ and
LðSLð2;ZÞÞ:
The algebras LNðT2Þ and LðSLð2;ZÞÞ act standardly on L2ðT2Þ and l2ðSLð2;ZÞÞ;
respectively. For each automorphism aAAutðLNðT2ÞÞ (resp. a0AAutðLðSLð2;ZÞÞÞÞ;
we denote its canonical implementing unitary by uaABðL2ðT2ÞÞ (resp.
va0ABðl2ðSLð2;ZÞÞÞ). For each measure-preserving transformation S on T2; we
write uS ¼ usS : We also use the notation ug ¼ uag ; vw ¼ vsw and vb ¼ vsS ðSAIbÞ:
The modular conjugation of LNðT2ÞsaSLð2;ZÞ is denoted by J: It is easily seen
that Jpð f ÞJ ¼ %f#I and JðI#lgÞJ ¼ ug#rg:
Let g be as in the theorem and take a unitary uALNðT2ÞsaSLð2;ZÞ such that
ugðLNðT2ÞÞu ¼ LNðT2Þ (Here we use the uniqueness of HT-Cartan subalgebras.)
Let *g ¼ Ad ug: The canonical implementation of g is given by Ug and we deﬁne
U ¼ JuJUg: (Here we note that the canonical implementation commutes with the
modular conjugation J: See [4] for more information about the standard form of
von Neumann algebras.) Then it is easily seen that Ad U jLNðT2ÞsaSLð2;ZÞ ¼ g and
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Ad U jLNðT2Þ#I ¼ *g#I : (Remark that in LNðT2ÞsaSLð2;ZÞ; *g preserve pðLNðT2ÞÞ
globally. Hence, we can deﬁne the automorphism *g#I on LNðT2Þ#I). Deﬁne
W ¼ Uðu*g#vgÞ: Clearly, W belongs to LNðT2Þ#RðSLð2;ZÞÞ (see [8, Section 4]).
Consider the Fourier expansion
*g1ðlhÞ ¼
X
gASLð2;ZÞ
Eð*g1ðlhÞlgÞlg;
where E denotes the trace-preserving conditional expectation on pðLNðT2ÞÞ: Let f ðhÞg
be the support projection of Eð*g1ðlhÞlgÞ: The next lemma is obvious.
Lemma 2.4. f
ðhÞ
g >f
ðhÞ
g0 ðgag0Þ and
P
gASLð2;ZÞ f
ðhÞ
g ¼ I :
Proof. For fALNðT2Þ; we have
*g1ah *gð f ÞEð*g1ðlhÞlgÞ ¼ Eð*g1ðlhÞlgÞagð f Þ
and hence
*g1ah *gð f Þ f ðhÞg LNðT2Þ ¼ agð f Þ
 
f
ðhÞ
g L
NðT2Þ
:
Since SLð2;ZÞ acts freely on Z2; we get the ﬁrst statement. Then the Fourier
expansion of *g1ðlhÞ ensures the second statement. &
For almost all xAT2; there exists a unique element gðh; xÞASLð2;ZÞ such that
f
ðhÞ
gðh;xÞðxÞ ¼ 1 and f ðhÞg ðxÞ ¼ 0 ðgagðh; xÞÞ: Deﬁne g˜ðh; xÞ ¼ gðh; s1xÞ where s is a
measure-preserving transformation corresponding to *g; i.e., s satisﬁes *gð f Þ ¼ f 3s1
for fALNðT2Þ:
The following lemma is well-known.
Lemma 2.5. For almost all xAT2; we have gðh; xÞ1x ¼ s1h1sx: The map gðh; xÞ is
a 1-cocycle with respect to *g1a*g; i.e., gðh; xÞgðk; s1h1sxÞ ¼ gðhk; xÞ: (Hence,
g˜ðh; xÞ is a 1-cocycle with respect to a:)
Proof. Recall that *g1ah*gð f Þjf ðhÞg LNðT2Þ ¼ agð f Þjf ðhÞg LNðT2Þ: The ﬁrst part of the
statement is now obvious from the deﬁnition of gðh; xÞ: By the equation *g1ðlh1h2Þ ¼
*g1ðlh1Þ*g1ðlh2Þ and the previous lemma, we have f ðh1Þg f ðh1h2Þl ¼ f ðh1Þg agð f ðh2Þg1l Þ: Thus,
f
ðh1h2Þ
l ðxÞ ¼ 1 if and only if there exists gASLð2;ZÞ such that f ðh1Þg ðxÞ f ðh2Þg1l ðg1xÞ ¼ 1
if and only if gðh1; xÞ1l ¼ gðh2; gðh1; xÞ1xÞ: Hence, we have gðh1; xÞ1gðh1h2; xÞ ¼
gðh2; gðh1; xÞ1xÞ ¼ gðh2; s1h11 sxÞ: &
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The automorphism g is extended to RðSLð2;ZÞÞ by Ad vg: Recall that the unitary
W belongs to LNðT2Þ#RðSLð2;ZÞÞ ¼ LNðT2; RðSLð2;ZÞÞÞ: Hence for xAT2; we
consider that WðxÞ is a unitary in RðSLð2;ZÞÞ:
Lemma 2.6. Wðh1xÞ ¼ tðh; xÞrhWðxÞgðrg˜ðh;xÞÞ; where tðh; xÞ ¼ Eð*gðlg˜ðh;xÞÞlhÞðxÞ:
Proof. Thanks to Lemma 2.4, we have
f ðhÞg *g
1ðlhÞ ¼ Eð*g1ðlhÞlgÞlg:
Since *g ¼ Ad uUg;
f ðhÞg U

g ulh ¼ Eð*g1ðlhÞlgÞlgUg u:
Applying Ad J to both sides, we have
f ðhÞg #I
 
Ug JuJðuh#rhÞ ¼ ðEðlg *g1ðlhÞÞ#IÞðug#rgÞUg JuJ:
Using the equation W ¼ JuJUgðu*g#vgÞ; we get
*g f ðhÞg
 
#I
 
W ðuh#rhÞ ¼ ðEð*gðlgÞlhÞ#IÞðu*gg*g1#gðrgÞÞW :
Because of the equation Eð*gðlgÞlhÞu*gg*g1 ¼ Eð*gðlgÞlhÞuh; we see that
ð*gð f ðhÞg Þ#IÞW ðI#rhÞ ¼ ðEð*gðlgÞlhÞ#IÞðI#gðrgÞÞah#idðW Þ:
(The equation Eð*gðlgÞlhÞu*gg*g1 ¼ Eð*gðlgÞlhÞuh is obtained as follows: As it was seen
in the proof of Lemma 2.4, we have Eð*gðlgÞlhÞ*gag*g1 ¼ Eð*gðlgÞlhÞah: This fact and
the deﬁnition of canonical implementing unitaries show the desired equation.) All
elements in the above equation belong to LNðT2Þ#RðSLð2;ZÞÞ: Hence, we can
consider the evaluations at xAT2 and get
Wðh1xÞ ¼ tðh; xÞrhWðxÞgðrg˜ðh;xÞÞ: &
Lemma 2.7. Denote the comultiplication on RðSLð2;ZÞÞ by D; which is defined as
DðrgÞ ¼ rg#rg: Then we have
Fðh1xÞ ¼ tðh; xÞFðhÞFðxÞCðhÞ;
where F ; F and C are defined by FðxÞ ¼ g1ðWðxÞÞ#g1ðWðxÞÞD3g1ðWðxÞÞ;
FðhÞ ¼ g1ðrhÞ#g1ðrhÞ and CðhÞ ¼ D3g1ðrhÞ: Note that F and C are unitary
representations of SLð2;ZÞ and F is a unitary of LNðT2Þ#RðSLð2;ZÞÞ
#RðSLð2;ZÞÞ:
ARTICLE IN PRESS
T. Hayashi / Journal of Functional Analysis 207 (2004) 430–443436
Proof. Applying D3g1 to both sides of the equation in the previous lemma, we have
D3g1ðWðh1xÞÞ ¼ tðh; xÞD3g1ðrhÞD3g1ðWðxÞÞ rg˜ðh;xÞ#rg˜ðh;xÞ
 
;
while by taking a tensor product and applying g1#g1;
g1ðWðh1xÞÞ#g1ðWðh1xÞÞ
¼ tðh; xÞ2ðg1ðrhÞ#g1ðrhÞÞðg1ðWðxÞÞ#g1ðWðxÞÞÞðrg˜ðh;xÞ#rg˜ðh;xÞÞ:
Combining these equalities, we get
Fðh1xÞ ¼ tðh; xÞFðhÞFðxÞCðhÞ: &
We will use the following well-known fact: there is a sequence fhngNn¼1CSLð2;ZÞ
which has the properties ð1Þ hn tends to inﬁnity, ð2Þ for any ﬁnite set OCZ2 such that
ð0; 0ÞeO; we can ﬁnd a sufﬁciently large n0 such that hnO-O ¼ | for n4n0: Indeed if
we let for example
hn ¼ n
2  n þ 1 n
n  1 1
 
;
then it is easy to see that this sequence hn is the desired one.
Take such fhngNn¼1CSLð2;ZÞ and ﬁx it. Recall that the unitary F belongs to
LNðT2Þ#RðSLð2;ZÞÞ#RðSLð2;ZÞÞ: The unitaries FðhÞ and CðhÞ (hASLð2;ZÞ)
belong to I#RðSLð2;ZÞÞ#RðSLð2;ZÞÞ: Let thðxÞ ¼ tðh; xÞ: Then th is a unitary
element in LNðT2Þ: The previous lemma means that
ahðFÞ ¼ thFðhÞFCðhÞ:
Lemma 2.8. The automorphism y ¼ Ad F on LNðT2Þ#RðSLð2;ZÞÞ#RðSLð2;ZÞÞ
satisfies
yðI#RðSLð2;ZÞÞ#RðSLð2;ZÞÞÞ ¼ I#RðSLð2;ZÞÞ#RðSLð2;ZÞÞ:
Proof. By using the previous lemma, it is easily seen that
FxF  ¼ FðhÞahðFÞCðhÞxCðhÞahðFÞFðhÞ
for any xAI#RðSLð2;ZÞÞ#RðSLð2;ZÞÞ ðjjxjjp1Þ: In particular, this equality holds
for hn: We can replace F by F0 such that it has ﬁnite support as an element
of LðZ2Þ#RðSLð2;ZÞÞ#RðSLð2;ZÞÞ: More precisely, by Kaplansky density
theorem, for any e40 there exists a ﬁnite subset OCZ2 such that F0 ¼
P
gAOagdg
(ag is an element of RðSLð2;ZÞÞ#RðSLð2;ZÞÞÞ and jjF  F0jj2oe and jjF0jjpjjF jj:
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Hence we get
jjF0xF 0  FðhÞahðF0ÞCðhÞxCðhÞahðF0ÞFðhÞjj2o4e:
As n goes to inﬁnity, the support of FðhÞahðF0ÞCðhÞxCðhÞahðF0ÞFðhÞ goes to
inﬁnity except for the unit ð0; 0ÞAZ2; while the support of F0xF 0 does not change.
Since e is arbitrary, this means that the support of FxF  consists of only one point
ð0; 0Þ: Hence FxF AI#RðSLð2;ZÞÞ#RðSLð2;ZÞÞ:
By the same argument, we can also see that FxFAI#RðSLð2;ZÞÞ#RðSLð2;ZÞÞ:
Thus we get the statement. &
Let PðhÞ ¼ FCðhÞFFðhÞ: Then we have ahðFÞ ¼ thPðhÞF : Thanks to the
previous lemma, each PðhÞ belongs to I#RðSLð2;ZÞÞ#RðSLð2;ZÞÞ:
Lemma 2.9. (1) th is an a-one cocycle.
(2) P is an unitary representation of SLð2;ZÞ:
Proof. (1) ahkðFÞ ¼ thkFðhkÞFCðhkÞ; while
ahðakðFÞÞ ¼ ahðtkÞFðkÞahðFÞCðkÞ
¼ ahðtkÞFðkÞðthFðhÞFCðhÞÞCðkÞ
¼ thahðtkÞFðhkÞFCðhkÞ:
Hence we get thk ¼ thahðtkÞ:
(2) Recall that PðhÞ ¼ thFahðFÞ: Since the right-hand side is an a-one cocycle and
akðPðhÞÞ ¼ PðhÞ; we get (2). &
Since FCðhÞFPðhÞ ¼ FðhÞ and FCðhÞF; PðhÞ; FðhÞ are representations, we
have FCðhÞFPðkÞ ¼ PðkÞFCðhÞF : Indeed we have
FCðhÞF FCðkÞF PðhÞPðkÞ ¼FðhkÞ ¼ FðhÞFðkÞ
¼FCðhÞF PðhÞFCðkÞFPðkÞ:
Hence FCðkÞFPðhÞ ¼ PðhÞFCðkÞF :
Lemma 2.10. The von Neumann algebra generated by PðSLð2;ZÞÞ is finite
dimensional.
Proof. As noted above, in fact PðSLð2;ZÞÞCðFCðSLð2;ZÞÞF Þ0-ðRðSLð2;ZÞÞ#
RðSLð2;ZÞÞÞ and Ad F preserves RðSLð2;ZÞÞ#RðSLð2;ZÞÞ globally. Hence, it is
enough to show that ðCðSLð2;ZÞÞÞ0-ðRðSLð2;ZÞÞ#RðSLð2;ZÞÞÞ is ﬁnite dimen-
sional. Recall that CðSLð2;ZÞÞ00 ¼ DðSLð2;ZÞÞ00 ¼ frg#rg : gASLð2;ZÞg00: Com-
bining this with the fact SLð2;ZÞCZ4 Z2 Z6; it is easy to see that ðCðSLð2;ZÞÞÞ0-
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ðRðSLð2;ZÞÞ#RðSLð2;ZÞÞÞ is four dimensional. Indeed, for any
xAðCðSLð2;ZÞÞÞ0-ðRðSLð2;ZÞÞ#RðSLð2;ZÞÞÞ; consider the Fourier expansion
x ¼Pp;qASLð2;ZÞap;qrp#rq: Since ððrg#rgÞx ¼ xrg#rgÞ; we have agpg1;gqg1 ¼ ap;q:
If p does not belong to the center Z2; its conjugacy class consists of inﬁnite elements.
Hence in this case ap;q must be zero. By the same way, ap;q ¼ 0 when q does not
belong to the center Z2: Thus, ðCðSLð2;ZÞÞÞ0-ðRðSLð2;ZÞÞ#RðSLð2;ZÞÞÞ is four
dimensional. &
Lemma 2.11. There exist unitaries zALNðT2Þ and AARðSLð2;ZÞÞ#RðSLð2;ZÞÞ
such that F ¼ z#A:
Proof. Since P is a ﬁnite-dimensional representation, we may assume that PðhnÞ
converges to a unitary XARðSLð2;ZÞÞ#RðSLð2;ZÞÞ in the norm topology. Hence
jjahnðFÞ  thn XF jj
converges to zero as n-N: Take a spectral projection e of X such that eX ¼ we
where wAT: (Recall that X belongs to a ﬁnite dimensional von Neumann algebra
PðSLð2;ZÞÞ00:) Since e is a ﬁxed point of a (because eARðSLð2;ZÞÞ#RðSLð2;ZÞÞ),
we get
jjahnðeFÞ  thn wðeFÞjj
converges to zero. For each normal state r on RðSLð2;ZÞÞ#RðSLð2;ZÞÞ; we denote
by Tr the slice map from L
NðT2Þ#RðSLð2;ZÞÞ#RðSLð2;ZÞÞ onto LNðT2Þ; i.e.,
Trðx#yÞ ¼ rðyÞx for xALNðT2Þ and yARðSLð2;ZÞÞ#RðSLð2;ZÞÞ: Obviously Tr
commutes with a: Hence
jjahnðTrðeFÞÞ  thn wðTrðeFÞÞjj
converges to zero. Since eF is a non-zero element (because F is unitary), we can
choose r such that f ¼ TrðeFÞ is also non-zero. Next, we claim that g ¼ j f j is a
constant function. Indeed, since
jjahnð f Þ  thn wf jj
converges to zero, jjahnðgÞ  gjj also converges to zero. As in the proof of Lemma 2.8,
by comparing their supports as elements of LðZ2Þ; we conclude that g is
constant. Thus, we may assume that f is unitary. Since both jjahnðFÞ  thn XF jj and
jjahnð f Þ  thn wf jj converge to zero, jjahnðFÞ  ð %w f ahnð f ÞÞXF jj and hence
jjahnð f FÞ  %wX ð f FÞjj converge to zero. Considering the supports again, we
see that f F is a (operator-valued) constant function, i.e., f FAI#
RðSLð2;ZÞÞ#RðSLð2;ZÞÞ: This means that F is of the desired form. (We take
z ¼ f :) &
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Combining this lemma with ahðFÞ ¼ thFðhÞFCðhÞ; we get
AFðhÞA ¼ zðh
1xÞtðh; xÞ
zðxÞ CðhÞ:
This implies that the map h/zðh
1xÞtðh;xÞ
zðxÞ is independent of the choice of x almost
everywhere and deﬁne the irreducible character w on SLð2;ZÞ: Hence we have
tðh; xÞ ¼ zðxÞwðhÞ
zðh1xÞ :
Therefore, if we replace u by uz; we may assume that tðh; xÞ ¼ wðhÞ; Fðh1xÞ ¼
wðhÞFðhÞFðxÞCðhÞ for almost all x; yAT2: Indeed, we have
Eð*gðlg˜ðh;xÞÞlhÞðxÞ ¼ tðh; xÞ ¼
zðxÞ
zðh1xÞwðhÞ
and hence
Eð*gðlgÞlhÞ ¼ zahðzÞwðhÞ*gð f ðhÞg Þ:
Thus
EðzugðlgÞuzlhÞ ¼ wðhÞ*gð f ðhÞg Þ:
Of course uz satisﬁes ðuzÞLNðT2ÞðuzÞ ¼ LNðT2Þ: Hence, we may assume that
tðh; xÞ ¼ wðhÞ and Fðh1xÞ ¼ wðhÞFðhÞFðxÞCðhÞ for almost all x; yAT2:
Lemma 2.12. FðxÞ ¼ FðyÞ for almost all x; yAT2:
Proof. For any e40; there exists a ﬁnite subset OCZ2 such that F0 ¼
P
gAO agdg (ag
is an element of RðSLð2;ZÞÞ#RðSLð2;ZÞÞ) and jjF  F0jj2oe holds. We also have
jjahnðF0Þ  wðhnÞFðhnÞF0CðhnÞjj2oe:
The support of F0 is contained in fð0; 0Þg,fO\ð0; 0Þg and the support of ahnðF0Þ is
contained in fhnð0; 0Þg,hnðfO\ð0; 0ÞgÞ: (Note that hnð0; 0Þ ¼ ð0; 0Þ:) Take a
sufﬁciently large n such that
hnfO\ð0; 0Þg-fO\ð0; 0Þg ¼ |:
Thus, the support of ahnðF0Þ is disjoint from fO\ð0; 0Þg: Note that the support of F0 is
same as that of wðhnÞFðhnÞF0CðhnÞ: These discussions imply that the support of F0 is
concentrated on dð0;0Þ with respect to jj 	 jj2: Since e is arbitrary, FðxÞ must be a
(operator-valued) constant function. &
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Lemma 2.13. There exist a unitary w0ARðSLð2;ZÞÞ; an automorphism b on SLð2;ZÞ
and the map T2{x/gðxÞASLð2;ZÞ such that g˜ðh; xÞ ¼ gðxÞb1ðhÞgðh1xÞ1 and
gðrgÞ ¼ wðgÞw0rbðgÞw0:
Proof. Since F is a (operator-valued) constant function, we have
g1ðWðxÞÞ#g1ðWðxÞÞD3g1ðWðxÞÞ ¼ g1ðWðyÞÞ#g1ðWðyÞÞD3g1ðWðyÞÞ:
By letting Fðx; yÞ ¼ g1ðWðyÞWðxÞÞ; we get
Fðx; yÞ#Fðx; yÞ ¼ DðFðx; yÞÞ:
This implies that for almost all x; yAT2; we can ﬁnd the unique gðx; yÞASLð2;ZÞ
such that Fðx; yÞ ¼ rgðx;yÞ: Fix x0AT2 and let w0 ¼ Wðx0Þ; gðxÞ ¼ gðx; x0Þ: We then
have
g1ðw0WðxÞÞ ¼ Fðx0; xÞ ¼ rgðx0;xÞ ¼ rgðxÞ
and hence WðxÞ ¼ w0gðrgðxÞÞ: Combining this with Wðh1xÞ ¼ wðhÞrhWðxÞgðrg˜ðh;xÞÞ;
we get
g13Ad w0ðrhÞ ¼ wðh1ÞrgðxÞ1g˜ðh;xÞgðh1xÞ:
From this equation, we can ﬁnd an automorphism b on SLð2;ZÞ such that g˜ðh; xÞ ¼
gðxÞb1ðhÞgðh1xÞ1 and gðrgÞ ¼ w3bðgÞw0rbðgÞw0: &
The rest of the proof is now the same as that of [8]. We will include it for the sake
of completeness.
Let V be the unitary of LNðT2Þ#RðSLð2;ZÞÞ deﬁned by VðxÞ ¼ w3bðgðxÞÞrbðgðxÞÞ
ðxAT2Þ: Then by the previous lemma and WðxÞ ¼ w0gðrgðxÞÞ; we have W ¼ Vw0:
Recall that U ¼ Wðu*g#vgÞ: Hence we get U ¼ Vw0ðu*g#vgÞ ¼ Vðu*g#IÞw0ðI#vgÞ:
Compute
gðh1xÞb1ðh1ÞgðxÞ1s1x ¼ g˜ðh; xÞ1s1x ¼ gðh; s1xÞ1s1x
¼ s1h1ss1x ¼ s1h1x
(here we use Lemma 2.5) and get b1ðh1ÞgðxÞ1s1x ¼ gðh1xÞ1s1h1x: Thus,
b1ðh1Þs1Tx ¼ s1Th1x where T is given by Tx ¼ sgðxÞ1s1x: Let S ¼ s1T :
Then we have U ¼ VuT uS1w0ðI#vgÞ and b1ðh1ÞS ¼ Sh1:
Let ox ¼ bðgðxÞÞx: We would like to show o ¼ T1: Since
gðbðgðxÞ1Þ; s1xÞ ¼ gðxÞb1ðbðgðxÞ1ÞÞgðbðgðxÞ1Þ1xÞ1 ¼ gðbðgðxÞÞxÞ1;
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we have gðbðgðxÞÞxÞs1x ¼ s1bðgðxÞÞss1x and x ¼ sgðbðgðxÞÞxÞ1s1bðgðxÞÞx ¼
Tox: In particular T is surjective. Note that T2 is covered by the disjoint unionS
gASLð2;ZÞfxAT2 : gðxÞ ¼ gg and T coincides with sg1s1 on fxAT2: gðxÞ ¼ gg:
This shows that T is injective. Hence o ¼ T1:
Thus, for fALNðT2Þ and hASLð2;ZÞ we see that
VuTð f#dhÞðxÞ ¼ w3bðgðxÞÞrbðgðxÞÞ f ðT1xÞdh ¼ w3bðgðxÞÞ f ðbðgðxÞÞxÞdhbðgðxÞÞ:
Let pg be the characteristic function of fxAT2 : bðgðxÞÞ ¼ gg: Then for almost all x
satisfying pgðxÞa0; we get
VuTð f#dhÞðxÞ ¼ w3bðgÞf ðgxÞdhg ¼ w3bðgÞðpg#IÞðug#rgÞð f#dhÞðxÞ:
So we get
ðpg#IÞVuT ¼ w3bðgÞðpg#IÞðug#rgÞ:
Taking the sum with respect to g; we have
VuT ¼
X
gASLð2;ZÞ
w3bðgÞðpg#IÞðug#rgÞ ¼
X
gASLð2;ZÞ
w3bðgÞJpðpgÞlgJ:
Hence VuT commutes with LðZ2sSLð2;ZÞÞ: Thus we have
g ¼ Ad U ¼ AdðVuT uS1w0ðI#vgÞÞ ¼ Ad uS1w0ðI#vgÞ:
Let v0 ¼ vw3bvbw0vg: Then, v0 is an element of LðSLð2;ZÞÞ because Ad w0vgðrgÞ ¼
Ad w0gðrgÞ ¼ w3bðgÞrbðgÞ ¼ Ad vbvw3bðrgÞ: Then we have uS1w0ðI#vgÞ ¼
ðuS1#vbvw3bÞv0 and hence g ¼ AdðuS1#vbvw3bÞv0: Since v0ALðSLð2;ZÞÞ and
b1ðhÞS ¼ Sh (3S1h ¼ bðhÞS1), the proof is completed. &
Finally, we would like to show the claim stated in the proof of Corollary 2.2. The
proof is essentially same as that of [8, Theorem 2.1]. However, since we are dealing
with the non-commutative group SLð2;ZÞ; in order to prove the claim we need the
triviality of ‘‘operator-valued eigenfunctions’’ on T2: We have already used this type
of argument in the proof of Lemmas 2.8, 2.11 and 2.12.
Proof of the claim which we have postponed. Let w be a normalizer of LðSLð2;ZÞÞ:
Deﬁne y ¼ Ad w and v ¼ wðI#vyÞ: Note that vALNðT2Þ#RðSLð2;ZÞÞ: Compute
vðI#vyÞ ¼w ¼ JlhJwJlhJ
¼ðuh#rhÞwðuh#rhÞ:
Hence, we get ðI#rhÞahðvÞðI#yðrhÞÞ ¼ v: Then the same argument in the proof of
Lemma 2.8 shows that vARðSLð2;ZÞÞ: Thus w ¼ vðI#vyÞAI#Bðl2ðSLð2;ZÞÞÞ:
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Combining this with the fact that w commutes with JlhJ ¼ uh#rh; we see that w
must belong to LðSLð2;ZÞÞ: &
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