Traditional techniques for implementing
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Coercion Implement at ions
The problem with polymorphism stems from the assumption that vtewmg a polymorphic value as a monomorphic value should have no computational effect. Recent work by Leroy [30] and others [41, 24, 43] has suggested that the instantiation of a polymorphic value should correspond to a run-time coercion from the universal representation to the appropriate specialized representation. At function types, this requires the dual coercion (for the function argument) that converts specialized representations to the universal representation.
For example, when the identity function of type Va.cY~a is instantiated to have type int -+ int, a coercion is generated that takes an integer argument, boxes it, passes it to the identity function, and unboxes the result. This approach allows monomorphic code to use the natural, efficient representations.
Leroy's coercions produce an isomorphic copy of a data structure.
For example, to coerce a tuple, we project the components of the tuple, box/unbox them, and then form a new tuple. Unfortunately, copying coercions are impractical for large data structures since the cost of making the copy often outweighs the benefits of the unboxed representation (as pointed out by Leroy [30, page 184]). More problematically, copying coercions do not work for mutable data structures such as arrays, If we make a copy of the value to box the components then updates to the copy will not be reflected in the original array and vice versa.
Type Passing
An alternative approach to coercions, first suggested by the Napier '88 implementation [37] , is to pass the types that are unknown at compile-time to primitive operations at linktime or even run-time.
Then Kinds classify constructors, and types classify terms. Constructors of kind Q name %mall types" or "monotypes". The monotypes are generated from Int and variables by the
. Figure 2 to the right and adding the appropriate congruences.
The rest of the semantics is standard except for the evaluation of a typerec expression which proceeds as follows:
First, the normal form of the constructor argument is determined. Once the normal form is determined, the appropriate subexpression is selected and applied to any argument constructors.
The resulting function is in turn applied to the '{unrolling" of the typerec at each of the argument constructors. Some simple examples using typerec may be found at the end of this subsection. It is easy to check that zero has type Vt::f2.T'(t), the "empty" type in System F and related systems.
The presence of typerec violates parametricity to achieve a more flexible programming language. To simplify the presentation we usually define terms such as zero and sizeof using recursion equations, rather than as a typerec expression.
The definitions of zero and sizeof are given in this form as follows: 
The translation is extended to map Mini-ML type schemes to APL types as follows:
pdt.+ = Vt::Q.lfJl. 
The term translation is given in Figure 4 as a series of inference rules that parallel the typing rules for Mini-ML. The m kpair operation is defined as follows, using the "unofficial" syntax of the language: A rigorous formulation of the target language extended with n-tuples is tedious, but appears to be straightforward.
Marshaling
Ohori It is easy to check that Tra n is a constructor of kind Q + Q From an abstract perspective, newid maps a function on transmissible representations to a transmissible representation of the function and rpc is its (left) inverse. Operationally, newid takes a function between transmissible values, generates a new, globally unique identifier and tells the name server to associate that identifier with the function on the local machine.
For example, the unique identifier might consist of the machine's name paired with the address of the function.
The rpc operation takes a proxy identifier of a remote function, and a transmissible argument value. The name server is contacted to discover the remote machine where the value actually lives. The argument value is sent to this machine, the function associated with the identifier is applied to the argument, and the result of the function is transmitted back as the result of the operation. The compilation of Ohori and Kato's distribution primitives into this extension of AVL relies critically on a "marshaling" operation M that converts a value to its transmissible representation
and an "unmamhalling" operation U that converts a value from its transmissible representation. The types of these operations can be easily expressed in terms of Tran: M : Vt::
The operations themselves can be defined as follows using the unofficial syntax of typerec:3 That is, no closed value has type void. We can encode a type class definition by using Typerec to map types in the class to themselves and types not in the class to void. In this fashion, Typerec may be used to compute a predicate (or in general an n-ary relation) on types. Definitional equality can be used to determine membership in the class. For example, the class of types that admit equality can be defined using Typerec as follows:
Eq::fl-+fi
Here 
Dynamics
In the presence of intentional polymorphism a predicative form of the type dynamic [2] may be defined to be the existential type 3t::fLT(t). 
