We consider the problem of ÿnding closed analytical formulas for both the linearization and connection coe cients for hypergeometric-type polynomials, directly in terms of the corresponding di erential equations. We illustrate the method by producing explicit formulas for Hermite polynomials.
Introduction
Consider the hypergeometric-type equation, i.e. the second-order di erential equation 
where (x) and (x) are polynomials whose degrees are not greater than 2 and 1, respectively, and is a constant. If we choose
then among the solutions of (1) there are polynomials of degree n, y = y n (x); usually called hypergeometric-type polynomials (or continuous hypergeometric-type polynomials, in contrast with those which appear as solutions of second order linear di erence equations). It is a widely known fact (see, e.g., [11] ) that with an additional assumption of orthogonality on the real axes these polynomials can be reduced to one of the four classical families (Hermite, Laguerre, Jacobi and Bessel).
The hypergeometric-type polynomials appear in the study of a great amount of physical, chemical and mathematical phenomena, and are interesting from both analytical and numerical points of view.
Nowadays an important object of study in relation with these topics is the general linearization problem, that is the expansion of the product of two hypergeometric polynomials, h n (x)q m (x), in terms of an orthogonal hypergeometric set {p n (x)}, h n (x)q m (x) = n+m r=0 c(n; m; r)p r (x):
Recently, particular cases of this problem have been matter of research [5, 9, 14] . For example, when the polynomials h n , q m and p r are solutions of the same di erential equation (1), this is usually called the (standard) linearization [5] or Clebsch-Gordan type problem [12] for hypergeometric polynomials. On the other hand, taking in (3) q m (x) ≡ 1, we are faced with the so-called connection problem, which for h n (x) = x n is known as the inversion problem for the family {p r (x)}. The literature on these topics is extremely vast, and a variety of methods and approaches for computing the coe cients c(n; m; r) in (3) have been devised. Usually, the coe cients are given recurrently or in an algebraic manner by means of terminating hypergeometric functions. But, generally speaking, methods proposed so far are strongly tailored to the speciÿc families of polynomials involved and use several of their characterizing properties: recurrence relations, generating functions, orthogonality weights, etc. (see, e.g., [8, 9, 14] ). The aim of this paper is to set up an alternative approach to solve the general linearization problem (3) for hypergeometric polynomials, that is, to determine the analytic expression for c(n; m; r) directly in terms of the coe cients of the second-order differential equations (1) corresponding to the hypergeometric polynomials p n , q n and h n . In doing so, we extend the method recently proposed by some of the authors [15] to solve the inversion and connection problems for hypergeometric polynomials. Although our approach is suitable for handling the general problem (3) (see [4] ), here for the sake of brevity we concentrate on the conventional linearization and connection problems. The general expressions of the coe cients for these problems are found in Section 2. As an illustration of the method, in Section 3 we use it to compute the well-known coe cients of the linearization formula for Hermite polynomials and the six connection formulas relating Hermite polynomials and the other three classical families of orthogonal polynomials of hypergeometric type (Laguerre, Jacobi, and Bessel). It is worth noting that these formulas enable us to obtain closed expressions for c(n; m; r) in (3) for any combination of the classical polynomial families {h n }, {q m } and {p r }, which are suitable, e.g., for symbolic computation [4] .
General results
We introduce ÿrst some notation. Below P is the class of all polynomials with real coe cients. Given the di erential equation (1), denote by !(x) a ÿxed solution of the so-called Pearson's equation,
that is,
For n ∈ N, 06k6n, deÿne the functions
and the constants
The family of the hypergeometric-type polynomials
which are polynomial solutions of (1) with ≡ n as in (2), satisÿes the following identity [11] :
which for k = 0 reduces to the well-known Rodrigues' formula. Take now another hypergeometric equation (possibly, di erent from (1)),
which generates the corresponding sequence of hypergeometric-type polynomials p r (x) = r x r + · · ·. We keep all the notation introduced above, but adding a tilde when referring to Eq. (10) and the family {p r }. In what follows, we assume additionally existence of two values −∞6a¡b6 + ∞ such that
This assumption leads to orthogonality of p n with respect to the weight function !(x) (see [11] ),
In particular, using the notation introduced above,
In this section we consider the problem of ÿnding the explicit expressions for the coe cients c(n; m; r) in the expansion
c(n; m; r)p r (x); (14) in terms of the two di erential equations (1) and (10) . Our results are summarized in the following theorems:
Proposition 1. Assume that {y n } is a sequence of polynomials (not necessarily orthogonal neither hypergeometric); and deg y n 6n. Then the coe cients c(n; m; r) in the expansion (14) are c(n; m; r)
where j − = max{0; r − m}; j + = min{r; n}.
Proof. Starting from the explicit expression for Fourier coe cients,
we can use (9) to rewrite it as c(n; m; r) = r A r;0
It is easy to verify that for every P ∈ P there exists a Q ∈ P such that
Thus, integrating by parts r times and taking into account the boundary conditions (11), Leibniz's rule allows us to rewrite (16) in the form (15) .
In the particular case when y n (x) = x n and y m (x) = 1, an immediate consequence of Proposition 1 is the following solution for the inversion problem [15] : Corollary 2. The coe cients c(n; r) in the expansion 
where l − = max{0; n − m + r − 2j}.
Proof. Formula (19) is a straightforward consequence of (9) and (15) . Furthermore, using deÿnition (6) we have c(n; m; r) = r n (−1)
Integrating by parts n − j times, the previous equation reads c(n; m; r) = r n (−1) r A r;0 -r j+ j=j− r j A n; j (−1)
Taking advantage of Leibniz's formula together with (9), we obtain c(n; m; r) = r n m (−1) r A r;0 -r j+ j=j− r j (−1) n−j A n; j n−j
Finally, integrating by parts m − n − r + 2j + l times, we can get rid of the derivatives of f m (x), thus obtaining (20).
Notice that when di erential equations (1) and (10) 
where; for the sake of brevity; we have omitted the tilde over all the coe cients in the right-hand side.
Taking in (14) m = 0 and y 0 (x) = 1, Theorem 3 also allows us to obtain the following solution for the connection problem between two families of hypergeometric polynomials [15] :
Corollary 5. The coe cients c(n; m; r) in the expansion y n (x) = n r=0 c(n; r)p r (x) (26)
are given by c(n; r) = n r (−1) r A n; r A r; 0 -r b a F n; r (x) f r (x) dx: (27)
Applications to Hermite polynomials
We shall now apply the previous general results to ÿnd the linearization formula for Hermite polynomials and the connection formulas relating Hermite polynomials and the other three classical families. All the necessary data (see [6] ) are gathered in Table 1 , which we shall use throughout this section without explicit reference to it: Table 1 pn
n n! (n + + ÿ + 1)n 2 n n! (n + + 1)n 2 n -n 2 n n! √ (n + + 1) n! 2 +ÿ+1 (n + + 1) (n + ÿ + 1) (2n + + ÿ + 1)n! (n + + ÿ + 1)
n+ +1 2 +2 n! i (2n + + 1) (n + + 1)
The Pochhammer symbol (z) n in the table is deÿned by
Linearization formula
We shall ÿnd the explicit form of the coe cients c(n; m; r) in the expansion
c(n; m; r)H r (x); (28) using (20). We readily see that the integral in (20) equals √ if l = 0, 2j = n − m + r, and 0 otherwise. Therefore, c(n; m; r) vanishes whenever n − m + r is odd, and the sum over r in (28) can be restricted to the values r = n + m − 2k with k integer. Thus, (28) can be rewritten as
where the upper limit of the summation follows from the deÿnitions of j − and j + (see Proposition 1), taking into account that the only nonvanishing term in the double sum of (20) is that with l = 0, j = n − k. Using (20), a straightforward calculation shows that, in this case,
Substituting into (29), we obtain the well-known linearization formula for Hermite polynomials,
Connection formulas: expansions of Hermite polynomials
Now y n (x) = H n (x); taking into account the generalized Rodrigues formula (9), we readily see that (27) yields c(n; r) = r n r
Therefore, using the explicit expression of the Hermite polynomial H n (x),
where [n=2] denotes the integer part of n=2, we get c(n; r) = r (−1) r A r;0 n! -r 
where the duplication formula for the Gamma function has been used in the last step.
Series of Jacobi polynomials
If p r (x) = P ( ; ÿ) r (x), then f r (x) = (1 − x) r+ (1 + x) r+ÿ , and b a f r (x)x n−r−2m dx = (−1) n−r 2 2r+ +ÿ+1 (r + + 1) (r + ÿ + 1) (2r + + ÿ + 2) × F (−n + r + 2m; r + ÿ + 1; 2r + + ÿ + 2; 2); where in the last step we have used the well-known result (see, e.g., [13, p. 301 
In this case, (33) gives c(n; r) = n r 
Connection formulas: expansions in terms of Hermite polynomials
Now, take p r (x) = H r (x); then using (27) we obtain that c(n; r) = n A n; r 2 r r! √ 
The examples above illustrate our method to solve both the standard linearization and connection problems, which makes use of the coe cients of the second order di erential equations corresponding to the hypergeometric polynomials involved. This approach is complementary to that described in [9, 14] , which supplies the expansion coe cients recursively but needs two or more characterization properties of the involved polynomials. Furthermore, the method described here may be extended in a straightforward way to polynomials with a discrete orthogonality [3] , as well as to q-polynomials [2] .
