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Preface
Ever since the work of Isaac Newton and Gottfried Leibniz in the late 17th century,
diﬀerential equations (DEs) have been an important concept in many branches
of science. Diﬀerential equations arise spontaneously in i.a. physics, engineering,
chemistry, biology, economics and a lot of ﬁelds in between. From the motion of a
pendulum, studied by high-school students, to the wave functions of a quantum sys-
tem, studied by brave scientists: diﬀerential equations are common and unavoidable.
It is therefore no surprise that a large number of mathematicians have studied, and
still study these equations. The better the techniques for solving DEs, the faster
the ﬁelds where they appear, can advance.
Sadly, however, mathematicians have yet to ﬁnd a technique (or a combination
of techniques) that can solve all DEs analytically. Luckily, in the meanwhile, for a
lot of applications, approximate solutions are also suﬃcient. The numerical meth-
ods studied in this work compute such approximations. Instead of providing the
hypothetical scientist with an explicit, continuous recipe for the solution to their
problem, these methods give them an approximation of the solution at a number
of discrete points. Numerical methods of this type have been the topic of research
since the days of Leonhard Euler, and still are. Nowadays, however, the computa-
tions are performed by digital processors, which are well-suited for these methods,
even though many of the ideas predate the modern digital computer by almost a
few centuries. The ever increasing power of even the smallest processor allows us
to devise newer and more elaborate methods.
In this work, we will look at a few well-known numerical methods for the solution
of diﬀerential equations. These methods are combined with a technique called
exponential ﬁtting, which produces exponentially ﬁtted methods: classical methods
with modiﬁed coeﬃcients. The original idea behind this technique is to improve the
performance on problems with oscillatory solutions.
In Chapter 1, we remind the reader of some of the fundamental concepts behind
diﬀerential equations, numerical methods for diﬀerential equations, and exponential
ﬁtting. In the last part of that chapter, Section 1.4.1, we take a look at (multi-
point) Padé approximants and state a few properties of these rational functions, for
reference in Chapter 5.
In Chapter 2, we look at Numerov's method and exponentially ﬁtted variants
with single-parameter ﬁtting spaces. The free parameter in the methods is used to
annihilate the leading error term of the method. For higher-order ﬁtted Numerov
methods, we suggest a strategy to choose between the possible parameter values.
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Numerical tests show that this approach works and that for scalar problems, an
order of accuracy can be gained.
In the next chapter, Chapter 3, we consider methods suitable for fourth-order
diﬀerential equations. We start from a classical method by Usmani and derive a
number of exponentially ﬁtted variants. We also pay attention to error analysis and
convergence. After providing a new formulation to mitigate the ill-conditioning of
the linear system to be solved, we consider the same parameter selection strategy
as in Chapter 2. Numerical experiments show that this approach also works for this
family of methods: for scalar problems, an order of accuracy can be gained.
The topic of Chapter 4 is deferred correction. After an extensive journey along
several types of trees, we try to use the two parameters in an exponentially ﬁtted
deferred correction scheme to annihilate the leading error term of diﬀerential systems
with two components. Although the approach does attain this goal, the accuracy
often does not improve. An alternative and more eﬀective approach is suggested,
and it is shown that it is also applicable to systems of equations.
In the ﬁnal chapter, Chapter 5, we take an extensive look at the stability func-
tions of Runge-Kutta methods (Section 5.1) and Obreshkoﬀ methods (Section 5.2).
We formulate and prove properties of the stability functions of exponentially ﬁtted
methods from both families. For the EFRK methods, we make a quick detour
along some properties that are related to a subset of the classical order conditions.
We also look at techniques to visualise the stability properties of (EF)RK meth-
ods. In the second part of that chapter, we show how one can construct (P-stable)
multi-parameter exponentially ﬁtted Obreshkoﬀ methods based on multi-point Padé
approximants.
At several points in this work, we refer to Maple ﬁles. These ﬁles have been
attached to the PDF-version and can be saved to disk by clicking the icon. The
readers of the paper version of this work can obtain these ﬁles from
http://natox.be/phdthesis/. Some of the Maple ﬁles use external .m ﬁles.
These are libraries that can be generated with the corresponding .mw ﬁles.
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Samenvatting
Sinds het werk van Isaac Newton en Gottfried Leibniz in de late 17e eeuw zijn
diﬀerentiaalvergelijkingen een belangrijk concept in vele takken van de wetenschap.
Diﬀerentiaalvergelijkingen verschijnen spontaan bij het beoefenen van o.a. fysica,
techniek, chemie, biologie, economie en een groot aantal tussendisciplines. Gaande
van hoe een ideale slinger beweegt, onderwezen aan scholieren in het secundair
onderwijs, tot de golﬀuncties uit de kwantummechanica, bestudeerd door dappere
wetenschappers: diﬀerentiaalvergelijkingen komen veel voor en zijn onvermijdelijk.
Het is dan ook niet verwonderlijk dat wiskundigen deze vergelijkingen in groten
getale bestudeerd hebben en dat nog steeds doen. Hoe beter de technieken waarmee
we diﬀerentiaalvergelijkingen kunnen oplossen, hoe sneller de wetenschappers die er
mee geconfronteerd worden resultaten kunnen boeken.
Spijtig genoeg is de wiskunde er nog niet in geslaagd om een techniek (of een
combinatie van technieken) te vinden waarmee we alle diﬀerentiaalvergelijkingen
analytisch kunnen oplossen. Gelukkig volstaat het voor veel toepassingen voorlopig
ook om met een benadering van de oplossing te werken. De numerieke methoden
die we in dit werk bestuderen, kunnen gebruikt worden om dergelijke benaderingen
te berekenen. In plaats van de denkbeeldige wetenschapper een expliciet, continu
recept te geven voor de oplossing van het probleem, geven we hem of haar een
benadering van de oplossing in een aantal discrete punten. Numerieke methoden
van dit type worden al bestudeerd sinds de tijd van Leonhard Euler, en de dag
van vandaag gebeurt dat nog altijd. Tegenwoordig worden de berekeningen wel
uitgevoerd door digitale processoren, die daar trouwens erg goed voor geschikt zijn.
Dit ondanks het feit dat veel van de ideeën achter die numerieke methoden bijna een
paar eeuwen ouder zijn dan de moderne digitale computer. De alsmaar groeiende
kracht van zelfs de kleinste processoren staat ons toe nieuwere en meer geavanceerde
methoden te ontwikkelen.
In dit werk beschouwen we een aantal bekende numerieke methoden voor het
oplossen van diﬀerentiaalvergelijkingen. Deze methoden worden gecombineerd met
een techniek die exponential ﬁtting genoemd wordt en exponentieel geﬁtte metho-
den produceert: klassieke methoden met aangepaste coëﬃciënten. Het oorspron-
kelijke idee achter deze techniek is het bekomen van methoden die beter geschikt
zijn voor problemen waarvan de oplossingen oscilleren.
In Hoofdstuk 1 frissen we het geheugen van de lezer op door een paar van de
basisconcepten achter diﬀerentiaalvergelijkingen, numerieke methoden voor diﬀe-
rentiaalvergelijkingen en exponential ﬁtting te herhalen. In het laatste deel van dat
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hoofdstuk, Sectie 1.4.1, staan we even stil bij (meerpunt-)Padé-benaderingen. We
formuleren en bewijzen er ook een aantal eigenschappen van deze rationale functies.
In Hoofdstuk 5 doen we beroep op die eigenschappen.
In Hoofdstuk 2 beschouwen we Numerovs methode en bijhorende exponentieel
geﬁtte varianten met ﬁtting spaces waarin één enkele parameter zit. Die parameter
zal gebruikt worden om de leidende foutterm nul te maken. Voor de hogere-orde
exponentieel geﬁtte Numerov-methoden suggereren we een strategie om te kiezen
tussen de verschillende mogelijke parameterwaarden. Numerieke testen tonen aan
dat deze aanpak werkt: voor scalaire diﬀerentiaalvergelijkingen kan een orde van
nauwkeurigheid gewonnen worden.
Het volgende hoofdstuk, Hoofdstuk 3, gaat over methoden die geschikt zijn
voor vierde-orde diﬀerentiaalvergelijkingen. We starten van een klassieke methode
van Usmani en leiden een aantal exponentieel geﬁtte methoden af. We besteden
ook aandacht aan foutenanalyse en convergentie. Na het geven van een alterna-
tieve formulering die beter geconditioneerde lineaire stelsels oplevert, evalueren we
dezelfde strategie uit het vorige hoofdstuk om parameterwaarden te kiezen. Nu-
merieke experimenten tonen aan dat deze aanpak ook werkt voor deze familie van
methoden: voor scalaire problemen kan terug een orde van nauwkeurigheid winst
gemaakt worden.
Het onderwerp van Hoofdstuk 4 is deferred correction. Na een uitgebreide tocht
langs verschillende soorten bomen, proberen we gebruik te maken van de twee
parameters in een exponentieel geﬁtte deferred correction methode om de leidende
foutterm nul te maken bij het oplossen van een stelsel van twee vergelijkingen.
We slagen daar weliswaar wel in, maar uiteindelijk blijkt de nauwkeurigheid niet te
vergroten. We geven een alternatieve en meer eﬀectieve aanpak die ook toepasbaar
is op stelsels van vergelijkingen.
In het laatste hoofdstuk, Hoofdstuk 5, staan we uitgebreid stil bij de stabiliteits-
functies van Runge-Kutta methoden (Sectie 5.1) en Obreshkoﬀ methoden (Sec-
tie 5.2). We formuleren en bewijzen eigenschappen van de stabiliteitsfuncties van
exponentieel geﬁtte methoden van beide families. In het deel over Runge-Kutta
methoden maken we een kleine omweg langs eigenschappen die te maken hebben
met een deelverzameling van de klassieke ordevoorwaarden. We bekijken ook al-
ternatieve technieken om de stabiliteitseigenschappen van (EF)RK methoden te
visualiseren. In het tweede deel van dit hoofdstuk tonen we aan hoe (P-stabiele)
meer-parameter exponentieel geﬁtte Obreshkoﬀ methoden geconstrueerd worden op
basis van meerpunt-Padé-benaderingen.
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Preliminaries
1.1 Diﬀerential equations
A q-th order diﬀerential equation is an equation that speciﬁes the relation between
an unknown function y and its derivatives y′, y′′, . . . , y(q). An ordinary diﬀerential
equation (ODE) is a diﬀerential equation in which y depends on a single indepen-
dent variable, e.g. t. In its most general form, a q-th order ODE is given by
F
(
t, y, y′, y′′, . . . , y(q)
)
= 0,
although, in this work, we will only consider explicit ODEs, i.e problems that can
be written as
y(q) = f
(
t, y, y′, y′′, . . . , y(q−1)
)
.
If the f function of an ODE does not depend on t (other than through y), then
the problem is said to be an autonomous ODE . If f is a linear combination of its
arguments, then the problem is said to be a linear problem.
A q-th order ODE that is accompanied by q conditions on y, y′, . . . , y(q−1) at
an initial point t = a, is called an initial value problem (IVP). If there are also
conditions to impose on an endpoint t = b, then it is said to be a boundary value
problem (BVP) over the interval [a, b].
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Example 1.1 (Harmonic oscillator). The motion of an undamped pendulum
is described by the second-order ODE
y′′(t) = −µ2y(t). (1.1)
The techniques for solving ODEs analytically tell us that the general so-
lution to (1.1) can be written as
y(t) = A sin(µt + φ),
which tells us that a pendulum swings in a periodic fashion with a ﬁxed fre-
quency µ/(2pi) . The amplitude A and the phase φ, however, are unspeciﬁed.
If we release a pendulum characterised by µ = 1 at t = 0 with a displace-
ment of 2, then we impose the initial conditions y(0) = 2 and y′(0) = 0 on
(1.1). The only solution to this IVP is given by
y(t) = 2 sin
(
t +
1
2
pi
)
.
Suppose that we want to ﬁnd out at which velocity we should push the
pendulum oﬀ from standstill at t = 0, such that it will have a displacement
of 1 at t = 10. To ﬁnd the answer, we have to consider (1.1) with boundary
values y(0) = 0 and y(10) = 1. The solution to this BVP is given by
y(t) =
1
sin(10)
sin(t), (1.2)
from which we can ﬁnd the required initial velocity.
In Chapter 2 and Section 5.2, we will explicitly consider second-order BVPs of
the form
y′′ = f (t, y), y(a) = α, y(b) = β,
while in Chapter 3, we will focus our attention on the speciﬁc class of linear BVPs
of the form
y(4) + f (t)y = g(t),
y(a) = A1, y′′(a) = A2, y(b) = B1, y′′(b) = B2.
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1.2 Numerical methods for diﬀerential equations
In this work, we will solve ordinary diﬀerential equations numerically. Instead of
pursuing a closed-form expression for y(t) such as (1.2), we will try to ﬁnd a discrete-
time solution y0, y1, y2, . . . that approximates y(t) at t0, t1, t2, . . .. To accomplish
this, we will make use of some well-known numerical methods, in combination
with the technique of exponential ﬁtting. In this section, we provide a minimal
introduction to these concepts.
1.2.1 Euler's method
The Euler method can easily be regarded as the most elementary method for solving
ﬁrst-order diﬀerential equations. It can be derived from the Taylor expansion of the
exact solution
y(t0 + h) = y(t0) + hy′(t0) +
h2
2
y′′(t0) + . . . , (1.3)
by truncating it after the linear term and replacing y′(t0) by f (t0, y(t0)) as per the
diﬀerential equation. We get
y(t0 + h) ≈ y1 = y(t0) + h f (t0, y(t0)),
which tells us how, if we know the solution at t0, we can ﬁnd an approximate
solution y1 at t0 + h. This procedure can be repeated to produce y2, y3, . . . , based
on y1, y2, . . . , respectively. Euler's method is then given by
yk+1 = yk + h f (tk , yk), y0 = y(t0). (1.4)
Since we have truncated (1.3) after the linear term, the error that Euler's method
makes after one application is O(h2). During the subsequent steps, the errors
accumulate and lead to a global error of O(h). The Euler method is called a
ﬁrst-order method or, equivalently, is said to be of order 1.
Figure 1.1 shows how the Euler method works on the linear IVP
y′ = f (y) = −2y, y(0) = 1, (1.5)
with a step-size of h = 1/4. The process starts from the ﬁrst point y0 = y(0) = 1, in
which the derivative of y(t) is determined. We obtain y′(0) = f (y0) = f0 ( ). The
next point y1 at t1 = h is then given by y0 plus h f0 ( ). Although the procedure
can be repeated ad inﬁnitum, we only show three applications. We notice that
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y(t)
h
h f0
y0
f0
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0.8
1
1.2
t
Figure 1.1: Schematic representation of how the Euler method works on (1.5).
y1, y2 and y3 do not lie on the black curve that represents the exact solution.
These points instead each lie on one of the grey lines, which are neighbouring
solutions, i.e. solutions to (1.5) with other initial conditions. Luckily, for this simple
problem, the grey lines behave similarly to the black line. The discrete-time solution
{y0, y1, y2, y3} that we obtain, resembles the exact solution.
The methods that we will look into in the next sections, can be regarded as
extensions of the Euler method. The family of linear multistep method uses infor-
mation from surrounding points yn−1, yn−2, . . . , yn+1, yn+2, . . . to achieve a higher
order of accuracy. The family of Runge-Kutta methods, on the other hand, ac-
complishes this by working with several stages and information from neighbouring
solutions.
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1.2.2 Linear multistep methods
A general linear k-step method for the numerical solution of q-th order diﬀerential
equations of the form
y(q)(t) = f (t, y(t))
is given by
k
∑
i=0
αiyn+i = hq
k
∑
i=0
βi fn+i , (1.6)
in which fn+i := f (tn+i , yn+i), i = 0, . . . , k and where the coeﬃcients
α0, . . . , αk , β0, . . . , βk
are chosen such that the method satisﬁes certain requirements.
Perhaps the most well-known methods of this type are the AdamsBashforth and
the AdamsMoulton methods [32, Section III.1], suitable for ﬁrst-order diﬀerential
equations. Both families can be derived from
y(tn+1) = y(tn) +
∫ tn+1
tn
f (t, y(t))dt
by replacing f with an interpolant. For a k-step AdamsBashforth method, for
example, the points {(tn−k+1, fn−k+1), . . . , (tn−1, fn−1), (tn, fn)} are interpolated.
The linear multistep method that we obtain has the form
yn+1 − yn = h
k−1
∑
i=0
γi fn−i ,
with
γj = (−1)i
∫ 1
0
(−s
i
)
ds, i = 0, . . . , k− 1.
A k-step AdamsBashforth method has order k: the local error (i.e. after one step)
is O
(
hk+1
)
; the global error (i.e. after many steps) is O
(
hk
)
.
Remark that, for k = 1, we get γ0 = 1 and
yn+1 − yn = h fn,
which is nothing other than Euler's method.
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For AdamsMoulton methods, on the other hand, the interpolant also passes
through the point (tn+1, fn+1), giving rise to implicit k-step methods of order k + 1.
The most famous AdamsMoulton methods are the implicit (or backward) Euler
method (order 1) and the trapezoidal rule (order 2), given by
yn+1 = yn + h fn+1 (1.7)
and
yn+1 = yn +
h
2
[ fn + fn+1] , (1.8)
respectively. The latter method is called a symmetric method, as it is invariant
under reﬂection, the operation of replacing h by −h and yn+1 by yn−1. To put it
diﬀerently, the coeﬃcients are symmetric across the middle point tn+ 12
.
In Chapter 2 and Chapter 3, we shall consider symmetric linear multistep meth-
ods for second and fourth order BVPs, respectively.
1.2.2.1 Higher-order linear multistep methods
Methods of this type are extensions of linear multistep methods that also use deriva-
tives of f . The higher-order analogue of (1.6) is given by
k
∑
i=0
αjyn+i =
m
∑
j=1
hqj
k
∑
i=0
βijy
(qj)
n+i , (1.9)
with y(qj)n+i = f
(qj−q)(tn+i , yn+i), i = 0, . . . , k.
In Section 5.2, we will take a closer look at some Obreshkoﬀ methods, which are
higher-order linear two-step methods. More speciﬁcally, we will consider a subset
of implicit, symmetric methods of the form
yn+1 − 2αyn + yn−1 =
m
∑
j=1
h2j
[
β j0y
(2j)
n+1 + 2β j1y
(2j)
n + β j0y
(2j)
n−1
]
. (1.10)
It is known (e.g. [21, Theorem 1]) that an Obreshkoﬀ method is at most of order
4m. It is however possible to make a trade-oﬀ between accuracy and e.g. improved
stability properties [2, 21,22,69].
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Method 1.1 (Numerov's method).
The linear multistep method commonly known as Numerov's method [45,46],
is an Obreshkoﬀ method with m = 1. The method is given by
yn+1 − 2yn + yn−1 = h
2
12
[ fn+1 + 10 fn + fn−1] . (1.11)
This is a symmetric 2-step method of order 4.
1.2.3 Runge-Kutta methods
A Runge-Kutta (RK) method with s stages is written down in the form
yn+1 = yn + h
s
∑
i=1
biki
ki = f
(
tn + cih, yn + h
s
∑
j=1
aijk j
)
, i = 1, . . . , s.
(1.12)
Sometimes, however, the following notation is more convenient:
yn+1 = yn + h
s
∑
i=1
bi f (tn + cih,Yi)
Yi = yn + h
s
∑
j=1
aij f
(
tn + cjh,Yj
)
, i = 1, . . . , s,
(1.13a)
(1.13b)
in which the ﬁnal stage (1.13a) and the internal stages (1.13b) are very similar.
A common shorthand representation of a Runge-Kutta method is known as a
Butcher tableau. The coeﬃcients on which the method is built, are arranged in a
table as follows:
c1 a11 a12 . . . a1s
c2 a21 a22 . . . a2s
...
...
...
. . .
...
cs as1 as2 . . . ass
b1 b2 . . . bs
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Figure 1.2: Schematic representation of how the RK4 method works.
or, in short form with matrix A and vectors b, c:
c A
bT (1.14)
Example 1.2 (RK4). The Runge-Kutta method that is probably most widely
known, is RK4, an explicit, 4-stage, fourth order method. The Butcher
tableau of RK4 is given by
0
1
2
1
2
1
2
0
1
2
1 0 0 1
1
6
1
3
1
3
1
6
.
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The coeﬃcients above the main diagonal of A are all zero. The method is said
to be an explicit method because yn+1 can be written down in terms of A, b, c
and yn in an explicit form.
Figure 1.2 shows how the RK4 method works on the linear IVP (1.5).
The ﬁrst stage is basically Euler's method: the derivative of y(t) at t = 0
is determined as y′(0) = f (y0) = k1 ( ). Adding a21hk1 to the starting
point yields Y2 = y0 + 12hk1 ( ). This point does not lie on the black curve,
i.e. the exact solution, but on the curve of a neighbouring solution, drawn in
gray. The derivative of that solution in Y2 is given by f (Y2) = k2. Based on
that slope, Y3 is found as y0 + 12hk2. Following the same procedure a last
time, leads us to Y4 = y0 + hk3, where the slope of the gray curve is given by
k4. Finally, to ﬁnd out in which direction we should look for y1, the weighted
sum ke = 16 (k1 + 2k2 + 2k3 + k4) is made ( ). The successor of y0 is given
by y1 = y0 + hke ( ).
A few Runge-Kutta methods For easy reference in Chapter 4 and Chapter 5,
we here state the basic properties of a few Runge-Kutta methods.
Method 1.2 (Trapezoidal rule).
The linear one-step method (1.8) is also a 2-stage RK method, given by the
tableau
0 0 0
1
1
2
1
2
1
2
1
2
This is a method of order 2.
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Method 1.3 (2-stage Radau IA method).
0 0 0
2
3
1
3
1
3
1
4
3
4
This is a method of order 3.
Method 1.4 (2-stage Gauss-Legendre method).
1
2
− 1
6
√
3
1
4
1
4
− 1
6
√
3
1
2
+
1
6
√
3
1
4
+
1
6
√
3
1
4
1
2
1
2
This is a method of order 4.
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Method 1.5 (3-stage Lobatto IIIA method).
0 0 0 0
1
2
5
24
1
3
−1
24
1
1
6
2
3
1
6
1
6
2
3
1
6
This is a method of order 4.
1.2.3.1 Modiﬁed Runge-Kutta methods
In Chapter 5, we will consider a broader class of methods, closely related to the
family of the sometimes called modiﬁed Runge-Kutta methods [57,74]. To all stages
of (1.12), both internal and ﬁnal, an additional coeﬃcient is added:
yn+1 = γyn + h
s
∑
i=1
biki
ki = f
(
tn + cih, γiyn + h
s
∑
j=1
aijk j
)
, i = 1, . . . , s.
(1.15a)
(1.15b)
The associated Butcher tableau now has the following form
c1 γ1 a11 a12 . . . a1s
c2 γ2 a21 a22 . . . a2s
...
...
...
...
. . .
...
cs γs as1 as2 . . . ass
γ b1 b2 . . . bs ,
or, again in short form, with Γ := (γ1, . . . , γs)
T,
c Γ A
γ bT .
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1.2.3.2 Partitioned Runge-Kutta methods
In Chapter 4, we will brieﬂy consider partitioned Runge-Kutta methods for a very
speciﬁc class of bipartite problems. In general, if for some reason the diﬀerential
system at hand can or must be split into two partsy
y
′ =
 f (y , y )
f (y , y )
 , (1.16)
then a similarly partitioned Runge-Kutta method can oﬀer a specialised approach
to each part. The general bipartite Runge-Kutta method is given by
y n+1 = y n + h
s
∑
i=1
bˆili
li = f
(
y n + h
s
∑
j=1
aˆijlj, y n + h
s
∑
j=1
aijk j
)
, i = 1, . . . , s
y n+1 = y n + h
s
∑
i=1
biki
ki = f
(
y n + h
s
∑
j=1
aˆijlj, y n + h
s
∑
j=1
aijk j
)
, i = 1, . . . , s.
(1.17)
The coeﬃcients (Aˆ, bˆ, cˆ) and (A, b, c) each describe a complete Runge-Kutta method.
The earliest schemes of this type [31,35] use an explicit and an implicit method for
the non-stiﬀ and the stiﬀ part of the problem, respectively. The extension of this
approach to more than two parts is straightforward.
1.3 Exponential ﬁtting
The basic idea behind exponential ﬁtting (EF) is to derive numerical methods
that are better suited for oscillatory problems. These exponentially ﬁtted methods
are always based on non-ﬁtted counterparts. To make a clear distinction between
e.g. an exponentially ﬁtted Trapezoidal rule and the Trapezoidal rule, we will refer
to the latter as the classical Trapezoidal rule. Remark that exponential ﬁtting is
also applicable to i.a. numerical diﬀerentiation, integration and interpolation. In
this work, however, we only consider the numerical solution of ordinary diﬀerential
24
1.3. Exponential ﬁtting
equations. For the other applications, we refer the reader to the extensive overview
in [41].
A classical method performs best when the solution is a polynomial or can aptly
be represented as one locally. A k-step AdamsBashforth method can even ﬁnd a
polynomial solution of degree k without errors. In exponential ﬁtting terminology,
it is said that the method has a ﬁtting space
FS =
{
1, t, . . . , tk
}
.
If the solution to the problem at hand is a linear combination of these monomials,
then the method can solve the problem up to machine accuracy. The solution is
said to fall within the ﬁtting space of the method.
To obtain an exponentially ﬁtted variant of a method, a few of the highest-order
monomials are replaced by exponentials. The most general ﬁtting space is of the
form {
1, t, . . . , tK , eω0t, eω1t, . . . , eωPt
}
. (1.18)
Any solution that is a linear combination of these functions, can be found up to
machine accuracy by a method with said ﬁtting space. Such a method has coeﬃ-
cients that depend on the parameters ω0, . . . ,ωP multiplied by the step-size h. If
all the parameter values tend to zero, then the classical counterpart appears. For
complicated ﬁtting spaces, the coeﬃcients sometimes become numerically unstable
for small values of |ωhi|. One should then resort to MacLaurin expansions instead.
Example 1.3. The classical Euler method, given by (1.4), has FS =
{
1, t
}
.
The exponentially ﬁtted Euler with FS =
{
1, eωt
}
is given by
yn+1 = yn + h
eωh − 1
ωh
f (tn, yn)
with ωh := hω. We see that indeed limω→0
eωh − 1
ωh
= 1.
Usually, however, the parameters are chosen symmetrically across the origin{
1, t, . . . , tK , e±ω0t, e±ω1t, . . . , e±ωPt
}
,
because the ﬁtting space can then be written as{
1, t, . . . , tK , cosh(ω0t), sinh(ω0t), . . . , cosh(ωPt), sinh(ωPt)
}
.
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Example 1.4. The exponentially ﬁtted Euler method with FS =
{
e±ωt
}
is
given by
yn+1 = ayn + hb f (tn, yn),
with
a = cosh(ωh) = 1 +
1
2
ω2h +
1
24
ω4h +O
(
ω6h
)
b =
sinh(ωh)
ωh
= 1 +
1
6
ω2h +
1
120
ω4h +O
(
ω6h
)
.
The coeﬃcients clearly indicate that the method is ﬁtted for exponential prob-
lems with frequency ω. If ω is purely imaginary, then the method is ﬁtted for
trigonometric problems. We again see that, if ω → 0, we obtain the classical
Euler method (1.4). We also see that there are only even powers of ωh in the
series expansions of the coeﬃcients. This is due to the symmetry in the ﬁtting
space.
In principle, the parameters ω0, . . . ,ωP can all be given diﬀerent values. It can
however be interesting to specify a relation between the diﬀerent parameters. The
approach that we will consider in most of this work, is ω0 = ω1 = . . . = ωP, a
choice that leads to a ﬁtting space of the form{
1, t, . . . , tK , e±ωt, te±ωt, . . . , tPe±ωt
}
. (1.19)
This is the approach taken by Ixaru et al., cf. i.a. [40], Vanden Berge et al., cf. i.a.
[24,41,75,76,78] and Simos et al., cf. i.a. [5254]. A diﬀerent strategy is to consider
ﬁtting spaces of the form{
1, t, . . . , tK , e±ωt, e±2ωt, . . . , e±Pωt
}
,
a choice made by Calvo et al., cf. i.a. [911] and Paternoster [47].
Regardless of the form of the ﬁtting space, it is usually imposed that the pa-
rameter value(s) are either real or imaginary. In this work, however, we show that
also complex values can be considered. In the ﬁrst chapters, we look at symmet-
ric single-parameter, higher-order exponential ﬁtting, i.e. ﬁtting space of the form
(1.19). In Chapter 5, on the other hand, we will consider general multi-parameter
exponential ﬁtting, i.e. ﬁtting spaces of the form (1.18).
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1.3.1 Six-step procedure
In [39, 41], the authors provide a six-step procedure (the six-step ﬂow chart) that
one can follow to construct exponentially ﬁtted methods with a ﬁtting space of the
form (1.19). Since we will follow this procedure in Chapter 2 and Chapter 3, we
here review it brieﬂy. Remark that, in the last step, we use a diﬀerent approach,
based on the work of Coleman and Ixaru [23].
Step I: We write down the linear diﬀerence operator L[h, a] related to the scheme
under consideration. Vector a is deﬁned as the list of coeﬃcients for which we
need to ﬁnd expressions.
Example 1.5. Suppose we want to construct an exponentially ﬁtted, im-
plicit, one-step method to solve the general problem y′ = f (t, y)a. The
corresponding linear diﬀerence operator L[h, a] is then given by
L[h, a]y(t) = y(t + h)− a0y(t)− h
[
b0y′(t) + b1y′(t + h)
]
and a := (a0, b0, b1).
a
Step II: We determine the maximum value of M such that the algebraic system
{L∗m(a) = 0|m = 0, . . . ,M− 1}
with
L∗m(a) := h−mL[h, a]tm|t=0
can be solved. In case of a symmetric scheme, one ﬁnds that
L∗2k+1(a) = 0
for any integer value of k.
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Example 1.6. For the scheme considered in Example 1.5, we obtain
L∗0(a) = 1− a0 (1.20)
L∗1(a) = 1− b0 − b1 (1.21)
L∗2(a) = 1− 2b1 (1.22)
L∗3(a) = 1− 3b1
The fourth condition is clearly incompatible with the third, so we obtain
M = 3.
Step III: To construct exponentially ﬁtted methods, we start from
E∗0(±ωh, a) := exp(∓ωt)L[h, a] exp(±ωt)
where ωh := hω and we build
G+(Ωh, a) :=
1
2
[E∗0(ωh, a) + E∗0(−ωh, a)]
and
G−(Ωh, a) :=
1
2ωh
[E∗0(ωh, a)− E∗0(−ωh, a)]
with Ωh := ω2h. In case of a symmetric scheme, one ﬁnds that G
−(Ωh, a) ≡ 0.
Later, in step V, we will also consider the derivatives G±(m)(Ωh, a) with respect
to Ωh. For this purpose, it is helpful to express G±(Ωh, a) in terms of
η−1(z) =
{
cos(|z| 12 ) z < 0
cosh(z
1
2 ) z ≥ 0
and
η0(z) =

|z|− 12 sin(|z| 12 ) z < 0
0 z = 0
z− 12 sinh(z 12 ) z ≥ 0.
These functions, which allow us to treat both the trigonometric case and the
exponential case at the same time, possess interesting properties. If we also
deﬁne
ηn(z) :=
1
z
[ηn−2(z)− (2n− 1)ηn−1(z)] , n = 1, 2, . . . ,
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then diﬀerentiation gives
η′n(z) =
1
2
ηn+1(z), n = 1, 2, . . . ,
which makes G+(m)(Ωh, a) easier to compute.
Example 1.7. For the scheme considered in Example 1.5, we ﬁnd that
G+(Ωh, a) = η−1(Ωh)− b1η0(Ωh)Ωh − a0 (1.23)
G−(Ωh, a) = η0(Ωh)− b1η−1(Ωh)− b0 (1.24)
Step IV: We choose a reference set of M functions:{
1, t, . . . , tK , e±ωt, te±ωt, . . . , tPe±ωt
}
with K + 2P = M− 3. The reference set can be characterised by the couple
(K, P). The set in which there is no classical (i.e. polynomial) component is
identiﬁed by K = −1, while the set in which there is no exponential component
is identiﬁed by P = −1.
Step V: Solve the algebraic system{
L∗k (a) = 0, k = 0, . . . ,K
G±(p)(Ωh, a) = 0, p = 0, . . . , P
for a. The expressions that we obtain, are the coeﬃcients of our exponentially
ﬁtted method. As P increases, more coeﬃcients depend on the parameter ω
or, more speciﬁcally, on Ωh. It is known that, in the neighbourhood of zero,
numerical instabilities may arise. The use of truncated Taylor series is advised
in that region.
Example 1.8. For the scheme considered in Example 1.5, for which M =
3, we have only two choices:
- (K, P) = (2,−1)
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By solving the system given by (1.20)(1.22), we obtain
a0 = 1, b0 =
1
2
, b1 =
1
2
as coeﬃcients for our classical method.
- (K, P) = (0, 0)
For this case, we have to solve the system given by (1.20), (1.23) and
(1.24). We ﬁnd
a0 = 1
b0 = b1 =
η−1(Ωh)− 1
η0(Ωh)Ωh
=
1
2
− 1
24
Ωh +
1
240
Ω2h −
17
40320
Ω3h +O
(
Ω4h
)
.
Since M is odd and the fact that we only consider symmetric exponential
ﬁtting, it is not possible to construct a fully exponentially ﬁtted method.
Step VI: To investigate the error expression, we follow the approach of Coleman and
Ixaru [23], who adapted a theory developed by Ghizzetti and Ossicini [29] to
the EF framework. The theory considers formulae of the form
∫ b
a
g(x) f (x) dx =
n
∑
i=1
m−1
∑
k=0
Aki f (k)(xi) + E[ f ]
where E[ f ] = 0 when f is a solution of a linear diﬀerential equation L[ f ] = 0 of
order m, related to the method at hand. For the methods that we will consider,
L := DK+1(D2 −ω2)P+1.
The error E[y] is then given by
E[y] =
∫ b
a
Φ(x)L[y](x) dx =
n
∑
i=0
∫ xi+1
xi
φi(x)L[y](x) dx,
in which the diﬀerent φi can, for a given formula [23, Section 2.1], be computed
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recursively with
φi+1(x) = φi(x) +
m−1
∑
k=0
Ak,i+1
[
∂k
∂tk
K(t, x)
]
t=xi+1
once φ0(x) and K(t, x) are known. The latter is the resolvent kernel corre-
sponding to operator L i.e., the solution to L[u](x) = 0 that satisﬁes[
∂k
∂xk
K(x, z)
]
x=z
= δk,m−1, k = 0, . . . ,m− 1.
If y ∈ Cm(a, b) and if the kernel Φ(x) is of constant sign in (a, b), then the
second mean-value theorem for integrals gives
E[y] = L[y](ζ)
∫ b
a
Φ(x) dx, (1.25)
for some ζ ∈ (a, b). If Φ does not have a constant sign, we can rewrite
Φ(x) = Φ+(x) +Φ−(x)
where Φ±(x) = ±max(0,±Φ(x)), such that, if y ∈ Cm(a, b), the second
mean-value theorem for integrals gives
E[y] = L[y](ζ+)
∫ b
a
Φ+(x) dx + L[y](ζ−)
∫ b
a
Φ−(x) dx
for some couple ζ+, ζ− ∈ (a, b)2.
Example 1.9. The scheme considered in Example 1.5 falls within this
framework if we take
g(x) ≡ 0, m = 3, n = 2, φ0(x) ≡ 0
A01 = a0, A02 = −1, A11 = hb0, A12 = hb1
x0 = x1 = 0, x2 = x3 = h
and A = 0 elsewhere.
For the case (K, P) = (0, 0)a, we have
L := D(D2 −ω2),
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from which we ﬁnd the resolvent kernel to be
K(x, t) =
1
2ω2
[
eω(t−x) + e−ω(t−x) − 2
]
.
Since we must only consider one time interval, we quickly ﬁnd
Φ(x) = φ1(x) = a0K(0, x) + hb0
[
∂
∂t
K(t, x)
]
t=0
= th2
[
(η−1(Ωh)2 − η−1(Ωh))η0
(
Ωht2
)
Ωhη0(Ωh)
− η0(Ωh)η−1
(
Ωht2
)]
+ h2
η−1
(
Ωht2
)− 1
Ωh
,
in which x = th. This expression appears to be of constant sign across
t = [0, 1] for all real Ωh, so we can simply write
E[y] = L[y]
∫ h
0
Φ(x) dx
=
[
y(3)(ζ)−ω2y′(ζ)
]
h3
2η−1(Ωh)−Ωhη0(Ωh)− 2
Ω2hη0(Ωh)
=
[
y(3)(ζ)−ω2y′(ζ)
]
h3
[
− 1
12
+
1
120
Ωh − 1720160Ω
2
h +O
(
Ω3h
)]
.
a
1.4 (Multi-point) Padé approximants
In Chapter 5, we will refer to two interesting classes of rational functions: the
families of the Padé approximants and the multi-point Padé approximants. Here,
we ﬁrst remind the reader of the former and then continue to the latter, which turns
out to be useful in the context of exponential ﬁtting.
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Figure 1.3: A comparison between tan(x) and the Padé approximant of degree [1, 2].
1.4.1 Padé approximants
Deﬁnition 1.10 (Padé approximant). The Padé approximant
Pm,n[ f ](x) =
∑mj=0 ajx
j
1 +∑nk=1 bkxk
(1.26)
of degree [m, n] of a function f is the rational function that agrees with f up
to the highest possible order in the neighbourhood of x = 0.
If the approximation exists, then
Pm,n[ f ](x)− f (x) = O
(
xm+n+1
)
,
or, in other words, if we abbreviate Pm,n[ f ](x) as P(x)
P(0) = f (0)
P′(0) = f ′(0)
...
P(m+n)(0) = f (m+n)(0).
(1.27)
In the case n = 0, the Padé approximants of a function f are equal to the
truncated MacLaurin series of f . In general, however, there is also a denominator,
which allows better approximations of functions with poles.
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Figure 1.4: Sparsity pattern of a typical (Q|r) arising while constructing P10,4[ f ](x).
Example 1.11. Figure 1.3 shows the rational approximation of tan(x) of de-
gree [1, 2]a
P1,2[tan](x) =
x
1− 1
3
x2
. (1.28)
The behaviour of the tangent function around the two vertical asymptotes at
±pi2 is mimicked by the Padé approximant. The two roots of the denominator
of (1.28) are x = ±√3 ≈ ±1.732, a crude approximation of ±pi2 .
a
Construction We can construct (1.26) by imposing conditions on a rational func-
tion P(x) := N(x)D(x) of degree [m, n] with undetermined coeﬃcients. The collection
of properties (1.27) is equivalent to
N(0)− D(0) f (0) = 0
N′(0)− [D(0) f ′(0) +D′(0) f (0)] = 0
...
N(m+n)(0)− [D · f ](m+n)(0) = 0.
This can be written as a matrix equation Qc = r, in which Q is an (m + n + 1)×
(m + n + 1) matrix and vector c := (a0, · · · , am, b1, · · · , bn)T.
34
1.4. (Multi-point) Padé approximants
Example 1.12. Figure 1.4 shows the sparsity pattern of the augmented matrix
(Q|r) encountered while constructing a Padé approximant P10,4[ f ](x). The
derivatives of N(x) produce a diagonal pattern across the ﬁrst 11 columns; the
second term ﬁlls a lower-triangular area that is truncated after 4 columns.
1.4.2 Multi-point Padé approximants
Padé approximants provide an estimate of a function f (x) for small values of x only.
Every degree of freedom in the rational function is employed to increase the accuracy
around the origin. This is where multi-point Padé approximants are diﬀerent: they
provide approximations to functions in multiple points. Each point may have a
diﬀerent level of accuracy.
Deﬁnition 1.13. The multi-point Padé approximant
Pm,n{x1 p1 ,...,xs ps}[ f ](x) =
∑mj=0 ajx
j
1 +∑nk=1 bkxk
of degree [m, n] of a function f is the rational function that agrees with f up
to order pi in the neighbourhood of x = xi , i = 1, . . . , s such that
s
∑
i=1
(pi + 1) = m + n + 1. (1.29)
If the approximation exists and if we call it P(x), then
P(x1)− f (x1) = O
(
xp1+1
)
P(x2)− f (x2) = O
(
xp2+1
)
...
P(xs)− f (xs) = O
(
xps+1
)
.
A multi-point Padé approximant can thus be regarded as a rational higher-order
interpolant through m + n + 1 interpolation points, counting multiplicities.
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Figure 1.5: A comparison between tan(x) and a multi-point Padé approximant of degree
[1, 2] through x = 0 and x = ±2.
Example 1.14. Figure 1.5 shows a multi-point versiona of the Padé approxi-
mant in Example 1.11. Two orders of accuracy in the neighbourhood of x = 0
are sacriﬁced to ensure a zeroth order approximation of tan(x) at x = ±2.
The expression for the multi-point Padé approximant shown is given by
P1,2{01 ,±20}[tan](x) =
x
1− 1
4
tan(2)− 2
tan(2)
x2
.
The coeﬃcient of x2 in the numerator is actually simply ≈ 4.788× 10−1, but
the exact expression shows the multi-point eﬀect on the coeﬃcients nicely.
a
Construction A multi-point Padé approximant can be constructed according to
the same principle used for a Padé approximant. For the latter, we implicitly con-
sidered an auxiliary function
F[ f ](x) := N(x)− D(x) f (x)
and imposed that this function and its ﬁrst m + n derivatives evaluate to zero at
x = 0. This resulted in a system of m + n + 1 equations over m + n + 1 unknowns.
In the case of multi-point Padé approximants, the attention, in the form of
accommodation for m + n + 1 equations, is spread over several points. At each
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Figure 1.6: Sparsity pattern of a typical (Q|r) arising during the constructing of a multi-
point Padé approximant.
point xi , i = 1, . . . , s, function F[ f ](x) and its ﬁrst pi derivatives should evaluate
to zero. Because of (1.29), we can write this again as a square system Qc = r of
size m + n + 1.
Example 1.15. Figure 1.6 shows the sparsity pattern of the augmented matrix
(Q|r) obtained during the construction process of a multi-point Padé approx-
imant
P10,4{03 ,x13 ,x21 ,x34}[ f ](x).
This matrix was constructed on the fact that the following expressions should
all be zero:
F[ f ](0), F[ f ]′(0), F[ f ]′′(0), F[ f ](3)(0)
F[ f ](x1), F[ f ]′(x1), F[ f ]′′(x1), F[ f ](3)(x1)
F[ f ](x2), F[ f ]′(x2)
F[ f ](x3), F[ f ]′(x3), F[ f ]′′(x3), F[ f ](3)(x3), F[ f ](4)(x3).
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Properties
Theorem 1.16. Multi-point Padé approximants of the form
Pm,n{x1 p1 ,...,xs ps ,±iy1q1 ,...,±iyrqr }[exp](x)
with
xk ∈ R, k = 1, . . . , s,
yk ∈ R \ {0}, k = 1, . . . , r,
are rational functions with only real coeﬃcients.
Proof. This follows from the construction process as outlined above. For the points
xk, the auxiliary function F[exp](x) and its ﬁrst pk derivatives contribute only real
equations to the system. The other points are imaginary and come in pairs: ±iyk.
The equations associated with these pairs are given by{
F[exp](j)(iyk) = 0
F[exp](j)(−iyk) = 0
, j = 0, . . . , qk .
For each k, the pairs of equations can be converted into trigonometric form. We
obtain {
F[cos](j)(yk) = 0
F[sin](j)(yk) = 0
, j = 0, . . . , qk .
These equations have only real coeﬃcients as well. Therefore, the linear system
yields a real solution. 
Theorem 1.17. Multi-point Padé approximants of the form
Pm,m{0p0 ,±x1 p1 ,...,±xs ps}[exp](x)
with
xi ∈ R∪ I \ {0}, i = 1, . . . , s,
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are rational functions with only real coeﬃcients. Moreover, it holds that
a0 = 1,
bi = (−1)iai , i = 1, . . . ,m.
Proof. Suppose we are in search of the multi-point Padé approximant P(x) = N(x)D(x) .
For every point xi, the auxiliary function
F[exp](x) := exD(x)− N(x)
has to yield zero in both xi and −xi. We can rewrite the latter requirement as
D(−xi)− exiN(−xi) = 0. (1.30)
If F[exp](xi) = 0 holds, then (1.30) also holds if N(x) ≡ D(−x).
To prove this theorem, we have to show that this is also the case for derivatives
of F[exp]. We start from
F[exp]′(x) = ex
[
D(x) + (D(x))′
]− (N(x))′.
For x = −xi, we get the requirement that
e−xi
[
D(−xi)− D′(−xi)
]
+ N′(−xi) = 0
D(−xi)− D′(−xi) + exiN′(−xi) = 0.
We know, from (1.30), that D(−xi) = exiN(−xi), which gives
exi
[
N(−xi) + N′(−xi)
]− D′(−xi) = 0.
We again ﬁnd that if N(x) ≡ D(−x), then both F[exp]′(±xi) = 0. For higher order
derivatives, the same can be shown. The 2m + 1 conditions can thus be reduced to
just m + 1 equations with m + 1 unknowns. The eventual solution is of the form
P(x) =
N(x)
N(−x) .

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Corollary 1.18. For multi-point Padé approximants of the form
P(x) := Pm,m{0p0 ,±x1 p1 ,...,±xs ps}[exp](x)
with
xi ∈ R∪ I \ {0}, i = 1, . . . , s,
it holds that
|P(iv)| = 1, ∀v ∈ R.
Proof. This follows from the fact that the coeﬃcients are real and the sign dis-
crepancies between numerator and denominator. The approximant is of the form
P(x) =
1 + a1x + a2x2 + a3x3 + a4x4 + . . .
1− a1x + a2x2 − a3x3 + a4x4 + . . . .
After evaluation at x = iv, v ∈ R, we obtain
P(iv) =
1 + a1iv− a2v2 − a3iv3 + a4v4 + . . .
1− a1iv− a2v2 + a3iv3 + a4v4 + . . .
=
(
1− a2v2 + a4v4 + . . .
)
+ i
(
a1v− a3v3 + . . .
)
(1− a2v2 + a4v4 + . . .)− i (a1v− a3v3 + . . .)
=
A(v) + iB(v)
A(v)− iB(v) .
In this last expression, A(v) and B(v) are real polynomials, evaluated in a real point.
The numerator and denominator are complex conjugates for all v, thus |P(iv)| = 1.

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Parameter selection for EF
Numerov methods
2.1 Introduction
Ordinary diﬀerential equations of the type
y′′ = f (t, y)
and systems of such equations arise in a great variety of ﬁelds. The Numerov
method, sometimes also called Cowell's method, is undoubtedly one of the most
well-known methods for solving such problems.
In this chapter, we will consider the application of exponentially ﬁtted Numerov
methods to two-point boundary value problems of the form
y′′ = f (t, y), y(a) = α, y(b) = β,
with a solution that may be known to have some kind of trigonometric or exponential
character. The free parameter in the EF methods will be used to annihilate the
leading error term.
In the ﬁrst section, we construct the exponentially ﬁtted methods and look
at closed-form expressions for the errors. In Section 2.3, we discuss a strategy for
choosing the parameter values for higher-order exponentially ﬁtted methods. Finally,
in Section 2.4, we apply these ideas to a few examples and demonstrate how this
approach performs.
The content of this chapter largely corresponds to the content of our article on
this subject [37]. The main contributions from this work are the derivation of the
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error expressions for the methods under consideration (Section 2.2, step VI) and
the parameter selection strategy for general EF methods with P > 0.
2.2 Derivation of the methods
The EF methods we will use, have already been established in [41, pp. 192198]
and in the appendix of [22]. However, since we will follow another, more rigorous
approach to obtain the error expressions, we brieﬂy recall the entire procedure.
For N ≥ 3, we deﬁne tj := a+ j h for j = 0, 1, . . . , N + 1 with h := (b− a)/(N +
1). We shall denote the approximate value of the solution y(tj) at each knot point
as yj.
The ﬁnite diﬀerence schemes that we will construct, take the form
yj−1 + a0yj + yj+1 = h2
(
b1 f j−1 + b0 f j + b1 f j+1
)
. (2.1)
To construct the exponentially ﬁtted methods, we will follow the six-step procedure
from [41], as outlined in Section 1.3.1: Six-step procedure (page 27).
Step I: With a := [a0, b0, b1], we deﬁne the operator L[h, a] as
L[h, a]y(t) := y(t− h) + a0y(t) + y(t + h)
− h2 (b1y′′(t− h) + b0y′′(t) + b1y′′(t + h)) ,
based on (2.1).
Step II: We determine the maximum value of M such that the algebraic system
{L∗m(a) = 0|m = 0, . . . ,M− 1},
with L∗m(a) := h−mL[h, a]tm|t=0 can be solved.
Due to symmetry, L∗2k+1(a) = 0 for any integer value of k. For even m, we ﬁnd
L∗0(a) = 2 + a0
L∗2(a) = 2− 4b1 − 2b0
L∗4(a) = 2− 24b1
L∗6(a) = 2− 60b1.
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The last equation is incompatible with the ﬁrst three, which leads to M = 6.
The solution to the corresponding system is
a0 = −2, b0 = 56 , b1 =
1
12
.
Step III: To construct exponentially ﬁtted methods, we have to determine expressions
for G±(m)(Ωh, a), as explained in Section 1.3.1: Six-step procedure (page 27),
step III. We ﬁnd
G−(Ωh, a) ≡ 0,
G+(Ωh, a) = 2η−1(Ωh) + a0 −Ωh (b0 + 2b1η−1(Ωh)) .
Step IV: We choose the reference set of M functions:
{
1, t, . . . , tK , e±ωt, te±ωt, . . . , tPe±ωt
}
,
with K + 2P = M− 3. For the case M = 6, four choices are possible: (5, −1),
(3, 0), (1, 1) and (−1, 2).
Step V: Solve the algebraic system
{
L∗k (a) = 0, k = 0, . . . ,K
G±(p)(Ωh, a) = 0, p = 0, . . . , P.
(2.2)
The solutions of these systems are given below. For small values of Ωh, the
Taylor series development is to be preferred.
- (K, P) = (5,−1)
a0 = −2, b0 = 56 , b1 =
1
12
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- (K, P) = (3, 0)
a0 = −2
b0 = 1− 2Ωh
(
1− 1
η0(Ωh/4)2
)
=
5
6
+
1
120
Ωh − 13024Ω
2
h +
1
86400
Ω3h −
1
2661120
Ω4h +O
(
Ω5h
)
b1 =
1
Ωh
(
1− 1
η0(Ωh/4)2
)
=
1
12
− 1
240
Ωh +
1
6048
Ω2h −
1
172800
Ω3h +
1
5322240
Ω4h +O
(
Ω5h
)
- (K, P) = (1, 1)
a0 = −2
b0 =
2
Ωh
(
2η0(Ωh)− 1− η0(Ωh/4)
2
η0(Ωh)
)
=
5
6
+
1
60
Ωh +
5
2016
Ω2h −
29
181440
Ω3h +
139
7983360
Ω4h +O
(
Ω5h
)
b1 =
1
Ωh
(
1− η0(Ωh/4)
2
η0(Ωh)
)
=
1
12
− 1
120
Ωh +
17
20160
Ω2h −
31
362880
Ω3h +
691
79833600
Ω4h +O
(
Ω5h
)
- (K, P) = (−1, 2)
a0 =
η−1(4Ωh)− 6η0(4Ωh)− 3
3η0(Ωh) + η−1(Ωh)
= −2 + 1
240
Ω3h −
1
2016
Ω4h +O
(
Ω5h
)
b0 =
1
Ωh
η−1(4Ωh) + 2η0(4Ωh)− 3
3η0(Ωh) + η−1(Ωh)
=
5
6
+
1
40
Ωh +
17
2016
Ω2h −
1811
1814400
Ω3h +
13817
79833600
Ω4h +O
(
Ω5h
)
b1 =
1
Ωh
η−1(Ωh)− η0(Ωh)
3η0(Ωh) + η−1(Ωh)
=
1
12
− 1
80
Ωh +
41
20160
Ω2h −
1219
3628800
Ω3h +
8887
159667200
Ω4h +O
(
Ω5h
)
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Figure 2.1: The coeﬃcients a0, b0 and b1 as a function of Ωh.
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Plots of these coeﬃcients as functions of Ωh are shown in Figure 2.1. Full
expressions and derivation can be found in .
Step VI: To investigate the error expression, we will follow the approach described in
Section 1.3.1: Six-step procedure, step VI. For this family of methods, we have
g(x) ≡ 0, m = 6, n = 3, φ0(x) ≡ 0
x0 = x1 = −h, x2 = 0, x3 = x4 = h.
A01 = −1, A02 = −a0, A03 = −1
A21 = h2b1, A22 = h2b0, A23 = h2b1
and Aij = 0 elsewhere. Since the methods under consideration are two-step
methods, we must determine φ1(x) and φ2(x). We ﬁnd
φ1(x) = −K(−h, x) + h2b1
[
∂2
∂t2
K(t, x)
]
t=−h
φ2(x) = φ1(x)− a0K(0, x) + h2b0
[
∂2
∂t2
K(t, x)
]
t=0
.
Since, for all P, it holds that φ1(x) = φ2(−x), we ﬁnd that
Φ(x) = φ1(− |x|) = φ2(|x|), x ∈ (−h, h).
Below, we give the expressions for Φ(th), t ∈ (−1, 1), together with the
evaluation of
E[y] = h
∫ 1
−1
Φ(th) dt
and the real values for Ωh for which it holds, if not unrestricted.
- (K, P) = (5,−1)1
Φ(th) =
h5
360
(1− |t|)3
[
3 (1− |t|)2 − 5
]
E[y] = − 1
240
h6y(6)(ζ)
1
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- (K, P) = (3, 0)2
Φ(th) = −h5 1
Ωh
1
6
(1− |t|)3 + 1
2
(1− |t|)
(
1− η0
(
(1− |t|)2Ωh
))
η−1(Ωh)− 1

E[y] = h6
[
1
Ω2h
− 1
12Ωh
− 1
2Ωh (η−1(Ωh)− 1)
] (
y(6)(ζ)−ω2y(4)(ζ)
)
- (K, P) = (1, 1)3
Φ(th) = h5
1− |t|
Ω2h
1 + η0(Ωh/4)η−1
(
(1− |t|)2Ωh
)
2η−1(Ωh/4)
−η0
(
(1− |t|)2Ωh
)(
1 +
1
2
η0(Ωh/4)
η−1(Ωh/4)
)]
E[y] = h6
(
1
Ω2h
− η0(Ωh/4)
4
Ω2hη0(Ωh)
)
×
[
y(6)(ζ)− 2ω2y(4)(ζ) +ω4y(2)(ζ)
]
, Ωh > 4Ω0,
- (K, P) = (−1, 2)4
Φ(t h) = h5
1− |t|
2Ωh (3η0(Ωh) + η−1Ωh)
×
[
(2η0(Ωh) + η−1(Ωh))
(
η0
(
(1− |t|)2Ωh
)− η−1((1− |t|)2Ωh))
Ωh
+ η0(Ωh)(1− |t|)2η0
(
(1− |t|)2Ωh
)]
E[y] = h6
2
Ω3h
(
η−1(Ωh)− 1− 2Ωhη0(Ωh)
2
3η0(Ωh) + η−1(Ωh)
)
×
[
y(6)(ζ)− 3ω2y(4)(ζ) + 3ω4y(2)(ζ)−ω6y(ζ)
]
, Ωh > Ω0
2
3
4
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For the last two expressions given for E[y], the valid range is limited by Ω0.
In both cases, Ω0 = −θ20 and θ0 = 4.4934 . . ., the smallest positive root
of θ cos(θ) = sin(θ). For clarity, this corresponds to ωh ≈ ±8.9868i and
ωh ≈ ±4.4934i respectively. If ωh lies outside these bounds on the imaginary
axis, then the given expressions for E[y] are not valid.
2.3 Parameter selection
We now come to the problem of attributing a value to the parameter ω at each
knot point. In order to ﬁnd an appropriate value, we consider the expression E[y]
for the error. In particular, we will try to reduce the size of its factor L[y](ζ). Since
it is given in terms of an unknown point ζ, we will not be able to annihilate this
factor entirely if we replace ζ by some given point, say tj.
For every P, L[y](tj) is a polynomial of degree P+ 1 in ω2; we will represent this
polynomial by pP
(
ω2
)
. The coeﬃcients of these polynomials depend on derivatives
of the solution. By diﬀerentiating the diﬀerential equation, all coeﬃcients can be
expressed in terms of y and y′. If suitable values for ω are known in advance, then
any EF formula can be used to numerically determine the coeﬃcients of pP
(
ω2
)
.
If not, the problem can ﬁrst be solved with a classical method.
Since p0
(
ω2
)
is a linear expression in ω2, it can easily be solved for ω2, and
this will in general (unless the solution belongs to the ﬁtting space of that method)
lead to a t-dependent value of ω2. For higher values of P, however, up to P + 1
values for ω2 annihilate the leading error term. The question is then: which of
these is the most appropriate one?
In order to answer this question, we can consider what happens when we try to
solve a problem with a solution that falls within the ﬁtting space. In that case, one
or more of the P + 1 values for ω2 are constant.
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Theorem 2.1. Suppose y(t) = tkeωt. Then ν = ω2 is a root of multiplicity n
of (D2t − ν)k+ny(t) = 0.
Proof. This follows from rewriting y(t) as y(t) = Dkωeωt, such that
(D2t − ν)k+ny(t) = Dkω(D2t − ν)k+neωt = Dkω
[
(ω2 − ν)k+neωt
]
.
Then by applying Leibniz rule for higher derivatives of products of functions, it is
obvious that the resulting expression will have a factor (ω2 − ν)n. 
This result can be applied in the following way to determine the parameter ω
of any EF rule (not necessarily based on the Numerov method). Suppose we apply
a (P,K) EF rule to a problem whose solution is given by y(t) = tP0 eω0t. Then, for
P ≥ P0, we will have pP
(
ω20
) ≡ 0 since y(t) belongs to the ﬁtting space. Moreover,
ω20 is a single zero of pP0
(
ω2
)
, it is a double zero of pP0+1
(
ω2
)
, a triple zero of
pP0+2
(
ω2
)
, etc. Thus, the choice regarding ω2 is related to the choice of P: P
should at least be such that ω20 is a constant zero of pP
(
ω2
)
and the successive
polynomials pP+1
(
ω2
)
, pP+2
(
ω2
)
, . . . .
If, on the contrary, none of the roots of the diﬀerent pP
(
ω2
)
is constant in
the interval [a, b], then this means that the solution is not in the ﬁtting space of
the corresponding EF rules. In that case, there is no direct indication which value
to select for P. However, as the suggested value for ω2 may become very large
(e.g. due to a very small denominator), it may be wise to use a rule with P ≥ 1,
such that, at each point, one can choose between at least two values of ω2. Indeed,
numerical experiments have shown that it is a good strategy to attribute at each
point of the interval the smallest (in norm) of the suggested values for ω2.
2.4 Numerical examples
To illustrate our ideas, we will focus on three test cases. The ﬁrst problem has a
solution for which EF rules with P ≥ 1 can give exact results. Problem 12 (linear)
and Troesch's Problem (nonlinear) are both taken from the set of 35 test problems
by Cash [12].
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Problem 2.1 (Complex BVP).

y′′ − α2y = 2αeαt
y(−1) = −e−α
y(1) = eα
α = 1 +
1
2
i
Exact solution: y(t) = teαt
−1 −0.5 0 0.5 1
−1
0
1
2
3
t
<(y)
=(y)
We consider this problem with α = 1 +
1
2
i, to illustrate that our ideas hold not
only if ω ∈ R∪ I, but also in the general case where ω ∈ C.
First, the problem is integrated numerically with the classical Numerov method,
using a ﬁxed step-size. The resulting yj are used to compute a more accurate
solution by means of an EF method. To determine suitable values for the parameter
ω, the polynomials pP
(
ω2
)
with P = 0, P = 1 and P = 2 are computed. We obtain
the following expressions:
p0
(
ω2
)
= y(6)j −ω2y(
4)
j
= α4(α2 −ω2)yj + 2α3(3α2 − 2ω2) exp(αtj),
p1
(
ω2
)
= y(6)j − 2ω2y(
4)
j +ω
4y(2)j
= α2(α2 −ω2)2yj + 2α(3α2 −ω2)(α2 − µ2) exp(αtj),
p2
(
ω2
)
= y(6)j − 3ω2y(
4)
j + 3ω
4y(2)j −ω6yj
= (α2 −ω2)3yj + 6α(α2 −ω2)2 exp(αtj).
At each point tj, these polynomials can be solved for ω. The solutions are
shown in Figure 2.2. The real, resp. imaginary parts are indicated by the blue, resp.
green lines. The values of ω that are ﬁnally chosen, are indicated by thicker nodes.
Remark that, when a chosen ω-value is a double root, it is indicated in more than
one plot.
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Figure 2.2: The values for ω that annihilate the leading error term when solving Com-
plex BVP with h = 1/8: the cases P = 0 (top), P = 1 (middle) and P = 2
(bottom). The values that were selected are indicated by thicker markers.
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4
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10−14
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10−10
10−8
10−6
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h
E
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P = 0
P = 1
P = 2
O(h4)
O(h6)
Figure 2.3: The absolute error for Complex BVP as a function of h for the cases P = −1,
P = 0, P = 1 and P = 2.
For both P = 1 and P = 2, there is a constant solution ω = α, leading to
the exact solution apart from rounding errors. For P = 0 however there is only a
t-dependent solution for ω, which indicates that this EF rule will not completely
annihilate the error.
The numerical results corresponding to these choices are given in the double
logarithmic plot in Figure 2.3. The diﬀerent methods where applied with constant
step-sizes h = 1/2i, with i = 3, 4, . . . 12. The classical Numerov method clearly
behaves as a fourth order method. The EF rule with P = 0 almost behaves as
a sixth order method, as indicated by the dashed line. The two remaining rules
produce results that are accurate up to machine accuracy. One also notices that,
as h gets smaller, all methods converge: indeed, as h gets smaller, the coeﬃcients
of EF rules converge to the corresponding coeﬃcient of the classical method.
The above results clearly indicate that, in a program that automatically selects
the optimal P value, P should be either 1 or 2 for this problem.
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Problem 2.2 (Problem 12).
ey′′ − y = −(epi2 + 1) cos(pit)
y(−1) = −1
y(1) = 0
e = 0.0025
Exact solution:
y(t) = cos(pit) +
sinh
(
t + 1√
e
)
sinh
(
2√
e
) −1 −0.5 0 0.5 1−1
−0.5
0
0.5
1
t
y
For this problem, we follow the same procedure as for Complex BVP: ﬁrst the
system is solved with the classical Numerov method. This solution is used to
compute the coeﬃcients of the polynomials p0
(
ω2
)
, p1
(
ω2
)
and p2
(
ω2
)
. For
each of these polynomials the roots ω are then computed. These are shown in
Figure 2.4. None of these roots is constant, since the solution of the problem does
not fall within the ﬁtting space. This means that no method is able to produce
the numerical solution up to machine accuracy and that a secondary argument is
needed to choose a value for ω at each point tj. The strategy that we follow, is to
choose the value with the smallest norm. This choice is motivated by the fact that,
for P = 1 or P = 2, this may prevent too large values being attributed to ω. In this
particular case, we would like to avoid the imaginary spikes at ±0.5 and the larger
values in (0.5, 1). Only in the case where P = 2, the latter can be avoided.
The eﬀect of these choices for ω is, as can be seen on Figure 2.5, that all EF
methods behave as sixth order methods, but the rule with P = 0 gives, unexpectedly,
the most accurate results. However, when reducing the integration interval to
[−1, b] with −1 < b < 0.5, we notice that the three methods produce almost the
same results, with a slight improvement as P increases.
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Figure 2.4: The values for ω that annihilate the leading error term when solving Prob-
lem 12 with h = 1/8: the cases P = 0 (top), P = 1 (middle) and P = 2
(bottom). The values that were selected are indicated by thicker markers.
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Figure 2.5: The absolute error for Problem 12 as a function of h for the cases P = −1,
P = 0, P = 1 and P = 2.
Problem 2.3 (Troesch's Problem).

y′′ = e sinh(ey)
y(0) = 0
y(1) = 1
e = 4.32675
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
t
y
Troesch's Problem is ﬁrst solved with Numerov's classical method, implemented
with a Newton-iteration and yj = tj as initial guess. The obtained solution is then
again used in the second phase. Since the problem is nonlinear, the diﬀerentiation
of the diﬀerential equation introduces y′j in the computation of pP
(
ω2
)
. This
derivative is approximated by a fourth-order accurate ﬁnite diﬀerence begin formula
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Figure 2.6: The values for ω that annihilate the leading error term when solving Troesch's
Problem with h = 1/8: the cases P = 0 (top), P = 1 (middle) and P = 2
(bottom). The values that were selected are indicated by thicker markers.
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Figure 2.7: The absolute error for Troesch's Problem as a function of h for the cases
P = −1, P = 0, P = 1 and P = 2.
(j = 1), central formula (j = 2, 3, . . . , N − 1) and end formula (j = N). In the
same way as before, appropriate values for ω are then determined and a modiﬁed
system based on EF formulae is solved. The results are shown in Figure 2.6 and
Figure 2.7. One notices that the three EF formulae produce comparable results
and all behave as sixth order methods. In a code which automatically selects the
best EF rule, any of the three methods can equally well be used to compute the
solution.
2.5 Conclusion
In this chapter, we have looked at a family of exponentially ﬁtted methods based
on Numerov's method. After re-deriving the diﬀerent methods, we had a thorough
look at the corresponding error expressions, obtained by applying the framework
of Coleman and Ixaru. During this derivation, one encounters the operator L, on
which the proposed parameter selection strategy is based.
At every knot point tj, the appropriate parameter value is determined from the
roots of L[y](tj). If there is a method that yields a constant root value along the
entire interval, then this indicates that the solution falls within the ﬁtting space of
that method. This rule is thus capable of producing very accurate results. On the
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other hand, if none of the diﬀerent rules have such a constant root, a good choice is
to take the rule for which the values of the parameters remain smallest throughout
the interval. Numerical experiments show that, if the leading error term can be
annihilated in most of the knot points, then we obtain results of order 6.
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3
Parameter selection for EF
fourth-order BVP methods
3.1 Introduction
In this chapter, we consider the numerical solution of linear fourth-order boundary
value problems of the form
y(4) + f (t) y = g(t), a ≤ t ≤ b, (3.1a)
subject to the boundary conditions
y(a) = A1, y′′(a) = A2, y(b) = B1, y′′(b) = B2. (3.1b)
The functions f and g are continuous in [a, b] and A1, A2, B1 and B2 are real
constants. The uniqueness of the solution to this problem is guaranteed if f (t) ≥ 0
and f (t) 6≡ 0 by a theorem of Usmani [60].
Problems of this type arise in, e.g. beam deﬂection theory. The vertical deﬂection
of a beam of length l resting on an elastic foundation can be modelled by (3.1),
with
f (t) = κ/D, g(t) = r(t)/D, [a, b] = [0, l], A1 = A2 = B1 = B2 = 0.
The quantity κ is the spring constant of the elastic foundation, D represents the
ﬂexural rigidity of the beam and r(t) is the vertically downwards acting load (per
unit length) of the beam.
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In general, the analytical solution of (3.1) cannot be determined, and numerical
techniques have to be applied. Several papers [3, 4, 20, 42, 51, 56, 59, 6165, 7072,
80, and citations therein] have already been devoted to the development of such
methods for equations of the form (3.1a), subject to various kinds of boundary
conditions, including (3.1b).
In this chapter, we will solve problems of this type with exponentially ﬁtted
methods that are based on classical methods by Usmani. The free parameter in
these methods will be used to annihilate the leading error term.
In the ﬁrst section, we construct the exponentially ﬁtted methods, while in Sec-
tion 3.3 we look at closed-form expressions for the errors. In Section 3.4, we study
the convergence of these methods. To mitigate the ill-conditioning of the linear
system to be solved, we propose an alternative formulation in Section 3.6. Finally,
in Section 3.7, we apply the parameter selection strategy discussed in Section 3.5
in a few numerical experiments.
The content of this chapter largely corresponds to the content of our article on
this subject [38]. The main contributions from this work are the derivation of the
coeﬃcients for all possible ﬁtting spaces, the introduction of the split formulation
and the extension of the parameter selection strategy from the previous chapter to
this family of methods.
3.2 Derivation of the methods
For N ≥ 4, we deﬁne tj := a + j h for j = 0, . . . ,N + 1 with h := (b− a)/(N + 1).
We shall denote the approximate value of the solution y(tj) at each knot point as
yj.
The ﬁnite diﬀerence schemes that we will construct, follow from a central for-
mula, a begin formula and an end formula, respectively. The central formula takes
the form
yj−2 + a1yj−1 + a0yj + a1yj+1 + yj+2 = (3.2)
h4
[
b2(y
(4)
j+2 + y
(4)
j−2) + b1(y
(4)
j+1 + y
(4)
j−1) + b0y
(4)
j
]
,
while the begin formula is given by
c1y0 + c2y1 + c3y2 + y3 = d1h2y′′0 (3.3)
+h4
[
d2y
(4)
0 + d3y
(4)
1 + d4y
(4)
2 + d5y
(4)
3 + d6y
(4)
4 + d7y
(4)
5
]
.
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Due to the symmetry of the boundary conditions, the end formula can be derived
from the begin formula by rewriting the latter in a backward form starting from tN+1
instead of t0.
As explained by Ixaru and Vanden Berghe [41] and outlined in Section 1.3.1:
Six-step procedure (page 27), to construct EF methods, one can follow a six-step
procedure. In this section, we consider the ﬁrst ﬁve steps. The last step, which
deals with the error of the method, is the subject of Section 3.3: Error analysis.
3.2.1 Central formulae
First, we consider the construction of the central formulae:
Step I: With a := [a0, a1, b0, b1, b2], we deﬁne the operator L[h, a] as
L[h, a]y(t) := y(t− 2h) + a1y(t− h) + a0y(t) + a1y(t + h) + y(t + 2h)
−h4
[
b2y(4)(t− 2h) + b1y(4)(t− h) + b0y(4)(t)
+b1y(4)(t + h) + b2y(4)(t + 2h)
]
.
Step II: We determine the maximum value of M such that the algebraic system
{L∗m(a) = 0|m = 0, . . . ,M− 1},
with L∗m(a) := h−mL[h, a]tm|t=0 can be solved.
Due to the symmetry of the coeﬃcients, L∗2k+1(a) = 0 for any integer value of
k. For even m, we ﬁnd
L∗0(a) = 2 + 2a1 + a0
L∗2(a) = 8 + 2a1
L∗4(a) = 32 + 2a1 − 48b2 − 48b1 − 24b0
L∗6(a) = 128 + 2a1 − 2880b2 − 720b1
L∗8(a) = 512 + 2a1 − 53760b2 − 3360b1
L∗10(a) = 2048 + 2a1 − 645120b2 − 10080b1.
The last condition is incompatible with the others, which leads to M = 10.
The solution to the corresponding system is
a0 = 6, a1 = −4, b0 = 79120 , b1 =
31
180
, b2 = − 1720 .
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If one assumes that b2 = 0, then M = 8 and the solution is
a0 = 6, a1 = −4, b0 = 23 , b1 =
1
6
.
If we impose that b1 = b2 = 0, then M = 6 and
a0 = 6, a1 = −4, b0 = 1.
Step III: To construct exponentially ﬁtted methods, we have to determine expressions
for G±(m)(Ωh, a), as explained in Section 1.3.1: Six-step procedure (page 27),
step III. We ﬁnd
G−(Ωh, a) ≡ 0,
G+(Ωh, a) = 2η−1(4Ωh) + a0 + 2a1η−1(Ωh)
−Ω2h [b0 + 2b1η−1(Ωh) + 2b2η−1(4Ωh)] .
Step IV: We choose a reference set of M functions:{
1, t, . . . , tK , e±ωt, te±ωt, . . . , tPe±ωt
}
,
with K + 2P = M− 3. For the case M = 10, six choices are possible: (9, −1),
(7, 0), . . . , (−1, 4). For the cases M = 8 and M = 6, the choices for (P,K) are
(7, −1), (5, 0), . . . , (−1, 3) and (5,−1), (3, 0), (1, 1), (−1, 2) respectively.
Step V: Solve the algebraic system{
L∗k (a) = 0, k = 0, . . . ,K
G±(p)(Ωh, a) = 0, p = 0, . . . , P.
In the following sections, we report the coeﬃcients of the methods for M = 6,
M = 8 and M = 10. To simplify the expressions a bit, the coeﬃcients are
written in terms of A := η−1(Ωh) and B := η0(Ωh). As M increases, some
expressions become nevertheless too large. For clarity, we have omitted these
coeﬃcients, but they can be found in the attached Maple ﬁles.
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3.2.1.1 M = 6
For this case, we can impose that b1 = b2 = 0. The other coeﬃcients in the
central formula are given by
- (K, P) = (5,−1)
a0 = 6, a1 = −4, b0 = 1
- (K, P) = (3, 0)
a0 = 6, a1 = −4, b0 = 4 (A− 1)
2
Ω2h
- (K, P) = (1, 1)
a0 =
−2 B (−1 + 4 A)Ωh + 8 (2 A + 1) (A− 1)
−4−ΩhB + 4 A
a1 =
4ΩhBA− 8 (A− 1) (A + 1)
−4−ΩhB + 4 A
b0 = 4
B (A− 1)2
(4 A− 4)Ωh −Ω2hB
- (K, P) = (−1, 2)
a0 =
2(3B(2A2 + 1) + BΩh(A2 − 1)− 3A(2A2 − 1))
3B− A
a1 =
4(2A2 − 1− 3BA)
3B− A
b0 =
2B(A2 − 1)
Ωh(3B− A)
Plots of these coeﬃcients as functions of Ωh are shown in Figure 3.1. Full
expressions and derivation can be found in .
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Figure 3.1: The coeﬃcients a0, a1 and b0 as a function of Ωh in the case M = 6.
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3.2.1.2 M = 8
For this case, we can impose that b1 = 0. The other coeﬃcients in the central
formula are given by
- (K, P) = (7,−1)
a0 = 6, a1 = −4, b0 = 23 , b1 =
1
6
- (K, P) = (5, 0)
a0 = 6, a1 = −4
b0 =
AΩ2h − 4 (−1 + A)2
(−1 + A)Ω2h
b1 =
−Ω2h + 4 (−1 + A)2
(−2 + 2 A)Ω2h
- (K, P) = (3, 1)
a0 = 6, a1 = −4
b0 =
−4 B (A− 1) (A + 1)Ωh + 16 A (A− 1)2
Ω3hB
b1 =
4 B (A− 1)Ωh − 8 (A− 1)2
Ω3hB
- (K, P) = (1, 2)
a0 =
2 B
(
2 B− 8 BA + A2 − 1)Ωh + 2 (2 A + 1) (A− 1) (A + 5 B)
−2ΩhB2 + (A− 1) (A + 5 B)
a1 =
−B (A2 − 8 BA− 1)Ωh − 2 (A− 1) (A + 1) (A + 5 B)
−2ΩhB2 + (A− 1) (A + 5 B)
b0 =
2 B (A− 1) (A + 4 BA− 4 B + 1)Ωh − 4 A (A− 1)2 (3 A + 2− 3 B)
(A− 1) (A + 5 B)Ω2h − 2Ω3hB2
b1 =
−B (A− 1) (A + 1)Ωh + 2 (A− 1)2 (3 A + 2− 3 B)
(A− 1) (A + 5 B)Ω2h − 2Ω3hB2
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- (K, P) = (−1, 3)
a0 = . . .
a1 =
B
(
23 BA + 2 A2 + 1
)
Ωh + 60 B2A− 24 A3 + 12 A− 30 BA2 + 30 B
−2ΩhB2 − 15 B2 + 3 A2
b0 =
−2 B (5 A3 − 2 A− 9 B)Ωh + 12Ω2hB3A− 12 BA (A− 1) (A + 1)
(−15 B2 + 3 A2)Ω2h − 2Ω3hB2
b1 =
B
(−9 BA + 2 A2 + 1)Ωh + 6 B (A− 1) (A + 1)
(−15 B2 + 3 A2)Ω2h − 2Ω3hB2
Plots of these coeﬃcients as functions of Ωh are shown in Figure 3.2. Full
expressions and derivation can be found in .
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Figure 3.2: The coeﬃcients a0, a1, b0 and b1 as a function of Ωh in the case M = 8.
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3.2.1.3 M = 10
For this case, we need all the degrees of freedom to ﬁnd a solution. The
coeﬃcients in the central formula are given by
- (K, P) = (9,−1)
a0 = 6, a1 = −4, b0 = 79120 , b1 =
31
180
, b2 = − 1720
- (K, P) = (7, 0)
a0 = 6, a1 = −4
b0 = −16
(
2 + 11 A− 4 A2)Ω2h − 36 (A− 1)2
(A− 1)2Ω2h
b1 = − 112
(−10− 2 A2)Ω2h + 48 (A− 1)2
(A− 1)2Ω2h
b2 = − 112
(2 + A)Ω2h − 12 (A− 1)2
(A− 1)2Ω2h
- (K, P) = (5, 1)
a0 = 6, a1 = −4
b0 =
1
2
12 B (A− 1)2Ωh + B
(
2 A2 + 1
)
Ω3h − 16 (2 A + 1) (A− 1)3
B (A− 1)2Ω3h
b1 =
1
2
−8 B (A− 1)2Ωh − 2Ω3hBA + 16 (A + 1) (A− 1)3
B (A− 1)2Ω3h
b2 =
1
4
4 B (A− 1)2Ωh +Ω3hB− 16 (A− 1)3
B (A− 1)2Ω3h
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- (K, P) = (3, 2)
a0 = 6, a1 = −4
b0 = . . .
b1 = −
−4 B (A− 1) (−A + 8 BA− 1)Ωh + 8 (A− 1)2
(
2 A2 + 5 BA− 1)
B (A− 1) (A + 1)Ω3h
b2 = −−B (A− 1) (A + 1− 8 B)Ωh − 2 (A− 1)
2 (A + 5 B)
B (A− 1) (A + 1)Ω3h
- (K, P) = (1, 3), (−1, 4)
. . .
Plots of these coeﬃcients as functions of Ωh are shown in Figure 3.3. Full
expressions and derivation can be found in .
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Figure 3.3: The coeﬃcients a0, a1, b0, b1 and b2 as a function of Ωh in the case M = 10.
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3.2.2 Begin formulae
Following the same procedure as in the previous section, the expressions for the
coeﬃcients of the begin formula can be obtained for the same reference sets. We
notice that, for each value of P, it holds that
c1 = a1 + 2, c2 = a0 − 1, c3 = a1. (3.4)
3.2.2.1 M = 6
For this case, we can impose that d4 = d5 = d6 = d7 = 0. It also turns out that
d3 = b0. The other coeﬃcients in the begin formula are given by
- (K, P) = (5,−1)
d1 = −1, d2 = − 112
- (K, P) = (3, 0)
d1 = −1, d2 = 2 +Ωh − 2 A
Ω2h
- (K, P) = (1, 1)
d1 =
4(1− A) +ΩhB
Ωh
, d2 =
2A− 2−ΩhB
Ω2h
- (K, P) = (−1, 2)
d1 =
A− 3B
2
, d2 =
B− A
4Ωh
Plots of these coeﬃcients as functions of Ωh are shown in Figure 3.4. Full
expressions and derivation can be found in .
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Figure 3.4: The coeﬃcients d1 and d2 as a function of Ωh in the case M = 6.
3.2.2.2 M = 8
For this case, we can impose that d6 = d7 = 0. The other coeﬃcients in the begin
formula are given by
- (K, P) = (7,−1)
d1 = −1, d2 = 790 , d3 =
49
72
, d4 =
7
45
, d5 =
1
360
- (K, P) = (5, 0)
d1 = −1
d2 =
12 AΩh + 24− 5Ω2h − 24 A
(−12 + 12 A)Ω2h
d3 =
(−12− 48 A)Ωh + (−1 + 20 A)Ω2h − 120 + 120 A
(−24 + 24 A)Ω2h
d4 =
(12 + 12 A)Ωh + (−5 + A)Ω2h + 48− 48 A
(−12 + 12 A)Ω2h
d5 =
−24−Ω2h − 12Ωh + 24 A
(−24 + 24 A)Ω2h
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- (K, P) = (3, 1)
d1 = −1
d2 =
(−2 B− 2 A)Ωh − 8 + BΩ2h + 8 A
Ω3hB
d3 =
(
5 B + 1 + 4 A2
)
Ωh − 4 (4 A + 1) (−1 + A)
Ω3hB
d4 =
(−4 B− 4 A)Ωh + 8 (−1 + A) (A + 1)
Ω3hB
d5 =
(1 + B)Ωh + 4− 4 A
Ω3hB
- (K, P) = (1, 2)
d1 =
8ΩhB2 − 4 (−1 + A) (A + 5 B)
(3 B + A)Ωh
d2 =
(−4 B + 2 A2 + 14 BA− 4 A)Ωh − 4 B2Ω2h − 16 A (−1 + A)
(3 B + A)Ω3h
d3 =
(4 A + 1) (A− 5 B)Ωh − 8 B2Ω2h + 8 (−1 + A)
(
1 + 4 A2
)
(3 B + A)Ω3h
d4 =
−2 (A + 1) (A− 5 B)Ωh + 4 B2Ω2h − 32 A (−1 + A)
(3 B + A)Ω3h
d5 =
(A− 5 B)Ωh − 8 + 8 A
(3 B + A)Ω3h
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- (K, P) = (−1, 3)
d1 =
−4ΩhB2 + 6 A2 − 30 B2
BΩh + 15 B + 9 A
d2 =
(−3 B2 − 3 A2 + 4 BA)Ωh + 2 B2Ω2h + 6 A (A− B)
(15 B + 9 A)Ω2h + BΩ
3
h
d3 =
−B (−1 + 20 A2 − 24 BA)Ωh + 24Ω2hB3 − 3 (1 + 4 A2) (A− B)
(15 B + 9 A)Ω2h + BΩ
3
h
d4 =
4 B (−3 B + 2 A)Ωh + 12 A (A− B)
(15 B + 9 A)Ω2h + BΩ
3
h
d5 =
BΩh + 3 B− 3 A
(15 B + 9 A)Ω2h + BΩ
3
h
Plots of these coeﬃcients as functions of Ωh are shown in Figure 3.5. Full
expressions and derivation can be found in .
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Figure 3.5: The coeﬃcients d1 , . . . , d5 as a function of Ωh in the case M = 8.
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3.2.2.3 M = 10
For this case, we need all the degrees of freedom to ﬁnd a solution. The coeﬃcients
of the start formula are given by
- (K, P) = (9,−1)
d1 = −1, d2 = 141120160 , d3 =
3091
4320
, d4 =
2831
30240
d5 =
143
2520
, d6 = − 139160480 , d7 =
23
6048
,
- (K, P) = (7, 0), (5, 1), (3, 2), (1, 3), (−1, 4)
. . .
Plots of these coeﬃcients as functions of Ωh are shown in Figure 3.6. Full
expressions and derivation can be found in .
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Figure 3.6: The coeﬃcients d1 , . . . , d7 as a function of Ωh in the case M = 10.
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In general, the coeﬃcients are Ωh-dependent and, mainly in the trigonometric
case (negative Ωh), singularities may arise. For suﬃciently small values of |Ωh|
however, the coeﬃcients are continuous, well behaved functions of Ωh, as is shown
in Figure 3.1Figure 3.6. We notice that for small values of |Ωh|, the graphs can
be ordered according to the value of P.
These plots also show that, for 0 < |Ωh| 1 the coeﬃcients tend to their
classical values. In order to avoid numerical instabilities, the best way to compute
the coeﬃcients in this region, is by means of truncated Taylor expansions. For larger
values of |Ωh|, the values of the coeﬃcients deviate from their classical values and
their behaviour becomes unpredictable.
In the following sections, we will see that we are often only able to compute an
approximate value for the parameter Ωh, and hence we can only compute approxi-
mate values for the coeﬃcients a0, a1, . . . as well. When the coeﬃcients are slowly
varying functions of Ωh (as they are in the neighbourhood Ωh = 0), then even
approximate values of Ωh yield good results. In the neighbourhood of singularities,
however, this is no longer the case. Therefore, from a practical point of view, the
neighbourhood of Ωh = 0 is by far the most interesting region.
3.3 Error analysis
As an example, we consider the case M = 6. Following the approach described in
Section 1.3.1: Six-step procedure, step VI, we ﬁnd that
Φ(tp + t′ h) =

0 t′ < −2
−K(tp−2, tp + t′ h) −2 ≤ t′ ≤ −1
−K(tp−2, tp + t′ h)− a1 K(tp−1, tp + t′ h) −1 ≤ t′ ≤ 0
Φ(tp − t′ h) t′ > 0,
with K(x, z) = F(x− z) and
F(u) =

1
120
u5 P = −1
1
ω5
(
sin(ωu)−ω u + 1
6
ω3 u3
)
P = 0
1
ω5
(
1
2
ωu cos(ωu)− 3
2
sin(ωu) +ω u
)
P = 1
1
ω5
(
3
8
[sin(ωu)−ωu cos(ωu)]−ω2 u2 sin(ωu)
)
P = 2.
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Due to the symmetry of the linear functional, it is suﬃcient to check the sign
of ϕ(t′) := Φ(tp + t′ h)/hM−1 for t′ ∈ [−2, 0]. This is done in the contour plots
in Figure 3.7 for the case M = 6. Although large values of |Ωh| are not used in
general, we consider the region where |Ωh|≤ 45 in order to show the behaviour for
diﬀerent values of P. In the case P = 0, the function ϕ has a constant sign for all
values of Ωh for which it is deﬁned, for the cases P = 1 and P = 2, there clearly is
a bound on the values of Ωh for which the error can be written as (1.25).
For the begin formula, similar contour plots are made, but now we check the
sign of the kernel function for t′ ∈ [−1, 2]. The results for M = 6 are depicted in
Figure 3.8. The same conclusions hold as for the central formula.
If we summarise the results obtained so far for both the central and begin
formula, we can conclude that for suﬃciently small values of |Ωh| one can quite
easily compute (approximations of) the coeﬃcients of the EF methods and that
the error of such methods can be expressed in a closed form. In the next section,
we will use this result to determine a suitable value for the parameter Ωh. However,
since the error is expressed in terms of the unknown point ζ, the actual expression
that will be used, is the series expansion of the error.
For the central formula, this means that we obtain an expression in the form
lte = hM
L∗M(a)
M!
DK+1(D2 −ω2)P+1y(tp) +O
(
hM+2
)
.
E.g., in the case M = 6 this leads to the following results:
- (K, P) = (5,−1)
lte =
h6
6
y(6)(tp) +O
(
h8
)
- (K, P) = (3, 0)
lte =
h6
6
[
y(6)(tp)−ω2y(4)(tp)
]
+O
(
h8
)
- (K, P) = (1, 1)
lte =
h6
6
[
y(6)(tp)− 2ω2y(4)(tp) +ω4y(2)(tp)
]
+O
(
h8
)
- (K, P) = (−1, 2)
lte =
h6
6
[
y(6)(tp)− 3ω2y(4)(tp) + 3ω4y(2)(tp)−ω6y(tp)
]
+O
(
h8
)
.
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Figure 3.7: Contour plots of the function ϕ(t) for the central formula for the cases P = 0
(upper left), P = 1 (upper right) and P = 2 (below) in the case M = 6. The
colours grey and white are used to distinguish positive and negative function
values.
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t
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Figure 3.8: Contour plots of the function ϕ(t) for the begin formula for the cases P = 0
(upper left), P = 1 (upper right) and P = 2 (below) in the case M = 6. The
colours grey and white are used to distinguish positive and negative function
values.
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For the begin formula, one ﬁnds
- (K, P) = (5,−1)
lte = h6
59
360
y(6)(tp) +
h7
360
y(7)(tp) +O
(
h8
)
- (K, P) = (3, 0)
lte = h6
59
360
(
y(6)(tp)−ω2 y(4)(tp)
)
+
h7
360
(
y(7)(tp)−ω2 y(5)(tp)
)
+O
(
h8
)
- (K, P) = (1, 1)
lte = h6
59
360
[
y(6)(tp)− 2ω2y(4)(tp) +ω4y(2)(tp)
]
+
h7
360
[
y(7)(tp)− 2ω2y(5)(tp) +ω4y(3)(tp)
]
+O
(
h8
)
- (K, P) = (−1, 2)
lte = h6
59
360
[
y(6)(tp)− 3ω2y(4)(tp) + 3ω4y(2)(tp)−ω6y(tp)
]
+
h7
360
[
y(7)(tp)− 3ω2y(5)(tp) + 3ω4y(3)(tp)−ω6y(1)(tp)
]
+O
(
h8
)
3.4 Convergence of the method
To investigate the convergence of the method, an approach similar to that of Us-
mani [61] can be followed. The result is as follows.
The begin formula, the central formula and the end formula give rise to a system
of the form
(A + h4BM F)YTrue = bM + TM ,
where A is a ﬁve-diagonal matrix, BM is an almost M− 5 diagonal matrix, TM =
hMT′M = O
(
hM
)
represents the vector of truncation errors, F := diag( f (t1), . . . , f (tN))
and bM is the appropriate vector. In the case M = 8 the elements B1,3 and BN,N−2
are non-zero; in the case M = 10 the elements B1,4, B1,5, BN,N−4 and BN,N−3 are
non-zero.
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The numerical solution Y := (y1, . . . , yN)
T satisﬁes
(A + h4BM F)Y = bM (3.5)
and it can be shown that E := YTrue −Y satisﬁes (we use the ‖·‖∞ norm)
‖E‖≤ h
M‖A−1‖ ‖T′M‖
1− h4‖A−1‖ ‖BM‖ ‖F‖ ,
when h4‖A−1‖ ‖BM‖ ‖F‖< 1. As it can be shown that (the equality only holds
for odd N)
h4‖A−1‖≤ (b− a)
2
384
(
5 (b− a)2 + 4 h2
)
,
we ﬁnd that the method is of order M− 4 provided that
h2 <
1
4
(
384
(b− a)2‖BM‖ ‖F‖ − 5 (b− a)
2
)
,
which is possible if
‖F‖< 384
5 (b− a)4‖BM‖ .
This idea has also been used in [72] for the EF case with P = 0 for M = 6,
M = 8 and M = 10 and it can be easily be extended to the cases P ≥ 1. We
can thus conclude that, under suitable conditions on ‖F‖, the EF methods with
M = 6, M = 8 and M = 10 are of order 2, 4 and 6 respectively.
3.5 Parameter selection
We now come to the problem of attributing a value to the parameter ω for the EF
methods, i.e. the cases with P > −1. The determination of the parameter is an
essential part in the EF framework. Most papers on the subject only deal with the
case P = 0. Here, however, we will use an approach valid for any P ≥ 0. It is an
adaptation of the strategy outlined in Section 2.3 (page 48), where we used it for
solving second order boundary value problems.
The algorithm is based on the expression for the local truncation error. The idea
is to look for a value ωj for the parameter ω that annihilates its leading term at
the point tj. We know that this leading term contains a factor of the form
pP,K
(
ω2j
)
= DK+1 (D2 −ω2j )P+1y(tj) = 0. (3.6)
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For e.g. P = 1, we get
p1,K
(
ω2j
)
= y(K+5)(tj)− 2 y(K+3)(tj)ω2j + y(K+1)(tj)ω4j = 0.
Remark that we will use a concept called local tuning. It means that the begin
formula, each of the central formulae and the end formula can each depend on
a diﬀerent value ωj for ω, instead of one common value over the entire interval.
Therefore, it is actually more accurate to tie an extra index to the coeﬃcients used
at e.g. tj: a0j, a1j, b0j, . . . .
In order to obtain values for the y(i) quantities that appear in (3.6), we can
diﬀerentiate the diﬀerential equation and re-express higher-order derivatives in terms
of y, y′, y′′ and y′′′. The remaining derivatives can then be approximated by means
of (suﬃciently accurate) ﬁnite diﬀerence formulae. This ﬁnally leads to expressions
that only contain y-values. To obtain a ﬁrst approximation for these y-values, we
can apply any suitable classical method.
Equation (3.6) is of degree P + 1 in ω2j . This means that for P = 0, a single
value for ωj is obtained (the sign does not matter in this discussion). For P ≥ 1
on the other hand, P + 1 choices can be made in each point tj. In deciding which
value to choose, two observations are of importance:
(i) When the solution is of the form y(t) = tp0 eα t with p0 ∈ N, and if P ≥ p0,
then ωj = α is a (constant) solution of (3.6). More speciﬁcally, Theorem 2.1
tells us that ω2j = α
2 is a solution of multiplicity P − p0 + 1. By using
this constant parameter value, we can in principle obtain machine accuracy,
since the solution y(t) then falls within the ﬁtting space of the corresponding
method.
(ii) When the solution y(t) is not of the form tp0 eα t, then, in each point tj,
we can only try to determine a value ωj such that y(t) is locally as well as
possible approximated by a function within the ﬁtting space. Sometimes,
however, the root(s) of (3.6) become very large at certain points tj e.g. due
to a denominator that becomes very small. Experiments have shown that
for such large values of ωj, the accuracy of the solution decreases. A good
criterion is to attribute at each point of the interval the smallest (in norm) of
the suggested values for ω.
These two observations lead to the following conclusions:
(i) If possible, choose a rule for which there is a constant ωj for all j.
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Figure 3.9: The maximum error E as a function of the step-size h for the case M = 10,
P = −1 for the original method ( ) and the split form ( ). These results
were obtained with a MATLAB implementation.
(ii) If ωj cannot be held constant for all j, then we must try to ﬁnd a rule for
which ωj can be held small. This means that a rule with P = 0 may be less
suited than a rule with P ≥ 1, as the latter might provide better choices.
3.6 A new formulation
System (3.5) can be solved with any suitable linear algebra algorithm. However,
as N grows, the ﬁve-diagonal coeﬃcient matrix A becomes more and more ill-
conditioned, and as the condition number grows like N4, this quickly leads to
severely degraded numerical results. This can be seen in Figure 3.9 ( ), which
shows the results obtained for Problem 3.1 with a MATLAB implementation as
above. A well-known procedure to circumvent this problem is to reformulate the
system in a split form.
If (3.2) is rewritten as
(E−2 + a1E−1 + a0 + a1E + E2)yj = (3.7)
h4
(
b2E−2 + b1E−1 + b0 + b1E + b2E2
)
f j,
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with E f (x) := f (x + h), then it can easily be split into(E
−1 + β + E)yj = h2vj
(E−1 + α + E)vj = h2
(
b2E−2 + b1E−1 + b0 + b1E + b2E2
)
f j.
(3.8a)
(3.8b)
This needs to be done at each knot point, introducing a new vector V of un-
knowns vj, j = 1, . . . ,N.
Theorem 3.1. If K > −1, then (3.7) can be split into (3.8) with
{α, β} = {a1 + 2,−2} .
Proof. If K > −1, then y(t) = 1 is part of the ﬁtting space, which in turn requires
that 1 + a1 + a0 + a1 + 1 = 0 or a0 = −2(a1 + 1). Straightforward calculations show
that indeed
(E−1 + (a1 + 2) + E)(E−1 − 2 + E) =
(E−2 + a1E−1 − 2(a1 + 1) + a1E + E2).

It is also possible to ﬁnd proper expressions for α and β if K = −1. In that case,
however, both necessarily depend on the parameter ω contained within the original
a0 and a1, and we recall that, due to local tuning of the parameter, each of the
equations has its own set of coeﬃcients a0j, a1j, b0j, . . . . By relation, the same
holds for αj and β j.
Trying to reconstruct (3.7) by eliminating vj−1, vj and vj+1, one obtains as
left-hand side
(E−2 + (αj + β j−1)E−1 + (2 + αjβ j) + (αj + β j+1)E + E2)yj.
This expression has to match the right-hand side of (3.7), which requires{
β j−1 + αj = a1,j = β j+1 + αj .
2 + αjβ j = a0,j .
These conditions impose an alternating restriction on the diﬀerent β j. The only
way to satisfy this requirement without losing the possibility of local tuning, is to
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choose β constant, i.e. independent of ω. Theorem 3.1 shows that this is possible
for methods that are not fully exponentially ﬁtted, i.e. methods for which K 6= −1.
In what follows, we consider only those methods.
We also remark that in the case M = 10, we are not looking for a split form
σ(E) = σ1(E) σ2(E) of the right-hand side of (3.7). The main argument is that,
although this would lead to a pure two-step formulation, there is no natural splitting
(suggested by the order conditions) as there is for the left-hand side.
Finally, we also have to rewrite the begin and end formula in an appropriate
form. Using the relations (3.4), we obtain from (3.3) and (3.8a), j = 1, 2 that
c1y0 + c2y1 + c3y2 + y3
−(a1 + 2)(y0 − 2y1 + y2 − h2v1)− (y1 − 2y2 + y3 − h2v2) =
d1h2y′′0 + h4(d2y
(4)
0 + d3y
(4)
1 + d4y
(4)
2 + d5y
(4)
3 + d6y
(4)
4 + d7y
(4)
5 ),
such that
(a1 + 2)v1 + v2 =
d1y′′0 + h2(d2y
(4)
0 + d3y
(4)
1 + d4y
(4)
2 + d5y
(4)
3 + d6y
(4)
4 + d7y
(4)
5 ).
In summary, the split form of the system is given by
yj−1 − 2yj + yj+1 = h2vj j = 1, . . . ,N
(a11 + 2)v1 + v2 = d11y′′0 + h2
M−5
∑
i=0
di+2,1y
(4)
i
vj−1 + (a1j + 2)vj + vj+1 = h2
(M−6)/2
∑
i=−(M−6)/2
b|i|,jy
(4)
j+i j = 2, . . . ,N − 1
vN−1 + (a1N + 2)vN = d1Ny′′N+1 + h2
M−5
∑
i=0
di+2,Ny
(4)
N+1−i .
The general structure of this system is given by Dβ −h2 I
h2BMF Dα
(Y
V
)
=
(
0
cM
)
+
 0
hM−1T′

in which Dβ and Dα are tridiagonal matrices with
Dβ i,i±1 = Dα i,i±1 = 1, Dβ i,i = −2, Dα i,i = 2 + a1i
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and cM is the appropriate vector arising from the new discretisation.
In this new formulation, we now look for the error Eˆ where
EˆT :=
(
YT ,VT
)
−
(
YTTrue,V
T
True
)
and where
VTrue,j := h
−2 [y(tj+1)− 2 y(tj) + y(tj−1)] .
We then ﬁnd Aˆ + h2
 0 −I
BMF 0
 Eˆ =
 0
hM−2T′M
 ,
where Aˆ is the block diagonal matrixDβ 0
0 Dα
 .
It can be shown that
‖Eˆ‖≤ h
M−2‖Aˆ−1‖ ‖T′M‖
1− h2‖Aˆ−1‖max(1, ‖BˆM‖ ‖F‖)
,
if the denominator of the right-hand side is positive. Further, since
Aˆ−1 =
Dβ−1 0
0 Dα−1
 ,
it follows that ‖Aˆ−1‖= max(‖D−1β ‖, ‖D−1α ‖). Since
(i) ‖D−1β ‖≤ (b−a)
2
8 (the equality only holds for N odd) and
(ii) Dα is an EF-adaptation of Dβ,
one can show that the method is again of order M− 4, provided that ‖F‖ is bounded
appropriately.
Figure 3.9 also shows the results obtained for Problem 3.1 with this split form
( ). A signiﬁcant improvement in accuracy is obtained compared to the ﬁrst
implementation.
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Finally, we wish to remark that, instead of using the reformulated form of the
diﬀerence equations, another possibility is to reformulate the diﬀerential problem
(3.1) as {
y′′1 = y2
y′′2 = − f (t)y1 + g(t),
subject to
y1(a) = A1, y2(a) = A1, y1(b) = B1, y2(b) = B1.
This problem can then be solved with any suitable method for second order BVPs,
such as Numerov's method or RungeKuttaNyström methods. The diﬀerence
between these two approaches is crucial when exponentially ﬁtted methods are used:
if the diﬀerential equation is rewritten as a system of two second-order equations,
then (3.6) is a system with two components. Regardless the value of P, there is
always at most one parameter ω, which implies that, in general, the leading error
term cannot be annihilated for both components. If the discrete system of diﬀerence
equations is reformulated following the approach given above, this problem does not
occur because (3.6) remains scalar.
3.7 Numerical examples
Problem 3.1.
y(4) − 384t
4
(t2 + 2)4
y = 24
2− 11t2
(t2 + 2)4
y(−1) = y(1) = 1
3
y′′(−1) = y′′(1) = 2
27
Exact solution: y(t) =
1
2 + t2
−1 −0.5 0 0.5 1
0.3
0.4
0.5
0.6
t
y
We ﬁrst integrate this problem numerically with a classical rule of order 4, i.e.
M = 8. As a second step, we want to improve the accuracy of the solution by
computing a second solution with an exponentially ﬁtted method with P = 0. The
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Figure 3.10: The values attributed to ωj for Problem 3.1 in case M = 8 and P = 0 for
h = 1/8.
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=(ω)
Figure 3.11: The values of ω1,j (left) and ω2,j (right) for Problem 3.1 in case M = 8 and
P = 1 for h = 1/8.
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10−210−1
10−14
10−12
10−10
10−8
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h
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P = −1
min(ω1,ω2)
ω1
ω2
O(h6)
Figure 3.12: The maximum errors in the numerical solutions for various ﬁxed mesh sizes h
obtained with the classical method and an EF method (P = 1) with diﬀerent
choices for ω.
determination of a suitable value for ωj in each knot point tj then starts from the
expression
p0
(
ω2j
)
= y(8)(tj)− y(6)(tj)ω2j = 0.
The higher order derivatives in this expression can be rewritten in terms of y, y′,
y′′ and y′′′. These new derivatives can in turn be approximated by means of ﬁnite
diﬀerence schemes of order 4. We obtain a list of values for ωj, as depicted in
Figure 3.10. The values obtained are not constant over the interval and become
quite large (in modulus) at certain points. In an attempt to avoid those spikes, we
also consider the case P = 1, for which we start from
p1
(
ω2j
)
= y(8)(tj)− 2 y(6)(tj)ω2j + y(4)(tj)ω4j = 0. (3.9)
This expression gives rise to two roots ω1,j and ω2,j, depicted in Figure 3.11. We
notice that ω2 becomes quite large at ±0.5. This time, however, we can avoid
these large values, by selecting the smaller of ω1,j and ω2,j in each knot point.
The values that are ultimately selected by following this strategy, are indicated with
thicker markers.
The importance of choosing properly which value to attribute to each ωj, is
shown in Figure 3.12. We depict the maximum errors over the integration interval
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O(h4)
O(h6)
O(h8)
Figure 3.13: The maximum error E as a function of the step-size h for the cases P = −1
and P = 1: top-left M = 6, top-right M = 8 and M = 10 below.
in the numerical solutions for various ﬁxed step-sizes h, as obtained with the classical
method and the exponentially ﬁtted P = 1 methods tuned to ω1,j, ω2,j and the
smallest of both. The latter method yields the most accurate results for large and
medium step-sizes.
The procedure thus followed turns the fourth order method into a sixth order
method. This is also visible in Figure 3.13, where we show for each of the cases
M = 6, M = 8 and M = 10 that the classical methods are of order 2, 4 and
6 respectively, whilst their exponentially ﬁtted counterparts behave as methods of
order 4, 6 and 8 respectively.
Figure 3.14 shows a comparison of six methods: for both P = −1 and P = 1, the
CPU-times required for methods with M = 6, M = 8 and M = 10 are plotted for
various step-sizes. The time measured for the exponentially ﬁtted methods (P = 1)
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10−12
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P = −1,M = 8
P = 1, M = 8
P = −1,M = 10
P = 1, M = 10
Figure 3.14: The maximum error E versus CPU time for the cases P = −1 and P = 1 each
for M = 6, M = 8 and M = 10.
includes solving the problem with the classical counterpart, estimating ωj from
(3.9) in each knot point and solving the problem again with the EF method. Using
exponentially ﬁtted methods certainly requires more CPU time, but for M = 6 or
M = 8 (at large to moderate step-sizes), a considerable improvement in accuracy
is achieved. For M = 10, even the classical methods produce very accurate results
at moderate step-sizes; the extra CPU-time is not justiﬁed.
For increasing M, the CPU-time required becomes larger due to the increasing
bandwidth of matrix BM. In terms of degree of exponential ﬁtting, i.e. values of
P and K, more computational eﬀort is needed for higher values of P. Finding the
P+1 roots of (3.6) requires more computations for higher values of P. Also, a larger
degree of exponential ﬁtting implies more Ωh-dependent coeﬃcients that have to
be computed in every knot point. Choosing between the diﬀerent methods means
making a trade-oﬀ between the required (order of) accuracy and the CPU-time
available.
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Problem 3.2.
y(4) − y = 4et
y(−1) = −1/e
y(1) = e
y′′(−1) = 1/e
y′′(1) = 3e
Exact solution: y(t) = tet
−1 −0.5 0 0.5 1
−1
0
1
2
3
t
y
In theory, this problem can be solved up to machine accuracy with any EF rule
with P ≥ 1 and ωj = 1. In general, however, we do not know exact values for ωj in
advance, but, as shown above, we can compute appropriate values numerically. The
following questions come to mind: what happens to the numerical solution when we
use approximate values for ωj? How accurately should these parameter values be
computed? We will look at the case M = 6 and h = 1/16 to provide some insight.
The ωj are obtained by annihilating the leading term of the leading truncation
error. Just as before, the higher order derivatives are re-expressed in terms of y,
y′, y′′, y′′′, while these new derivatives are approximated in terms of the already
computed solution η I = {y1, . . . , yN} by means of three suitable ﬁnite diﬀerence
schemes. With the obtained list of values ω I = {ω1, . . . ,ωN}, we can solve the
problem again to obtain an improved solution η I I . This procedure could be repeated:
η I I can be used to compute ω I which can then in turn be used to ﬁnd a third solution
η I I I , etc.
Since η I is, in this case, only O(h2) accurate, it seems unnecessary to approxi-
mate the derivatives with schemes that are more accurate than O(h2). Figure 3.15
conﬁrms this expectation. The blue line on the left hand plot shows the solution as
computed by the classical method. This solution was used to calculate ω I , ω I I and
ω I I I , making use of diﬀerence schemes of order 2, 4 and 6 respectively. Although
ω I I and ω I I I are more accurate than ω I , there is only a small diﬀerence (in absolute
error) between η I I , η I I I and η IV .
Figure 3.16 shows the results obtained for Problem 3.2 with an alternative,
incremental approach. Again, the problem is ﬁrst solved with a classical method.
Based on this η I ( , left) and a ﬁnite diﬀerence scheme of order 2, ω I ( ,
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Figure 3.15: The absolute error for η I , . . . , η IV (left) and the absolute error for
ω I , . . . ,ω I I I (right), computed from η I and making use of ﬁnite diﬀerence
schemes of increasing order for the derivatives.
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Figure 3.16: The absolute error for η I , . . . , η IV (left) and the absolute error for
ω I , . . . ,ω I I I (right), computed from the corresponding ηi and making use of
ﬁnite diﬀerence schemes of increasing order for the derivatives.
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Figure 3.17: The maximum error E as a function of the step-size h. Each ηi is incremen-
tally computed with a method tuned to ωi, calculated with ﬁnite diﬀerence
schemes of order 2i for the derivatives.
right) is computed. These parameter values are used to tune a ﬁrst exponentially
ﬁtted method, which yields a second solution η I I ( , left). This improved solution
is used in a ﬁnite diﬀerence scheme of order 4 to determine ω I I ( , right). This
procedure is repeated to yield η I I I , ω I I I ( ) and η IV ( ). We notice that the
error of the numerical solution becomes smaller after each iteration.
Figure 3.17 (left) shows that this also holds for other, relatively large step-sizes.
For smaller step-sizes, the improvements become smaller. At the right-hand side of
Figure 3.17, we show the results obtained with the same approach for Problem 3.1.
Sadly, there is no gain by using this incremental approach on this problem. On the
contrary, η I I I and η IV are less accurate than η I I .
3.8 Conclusion
In this chapter, we have looked at a family of exponentially ﬁtted methods suited
for the numerical solution of fourth-order boundary value problems. After deriv-
ing the coeﬃcients of the central, begin and end formulae for all of the possible
ﬁtting spaces, we brieﬂy looked at the error expressions and the convergence prop-
erties. Initial numerical tests showed that the linear systems to be solved suﬀer
from ill-conditioning. To circumvent this problem, we have considered a new, split
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formulation, applicable to non-fully ﬁtted methods.
We applied a modiﬁcation of the parameter selection strategy of the previous
chapter to this family of methods. At each knot point, a suitable value for the free
parameter is determined from the expression for the leading error term. To obtain
the coeﬃcients of this expression, the problem is ﬁrst solved with a classical method.
From this ﬁrst solution, the higher order derivatives are approximated by means of
standard ﬁnite diﬀerence schemes of the appropriate order. If P > 0, then one can
choose between multiple suitable values. Our advice is to choose the root with the
smallest norm, in order to avoid the regions where the coeﬃcients change rapidly.
Numerical tests show that this approach works quite well: for scalar problems, an
order of accuracy can be gained.
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4
Deferred correction with EFMIRK
methods
4.1 Introduction
In this chapter, we consider general nonlinear two-point boundary problems of the
form
y′ = f (x, y(x)) (4.1)
where f : R × Cm 7→ Cm, over an interval [a, b] and subject to m boundary
conditions
g(y(a), y(b)) = 0.
We will consider numerical solutions of (4.1) on an equidistant mesh
pi : a = x0 < x1 < x2 < . . . < xN = b
with a distance of h between each knot point. We will denote the restriction of the
exact solution y(x) to pi by ∆y, while we will refer to numerical solutions as η, and,
when dealing with multiple successive solutions, η I , η I I , . . . . We shall refer to the
k-th element of ηi as ηik, i.e. η
i =
{
ηi0, . . . , η
i
N
}
.
A well-known and well-studied technique for this type of problem, is called de-
ferred correction. During the past half-century, a tremendous amount of work has
been done around this idea. We must at the very least mention the work done
by Fox [27] and Pereyra [4850] regarding the Iterated Deferred Correction (IDC)
technique.
99
Chapter 4. Deferred correction with EFMIRK methods
The basic idea is to promote a low-order method to a higher order by (iteratively)
adding a correction to the solution it produces. Suppose that we want to solve a
BVP with a method φ. If we know in advance that the exact local discretisation
error is given by L(∆y), then we can obtain a numerical solution η that is exactly
equal to ∆y by solving
φ(η) = L(∆y).
The idea behind IDC is to iteratively use a previous numerical solution ηi as a
building block for L˜, a suitable approximation of L(∆y), and to obtain a next solution
ηi+1 by solving
φ(ηi+1) = L˜(ηi).
The IDC procedure requires knowledge of the asymptotic expansion of the local
discretisation error. If the method at hand has a complicated structure then this
requirement can be quite a burden.
In this chapter, we will use a technique proposed by Cash [1417], based on
mono-implicit Runge-Kutta (MIRK) methods. In this approach, a low-order base
method φ is assisted by a second, higher order MIRK method ψ that provides an
approximation of the residual of the ﬁrst method. Symbolically, such a setup can
be represented as
φ(η I) = 0
φ(η I I) = −ψ(η I). (4.2)
It is possible to do more than one correction, by making use of multiple correcting
methods. The well-known TWPBVP code by Cash et al. [13] uses the following
setup:
φ4(η I) = 0
φ4(η I I) = −φ6(η I)
φ4(η I I I) = −φ6(η I)− φ8(η I I),
in which φ4, φ6 and φ8 are MIRK methods of order 4, 6 and 8, respectively. The
bvptwp.m software package, introduced in [18], contains a MATLAB translation
of TWPBVP and its variants.
A framework for proving accuracy results for a wide class of deferred correction
schemes of the form
φ(η I) = 0
φ(η I I) = χ(η I)
(4.3)
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was presented by Skeel in [55, Theorem 4.1]. The following theorem is a paraphrased
version of the original, as found in [67].
Theorem 4.1 (Skeel [55], Cash [16, 17], Van Daele et al. [67]). Consider the
DC scheme
φ(η I) = 0
φ(η I I) = χ(η I).
If it holds that
• η I = ∆y +O(hp),
• χ(∆y) = φ(∆y) +O
(
hp
∗)
and
• χ(∆w) = O(hr) for arbitrary functions w having at least r continuous
derivatives,
then
η I I = ∆y +O(hq), with q :=min(p∗, p + r).
Deferred correction schemes of the form (4.2) fall within this framework if
χ :=φ− ψ.
In what follows, we will consider schemes of the form (4.2), based on exponen-
tially ﬁtted mono-implicit Runge-Kutta (EFMIRK) methods. The free parameters
will be used to annihilate or minimise the leading error term.
First, we remind the reader of the key concepts of rooted trees and B-series
in Section 4.2. We also highlight a subset of P-trees and introduce an explicit
restriction of P-series called B -series to handle non-autonomous problems. After
introducing some notations and providing insight into exponentially ﬁtted MIRK
methods in Section 4.3, we proceed to the actual topic of this chapter in Section 4.4,
where we focus on the leading residual term of EFMIRKDC schemes. Finally, in
Section 4.5, we propose two diﬀerent approaches to gain accuracy by choosing ap-
propriate parameter values: a scheme-level approach and a method-level approach.
These algorithms are put to the test in a series of numerical experiments with various
EFMIRKDC schemes.
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4.2 Trees and series
Consider a system of m autonomous diﬀerential equations
y′ = f (y), (4.4)
with y ∈ Rm and f : Rm → Rm. It has been known for a long time [19, 30, 44]
that there is a correspondence between rooted trees and systems of this form.
Speciﬁcally, there is a one-to-one mapping between the rooted trees of a given
order ρ0 and the terms arising in the ρ0-th derivative of the exact solution y(x) of
(4.4) in terms of f :
1 y′ f
2 y′′ f ′ f
3 y(3) f ′′( f , f )
f ′ f ′ f
4 y(4) f ′′′( f , f , f )
f ′′( f ′ f , f )
f ′ f ′′( f , f )
f ′ f ′ f ′ f
...
...
...
...
With an operator F that is deﬁned as the mapping from columns 4 to 3, we can
write, if we assume y0 = y(x0),
y(x0 + h) = y0 + hF( )(y0) +
h2
2
F( )(y0) (4.5)
+
h3
3!
[
F( ) + F( )
]
(y0) + . . . .
In a series of inﬂuential articles [57], Butcher showed that the numerical solution
for (4.4), as produced by a Runge-Kutta method, can be written in a similar form,
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also based on rooted trees and the mapping F:
y1 = y0 + ha( )F( )(y0) +
h2
2
a( )F( )(y0) (4.6)
+
h3
3!
[
a( )F( ) + a( )F( )
]
(y0) + . . . ,
in which the mapping a is deﬁned in terms of the coeﬃcients of the method.
Imposing that (4.5) and (4.6) should agree on coeﬃcients up to a certain power of
h, gives rise to the well-known order conditions for Runge-Kutta methods in terms
of rooted trees. In the following sections, we provide more details.
A few years later, Hairer and Wanner [33] considered general series of the form
(4.6), with arbitrary a. The authors named this type of series Butcher series, now
commonly known as B-series. Although we will not use B-series in what follows, we
do make a quick review of the concept in Section 4.2.1: Rooted trees and B-series.
This will allow an easier transition to Section 4.2.3: P-trees and P-series, where we
explain why we will use a restriction of P-series.
4.2.1 Rooted trees and B-series
The central entity in this theory is the rooted tree. Most of the properties derived
from these trees can be deﬁned recursively, as this reﬂects how trees can be con-
structed from smaller trees, with , the only tree of order 1, as smallest building
block.
We shall refer to the set of all rooted trees as T and, if the inclusion of the empty
tree is required, T . The subset of T that only contains trees with q nodes, is
denoted by Tq.
Deﬁnition 4.2. Let t, t1, t2, . . . , tk ∈ T. It is said that
t = [t1, t2, . . . , tk]
iﬀ t is the result of grafting t1, t2, . . . , tk onto one and the same node, i.e.
t =
tk. . .t2t1
.
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Example 4.3. The rooted tree can be constructed from , and by
attaching all these subtrees to one and the same node. One writes
= [ , , ] = [ , 2].
Note how an exponent is used to shorten the repetition of the single-node tree.
This power notation will be used gratefully in the deﬁnitions below. Also note
that the ordering of the subtrees is of no importance for rooted trees:
[ , 2] = [ 2, ] = [ , , ].
Deﬁnition 4.4 (Order). The order of a tree t is the number of nodes in the
tree. This property can be computed recursively as
ρ(t) =
{
1 t =
1 +∑ki=1 niρ(ti) t =
[
tn11 , t
n2
2 , . . . , t
nk
k
]
.
Deﬁnition 4.5 (Symmetry). The symmetry of a tree t is recursively deﬁned
as
σ(t) =
{
1 t =
∏ki=1 ni! σ(ti)
ni t =
[
tn11 , t
n2
2 , . . . , t
nk
k
]
.
It is assumed that t1, t2, . . . , tk are distinct trees.
Deﬁnition 4.6 (Density). The density of a tree t is recursively deﬁned as
γ(t) =
{
1 t =
ρ(t)∏ki=1 γ(ti)
ni t =
[
tn11 , t
n2
2 , . . . , t
nk
k
]
.
It is assumed that t1, t2, . . . , tk are distinct trees.
Before we can deﬁne B-series, we must brieﬂy touch upon the subject of mono-
tonically labelled trees. A labelled tree is a rooted tree with a label attached to each
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node. If the labelling is strictly monotone along the direct paths between the root
and each node, then the tree is monotonically labelled. The number of non-trivially
diﬀerent monotonic labellings of a rooted tree t is given by
α(t) :=
ρ(t)!
σ(t)γ(t)
.
Example 4.7. The diﬀerent lexicographically monotone labellings of are
j
lk
m
, j
mk
l
and j
kl
m
.
This tree cannot be labelled in other fundamentally diﬀerent, monotonic ways,
i.e. α( ) = 3.
Example 4.8. The following table lists these numeric properties of all rooted
treesa with up to four nodes:
t ρ(t) σ(t) γ(t) α(t)
1 1 1 1
2 1 2 1
3 2 3 1
3 1 6 1
4 6 4 1
4 1 8 3
4 2 12 1
4 1 24 1
Notice how the tree from Example 4.7 is the only tree for which α(t) 6= 1: the
other trees in the table can only be labelled monotonically in one way.
a
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The last ingredient that we need for our B-series recipe, is a deﬁnition of the map-
ping F that we mentioned earlier. It provides a mapping from rooted trees to elemen-
tary diﬀerentials, which can be deﬁned in terms of Fréchet derivatives.
Deﬁnition 4.9. Suppose f : Rm → Rm. The k-th Fréchet derivative of f is
an operator f (k)(z) : Rm ×Rm × . . .Rm︸ ︷︷ ︸
k
→ Rm, deﬁned as
f (k)(z) (K1, . . . ,Kk) =
m
∑
i1=1
. . .
m
∑
ik=1
fi1 ,...,ik (z)
k
∏
j=1
Kjij ,
with
fi1 ,...,ik (z) :=
∂k f (v)
∂vi1 . . . ∂vik
∣∣∣∣∣
v=z
.
Deﬁnition 4.10. The elementary diﬀerential associated with a rooted treea t
is given by
F(t) = y 7→
{
f (y) t =
f (k)(y) (F(t1)(y), . . . , F(tk)(y)) t = [t1, t2, . . . , tk] .
a
Deﬁnition 4.11. A B-series is a formal series of the form
B(a, y) = a( )y + ∑
t∈T
hρ(t)
ρ(t)!
α(t)a(t)F(t)(y),
in which a : T → C is an arbitrary map.
The following theorem can easily be regarded as the foundation of the entire
B-series theory. It formalises the relation between rooted trees of order q and the
q-th derivative of y in terms of elementary diﬀerentials.
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Theorem 4.12. Consider y′ = f (y), in which f : Rm → Rm is suﬃciently
diﬀerentiable. It holds that
y(q)(x) = ∑
t∈Tq
α(t)F(t)(y(x)).
4.2.1.1 Exact versus numerical solution
With the concept of B-series, it becomes straightforward to analyse (the order of)
Runge-Kutta methods. If we know that the exact solution to (4.4) is given by y(t)
and if we start from a point x0 where y0 = y(x0), then
y(x0 + h) = y(x0) + hy′(x0) +
h2
2
y′′(x0) + . . . ,
which, by means of Theorem 4.12 and Deﬁnition 4.11, can be written as
= B(1, y0), 1(t) = 1, ∀t ∈ T .
On the other hand, the numerical solution computed by a Runge-Kutta method
with s stages, is given by
y1 = B(Φγ, y0),
in which Φγ(t) :=Φ(t)γ(t). The mapping Φ, which associates an elementary weight
with each rooted tree, can be deﬁned as follows, in terms of the coeﬃcients of the
method under consideration1:
Φ(t) =

1 t =
∑sj=1 bj t =
∑sj=1 bj∏
k
l=1Φj(tl) t = [t1, t2, . . . , tk]
(4.7a)
with, for i = 1, . . . , s,
Φi(t) =
{
∑sj=1 aij t =
∑sj=1 aij∏
k
l=1Φj(tl) t = [t1, t2, . . . , tk] .
(4.7b)
1
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ρ(t) t Φ(t) =
1
γ(t)
1 ∑
i
bi = 1
2 ∑
i
bici =
1
2
3 ∑
i,j
biaijcj =
1
6
∑
i
bic2i =
1
3
4 ∑
i
bic3i =
1
4
∑
i,j
biciaijcj =
1
8
∑
i,j
biaijc2j =
1
12
∑
i,j,k
biaijajkck =
1
24
Table 4.1: The order conditions for classical Runge-Kutta methods and the associated
trees (ρ(t) ≤ 4).
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If Φ(t)γ(t) = 1 for all t up to a given order q and if there exists at least one tree
of order q + 1 such that Φ(t)γ(t) 6= 1, then the method is of order q. This gives
rise to the well-known order conditions, shown in Table 4.1 for ρ(t) ≤ 4. These
conditions are slightly diﬀerent from what one would expect from (4.7): we have
silently assumed that the row-sum conditions hold, e.g.
∑
j
aij = ci , i = 1, . . . , s.
We will elaborate on these conditions in Section 4.2.3: P-trees and P-series.
Example 4.13. The method that is represented by
0
1
2
1
2
1 −1 2
1 −1
2
1
1
2
1
6
2
3
1
12
1
12
is a third order methoda. We can verify that by checking if the order conditions
associated with all trees up to order three are satisﬁed:
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ρ(t) t Φ(t) =
1
γ(t)
1 1 = 1
2
1
2
=
1
2
3
1
6
=
1
6
1
3
=
1
3
4
1
4
=
1
4
1
6
=6 1
8
5
48
=6 1
12
1
24
=
1
24
We observe that the order conditions are not satisﬁed for two trees of order
four, which conﬁrms that the method is in fact of order 3.
a
4.2.1.2 B-series composition
Theorem 4.18: B-series composition will support us in Section 4.4.3, where we use
a property of a speciﬁc family of B -series compositions. First, however, we must
deﬁne the composition of coeﬃcient mappings. The deﬁnition uses the operators
si and di, which are deﬁned in terms of labelled trees. For more information, we
refer the reader to [32, Section II.12]. In particular, Theorem 4.18 is a paraphrased
version of [32, Theorem 12.6].
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Deﬁnition 4.14. We denote by si(t) the subtree formed by the ﬁrst i indices
and by di(t) the set of subtrees formed by the remaining indices.
Example 4.15. For the labelled tree t = j lk
m
, we get
i si(t) di(t)
0 { j lk
m
}
1 j { km , l }
2 j
k { m , l }
3 j
lk { m }
4 j
lk
m
∅
Deﬁnition 4.16. Let a : T → C with a( ) = 1 and b : T → C. For a tree t
of order q, the composition of a and b is deﬁned as
a · b(t) = 1
α(t)∑
(
q
∑
i=0
(
q
i
)
b(si(t)) ∏
z∈di(t)
a(z)
)
,
in which the ﬁrst summation runs over all the monotonic labellings of t.
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Example 4.17. For the tree that we have decomposed in Example 4.15, we
obtain
a · b( ) = 1
3
[
b( )a( ) + b( )a( ) + b( )a( )
+ 4b( )a( )a( ) + 4b( )a( )a( ) + 4b( )a( )a( )
+ 6b( )a( )a( ) + 6b( )a( )a( ) + 6b( )a( )
+ 4b( )a( ) + 4b( )a( ) + 4b( )a( )
+ b( ) + b( ) + b( )
]
.
The columns that emerge in this expression, correspond to the contributions
by the three monotonic labellings of t, cf. Example 4.7 (page 105).
Theorem 4.18 (B-series composition). Let a : T → C with a( ) = 1 and
b : T → C. The composition of the B-series based on these mappings is
again a B-series:
B(b, B(a, y)) = B(a · b, y).
4.2.2 Transition to Partitioned Runge-Kutta methods
In this section, we will consider the case of non-autonomous problems of the form
y′ = f (x, y), (4.8)
in which f is anR×Cm 7→ Cm function. As is explained in e.g. [32], such a problem
can be rewritten in an autonomous form, and, if the row-sum conditions are satisﬁed,
then this has no eﬀect other than having to deal with (larger) vectors. To explain
thoroughly why we need P-series, we repeat the derivation found in [32, Section
II.2].
In what follows, we will use uppercase superscript indices to denote components.
Using this notation, (4.8) can be written as
(yJ)′ = f J
(
x, y1, . . . , ym
)
, J = 1, . . . ,m.
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The application of a RK method in the form (1.13) directly to this problem, yields,
for J = 1, . . . ,m,
yJk+1 = y
J
k + h
s
∑
i=1
bi f J
(
xk + cih,Y1i , . . . ,Y
m
i
)
Y Ji = y
J
k + h
s
∑
j=1
aij f J
(
xk + cjh,Y1j , . . . ,Y
m
j
)
, i = 1, . . . , s.
(4.9)
However, (4.8) can also be transformed into an autonomous form by considering
the spatial dimension as an additional component yx of the solution. The problem
then becomes yx
y
′ =
 1
f (yx , y)
 (4.10)
and it is assumed that yx0 = x0. The application of a RK method to this formulation
yields, for J = 1, . . . ,m,
yJk+1 = y
J
k + h
s
∑
i=1
bi f J
(
Yxi ,Y
1
j , . . . ,Y
m
i
)
Y Ji = y
J
k + h
s
∑
j=1
aij f J
(
Yxj ,Y
1
j , . . . ,Y
m
j
)
, i = 1, . . . , s,
(4.11)
together with, for the ﬁrst component,
yxk+1 = y
x
k + h
s
∑
i=1
bi
Yxi = y
x
k + h
s
∑
j=1
aij, i = 1, . . . , s.
There is no diﬀerence between (4.11) and (4.9) if
s
∑
i=1
bi = 1
s
∑
j=1
aij = ci , i = 1, . . . , s,
(4.12)
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i.e. if the method is consistent and if the row-sum conditions are satisﬁed.
The ultimate goal of this discussion is to ﬁnd out which tools we need to deter-
mine (the leading term of) the error of a given method M. If M satisﬁes (4.12),
then x can be treated as an additional component yx. Problem (4.8) can thus be
written in an equivalent autonomous form, on which we can use B-series to evaluate
the performance of M on the original equation.
However, if (4.12) is not fully satisﬁed, then the equivalence between (4.11)
and (4.9) can still be attained by using a well-chosen partitioned RK method,
cf. Partitioned Runge-Kutta methods (page 24). If the original components are
integrated with a method M with coeﬃcients (A, b, c), then the artiﬁcial component
yx must be handled by a method Mˆ with coeﬃcients
(
Aˆ, bˆ, c
)
, such that
s
∑
i=1
bˆi = 1
s
∑
j=1
aˆij = ci , i = 1, . . . , s.
(4.13)
Partitioned RK methods can be analysed elegantly with the concept of P-series [32,
Section II.15], the subject of the next section.
4.2.3 P-trees and P-series
This type of series is deﬁned in function of trees with nodes of one or more types:
one type to represent each group of components. Such trees are called P-trees or
coloured trees.
If one wants to partition a diﬀerential system as (1.16), as we would like to do
for (4.10), then one has to consider P-trees with two types of nodes. We will use
star-shaped ( ) and round ( ) nodes to deal with the y (= yx) and the y (= y)
components, respectively.
We shall refer to the set of these bi-coloured trees as TP and, with inclusion
of the empty tree, TP . The subset of TP that contains only trees with q nodes,
is denotes by TPq. We will also refer to the subsets of TP that contain only trees
with a speciﬁc type of root node: TP and TP . Sometimes, we will need to make
a distinction based on the type of the root of a tree. For this purpose, we deﬁne
w(t) :=
{
t ∈ TP
t ∈ TP .
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Throughout this and the next few sections, we shall occasionally refer to
(
aT , bT
)T
as (a; b). This notation will allow us to concatenate two column vectors in a concise
fashion.
In what follows, we will give some deﬁnitions regarding P-trees in the run-
up to P-series. Although there will be great similarities with the deﬁnitions for
rooted trees, it is important to keep in mind that rooted trees and P-trees are not
interchangeable nor compatible with the deﬁnitions related to one another.
Example 4.19. The following table lists all P-treesa with up to three nodes.
r #TPr
1 1 ,
2 4 , , ,
3 14 , , , , , , , , , , , , ,
a
The deﬁnitions for Order, Density and Symmetry of a rooted tree can easily be
extended to P-trees by adding that ρ( ) = γ( ) = σ( ) = 1. The ﬁrst two properties
are invariant under interchanging and . As one might suspect from the name,
the symmetry property is not.
Example 4.20. The symmetry property σ of a tree changes when diﬀerent
types of nodes are considered. Since α is deﬁned in terms of σ, this property
changes along.
Below, we show the P-tree counterparts of the rooted tree . An asym-
metric introduction of star-shaped nodes, reduces the numerical value of σ(t)
but increases the number of monotonic labellings: nodes of a diﬀerent type
are not interchangeable.
σ(t) 2 2 1 1 2 2
α(t) 1 1 2 2 1 1
Before we can state an equivalent deﬁnition for a mapping from P-trees to
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elementary diﬀerentials, we need a suitable equivalent of Deﬁnition 4.2.
Deﬁnition 4.21. Let t, t1, t2, . . . , tk ∈ TP, then
t = [t1, t2, . . . , tk] ⇔ t =
tk. . .t2t1
,
t = [t1, t2, . . . , tk] ⇔ t =
tk. . .t2t1
.
Deﬁnition 4.22. The elementary diﬀerentials corresponding to (1.16), are de-
ﬁned recursively as followsa:
F(t) = y 7→

f (y) t =
f (y) t =
∂k fw(t)(y)
∂yw(t1) . . . ∂yw(tk)
(F(t1)(y), . . . , F(tk)(y)) t = [t1, t2, . . . , tk]w(t) .
a
With this modiﬁed recipe for elementary diﬀerentials, we can deﬁne P-series for
a bipartite problem.
Deﬁnition 4.23. Let a be an arbitrary TP 7→ C mapping and y = (y ; y ).
The series
P(a, y) =
P (a, y)
P (a, y)
 (4.14)
with
P (a, y) = a( )y + ∑
t∈TP
hρ(t)
ρ(t)!
α(t)a(t)F(t)(y)
P (a, y) = a( )y + ∑
t∈TP
hρ(t)
ρ(t)!
α(t)a(t)F(t)(y),
is called a P-series.
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Similarly to what we saw for B-series, if we know that the exact solution to
(1.16) is given by y(x) and if y0 = y(x0), then
y(x0 + h) = P(1, y), 1(t) = 1, ∀t ∈ TP ,
while the numerical solution produced by a partitioned RK method is again repre-
sented by
y1 = P(Φγ, y0), Φγ(t) = Φ(t)γ(t),
with a modiﬁed recipe for the elementary weights2:
Φ(t) =

1 t =
∑sj=1 bˆj t =
∑sj=1 bj t =
∑sj=1 bˆj∏
k
l=1Φj(tl) t = [t1, t2, . . . , tk]
∑sj=1 bj∏
k
l=1Φj(tl) t = [t1, t2, . . . , tk]
(4.15a)
and
Φi(t) =

∑sj=1 aˆij t =
∑sj=1 aij t =
∑sj=1 aˆij∏
k
l=1Φj(tl) t = [t1, t2, . . . , tk]
∑sj=1 aij∏
k
l=1Φj(tl) t = [t1, t2, . . . , tk] .
(4.15b)
In other words, one has to switch between the sets of coeﬃcients according to the
type of the node.
4.2.4 From P-series to B -series
The P-series theory provides us with a tool chest to analyse the performance of
a partitioned RK method on e.g. (4.10). While it was not our initial intention
to wander oﬀ into the ﬁeld of partitioned RK methods, it is, as shown above,
necessary to do so if we want to consider non-autonomous problems in conjunction
with methods that do not fully satisfy (4.12).
Our application of P-series will be rather limited. We shall only consider dif-
ferential systems of the form (4.10), in conjunction with the composition of two
2
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speciﬁc methods: M(A, b, c) and Mˆ(Aˆ, bˆ, c), subject to (4.13). To be precise, we
will use y = yx, y = y, f = 1 and f = f .
When we apply the proper items from our tool chest to (4.10), we quickly
discover that we only need to consider elements of TP in which all star-shaped
nodes are end vertices. Since f is a constant function, all P-trees with internal
star-shaped nodes are mapped onto zero by F. We will refer to the relevant subset
of TP by TB, short for blooming trees.
Example 4.24. Consider some of the elementary diﬀerentials for (1.16), in
which y and y are assumed to be scalar, associated with the following P-
trees of order 3:
t F(t)
∂ f
∂y
∂ f
∂y
f
∂ f
∂y
∂ f
∂y
f
∂ f
∂y
∂ f
∂y
f
∂2 f
∂y2
f 2
If f is a constant function, then the elementary diﬀerentials that contain a
grey factor, are zero. Whenever a P-tree features a star-shaped node in a
non-leaf position, such a grey factor appears in the elementary diﬀerential.
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Example 4.25. The following table lists these numeric properties of all bloom-
ing treesa with up to four nodes:
t ρ(t) γ(t) σ(t) α(t)
1 1 1 1
2 2 1 1
1 1
3 3 2 1
1 2
2 1
6 1 1
1 1
4 4 6 1
2 3
2 3
6 1
8 1 3
1 3
1 3
1 3
12 2 1
1 2
2 1
24 1 1
1 1
a
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The general expression (4.14) for a P-series w.r.t. (4.10) can be written as
P
(
a,
(
x
y
))
= a( )
(
x
y
)
+

ha( )
∑
t∈TB
hρ(t)
ρ(t)!
α(t)a(t)F(t)(y)
 .
We are actually mainly interested in the second part, i.e. the components that cor-
respond to our original problem (4.8), and not the artiﬁcial component that we
introduced. For this reason, we will only consider the P (a, y) portion of Deﬁni-
tion 4.23 in the following section.
4.2.4.1 B -series
Deﬁnition 4.26. The second part of P(a, (x; y)), connected to a diﬀerential
system of the form (4.10), shall be referred to as B (a, x, y)a.
a
We choose the notation B , as opposed to P , to highlight the fact that we
are dealing with a sort of modiﬁcation of B-series over the set of blooming trees.
Theorem 4.27. Let F be the mapping from TB to the elementary diﬀerentials
of (4.10). The B -series for an arbitrary mapping a : TB 7→ C is given by
B (a, x, y) = a( )y + ∑
t∈TB
hρ(t)
ρ(t)!
α(t)a(t)F(t)(x; y).
Theorem 4.28. Let a : TB → C with a( ) = 1 and b : TB → C. It holds
that
B (b, x + ha( ), B (a, x, y)) = B (a · b, x, y). (4.16)
Proof. The right-hand side of (4.16) is, by deﬁnition, the second part of
P
b,
 x + ha( )
B (a, x, y)
,
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of which the second argument is, since a( ) = 1, itself a P-series:
P
(
a,
(
x
y
))
=
a( )x + ha( )
B (a, x, y)
 .
The second part of the composition
P(b, P(a, (x; y))) = P(a · b, (x; y))
is indeed the right-hand side of (4.16). 
Elementary weights It is interesting to state the equivalent of (4.15a) and (4.15b)
under the conditions of our application:
Φ(t) =

1 t =
∑sj=1 bˆj = 1 t =
∑sj=1 bj t =
∑sj=1 bj∏
k
l=1Φj(tl) t = [t1, t2, . . . , tk]
(4.17a)
and
Φi(t) =

cj t =
∑sj=1 aij t =
∑sj=1 aij∏
k
l=1Φj(tl) t = [t1, t2, . . . , tk] .
(4.17b)
We remark that these deﬁnitions are a straightforward extension of (4.7): if (4.12)
holds, then round and star-shaped nodes yield the same result, as expected.
4.2.5 A composition property
In Section 4.4.3, we will use the composition of B -series. In this section, we
formulate and prove a property of the composition of two coeﬃcient mappings,
both for constant and exponentially ﬁtted coeﬃcients.
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Theorem 4.29. If for a given a : TB 7→ C and b : TB 7→ C it holds that
a( ) = 1
0 < ρ(t) < p⇒ a(t) = 0
∃tp ∈ TBp : a(tp) 6= 0
and
{
ρ(t) < q : b(t) = 0
∃tq ∈ TBq ⇒ b(tq) 6= 0,
then a · b has following properties:{
ρ(t) < p + q⇒ a · b(t) = b(t)
∃t ∈ TBp+q : a · b(t) 6= b(t).
Proof. Let t be a blooming tree for which a · b(t) 6= b(t). From Deﬁnition 4.16
(page 111), we know that equality can only be achieved by adding one or more
extra terms to the right-hand side. These terms necessarily contain a factor of the
form a(t1)b(t2), with t1 6= . The smallest trees for which b and a yield non-zero,
have order q and p respectively. It follows that ρ(t) ≥ p + q.
Let tm be a blooming tree that has a labelling for which sq(tm) = tq and
dp(tm) = {tp}. Since b(tq) 6= 0 and a(tp) 6= 0, it holds that a · b(t) 6= b(t)
and ρ(tm) = p + q. 
When considering exponentially ﬁtted methods, we have to deal with mappings
from trees onto functions of ωh, instead of constants. Theorem 4.29 does not apply
anymore, but an equivalent theorem can be formulated for mappings from trees to
C 7→ C functions.
Theorem 4.30. Let F be the set of all C 7→ C functions. If for given a :
T 7→ F and b : T 7→ F it holds that a( )(ωh) = 1a(t)(ωh) = O(ωp−ρ(t)h ), 0 < ρ(t) ≤ p
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and  b( )(ωh) = 0b(t)(ωh) = O(ωq−ρ(t)h ), 0 < ρ(t) ≤ q,
then a · b has following properties: a · b( ) = 0a · b(t) = b(t) +O(ωp+q−ρ(t)h ), ρ(t) ≤ p + q
Proof. Apart from b(t), each term in a · b(t) is a weighted multiplication of at least
two factors: one evaluation of a and b each. We must only look at terms of the
form a(t1)b(t2), since terms with more factors yield higher powers of ωh in a series
expansion.
The leading term in the series development of such a product a(t1)b(t2) is
O
(
ω
p−ρ(t1)+q−ρ(t2)
h
)
,
and since t1 and t2 are complementary subtrees of t, the smallest possible power of
ωh is p + q− ρ(t). 
Deﬁnition 4.31. Let F be the set of all C 7→ C functions. For a given
mapping a : T 7→ F:
a ∈ Tr(c, e)⇔ a( ) = c( )a(t) = c(t) +O(ωe−ρ(t)h ), ρ(t) ≤ e.
This deﬁnition allows us to restate Theorem 4.30 as follows, with
δ (t) =
{
1 t =
0 otherwise,
0(t) = 0, ∀t ∈ TB .
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Theorem 4.32. Let F be the set of all C 7→ C functions. If for given a :
T 7→ F and b : T 7→ F it holds that
a ∈ Tr(δ , p) and b ∈ Tr(0, q),
then
a · b ∈ Tr(b, p + q).
4.3 (Exponentially ﬁtted) MIRK methods
4.3.1 MIRK methods
MIRK methods fall within the more general class of parameterised IRK meth-
ods [26]:
φ(yk , yk+1) := yk+1 − yk − h
s
∑
i=1
bi f (xk + cih,Yi)
Yi := (1− vi)yk + viyk+1 + h
s
∑
j=1
xij f (xk + cjh,Yj), i = 1, . . . , s
(4.18a)
(4.18b)
This type of method is characterised by a tableau of the form
c v X
bT
related to the standard tableau (1.14) through A = X + vbT. The restriction of
X to (permutations of) strictly lower triangular matrices only, reveals the class of
mono-implicit Runge-Kutta (MIRK) methods. This choice ensures that, in every
knot point, except at the bounds where boundary conditions are given, the only
unknowns in (4.18) are yk and yk+1. MIRK methods are thus very suitable for
solving boundary value problems and using deferred correction.
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Example 4.33. The Trapezoidal rule falls within the class of MIRK methods.
The corresponding tableau is given by
0 0
1 1 0
1
2
1
2
It is easily veriﬁed that
(
0 0
0 0
)
+
(
0
1
)(
1
2
1
2
)
=
0 01
2
1
2
 .
In terms of (4.18), we obtain
Y1 = yk
Y2 = yk+1
φTR(yk , yk+1) = yk+1 − yk − h2 [ f (xk ,Y1) + f (xk + h,Y2)] ,
which indeed matches with the trapezoidal rule in the traditional formulation.
4.3.1.1 B -series notation
In this chapter, we are not only interested in the numerical solution produced by a
MIRK method, but also in expressions of the form
φ(yk , a(yk)), (4.19)
for some function a that relates the two arguments of φ. The following theorem is
an extension of the assertions found in [66, Section 3]. It will allow us to analyse
(4.19) for nearly any a in terms of B -series.
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Theorem 4.34. Let φ be a MIRK method with tableau (X, v, b, c) and
a(yk) = B (a, xk , yk) with a( ) = a( ) = 1. It then holds that
φ(yk , a(yk)) = B
(
φa , xk , yk
)
,
with
φa(t) =
a( )− 1 = 0 t =a(t)−∑sj=1 bjkaj (t) otherwise
and, for i = 1, . . . , s,
kai (t) =
{
1 ρ(t) = 1
ρ(t)gai (t1)g
a
i (t2) . . . g
a
i (tm) t = [t1, t2, . . . , tk]
gai (t) =
ci t =via(t) +∑sj=1 xijkaj (t) otherwise.
Proof. To prove this theorem, we will rely on [32, Theorem 15.8], which deals with
P-series. We are indeed dealing with general, possibly non-autonomous problems,
and we can, as we saw earlier, analyse a RK method φ by rewriting the problem as
(4.10) and considering a second, well-chosen method for the additional component.
We shall refer to this second method as φˆ, with coeﬃcients
(
Xˆ, vˆ, bˆ, c
)
subject to
(4.13).
We have assumed that a( ) = a( ) = 1 to allow a suitable extension of
B (a, xk , yk) to a full P-series. We obtain
P
(
a,
(
xk
yk
))
=
a( )xk + a( )h
a(xk , yk)
 =
 xk+1
a(xk , yk)
 .
We now have an expression that speciﬁes the relation between both xk and xk+1
and yk and yk+1.
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With this in mind, we get for our bipartite method Φ :=
(
φˆ; φ
)
Φ =
 xk+1
a(xk , yk)
−(xkyk
)
−
s
∑
i=1
bˆi
bi
 ◦ ki ,
ki =
 h
h f (gi)
 ,
gi =
(1− vˆi)xk
(1− vi)yk
 +
 vˆixk+1
via(xk , yk)
 + s∑
j=1
xˆij
xij
 ◦ k j,
in which ◦ denotes the entrywise product.
If ki and gi are written as P
(
kai , (xk; yk)
)
and P
(
gai , (xk; yk)
)
, respectively,
then [32, Theorem 15.8] tells us that
kai (t) =
{
1 ρ(t) = 1
ρ(t)gai (t1)g
a
i (t2) . . . g
a
i (tm) t = [t1, t2, . . . , tk] .
For gi, in turn, we get
gai (t) =

1 t =
vˆia(t) +∑sj=1 xˆijk
a
j (t) w(t) =
via(t) +∑sj=1 xijk
a
j (t) w(t) = .
Similarly, we can write Φ as a P-series expansion P
(
φa, (xk; yk)
)
with
φa(t) =

0 t =
a(t)−∑sj=1 bˆjkaj (t) w(t) =
a(t)−∑sj=1 bjkaj (t) w(t) = .
To get from this last P-series to the corresponding B -series, we simply disregard
the ﬁrst component and consider only blooming trees for the second part. Since
there are no blooming trees with a star-shaped root, we can also ignore the second
line of the recipe for φa(t). To get rid of the hatted coeﬃcients in the deﬁnition
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for gai , however, we again rely on a( ) = 1. We can then write, since ∑ bˆj = 1,
gai ( ) =
s
∑
j=1
(
vˆi bˆj + xˆij
)
=
s
∑
j=1
aˆij = ci .

In this chapter, we are mainly interested in two speciﬁc a's (c.f. (4.19)). The
ﬁrst represents the numerical solution computed by aMIRK method3 starting from
the value yk at xk, proceeding in space towards xk+1. For a given method φ, we
refer to this relation as ν, i.e. yk+1 = ν(yk), and it holds that
φ(yk , ν(yk)) = 0.
If it is necessary to indicate that ν is related to φ in this fashion, we shall from now
on refer to the method φ as (φ, ν).
Example 4.35. For Euler's method (φE, νE), given by (1.4), we have
φE(yk , yk+1) = yk+1 − yk − h f (xk , yk).
To get an expression for νE, we simply solve the right-hand side for yk+1 and
obtain
νE(yk) = yk + h f (xk , yk),
such that
φE(yk , νE(yk)) = 0.
For the implicit Euler method (φ E, ν E), given by (1.7), however, we have
φ E(yk , yk+1) = yk+1 − yk − h f (xk+1, yk+1),
3
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from which yk+1 cannot be extracted easily. We can, however, resort to a
series representation such as
ν E(yk) = B (ν E, xk , yk)
= yk + h f (xk , yk) + h2
[
F( )(xk , yk) + F( )(xk , yk)
]
+ . . . .
We are actually more interested in the B -series expansion
B (ν, xk , yk)
than in a closed-form expression for ν(yk). We already know, from Section 4.2.4.1:
B -series, that this expansion must be based on the mapping ν(t) = Φ(t)γ(t),
with the elementary weights deﬁned as (4.17). It is clear that the conditions of
Theorem 4.34 concerning a are satisﬁed, i.e. ν( ) = ν( ) = 1.
Later on in this chapter, we will consider combinations of two distinct methods,
e.g. (φ, ν) and (ψ, ς). The numerical solution produced by the former, will be fed
into the latter:
ψ(yk , ν(yk)) = B
(
ψν , xk , yk
)
.
Notice how this is a cross-method combination of mappings: ν and ψ are deﬁned
in function of the coeﬃcients of the ﬁrst and the second method, respectively.
The second interesting concretisation of φa is φ1. We know that the exact
solution at xk+1 can be written as
y(xk+1) = B (1, xk , y(xk)),
with 1(t) = 1. The expansion
B
(
φ1 , xk , y(xk)
)
= ∑
t∈TB
hρ(t)
ρ(t)!
α(t)φ1(t)F(t)(xk; y(xk)) (4.20)
thus represents the residual of the method (φ, ν), as it is simply the evaluation of
the method with the exact solution as input.
4.3.1.2 Leading residual term
Table 4.2 shows in abstracto the properties of the coeﬃcient mapping φ1 that plays
the leading role in the B -series expansion of the residual of aMIRK method (φ, ν)
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ρ(t) φ1
1 0
...
...
p 0
p + 1 6= 0
Table 4.2: Structure of the mapping φ1(t) related to a method (φ, ν) of order p.
of order p. Each line shows the result of this mapping with trees of increasing order
as input. All blooming trees of the same order are grouped into one line, so each
cell in the right-hand column implicitly contains a vector of values. The assumption
that (φ, ν) is a method of order p, is represented by the zeros for φ1 up until
ρ(t) > p. The fact that at least one evaluation by φ1 of a tree with p + 1 nodes
yields a non-zero, sets the order of the method to p. The red cell in the table
represents the leading residual term of the method.
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Example 4.36. For the trapezoidal rule, we obtaina the following table:
ρ(t) t φ1(t)
1 0
2 , 0, 0
3 , , , , −1
2
,−1
2
,−1
2
,−1
2
,−1
2
From this, we can derive that the method is of order two, due to the non-zero
evaluations of the trees of order 3. Based on the values in the table and (4.20),
we can easily write down the residual of the method as
φ (y(xk), y(xk+1)) = −12
h3
6
[
F( ) + 2F( ) + F( )
+F( ) + F( )
]
(xk; y(xk)) +O
(
h4
)
= − 1
12
h3y(3)(xk) +O
(
h4
)
.
The diﬀerent coeﬃcient of F( ) stems from the lower symmetry of :
σ( ) = 1, while the other trees all have a symmetry of 2.
a
4.3.2 EFMIRK methods
The tableau of an exponentially ﬁtted MIRK method contains functions of e.g.
ωh, instead of constants. As a consequence, the associated mappings ν[ω] and
φ[ω]a in general no longer evaluate to constants, but again to functions of ωh, as
indicated by the square bracket notation. The second column of Table 4.3 shows the
general structure present in the evaluations of trees of increasing order by φ[ω]1.
It is again assumed that the method at hand is of order p. To understand why the
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ρ(t) φ[ω]1(t)
φ[ω]1(t)
1× +ωh× . . . +ωph×
1 O
(
ω
p
h
)
0 0 . . . φ1t,p
...
...
...
... . .
.
p O(ω1h) 0 φ1t,1
p + 1 O(1) φ1t,0
Table 4.3: Structure of the mapping φ[ω]1(t) of an EF method (φ[µ], ν[µ]) of order p.
second column is ﬁlled with the given bounds, we look at the residual:
φ(y(xk), y(xk+1)) = B
(
φ[ω]1, xk , y(xk)
)
= ∑
t∈TB
hρ(t)
ρ(t)!
α(t)φ[ω]1(t)F(t)(xk; y(xk)).
The residual must beO(hp+1), which implies that φ[ωh]1(t)must beO(hp+1−ρ(t))
for all trees of order ≤ p + 1. The functions under consideration actually depend
on ωh := hω, which leads us to the bounds in Table 4.3.
4.3.2.1 Leading residual term
In the third column of Table 4.3, the relevant coeﬃcients of the Maclaurin series
expansions of the second column are shown. For clarity, we have omitted the
coeﬃcients that are of no interest here. The coeﬃcients in the expansions are given
two indices: a ﬁrst to indicate which tree the expansion is associated with, and a
second to specify the position of the coeﬃcient within the expansion. For a tree t,
this expansion is deﬁned as
φ1(t) =
∞
∑
j=0
ω
j
hφ
1
t,j.
132
4.3. (Exponentially ﬁtted) MIRK methods
With this expansion, the residual becomes
φ(y(xk), y(xk+1)) =
∞
∑
i=0
hi
i! ∑t∈TBi
[
∞
∑
j=0
ω
j
hφ
1
t,j
]
F(t)(xk; y(xk)).
Taking into account that ωh := hω, we can rearrange this into
=
∞
∑
i=0
1
i! ∑t∈TBi
∞
∑
j=0
hi+jω jφ1t,jF(t)(xk; y(xk)),
or, if we group according to powers of h,
=
∞
∑
r=p+1
hr
r
∑
m=0
ωm
(r−m)! ∑t∈TBr−m
φ1t,mF(t)(xk; y(xk)).
We see that the structure of the coeﬃcient of hr , r > p, is provided by
br
(
φ[ω]1
)
:=
r
∑
m=0
ωm
(r−m)! ∑t∈TBr−m
φ1t,mF(t), (4.21)
an expression that spans across trees of several orders, up to r nodes. The φ1t,m
coeﬃcients that are used in (4.21) are found in the r-th antidiagonal of the third
column of Table 4.3.
The expression
hp+1bp+1
(
φ[ω]1
) xk
y(xk)
 (4.22)
represents the leading term of the residual of method (φ[ω], ν[ω]). It is indicated
in Table 4.3 by the shaded antidiagonal. If in each knot point xk an appropriate
value ωk can be attributed to ω such that (4.22) is equal to zero, then the order of
accuracy of the method increases by at least 1. Each term contains an elementary
diﬀerential F(t), so the question of which values should be used for ω, depends on
the problem at hand.
Example 4.37. The exponentially ﬁtted trapezoid rule that is ﬁtted to{
1, e±ωt
}
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can be represented in MIRK form with the following tableau:
0 0
1 1 0
eωh − 1
(eωh + 1)ωh
eωh − 1
(eωh + 1)ωh
(4.23)
The following table shows the concretisation of Table 4.3 for this method:
ρ(t) t
φ[ω]1
1× +ωh× +ω2h×
1 0 0
1
12
2 , 0, 0 0, 0
3 , , , , −1
2
,−1
2
,−1
2
,−1
2
,−1
2
We ﬁnda that the leading residual term is provided by
b3
(
φ[ω]1
)
= ω2
1
12
F( )− 1
2
1
3!
[
F( ) + 2F( ) + F( ) + F( ) + F( )
]
.
If at every knot point xk an appropriate value for ω can be found such that
b3
(
φ[ω]1
)
(xk; y(xk)) = 0, (4.24)
then those values can be used to increase the accuracy of the exponentially
ﬁtted trapezoid rule to order 3 for the problem at hand. This is due to the fact
that the right-hand side of (4.24) is the coeﬃcient of h3 in a series expansion
of the residual, perhaps more recognisable in terms of total derivatives:
b3
(
φ[ω]1
)
(xk; y(xk)) = − 112y
(3)(xk) +ω2
1
12
y′(xk).
a
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4.4 (Exponentially ﬁtted) MIRKDC schemes
4.4.1 MIRKDC schemes
The second stage of a DC scheme matches the residual of the base method (φ, ν) to
an estimate of it. This estimate is based on a method (ψ, ς) and a discrete initial
solution {η0, . . . , ηn}, previously computed with ν. For now, however, we will
assume that we can start from an exact value y(xk) when we relate the numerical
solution in two knot points xk and xk+1 to each other. Under this assumption, we
arrive at
φ(y(xk), y(xk+1)) = −ψ(y(xk), ν(y(xk))) +O
(
hq+1
)
. (4.25)
The right-hand side represents the residual of the base method; the right-hand side
shows that the residual estimate provided by the second method coincides with the
left-hand side up to hq. The value of q relates to the order of the DC scheme.
Theorem 4.1 (page 101) tells us that the residual and the residual estimate agree
up to q := min(p∗, p + r).
Based on what we saw in Section 4.3.1.1: B -series notation, we obtain for
(4.25), in terms of B -series:
B
(
φ1 , xk , y(xk)
)
= −B (ψν, xk , y(xk)) +O(hq+1). (4.26)
Table 4.4 compares the two mappings from (4.26) in function of trees of increasing
order. Column φ1 lists the coeﬃcients of the residual of method (φ, ν). Since
it is assumed to be a method of order p, the ﬁrst column is ﬁlled with zeros
until ρ(t) > p. The third column shows the coeﬃcients of the residual estimate,
i.e. ψν. The entire deferred correction scheme is assumed to be of order q, which
is shown by means of matching coeﬃcients up until ρ(t) > q, marked in green. The
disagreement at q + 1, marked in red, sets the accuracy of the DC scheme to order
q.
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ρ(t) φ1 −ψν
1 0 0
...
...
...
p 0 0
p + 1 φ1t φ
1
t
...
...
...
q φ1t φ
1
t
q + 1 φ1t 6= φ1t
Table 4.4: Matching ( ) and mismatching ( ) coeﬃcients in a classical MIRKDC
scheme.
4.4.1.1 B -series expansion of the local error
To obtain a solution with a MIRKDC scheme, we solve a system with equations
of the form
φ(ζk , ζk+1) + ψ(ηk , ηk+1) = 0
for the unknowns {ζ1, . . . , ζN−1}. If we assume that ζk = ηk = yk and let ζk+1 =
B (ζ, xk , yk), then we can write that as
B
(
φζ +ψν, xk , yk
)
= 0. (4.27)
Theorem 4.38. Let (φ, ν) and (ψ, ς) be two MIRK methods. The coef-
ﬁcients of the former are given by (X, v, b, c). A single application of the
MIRKDC scheme based on these two methods, starting from yk at xk pro-
ceeding towards xk+1, yields
ζk+1 = B (ζ, xk , yk),
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with
ζ(t) =
{
1 t =
∑sj=1 bjkj(t)−ψν(t) otherwise
and, for i = 1, . . . , s,
ki(t) =
{
1 ρ(t) = 1
ρ(t)gi(t1)gi(t2) . . . gi(tm) t = [t1, t2, . . . , tk]
gi(t) =
{
ci t =
∑sj=1
(
vibj + xij
)
kj(t)− viψν(t) otherwise.
Proof. To prove this theorem, we start from (4.27). We know, with some help
from Theorem 4.34 (page 126), that, for t 6= ,
φζ +ψν(t) = φζ(t) +ψν(t)
= ζ(t)−
s
∑
j=1
bjk
ζ
j (t) +ψ
ν(t).
We know that this expression is actually zero for all these trees, so we ﬁnd that
ζ(t) =
s
∑
j=1
bjk
ζ
j (t)−ψ
ν(t).
This expression is given in terms of kζi and, by extension, g
ζ
i . To get rid of the
superscripts, we write, for t 6= ,
gζi (t) = viζ(t) +
s
∑
j=1
xijk
ζ
j (t)
= vi
s
∑
j=1
bjk
ζ
j (t)− viψ
ν(t) +
s
∑
j=1
xijk
ζ
j (t)
=
s
∑
j=1
(
vibj + xij
)
kζj (t)− viψ
ν(t).
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Based on what we wrote in the proof of Theorem 4.34, we get
gζi ( ) = vˆiζ( ) +
s
∑
j=1
xˆij
= vˆi
(
s
∑
j=1
bˆj −ψν( )
)
+
s
∑
j=1
xˆij
=
s
∑
j=1
(
vˆi bˆj + xˆij
)
− vˆiψν( )
= ci − vˆiψν( ).
From the same proof, we remember that
ψν( ) = ν( )−
s
∑
j=1
bˆj = 0.
Since ζ has been eliminated completely, we can now drop the superscripts and
obtain both gi and ki.
Finally, for t = , we ﬁnd
φζ +ψν( ) = ζ( )− 1 +ψν( ) = 0
and
ζ( ) = 1−ψν( ) = 1.

Corollary 4.39. The local error of a MIRKDC schemea at xk+1 is given by
ek+1 = B (1− ζ, xk , yk).
a
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Example 4.40. For a MIRKDC scheme based on the classical Trapezoidal
rule and the 2-stage Radau IA method method, we get the following table:
ρ(t) t φ1 −ψν ζ 1− ζ
1 0 0 1 0
2 , 0 0 1 0
3 , , − 12 − 12 1 0
, − 12 − 12 1 0
4 , , , −1 − 109 89 19
, , , −1 − 109 89 19
, , −1 −1 1 0
, −1 −1 1 0
We notice that only trees of the form and contribute to the leading
residual term and the leading error term.
4.4.2 EFMIRKDC schemes
The technique of single-parameter exponential ﬁtting allows us to introduce two
parameters into the deferred correction scheme: φa and ψb can be replaced with
φ[ω]a and ψ[µ]b respectively. We obtain an exponentially ﬁtted variant of (4.26),
given by
B
(
φ[ω]1, xk , y(xk)
)
= −B
(
ψ[µ]ν[ω], xk , y(xk)
)
+O
(
hq+1
)
. (4.28)
Table 4.5 shows, analogously to Table 4.3, series expansions of the coeﬃcients
arising in (4.28). The evaluations of ψ[µ]ν[ω] now depend on ωh and µh, so
expansions around h = 0 are more appropriate. We require that the scheme remains
of order q after exponential ﬁtting i.e. the green areas should agree element-wise.
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ρ(t)
φ[ω]1 −ψ[µ]ν[ω]
1× +h× . . . +hp× 1× +h× . . . +hp×
1 0 0 . . . ωpφ1t,p 0 0 . . . ω
pφ1t,p
...
...
... . .
. ...
...
... . .
. ...
p 0 ωφ1t,1 . . . ω
pφ1t,p 0 ωφ
1
t,1 . . . ω
pφ1t,p
p + 1 φ1t,0 ωφ
1
t,1 . . . ω
pφ1t,p φ
1
t,0 ωφ
1
t,1 . . . ψ
ν
t,p
...
...
... . .
. ...
... . .
.
q φ1t,0 ωφ
1
t,1 φ
1
t,0 ψ
ν
t,1
q + 1 φ1t,0 ψ
ν
t,0
Table 4.5: Matching ( ) and mismatching ( ) coeﬃcients in an EFMIRKDC scheme.
The content of the red cells together form the non-trivial operators
bq+1
(
φ[µ]1
)
and
bq+1
(
−ψ[µ]ν[ω]
)
respectively. The, by assumption nonzero, diﬀerence
bq+1
(
φ[ω]1 +ψ[µ]ν[ω]
)
, (4.29)
based on those operators, sets the order of accuracy of the EFMIRKDC scheme
to q. If, in each knot point xk, proper values ωk and µk can be found such that (4.29)
is zero, then tuning the methods to those frequencies increases the order of the DC
scheme by one for the problem at hand.
Example 4.41. The table shown below lists part of the occurring coeﬃcients
in the EFMIRKDC scheme based on the EF Trapezoidal rule and a EF
Radau I method (TrapezoidRadau) that we will introduce in Section 4.5.2:
Method set. The coeﬃcients marked in green already match, which leaves the
diﬀerence between both red antidiagonals as the leading residual term of this
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EFMIRKDC scheme. Remark that, for the sake of brevity, we have omitted
the column corresponding with h3. We have also grouped trees that yield the
same coeﬃcient.
ρ(t) t
φ[ω]1 −ψ[µ]ν[ω]
1× +h× +h2× 1× +h× +h2×
1 0 0 112ω
2 0 0 112ω
2
2 0 0 112ω
2 0 0 19ω
2 − 136µ2
0 0 112ω
2 0 0 112ω
2 + 1108µ
2
3 , , − 12 0 − 12 0
, − 12 0 − 12 0
4 , , . . . −1 − 109
, , . . . −1 − 109
, , . . . −1 −1
, −1 −1
To determine which frequencies both methods should be tuned to, in order
to gain an order of accuracy, we look at
b4
(
φ[ω]1 + ψ[µ]ν[ω]
)
=
1
72
[
−ω2F( )
+
(
F( )− 1
3
F( )
)
µ2 +
1
3
F( ) + F( )
+ F( ) +
1
3
F( ) + F( ) + F( ) + F( ) + F( )
]
.
4.4.3 Error propagation in the initial solution
In the previous section, we made the assumption that yk = y(xk). To be more
realistic, however, we should take the imperfect nature of yk into account. If y0 =
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y(x0) and y1 = y(x1) +O
(
hp+1
)
, then, after k steps, we get yk = y(xk) +O(hp)
because of error accumulation. To model this eﬀect, we deﬁne a mapping ek, such
that 
ek( ) = 1
0 < ρ(t) < p⇒ ek(t) = 0
∃t ∈ TBp : ek(t) 6= 0.
In the previous section, we eﬀectively assumed that
yk = B (δ , xk , y(xk)) = y(xk),
but now, we more realistically assume that
yk = B
(
ek, xk , y(xk)
)
= y(xk) +O(hp).
With this deﬁnition, we can rewrite (4.26) more accurately as
B
(
φ1 , xk , y(xk)
)
= −B (ψν, xk , B(ek, xk , y(xk))) +O(hq+1),
or, by means of Theorem 4.28 (page 120),
= −B (ek ·ψν, xk , y(xk)) +O(hq+1).
By applying Theorem 4.29 (page 122), it can be shown that ek ·ψν(t) = ψν(t) if
ρ(t) < 2p+ 1. In other words, the accumulation of local errors in the initial solution
provided by the base method (φ, ν) does not aﬀect the DC scheme until dealing
with trees of order ≥ 2p + 1. At that point, there is an uncontrolled contribution
to the coeﬃcient of h2p+1 on the right-hand side of (4.26). In case r = p and
q = r + p, this poses a problem if one tries to annihilate the coeﬃcient of hq+1, since
q + 1 = p + r + 1 = 2p + 1.
For exponentially ﬁtted methods, we have that, c.f. Deﬁnition 4.31 (page 123),
ψ[µ]ν[ω] ∈ Tr(0, p + 1),
while
ek ∈ Tr
(
δ∅, p
)
which leads us, by means of Theorem 4.32 (page 124) to
ek ·ψ[µ]ν[ω] ∈ Tr(0, 2p + 1).
This conﬁrms that the eﬀect of the error build-up aﬀects the coeﬃcient of h2p+1
for EFMIRKDC schemes as well.
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4.5 Numerical tests
In this section, we will apply a few EFMIRKDC schemes to a series of test
problems below. First, in Section 4.5.1: Test set, we list our test problems, some
of which are taken from [12] and [58]. After that, in Section 4.5.2: Method set,
we list the EFMIRKDC schemes that we will use, as well as the EFMIRK
methods those schemes are based upon. In the ﬁnal part, Section 4.5.3: Practical
application, we report the results of some numerical experiments based on a few
diﬀerent algorithms.
4.5.1 Test set
4.5.1.1 Scalar, ﬁrst-order problems
Although the problems listed in this section are IVPs, they are solved as if they were
BVPs i.e. simultaneously over all knot points. We explicitly consider these methods
to motivate the approach taken in Section 4.5.3.2: A method-level approach.
Problem 4.1 (Sqrt IVP).
{
y′ = 3√xy
y(1) = 1
Solution: y(x) = x3
1 1.2 1.4 1.6 1.8 2
2
4
6
8
x
y
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Problem 4.2 (Exp(y) IVP).{
y′ = ωey
y(0) = ipi
Solution: y(x) = ln
( −1
ωx + 1
)
Parameter value: ω = 21
0 2 4 6 8 10
−6
−4
−2
0
2
4
x
<(y)
=(y)
Problem 4.3 (Bernoulli IVP).
 y′ =
2y + xy4
6
y(0) = −2
Solution: y(x) =
−2
(4x− 4 + 5e−x) 13
0 1 2 3 4 5
−2.5
−2
−1.5
−1
−0.5
x
y
4.5.1.2 Scalar, second-order problems
The problems in this section are solved numerically as systems of two ﬁrst-order
diﬀerential equations. We are thus interested in both the solution and its ﬁrst
derivative.
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Problem 4.4 (Cash Testset 1).
ey′′ = y
y(0) = 1
y(1) = 0
Solution: y(x) =
e
x√
e − e
2−x√
e
1− e
2√
e
Parameter value: e = 0.3
0 0.2 0.4 0.6 0.8 1
−1
−0.5
0
0.5
1
x
y
y′
Problem 4.5 (Cash Testset 4).
ey′′ + y′ = (1 + e)y
y(−1) = 1 + e−2
y(1) = 1 + e
−2(1+e)
e
Solution: y(x) = ex−1 + e−
(1+e)(1+x)
e
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
x
y/
y′
e = 1
e = 0.2924
e = 0.0855
e = 0.0250
Problem 4.6 (Bessel BVP).
y′′ = −
(
100 +
1
4x2
)
y
y(1) = J0(10)
y(2) =
√
2J0(20)
Solution: y(x) =
√
xJ0(10x)
1 1.2 1.4 1.6 1.8 2
−2
0
2
4
x
y
y′
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Problem 4.7 (Inhomogeneous BVP).
y′′ = −ω2y + (ω2 − 1) sin(x)
y(0) = 1
y(1) = sin(ω) + cos(ω) + sin(1)
Solution:
y(x) = sin(ωx) + cos(ωx) + sin(x)
Parameter value: ω = 5
0 0.2 0.4 0.6 0.8 1
−10
−5
0
5
10
x
y
y′
Problem 4.8 (Duﬃng BVP).

y′′ = −y− y3 + 0.002 cos(1.01x)
y(0) = 0.200426728067
y(2) = −0.08668702310
0 0.5 1 1.5 2
−0.4
−0.2
0
0.2
0.4
x
y
y′
Approximate solution [73]:
y(x) = 2.001 794 775 36× 10−1 cos(1.01x) + 2.469 461 43× 10−4 cos(3.03x)
+ 3.040 14× 10−7 cos(5.05x) + 3.74× 10−10 cos(7.07x) + . . .
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4.5.2 Method set
In this section, we provide an overview of the methods that we will employ later on.
In the ﬁrst part, a collection of EFMIRK methods is listed; in the second part,
these methods are combined into a few EFMIRKDC schemes.
4.5.2.1 EFMIRK methods
Method 4.1 (EF Trapezoidal rule).
This method is an exponentially ﬁtted version of the Trapezoidal rulea. This
is a second order method.
Fitting space
FS =
{
1, e±ωx
}
Butcher tableau
0 0
1 1 0
eωh − 1
(eωh + 1)ωh
eωh − 1
(eωh + 1)ωh
Leading residual term
b3
(
φ[ω]1
)
=
1
12
[
ω2F( )− F( )− 2F( )− F( )− F( )− F( )
]
a
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Method 4.2 (EF Radau I method).
This method is an exponentially ﬁtted version of the 2-stage Radau IA methoda.
This is a third order method.
Fitting space
FS =
{
1, e±ωx
}
Butcher tableau
0 0
2
3
2
(
1 + c( 13 )
)
4
(
c( 13 )
2 + c( 13 )
)
+ 1
2s( 13 )
ωh
(
1 + 2c( 13 )
)
2c( 13 )
2 − c( 13 )− 1
ωhs( 23 )
c(1)− 1
ωhs( 23 )
in which c(a) = cosh(aωh) and s(a) = sinh(aωh)
Leading residual term
b4
(
φ[ω]1
)
=
1
72
(F( )− 1
3
F( )
)
ω2 +
1
3
F( )
+ F( ) + F( ) +
1
3
F( ) + F( ) + F( ) + F( )
+ F( )− F( )− 2F( )− F( )− F( )− F( )

a
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Method 4.3 (EF Lobatto IIIA method).
This method is an exponentially ﬁtted version of the 3-stage Lobatto IIIA
methoda. This is a fourth order method.
Fitting space
FS =
{
1, x, e±ωx
}
Butcher tableau
0 0
1 1 0
1
2
1
2
s( 12 )
2ωh
(
1 + c(
1
2
)
) −s( 12 )
2ωh
(
1 + c(
1
2
)
)
2s( 12 )−ωh
2ωh
(
c( 12 )− 1
) 2s( 12 )−ωh
2ωh
(
c( 12 )− 1
) c( 12 )ωh − 2s( 12 )
ωh
(
c( 12 )− 1
)
in which c(a) = cosh(aωh) and s(a) = sinh(aωh)
Leading residual term
b5
(
φ[ω]1
)
=
1
720
[(
1
4
F( )+
1
2
F( )+
1
4
F( )− F( )− F( )
)
ω2
− 1
4
F( )− F( )− 3
2
F( )− F( )− 1
4
F( )
− 3
2
F( )− 3F( )− 3
2
F( )− 3
2
F( ) + . . .
]
a
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4.5.2.2 EFMIRKDC schemes
Method 4.4 (TrapezoidRadau).
This EFMIRKDC scheme uses the EF Trapezoidal rule as base method
and the EF Radau I method as residual estimatora. The parameter in the
base method has been named ω; the residual estimator method depends on a
second parameter µ.
Characteristics
Base p = 2
Estimator p∗ = 3
r = 1
DC order q = min(p∗, p + r) = 3
Leading residual term
b4
(
φ[ω]1 + ψ[µ]ν[ω]
)
=
1
72
[
−ω2F( )
+
(
F( )− 1
3
F( )
)
µ2 +
1
3
F( ) + F( )
+ F( ) +
1
3
F( ) + F( ) + F( ) + F( ) + F( )
]
a
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Method 4.5 (TrapezoidLobatto).
This EFMIRKDC scheme uses the EF Trapezoidal rule as base method and
the EF Lobatto IIIA method as residual estimatora. The parameter in the
base method has been named ω; the residual estimator method depends on a
second parameter µ.
Characteristics
Base p = 2
Estimator p∗ = 4
r = 2
DC order q = min(p∗, p + r) = 4
Leading residual term
b5
(
φ[ω]1 + ψ[µ]ν[ω]
)
= − 1
72
[
F( ) + F( ) +
1
2
F( )
]
ω2
+
1
720
[
1
4
F( ) +
1
2
F( ) +
1
4
F( )− F( )− F( )
]
µ2
− 1
720
[
1
4
F( ) + F( ) +
3
2
F( )
+ F( ) +
1
4
F( ) +
3
2
F( ) + 3F( ) + . . .
]
a
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Method 4.6 (RadauLobatto).
This EFMIRKDC scheme uses the EF Radau I method as base method and
the EF Lobatto IIIA method as residual estimatora. The parameter in the
base method has been named ω; the residual estimator method depends on a
second parameter µ.
Characteristics
Base p = 3
Estimator p∗ = 4
r = 1
DC order q = min(p∗, p + r) = 4
Leading residual term
b5
(
φ[ω]1 + ψ[µ]ν[ω]
)
=
1
432
[
F( )− 1
3
F( )
]
ω2
− 1
720
[
1
4
F( ) +
1
2
F( ) +
1
4
F( )− F( )− F( )
]
µ2
− 1
720
[
1
4
F( ) + F( ) +
3
2
F( ) + F( )
+
1
4
F( ) +
3
2
F( ) + 3F( ) +
3
2
F( ) + . . .
]
a
4.5.3 Practical application
In order to actually gain an order of accuracy in a EFMIRKDC scheme, appropriate
values ωk and µk should be found such that
bq+1
(
φ[ωk]
1
)
(xk; y(xk)) + bq+1
(
ψ[µk]
ν[ωk]
)
(xk; y(xk)) = 0 (4.30)
in every knot point xk. Each term on the left-hand side of this equation is an expres-
sion with (at most) one (ﬁrst term) or two (second term) unknowns; the coeﬃcients
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of those unknowns are, in general, sums of weighted elementary diﬀerentials. If we
call these coeﬃcients Ak and Bk, then (4.30) can be written as
Akω2k + Bkµ
2
k = −bq+1
(
φ[0]1 +ψ[0]ν[0]
)
(xk; y(xk)), (4.31)
with a right-hand side that corresponds to the leading residual term of the classical
MIRKDC counterpart. If the problem to be solved is a system of m diﬀerential
equations, then the elementary diﬀerentials are vectors with m components. It
follows that (4.31) is a system of m equations.
In the following sections, we will look at several combinations of diﬀerent ap-
proaches, number of components and number of parameters. In the log-log plots,
the performance of the scheme for the problem under consideration is shown for
diﬀerent step-sizes. The error values plotted were obtained from the diﬀerence
between the numerical solution and the exact solution with
max
k
‖∆yk − ηk‖∞.
A second common type of plot will show the values computed for ω and µ.
This will always be for h = 1/256. Since only even powers ω and µ occur in
the expressions we come across (due to symmetric exponential ﬁtting), the sign is
irrelevant. To avoid crowded ﬁgures, we do not display zero values.
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4.5.3.1 A scheme-level approach
Algorithm 4.1. In this algorithm, both parameter values for ωk and µk are
determined at the same time by imposing that the leading residual term of the
EFMIRKDC scheme vanishes (step 3).
1. φ(η I) = 0→ η I = ∆y +O(hp) [ ]
The problem is solved with the low-order base method. We obtain a
numerical solution η I of order p.
[2.] φ(η I I) = −ψ(η I)→ η I I = ∆y +O(hq) [ ]
Optional: the problem is solved again with the same base method, but
now with an estimate of the residual at the right-hand side. We obtain
a numerical solution η I I of order q. Set η I I = η I if this step is skipped.
3. ∀k : bq+1
(
φ[ω]1 +ψ[µ]ν[ω]
)(
xk; η I Ik
)
= 0→ ωk , µk
In each knot point xk, the values for ωk and µk are sought such that
the leading residual term of the EFDC scheme is annihilated.
4. φ[ω](η I I I) = 0→ η I I I = ∆y +O(hp) [ ]
The problem is solved again, now with an EF base method, in each
knot point k locally tuned to ωk. We obtain a numerical solution η I I I
of order p.
5. φ[ω](η IV) = −ψ[µ](η I I I)→ η IV = ∆y +O(hq+1) [ ]
The problem is solved a last time. The base method and the estima-
tor method are locally tuned to ωk and µk respectively. We obtain a
numerical solution η IV of order q + 1.
Algorithm 4.1, as stated, is only applicable to problems with at most two com-
ponents. If m = 1, then step 3 requires that the scalar coeﬃcients Ak and Bk of
(4.31) are not zero simultaneously. Something similar holds for m = 2: only in
the knot points for which the 2× 2 matrix (Ak , Bk) is non-singular, a solution for
(4.30) can be found. However, numerical experiments show that, if (4.30) can be
satisﬁed at most knot points, then the end result of the EFMIRKDC scheme will
be of order q + 1 instead of q.
Figure 4.1 shows the results obtained with Algorithm 4.1, based on the Radau
Lobatto EFMIRKDC scheme. The classical MIRKDC scheme, represented by
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Figure 4.1: Results obtained with Algorithm 4.1 based on RadauLobatto, for three
second-order diﬀerential equations.
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Figure 4.2: The values for ω and µ computed by Algorithm 4.1 (left) and the behaviour
of the next-to-leading error term towards the optimal values c = 1 (right).
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and , produces an end result with an accuracy of order 4. The intermediate
results ( , η I I I), produced by the EF Radau I method, are disappointing at ﬁrst
glance: the errors are larger or only slightly better at best. This is because we make
no eﬀort to obtain an improvement at this stage; we simply calculate a numerical
solution that will suit step 5. Each of the three plots shows that this approach works:
the end result ( ) has a higher order of accuracy: order 5. For Cash Testset 1
and Inhomogeneous BVP, there is an improvement in error size; for Duﬃng BVP,
however, the ﬁnal solution has a larger error. The values computed for ωk and µk do
annihilate the leading error term of the EFMIRKDC scheme, but severely inﬂate
the next term. The left part of Figure 4.2(c) shows the values for ω and µ, as
computed in step 4 of Algorithm 4.1 for Duﬃng BVP4. At x = 1, the leading term
of the local error becomes zero for ω ≈ ±2.287i and µ ≈ ±2.858i. The behaviour
of the next-to-leading error term is shown in the right part of Figure 4.2(c): the
plot shows
e = |b6(1− ζ[2.287i · c, 2.858i · c])(1; y(1))| , c ∈ [0, 1.1].
We see that this expression grows fast as c approaches 1. Although we can suc-
cessfully annihilate the leading error term, it comes at the cost of enlarging the
next term by nearly two orders of magnitude. Figure 4.2(a) and Figure 4.2(b) show
the same plots for the other problems56, at x = 1/2. Both components of the
next-to-leading local error term also grow along with c, but not as fast.
Figure 4.3 shows the same phenomenon in the results for Inhomogeneous BVP
and Duﬃng BVP, now computed with Algorithm 4.1 based on TrapezoidLobatto.
The ﬁrst plot, however, stands out. The end result produced by the EFMIRKDC
scheme has the same order of accuracy as the classical MIRKDC scheme. For
this problem, the TrapezoidLobatto method was unable to increase the order of
accuracy due to the error accumulation in η I I I used in step 5 of the algorithm. This
eﬀect has been described in Section 4.4.3.
4
5
6
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Figure 4.3: Results obtained with Algorithm 4.1 based on TrapezoidLobatto, for three
second-order diﬀerential equations.
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The results shown in Figure 4.4 are remarkable. The speciﬁc combination of
methods in the TrapezoidRadau scheme should, if used in a classical MIRKDC
setup, yield results of order 3. However, the plots show that the line behaves
as order 4. For Cash Testset 1, the right-hand side of (4.31) is zero and the 2× 2
matrix (Ak , Bk) is singular. Algorithm 4.3 simply selects a constant zero for both
ω and µ. The results we obtain with the exponentially ﬁtted scheme are the same
as the classical results. For the other two problems, however,
bq+1
(
φ[0]1 +ψ[0]ν[0]
)
(xk; y(xk))
is nearly zero. Algorithm 4.3 dutifully satisﬁes (4.31) entirely, producing a solution
of order 4 ( ). For Inhomogeneous BVP, the ﬁnal results are only slightly better;
for Duﬃng BVP, the ﬁnal errors are signiﬁcantly larger.
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Figure 4.4: Results obtained with Algorithm 4.1 based on TrapezoidRadau, for three
second-order diﬀerential equations.
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For problems with more than two components, there is, in general, no solution
to the overdetermined system (4.31). The following algorithm is an adaptation
of Algorithm 4.1, in which step 3 now consists of ﬁnding a least-squares solution
instead. Notice that step 5 is also diﬀerent: in general, we can no longer expect to
gain an order of accuracy.
Algorithm 4.2. In this algorithm, both parameter values for ωk and µk are
determined at the same time by imposing that the leading residual term of the
EFMIRKDC scheme is as small as possible (step 3).
1. φ(η I) = 0→ η I = ∆y +O(hp) [ ]
The problem is solved with the low-order base method. We obtain a
numerical solution η I of order p.
[2.] φ(η I I) = −ψ(η I)→ η I I = ∆y +O(hq) [ ]
Optional: the problem is solved again with the same base method, but
now with an estimate of the residual at the right-hand side. We obtain
a numerical solution η I I of order q. Set η I I = η I if this step is skipped.
3. ∀k : argminω,µ bq+1
(
φ[ω]1 +ψ[µ]ν[ω]
)(
xk; η I Ik
)→ ωk , µk
In each knot point xk, the values for ωk and µk are sought such that
the leading residual term of the EFDC scheme is annihilated.
4. φ[ω](η I I I) = 0→ η I I I = ∆y +O(hp) [ ]
The problem is solved again, now with an EF base method, in each
knot point k locally tuned to ωk. We obtain a numerical solution η I I I
of order p.
5. φ[ω](η IV) = −ψ[µ](η I I I)→ η IV = ∆y +O(hq) [ ]
The problem is solved a last time. The base method and the estima-
tor method are locally tuned to ωk and µk respectively. We obtain a
numerical solution η IV of order q.
Figure 4.5 shows the results as computed by Algorithm 4.2 based on the three
EFMIRKDC schemes with two parameters. The problem solved for these plots,
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Figure 4.5: Results obtained with Algorithm 4.2 based on several schemes, for Duﬃng
BVP in an autonomous formulation.
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Figure 4.6: Comparison between the values for ω and µ for Duﬃng BVP in autonomous
(left) and regular form (right).
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is Duﬃng BVP, rewritten in a ﬁrst-order, autonomous form:
y′1 = y2
y′2 = −y1 − y31 + 0.002 cos(1.01y3)
y′3 = 1.
Neither the EF Trapezoidal rule nor the EF Radau I method are consistent methods:
b1 + b2 = 1− 112ω
2
h +O
(
ω4h
)
and
b1 + b2 = 1 +
1
1620
ω4h +O
(
ω6h
)
,
respectively, which means that the additional component will not be integrated
exactly if ω 6= 0. The end results ( ) obtained with schemes that have the
EF Trapezoidal rule as base method, are comparable to the classical results. The
values selected for ω and µ did not change the size of the error signiﬁcantly. This
is diﬀerent for RadauLobatto: the size of the error is larger, but the slope of the
line indicates that we have gained an order of accuracy.
Figure 4.6 shows a comparison between the values computed by Algorithm 4.1
(left column) and Algorithm 4.2 (right column) for the Duﬃng BVP in autonomous
and regular form, respectively. Figure 4.6(b), in particular, shows a large discrep-
ancy: the values on the left-hand side are much closer to 0, the ideal parameter
value for the artiﬁcial component.
4.5.3.2 A method-level approach
The algorithms in this section are based on an approach that tunes φ and ψ as
standalone methods. The idea is to increase both p and p∗ by one. If we can
accomplish that, then q := min(p∗, p + r) also increases and, according to (4.3), we
gain one order of accuracy.
In the following algorithm, we use the symbol q∗. In general q∗ = q, but theorem
Theorem 4.42 conﬁrms that q∗ = q + 1 for at least the schemes we consider.
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Algorithm 4.3. This algorithm ﬁrst annihilates the leading residual term of
the base method (steps 3, 4). Secondly, it tunes the estimator method such
that the leading residual term (of that method in a standalone setup) would
become zero (steps 5, 6).
1. φ(η I) = 0→ η I = ∆y +O(hp) [ ]
The problem is solved with the low-order base method. We obtain a
numerical solution η I of order p.
[2.] φ(η I I) = −ψ(η I)→ η I I = ∆y +O(hq) [ ]
Optional: the problem is solved again with the same base method, but
now with an estimate of the residual at the right-hand side. We obtain
a numerical solution η I I of order q. Set η I I = η I if this step is skipped.
3. ∀k : bp+1
(
φ[ω]1
)(
xk; η I Ik
)
= 0→ ωk
In each knot point xk, a value for ωk is sought such that the leading
residual term of the base method is annihilated.
4. φ[ω](η I I I) = 0→ η I I I = ∆y +O(hp+1) [ ]
The problem is solved again, now with an EF base method, in each knot
point xk locally tuned to ωk. We obtain a numerical solution η I I I of
order p + 1.
5. ∀k, bp∗+1
(
ψ[µ]1
)(
xk; η I I Ik
)
= 0→ µk
In each knot point xk, a value for µk is sought such that it annihilates
the leading residual term of the estimator method.
6. φ[ω](η IV) = −ψ[µ](η I I I)→ η IV = ∆y +O
(
hq
∗)
[ ]
The problem is solved a last time. The base method and the estima-
tor method are locally tuned to ωk and µk respectively. We obtain a
numerical solution η IV of order q∗.
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Theorem 4.42. For the schemes TrapezoidRadau, TrapezoidLobatto and
RadauLobatto, applied to scalar problems, if it holds that
bp+1
(
φ[ω]1
)
ηk = 0 (4.32)
bp∗+1
(
ψ[µ]1
)
ηk = 0, (4.33)
then
bq+1
(
φ[ω]1 +ψ[µ]ν[ω]
)
ηk = 0. (4.34)
Proof. This can be proven by carefully constructing the expressions for (4.32) and
(4.33), from which closed-form expressions for ω and µ can be derived. The in-
troduction of these expressions into the leading residual term of the EFMIRKDC
scheme, i.e. (4.34), along with the scalar elementary diﬀerentials required, leads to
zero for the mentioned methods. 
In step 3 of Algorithm 4.1, we had to solve a system of m equations and two
unknowns, in every knot point. Here, in Algorithm 4.3, however, we have to solve
(4.32) and (4.33), each a system of m equations and only one unknown. It is
clear that this is, in general, only possible for scalar problems, i.e. m = 1. If there
is a solution in every knot point, then Theorem 4.42 ensures us that the leading
residual term vanishes completely for the schemes under consideration. In other
words, q∗ = q + 1 in the last step of Algorithm 4.3. Numerical experiments show
that this still holds if we can ﬁnd a solution for (4.32) and (4.33) in most knot
point, instead of all knot points.
Figure 4.7, Figure 4.8 and Figure 4.9 show the results obtained with Algo-
rithm 4.3 based on the TrapezoidLobatto, RadauLobatto and TrapezoidRadau
schemes, respectively. The and lines show the behaviour of the results
calculated with the classical MIRKDC scheme. In steps 3 and 4 of Algorithm 4.3,
the leading residual term of the base method is annihilated. This is visualised in
the plots by the lines, which indeed all behave like hp+1. In the last step, the
estimator method is also tuned. Instead of directly annihilating the leading resid-
ual term of the EFMIRKDC scheme, the leading residual term of the estimator
method itself is made to be zero. Still, as predicted by Theorem 4.42, this increases
the order of accuracy of the entire scheme: each line is roughly O(hq+1).
The subpar results for larger step-sizes are due to the poor quality of η I I and
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Figure 4.7: Results obtained with Algorithm 4.3 based on TrapezoidLobatto, for the three
scalar test problems.
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Figure 4.8: Results obtained with Algorithm 4.3 based on RadauLobatto, for the three
scalar test problems.
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Figure 4.9: Results obtained with Algorithm 4.3 based on TrapezoidRadau, for the three
scalar test problems.
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η I I I . To construct the coeﬃcients of (4.32) and (4.33), we have to calculate a
number of elementary diﬀerentials. Since we do not dispose of the exact solution,
we have to settle for the best approximation we have at that time, i.e. η I I and η I I I .
If the error on those solutions is too large, we obtain value for ωk and µk that are
far from the ideal values.
Figure 4.10 makes a full comparison between the values for ω and µ computed
by each method (row-wise) for each problem (column-wise). We see that the shape
of the curve largely depends on the problem but also, to a lesser extent, on the
method at hand.
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Figure 4.10: The values for ω and µ, computed by Algorithm 4.3 for Sqrt IVP, Exp(y)
IVP and Bernoulli IVP, respectively.
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Algorithm 4.4. This algorithm ﬁrst minimises the leading residual term of the
base method (steps 3, 4). Secondly, it tunes the estimator method such that
the leading residual term (of that method in a standalone setup) is minimised
as well (steps 5, 6).
1. φ(η I) = 0→ η I = ∆y +O(hp) [ ]
The problem is solved with the low-order base method. We obtain a
numerical solution η I of order p.
[2.] φ(η I I) = −ψ(η I)→ η I I = ∆y +O(hq) [ ]
Optional: the problem is solved again with the same base method, but
now with an estimate of the residual at the right-hand side. We obtain
a numerical solution η I I of order q. Set η I I = η I if this step is skipped.
3. ∀k : argminω bp+1
(
φ[ω]1
)(
xk; η I Ik
)→ ωk
In each knot point xk, a value for ωk is sought such that the leading
residual term of the base method is as small as possible.
4. φ[ω](η I I I) = 0→ η I I I = ∆y +O(hp) [ ]
The problem is solved again, now with an EF base method, in each knot
point xk locally tuned to ωk. We obtain a numerical solution η I I I of
order p.
5. ∀k, argminµ bp∗+1
(
ψ[µ]1
)(
xk; η I I Ik
)
= 0→ µk
In each knot point xk, a value for µk is sought such that it minimises
the leading residual term of the estimator method.
6. φ[ω](η IV) = −ψ[µ](η I I I)→ η IV = ∆y +O(hq) [ ]
The problem is solved a last time. The base method and the estima-
tor method are locally tuned to ωk and µk respectively. We obtain a
numerical solution η IV of order q.
Algorithm 4.4 is simply an adaptation of Algorithm 4.3 in which the leading
residual terms of both φ and ψ are merely minimised. This formulation allows us to
use it on problems with more than one component. Notice that we cannot expect
to gain an order of accuracy anymore: Theorem 4.42 does not apply.
The next series of plots report on a second attempt at solving the test problems
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Figure 4.11: Results obtained with Algorithm 4.4 based on TrapezoidLobatto, for three
second-order diﬀerential equations.
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Figure 4.12: Results obtained with Algorithm 4.4 based on RadauLobatto, for three
second-order diﬀerential equations.
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Figure 4.13: Results obtained with Algorithm 4.4 based on TrapezoidRadau, for three
second-order diﬀerential equations.
175
Chapter 4. Deferred correction with EFMIRK methods
with two components by means of schemes with two parameters. This time, we
will follow Algorithm 4.4: instead of using the two parameters to annihilate one
residual term, we will use each parameter to minimise a separate expression: the
leading residual terms of the base method and the residual estimator. This ap-
proach delivers remarkably good results, as shown in Figure 4.11, Figure 4.12 and
Figure 4.13. The results for Cash Testset 1 show that we obtain very high accuracy
with each of the schemes. This was not the case for Algorithm 4.1, even though the
solution falls within the ﬁtting space of the schemes. For Inhomogeneous BVP and
Duﬃng BVP, both the intermediate ( ) and the ﬁnal result ( ) computed
by the EFMIRKDC scheme have a smaller error than the classical counterparts
( ). As expected, there is no increase in order of accuracy. On the contrary, in
Figure 4.13, we can see that the EFMIRKDC has a lower order of accuracy than
the classical MIRKDC scheme. This is again due to what we already remarked in
Section 4.5.3.1 with regard to TrapezoidRadau. Here, however, the magnitude of
the error remains smaller.
Figure 4.10 makes a full comparison between the values for ω and µ computed by
each method (row-wise) for each problem (column-wise). We see that Algorithm 4.4
successfully found the appropriate values ω = µ = 1/
√
0.3 for Cash Testset 1, as one
would expect from an approach based on method-level tuning. For Inhomogeneous
BVP and Duﬃng BVP, we notice that the values lie in the vicinity of 5i and
1i, respectively. By looking at the problem deﬁnition, one could have guessed this
correctly in advance. Algorithm 4.5 exploits such a priori knowledge.
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Figure 4.14: The values for ω and µ, computed by Algorithm 4.4 for Cash Testset 1,
Inhomogeneous BVP and Duﬃng BVP, respectively.
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Figure 4.15 shows the results obtained with Algorithm 4.4, applied to Cash
Testset 4 for the diﬀerent parameter values. Each couple of lines of the same
colour compares the performance of the EFMIRKDC scheme ( ) to that of
the classical scheme ( ). We get good results from the schemes that are based
on the EF Lobatto IIIA method as estimator method: for suﬃciently small step-
sizes, the EFMIRKDC produces a solution with a smaller error. Remark how the
accuracy gain increases as e becomes smaller: the classicalMIRKDC scheme loses
accuracy faster than EFMIRKDC does. Since the exact solution consists of two
exponentials, this is expected behaviour.
The results that we obtain with TrapezoidRadau are considerably worse. For
e = 1 ( ) and most of e = 0.2924 ( ), we lose accuracy compared to the
classical approach. However, for smaller values of e ( ), the EFMIRKDC
scheme gets the upper hand: again for suﬃciently small step-sizes, we obtain a
solution with a smaller error.
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Figure 4.15: Results obtained with Algorithm 4.4 based on several schemes, for Cash
Testset 4 and diﬀerent parameter values.
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Algorithm 4.5. This algorithm is an adaptation of Algorithm 4.3. If there is a
priori knowledge of a suitable ω in every knot point, then the ﬁrst three steps
can be skipped. The parameter in the estimator method is still determined
numerically in step 2.
1. φ[ω](η I) = 0→ η I = ∆y +O(hp) [ ]
The problem is solved with an EF base method, in each knot point xk
locally tuned to ωk. We obtain a numerical solution η
I of (in general)
order p.
2. ∀k : argminµ bq+1
(
ψ1[µ]
)(
xk; η Ik
)→ µk
In each knot point xk, we seek for a value for µk that minimises the
leading residual term of the estimator method.
3. φ[ω](η I I) = −ψ[µ](η I)→ η I I = ∆y +O(hq) [ ]
The problem is solved a second time. The base method and the esti-
mator method are locally tuned to ωk and µk respectively. We obtain a
numerical solution η I I of (in general) order q.
Figure 4.16 compares the results of Algorithm 4.3 and Algorithm 4.5 on Bessel
BVP. Based on the deﬁnition of the problem, a constant value for ω of 10i was cho-
sen for the latter algorithm. The results from Algorithm 4.5 ( ) show that there
is an overall improvement (in magnitude) with respect to the classical MIRKDC
results ( ). The results are clearly better, but they require a signiﬁcantly
larger computational eﬀort.
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Figure 4.16: Results obtained with Algorithm 4.5 based on several schemes, for Bessel
BVP.
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4.6 Conclusion
In this chapter, we have looked into the possibility of combining deferred correction
and exponential ﬁtting. More speciﬁcally, we have considered a DC approach that
uses the combination of two Runge-Kutta methods. To allow for the solution of
non-autonomous problems, we ﬁrst had an in-depth look at B-series, P-series and
ﬁnally B -series, an explicit restriction of P-series.
After deriving some fundamental properties of EFMIRK methods in terms
of B -series, we looked at the leading residual term of an EFMIRKDC scheme.
We considered a scheme-level approach that attempts to annihilate this term by
choosing the appropriate parameter values. This approach seems successful, but
the eﬀect on the global error is often disadvantageous: the growth of the next-to-
leading error term increases the global error.
A second, more straightforward approach is based on the leading residual error
terms of the two Runge-Kutta methods separately. This approach is demonstrated
to work quite well on scalar problems: an order of accuracy can be gained. For
systems of equations, the leading error term can be minimised, leading to a smaller
global error.
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Two families of EF methods and
their stability functions
In this chapter, we take an extensive look at the stability functions of Runge-Kutta
and Obreshkoﬀ methods in Section 5.1 and Section 5.2, respectively. We formulate
and prove a property of the stability functions of exponentially ﬁtted methods from
both families. For the Runge-Kutta methods, we make a quick detour along some
properties that are related to a subset of the classical order conditions in the last
part of Section 5.1.2. In Section 5.1.3, we also look at two novel techniques to
visualise the stability properties of (EF)RK methods. In the second part of this
chapter, we show how one can construct (P-stable) multi-parameter exponentially
ﬁtted Obreshkoﬀ methods based on multi-point Padé approximants.
5.1 Exponentially ﬁtted Runge-Kutta methods
5.1.1 Stability of (EF)RK methods
To assess the stability properties of an s-stage RK method of order p, it is applied
to the scalar, linear test equation
y′ = λy, λ ∈ C. (5.1)
This simple problem has solutions of the form
y(t) = C1eλt, (5.2)
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in which C1 depends on an initial condition. In what follows, a speciﬁc value for C1
is not needed, so we will not specify any initial conditions.
The application of a RK method (1.15) to test equation (5.1) yields{
yn+1 = γyn + hbTK
K = λ [Γyn + hAK] ,
(5.3)
with K := (k1, . . . , ks)
T. If we deﬁne λh := hλ and Mλh := I − λhA, then K can be
written in closed form as
K = λM−1λh Γyn
if Mλh is non-singular. The ﬁrst equation of (5.3) becomes
yn+1 = γyn + hbTλM−1λh Γyn
=
[
γ + λhbTM−1λh Γ
]
yn. (5.4)
It is easily checked that, for test equation (5.1), the coeﬃcient of yn in (5.4) is a
scalar function of λh. This function is called the stability function of the method
and it is often given the name R.
The following lemma is an adaptation of [25, Theorem 3.4.1] to account for the
extra coeﬃcients γ and γi , i = 1, . . . , s in (1.15a).
Lemma 5.1. The stability function of a RK method (1.15) can be written as
R(λh) =
det
(
γMλh + λhΓb
T)
γs−1 detMλh
, (5.5)
with Mλh := I − λhA.
Proof. If we write (5.3) as a matrix equation, we get
Qκ =
 Mλh 0
−hbT 1
( K
yn+1
)
=
λΓyn
γyn
 .
Cramer's rule tells us that yn+1 =
N
det(Q)
and it is clear that det(Q) = det(Mλh ).
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The numerator, however, is given by
N = det
 Mλh λΓyn
−hbT γyn
 .
After multiplying the ﬁrst s rows with γ, we subtract λγi times the last row from
the i-th row, , i = 1, . . . , s, to obtain:
=
1
γs
det
γMλh + λhΓbT 0
−hbT γyn

=
yn
γs−1
det
(
γMλh + λhΓb
T
)
.

From Lemma 5.1, we learn that R(λh) is, in general, a rational function of a
certain degree [m, n]. Given the fact that M is an s× s matrix, this degree is at
most [s, s]. This is also true for exponentially ﬁtted RK methods: the exponential
ﬁtting procedure only parameterises the coeﬃcients, it does not alter the one-step
nature of the method.
5.1.1.1 The ideal stability function
The ideal linear one-step method has a stability function RI(λh) that satisﬁes
y(tn + h) = RI(λh)y(tn)
exactly. Since we know that the exact solution y(t) is given by (5.2), it follows
that the ideal stability function would be RI(λh) ≡ ehλ = eλh . For RK methods,
however, the stability function is only an approximation of the ideal stability function.
If we assume to be dealing with a method of order p and that yn = y(tn), we ﬁnd
that
y(tn + h)− yn+1 =
[
eλh − R(λh)
]
y(tn) = O
(
λ
p+1
h
)
.
In other words, R(λh) is a (rational) approximation of order p of eλh , around λh = 0.
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Figure 5.1: Plots of the stability functions of four p-stage explicit RK methods of order
p = 1, . . . , 4. As p increases, Rp,0(λh) becomes a better approximation of eλh
for small values of λh.
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Example 5.2. Figure 5.1 contains four plots that each show the behaviour of
the stability functions of a p-stage, explicit method of order p = 1, . . . , 4 along
the real axis. Each Rp,0(λh) is a truncated Maclaurin series of eλh of order p
and thus agrees with it on value and the ﬁrst p derivatives at λh = 0.
5.1.1.2 Stability plots and order stars
If a ﬁxed step-size is maintained, then the repeated application of a RK method to
the test equation yields
yn+k = R(λh)kyn.
Because of this, we are mainly interested in values for λh from the left half of the
complex plane. If λ has a negative real part, then the exact solution (5.2) fades
out to zero as time goes to inﬁnity. By analysing the stability function, we try to
ﬁnd out how large |λh| can become before the numerical solution produced by the
method no longer fades out, but grows or oscillates instead as k increases.
A typical type of ﬁgure in the theory of linear stability, is the stability plot: a
single-contour plot of |R(λh)|. It shows for which λh the method is asymptotically
stable (< 1), stable (= 1) or unstable. The region where
|R(λh)| ≤ 1
is called the region of (absolute) stability. Once it is known, it can be used by
solvers to limit step-sizes in function of (estimates of) eigenvalues.
The concept of a region of relative instability, also known as an order star, has
also proven to be very useful in the analysis of (the stability of) RK methods [8,79].
Formally, it is deﬁned as the set of all λh ∈ C where
|R(λh)| > |eλh |.
It marks the part of the complex plane where the growth of the numerical solution
is larger than that of the exact solution. On the boundary between an order star
and its so-called dual order star, the equality holds, which means that the numerical
solution behaves just as the exact solution, apart from a possible phase shift. It can
be useful to indicate where there is no phase shift, i.e. where it holds that
argR(λh) = arg eλh = =(λh).
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Figure 5.2: A stability plot (left) and an order star (right) for the stability function of the
2-stage Radau IA method. The grey areas indicate absolute (left) and relative
(right) stability.
The intersections of these lines1 with the boundary of the order star indicate values
of λh where there is no magnitude nor phase error, i.e. R(λh) = eλh .
For classical Runge-Kutta methods, the most important point where this equality
holds, is the origin. In [79], the authors show that we can learn something about
the order of approximation of R by looking at how the order star divides the region
around the origin. The following lemma is an adaptation of [79, Proposition 3] that
allows us to do the same around any interpolation point. This adaptation can be
proven in the same fashion as the original.
Lemma 5.3. R(λh + δ) is an approximation of order p of eλh+δ around λh iﬀ,
for δ→ 0, the order star consists of p+ 1 sectors of width pi/(p+ 1), separated
by p + 1 sectors of the complement of the order star, each of the same width.
1These lines coincide with the order arrows [8].
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Example 5.4. Figure 5.2 shows the absolute (left) and relative (right) stability
of the 2-stage Radau IA method (page 22). The stability function of this
method is given bya
R2,1(λh) =
1 + 23λh +
1
6λ
2
h
1− 13λh
.
On the plot on the left-hand side, we see that the method has a limited
area of absolute stability. For values of λh that fall within the grey area, the
numerical solution produced by the application of the method to test equation
(5.1) fades out, mimicking the behaviour of the exact solution (5.2). On the
boundary of the stability area, the solution maintains size; outside the grey
area, it becomes larger each step.
The second plot provides some insight into the shape of the relative stability
region. We observe that the imaginary axis is not contained within the grey
area, which means that the method is not A-stable, despite the favourable
location of the pole in the right half plane [79, Proposition 1]. The boundary
of the order star creates 2× (3 + 1) sectors around the origin. Lemma 5.3 tells
us that R2,1(λh) is an approximation of order 3 of eλh around the origin.
This speciﬁc plot diﬀers from a typical order star rendition: extra lines
( ) were added to indicate the values of λh where there is no diﬀerence in
phase between the stability function and the exponential function.
a
5.1.2 A property of EFRK stability functions
Consider the following linear ODE system with y : R→ Cp+1,
y′ = yH = y

ω 1
ω 2
. . .
. . .
ω p
ω
 , (5.6)
together with the proper initial conditions such that it is satisﬁed by the solution
y(t) =
(
eωt, teωt, . . . , tpeωt
)
.
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Also, deﬁne Hh := hH. This matrix, of which the main diagonal is populated with
ωh := hω, will play an important role in what follows. Before we arrive at the main
theorem of this section, we ﬁrst state a few lemmata and a deﬁnition regarding Hh
and matrix functions.
Lemma 5.5. The Jordan decompositiona of Hh is PJP−1, in which J is the
Jordan block
J =

ωh 1
ωh 1
ωh
. . .
. . . 1
ωh

and
Pi,j = δij
p!
(i− 1)!h
p−i+1.
a
Proof. We will prove this by showing that PJ = HhP. From the observation that
P 6= 0 only if i = j, we ﬁnd
(PJ)i,j = Pi,i Ji,j
=
p!
(i− 1)!h
p−i+1 Ji,j.
We also know that Ji,j 6= 0 for j = i and j = i + 1 only, which means we only retain
at most two elements per row:
(PJ)i,i =
p!
(i− 1)!h
p−i+1ωh
(PJ)i,i+1 =
p!
(i− 1)!h
p−i+1.
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Through Hhi,j 6= 0 for j = i and j = i + 1 only, we analogously ﬁnd for the right-hand
side:
(HhP)i,j = Hhi,jPj,j
= Hhi,j
p!
(j− 1)!h
p−j+1
(HhP)i,i = ωh
p!
(i− 1)!h
p−i+1
(HhP)i,i+1 = ih
p!
i!
hp−i = p!
(i− 1)!h
p−i+1.

Deﬁnition 5.6. Let f : C→ C be a smooth function with Maclaurin expansion
f (x) = f (0) + f ′(0)x + 1
2
f ′′(0)x2 + . . . .
The matrix function f (X), X ∈ Cm×m is then deﬁned as
f (X) = f (0)I + f ′(0)X + 1
2
f ′′(0)X2 + . . . .
It can be shown, see [34, Section 1.2.1] or more directly in [28], that the following
lemma holds for this deﬁnition of matrix functions.
Lemma 5.7. Let f be a suﬃciently smooth C→ C function. Then
f (Hh) = P f (J)P−1,
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with
f (J) =

f (ωh) f ′(ωh) 12 f
′′(ωh) . . . 1p! f
(p)(ωh)
0 f (ωh) f ′(ωh) . . . 1(p−1)! f
(p−1)(ωh)
0 0 f (ωh) . . . 1(p−2)! f
(p−2)(ωh)
...
...
...
. . .
...
0 0 0 . . . f (ωh)
 .
In some of the proofs that follow, we will rely on the following lemma, adapted
from [34, Theorem 1.14].
Lemma 5.8. It holds that f (Hh) = g(Hh) iﬀ
f (i)(ωh) = g(i)(ωh), i = 0, . . . , p.
Theorem 5.9. If R(λh) is the stability function of an EFRK method ﬁtted
to (at least) {
eωt, teωt, . . . , tpeωt
}
,
then it holds that 
R(ωh) = eωh
R′(ωh) = eωh
...
R(p)(ωh) = eωh .
Proof.
Suppose2 we have an EFRK method that is able to solve (5.6) up to machine
accuracy. The application of a method of the form (1.15) to the problem at hand
gives rise to: {
yn+1 = ynγ + hbTK
K = (Γyn + hAK)H,
(5.7)
(5.8)
2
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with K :=
(
kT1 , . . . , k
T
s
)T
such that K and Γyn are s× (p + 1) matrices. Repeated
substitution of (5.8) into (5.7), yields
yn+1 = ynγ + hbT
(
Γyn + AΓynHh + A2ΓynH2h + A
3ΓynH3h + . . .
)
H.
Since bTAkΓ is scalar for all k ≥ 0, we can write this as
= yn
[
γ + bT
(
Γ + AΓHh + A2ΓH2h + A
3ΓH3h + . . .
)
Hh
]
.
If we refer to the coeﬃcient of yn as R(Hh), then, for a scalar argument λh, we get
R(λh) = γ + bTΓλh + bTAΓλ2h + b
TA2Γλ3h + b
TA3Γλ4h + . . . ,
which we recognise as the Maclaurin series expansion of
R(λh) = γ + bT(I − λhA)−1Γλh.
By making use of Deﬁnition 5.6, we can thus write
yn+1 = ynR(Hh).
Since the method can solve problem (5.6) exactly, it holds that
y(tn + h)− y(tn)R(Hh) = 0.
Through the observation that y(tn + h) = y(tn) exp(Hh), we can write that as
y(tn) [exp(Hh)− R(Hh)] = 0.
This holds for all tn and h, which means that the matrix operating on y(tn) is iden-
tically zero. From Lemma 5.8, we know that exp(Hh) = R(Hh) iﬀ exp(v) and R(v)
agree on value and the ﬁrst p derivatives in v = ωh. 
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Corollary 5.10. The stability function of a Runge-Kutta method ﬁtted to
eω1t, teω1t, . . . , tp1 eω1t
...
eωnt, teωnt, . . . , tpn eωnt

is a rational approximation of exp(x) at x = ωhi of order pi , i = 1, . . . , n.
Example 5.11. Consider the following methoda, an exponentially ﬁtted 2-
stage Gauss method, given in [77, Section 3]:
1
2
− θ γ1 γ1b12
γ1b1
2
+ λ12
1
2
+ θ γ1
γ1b1
2
− λ12 γ1b12
1 b1 b1 (5.9)
with
b1 =
1
2
θ =
1
ωh
arccosh
(
2 sinh(ωh/2)
ωh
)
λ12 = − sinh(θωh)ωh cosh(θωh) γ1 =
1
cosh(ωh/2)
[
sinh(θωh)2
ωh cosh(θωh)
+ cosh(θωh)
]
.
The stability function of this method is given by
R2,2(λh) =
1 + αλh + βλ2h
1− αλh + βλ2h
, (5.10)
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with
C = cosh
(
1
2
ωh
)
, S = sinh
(
1
2
ωh
)
, δ = −4ω2hCS2
α = ωh
S
δ
(
ω2h + 8− 8C2
)
=
1
2
+O
(
ω2h
)
β =
C
δ
(
ω2h − 4C2 + 4
)
=
1
12
+O
(
ω2h
)
According to the authors of [77], this method has FS =
{
1, e±ωt
}
, which
means that R2,2(λh) should be an approximation of zeroth order at λh = ±ωh.
To illustrate that this is indeed the case, we look at the plots in Figure 5.3.
The ﬁrst plot shows the order star of the classical 2-stage Gauss-Legendre
method (page 22). At the origin, R2,2 is an approximation of order 4 of the
exponential function, as indicated by the 2× (4 + 1) sectors. The other panels
of Figure 5.3 show similar plots for the exponentially ﬁtted method. We have
chosen ωh = 2, ωh = 2i and ωh = 2 + 2i, respectively, as indicated by the
green dots. Since these dots lie at intersections of the order star boundary
and the dashed lines, it holds that R2,2(±ω) = e±ω. Additionally, we see
that the regions around these points are divided into two sectors. Lemma 5.3
tells us that R2,2 is a zeroth order approximation of the exponential function
at ±ωh. The same holds for the interpolation point at the origin and the
spurious interpolations points near ±ωh. In Section 5.1.3 (page 203), we will
take a closer look at this type of plots.
a
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Figure 5.3: Order stars for the method in Example 5.11: classical (top left) and exponen-
tially ﬁtted with ωh = 2, ωh = 2i and ωh = 2 + 2i, respectively, indicated by
the green dots.
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5.1.2.1 Exponentially ﬁtted linear order conditions
In the previous section, we have proven Theorem 5.9 by means of matrix functions
and the Jordan decomposition of Hh. In our paper on this subject [36], we have given
an alternative derivation, based on an approach that explicitly looks at the stability
function and its derivatives in terms of the coeﬃcients of the method. Although we
prefer the proof in this work, the original did yield an interesting result.
Theorem 5.12. The m-th derivative (m > 0) of the stability function of an
(EF)RK method can be written as
R(m)(λh) = m! bTM−1λh
(
AM−1λh
)m−1
M−1λh Γ.
Proof.
We know that the stability function itself is given by
R(λh) = γ + λhbTM−1λh Γ.
Derivatives of this function will contain derivatives of M−1λh . To cope with those,
we note that, for a non-singular matrix B that depends on λh and from B−1B = I,
one obtains
dB−1
dλh
= −B−1 dB
dλh
B−1. (5.11)
For the ﬁrst derivative of R(λh), we get
R′(λh) = bTM−1λh Γ + λhb
TM−1λh AM
−1
λh
Γ
= bTM−1λh
[
I + λhAM−1λh
]
Γ
= bTM−1λh [M + λhA]M
−1
λh
Γ
= bTM−2λh Γ.
Before we get to the higher order derivatives, we ﬁrst deﬁne H :=AM−1λh . Since A
and Mλh commute, A and M
−1
λh
also commute, such that
M−1λh A = AM
−1
λh
= H.
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We also remark that, through (5.11),
M−1λh
′
= M−1λh AM
−1
λh
= HM−1λh = M
−1
λh
H.
With these properties, we can easily derive that
R′′(λh) = bTM−2λh
′
Γ
= bT
(
M−1λh HM
−1
λh
+M−1λh HM
−1
λh
)
Γ
= 2bTM−1λh HM
−1
λh
Γ,
and, for m0 ≥ 2,(
M−1λh H
m0−1M−1λh
)′
= M−1λh
′
Hm0−1M−1λh +M
−1
λh
[
(m0 − 1)Hm0−2AM−1λh
′
M−1λh + H
m0−1M−1λh
′]
= M−1λh H
m0M−1λh +M
−1
λh
[
(m0 − 1)Hm0−2H2M−1λh + H
m0−1HM−1λh
]
= M−1λh H
m0M−1λh +m0M
−1
λh
Hm0M−1λh
= (m0 + 1)M−1λh H
m0M−1λh .
From this, it follows that, if the theorem holds for m = m0, then it also holds for
m = m0 + 1. 
Corollary 5.13. If A, b, c, γ and Γ are the coeﬃcients of an EFRK method
that is ﬁtted to (at least) {
eωt, teωt, . . . , tpeωt
}
,
then it holds that
γ +ωhbTM−1ωh Γ = e
ωh
bTM−1ωh
(
AM−1ωh
)m−1
M−1ωh Γ =
1
m!
eωh , m = 1, . . . , p.
(5.12)
(5.13)
Proof. This corollary follows from the combination of Theorem 5.9 and Theo-
rem 5.12. 
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Relation to the classical order conditions If we let ωh → 0 in (5.12)(5.13),
then we get 
γ = 1
bTAm−1Γ = 1
m!
, m = 1, . . . , p.
If limωh→0 Γ = 1 = (1, . . . , 1)
T, then the last p equations are equivalent to
bT1 = 1
bTAm−2c = 1
m!
, m = 2, . . . , p,
if the row-sum conditions holds. These equations are nothing other than the order
conditions for Runge-Kutta methods, associated with the linear trees , , , , . . . ,
cf. Section 4.2.1 (page 103). If one would consider (5.13) as the exponentially
ﬁtted order conditions for linear trees up to order p, then (5.12) would correspond
to the exponentially ﬁtted order condition associated with the empty tree .
This observation explains why we hold on to the awkward looking powers of
AM−1λh in (5.13). This notation indicates more clearly how an exponentially ﬁtted
linear order condition could be related to its corresponding tree. It seems as if every
descendant of the root, which itself is represented by bTM−1ωh , provides a factor
AM−1λh . The leaf node comes with an additional, terminating factor M
−1
λh
Γ. In the
single-node tree, the root node is also the leaf node, which is consistent with the
corresponding expression bTM−2ωh Γ.
5.1.2.2 Exponentially ﬁtted quadrature conditions
In this section, we formulate and prove a property of exponentially ﬁtted RK meth-
ods that is related to the classical quadrature conditions. The theorem that we will
state has no apparent relation with stability, the topic of this chapter, but it relates
nicely to Theorem 5.12, hence the inclusion of it here.
An (EF)RK method can also be used as a quadrature rule. If function f of the
problem y′ = f (t, y) at hand is actually of the form f (t), i.e. it does not depend on y
but only t, then the application of an EFRK evaluates a quadrature. It is clear that
the c coeﬃcients of the method play an important role: problems of this type are
purely non-autonomous and the input f is evaluated at each node ci , i = 1, . . . , s.
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To ﬁnd out what happens for exponentially ﬁtted methods, we ﬁrst take a look
at a simple problem of the form
y′ = ωeωt, (5.14)
together with a proper boundary condition such that y(t) = eωt. In what follows,
we will use C :=diag (c1, . . . , cs) and 1 := (1, . . . , 1)
T.
Theorem 5.14. If A, b, c, γ and Γ are the coeﬃcients of an EFRK method
that is ﬁtted to (at least)
{
eωt
}
, then it holds that
γ +ωhbTeωhC1 = eωh . (5.15)
Proof. We want to solve problem (5.14) with method (1.15). Application of the
method to the problem at hand, gives
yn+1 = γyn + h
s
∑
i=1
biωeω(t+cih)
= γyn +ωheωtbTeωhC1.
The solution falls within the ﬁtting space of the method, which assures that
y(tn + h) = γy(tn) +ωheωtnbTeωhC1.
and, since y(tn + h) = eωhy(tn),
eωhy(tn) = γy(tn) +ωheωtnbTeωhC1.
This must be true for all tn and h, which leads us to
eωh = γ +ωhbTeωhC1.

To ﬁnd out what can be said about methods with a larger level of exponential
ﬁtting, we take a look at the following problem, with q > 0:
y′ = ωy + qtq−1eωt (5.16)
to which the solution is given by y(t) = tqeωt if y(0) = 0.
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Theorem 5.15. If A, b, c, γ and Γ are the coeﬃcients of an EFRK method
that is ﬁtted to (at least) {
eωt, teωt, . . . , tpeωt
}
,
then it holds that
bTM−1ωh C
j−1eωhC1 = 1
j
eωh , j = 1, . . . , p. (5.17)
Proof. We want to solve problem (5.16) with a method of the form (1.15). For
the ﬁrst equation, we get
yn+1 = γyn + hbTK, (5.18)
with K := (k1, . . . , ks)
T. With this deﬁnition, we can also group all s equations
(1.15b) into
K = ω(Γyn + hAK) + q(Itn + Ch)q−1eωtn eωhC1.
We are interested in a closed form for K, and ﬁnd
(I −ωhA)K = ωΓy + q(Itn + Ch)q−1eωtn eωhC1
K = ωM−1ωh Γy + qM
−1
ωh
(Itn + Ch)q−1eωtn eωhC1.
Feedback into (5.18) produces
yn+1 = γy + hbT
[
ωM−1ωh Γy + qM
−1
ωh
(Itn + Ch)q−1eωtn eωhC1
]
=
[
γ +ωhbTM−1ωh Γ
]
yn + qhbTM−1ωh (Itn + Ch)
q−1eωtn eωhC1.
We know that the solution to (5.16) falls within the ﬁtting space of the method
and that the coeﬃcient of yn is equal to eωh (cf. Theorem 5.9). It should thus hold
that
(tn + h)qeω(tn+h) = eωh t
q
neωtn + qhbTM−1ωh (Itn + Ch)
q−1eωtn eωhC1.
If we divide both sides by eωtn and apply the binomial identity, we get
q
∑
k=0
(
q
k
)
hq−ktkneωh = eωh t
q
n + qhbTM−1ωh
[
q−1
∑
k=0
(
q− 1
k
)
tkn(Ch)
q−1−k
]
eωhC1.
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We make a pairwise match between the proper coeﬃcients and we obtain(
q
k
)
eωh = qbTM−1ωh
(
q− 1
k
)
Cq−1−keωhC1, k = 0, . . . , q− 1,
or, after moving some factorials around and choosing j = q− k,
1
j
eωh = bTM−1ωh C
j−1eωhC1, j = 1, . . . , q.
The method should be exact for (5.16), q = 1, . . . , p, which leads us to (5.17). 
Relation to the classical quadrature conditions If we let ωh → 0 in (5.15) and
(5.17), then we get 
γ = 1
bTCj−11 = 1
j
, j = 1, . . . , p.
The last p equations are nothing other than the Runge-Kutta order conditions
associated with the bushy trees , , , , . . . , cf. Section 4.2.1 (page 103). If
one would consider (5.17) as the exponentially ﬁtted order conditions for the bushy
trees up to size p, then (5.15) would correspond to the exponentially ﬁtted order
condition associated with the empty tree .
At this point, we have two expressions related to the empty tree , from Corol-
lary 5.13 and Theorem 5.14, respectively:{
γ +ωhbTM−1ωh Γ = e
ωh
γ +ωhbTeωhC1 = eωh .
Both equations hold for methods that are ﬁtted to (at least) eωt. The following
theorem makes a connection between the two.
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Theorem 5.16. If A, b, c, γ and Γ are the coeﬃcients of an EFRK method
of which the internal stages are ﬁtted to (at least)
{
eωt
}
, then it holds that
eωhC1 = M−1ωh Γ.
Proof. The i-th internal stage of this EFRK method is given by
Yi = γiyn + h
s
∑
j=1
aij f
(
tn + cjh,Yj
)
.
If all stages are known to be exact for y(t) = eωt, then we can write
Yi = y(tn + cih) = γiy(tn) + h
s
∑
j=1
aijy′(tn + cjh),
or, after dividing by eωtn ,
eciωh = γi +ωh
s
∑
j=1
aije
cjωh .
If we group the s equations of this form into one system, then we obtain
eCωh1 = Γ +ωhAeCωh1
(I −ωhA)eCωh1 = Γ
eCωh1 = M−1ωh Γ.

5.1.3 Visualising the stability of an (EF)RK method
As already mentioned in Section 5.1.1, the stability properties of a classical Runge-
Kutta method can be visualised by means of a stability plot. For a ﬁnite range
of complex values for λh, the modulus of R(λh) is determined. The set of points
for which |R(λh)| ≤ 1, indicates the region of absolute stability. The plot on
the left-hand side of Figure 5.2 shows the stability region of the method given in
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Example 5.4, i.e. the 2-stage Radau IA method. Along the real axis, the method is
stable for λh ∈ [−6, 0].
Suppose now that we want to solve the linear test equation (5.1) for a ﬁxed
value of λ = λ0 ∈ R− with this method. If we want to avoid a numerical solution
that grows uncontrolled, then we have to ensure that |R(λ0h)| ≤ 1. Given the
limited range of stability along the real axis, this means that we can use a step-size
of at most hm = −6/λ0. The process to determine hm does not depend on the
actual value of λ0.
For EFRK methods, such as the EF Radau I method (page 148), however, it
gets more complicated. This is due to the fact that there is no longer a reciprocal
bond between λ and h. The latter now also appears in the coeﬃcients of the
method, alongside the parameters from the ﬁtting space. As a consequence, the
coeﬃcients of the stability function also depend on h. Finding the smallest value
for h such that |R(λ0h)| > 1, becomes nearly impossible without considering an
actual value for λ0.
5.1.3.1 Fixed step-size stability plot
We can still make plots that are closely related to the well-known stability plots, by
considering a ﬁxed value for h, e.g. h0. Once we have also decided on the parameter
values, the coeﬃcients of the stability function are completely determined. We can
make plots that indicate for which values of λ the method at hand is stable if a
step-size h = h0 is used. Choosing h0 = 1 is convenient, since we then obtain the
classical stability region if the parameter values are set to zero.
Figure 5.4 shows what we obtain with this approach for the classical Radau I
method (top left) and the EF Radau I method, for ω = 2, ω = 2i and ω = 2 + 2i,
respectively, as indicated by the blue dots. Since we have chosen h0 = 1, the ﬁrst
plot shows the same shape as Figure 5.2 on the left-hand side.
Following the same approach, we can also make plots that are closely related to
the well-known order stars. Given a value h0, we indicate for which λ it holds that
|R(λh0)| < |eλh0 |. If we also add the lines ( ) that indicate where argR(λh0) =
arg eλh0 , then these plots show in which points R interpolates the exponential
function. From the number of sectors that the order star creates around these
points, we can derive the order of interpolation, cf. Lemma 5.3.
Figure 5.5 shows the order star equivalents of the plots in Figure 5.4. We
see that the stability function of the exponentially ﬁtted method is a zeroth order
approximation of the exponential function in green dots. At ﬁrst glance, the origin
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Figure 5.4: A ﬁxed step-size (h0 = 1) stability plot for the classical Radau I method
(top left) and the EF Radau I method, for ω = 2, ω = 2i and ω = 2 + 2i,
respectively.
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seems a ﬁrst order interpolation point. On closer inspection, however, we see that
the order star boundary runs through the origin only once. The second time that
it passes near the origin, it crosses the dashed line in another point, very close to
the origin. We have seen such spurious interpolation points before, in Example 5.11
(page 194), where we already considered plots of this type.
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Figure 5.5: A ﬁxed step-size (h0 = 1) order star plot for the classical Radau I method
(top left) and the EF Radau I method, for ω = 2, ω = 2i and ω = 2 + 2i,
respectively.
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5.1.3.2 Colour coded stability plot
A second type of visualisation essentially combines a large number of ﬁxed step-size
stability plots in one plot. In advance, we choose a strictly monotone list of values
(h1, . . . , hn) ∈ R+n. To each value hi, a unique colour col(hi) is assigned. For
every value of λ we are interested in,
hm = min
i
{hi : |R(λhi)| > 1}
is determined and the colour col(hm) is selected. The points where |R| exceeds 1
for none of the hi, are left white. The plot that we obtain is in essence an overlay
of n ﬁxed step-size stability plots with h0 = hi , i = n, . . . , 1, in which all white has
been replaced by col(hi) and all grey has been made transparent.
Figure 5.6 shows such a colour coded stability plot for the 2-stage Radau IA
method. The white circle on the left-hand side of the origin indicates that, for these
values of λ, the method remains stable for step-sizes up to h = 10. We see that the
method becomes unstable sooner as λ becomes more negative. For easy reference,
we have drawn the boundary of the ﬁxed step-size stability plot h0 = 1 ( ) on
top of the colour coded plot.
Figure 5.7, Figure 5.8 and Figure 5.9 show colour coded stability plots of the EF
Radau I method, for ω = 2, ω = 2i and ω = 2 + 2i, respectively, as indicated by the
white circles. These plots show nicely the eﬀect of both exponential ﬁtting and the
choice of the parameter value on the stability. In the vicinity of the ﬁtting points, we
can use larger step-sizes, but immediately left of the origin, hm has become smaller.
We can put the information in these plots to the test by applying the corre-
sponding methods to the linear test equation (5.1). On Figure 5.6, we see that the
classical 2-stage Radau IA method is stable for λh = −1 and h = 4. For the EF
Radau I method with ω = 2, however, Figure 5.7 shows that instability is possible
for those values. It tells us that, for h ≈ 3.3, the method becomes unstable, but
y0 y1 y2 y3 y4 y5
Classical 1 0.4286 0.1837 0.0787 0.0337 0.0145
EF 1 −1.8930 3.5835 −6.7837 12.8418 −24.3098
Table 5.1: Numerical results from a few steps with the 2-stage Radau IA method and an
exponentially ﬁtted version with ωh = 2.
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Figure 5.6: Colour coded stability plot for the 2-stage Radau IA method.
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Figure 5.7: Colour coded stability plot for an EF 2-stage Radau I method with ω = 2.
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Figure 5.8: Colour coded stability plot for an EF 2-stage Radau I method with ω = 2i.
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Figure 5.9: Colour coded stability plot for an EF 2-stage Radau I method with ω =
2 + 3/2i.
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we are unsure about what happens for larger step-sizes. Table 5.1 shows what we
obtain after a few steps with both methods3. The numerical solution produced
by the classical method fades out, while that of the exponentially ﬁtted method
oscillates and grows.
3
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5.2 Exponentially ﬁtted Obreshkoﬀ methods
The content presented in this and the previous section, is inspired by results in
[68,69]. In the ﬁrst paper, the authors generalise a result by Ananthakrishnaiah [1]
and show that it is possible to construct a P-stable Obreshkoﬀ method of any
order 2m by considering Pm,m[exp](iv), the [m,m] Padé approximant of eiv. If the
stability function of a method is equal to the real part of said rational approximation,
then the method is P-stable. The authors also provide an explicit algorithm to
transform the coeﬃcients of Pm,m[exp](iv) into coeﬃcients of an actual Obreshkoﬀ
method.
In [68], the same authors extend these results by bringing exponential ﬁtting
into the picture. They state that, to construct an Obreshkoﬀ method that is ﬁtted
to {
1, t, . . . , tk , e±iωt, te±iωt, . . . , tpe±iωt
}
, ω ∈ R,
one now has to look at an exponentially ﬁtted Padé approximant, that can be
constructed as
∗Pm,m[exp](v) =
Vm(v)
Vm(−v) , Vm(v) = 1 +
m
∑
j=1
ajvj
by imposing4 
∂q
∂xq
F(x, t)|(x,t)=(0,ωh) = 0 q = 1, . . . , k
<
(
∂q
∂tq
F(x, t)|(x,t)=(i,ωh)
)
= 0 q = 0, . . . , p
(5.19)
on
F(x, t) := etxVm(−v)−Vm(v).
As a follow-up to this work, we wanted to examine
• what changes if the P-stability requirement is dropped,
• if something similar can be derived for general ω and
• how these results extend to multi-point exponential ﬁtting.
4The original paper only mentions even derivatives in (5.19), which appears to be a misprint.
212
5.2. Exponentially ﬁtted Obreshkoﬀ methods
5.2.1 Stability of Obreshkoﬀ methods
The linear stability theory for this family of methods, introduced by Lambert and
Watson in [43], is based on a second order test equation
y′′ = −k2y,
with k ∈ R. In this work, however, we consider a general parameter λ ∈ C and a
modiﬁed test equation
y′′ = λ2y, (5.20)
such that the general solution is given by
y(t) = C1eλt + C2e−λt. (5.21)
This sum of exponentials is simply more convenient in the context of exponential
ﬁtting, as it often avoids ﬁddling with the imaginary unit5. We will mostly work in
terms of λh := hλ, and we assume that λh = u + iv, (u, v) ∈ R2.
The application of a general Obreshkoﬀ method to (5.20) yields
yn+1 − 2αyn + yn−1 = h2
[
β10λ
2yn+1 + 2β11λ2yn + β10λ2yn−1
]
+ h4
[
β20λ
4yn+1 + 2β21λ4yn + β20λ4yn−1
]
+ . . .
+ h2m
[
βm0λ
2myn+1 + 2βm1λ2myn + βm0λ2myn−1
]
.
If we gather the coeﬃcients of yn+1, yn and yn+1, we obtain
Dm(λh)yn+1 − 2Nm(λh)yn +Dm(λh)yn−1 = 0,
with
Dm(x) = 1−
m
∑
j=1
β j0x2j,
Nm(x) = α +
m
∑
j=1
β j1x2j.
Finally, if we divide by Dm(λh), we arrive at
yn+1 − 2Rm,m(λh)yn + yn−1 = 0, (5.22)
in which Rm,m(x) :=
Nm(x)
Dm(x)
is a rational function of degree [m,m] in x2.
5Note that this choice will have an eﬀect on the precise form of the stability functions.
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Example 5.17. The stability function of Numerov's method a (m = 1) is given
by
R1,1(λh) =
1 + 512λ
2
h
1− 112λ2h
.
a
5.2.1.1 The ideal stability function
The ideal stability function RI(λh) of a symmetric, higher-order two-step method
satisﬁes
y(t + h)− 2RI(λh)y(t) + y(t− h) = 0
exactly. Since6
y(t + h) + y(t− h) = C1eλ(t+h) + C2e−λ(t+h) + C1eλ(t−h) + C2e−λ(t−h)
= C1eλteλh + C2e−λte−λh + C1eλte−λh + C2e−λteλh
=
[
C1eλt + C2e−λt
]
eλh +
[
C2e−λt + C1eλt
]
e−λh
= 2y(t) cosh(λh),
we obtain
2y(t) [cosh(λh)− RI(λh)] = 0.
This must hold for all t and λh, which requires that RI(λh) ≡ cosh(λh).
For practical (EF) Obreshkoﬀ methods, however, the stability function is at
most an approximation of cosh. The residual of an Obreshkoﬀ method of order p
is actually O(hp+2) instead of zero. In a classical method, h and λ always appear
together, so, analogously to the derivation above, we ﬁnd that
cosh(λh)− Rm,m(λh) = O
(
λ
p+2
h
)
.
In other words, the stability function of a classical Obreshkoﬀ method of order p is
an approximation of cosh(λh) of order p + 1 at λh = 0.
6
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The following theorem, proven in [21, Theorem 1], establishes a connection
between Padé approximants and Obreshkoﬀ method of the highest possible or-
der.
Theorem 5.18. An Obreshkoﬀ method is of the highest possible order p = 4m,
iﬀ the stability function Rm,m is the Padé approximant of cosh of degree
[2m, 2m].
5.2.1.2 Stability plots and P-stability
If the parameter λ in (5.20) is purely imaginary, i.e. λ = iv, then the exact solution
(5.21) has periodic nature: both terms are phasors that rotate around the origin
at the same speed. Although the magnitude of the total solution changes over
time, the amplitude of each phasor is time-invariant. To check whether or not
the numerical solution exhibits the same behaviour, we must look at the properties
of recurrence relation (5.22). In particular, we are interested in the roots of the
characteristic equation associated with it7:
r2 − 2Rm,m(λh)r + 1 = 0.
If both roots r1 and r2 have magnitude 1, then the numerical solution does not
grow or shrink but maintains size throughout time.
7
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Lemma 5.19. The roots of
r2 − 2Rr + 1 = 0 (5.23)
lie on the unit circle if R ∈ [−1, 1].
Proof. If R ∈ [−1, 1], then there is an angle θ ∈ R such that R = cos θ. We
introduce this cosine into the expression for the roots of (5.23) and obtain
r1,2 = R2 ±
√
R2 − 1
= cos θ ±
√
cos2 θ − 1
= cos θ ±
√
− sin2 θ
= cos θ ± i sin θ
= e±iθ .

The following deﬁnition is an adaptation of the original from [43]. Here, for
Obreshkoﬀ methods, we only have to deal with two roots. Also, we make it clear
that only purely imaginary values of λh are relevant to the deﬁnition.
Deﬁnition 5.20. An Obreshkoﬀ method has an interval of periodicity (0, v20)
if, for all v ∈ [0, v0] ⊆ R, the roots r1 and r2 of
r2 − 2R(iv)r + 1 = 0
satisfy
|r1| = 1, |r2| = 1.
Example 5.21. Figure 5.10 shows part of the stability function of Numerov's
method. Wherever v2 ≤ 6, the modulus of the stability function stays below
unity. Thus, the method has an interval of periodicity (0, 6). For these values
of λh = iv, the numerical solution for (5.20) keeps a constant amplitude.
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Figure 5.10: Plot of the stability function of Numerov's method. The interval of periodicity
is (0, 6).
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Figure 5.11: Plot of the stability function of a P-stable Obreshkoﬀ method with m = 1.
The interval of periodicity is (0,∞) because the modulus never exceeds 1.
Deﬁnition 5.22. A method is said to be P-stable if its interval of periodicity
is (0,∞).
Example 5.23. Figure 5.11 shows a plot of the stability function
R1,1(λh) =
1 + 14λ
2
h
1− 14λ2h
,
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Figure 5.12: Plot of the stability function of Numerov's method (m = 1). The interval of
periodicity is (0, 6).
associated with the Obreshkoﬀ method (m = 1)
yn+1 − 2yn + yn−1 = h
2
4
[
y(2)n+1 + 2y
(2)
n + y
(2)
n−1
]
.
As v tends to inﬁnity, R1,1(iv) approaches −1. The method is P-stable.
Deﬁnition 5.24. A stability function that is bounded by 1 along the entire
imaginary axis, is called P-acceptable.
We started this section by assuming that λ ∈ I. This is because the concept
of P-stability makes the most sense on the imaginary axis: the exact solution to
(5.20) is periodic, and the numerical solution should exhibit a similar behaviour.
Nevertheless, we will expand our ﬁeld of vision to the entire complex plane, just like
one usually does for Runge-Kutta methods. There, the stability condition makes
sense only on the left of the imaginary axis, yet the entire complex plane provides
more insight into the method.
For this reason, we will look at plots like Figure 5.12 and Figure 5.13, quite similar
to the stability plots for Runge-Kutta methods. The shaded area indicates where the
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Figure 5.13: Plot of the stability function of P-stable method with m = 1. The interval of
periodicity is (0,∞).
modulus of the stability function is smaller than unity. For those values of λh, the
amplitude of the numerical solution neither shrinks nor grows. In Figure 5.12, the
stability function of Numerov's method was plotted. Indeed, along the imaginary
axis, the shaded area extends to
√
6. In Figure 5.13, the stability function of the
method in Example 5.23 is shown. The entire imaginary axis is contained within
the grey area.
5.2.2 P-stable Obreshkoﬀ methods of arbitrary order
In [69], the authors prove the following theorem:
Theorem 5.25. If an Obreshkoﬀ method has a stability function of the form
Rm,m(λh) = <(Pm,m[exp](λh)),
then the method is P-stable.
This theorem was our inspiration for the following, simpler variant that will form a
basis for further results.
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Theorem 5.26. If an Obreshkoﬀ method has a stability function of the form
Rm,m(λh) =
1
2
(Pm,m[exp](λh) + Pm,m[exp](−λh)) , (5.24)
then the method is P-stable.
Proof. The values for λh that are of importance to prove P-stability, lie on the
imaginary axis. Throughout this proof, we only consider these values, i.e. λh = iv.
It is well-known that the Padé approximant of degree [m,m] of the exponential
function has a speciﬁc form:
Pm,m[exp](x) =
Vm(x)
Vm(−x) , Vm(x) = 1 +
m
∑
j=1
ajxj, aj ∈ R, j = 1, . . . ,m.
Since the coeﬃcients are real, we can write
Vm(iv) = A(v) + iB(v)
Vm(−iv) = A(v)− iB(v),
with A(v) and B(v) real polynomials containing only the even and odd powers of v,
respectively. Twice the right-hand side of (5.24) then becomes
Pm,m[exp](iv) + Pm,m[exp](−iv) = A(v) + iB(v)
A(v)− iB(v) +
A(v)− iB(v)
A(v) + iB(v)
= 2
A(v)2 − B(v)2
A(v)2 + B(v)2
.
It is clear that the magnitude of this expression stays below 2 for all real values of v
and, as a consequence, all imaginary values of λh. Additionally, we now have veri-
ﬁed that there are only even powers of λh present in the right-hand side of (5.24)
and that the highest power is 2m. 
To reconnect with Theorem 5.25, we notice that
<(Pm,m[exp](iv)) = <
(
A(v) + iB(v)
A(v)− iB(v)
)
=
A(v)2 − B(v)2
A(v)2 + B(v)2
,
which is the same expression as in the proof above.
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Figure 5.14: Plot of the stability function of a P-stable Obreshkoﬀ method with m = 3.
Example 5.27. We can construct the stability function of the P-stable Obreshkoﬀ
method (m = 3)a by starting from
P3,3[exp](x) =
1 + 12 x +
1
10 x
2 + 1120 x
3
1− 12 x + 110 x2 − 1120 x3
. (5.25)
We obtain
R3,3(λh) =
1 + 920λ
2
h +
11
600λ
4
h +
1
14400λ
6
h
1− 120λ2h + 1600λ4h − 114400λ6h
,
plotted in Figure 5.14 up to λh = i50. We see that the stability function shows
no intention of wandering outside of [−1, 1].
Unlike for Runge-Kutta methods, it is now straightforward to write down
the Obreshkoﬀ method that corresponds to the stability function that we just
constructed:
yn+1 − 2yn + yn−1 = h
2
20
[
y(2)n+1 + 18y
(2)
n + y
(2)
n−1
]
− h
4
600
[
y(4)n+1 − 22y(4)n + y(4)n−1
]
+
h6
14400
[
y(6)n+1 + 2y
(6)
n + y
(6)
n−1
]
.
This is indeed the same method as found in [69, Section 3].
a
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5.2.3 A property of EF Obreshkoﬀ stability functions
Consider the following linear second-order ODE system
y′′ = yH2 = y

ω2 2ω 2
ω2 4ω
. . .
ω2
. . . p(p− 1)
. . . 2pω
ω2

(5.26)
together with the proper initial conditions such that it is satisﬁed by the solution
y(t) =
(
eωt, teωt, . . . , tpeωt
)
.
We remark that the same matrix H as deﬁned in Section 5.1.2 (page 189), is used
here. In what follows, the associated matrix Hh := hH and its Jordan normal form
J also reappear.
Theorem 5.28. An exponentially ﬁtted Obreshkoﬀ method is ﬁtted to (at
least) {
eωt, teωt, . . . , tpeωt
}
(5.27)
iﬀ the method has a stability function R(λh) for which
R(ωh) = cosh(ωh)
R′(ωh) = sinh(ωh)
...
R(p)(ωh) = cosh
(p)(ωh).
(5.28)
Proof.
Suppose8 we have an exponentially ﬁtted Obreshkoﬀ method that is able to
solve (5.26) up to machine accuracy i.e. the method is ﬁtted to (at least) (5.27).
8
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The application of the method to the problem at hand gives rise to
yn+1 − 2αyn + yn−1 = h2
[
β10yn+1H2 + 2β11ynH2 + β10yn−1H2
]
+ h4
[
β20yn+1H4 + 2β21ynH4 + β20yn−1H4
]
+ . . .
+ h2m
[
βm0yn+1H2m + 2βm1ynH2m + βm0yn−1H2m
]
.
If we gather the coeﬃcients of yn+1, yn and yn−1, we obtain
yn+1Dm(Hh)− 2ynNm(Hh) + yn−1Dm(Hh) = 0,
in which Dm and Nm are the same functions as we encountered in Section 5.2.1: Sta-
bility of Obreshkoﬀ methods (page 213), used as matrix function, cf. Deﬁnition 5.6
(page 191). Based on a few properties of these matrix functions [34, Section 1.3],
this becomes
yn+1 − 2yn
(
Nm · 1Dm
)
(Hh) + yn−1 = 0,
which is nothing other than
yn+1 − 2ynRm,m(Hh) + yn−1 = 0.
Since the method at hand is able to solve the problem exactly, it holds that
y(t + h)− 2y(t)Rm,m(Hh) + y(t− h) = 0.
Through the observation that
y(t + h) = y(t) exp(Hh), y(t− h) = y(t) exp(−Hh),
we can write that as
2y(t) [cosh(Hh)− Rm,m(Hh)] = 0.
Since this holds for all t and h, the matrix operating on y(t) must be identically zero.
From Lemma 5.8, we know that cosh(Hh) = Rm,m(Hh) iﬀ cosh(x) and Rm,m(x)
agree on value and the ﬁrst p derivatives at x = ωh.
In the other direction, we must show that an Obreshkoﬀ method with a stability
function that fulﬁls (5.28), can reproduce exactly all solutions that fall within ﬁtting
space (5.27). Any such solution can be written as yp(t) = y(t)a, in which a ∈ Cp+1.
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Since the even derivatives of this solution are given by yp(2j)(t) = y(t)H2ja, the
application of an Obreshkoﬀ method to yp(t) now yields
[y(t + h)Dm(Hh)−2y(t)Nm(Hh) + y(t− h)Dm(Hh)] a
= 2y(t) [cosh(Hh)Dm(Hh)− Nm(Hh)] a
= 2y(t)P [cosh(J)Dm(J)− Nm(J)] P−1a
= 0.

Corollary 5.29. The stability function Rm,m(λh) of an Obreshkoﬀ method
ﬁtted to
FS =

eω1t, teω1t, . . . , tp1 eω1t
...
eωnt, teωnt, . . . , tpn eωnt
 (5.29)
is a rational approximation of degree [2m, 2m] of cosh(λh) at λh = ωhi of
order pi , i = 1, . . . , n.
Corollary 5.30. The Obreshkoﬀ method identiﬁed by the multi-point Padé
approximant
Pm,m{0p0 ,±ωh1 p1 ,...,±ωhn pn}[cosh](λh)
is an exponentially ﬁtted Obreshkoﬀ method with
FS =

1, t, . . . , tp0
e±ω1t, te±ω1t, . . . , tp1 e±ω1t
...
e±ωnt, te±ωnt, . . . , tpn e±ωnt

(5.30)
such that
#FS = p0 + 1 +
n
∑
i=1
2(pn + 1) = 4m + 2. (5.31)
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Proof. A general multi-point Padé approximant of degree [m,m] has 2m+1 degrees
of freedom and can have as many interpolation points. Due to symmetry, however,
the odd derivatives of F[cosh](λh) at λh = 0 (cf. Section 1.4.1 (page 33)) are
identically zero and, therefore, do not impose any restrictions on the coeﬃcients.
The multiplicity of 0, i.e. p0 + 1, can thus be as high as 4m + 2 if n = 0.
If n > 0, however, then we have to consider the conditions given by F[cosh](xi)
and its ﬁrst pi derivatives, i = 1, . . . , n. Again due to symmetry, we do not have
to worry about the point across the origin; each couple of points ±xi claims only
pi + 1 degrees of freedom but contributes 2pi + 2 interpolation points, counting
multiplicities. If we consider interpolation points of the proposed form, then we can
have two points for every degree of freedom. This is expressed in (5.31).
From the coeﬃcients of the multi-point Padé approximant, we can unambigu-
ously construct an Obreshkoﬀ method. By means of Theorem 5.28, we know that
the ﬁtting space of the method is given by (5.30). 
With the help from Corollary 5.30, we can devise exponentially ﬁtted variants of
Obreshkoﬀ methods of order 4m, simply by constructing the corresponding multi-
point Padé approximant.
Example 5.31. It is not diﬃcult to constructa the multi-point Padé approxi-
mant
P3,3{0,±ωh1 ,±2ωh1 ,±3ωh1}[cosh]. (5.32)
Although the coeﬃcients that we obtain are very large expressions, we ﬁnd
that
α0 = 1
α1 =
3665
7788
+O
(
ω2h
)
β1 =
229
7788
+O
(
ω2h
)
α2 =
711
25960
+O
(
ω2h
)
β2 = − 12360 +O
(
ω2h
)
α3 =
2923
7850304
+O
(
ω2h
)
β3 =
127
39251520
+O
(
ω2h
)
.
We notice that the leading terms correspond to the coeﬃcients of P3,3[cosh].
In Figure 5.15, we visualise the stability function of the classical Obreshkoﬀ
method of order 12 by means of a colour coded stability plot, cf. Section 5.1.3.2
225
Chapter 5. Two families of EF methods and their stability functions
(page 208). Every pixel shows the smallest value hm such that |R(λhm)|>
1. White values indicate that such a value could not be found in [0, 10].
The dashed lines are the outline of the ﬁxed step-size stability plot h0 = 1,
cf. Section 5.1.3.1 (page 204).
Figure 5.16, on the other hand, shows the same type of plot for the expo-
nentially ﬁtted variant of said method, with stability function (5.32). The sole
parameter has been set to ω = 1/2 + 1/4i, as indicated by the white circles.
We see that the overall shape of the stability plot has changed, but not by
much.
a
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Figure 5.15: Colour coded stability plot of the classical Obreshkoﬀ method of order 12.
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Figure 5.16: Colour coded stability plot of the exponentially ﬁtted Obreshkoﬀ method with
stability function (5.32).
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5.2.4 P-stable, exponentially ﬁtted Obreshkoﬀ methods
Theorem 5.32. Suppose
P(x) :=Pm,m{0p0 ,±µh1 p1 ,...,±µhn pn}[exp](x),
µhi ∈ R∪ I \ {0}, i = 1, . . . , n,
such that
p0 + 1 +
n
∑
i=1
2(p0 + 1) = 2m + 1.
The Obreshkoﬀ method deﬁned by the stability function
R(x) :=
1
2
[P(x) + P(−x)]
is P-stable and ﬁtted to
FS =

1, t, . . . , tp0
e±µ1t, te±µ1t, . . . , tp1 e±µ1t
...
e±µnt, te±µnt, . . . , tpn e±µnt

. (5.33)
Proof. First, we show that the composition R(x) indeed has the correct form: a
rational function of degree [2m, 2m] and only even powers of x. We know, from
Theorem 1.17, that P has the form
P(x) =
N(x)
N(−x) .
The denominator of R(x) then is N(−x)N(x). Because of the alternating sign in
the ﬁrst factor, the coeﬃcients of odd powers of x cancel out. The numerator is
given by N(x)2 + N(−x)2, which also contains only even powers of x. Since the
highest power of x in N is xm, the degree of R is [2m, 2m].
We know from Corollary 1.18 that the magnitude of P is exactly 1 along the
imaginary axis. As a consequence, R is P-acceptable.
From the coeﬃcients of R, we can unambiguously construct an Obreshkoﬀ
method. To show that this method has said ﬁtting space, we use Theorem 5.28.
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It tells us that we must look at the derivatives of R, evaluated at x = ±µhi , i =
0, . . . , n. The derivatives of R are given by
R(j)(x) =

1
2
[
P(j)(x) + P(j)(−x)
]
j even
1
2
[
P(j)(x)− P(j)(−x)
]
j odd.
It is given that evaluations of P and its ﬁrst pi derivatives at x = ±µhi, are equal
to e±µhi , i.e. , for j = 0, . . . , pi,
R(j)(±µhi) =

1
2
[e±µhi + e∓µhi ] = cosh(±µhi) j even
1
2
[e±µhi − e∓µhi ] = sinh(±µhi) j odd.
In other words, R(j)(x) = cosh(j)(x), j = 0, . . . , pi at x = ±µhi , 0 = 1, . . . , n.
Theorem 5.28 tells us that the method is indeed ﬁtted to (5.33). 
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Example 5.33. Analogously to what we did in Example 5.31, we start by
constructinga a multi-point Padé approximant, e.g.
P :=P3,3{0,±ωh0 ,±2ωh1}[exp]. (5.34)
From this expression, we can construct the stability function R by taking
R(x) :=
1
2
[P(x) + P(−x)] . (5.35)
The coeﬃcients we obtain, are again very large expressions. A series expansion
yields
α0 = 1
α1 =
9
20
+O
(
h2
)
β1 =
1
20
+O
(
h2
)
α2 =
11
600
+O
(
h2
)
β2 = − 1600 +O
(
h2
)
α3 =
1
14400
+O
(
h2
)
β3 =
1
14400
+O
(
h2
)
.
We notice that the leading terms correspond to the coeﬃcients of (5.27) from
Example 5.27 (page 221).
In Figure 5.17, we show a colour coded stability plot for the classical P-
stable Obreshkoﬀ method of order 6, cf. Section 5.1.3.2 (page 208). Every
pixel shows the smallest value of hm such that |R(λhm)|> 1. White values
indicate that such a value could not be found in [0, 10]. Since we know that
this method is P-stable, we are not surprised to see the imaginary axis in white.
Figure 5.18, Figure 5.19 and Figure 5.18 show a colour coded stability plot
of (5.35) for ω = i, ω = 1 and ω = 1/2 + i, respectively. On this very limited
scale, the ﬁrst two conﬁrm that (5.35) is P-acceptable for real and imaginary
parameter values. Setting ω to a complex value such as ω = 1/2 + i, however,
leads to a method that is not P-stable.
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Figure 5.17: Colour coded stability plot of the classical, P-stable Obreshkoﬀ method of
order 6.
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Figure 5.18: Colour coded stability plot of the exponentially ﬁtted Obreshkoﬀ method with
stability function (5.35) and ω = i.
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Figure 5.19: Colour coded stability plot of the exponentially ﬁtted Obreshkoﬀ method with
stability function (5.35) and ω = 1.
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Figure 5.20: Colour coded stability plot of the exponentially ﬁtted Obreshkoﬀ method with
stability function (5.35) and ω = 1/2 + i
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5.3 Conclusion
In this chapter, we have taken an extensive look at the stability functions of expo-
nentially ﬁtted Runge-Kutta and Obreshkoﬀ methods. For both families, we have
formulated and proven an interesting property: if
{
eωt, teωt, . . . , tpeωt
}
is a subset
of the ﬁtting space, then the stability function is an approximation of order p of the
ideal stability function at λh = ωh. For exponentially ﬁtted Obreshkoﬀ methods, the
reverse also holds; for Runge-Kutta methods, on the other hand, one can illustrate
why it does not. For both families, we have looked at two alternative stability plots:
ﬁxed step-size stability plots and colour coded stability plots.
While we were considering Runge-Kutta methods, we brieﬂy made a connection
with a subset of the classical order conditions. We showed that deriving the general
form of the stability function yields peculiar expressions. In combination with the
previous result, one obtains equations that can be regarded as exponentially ﬁtted
linear order conditions. As a side note, we obtain a similar result for the quadrature
conditions.
On the topic of Obreshkoﬀ methods, we have aﬃrmed the importance of (multi-
point) Padé approximants, as they can be used to construct multi-parameter expo-
nentially ﬁtted Obreshkoﬀ methods with arbitrary ﬁtting spaces. We showed that,
to obtain a method with the highest possible order, on should consider (multi-point)
Padé approximants of the hyperbolic cosine. If P-stability is required, then one has
to look at (multi-point) Padé approximants of the exponential function.
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