Global solution to the one-dimensional equations for a self-gravitating viscous radiative and reactive gas  by Umehara, Morimichi & Tani, Atusi
J. Differential Equations 234 (2007) 439–463
www.elsevier.com/locate/jde
Global solution to the one-dimensional equations
for a self-gravitating viscous radiative and reactive gas
Morimichi Umehara, Atusi Tani ∗
Department of Mathematics, Keio University, Yokohama 223-8522, Japan
Received 31 January 2006
Dedicated to Professor Tai-Ping Liu on his sixtieth birthday
Abstract
In this paper we consider a system of equations describing a motion of a self-gravitating one-dimensional
gaseous medium in the presence of radiation and reacting process. By introducing Lagrangian mass coordi-
nate, this free-boundary problem is reduced to the problem in a fixed domain with an explicit gravitational
term. Based on the fundamental local existence result and a priori estimates, we can construct a classical
unique global solution.
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1. Introduction
We consider the one-dimensional motion of a compressible, viscous and heat-conductive gas
driven by the self-gravitation in the free-boundary case. In addition to this situation, we take into
account the energy producing process inside the medium, that is, the gas consists of a reacting
mixture and the combustion process is current at the high temperature stage.
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dinate system corresponding to the conservation laws of mass, momentum and energy, and an
equation of reaction–diffusion type:
⎧⎪⎨⎪⎩
ρt + vρy = −ρvy,
ρ(vt + vvy) = (−p + μvy)y + ρf,
ρ(et + vey) = (κθy)y + (−p + μvy)vy + λρφz,
ρ(zt + vzy) = (dρzy)y − ρφz
(1.1)
in
⋃
t>0(Ωt ×{t}), where Ωt := {y ∈R | y1(t) < y < y2(t)} and yi(·) for i = 1,2 are fluctuating
boundary functions. Here the density ρ = ρ(y, t), the velocity v = v(y, t), the absolute temper-
ature θ = θ(y, t) and the mass fraction of the reactant z = z(y, t) are the unknown functions,
and positive constants μ, d and λ are the coefficients of viscosity, the species diffusion and the
difference in heat between the reactant and the product.
The external force per unit mass f = f (y, t) is given by f = −Uy , where U is the solution
of the boundary value problem
{
Uyy = Gρ in ⋃t>0(Ωt × {t}),
U |y=y1(t) = U |y=y2(t) = 0 for t > 0. (1.2)
Here G is the Newtonian gravitational constant. The rate function φ = φ(θ) is defined by the
Arrhenius law
φ(θ) = θβe−Aθ , (1.3)
where A is the activation energy (a positive constant) and β is a non-negative number. At high
temperature regimes, pressure p = p(ρ, θ) and internal energy e = e(ρ, θ) are given by p =
pG + pR and
e = Cvθ + a θ
4
ρ
with the specific heat at constant volume (positive constant) Cv and the Stefan–Boltzmann con-
stant a > 0, respectively. Here pG = pG(ρ, θ) is the gaseous (elastic and thermal) pressure,
which is described for example, by Benedict–Webb–Rubin equation of state [21]
pG = Rρθ +
(
RB0θ − A0 − C0θ−2
)
ρ2
+ (Rb2θ − b1)ρ3 + b1αρ6 + b3θ−2ρ3
(
1 + γρ2)e−γρ2
with the perfect gas constant R and positive constants A0, B0, C0, b1, b2, b3, α, γ dependent on
the concrete media, and pR = pR(ρ, θ) is the radiative pressure given by Stefan law [14]
pR = a θ4.3
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assume the conductivity κ = κ(ρ, θ) has the following form (see for example, [1,8]):
κ = κ1 + κ2 θ
q
ρ
,
where κ1, κ2 and q are positive constants.
We impose the dynamical and kinematic boundary conditions for i = 1,2{−p + μvy |y=yi (t) = −pe for t > 0,
dyi (t)
dt = v(yi(t), t) for t > 0,
where the positive constant pe is the external pressure, and the thermal and chemical boundary
conditions for i = 1,2 {
κθy |y=yi (t) = 0 for t > 0,
dρzy |y=yi (t) = 0 for t > 0,
and the initial condition
(ρ, v, θ, z)|t=0 =
(
ρ0(y), v0(y), θ0(y), z0(y)
)
for y ∈ Ω0.
We introduce the Lagrangian transformation. For arbitrary fixed point (y, t) ∈ ⋃t>0(Ωt ×{t}), we consider the solution curve Yy,t (τ ) of the Cauchy problem{ dYy,t (τ )
dτ = v(Yy,t (τ ), τ ) for 0 < τ < t,
Yy,t (t) = y.
The unique existence of such a solution curve is guaranteed from the fundamental existence
theorem of an ordinary differential equation as long as v is suitably smooth. Let Yy,t (0) = ξ .
Then this is uniquely solvable in y,
y = Yξ,0(t) = ξ +
t∫
0
v
(
Yξ,0(τ ), τ
)
dτ.
It is well known that the kinematic boundary condition implies that for each t  0 this mapping
(y, t) → (ξ, t) is one-to-one from Ωt × {t} onto Ω0 × {t}. We put y1(0) = 0 and y2(0) = L.
Furthermore, we introduce the mass transformation
ξ → x =
ξ∫
0
ρ0(s)ds.
Then problem (1.2) is reduced to{
(ρ˜U˜x)x = G in (0,M) × (0,∞),˜U |x=0,M = 0 for t > 0,
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f˜ = −ρ˜U˜x we can get the explicit formula
f˜ (x, t) = −G
(
x −
∫M
0 ηρ˜(η, t)
−1 dη∫M
0 ρ˜(η, t)
−1 dη
)
. (1.4)
Consequently, by putting v(x, t) := 1/ρ˜(x, t), u(x, t) := v˜(x, t) and normalizing M = 1 our
problem becomes ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
vt = ux,
ut =
(
−p + μ
v
ux
)
x
− G
(
x −
∫ 1
0 ηv(η, t)dη∫ 1
0 v(η, t)dη
)
,
et =
(
κ
v
θx
)
x
+
(
−p + μ
v
ux
)
ux + λφz,
zt =
(
d
v2
zx
)
x
− φz
(1.5)
in (0,1) × (0,∞) with the boundary conditions(
−p + μ
v
ux,
κ
v
θx,
d
v2
zx
)∣∣∣∣
x=0,1
= (−pe,0,0) for t > 0, (1.6)
and the initial condition
(v,u, θ, z)|t=0 =
(
v0(x), u0(x), θ0(x), z0(x)
)
for x ∈ [0,1]. (1.7)
One-dimensional problems have been studied under various conditions. For the viscous poly-
tropic ideal gas a pioneering work of global in time existence with large initial data was due
to Kazhikhov and Shelukhin [11] under Dirichlet boundary condition with respect to the veloc-
ity. In the free-boundary case, Nagasawa [15] discussed the global existence problem and the
asymptotic behavior for the polytropic ideal gas with the external pressure depending on time.
Dafermos and Hsiao [3], Kawohl [10] and Jiang [9] considered problems for some general fluids.
Also Chen [2] studied a model equations for a reacting mixture. All works mentioned above were
not taken into account the influence of an external force.
Ducomet [4–7] treated a one-dimensional self-gravitating gaseous model as some large-scale
structure of the universe, called “pancakes” in the astrophysical literature (see [12,17]). Follow-
ing the spirit of [17], he adopted as the self-gravitational term
f˜ (x, t) = −G
(
x − 1
2
M
)
not the exact form (1.4), and also assumed that the initial data and the solution are symmetric.
Now, by integration of (1.5)2 with respect to x over [0,1] we get
d
dt
1∫
udx = −G
(
1
2
−
∫ 1
0 ηv(η, t)dη∫ 1
0 v(η, t)dη
)
. (1.8)0
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vt = ux,
ut =
(
−p + μ
v
ux
)
x
− G
(
x − 1
2
)
,
et =
(
κ
v
θx
)
x
+
(
−p + μ
v
ux
)
ux + λφz,
zt =
(
d
v2
zx
)
x
− φz
(1.9)
in (0,1)× (0,∞) with the same initial-boundary conditions (1.6) and (1.7). For this system it is
natural that initial function u0 (which corresponds to u0 −
∫ 1
0 u0 dx for the original system (1.5))
satisfies
1∫
0
u0 dx = 0. (1.10)
In this paper we construct the unique global classical solution of system (1.9), (1.6), (1.7) with
the equations of state
p = Rθ
v
+ a
3
θ4, e = Cvθ + avθ4 (1.11)
and the conductivity
κ = κ1 + κ2vθq, (1.12)
without the symmetric assumption to the initial data and the solution. From (1.8) it is easily seen
that this solution leads to the one for the original problem (1.5)–(1.7) describing the exact one-
dimensional self-gravitating fluid model, not the approximated one, “pancakes” which has been
considered by Ducomet. The difficulty of our problem is mainly caused by radiative components
of equations of state and θ -dependency of the conductivity. We can solve the problem only for
the case of some q  4, which is physically valid [22]. Similar result has been obtained in [7],
but the proof in it is not clear for the authors.
We introduce some function spaces (see for example, [13]). Let Ω := (0,1) and m be a non-
negative integer. Cm+α(Ω) for 0 < α < 1 denotes the spaces of functions which are Hölder
continuous with exponent α up to order m, with the norm
|u|m+α :=
m∑
k=0
sup
x∈Ω
∣∣Dku(x)∣∣+ sup
x,x′∈Ω
x 
=x′
|Dmu(x) − Dmu(x′)|
|x − x′|α ,
where D = ∂
∂x
. Let T be a positive constant and QT := Ω × (0, T ). For a function u defined
on QT , we denote for 0 σ , σ ′  1
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(x,t)∈QT
∣∣u(x, t)∣∣,
|u|(σ )x := sup
(x,t),(x′,t)∈QT
x 
=x′
|u(x, t) − u(x′, t)|
|x − x′|σ , |u|
(σ )
t := sup
(x,t),(x,t ′)∈QT
t 
=t ′
|u(x, t) − u(x, t ′)|
|t − t ′|σ .
We define Cσ,σ
′
x,t (QT ) as the spaces of continuous functions u(x, t) with the norm
|u|σ,σ ′ := |u|(0) + |u|(σ )x + |u|(σ
′)
t .
We also say that u ∈ C2+α,1+α/2x,t (QT ) for 0 < α < 1 if u is continuous over QT , have continuous
derivatives ux , uxx , ut and (uxx, ut ) ∈ (Cα,α/2x,t (QT ))2. Its norm is defined by
|u|2+α,1+α/2 := |u|(0) + |ux |(0) + |uxx |α,α/2 + |ut |α,α/2.
Our main result is
Theorem 1 (Global Solution). Let α ∈ (0,1), 4 q  16 and 0 β  13/2. Assume that
(v0, u0, θ0, z0) ∈ C1+α(Ω) ×
(
C2+α(Ω)
)3 (1.13)
satisfies the compatibility conditions, (1.10) and
v0(x), θ0(x) > 0, 0 z0(x) 1 for x ∈ Ω. (1.14)
Then there exists a unique solution (v,u, θ, z) of the initial-boundary value problem (1.9), (1.6),
(1.7) with (1.3), (1.11), (1.12) such that for any T > 0
(v, vx, vt ) ∈
(
C
α,α/2
x,t (QT )
)3
, (u, θ, z) ∈ (C2+α,1+α/2x,t (QT ))3, (1.15)
v(x, t), θ(x, t) > 0, 0 z(x, t) 1 for (x, t) ∈ QT . (1.16)
Proof of Theorem 1 is based on the local existence theorem and a priori estimates. The
fundamental theorem about the existence and the uniqueness of the local in time solution
in three-dimensional case was firstly established by Tani [19,20] under sufficiently general
initial-boundary conditions. For a radiative fluid, Secchi [16] obtained the corresponding re-
sult.
We can easily obtain suitable unique local solution to our problem in the same manner as
these works (see for example, [18]). Therefore, to prove Theorem 1 it is sufficient to establish
the following a priori boundedness.
Proposition 1 (A priori Estimates). Let T be an arbitrary positive constant, 4  q  16 and
0  β  13/2. Assume that the initial data satisfy the hypotheses of Theorem 1 and problem
(1.9), (1.6), (1.7) with (1.3), (1.11), (1.12) has a solution (v,u, θ, z) such that
(v, vx, vt ) ∈
(
C
α,α/2
x,t (QT )
)3
, (u, θ, z) ∈ (C2+α,1+α/2x,t (QT ))3. (1.17)
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|v, vx, vt |α,α/2, |u, θ, z|2+α,1+α/2 M, (1.18)
v(x, t), θ(x, t) 1/M, 0 z(x, t) 1 for (x, t) ∈ QT . (1.19)
2. Proof of Proposition 1
In proving Proposition 1, we need several lemmas concerning the estimates of the solution and
its derivatives. Our methods are mainly based on the techniques in Kawohl [10] and Jiang [9].
We use C0 and C as positive constants depending on the initial data and other constants, but the
former is not depending on T , and ‖ · ‖ denotes usual L2 norm.
Lemma 1. For any t ∈ [0, T ]
1∫
0
(
1
2
u2 + e + λz + f (x)v
)
dx =
1∫
0
(
1
2
u20 + e0 + λz0 + f (x)v0
)
dx := E0, (2.1)
U(t) +
t∫
0
V (τ)dτ  C0, (2.2)
1∫
0
1
2
z2 dx +
t∫
0
1∫
0
(
d
v2
z2x + φz2
)
dx dτ =
1∫
0
1
2
z20 dx. (2.3)
Here e0 := Cvθ0 + av0θ40 , f (x) := pe + 12Gx(1 − x) and⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
U(t) :=
1∫
0
[
Cv(θ − 1 − log θ) + R(v − 1 − logv)
]
dx,
V (t) :=
t∫
0
(
μu2x
vθ
+ κθ
2
x
vθ2
+ λφ
θ
z
)
dx.
Proof. It is easy to see from (1.9) and (1.6)
d
dt
t∫
0
(
1
2
u2 + f (x)v
)
dx +
1∫
0
μ
v
u2x dx =
1∫
0
pux dx (2.4)
and
d
dt
t∫
(e + λz)dx =
1∫ (
−p + μ
v
ux
)
ux dx.0 0
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Rewriting (1.9)3 as
eθ θt + θpθux = μ
v
u2x +
(
κ
v
θx
)
x
+ λφz (2.5)
and multiplying this by θ−1, we have
d
dt
(
Cv log θ + R logv + 43avθ
3
)
= μu
2
x
vθ
+ 1
θ
(
κ
θx
v
)
x
+ λφ
θ
z.
Integrating this over (0,1) × (0, t) yields
U(t) +
t∫
0
V (τ)dτ  C0
(
1 +
1∫
0
vθ3 dx
)
.
From Hölder’s inequality
1∫
0
vθr dx 
( 1∫
0
vθ4 dx
)r/4( 1∫
0
v dx
)(4−r)/4
for 0 r  4 (2.6)
and (2.1), (2.2) follows.
Equality (2.3) is easily obtained by integrating (1.9)4 over (0,1) × (0, t) and using (1.6). 
Next lemma concerning the pointwise estimate of z is obtained in the same manner as
Chen [2]. We omit the proof.
Lemma 2. For any (x, t) ∈ QT
0 z(x, t) 1. (2.7)
In [11], Kazhikhov and Shelukhin firstly derived the useful representation formula for v. In
the present case, this representation formula is not necessary for its upper and lower bounds.
However, as will be seen below, this formula is useful to get the uniform boundedness (with
respect to T ) under some hypothesis of pe .
Lemma 3. The identity
v(x, t) = 1
B(x, t)Y (x, t)D(x, t)
(
v0 +
t∫
0
R
μ
θ(x, τ )B(x, τ )Y (x, τ )D(x, τ )dτ
)
(2.8)
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B(x, t) := exp
[
1
μ
x∫
0
(
u0(ξ) − u(ξ, t)
)
dξ
]
, Y (x, t) := exp
(
1
μ
f (x)t
)
,
D(x, t) := exp
(
− a
3μ
t∫
0
θ(x, τ )4 dτ
)
.
Proof. Since (μux
v
)x = μ(logv)xt follows from (1.9)1, integrating (1.9)2 over (0, x) × (0, t)
yields
1
μ
x∫
0
(u − u0)dξ = logv − logv0 − 1
μ
t∫
0
p dτ + 1
μ
f (x)t, (2.9)
hence
1
v
exp
( t∫
0
Rθ
μv
dτ
)
= 1
v0
BYD.
Multiplying both sides of the above by R
μ
θ and integrating it with respect to t , we have
exp
( t∫
0
Rθ
μv
dr
)
= 1 + 1
v0
t∫
0
R
μ
θBYD dτ.
Combining these equalities, we get (2.8). 
From (2.9) one can easily find the lower bound of v:
min
(x,t)∈QT
v(x, t)min
x∈ Ω
v0(x) exp
{
− 1
μ
[
4E1/20 +
(
pe + G8
)
t
]}
. (2.10)
This together with (2.6) leads to
1∫
0
θr dx  C for 0 r  4. (2.11)
Lemma 4. For any t ∈ [0, T ] and q  0
t∫
0
max
0x1
θ(x, τ )r dτ  C, 0 r  q + 4. (2.12)
448 M. Umehara, A. Tani / J. Differential Equations 234 (2007) 439–463Proof. For each t ∈ [0, T ], there exists x∗(t) ∈ [0,1] such that
θ
(
x∗(t), t
)= 1∫
0
θ dx,
and therefore, for any r  0 and (x, t) ∈ QT we have
θ(x, t)r/2 =
( 1∫
0
θ dx
)r/2
+ r
2
x∫
x∗(t)
θ(ξ, t)r/2−1θξ (ξ, t)dξ
 C0
(
1 +
1∫
0
κ1/2|θx |
v1/2θ
· v
1/2θr/2
κ1/2
dx
)
 C0
[
1 +
( 1∫
0
vθr
1 + vθq dx
)1/2
V (t)1/2
]
. (2.13)
Since θr  C0(1 + θq+4) holds for 0 r  q + 4, we have from (2.11)
1∫
0
vθr
1 + vθq dx  C0
1∫
0
(
v + θ4)dx C0,
which yields from (2.13) and (2.2)
t∫
0
max
0x1
θ(x, τ )r dτ  C0
t∫
0
(
1 + V (τ))dτ C. 
Lemma 5. For any (x, t) ∈ QT
C−1  v(x, t)C. (2.14)
Proof. The lower bound of v is already obtained in (2.10). For the upper bound of v we use
representation (2.8).
From (2.2) and Jensen’s inequality we have
1∫
θ dx − log
1∫
θ dx − 1 C0
Cv
. (2.15)0 0
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t ∈ [0, T ] such that
θ
(
x∗∗(t), t
)− log θ(x∗∗(t), t)− 1 C0
Cv
. (2.16)
Here we define α0 and β0 (0 < α0 < β0) as two positive roots of the equation
y − logy − 1 = C0
Cv
,
which are independent of t . We get from (2.15) and (2.16)
α0 
1∫
0
θ dx  β0, α0  θ
(
x∗∗(t), t
)
 β0.
From (2.1) it is easily seen that for any (x, t) ∈ QT
C−10  B(x, t) C0.
On the other hand, since
θ(x, t)2 = θ(x∗∗(t), t)2 + 2 x∫
x∗∗(t)
θ(ξ, t)θξ (ξ, t)dξ,
we have
α20 − C0V (t)1/2  θ(x, t)2  β20 + C0V (t)1/2,
hence
1
2
α40 − C0V (t) θ(x, t)4  2β40 + C0V (t). (2.17)
(2.13) with r = 2 implies
C0 − C0V (t) θ(x, t) C0
(
1 + V (t)). (2.18)
Let us decompose v(x, t) = v1(x, t) + v2(x, t), where
v1(x, t) = v0(x)
B(x, t)Y (x, t)D(x, t)
,
v2(x, t) = R
μ
t∫
B(x, τ)Y (x, τ )D(x, τ )
B(x, t)Y (x, t)D(x, t)
θ(x, τ )dτ.0
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C0e
−(f (x)− 16 aα40) tμ  v1(x, t) C0e−(f (x)−
2
3 aβ
4
0 )
t
μ . (2.19)
Also (2.17) and (2.18) yield
v2(x, t) C0
t∫
0
e
− 1
μ
(f (x)− 23 aβ40 )(t−τ)(1 + V (τ))dτ (2.20)
 C0eC0T
t∫
0
(
1 + V (τ))dτ. (2.21)
Consequently, from (2.19) and (2.21) the upper bound of v follows. 
Remark. If pe  23aβ40 , for any (x, t) ∈ QT
C−10  v(x, t) C0.
Indeed, (2.19) and the assumption pe  23aβ40 imply that v1 is decreasing with respect to t expo-
nentially. Therefore, uniform upper bound of v follows from (2.20). Next, from (2.17) and (2.18)
we have for any (x, t) ∈ QT
v2(x, t) C0
t∫
0
e
− 1
μ
(f (x)− 16 aα40)(t−τ)(C0 − C0V (τ))dτ
 C0
(
1 − e−C0t)− C0 t∫
0
e−C0(t−τ)V (τ )dτ,
whose right-hand side is uniformly lower bounded for sufficiently large t .
Lemma 6. If q  2, for any t ∈ [0, T ]
‖vx‖2 +
t∫
0
1∫
0
θv2x dx dτ  C. (2.22)
Proof. (1.9)2 implies (
u − μ
v
vx
)
t
= −px − G
(
x − 1
2
)
.
Multiplying this by u − μvx and integrating over [0,1], we havev
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dt
1∫
0
1
2
(
u − μ
v
vx
)2
dx +
1∫
0
μR
v3
θv2x dx
=
1∫
0
R
v2
uθvx dx −
1∫
0
[(
R
v
+ 4
3
aθ3
)
θx + G
(
x − 1
2
)](
u − μ
v
vx
)
dx. (2.23)
Firstly, we have for any ε > 0
∣∣∣∣∣
1∫
0
R
v2
uθvx dx
∣∣∣∣∣ ε
1∫
0
θv2x dx + Cε max0x1 θ ·
1∫
0
u2 dx,
where Cε is a positive number depending on ε. The second term of the right-hand side of (2.23)
is estimated as follows.
∣∣∣∣∣
1∫
0
[(
R
v
+ 4
3
aθ3
)
θx + G
(
x − 1
2
)](
u − μ
v
vx
)
dx
∣∣∣∣∣
 C
[
1 +
1∫
0
κθ2x
vθ2
dx +
1∫
0
θ2(1 + θ3)2
κ
(
u − μ
v
vx
)2
dx
]
 C
[
1 + V (t) + max
0x1
(
1 + θ2 + θ
8
1 + θq
)
·
1∫
0
(
u − μ
v
vx
)2
dx
]
.
Since
t∫
0
max
0x1
θ8
1 + θq dτ  C
holds from Lemma 4 with q  2, by taking ε small, Gronwall’s inequality implies (2.22). 
Remark. In proving Lemma 6, we only use Lemmas 1, 4 and (2.10). From the inequality
max
0x1
logv(x, t) C0
(
‖ logv‖L1(Ω) +
∥∥∥∥vxv
∥∥∥∥
L1(Ω)
)
 C0
(
1 + log‖v‖L1(Ω) +
∥∥∥∥vxv
∥∥∥∥)
and Lemma 6, one can derive the upper bound of v without using (2.8), but only for the case
q  2.
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t∫
0
‖ux‖2 dτ  C. (2.24)
Proof. Integrating (2.4) with respect to t and using Lemma 5 and Cauchy–Schwarz inequality,
we have
t∫
0
‖ux‖2 dτ  C
(
1 +
t∫
0
1∫
0
(
θ + θ4)2 dx dτ)
 C
[
1 +
t∫
0
( 1∫
0
θ2 dx + max
0x1
θ4 ·
1∫
0
θ4 dx
)
dτ
]
.
The right-hand side is bounded by (2.11) and (2.12). 
Lemma 8. If q  4, for any t ∈ [0, T ]
t∫
0
‖ux‖3L3(Ω) dτ  C. (2.25)
Proof. We use a method due to Dafermos and Hsiao [3]. Putting w = ∫ x0 udξ and using (1.10),
we get a new system: ⎧⎨⎩
wt = μv wxx − p + f (x) in QT ,
w|t=0 = w0(x) :=
∫ x
0 u0(ξ)dξ for x ∈ [0,1],
w|x=0,1 = 0 for t ∈ [0, T ].
General theory of linear parabolic equations (see for example, [13]) gives
t∫
0
‖wxx‖3L3(Ω) dτ C
( t∫
0
∥∥−p + f (x)∥∥3
L3(Ω) dτ + ‖w0‖W 4/33 (Ω)
)
.
Therefore, we have
t∫
0
‖ux‖3L3(Ω) dτ  C
(
1 +
t∫
0
‖p‖3
L3(Ω) dτ
)
 C
[
1 +
t∫
0
( 1∫
0
θ3 dx + max
0x1
θ8 ·
1∫
0
θ4 dx
)
dτ
]
.
If q  4, the right-hand side is bounded. 
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X :=
t∫
0
1∫
0
(
1 + θq+3)θ2t dx dτ, Y := max0tT
1∫
0
(
1 + θq+4)θ2x dx,
Z := max
0tT
1∫
0
u2xx dx.
From now on, we use Cε as a positive constant depending on ε. Firstly, by Cauchy–Schwarz
inequality we have
max
0x1
θ10  max
0x1
θ9 ·
1∫
0
θ dx + C
1∫
0
(1 + θ)9|θx |dx
 ε max
0x1
θ10 + Cε + CY 1/2 max
0x1
(1 + θ)5−q/2 ·
[ 1∫
0
(1 + θ)4 dx
]1/2
.
Since
Y 1/2 max
0x1
(1 + θ)5−q/2  ε max
0x1
(1 + θ)10 + CεY
5
q/2+5 ,
we obtain
|θ |(0)  C(1 + Y 1q+10 ). (2.26)
Secondly, it is easily seen that by interpolation
max
0tT
‖ux‖2  C
(
1 + Z1/2) (2.27)
holds and for any t ∈ [0, T ]
max
0x1
u2x  ‖ux‖2 + 2‖ux‖‖uxx‖ C
[
1 + Z1/2 + (1 + Z1/2)1/2Z1/2] C(1 + Z3/4),
which gives
|ux |(0)  C
(
1 + Z3/8). (2.28)
In the same manner as in [10] and [9] we introduce the function
K(v, θ) :=
θ∫
κ(v, ξ)
v
dξ.0
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t∫
0
1∫
0
(
eθ θt + θpθux − μ
v
u2x
)
Kt dx dτ +
t∫
0
1∫
0
κ
v
θxKxt dx dτ =
t∫
0
1∫
0
λφzKt dx dτ. (2.29)
Here ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Kt = κ
v
θt + Kvux,
Kxt =
(
κ
v
θx
)
t
+ Kvvvxux + Kvuxx +
(
κ
v
)
v
vxθt ,
|Kv|, |Kvv| Cθ.
Estimating each term in (2.29), we get the following.
Lemma 9. If 4 q  16 and 0 β  13/2, we have
X + Y  C(1 + Z7/8). (2.30)
Proof. At first,
t∫
0
1∫
0
eθ θt
(
κ
v
θt
)
dx dτ C
t∫
0
1∫
0
(
1 + θ3)(1 + θq)θ2t dx dτ  CX. (2.31)
We have the following estimates from (2.26)–(2.28), Lemmas 4, 6–8:
∣∣∣∣∣
t∫
0
1∫
0
eθ θtKvux dx dτ
∣∣∣∣∣C
t∫
0
1∫
0
(1 + θ)4|θtux |dx dτ
 εX + Cε
∣∣u2x∣∣(0) t∫
0
1∫
0
(1 + θ)5−q dx dτ  εX + Cε
(
1 + Z3/4),
(2.32)∣∣∣∣∣
t∫
0
1∫
0
(
θpθux − μ
v
u2x
)
Kvux dx dτ
∣∣∣∣∣
 C
t∫
0
1∫
0
[(
θ2 + θ5)u2x + θ |ux |3]dx dτ
 C
∣∣u2x∣∣(0) t∫
0
max
0x1
(1 + θ) ·
1∫
0
(1 + θ)4 dx dτ + |ux |(0) max
0tT
‖ux‖2 ·
t∫
0
max
0x1
θ dτ
 C
(
1 + Z7/8), (2.33)
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t∫
0
1∫
0
(
θpθux − μ
v
u2x
)
κ
v
θt dx dτ
∣∣∣∣∣
 C
t∫
0
1∫
0
[
(1 + θ)q+4|uxθt | + (1 + θ)q |θt |u2x
]
dx dτ
 εX + Cε
∣∣u2x∣∣(0) t∫
0
max
0x1
(1 + θ)q+1
1∫
0
(1 + θ)4 dx dτ
+ Cε
∣∣1 + θq−3∣∣(0)|ux |(0) t∫
0
‖ux‖3L3(Ω) dτ
 εX + Cε
(
1 + Z3/4 + Y q−3q+10 Z3/8) ε(X + Y) + Cε(1 + Z3/4), (2.34)
t∫
0
1∫
0
κ
v
θx
(
κ
v
θx
)
t
dx dτ = 1
2
1∫
0
(
κ
v
θx
)2
dx − 1
2
1∫
0
(
κ
v
θx
)2
(x,0)dx
 C
1∫
0
(
1 + θ2q)θ2x dx − C CY − C, (2.35)
∣∣∣∣∣
t∫
0
1∫
0
κ
v
θxKvvvxux dx dτ
∣∣∣∣∣
 C
t∫
0
1∫
0
(1 + θ)q+1|θxvxux |dx dτ C|ux |(0)Y 1/2
( t∫
0
max
0x1
(1 + θ)q−2 · ‖vx‖2 dτ
)1/2
 εY + Cε
(
1 + Z3/4), (2.36)
∣∣∣∣∣
t∫
0
1∫
0
κ
v
θxKvuxx dx dτ
∣∣∣∣∣
 C
t∫
0
( 1∫
0
κθ2x
θ2
dx
)1/2( 1∫
0
κθ4u2xx dx
)1/2
dτ C
∣∣κ1/2θ2∣∣(0)Z1/2 t∫
0
V (τ)1/2 dτ
 C
(
1 + Y q+42(q+10) Z1/2) εY + Cε(1 + Z7/8), (2.37)
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t∫
0
1∫
0
κ
v
θx
(
κ
v
)
v
vxθt dx dτ
∣∣∣∣∣
 C
t∫
0
1∫
0
(1 + θ)q |θxvxθt |dx dτ  εX + Cε
t∫
0
1∫
0
v2(1 + θ)q−3
κ2
(
κ
v
θx
)2
v2x dx dτ
 εX + Cε
t∫
0
max
0x1
[
(1 + θ)q−3
(1 + θq)2
(
κ
v
θx
)2]
· ‖vx‖2 dτ  εX + Cε
t∫
0
max
0x1
(
κ
v
θx
)2
dτ.
Here we have from interpolation
t∫
0
max
0x1
(
κ
v
θx
)2
dτ

t∫
0
[ 1∫
0
(
κ
v
θx
)2
dx + 2
1∫
0
∣∣∣∣κv θx
∣∣∣∣∣∣∣∣(κv θx
)
x
∣∣∣∣dx
]
dτ
 C
{∣∣κθ2∣∣(0) t∫
0
V (τ)dτ +
( t∫
0
V (τ)dτ
)1/2[ t∫
0
1∫
0
κθ2
(
κ
v
θx
)2
x
dx dτ
]1/2}
 C
{∣∣1 + θq+2∣∣(0) + [ t∫
0
1∫
0
(1 + θ)q+2(e2θ θ2t + θ2p2θu2x + u4x + φ2z2)dx dτ
]1/2}
.
Noting that
t∫
0
1∫
0
(1 + θ)q+2e2θ θ2t dx dτ  C
∣∣1 + θ5∣∣(0)X,
t∫
0
1∫
0
(1 + θ)q+2θ2p2θu2x dx dτ  C
∣∣u2x∣∣(0)∣∣1 + θ2∣∣(0) t∫
0
max
0x1
(
1 + θq+4) 1∫
0
θ4 dx dτ,
t∫
0
1∫
0
(1 + θ)q+2u4x dx dτ  C|ux |(0)
∣∣1 + θq+2∣∣(0) t∫
0
‖ux‖3L3(Ω) dτ,
t∫
0
1∫
0
(1 + θ)q+2φ2z2 dx dτ  C∣∣1 + θq+2β+2∣∣(0),
we obtain
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0
max
0x1
(
κ
v
θx
)2
dτ
 C
(
1 + Y q+2q+10 + X1/2Y 52(q+10) + Y 1q+10 Z3/8 + Y q+22(q+10) Z3/16 + Y q+2β+22(q+10) )
 εX + Cε
(
1 + Y 5q+10 + Y q+2q+10 + Y q/2+β+1q+10 + Z3/4)
 ε(X + Y) + Cε
(
1 + Z3/4).
Therefore
∣∣∣∣∣
t∫
0
1∫
0
κ
v
θx
(
κ
v
)
v
vxθt dx dτ
∣∣∣∣∣ ε(X + Y) + Cε(1 + Z3/4). (2.38)
Finally, we have
∣∣∣∣∣
t∫
0
1∫
0
λφzKt dx dτ
∣∣∣∣∣
 C
t∫
0
1∫
0
[
φθ |ux | + θβ
(
1 + θq)|θt |]dx dτ
 C
[
|θ |(0)|ux |(0)
t∫
0
1∫
0
φ dx dτ +
t∫
0
1∫
0
(1 + θ)q+β |θt |dx dτ
]
 εX + Cε
[
1 + Y q+2β−3q+10 + Y 1q+10 (1 + Z3/8)] ε(Z + Y) + Cε(1 + Z3/4). (2.39)
Combining (2.31)–(2.39) and taking ε small, we obtain (2.30). 
Lemma 10. If 4 q  16 and 0 β  13/2, we have for any t ∈ [0, T ]
‖ux‖2 + ‖θx‖2 + ‖uxx‖2 + ‖ut‖2 +
t∫
0
(‖θt‖2 + ‖uxt‖2)dτ  C, (2.40)
and
|ux |(0) + |u|(0) + |θ |(0)  C. (2.41)
Proof. The following calculations are formal because the regularity of the solution is not suffi-
cient. But as usual we can easily derive the rigorous results by using the arguments of mollifiers
and passing to the limit.
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to x, we have
d
dt
1∫
0
1
2
u2t dx +
1∫
0
μ
v
u2xt dx =
1∫
0
(
ptuxt + μ
v2
u2xuxt
)
dx,
hence
‖ut‖2 +
t∫
0
‖uxt‖2 dτ
 C
[
1 +
t∫
0
(‖pt‖2 + ‖ux‖4L4(Ω))dτ
]
 C
∣∣∣∣∣
t∫
0
1∫
0
(
1 + θ6)θ2t dx dτ + ∣∣u2x∣∣(0) t∫
0
1∫
0
θ2 dx dτ + |ux |(0)
t∫
0
‖ux‖3L3(Ω) dτ
]
 C
(
1 + X + Z3/4 + Z3/8) C(1 + Z7/8) (2.42)
by Lemma 9. From (1.9)2 again together with the estimate above, it follows for any t ∈ [0, T ]
‖uxx‖2  C
[
1 +
1∫
0
(
u2t + p2x + u2xv2x
)
dx
]
 C
[
1 + ‖ut‖2 +
1∫
0
(
1 + θ6)θ2x dx + (∣∣θ2∣∣(0) + ∣∣u2x |(0))‖vx‖2
]
 C
(
1 + Y 2q+10 + Y + Z3/4 + Z7/8)C(1 + Z7/8).
This means
Z  C
(
1 + Z7/8).
Therefore, we conclude that Z is bounded. Then one can see that X, Y , |θ |(0), ‖ux‖, |ux |(0), ‖ut‖
and
∫ t
0 ‖uxt‖2 dτ are also bounded from Lemma 9, (2.26)–(2.28) and (2.42).
The boundedness of u is easily derived from
|u|(0)  max
0tT
(‖u‖L1(Ω) + ‖ux‖). 
Lemma 11. For any (x, t) ∈ QT
θ(x, t) C. (2.43)
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θ
, (2.5) becomes
eθΘt =
(
κ
v
Θx
)
x
+ vp
2
θ
4μ
−
[
2κΘ2x
vΘ
+ μΘ
2
v
(
ux − vpθ2μΘ
)2
+ λΘ2φz
]
,
from which by (2.41) there exists a positive constant C1 such that
Θt <
1
eθ
(
κ
v
Θx
)
x
+ C1.
Defining Θ˜(x, t) := C1t + max0x1 1θ0(x) − Θ(x, t) and a parabolic operator L := − ∂∂t +
1
eθ
∂
∂x
( κ
v
∂
∂x
), we have a system ⎧⎨⎩LΘ˜ < 0 on QT ,Θ˜|t=0  0 on [0,1],
Θ˜x |x=0,1 = 0 on [0, T ].
Standard comparison arguments imply
min
(x,t)∈ QT
Θ˜(x, t) 0,
which gives for any (x, t) ∈ QT
θ(x, t)
(
C1t + max
0x1
1
θ0(x)
)−1
. 
Lemma 12. For any t ∈ [0, T ]
‖zx‖2 + ‖zxx‖2 + ‖zt‖2 +
t∫
0
‖zxt‖2 dτ  C. (2.44)
Proof. Multiplying (1.9)4 by zxx and integrating it over [0,1], we have
d
dt
1∫
0
1
2
z2x dx +
1∫
0
d
v2
z2xx dx =
1∫
0
(
2d
v2
vxzxzxx + φzzxx
)
dx.
In a standard manner, we easily obtain the boundedness of ‖zx‖ and
∫ t
0 ‖zxx‖2 dτ , which implies∫ t
0 ‖zt‖2 dτ  C by (1.9)4 again.
Next, we differentiate (1.9)4 with respect to t , multiply it by zt and integrate over [0,1]. Then
we get by integration by parts
d
dt
t∫ 1
2
z2t dx +
1∫
d
v2
z2xt dx =
1∫ (2d
v3
uxzxzxt − zφtzt − φz2t
)
dx.
0 0 0
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t∫
0
1∫
0
|φtzt |dx dτ =
t∫
0
1∫
0
e−A/θ
(
A
θ2
+ β
θ
)
θβ |θt zt |dx dτ  C
t∫
0
(‖θt‖2 + ‖zt‖2)dτ,
we have
‖zt‖2 +
t∫
0
‖zxt‖2 dτ  C
[
1 +
t∫
0
(‖θt‖2 + ‖zx‖2 + ‖zt‖2)dτ
]
,
whose right-hand side is bounded. From (1.9)4 again we obtain
‖zxx‖2  C
1∫
0
(
1 + z2t + z2xv2x + φ2
)
dx  C
(
1 + max
0x1
z2x · ‖vx‖2
)
 ε‖zxx‖2 + Cε,
which completes (2.44). 
Lemma 13. For any t ∈ [0, T ]
‖θxx‖2 + ‖θt‖2 +
t∫
0
‖θxt‖2 dτ  C. (2.45)
Proof. Differentiating (2.5) with respect to t , multiplying it by eθ θt and integrating over [0,1],
we have
d
dt
1∫
0
1
2
(eθ θt )
2 dx +
1∫
0
κ
v
eθθ
2
xt dx
=
1∫
0
[
−pθeθuxθ2t − θpθveθu2xθt − θpθθ eθuxθ2t − θpθeθuxt θt
+ 2μ
v
eθuxuxt θt − μ
v2
eθu
3
xθt −
(
κ
v
)
v
eθvvxuxθxθt −
(
κ
v
)
v
eθθuxθ
2
x θt
−
(
κ
v
)
v
eθuxθxθxt −
(
κ
v
)
θ
eθvvxθxθ
2
t −
(
κ
v
)
θ
eθθ θ
2
x θ
2
t −
(
κ
v
)
θ
eθ θxθt θxt
− κ eθvvxθt θxt − κ eθθ θxθt θxt + λe−A/θ
(
A
2 +
β
)
θβeθ zθ
2
t + λφeθzt θt
]
dx.v v θ θ
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‖θt‖2 +
t∫
0
‖θxt‖2 dτ  C
[
1 +
t∫
0
1∫
0
(
v2x + θ2x
)
θ2t dx dτ
]
.
Then, by virtue of the interpolation inequality
max
0x1
θt (x, t)
2  ε‖θxt‖2 + Cε‖θt‖2,
we conclude that ‖θt‖ and
∫ t
0 ‖θxt‖2 dτ are bounded. Also from (2.5), one can obtain
‖θxx‖2  C
1∫
0
1
κ2
(
1 + θ2t + u2x + u4x + v2xθ2x + θ4x
)
dx
 C
[
1 + max
0x1
θ2x ·
1∫
0
(
v2x + θ2x
)
dx
]
 ε‖θxx‖2 + Cε. 
Let us begin the Hölder estimate. From (2.40), (2.44), (2.45) and interpolations we obtain the
bounds of |θx |(0) and |zx |(0). This and (2.41) yield
(u, θ, z) ∈ (C1,0x,t (QT ))3. (2.46)
Applying Cauchy–Schwarz and interpolation inequalities, we have
∣∣u(x, t) − u(x, t ′)∣∣ ( t∫
t ′
u2t dτ
)1/2
|t − t ′|1/2 
[ t∫
t ′
(‖ut‖2 + 2‖ut‖‖uxt‖)dτ
]1/2
|t − t ′|1/2,
∣∣ux(x, t) − ux(x′, t)∣∣
( x∫
x′
u2xx dξ
)1/2
|x − x′|1/2,
from which together with (2.40) u ∈ C0,1/2x,t (QT ) and ux ∈ C1/2,0x,t (QT ) follow. Thus by a standard
interpolation (see for example, [13], Chapter II, Lemma 3.1) one can get ux ∈ C1/3,1/6x,t (QT ).
Similarly, using Lemmas 10, 12, 13 and (2.46), we have
(u, θ, z) ∈ (C1,1/2x,t (QT ))3, (ux, θx, zx) ∈ (C1/3,1/6x,t (QT ))3. (2.47)
Recalling that vt = ux and v|t=0 = v0 ∈ C1+α(Ω), we deduce v ∈ C1/3,1/6x,t (QT ). Since it follows
from (2.8) that
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B(x, t)Y (x, t)D(x, t)
{
v′0(x) − A(x, t)v0(x) +
t∫
0
R
μ
[
θx(x, τ )
+ θ(x, τ )(A(x, τ) − A(x, t))]B(x, τ)Y (x, τ )D(x, τ )dτ} (2.48)
with
A(x, t) := 1
μ
[
u0(x) − u(x, t) − 43a
t∫
0
θ(x, τ )3θx(x, τ )dτ − G
(
x − 1
2
)
t
]
,
we can easily check vx ∈ Cσ,σ/2x,t (QT ) with σ := min{α,1/3}.
Next we consider (1.9)2, (1.9)3 and (1.9)4 as the linear parabolic equations:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
ut − μ
v
uxx +
(
μ
v2
vx
)
ux = −R
v
θx + R
v2
θvx − 43aθ
3θx − G
(
x − 1
2
)
,
θt − 1
eθ
κ
v
θxx − 1
eθ
[(
κ
v
)
θ
θx +
(
κ
v
)
v
vx
]
θx +
(
pθ
eθ
ux
)
θ = 1
eθ
(
μ
v
u2x + λφz
)
,
zt − d
v2
zxx +
(
2d
v3
vx
)
zx + φz = 0
whose coefficients and right-hand sides are Hölder continuous in x with exponent σ and in t with
exponent σ/2. By the classical Schauder estimates (see for example, [13] or [3]) we obtain
|u, θ, z|2+σ,1+σ/2  C.
This also implies
(v,ux, θx, zx) ∈
(
C
1,1/2
x,t (QT )
)4
. (2.49)
Going back to (2.48) with (2.47) and (2.49), we obtain vx ∈ Cα,α/2x,t (QT ).
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