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Resumen
En una primera parte de este trabajo, se introduce un nuevo modelo de campo
aleatorio de Markov (CAM), el cual se basa en una función de potencial propuesta
denominada semi-Huber. Este nuevo modelo de CAM se utiliza para desarrollar
un nuevo algoritmo para segmentación, mismo que fue aplicado a imágenes en
presencia de ruido, obteniendo resultados satisfactorios. La principal diferencia
con respecto a otros modelos semi-cuadráticos que fueron tomados como refe-
rencia con fines de comparación, es que el número de parámetros que deben
ser ajustados en el modelo propuesto es menor, y en ese sentido, el ajuste es
más sencillo. La idea es pues, elegir valores adecuados de los parámetros de ma-
nera heurı́stica para obtener un buen resultado de segmentación de la imagen.
Se realizaron algunos experimentos y los resultados mostraron que el modelo
propuesto permite efectivamente, un ajuste de los parámetros más sencillo con
tiempos de cálculo razonables.
En una segunda etapa, se introduce un nuevo enfoque para segmentación
robusta de imágenes. La idea es combinar dos estrategias dentro de un marco
Bayesiano. La primera consiste en usar un CAM, el cual permite introducir in-
formación a priori, es decir, conocimiento previo acerca de los datos, con el fin
de preservar los bordes presentes en la imagen. La segunda estrategia proviene
del hecho de que la función de densidad de probabilidad (fdp) de la función de
verosimilitud es no Gaussiana o desconocida, por lo que debe ser aproximada
por medio de una versión estimada, y para realizar esta estimación, se utiliza un
procedimiento clásico de estimación no paramétrica o también conocido como es-
timación por núcleos. La unión de estas dos estrategias conduce a la definición
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de un nuevo estimador de máximo a posteriori (MAP) basado en la minimiza-
ción de la entropı́a de la fdp estimada de la función de verosimilitud y el CAM
simultáneamente, al cual se le ha denominado estimador MAP de la entropı́a
(MAPEE). Se realizaron una serie de experimentos con diferentes tipos de imáge-
nes degradadas con ruido impulsivo y los resultados de segmentación obtenidos
fueron bastante satisfactorios y prometedores.
Abstract
In a first part of this work, a novel model of Markov random field (MRF) is intro-
duced. Such a model is based on a proposed semi-Huber potential function and
it is applied successfully to image segmentation in presence of noise. The main
difference with respect to other half-quadratic models, which have been taken
here as a reference for comparison purposes, is that the number of parameters
to be tuned in the proposed model is smaller. It also makes the tunning simpler.
The idea is then, to choose adequate parameter values heuristically for a good
segmentation of the image. Some experiments were carried out where the results
showed that the proposed model allows an easier tuning of the parameters, with
reasonable computation times.
In a second part, we introduce a new approach for robust image segmenta-
tion. The idea is to combine two strategies within a Bayesian framework. The
first one is to use an MRF to allows the introduction of prior information to pre-
serve the edges in the image. The second strategy comes from the fact that the
probability density function (pdf) of the likelihood function is non Gaussian or
unknown, so it should be approximated by an estimated version. For this, the
classical non parametric or kernel density estimation is used. This two strategies
lead us to the definition of a new maximum a posteriori (MAP) estimator based
on the minimization of the entropy of the estimated pdf of the likelihood function
and the MRF simultaneously, named MAP entropy estimator (MAPEE). Some ex-
periments were done for different kind of images degraded with impulsive noise.
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imagen original, b) segmentación usando el algoritmo de las K-medias, c)
segmentación usando el algoritmo de las K-medias con un campo aleatorio
de Markov previo. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1. Conjunto de vecindarios para un sitio en una rejilla rectangular. . . . . . . 22
2.2. Cliques correspondientes a un sistema de vecindario de segundo orden. . . 22
2.3. Función de potencial semi-Huber. . . . . . . . . . . . . . . . . . . . . . . 28
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3.4. Tiempos de cálculo que tomó el proceso de segmentación de la imagen de
la presa para cada uno de los modelos de CAM utilizados. . . . . . . . . . 38
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Capı́tulo 1
Introducción.
Dentro de los sentidos del ser humano, la visión es uno de los más complejos y
desarrollados; no es de sorprender entonces que las imágenes jueguen un rol de
gran importancia en la percepción humana. Sin embargo, este sentido se encuen-
tra limitado a la banda visual del espectro electromagnético (EEM) y es aquı́ don-
de los sistemas de captura de imágenes cobran importancia, puesto que pueden
cubrir prácticamente todo el EEM ası́ como operar sobre imágenes generadas
por fuentes que el ser humano no está acostumbrado a asociar con imágenes,
tales como ultrasonido, microscopı́a electrónica, tomografı́a computarizada (CT),
resonancia magnética (MRI), radar (SAR), entre otras.
Una imagen puede definirse como una función real de dos variables f(x, y),
donde x y y son las coordenadas espaciales de un punto y el valor de f corres-
pondiente a cualquier par de coordenadas (x, y) representa la intensidad o nivel
de gris de la imagen en ese punto [1], de tal forma que el valor cero representa
el negro y un valor máximo M el blanco, mientras que los valores intermedios
son la escala de grises [2]. Cuando x, y y f son cantidades discretas, a la imagen
se le llama imagen digital. Esto da lugar a lo que se conoce como procesamien-
to de imágenes digitales. Obsérvese que una imagen digital está compuesta por
un número finito de elementos, cada uno de los cuales tiene una ubicación y
valor especı́ficos. Estos elementos se denominan en inglés picture elements, pala-
bras de las cuales se ha creado el término universal más ampliamente utilizado
para referirse a éstos elementos: pixel. Ası́ pues, el procesamiento de imágenes
digitales abarca una amplia variedad de campos de aplicación.
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Existen algunas áreas relacionadas con el procesamiento de imágenes, a sa-
ber, análisis de imágenes y visión computacional; sin embargo no hay un acuer-
do universal que indique dónde termina un área y comienza otra. Un paradigma
muy útil para hacer frente a esta incertidumbre es considerar tres tipos de pro-
cesos computarizados: procesos de nivel bajo, medio y alto. Los procesos de nivel
bajo involucran operaciones primitivas tales como reducción de ruido, mejora-
miento del contraste y nitidez de la imagen. Un proceso de bajo nivel se carac-
teriza por el hecho de que tanto las entradas como las salidas son imágenes.
Los procesos de nivel medio involucran tareas tales como la partición de una
imagen en regiones u objetos (segmentación), la descripción de esos objetos y
la clasificación (reconocimiento) de objetos individuales (patrones). Un proceso
de nivel medio se caracteriza por el hecho de que sus entradas generalmente
son imágenes, pero sus salidas son atributos extraı́dos de esas imágenes (por
ejemplo, bordes, contornos, regiones, etc.). Finalmente, el procesamiento de alto
nivel involucra “darle sentido” a un conjunto de objetos previamente reconocidos,
como en análisis de imágenes, y en el extremo más lejano, desempeñar las fun-
ciones cognitivas normalmente asociadas con la visión humana [1]. De acuerdo
a este paradigma, el presente trabajo se ubica y desarrolla dentro de lo que es el
procesamiento de nivel medio, propiamente en lo que se refiere a segmentación
de imágenes digitales.
1.1. Segmentación.
La segmentación de imágenes es uno de los temas fundamentales más estudiados
y útiles en procesamiento y análisis de imágenes, sobre todo porque constituye el
primer paso para la mayorı́a de las tareas de análisis cuantitativo de imágenes.
El objetivo es obtener una partición de la imagen en regiones coherentes como
paso previo al análisis de su contenido. Existen diversas problemáticas en las
cuales aplicar un algoritmo de segmentación es el punto central de los proce-
dimientos de solución, por ejemplo: análisis de imágenes médicas (localización
de tumores y otras patologı́as, medición de volúmenes de tejido, cirugı́a asisti-
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da por computadora, etc.), sistemas de reconocimiento de patrones, extracción
de caracterı́sticas, segmentación interactiva de imágenes, entre otras. Ası́ pues,
cualquier mejora a los métodos de segmentación en su estructura computacio-
nal, reducción de requerimientos de memoria, o reducción de error, tendrá un
impacto importante en muchas de las aplicaciones de visión computacional y
procesamiento de imágenes [3].
El proceso de segmentación puede considerarse el paso inicial y punto clave
en reconocimiento de objetos y comprensión de imágenes y escenarios. Algunas
de sus aplicaciones abarcan control de calidad industrial, medicina, navegación
de robots, exploración geofı́sica, aplicaciones militares, agricultura, entre otras.
En todas estas áreas, la calidad del resultado final depende de la calidad de la
segmentación [4]. La segmentación de imágenes digitales es un proceso median-
te el cual se divide una imagen en las partes u objetos que la conforman. El
nivel hasta el cual este proceso es llevado a cabo depende del problema a re-
solver; es decir, este proceso termina cuando todos los objetos de interés para
una aplicación especı́fica han sido identificados. Por ejemplo, en inspección au-
tomática de ensambles electrónicos es de particular interés analizar imágenes
con el propósito de determinar la presencia o ausencia de anomalı́as, tales como
componentes faltantes o trayectorias rotas; en este caso, el proceso de segmenta-
ción es ejecutado hasta el nivel requerido para identificar estos elementos [1, 5].
En la medicina actual realizar diagnósticos utilizando imágenes constituye una
herramienta muy valiosa en virtud de que las técnicas de obtención de imágenes
proveen un método no invasivo y efectivo para delinear la anatomı́a de un sujeto,
lo cual permite a su vez, planificar tratamientos médicos más efectivos.
De manera más formal, la segmentación de imágenes se define clásicamente
como la partición de una imagen en regiones constituyentes no solapadas, las
cuales son homogéneas con respecto a alguna caracterı́stica, como intensidad
o textura. Si el dominio de la imagen está dado por I, entonces el problema de
segmentación consiste en determinar el conjunto Sk ⊂ I cuya unión es la imagen
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Figura 1.1: Modelo del proceso de degradación de una imagen.





donde Sk ∩ Sj = φ para k 6= j, y cada Sk está conectado [6].
Ahora bien, las imágenes digitales suelen verse afectadas por ciertos factores
de degradación, tales como desenfoque (borrosidad) o ruido, provenientes de los
sistemas de adquisición o bien, durante los procesos de transmisión-recepción,
resultando en imágenes del mundo real distorsionadas o degradadas, producien-
do como consecuencia, segmentaciones erróneas o inadecuadas. Un proceso de
degradación puede modelarse como una función de degradación H que, junto con
un término de ruido aditivo n, opera sobre una imagen de entrada x y produce
una imagen degradada de salida y, como puede observarse en la figura 1.1; esto
es:
y = Hx+ n. (1.1)
Ası́ pues, dados los datos y, algún conocimiento previo acerca de la función
de degradación y algún conocimiento acerca del término de ruido, el objetivo es
obtener una estimación x̂ de la imagen original x para una buena segmentación
de las regiones u objetos presentes en ella. Entre más conocimiento se tenga
acerca de H y n, más cerca estará la estimación x̂ de la imagen original x.
La mayorı́a de las técnicas de segmentación tienen su punto de partida en
la teorı́a de la detección de contornos de Marr-Hildreth [7], según la cual, la in-
formación relevante de una imagen está contenida en la traza que dejan en la
imagen los contornos aparentes de los objetos fı́sicos. Si se toma una fotografı́a
de un objeto negro situado en un fondo blanco, se puede identificar este objeto
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por su silueta, que forma una curva cerrada en la cual la intensidad de la luz
f(x, y) cambia bruscamente. A esta curva se le llama contorno. La detección local
de un contorno puede hacerse, a priori, usando el gradiente ∇f(x, y), que posee
un módulo grande en un punto de un contorno. Los puntos del contorno se pue-
den identificar como aquellos puntos x donde el módulo del gradiente ∇f(x, y) es
grande [2].
Los métodos para llevar a cabo la segmentación varı́an ampliamente depen-
diendo de la aplicación especı́fica, tipo de imagen, entre otros factores. En imáge-
nes médicas por ejemplo, la segmentación del tejido del cerebro tiene diferentes
requerimientos que la segmentación de una imagen del corazón. Más aún, cada
tipo de imagen tiene un conjunto de caracterı́sticas propias con las cuales se ha
de trabajar. Actualmente no existen métodos que sean generales y que puedan
ser aplicados a cualquier tipo de imágenes, por lo que la selección de un método
apropiado para un problema particular de segmentación puede llegar a ser una
tarea complicada [6].
1.1.1. Métodos.
La mayorı́a de los métodos de segmentación pueden ser vistos como problemas
de optimización, donde la segmentación deseada es la que minimiza alguna fun-
ción de energı́a o de costo, definida para una aplicación en particular. En [8], los
métodos de segmentación se dividen en ocho categorı́as: umbralización, región
creciente, clasificadores, agrupamiento (clustering), modelos de campos aleato-
rios de Markov, redes neuronales artificiales, modelos deformables y métodos
guiados por plantillas (atlas guided).
Umbralización.
Es un método que realiza la segmentación creando una partición binaria de
las intensidades de las imágenes. Se trata de determinar un valor de intensidad,
llamado umbral (threshold), que separa las clases deseadas. La segmentación se
logra agrupando todos los pixeles con intensidad mayor al umbral en una clase,
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Figura 1.2: Segmentación mediante umbralización, a) imagen original, b) histograma de
la imagen con umbral T , c) imagen segmentada.
y todos los pixeles con intensidad menor al umbral, en otra clase. En la figura
1.2b) se muestra el histograma de la imagen de la figura 1.2a), con un valor de
umbral T, lo que sugiere dos clases, y en la figura 1.2c) se muestra la imagen
segmentada.
La umbralización es una técnica efectiva para la segmentación de imágenes
donde estructuras diferentes tienen intensidades contrastantes u otras carac-
terı́sticas fácilmente diferenciables. Su principal limitación es que en su forma
más simple sólo se generan dos clases y por lo tanto no se puede aplicar a
imágenes multicanal; aunque, partiendo del histograma de la imagen, se pue-
den determinar dos o más valores de umbral, a este proceso se le llama multi-
umbralización (multithresholding). Además, este método usualmente no toma en
cuenta las caracterı́sticas espaciales de la imagen, por lo que es sensible al ruido
e inhomogeneidades de intensidad; estos factores corrompen el histograma de la
imagen haciendo la separación más difı́cil.
Región creciente.
Es una técnica para extraer regiones de la imagen que están conectadas según
cierto criterio predefinido, que puede estar basado en información de intensida-
des y/o bordes de la imagen. En su forma más simple, se requiere un punto
semilla (seed point), que es seleccionado manualmente por el usuario, y extrae
todos los pixeles conectados a él, que tengan el mismo valor de intensidad. En
la figura 1.3 se muestra un ejemplo donde se utiliza este método para aislar una
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Figura 1.3: Segmentación mediante región creciente, a) imagen en la que se ha marcado
un punto en la región a segmentar, b) - d) proceso de crecimiento de la región marcada.
estructura de la imagen.
Esta técnica por lo general no se utiliza de manera aislada en una imagen,
sino como parte de un conjunto de operaciones de procesamiento de imágenes,
particularmente en el delineado de pequeñas estructuras simples, como tumores
o lesiones. Su principal desventaja es que requiere interacción manual para ob-
tener la semilla. También puede ser sensible al ruido, causando que las regiones
extraı́das presenten pequeños orificios e inclusive que se desconecten [6].
Clasificadores.
Son técnicas de reconocimiento de patrones que buscan particionar un espa-
cio caracterı́stico derivado de la imagen usando datos con etiquetas conocidas.
Un espacio caracterı́stico es un rango espacial de cualquier función de la ima-
gen, siendo las intensidades el más común. Un histograma es un ejemplo de un
espacio caracterı́stico en una dimensión (1D).
Los clasificadores requieren datos de entrenamiento que son segmentados
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manualmente para luego ser utilizados en la segmentación automática de nuevos
datos. Un ejemplo simple es el clasificador del vecino más cercano, donde cada
pixel se ubica en la misma clase que el dato de entrenamiento con el nivel de
intensidad más cercano; una generalización de este método es el de los k vecinos
más cercanos (k nearest neighbor). Otros ejemplos de clasificadores utilizados
son la ventana de Parzen y el clasificador de Bayes.
Estos métodos no son iterativos, por lo que son relativamente eficientes compu-
tacionalmente y pueden ser aplicados a imágenes multicanal. Una desventaja es
la necesidad de la interacción manual para obtener los datos de entrenamiento,
ya que éstos pueden ser adquiridos para cada imagen que se vaya a segmentar
pero esto puede tomar mucho tiempo, además de que el uso del mismo conjunto
de datos de entrenamiento para un número de imágenes grande puede llevar a
resultados inesperados [6].
Agrupamiento.
Los algoritmos de agrupamiento (clustering), en esencia realizan la misma fun-
ción que los métodos clasificadores pero sin utilizar datos de entrenamiento. Para
compensar esta caracterı́stica, los métodos de agrupamiento iteran entre seg-
mentar la imagen y caracterizar las propiedades de cada clase; en este sentido,
se entrenan a sı́ mismos usando los datos disponibles. Un algoritmo común de
este tipo es el de las K-medias. Este algoritmo agrupa datos calculando itera-
tivamente la media de la intensidad para cada clase y segmentando la imagen
mediante la clasificación de cada pixel en la clase con la media más cercana. En
la figura 1.4 se puede observar el resultado de aplicar este algoritmo a la imagen
de un corte de cerebro.
Aunque estos algoritmos no requieren datos de entrenamiento, sı́ requieren
de una segmentación inicial (parámetros iniciales).
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Figura 1.4: Segmentación usando el algoritmo de las K-medias, a) imagen original, b)
imagen segmentada.
Redes neuronales artificiales.
Son redes masivamente paralelas de procesamiento de elementos o nodos que
simulan el aprendizaje biológico. El aprendizaje se logra mediante la adaptación
de pesos asignados a las conexiones entre nodos. El uso que más se le da a las
redes neuronales en procesamiento de imágenes es el de un clasificador, donde
los pesos son determinados usando datos de entrenamiento y luego se utiliza la
red neuronal para segmentar nuevos datos. También pueden ser usadas de una
manera no supervisada como método de agrupamiento o como modelo deforma-
ble.
Modelos deformables.
Son utilizados para delinear bordes de regiones usando curvas o superficies
paramétricas cerradas que se deforman bajo la influencia de fuerzas externas
e internas. Para delinear el borde de un objeto en la imagen, se debe colocar
una curva o superficie cerrada cerca del borde deseado y luego permitirle expe-
rimentar un proceso iterativo de relajación. Las fuerzas internas se calculan en
el interior de la curva o superficie para mantenerla suave a lo largo de la defor-
mación. Las fuerzas externas suelen derivarse de la imagen para llevar la curva
o superficie hacia la caracterı́stica de interés deseada.
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Guiados por plantillas.
Son una poderosa herramienta para la segmentación de imágenes cuando
está disponible una plantilla o mapa estándar. El mapa o plantilla se genera
por medio de información compilada de la anatomı́a que requiere segmentación.
Este mapa es utilizado como un marco de referencia para segmentar nuevas
imágenes. Conceptualmente, estos métodos son similares a los clasificadores con
la excepción de que están implementados en el dominio espacial de la imagen en
lugar de en un espacio caracterı́stico [6].
Otro aspecto importante a considerar en los procesos de segmentación y que
tiene que ver con el rendimiento, es la interacción del usuario. La interacción
manual puede proveer precisión incorporando el conocimiento a priori de un
usuario. El tipo de interacción requerido puede ir desde la delineación manual
completa de una estructura anatómica hasta la selección de uno o más puntos
iniciales para un algoritmo.
1.1.2. Necesidad de los campos aleatorios de Markov.
Generalmente, los algoritmos de segmentación se basan en dos propiedades bási-
cas de los valores de intensidad de los pixeles en relación a su vecindario local
en la imagen: discontinuidad y similitud [1, 4]. Los métodos basados en la propie-
dad de discontinuidad de los pixeles son llamados métodos basados en bordes
(boundary-based methods), en los cuales se intenta dividir la imagen basándose
en los cambios bruscos en el nivel de gris. Dentro de esta categorı́a se encuen-
tran la detección de puntos, de lı́neas y de bordes de la imagen. Por otra parte, los
métodos basados en la propiedad de similitud son llamados métodos basados en
regiones (region-based methods), donde las técnicas de umbrales, de crecimiento
de regiones y las de división y fusión son algunas de las principales áreas de
interés [4, 9].
En el enfoque de bordes, para encontrar las posiciones que corresponden a
una frontera entre dos regiones, hay dos formas básicas de aproximación, a sa-
ber, diferenciación de primero y segundo orden. En el primer caso, se hace la
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convolución de la imagen con una máscara de gradiente para obtener el vector
gradiente ∇f asociado a cada pixel. Los bordes son los lugares donde la magnitud
del vector gradiente ||∇f || es un máximo local a lo largo de la dirección del vector
gradiente φ(∇f). En la aproximación de derivada de segundo orden, los bordes
se encuentran mediante la búsqueda de lugares donde la segunda derivada es
cero. Para el caso de dos dimensiones, el Laplaciano es considerado la derivada
de segundo orden. Los ceros son aislados mediante detección de cruces por cero,
es decir, lugares donde un pixel es positivo y un vecino es negativo o viceversa.
En el enfoque de regiones, se trata de aislar áreas de una imagen que son
homogéneas con respecto a un conjunto de caracterı́sticas dado. Hay dos algo-
ritmos de segmentación tı́picos de este tipo, crecimiento de regiones y división
y fusión. El algoritmo de crecimiento de regiones es uno de los más simples y
populares; comienza eligiendo un punto inicial o “pixel semilla”, luego la región
crece mediante la adición de pixeles vecinos similares, aumentando paso a paso
el tamaño de la región. Las técnicas de división y fusión consisten de dos pasos
básicos: primero, la imagen completa se toma como una región; si ésta no cumple
con un cierto criterio de homogeneidad, la región es dividida en cuatro cuadran-
tes y cada cuadrante resultante se prueba de la misma forma hasta que cada
región ası́ creada contenga pixeles homogéneos; en un segundo paso, todas las
regiones adyacentes con atributos similares pueden fusionarse siguiendo otros
criterios.
Desafortunadamente, ambas técnicas, con frecuencia, dejan de producir la
segmentación precisa, aunque las ubicaciones donde cada una de ellas falla, no
son necesariamente las mismas. Por ejemplo, en las técnicas de bordes, si una
imagen es ruidosa o si sus atributos de región difieren por sólo una pequeña
cantidad entre regiones, la detección de bordes puede resultar en bordes falsos
o interrumpidos. Esto se debe principalmente al hecho de que se confı́a comple-
tamente en la información local disponible en la imagen, esto se traduce en muy
pocos pixeles para detectar las caracterı́sticas deseadas. Sin embargo, se pue-
den usar técnicas de enlazado de bordes para unir pequeñas separaciones entre
ellos. Por otra parte, las técnicas de región, siempre proporcionan contornos de
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región cerrados y hacen uso de vecindarios relativamente grandes con el fin de
obtener suficiente información para decidir si se agrega un pixel a una región.
Como consecuencia, este enfoque tiende a sacrificar resolución y detalle en la
imagen con tal de tener una muestra lo suficientemente grande. Esto puede dar
como resultado errores de segmentación en las fronteras de las regiones, y en
fallas a la hora de tener que distinguir regiones pequeñas en comparación con
el tamaño del bloque usado. Además, ante la ausencia de información a priori,
con frecuencia resulta difı́cil elegir puntos semilla de inicio y criterios de paro
razonables [4].
Para superar estas dificultades, el uso de los campos aleatorios de Markov
(CAM) dentro de un marco Bayesiano [10, 11, 12, 13] se ha convertido en un
método bastante eficiente y ha sido aplicado en una gran cantidad de trabajos
y en diferentes áreas, tales como medicina [14, 15, 16, 17, 18, 19], modelado
de texturas [20, 21, 22, 23, 24], restauración y segmentación de imágenes [25,
26, 27, 28, 29, 30, 31], clasificación de regiones en imágenes SAR [32, 33, 34,
35], entre otras. Esto es posible gracias a que los CAM permiten plantear estos
problemas como problemas de estimación estadı́stica [20], donde la solución va
a ser estimada a partir de una imagen degradada. La premisa básica es que
se espera que los pixeles vecinos tengan caracterı́sticas similares [21]. Debido
a que los modelos de CAM formulan estadı́sticas globales en términos de un
vecindario local, todos los cálculos computacionales se restringen a una ventana
local. Un algoritmo tı́pico de CAM visita todos los sitios de una imagen en un
orden especı́fico y ejecuta un cálculo local en cada sitio; este proceso se repite
hasta que se alcanza algún criterio de convergencia [20].
Los modelos de CAM no son un método de segmentación en sı́ mismos, más
bien son un modelo estadı́stico que puede ser usado con los métodos de segmen-
tación para mejorar los resultados. Los CAM modelan las interacciones espacia-
les entre pixeles vecinos. Estas correlaciones locales proveen un mecanismo para
modelar varias de las propiedades de una imagen, lo que se traduce en un decre-
mento significativo de fallas con respecto a los métodos previamente comentados.
En imágenes médicas es muy común su uso debido a que la mayorı́a de los pi-
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xeles de una imagen pertenecen a la misma clase que sus pixeles vecinos. Los
CAM se incorporan con frecuencia en algoritmos de segmentación por agrupa-
miento, tales como el de las K-medias bajo un modelo Bayesiano previo [16]. La
segmentación se obtiene entonces mediante maximización de la probabilidad a
posteriori de la imagen reconstruida a partir de los datos obtenidos de la imagen
original. Por ejemplo, en la figura 1.5c) se puede observar la robustez al ruido
en la segmentación resultante de un CAM previo. Esta segmentación exhibe una
menor cantidad de regiones pequeñas y desconectadas que en el resultado sin
CAM de la figura 1.5b).
Figura 1.5: Segmentación de una imagen de resonancia magnética (RM) del cerebro, a)
imagen original, b) segmentación usando el algoritmo de las K-medias, c) segmentación
usando el algoritmo de las K-medias con un campo aleatorio de Markov previo.
Usualmente, los datos de entrada no son suficientes para una estimación
precisa de la imagen original, ası́ pues, se hace necesaria la regularización del
problema. Esto significa que es necesario introducir información a priori o supo-
siciones acerca de la estructura de x en el proceso de estimación [29]. Esta in-
formación a priori se da en términos de una distribución de probabilidad. Dicha
distribución, junto con una descripción probabilı́stica del ruido que corrompe los
datos observados (función de verosimilitud), permite el uso de la teorı́a de Bayes
para calcular la distribución a posteriori, que representa la probabilidad de una
solución x dados los datos observados y [36].
Los métodos estadı́sticos buscan la solución que mejor se ajuste al comporta-
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miento probabilı́stico de los datos. La estimación de máxima verosimilitud (ML -
Maximum Likelihood) selecciona la reconstrucción que más se acerque a los datos
disponibles. La estimación de máximo a posteriori (MAP) permite la introducción
de una distribución a priori que refleja el conocimiento o creencias concernientes
al tipo de imágenes aceptables como estimaciones de la original [14]. Existe una
amplia variedad de modelos de CAM, la diferencia entre ellos radica en la elección
de la función de potencial. Cada una caracteriza las interacciones entre pixeles
asignando una mayor penalización a configuraciones de pixeles que tienen una
menor probabilidad de ocurrir.
1.2. Justificación.
El procesamiento de imágenes digitales es una disciplina entre la ingenierı́a y
las matemáticas que se encuentra en desarrollo debido a sus numerosas aplica-
ciones, cientı́ficas e industriales. Por enumerar algunas: procesamiento de video
(vigilancia, control de tránsito, seguimiento de objetos en movimiento, etc.), crea-
ción de herramientas para la post-producción de cine digital, el ámbito de las
imágenes médicas, fotografı́a digital, reconstrucción tridimensional, restauración
e interpretación de imágenes satelitales, sı́ntesis de imágenes y simulación pa-
ra videojuegos, y muchas más, tanto en temas de investigación básica como en
aplicaciones [2].
Dentro del procesamiento de imágenes digitales, la segmentación es una técni-
ca de procesamiento que tiene una amplia variedad de aplicaciones. Una de las
áreas en la que se le da mucho uso es en medicina. La segmentación de imágenes
médicas ha resultado muy útil en la realización de diagnósticos y en la planifi-
cación de tratamientos terapéuticos. En la medida que se mejore la precisión,
exactitud y velocidad computacional de los métodos de segmentación, ası́ como
que se reduzcan los niveles de interacción manual, los diagnósticos y tratamien-
tos podrán ser también más rápidos, precisos y efectivos. Los métodos de seg-
mentación de imágenes serán particularmente valiosos en áreas como la cirugı́a
asistida por computadora, donde la visualización de la anatomı́a es un compo-
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nente crı́tico [6].
En los últimos años, Zacatecas se ha caracterizando por ser uno de los esta-
dos que ha venido impulsando fuertemente la introducción y el uso de nuevas
tecnologı́as por parte de su gobierno. En ese sentido, con el presente estudio se
visualizan algunas aplicaciones importantes para la entidad, tales como actua-
lización de bases de datos en lo referente a recursos hidráulicos y orográficos;
el establecimiento de vı́nculos de colaboración con grupos de procesamiento de
imágenes digitales para tratar de generar más conocimiento al rededor de técni-
cas estocásticas recientes y al mismo tiempo tratar de resolver problemáticas
locales como cambios de uso de suelos, variación de la vegetación para estable-
cer cómo van cambiando los cauces de agua, etc. Y por otra parte, la formación
de recursos humanos de alto grado de especialización en el área.
1.3. Hipótesis y Objetivos.
Hipótesis
Con la propuesta de nuevos modelos basados en campos aleatorios de Markov
y en estimación de la función de densidad de probabilidad (fdp) mediante la en-
tropı́a, se obtendrán algoritmos para segmentación de imágenes degradadas con
ruido, más simples y robustos, con tiempos de cálculo y resultados, similares o
mejores a los que se obtienen con algoritmos actuales.
Objetivos.
Objetivo general.
Implementar nuevos algoritmos para segmentación de imágenes, basados en
campos aleatorios de Markov y en estimación de la fdp mediante la entropı́a, tales
que presenten alguna ventaja y robustez frente a diversos factores de degradación
de las imágenes, con respecto a algoritmos de segmentación actuales.
16 CAPÍTULO 1. INTRODUCCIÓN.
Objetivos especı́ficos.
Estudiar, analizar e implementar algunos de los algoritmos existentes ba-
sados en campos aleatorios de Markov para problemas de segmentación de
imágenes.
Generar nuevos algoritmos para segmentación de imágenes degradadas apli-
cando campos aleatorios de Markov.
Estudiar, analizar e implementar algunos de los algoritmos existentes pa-
ra estimación de la fdp mediante la entropı́a, aplicados a restauración de
imágenes.
Generar nuevos algoritmos para segmentación de imágenes afectadas por
diferentes factores de degradación, aplicando estimación mediante la en-
tropı́a y campos aleatorios de Markov.
La organización del resto del documento es como sigue: El capı́tulo 2 propor-
ciona una breve introducción a los CAM, ası́ como su definición y uso dentro
de un entorno Bayesiano. Se describen también tres modelos de CAM particu-
lares retomados en el presente trabajo para segmentación de imágenes, además
del CAM semi-Huber propuesto. En el capı́tulo 3 se deducen cuatro estimadores
MAP diferentes, partiendo del estimadores MAP general, correspondientes a cada
uno de los modelos de CAM que se describen en la sección 2. Posteriormente, en
el mismo capı́tulo, se presenta una comparativa con base en algunos resultados
de segmentación obtenidos a partir de cada uno de los diferentes estimadores,
esto con el fin de evaluar el desempeño de nuestra propuesta. En el capı́tulo 4 se
introduce y describe un nuevo enfoque propuesto para segmentación robusta; es
decir, para problemas de segmentación donde el ruido que afecta la imagen ya no
es Gaussiano, sino que puede ser de cualquier naturaleza, inclusive desconoci-
da. Este nuevo enfoque se basa en una estimación no paramétrica de la entropı́a
de la función de verosimilitud del estimador MAP, haciendo uso de funciones
tipo kernel. Se presentan además algunos resultados de segmentación para dife-
rentes tipos de imágenes afectadas con ruido impulsivo, comparando este nuevo
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enfoque con el enfoque previo del capı́tulo 3, que supone ruido Gaussiano. En
el capı́tulo 5 se exponen algunas conclusiones derivadas de los resultados obte-
nidos durante las pruebas experimentales, y se comenta además sobre posibles
lı́neas de trabajo a futuro que se pueden desarrollar a partir de esta tesis. El
apéndice A incluye un listado de las publicaciones y participaciones en diferen-
tes foros de difusión, que fueron generados con base en el desarrollo de este
proyecto. Por último, el apéndice B ofrece un breve curriculum vitae del autor.
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Capı́tulo 2
Campos aleatorios de Markov
La teorı́a de campos aleatorios de Markov (CAM) proporciona una forma conve-
niente y consistente de modelar la dependencia contextual o espacial entre los
elementos que conforman los fenómenos fı́sicos. En procesamiento de imágenes
en particular, se utiliza para establecer distribuciones probabilı́sticas de la in-
teracción entre los pixeles de una imagen y sus caracterı́sticas. Esto se logra
mediante la caracterización de la mutua influencia que ejercen tales entidades
usando distribuciones condicionales. El uso práctico de los modelos de CAM es
gracias a un teorema que establece la equivalencia entre CAM y distribuciones
de Gibbs, establecido por Hammersley y Clifford y desarrollado más tarde por
Besag en [37]. La teorı́a de CAM indica cómo modelar la probabilidad a priori
de patrones dependientes del contexto, tales como texturas y caracterı́sticas de
objetos.
Un modelo de CAM en particular favorece patrones de su propia clase aso-
ciándolos con probabilidades mayores que las de otras clases. La teorı́a de CAM
se utiliza junto con teorı́as de estimación y decisión estadı́stica para formular
funciones objetivo en términos de principios de optimalidad establecidos. La pro-
babilidad de máximo a posteriori (MAP) es uno de los criterios estadı́sticos más
populares para optimización. Una función objetivo queda completamente espe-
cificada por su forma (familia paramétrica) y los parámetros involucrados. Dos
partes principales del modelado por CAM son primero, obtener la forma de la
distribución posterior y determinar los parámetros que la definan completamen-
te; segundo, diseñar algoritmos de optimización para encontrar el máximo de la
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distribución [38].
2.1. Enfoque Bayesiano.
Al tipo de problemas que consisten en encontrar la solución de un modelo pa-
ra restaurar algunas o todas las caracterı́sticas de los objetos en una imagen,
usando suposiciones acerca del mundo real, se les llama problemas inversos. Un
enfoque común para resolver este tipo de problemas es el modelado Bayesiano.
Un modelo Bayesiano es una descripción estadı́stica de un problema de estima-
ción que consta de tres componentes: el primer componente, el modelo previo
p(x), es una descripción probabilı́stica del mundo real o de sus propiedades, que
se tratan de estimar, antes de la recolección de los datos; el segundo componen-
te, el modelo del sensor p(y|x), es una descripción del comportamiento del ruido o
las caracterı́sticas estocásticas que relacionan el estado original x con la imagen
de entrada muestreada o valores del sensor y; estos dos componentes se combi-
nan para obtener el tercer componente, el modelo posterior p(x|y), el cual es una
descripción probabilı́stica de la estimación actual de la escena original x dados




donde p(y) es la función de densidad de y y es constante si la imagen observada
es proporcionada [35].
Para utilizar el modelado Bayesiano en procesamiento de imágenes es nece-
sario codificar de alguna forma la suavidad inherente en la imagen. Esto puede
lograrse describiendo la correlación entre pixeles adyacentes de la imagen en el
modelo previo, y un método sencillo de modelar tal correlación lo constituye los
campos aleatorios de Markov [39]. En su aplicación más común, el modelado
Bayesiano se usa para encontrar la estimación de máximo a posteriori (MAP),
es decir, el valor de x que maximiza la probabilidad condicional p(x|y). En el ca-
so más general, el estimador óptimo x∗ puede ser la solución que minimice el
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valor esperado de una función de costo C(x, x∗) con respecto a esta probabili-
dad condicional. El estimador MAP es uno de los más eficientes y más usados
[14, 15, 18, 20, 31], definido por:





{log p(y|x) + log g(x)}
= arg mı́n
x∈X
{− log p(y|x)− log g(x)} ,
(2.2)
donde g(x) es una función de CAM que modela la información a priori del fenómeno
a ser estimado como una función de probabilidad, X es el conjunto de pixeles ca-
paz de maximizar p(x|y), y p(y|x) es la función de probabilidad de y dado x [40].
2.2. Campos Aleatorios de Markov.
En esta sección se presentan algunos conceptos básicos acerca de los campos
aleatorios de Markov (CAM). Posteriormente se describen algunos modelos de
CAM existentes reportados en la literatura, que fueron tomados en este trabajo
como referencia con el fin de evaluar el desempeño de la propuesta aquı́ presen-
tada (sección 2.3).
Sea S = {(i, j)|1 ≤ i ≤ m, 1 ≤ j ≤ n} el conjunto de sitios de una rejilla rec-
tangular para una imagen 2D de tamaño m × n. Estos sitios corresponden a los
puntos donde la imagen es muestreada. Los sitios en S están relacionados unos
con otros por medio de un sistema de vecindario definido como
N = {Ni|i ∈ S},
donde Ni es el conjunto de sitios vecinos de i. La figura 2.1a) muestra un vecin-
dario de primer orden, donde sólo se consideran cuatro vecinos, los laterales y el
superior e inferior; la figura 2.1b) muestra un vecindario de segundo orden, don-
de además de los cuatro vecinos del vecindario de primer orden, se consideran
los vecinos de las esquinas, para un total de ocho vecinos; y en la figura 2.1c) se
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muestran vecindarios de orden mayor, donde el número que está en cada uno de
los cuadros indica el orden del vecindario.
Figura 2.1: Conjunto de vecindarios para un sitio en una rejilla rectangular.
Figura 2.2: Cliques correspondientes a un sistema de vecindario de segundo orden.
Un clique c se define como un subconjunto de sitios en S que puede consistir
de un solo sitio c = {i}, un par de sitios vecinos c = {i, i′}, tres sitios vecinos
c = {i, i′, i′′}, y ası́ sucesivamente. Todos los posibles cliques para un sistema de
vecindario de segundo orden se muestran en la figura 2.2 [32, 38].
Un campo aleatorio de Markov es una distribución de probabilidad sobre un
campo discreto donde la probabilidad de una variable xi en particular depende
solamente de un pequeño número de sus vecinos,
p(xi|X) = p(xi|{xj}), j ∈ Ni.
Las probabilidades condicionales p(xi|X) pueden usarse para generar un modelo a
priori p(X), sin embargo, calcular p(X) tal que todas las distribuciones marginales
sean correctas, generalmente es un problema bastante difı́cil. Afortunadamente
existe una manera sencilla, aunque indirecta, de especificar una distribución
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de probabilidad para la cual las probabilidades condicionales cumplen con las
propiedades de Markovianidad. El teorema de Hammersley-Clifford establece la
equivalencia entre campos aleatorios de Markov y campos aleatorios de Gibbs
[25, 35, 38, 41]; ası́, el CAM puede determinarse definiendo la función de poten-






















se llama la función de partición y en la práctica es un valor constante de normali-
zación. T es el parámetro de temperatura que controla la anchura de la distribu-






la cual se determina como una suma de potenciales de clique Vc(x) sobre todos
los posibles cliques C en el vecindario [18, 32, 35, 39, 38]. La mayorı́a de los en-
foques para segmentación basados en CAM usan un modelo logı́stico multinivel
(MLL-Multi-Level Logistic) [37] para definir la función de potencial. Comúnmente
se seleccionan los cliques de pares para el vecindario de segundo orden y los
potenciales de todos los cliques que no son en pares se consideran cero [35]. Ası́,
para construir las probabilidades condicionales, se usa una sumatoria lineal de
términos simples de energı́a de la forma λ(xi − xj) que actúan sobre pares de
sitios, donde λ es una constante que escala las diferencias entre los valores de
intensidad de los pixeles. Estas energı́as locales (o funciones de costo) pueden
concebirse como un conjunto de restricciones débiles que penalizan configuracio-
nes improbables del modelo a priori.
El cómputo de la probabilidad de cualquier configuración X usando la ecua-
ción (2.3) es sencillo, pero puede ser prohibitivamente costoso debido a la com-
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plejidad exponencial de la función de partición. Sin embargo, para la mayorı́a de
las aplicaciones este trabajo de cómputo no es necesario, ya que si se desea gene-
rar una muestra aleatoria para la distribución (2.3), se puede usar un algoritmo
llamado el muestreador de Gibbs [25, 42]. Este algoritmo iterativo actualiza suce-
sivamente cada variable de estado xi a través de tomar aleatoriamente un valor
de la distribución local de Gibbs. Esta regla de actualización aleatoria garantiza
la convergencia a una muestra representativa a partir de la distribución de Gibbs
[39].
Existe una gran variedad de modelos de tipo campos aleatorios de Markov que
dependen de funciones de costo, también conocidas como funciones de potencial,
que pueden ser utilizadas; cada función de potencial caracteriza las interacciones




en donde λ es una constante y los pixeles x pertenecen a un grupo local [40].
En [43, 44] se introducen otras funciones de potencial; las funciones pro-
puestas son semi-cuadráticas (half-cuadratic), las cuales caracterizan una cierta
convexidad en la penalización que permite la construcción de estimadores efi-
cientes en el sentido de la preservación de información original ligada a una
imagen fuente [45] y también en relación al tiempo de procesamiento. Si es po-
sible obtener la distribución a posteriori de cualquier imagen, entonces se puede
muestrear dicha distribución y obtener el estimador MAP, o bien el estimador de
la mediana, que es sensible de coincidir con el MAP puesto que ambos buscan el
modo principal de la distribución a posteriori.
2.2.1. Campo Aleatorio de Markov Gaussiano Generalizado.
Una opción común para el modelo a priori es un campo aleatorio de Markov
Gaussiano (CAMG). La distribución para un campo aleatorio de este tipo tiene la








donde B es una matriz simétrica definida positiva llamada la matriz de precisión,
λ es una constante y xt es la transpuesta de x. Para hacer que esta expresión
corresponda a una distribución de Gibbs con sistema de vecindario ∂s, se im-
pone la restricción de que Bsr = 0 cuando s no es elemento de ∂r y s 6= r. Esta
distribución se puede reescribir entonces para formar la log-verosimilitud como












r∈S Bsr y bsr = −Bsr.
La generalización del CAMG se obtiene remplazando el exponente 2 por un
exponente genérico p, donde 1 ≤ p ≤ 2 y λ es un parámetro inversamente propor-
cional a la escala de x [15]. La función de potencial para el CAMGG es entonces










donde as ≥ 0 y bsr > 0, s es el sitio de interés, r corresponde a los sitios del
vecindario y c es un término constante. En la práctica se recomienda tomar
as = 0 para cuando se asume que el término de ruido es de tipo Gaussiano, de
esta manera se asegura la existencia y unicidad del estimador MAP, resultando
en





Aquı́, bsr es una constante que depende de la distancia entre los pixeles s y r y
se elige de acuerdo al número de vecinos. La selección del valor para el expo-
nente p es determinante, dado que de él depende la velocidad de convergencia al
estimador global ası́ como la calidad de la imagen estimada [40].
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2.2.2. Función de potencial de Welsh.
La función de potencial de Welsh, propuesta por Rivera [29] como una función de
potencial de descenso rápido con control de granularidad, se define como
log g(x) = −λ
µ ∑
{s,r}∈C










y k es un parámetro de escala positivo para la preservación de bordes.
2.2.3. Función de potencial de Tukey.
Otra función de potencial, también propuesta por Rivera [29], de caracterı́sticas
similares a la función de Welsh, es decir, también de rápido descenso, es la fun-
ción de potencial de Tukey, de igual forma con control de granularidad, dada
por
log g(x) = −λ
µ ∑
{s,r}∈C





donde, en este caso
ρ3(x) =
{
1− (1− (2e/k)2)3 , para |e/k| < 1/2,
1, en otro caso,
(2.10)
k es también un parámetro de escala y µ provee también el control de granulari-
dad.
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2.3. Función de potencial semi-Huber.
En esta sección se plantea el uso de una nueva función de potencial, es decir
un nuevo modelo de CAM, distinto a los ya descritos en la sección previa, con
la gran ventaja de que contiene una cantidad de parámetros menor, lo que la
hace una función mucho más simple y fácil de ajustar. Este nuevo modelo se
denomina función de potencial semi-Huber, la cual ha sido aplicada con buenos
resultados en problemas de estimación robusta en una dimensión [41] para el
caso de regresión lineal. Esta función en una sola dimensión ha sido modificada
para el caso de dos dimensiones (imágenes) de acuerdo a la siguiente expresión:

















En esta última expresión, ∆0 > 0 es un valor constante y ϕ1(x) = e2 con e =
(xs − xr). La función de potencial ρ1(x) cumple las siguientes condiciones:
ρ1(x) ≥ 0, ∀x con ρ1(0) = 0,
ψ(x) ≡ ∂ρ1(x)/∂x, existe,
ρ1(x) = ρ1(−x), es simétrica,
w(x) ≡ ψ(x)/2x, existe,
ĺımx→+∞w(x) = µ, 0 ≤ µ < +∞,
ĺımx→+0w(x) = M, 0 < M < +∞.
(2.13)
Una gráfica del comportamiento de esta función se muestra en la figura 2.3
para ∆0 = 1. Cerca de cero la función es cuadrática, y para valores por encima
de ±1 la función es prácticamente lineal. Esta región lineal de la función permite
la conservación de los bordes de la imagen mientras que la convexidad en la
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Figura 2.3: Función de potencial semi-Huber.
región cuadrática permite el cálculo computacional de la estimación MAP de una
manera eficiente. El estimador MAP correspondiente a esta función propuesta se
desarrolla en el capı́tulo 3.
Capı́tulo 3
Estimadores de máximo a posteriori
(MAP)
En este capı́tulo se deducen los estimadores de máximo a posteriori (MAP) corres-
pondientes a cada uno de los modelos de campos aleatorios de Markov definidos
en las secciones 2.2 y 2.3. Un problema sencillo que sirve de base para establecer
los estimadores es como sigue: supóngase que la imagen observada Y se forma
mediante la adición de ruido blanco a X
Y = X + σZ, (3.1)
donde Z es una matriz de variables aleatorias, independientes e idénticamente
distribuidas, que siguen una distribución Gaussiana, y σ es un parámetro de
escala, distinto a la desviación estándar. Partiendo de este supuesto, y relacio-
nando la ecuación (3.1) con la ecuación (2.2), la forma general del estimador MAP
es




|ys − xs|q − log g(x)
}
, (3.2)
donde, dependiendo del CAM utilizado, se construyen cuatro estimadores MAP
distintos sustituyendo el segundo término de la ecuación (3.2) por la expre-
sión correspondiente a cada uno de los modelos considerados en este trabajo.
El término
∑
s∈S |ys − xs|q de esta ecuación corresponde al término − log p(y|x) de
la ecuación (2.2). Una cuestión importante es que la forma de este término de-
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pende del tipo de ruido considerado; como se ha supuesto que el ruido tiene una
distribución Gaussiana con media µn y varianza σ2n, el valor correspondiente para
el parámetro q es 2.
3.1. Estimador MAP Gaussiano generalizado.
Considerando primeramente el campo aleatorio de Markov Gaussiano generaliza-
do (CAMGG) dado por la ecuación (2.6) [15], el estimador de máximo a posteriori
(MAP) para este caso está dado por




|ys − xs|q + σqλp
∑
{s,r}∈C
bsr |xs − xr|p
 , (3.3)
donde el término σqλp
∑
{s,r}∈C bsr|xs − xr|p corresponde con − log g(x) en la ecua-
ción (3.2). El problema de minimización se puede resolver tanto desde el punto
de vista global como local, considerando varios métodos [29, 46, 47, 48]. Dentro
de las técnicas globales se pueden mencionar el gradiente descendente, el gra-
diente conjugado, Gauss-Seidel, entre otros. Las técnicas de minimización local
trabajan minimizando en cada pixel xs. En el presente trabajo se ha utilizado el
algoritmo de Levenberg-Marquardt para realizar una minimización local debido
a que todos los parámetros de las funciones de potencial se eligieron de mane-
ra heurı́stica partiendo de valores propuestos en las referencias [40]. Ası́ pues,
considerando un solo sitio a la vez, la ecuación (3.3) se simplifica para la imple-
mentación de la estimación local como
x̂s gg = arg mı́n
x∈X
{






donde el subconjunto ∂s se refiere a los sitios del vecindario. El desempeño de
este estimador depende de los valores elegidos para los parámetros p y q. Por
ejemplo, si p = q = 2, se tiene la condición de Gaussianidad para la función de
potencial y el estimador que se obtiene es similar al de mı́nimos cuadrados, pues-
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to que la función de probabilidad es cuadrática. Por otra parte, cuando p = q = 1,
el criterio es absoluto y el estimador converge al de la mediana; sin embargo, este
criterio no es diferenciable en cero y esto causa inestabilidad en el proceso de
minimización [40].
3.2. Estimador MAP Welsh.
Un segundo estimador se obtiene introduciendo en el segundo término de la
ecuación (3.2) la función de potencial de Welsh [29]




|ys − xs|2 + λ
µ ∑
{s,r}∈C





En el mismo contexto, la ecuación (3.5) se simplifica considerando un solo sitio
para la estimación local, obteniendo
x̂s wel = arg mı́n
x∈X
{











donde la función ρ2(x) corresponde a la ecuación (2.8).
3.3. Estimador MAP Tukey.
Un tercer estimador, usado como referencia para la evaluación de nuestra pro-
puesta, se obtiene sustituyendo el segundo término de la ecuación (3.2) por la
función de potencial de Tukey [29], resultando




|ys − xs|2 + λ
µ ∑
{s,r}∈C





y para la estimación local
x̂s tuk = arg mı́n
x∈X
{











En este caso la función ρ3 está dada de acuerdo a la ecuación (2.10).
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3.4. Estimador MAP semi-Huber.
El estimador MAP correspondiente a la función de potencial semi-Huber propues-
ta, definida en la sección 2.3 [40, 41], se obtiene de igual forma, al sustituir en
el segundo término de la ecuación (3.2) la función semi-Huber, ecuación (2.11),
dando como resultado









La ecuación (3.9) se simplifica también para obtener la estimación local en un
solo sitio, obteniendo
x̂s qh = arg mı́n
x∈X
{






Para la forma de la función ρ1 refiérase a la ecuación (2.12).
3.5. Aplicación a segmentación con ruido Gaussiano.
Como se mencionó antes en la sección 2.2, se tomaron algunos modelos de CAM
existentes, ya propuestos en trabajos de otros autores [14, 15, 29] para evaluar
los resultados obtenidos con el modelo propuesto en el presente trabajo (sección
2.3). Los CAM tomados como referencia fueron seleccionados en virtud de que
su estructura matemática es similar y se tiene cierta familiaridad con ese tipo de
funciones de potencial. En ese sentido, se presentan en esta sección, resultados
de segmentación con algunos modelos CAM clásicos ya conocidos, y resultados
de segmentación con el nuevo modelo CAM semi-Huber propuesto.
Entonces, con el fin de observar el desempeño del algoritmo de segmentación
basado en el CAM semi-Huber, se realizaron varios experimentos de segmenta-
ción con diferentes tipos de imágenes. En la figura 3.1 se muestra un conjunto
de imágenes considerado para las pruebas de los estimadores descritos en el pre-
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Figura 3.1: Conjunto de imágenes utilizadas para los experimentos de segmentación.
sente capı́tulo. La figura 3.1a) corresponde a una imagen sintética de tipo tablero
de ajedrez (chessboard), la figura 3.1b) corresponde a una imagen geográfica,
tomada de Google Earth, de una presa llamada Paso de las Piedras ubicada en
Argentina, la figura 3.1c) corresponde a una imagen de resonancia magnética
de un corte del cerebro, y finalmente, la figura 3.1d) corresponde a una imagen
geográfica de la ciudad de Villahermosa, Tabasco, en la inundación de noviembre
de 2007, tomada por el satélite TerraSAR-X de la Agencia Espacial Alemana.
Una vez que se establece el modelo de CAM, el algoritmo realiza un proceso
iterativo de optimización para encontrar el máximo global de la distribución de
probabilidad que representa el mapa de regiones, es decir, la imagen segmentada.
Para esta parte de optimización, se utiliza el algoritmo de Levenberg-Marquardt,
el cual requiere un valor inicial X0 para comenzar la búsqueda de la solución.
Durante la realización de los experimentos se observó que el resultado final de-
pendı́a del valor que tomara X0, lo cual agregó un hyperparámetro adicional al
proceso de segmentación.
En primer lugar se describe el desarrollo y se presentan resultados de un ex-
perimento realizado con la imagen sintética, la cual ha sido degradada con ruido
Gaussiano. Este tipo de imagen permite evaluar de una forma numérica el re-
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Figura 3.2: Imagen sintética, original y degradada con ruido Gaussiano.
Figura 3.3: Resultados de segmentación correspondientes a cada modelo de CAM.
sultado de la segmentación. Se consideran dos medidas de error de las imágenes
segmentadas con respecto a la original: el error medio cuadrático (EMC) y el error
medio absoluto (EMA).
En la figura 3.2 se muestran la imagen sintética a la izquierda, y a la derecha
está la misma imagen degradada con un término aditivo de ruido Gaussiano,
n ∼ N(0, Iσ2n), con una varianza σ2n = 20. La figura 3.3 muestra los resultados de
segmentación obtenidos para cada modelo. De izquierda a derecha se tiene la
segmentación resultante usando el CAM semi-Huber, la segmentación resultante
usando el CAMGG, la segmentación resultante usando el CAM Welsh y la seg-
mentación resultante aplicando el CAM Tukey. Algunos resultados numéricos de
las medidas de error se incluyen en la tabla 3.1, donde puede observarse que el
modelo propuesto presenta la ventaja de que las magnitudes de los errores son
las menores.
Un segundo experimento se realizó con la imagen del cerebro de la figura 3.1c),
tratando de segmentar la imagen en tres tejidos: materia gris, materia blanca y
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Tabla 3.1: Resultados numéricos de las medidas de error para la segmentación de la






lı́quido cefalorraquı́deo, además del fondo, lo que nos genera cuatro regiones. La
figura 3.4 muestra los resultados obtenidos. En la fila superior se presentan, de
izquierda a derecha, la imagen original, la imagen degradada con ruido Gaus-
siano con una varianza σ2n = 10, y el resultado de segmentación usando el modelo
de CAM semi-Huber. En la fila inferior se presentan, en el mismo orden, el resul-
tado de segmentación usando el modelo CAMGG, el resultado de segmentación
usando el modelo CAM Welsh y el resultado de segmentación usando el mode-
lo CAM Tukey. En la tabla 3.2 se muestran los tiempos de cálculo que tardó el
proceso para cada uno de los modelos utilizados, y la tabla 3.3 contiene un lis-
tado de los parámetros que fueron ajustados con los valores correspondientes al
resultado mostrado para cada modelo de CAM.
Tabla 3.2: Tiempos de cálculo que tomó el proceso de segmentación de la imagen del
cerebro para cada uno de los modelos de CAM utilizados.
Imagen Modelo Tiempo (s)
Corte del cerebro Semi-Huber 339.1406
(187× 161) GGMRF 339.0461
Welsh 334.0902
Tukey 332.3922
En la figura 3.4 es posible observar que el resultado visual de la segmentación
de la imagen del cerebro, es decir, la separación en regiones, usando el modelo
semi-Huber propuesto, es suficientemente buena con respecto a los resultados
obtenidos con los otros CAM, además de que la diferencia en cuanto a los tiempos
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Figura 3.4: Fila superior: imagen original, imagen degradada con ruido Gaussiano y re-
sultado de segmentación usando el CAM semi-Huber. Fila inferior: resultado de segmen-
tación usando el CAMGG, resultado de segmentación usando el CAM Welsh y resultado
de segmentación usando el CAM Tukey.
Tabla 3.3: Lista de parámetros con su valor respectivo, correspondientes a los resulta-
dos de segmentación de la figura 3.4.
Semi-Huber CAMGG Welsh Tukey
∆0 = 150 σ = 0.3 λ = 10 λ = 10
X0 = 80 λ = 40 k = 10 k = 10
p = 1.5 µ = 0.5 µ = 0.5
X0 = 80 X0 = 58 X0 = 58
de cálculo no es significativa. Lo que cabe resaltar aquı́ es el hecho de que, para el
modelo de CAM semi-Huber, ecuación (2.11), sólo bastó con variar el parámetro
∆0, manteniendo λ fijo en 1. Si se toma en cuenta el valor inicial X0 de la etapa
de optimización, en realidad son dos parámetros los que se tienen que ajustar;
aún ası́, la cantidad de parámetros es menor que para los otros modelos, lo cual
permite encontrar el resultado de una manera más pronta, ya que el número
de ocasiones que se ejecuta el proceso de segmentación es significativamente
menor debido al menor número de combinaciones posibles para el ajuste de los
parámetros.
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Un experimento más se realizó con la imagen de la presa que se muestra en
la figura 3.1b). En este caso el interés principal es segmentar la región de la ima-
gen que representa la superficie del agua a pesar del ruido presente en ella. En
la figura 3.5 se muestran los resultados de segmentación obtenidos utilizando
cada uno de los modelos de CAM para la imagen de la presa. En la fila superior
se muestran, de izquierda a derecha, la imagen original, la imagen degradada
con ruido Gaussiano con una varianza σ2n = 20, y el resultado de segmentación
usando el modelo de CAM semi-Huber. En la fila inferior se muestran, en el mis-
mo orden, el resultado de segmentación usando el modelo CAMGG, el resultado
de segmentación usando el modelo CAM Welsh y el resultado de segmentación
usando el modelo CAM Tukey. De igual forma, la tabla 3.4 muestra los tiempos
de cálculo que tomó el proceso de segmentación para cada modelo de CAM y en
la tabla 3.5 se incluye un listado de los parámetros y su valor respectivo para la
obtención de los resultados presentados en la figura 3.5.
Figura 3.5: Fila superior: imagen original de la presa, imagen degradada con ruido
Gaussiano y resultado de segmentación usando el CAM semi-Huber. Fila inferior: re-
sultado de segmentación usando el CAMGG, resultado de segmentación usando el CAM
Welsh y resultado de segmentación usando el CAM Tukey.
De los resultados obtenidos de este experimento puede observarse que con el
modelo semi-Huber propuesto hay una mejor eliminación del ruido que con el
modelo CAMGG por ejemplo, ya que, si se observa la región de interés, aparece
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Tabla 3.4: Tiempos de cálculo que tomó el proceso de segmentación de la imagen de la
presa para cada uno de los modelos de CAM utilizados.
Imagen Modelo Tiempo (s)
Presa Semi-Huber 713.5470
(310× 208) CAMGG 704.3832
Welsh 704.6216
Tukey 697.2369
Tabla 3.5: Lista de parámetros con su valor respectivo, correspondientes a los resulta-
dos de segmentación de la figura 3.5.
Semi-Huber GGMRF Welsh Tukey
∆0 = 60 σ = 0.4 λ = 10 λ = 10
X0 = 90 λ = 200 k = 10 k = 10
p = 1.4 µ = 0.5 µ = 0.5
X0 = 80 X0 = 128 X0 = 128
una mayor cantidad de puntos grises que en los demás casos. Aún cuando con
el modelo semi-Huber se consumió más tiempo de cálculo, la diferencia no es
tan significativa, ya que representa apenas poco más del 1 % con respecto al
promedio; y por otra parte, el resultado mejora notablemente.
Un último experimento se realizó con la imagen geográfica de la figura 3.1d).
Al igual que en el caso anterior, el interés es segmentar la región de la imagen
que representa la superficie del agua a partir de la imagen degradada. En la
figura 3.6 se presentan en la fila superior a la izquierda, la imagen original, al
centro la imagen degradada con ruido Gaussiano con una varianza σ2n = 20, y el
resultado de segmentación usando el modelo CAM semi-Huber. En la tabla 3.6 se
presentan los resultados de tiempos de cálculo correspondientes a cada modelo,
y en la tabla 3.7 los valores respectivos de los parámetros de ajuste para cada
modelo con los que se obtuvo el resultado mostrado en la figura 3.6.
Nuevamente se observa que el resultado visual obtenido con el modelo pro-
puesto es congruente con los otros resultados, teniendo tiempos de cálculo si-
milares o mejores en algunos casos. También, cabe resaltar la ventaja de que al
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Figura 3.6: Fila superior: imagen satelital de Villahermosa Tabasco original, imagen
degradada con ruido Gaussiano y resultado de segmentación usando el CAM semi-Huber.
Fila inferior: resultado de segmentación usando el CAMGG, resultado de segmentación
usando el CAM Welsh y resultado de segmentación usando el CAM Tukey.
Tabla 3.6: Tiempos de cálculo que tomó el proceso de segmentación de la imagen de
Villahermosa para cada uno de los modelos de CAM utilizados.
Imagen Modelo Tiempo (s)
Villahermosa Semi-Huber 576.2724
(282× 190) CAMGG 580.9403
Welsh 567.0772
Tukey 576.2448
Tabla 3.7: Lista de parámetros con su valor respectivo, correspondientes a los resulta-
dos de segmentación de la figura 3.6.
Semi-Huber GGMRF Welsh Tukey
∆0 = 120 σ = 0.4 λ = 10 λ = 10
X0 = 130 λ = 140 k = 10 k = 10
p = 1.4 µ = 0.5 µ = 0.5
X0 = 120 X0 = 160 X0 = 160
utilizar el modelo CAM semi-Huber, el número de parámetros que hay que ajus-
tar es menor, lo cual permite obtener resultados adecuados en menor tiempo
debido al menor número de veces que se ejecuta el procesamiento.




En el capı́tulo 3, más propiamente en la sección 3.5, se realizó la segmentación
de imágenes degradadas con ruido Gaussiano, que generalmente es el tipo de rui-
do que se considera en muchos de los análisis. Ciertamente, un enfoque que ha
ayudado significativamente a resolver el problema de segmentación de imágenes
degradadas, es el uso de campos aleatorios de Markov dentro de un marco Baye-
siano. Sin embargo, en algunas aplicaciones el ruido es de tipo no Gaussiano o
bien, desconocido [49]. En ese sentido, el enfoque presentado hasta este momen-
to ya no es suficiente, puesto que ahora la distribución del ruido ya es diferente;
por lo que se hace necesario abordar el problema desde un nuevo enfoque.
Partiendo del estimador MAP general, definido en la sección 2.1, el cual se re-
escribe para una referencia inmediata, retomando solamente el argumento mı́ni-
mo
x̂MAP = arg mı́n
x∈X
{− log p(y|x)− log g(x)} , (4.1)
se toma − log p(y|x) = − log p(e), donde p(e) representa la distribución del ruido.
Como su naturaleza es desconocida, se va a realizar una estimación de ésta.
Ası́ pues, la propuesta de un nuevo enfoque, basado en estimación de la entropı́a,
va a estar presente en la variación del primer término de la ecuación (4.1).
En todos los experimentos desarrollados y presentados en la sección 3.5, este
primer término en el estimador MAP se definió como una función cuadrática de
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las diferencias entre los datos reales y observados debido a que el término de
ruido aditivo considerado era Gaussiano. Para los experimentos que se desarro-
llan en el presente capı́tulo se ha considerado un tipo de ruido de mayor ı́ndice
de degradación y más difı́cil de tratar; nos referimos al ruido impulsivo, también
llamado sal y pimienta, puesto que presenta valores extremos de puntos comple-
tamente blancos o completamente negros de manera aleatoria. La idea general
es construir un estimador que sea capaz de adaptarse a la naturaleza del ruido
presente en la imagen y que no sigue un patrón especı́fico.
El modelado en este nuevo contexto nos lleva a asumir un conocimiento li-
mitado acerca de la fdp del ruido en la imagen, por lo que se propone usar los
datos mismos para obtener una estimación no paramétrica mediante entropı́a del
término de log-verosimilitud [50, 51, 52]. Entonces, este término será optimizado
junto con el término log-CAM para obtener la imagen segmentada en regiones.
4.1. Log-verosimilitud aproximada por estimación
de entropı́a.
4.1.1. El problema general de regresión.
Una amplia variedad de aplicaciones en procesamiento de señales e instrumen-
tación se basan en análisis por modelado estadı́stico. Una de las herramientas
más utilizadas para tratar este problema es el modelo clásico de regresión lineal
yi,j = x
>
i,jθi,j + ei,j, con e ∼ p(e), (4.2)
donde y representa la respuesta a x variables explicativas para i = 1, . . . , N y
j = 1, . . . ,M , y a un sistema parametrizado por θ, un conjunto de parámetros
funcionales asociado a los datos (x, y), que han de ser estimados por algún proce-
dimiento de identificación si las variables x son conocidas, pero si los parámetros
θ son conocidos y las variables x son desconocidas, la estimación se realiza con
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respecto a x, o bien, la estimación puede realizarse para ambos (deconvolución
ciega). Las variables e son los errores, que modelan el sistema como un conjunto
de procesos aleatorios independientes e idénticamente distribuidos de acuerdo a
p(e). Cabe señalar que la ecuación (4.2) es equivalente a la ecuación (1.1).
Una extensión natural del modelo de regresión lineal es el modelo de regresión
no lineal, donde ahora el modelo se basa en una función parametrizada f(·)
yi,j = f(x, θ)i,j + ei,j, con e ∼ p(e). (4.3)
Esta función es no lineal con respecto a los parámetros; se considera su uso
debido a que, en muchas aplicaciones de procesamiento de señales, se ha puesto
de manifiesto que el uso de funciones no lineales puede proveer un modelado
más realista. Las perturbaciones que afectan el sistema bajo análisis, también se
modelan como procesos estocásticos [52].
Existen algunas técnicas para la estimación de θ, por ejemplo mı́nimos cua-
drados (least squares, LS), máxima verosimilitud (maximum likelihood, ML), entre
otras. En esta parte se introduce un nuevo enfoque de estimación de máximo a
posteriori (MAP), basado en la minimización de la entropı́a de una versión esti-
mada de la densidad de los errores (p̂n,h(e)).
4.1.2. Estimadores de entropı́a (EE) para la función de densi-
dad del término de verosimilitud.
Un procedimiento clásico para estimar x cuando θ se conoce, se basa en la de-
terminación de una función de costo o criterio J (x), el cuál varı́a en función ψ(·)
de los residuos o ruido e(x), donde
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Este es el caso, por ejemplo, del estimador de máxima verosimilitud











Para que este estimador tenga un desempeño óptimo se requiere que toda la in-
formación acerca de la distribución p(e) esté disponible. Cuando el conocimiento
acerca de esta distribución es impreciso o equivocado, el estimador puede ser
subóptimo; más aún, bajo ciertas circunstancias, en procesamiento de imágenes,
puede resultar en un problema mal planteado (ill-posed) o producir ruido excesi-
vo, ası́ como causar suavizado de los contornos. La regularización del estimador
ML proporciona un enfoque más efectivo, el estimador de máximo a posteriori
(MAP), que reduce el ruido y el suavizado al mismo tiempo.
Nuestra propuesta para un nuevo esquema de estimación MAP es usar el CAM
semi-Huber introducido en la sección 2.3 junto con un estimador de tipo kernel
tomado de los trabajos [50, 51, 52] para obtener un criterio basado en la entropı́a
de la función de probabilidad aproximada (p̂n,h(e)) (primer término de la ecuación
(4.1)). De esta forma, el término − log p(y|x) se construye con base en la entropı́a
de una versión estimada de la distribución p(e).
Una primera propuesta se deriva de los trabajos de Pronzato y Thierry [53, 54,
55], donde la aproximación se obtiene usando estimadores kernel clásicos que
usan la distribución empı́rica del vector aleatorio e1,1, . . . , en,n, como se muestra
en la siguiente expresión:







Kh (e− ek,l) . (4.7)
El factor K(·) es una función kernel ponderada que satisface ciertas condiciones,
tratadas en los trabajos de Masry [56], y retomados posteriormente por Devroye
[57, 58, 59, 60], Berlinet [61], y Loader [62]. El parámetro h, denominado ancho
de banda, está dado en función del tamaño de la muestra n y puede considerarse
como una secuencia de números positivos que debe cumplir con que h → 0 y
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nh → ∞ cuando n → ∞. La consistencia uniforme de p̂n,h(e) y su convergencia
hacia p(e) depende de un procedimiento conveniente para la selección de un an-
cho de banda adecuado. Un método rápido y sencillo es la técnica propuesta y
desarrollada por Terrell [63, 64].
Suponiendo que p̂n,h(e) converge y es consistente, tal que p̂n,h(e) → p(e), en-
tonces el criterio de entropı́a sobre p̂n,h(e) puede ser aproximado a − log p(y|x). El
hecho de que la entropı́a de una función de densidad de probabilidad (fdp) es in-
variante a la traslación permite considerar un artificio matemático práctico para
construir un mejor criterio, basado en un vector de residuos extendido, el cual
está dado por:
eE = {e1,1(x), . . . , en,n(x),−e1,1(x), . . . ,−en,n(x)},
y con una selección adecuada para h, el criterio queda definido como





f(x) log f(x)dx. (4.9)
Entonces, una primera versión del estimador de la entropı́a de máximo a poste-
riori (MAPEE), asumiendo que la fdp del ruido es desconocida, puede construirse
a partir del hecho de que − log p(y|x) puede ser aproximado por la entropı́a de una
versión estimada p̂n,h(e) de la distribución p(e), que es HA (p̂n,h(eE)), ası́:
x̂MAPEE = arg mı́n
x∈X
(HA (p̂n,h(eE))− log g(x)) . (4.10)
El segundo término de la ecuación (4.10) corresponde al CAM semi-Huber, ecua-
ción (2.11).
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4.2. Estructura del kernel.









donde h > 0 es un parámetro conocido como el ancho de banda (factor de sua-
vizado). El problema fundamental en estimación de densidades de probabilidad
haciendo uso de funciones kernel radica en dos cuestiones principales: la se-
lección de un valor adecuado para h y la selección de una estructura kernel
adecuada simultáneamente. La selección de un núcleo K(z) determinado podrı́a
depender de qué tan suave o regular es la distribución objetivo p(e) [65].
Tomando como referencia los trabajos [50, 51, 52], donde se hace un análisis
y comparativa de algunas estructuras kernel de las más usuales, se seleccio-
naron los núcleos de Hilbert [60] para aplicarlos en el presente desarrollo. Esto
debido a los resultados presentados en los artı́culos referidos, y principalmente,
porque su forma es tal que evita el problema de la selección del ancho de ban-
da; su desempeño depende de otros parámetros cuya selección es bastante más
simple. Entonces, se elimina en p̂n,h(e) la dependencia de h y sólo permanece la
dependencia del tamaño de la muestra n, es decir, p̂n(e).
4.2.1. El núcleo de Hilbert.
La función Kh(z) = 1/(hd)K(z/h) se considera equivalente a K(u) = 1/||u||d, donde











La consistencia de esta clase de estimadores se demuestra en [60]. La estimación
de la densidad por núcleos de Hilbert de orden k es una subclase de estos esti-
madores que evita los picos infinitos producidos durante la estimación; para el
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caso de una dimensión y usando el valor de k = 2, la estimación de la función de










donde Deni,j = ‖z − zi‖2d + ‖z − zj‖2d, Vd es el volumen de la esfera unitaria en
Rb y || · || denota la distancia métrica L2 sobre Rd. Finalmente, se asume que
p̂n(z) → p(z) al menos en probabilidad para todo valor de z. Para una adecuada
selección de d y k este estimador se puede considerar “asintóticamente eficiente”.
Por otra parte, el gran potencial de estas herramientas no paramétricas ha sido
puesto de manifiesto en trabajos relativamente recientes [66, 67, 68, 69, 70, 71]
aplicándolas a diferentes problemas de procesamiento de señales.
4.3. Estimador de entropı́a de máximo a posteriori
(MAPEE).
En esta sección se deduce la estructura completa de la función de costo para
el estimador denominado x̂MAPEE, derivado de la ecuación (4.1). Básicamente se
trata de sustituir en la ecuación (4.10) el primer término ya descrito con los desa-
rrollos de las secciones 4.1 y 4.2; y en el segundo término, − log g(x), el modelo
CAM semi-Huber de la sección 2.3. En ese sentido, la forma completa del nuevo
estimador de la entropı́a de máximo a posteriori para segmentación de imágenes
degradadas con ruido no Gaussiano es:
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donde HA se obtiene a partir de la ecuación (4.9) y la función ρ1(x) está dada de










, con ∆0 > 0.
4.4. Segmentación de imágenes con ruido impulsi-
vo.
Para evaluar el desempeño del nuevo enfoque propuesto de estimación MAP de
la entropı́a en segmentación de imágenes, se presenta una serie de experimentos
realizados con las imágenes que se muestran en la figura 4.1. La figura 4.1a) es
una imagen sintética generada en laboratorio, la cual permite obtener medidas
de error y realizar conteo de pixeles mal clasificados; la figura 4.1b) es una ima-
gen que corresponde a un corte del cerebro, en un intento de aplicar este nuevo
enfoque a imágenes médicas; por último, la figura 4.1c) es una imagen geográfi-
ca de una presa, utilizada previamente en los experimentos desarrollados en el
capı́tulo 3.
Figura 4.1: Imágenes utilizadas para los experimentos de segmentación con ruido im-
pulsivo.
Las tres imágenes fueron degradadas con ruido impulsivo mediante la función
imnoise(X,’salt&pepper’,0.15). El objetivo es obtener la segmentación de las
imágenes a pesar del ruido presente en ellas. Nuevamente, el proceso de minimi-
zación se realizó haciendo uso del algoritmo de Levenberg-Marquardt, donde se
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requiere un valor inicial X0 para comenzar la búsqueda del valor mı́nimo. Para
los experimentos realizados en esta parte, se presenta una comparativa entre los
resultados obtenidos mediante dos métodos: el primero, aplicando el nuevo en-
foque de estimación MAP de la entropı́a (MAPEE) correspondiente a la ecuación
(4.13), y el segundo, aplicando el enfoque de estimación MAP clásico presentado
en la sección 3.4, ecuación (3.9), que supone ruido Gaussiano en la imagen. Esto
con el fin de observar cómo el nuevo estimador se adapta mejor al tipo de ruido,
independientemente de su naturaleza.
El primer experimento realizado se llevó a cabo con la imagen sintética de la
figura 4.1a), tratando de separar lo más exactamente posible las tres regiones que
la conforman. La figura 4.2 muestra los resultados de segmentación obtenidos
a partir de la imagen degradada con ruido, para unos valores de parámetros
λ = 1 y ∆0 = 2, con un valor inicial X0 = 90. La figura 4.2a) muestra la imagen
degradada con ruido impulsivo, tal como se describió en el párrafo anterior; la
figura 4.2b) muestra la imagen segmentada; la figura 4.2c) muestra la diferencia:
imagen original menos imagen segmentada(X −Xs); y la figura 4.2d) muestra la
diferencia: imagen segmentada menos imagen original (Xs−X). Estas dos últimas
imágenes permiten contar el número de pixeles mal clasificados, es decir, que no
corresponden a su región original; por supuesto que lo que se espera en ellas
es que sean cuadros completamente negros, lo cual significa que ningún pixel
está fuera de su lugar.
Por otra parte, en la figura 4.3 se muestran los resultados de la segmentación
de la imagen sintética sin aplicar estimación de la entropı́a, es decir, aplicando el
estimador MAP bajo la suposición de ruido Gaussiano. Como en el caso anterior,
la figura 4.3a) muestra la misma imagen sintética degradada con ruido impul-
sivo, la figura 4.3b) muestra la imagen segmentada, y las figuras 4.3c) y 4.3d)
muestran el resultado de las diferencias X −Xs y Xs −X, respectivamente.
La tabla 4.1 incluye información acerca de tiempos de cálculo, número de pi-
xeles mal clasificados (n) y medidas de error: error medio cuadrático (EMC) y error
medio absoluto (EMA), obtenidos para cada uno de los métodos aplicados. Como
puede observarse, bajo la suposición de ruido Gaussiano, el resultado visual no
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Figura 4.2: Segmentación de la imagen sintética aplicando estimación MAP de la en-
tropı́a: a) imagen ruidosa, b) imagen segmentada, c)-d) diferencias entre imagen original
(X) e imagen segmentada (Xs).
parece tan bueno teniendo ruido impulsivo presente en la imagen, ya que en las
imágenes que representan las diferencias entre imagen original e imagen seg-
mentada, se presenta una mayor cantidad de puntos que no corresponden a las
regiones originales. Los resultados numéricos también confirman el mejoramien-
to producido con el nuevo enfoque de estimación de la entropı́a. Ciertamente con
su uso, los tiempos de cálculo se incrementan, pero a cambio, el error se reduce
significativamente.
Tabla 4.1: Resultados numéricos de las medidas de error y tiempos de cálculo para la
segmentación de la imagen sintética.
Método X0 ∆0 Tiempo (s) n EMC EMA
MAPEE 90 2 21.4438 58 0.1179 0.1374
MAP 110 60 12.4741 84 0.1216 0.3388
Para un segundo experimento se usó una imagen genérica del cerebro, tra-
tando de realizar una de las tareas más comunes con este tipo de imágenes, que
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Figura 4.3: Segmentación de la imagen sintética aplicando estimación MAP bajo la su-
posición de ruido Gaussiano: a) imagen ruidosa, b) imagen segmentada, c)-d) diferencias
entre imagen original (X) e imagen segmentada (Xs).
es la división de la imagen en tres regiones: materia blanca, materia gris y lı́qui-
do cefalorraquı́deo. En la figura 4.4 se muestran los resultados de segmentación
obtenidos a partir de la imagen degradada con ruido impulsivo. La figura 4.4a)
muestra la imagen original, la figura 4.4b) muestra la imagen degradada, la fi-
gura 4.4c) muestra el resultado de segmentación aplicando MAPEE y la figura
4.4d) muestra el resultado de segmentación aplicando solamente MAP. La tabla
4.2 contiene información acerca de los valores utilizados para los parámetros de
cada estimador y sus correspondientes tiempos de cálculo.
Tabla 4.2: Resultados numéricos para la segmentación de la imagen del cerebro.
Método X0 ∆0 Tiempo (s)
MAPEE 90 110 457.9916
MAP 90 110 333.7739
Como puede observarse en la figura 4.4, usando estimación de la entropı́a
(MAPEE) se obtiene un mejor resultado que usando solamente estimación MAP.
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Figura 4.4: Segmentación de la imagen de un corte del cerebro: a) imagen original, b)
imagen ruidosa, c) imagen segmentada mediante MAPEE, d) imagen segmentada me-
diante MAP.
Por ejemplo, el fondo negro de la figura 4.4c) presenta una mayor cantidad de
manchas grises y de mayor tamaño que para el caso de la figura 4.4b); además,
en la región más clara de la imagen que representa la materia blanca, se puede
observar el mismo efecto.
Un tercer y último experimento se realizó con la imagen geográfica de una
presa que se muestra en la figura 4.1c). Para esta imagen el interés de la seg-
mentación radica en separar la región que representa la superficie del agua,
excluyendo el resto de los elementos. La figura 4.5 muestra los resultados de la
segmentación aplicando ambos métodos, y la tabla 4.3 presenta la información
relativa a la realización de estos dos procesos.
Tabla 4.3: Resultados numéricos para la segmentación de la imagen de la presa.
Método X0 ∆0 Tiempo (s)
MAPEE 100 130 957.1709
MAP 100 130 725.4942
Al igual que como ocurrió en el experimento anterior, resulta visualmente
perceptible que el estimador MAPEE mejora el resultado de la segmentación, para
el caso de ruido impulsivo, con respecto al enfoque previo donde se supone ruido
Gaussiano (MAP). Estos resultados lucen prometedores en el sentido de robustez
ante diferentes factores de degradación para diversos tipos de imágenes.
4.4. SEGMENTACIÓN DE IMÁGENES CON RUIDO IMPULSIVO. 53
Figura 4.5: Segmentación de la imagen geográfica de una presa: a) imagen original, b)
imagen ruidosa, c) imagen segmentada mediante MAPEE, d) imagen segmentada me-
diante MAP.
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Capı́tulo 5
Conclusiones y trabajo futuro
5.1. Conclusiones.
En el presente trabajo se ha abordado el problema de la segmentación de imáge-
nes degradadas con algún término de ruido aditivo, pudiendo ser éste de tipo
Gaussiano o no Gaussiano, dentro de un marco enteramente probabilı́stico.
De acuerdo al objetivo planteado al inicio del presente proyecto, un nuevo
modelo de campo aleatorio de Markov fue propuesto para construir un nuevo al-
goritmo para segmentación de imágenes. Se verificó, de acuerdo a los resultados
obtenidos, que esta propuesta se desempeña satisfactoriamente; los tiempos de
ejecución fueron similares y los resultados visuales de segmentación estuvieron
conformes con los obtenidos con otros modelos reportados en otros trabajos.
En el caso de los modelos de CAM utilizados como referencia, el Gaussiano
generalizado, de Welsh y de Tukey, se tuvieron que realizar bastantes pruebas
a fin de encontrar valores adecuados de los parámetros para un buen resulta-
do de acuerdo al tipo de imagen, puesto que al contar con un mayor número
de parámetros en su estructura matemática, se tienen más grados de libertad;
mientras que para el CAM semi-Huber, se obtuvieron buenos resultados de seg-
mentación con un número menor de pruebas, debido a que la determinación de
los valores adecuados es menos complicada por la menor cantidad de parámetros
que se deben ajustar. Cabe resaltar además, que el modelo propuesto arrojó ex-
celentes resultados en lo concerniente a medidas de error.
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Por otra parte, se introdujo también un nuevo enfoque para segmentación de
imágenes donde no sólo se puede considerar ruido Gaussiano, sino también otro
tipo de factores de degradación. En esta segunda etapa del proyecto, se utilizaron
imágenes afectadas por ruido impulsivo, que es uno de los más degradantes
y difı́ciles de tratar. De acuerdo a lo observado en los experimentos, se pudo
comprobar que este nuevo enfoque produce muy buenos resultados en el sentido
de robustez, adaptándose a la naturaleza del tipo de degradación presente en la
imagen.
Algunos de los experimentos presentados se realizaron con imágenes geográfi-
cas debido a que se pretende aplicar estos nuevos modelos al análisis de este tipo
de imágenes, tales como inventario de recursos hidráulicos, estudio de suelos,
entre otras.
5.2. Trabajo futuro.
El presente trabajo ha sentado las bases para poder incursionar en nuevos
desarrollos sobre segmentación de imágenes digitales. Una de las posibilidades
está presente en los métodos de optimización. Aquı́ se utilizó el algoritmo de
Levenberg-Marquardt; esto abre una primera lı́nea para continuar la investiga-
ción en el sentido de utilizar otros métodos de optimización para observar los
tiempos de cálculo y tratar de reducirlos.
Otra de las posibilidades se hace presente en la implementación de los nuevos
algoritmos aquı́ propuestos en lenguajes de alto nivel, de tal manera que puedan
ser aplicaciones ejecutables e independientes de la plataforma de programación;
esto con el fin de poder contar con un conjunto de herramientas accesibles y
disponibles en cualquier ámbito para cualquier persona.
Una lı́nea más de continuación en el presente proyecto, puede ir orientada en
el sentido de los nuevos desarrollos de hardware y software en lo que se refiere
a equipo de cómputo especializado para procesamiento. Con los últimos avances
tecnológicos, ya existen en el mercado equipos con capacidades superiores, pro-
piamente los procesadores multinúcleo. Es ahı́ donde se van generando nuevos
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entornos de programación, especı́ficamente lo que se ha denominado paralelismo,
de tal manera que introducirse en este campo puede permitir mejorar los proce-
sos que aquı́ se han desarrollado, haciendo uso eficiente de todos los núcleos
de procesamiento disponibles, distribuyendo tareas de manera paralela, lo que
necesariamente se traducirı́a en una reducción considerable de los tiempos de
procesamiento.
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H. Knutsson, “Tensor field regularization using normalized convolution and
Markov random fields in a Bayesian framework,” Visualization and Proces-
sing of Tensor Fields, pp. 381-398, 2006.
[12] M. Martı́n-Fernández, C. F. Westin and C. Alberola-López, “3D Bayesian re-
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Apéndice B
Breve C. V.
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