Statistical approaches for estimating and drawing inference on the correlation between two biomarkers that are repeatedly assessed over time and subject to left-censoring because minimum detection levels are lacking. We propose a linear mixed-effects model and estimate the parameters with the Monte Carlo expectation maximization (MCEM) method. Inferences regarding the model parameters and the correlation between the biomarkers are performed by applying Louis's method and the delta method. Simulation studies were conducted to compare the proposed MCEM method with existing methods including the maximum likelihood estimation method, the multiple imputation method, and two widely used ad hoc approaches: replacing the censored values with the detection limit or with half of the detection limit. The results show that the performance of the MCEM with respect to relative bias and coverage probability for the 95% confidence interval is superior to the detection limit and half of the detection limit approaches and exceeds that of the multiple imputation method at medium to high levels of censoring, and the standard error estimates from the MCEM method are close to ideal. The maximum likelihood estimation method can estimate the parameters accurately; however, a nonpositive definite information matrix can occur so that the variances are not estimable. These five methods are illustrated with data from a longitudinal human immunodeficiency virus study to estimate and draw inference on the correlation between human immunodeficiency virus RNA levels measured in plasma and in cervical secretions at multiple time points.
limit of detection were not measurable [3, 4] . Because of biologic compartmentalization, the two values are expected to differ [5] , but the level of correlation is a matter of research interest that is obscured by problems caused by the lower limit of detectability. To address left-censored data of this type, two ad hoc approaches have been widely applied: replacing the censored values with the detection limit (DL) or with half of the detection limit (HDL), or with some other arbitrary value related to the DL. However, the validity of these ad hoc approaches is questionable because the variability of the observations is artificially reduced. Another potential approach for handling left-censored data is multiple imputation (MI) [6, 7] . Rather than filling in the censored observations with a single value, an imputation model is used to impute multiple values for the censored observations and the usual analysis is then performed with the multiply imputed 'complete' data sets.
With a single biomarker subject to left-censoring, a maximum likelihood (ML) approach has been proposed in which the censoring information is incorporated into the likelihood of the observed data [8] [9] [10] to estimate the association of the biomarker (i.e., HIV RNA level) with exposure to treatment (i.e., treatment with antiretroviral therapy). However, little research has been conducted to address associations/ correlations between bivariate repeated measurements (e.g., HIV RNA level in two types of specimens) with censoring. Hamlett et al. [2] studied the multivariate repeated measurements problem without censoring by maximizing the likelihood, but a method for inferences regarding the correlation parameters was not addressed. Roy [11] further generalized the method in [2] to allow the measurement errors to be correlated over time. Lyles et al. [12] studied the bivariate censoring problem without repeated measurements by optimizing the likelihood and drawing inferences with a profile likelihood approach. Hughes [8] studied the repeated measures with censoring problem for a single biomarker but the inferences focused only on the fixed effect parameters. Thiebaut et al. [13] studied bivariate correlation between CD4 count and HIV RNA viral load with informative drop-out among HIV sero-positive patients; however, only one biomarker (i.e., HIV RNA viral load) was subject to left-censoring and the focus was on estimating HIV treatment effect, also it was assumed that correlations between biomarkers were completely explained by random effects for each biomarker and there was no correlation between measurement errors. Albert [14] studied the modeling of two repeatedly measured simian immunodeficiency virus (SIV) viral loads using two different assays with a single random intercept for both viral loads, and the focus was on finding the best design strategy to selectively perform the more accurate and expensive SIV viral load assay only on a subset of individuals to reduce cost and maintain accuracy. When the availability of two assays is not an issue (e.g., pilot study) and the focus is on estimating and inference on correlations, then more accurately modeling the covariance structure becomes important; it is desirable to allow the covariance structure to be flexible [2, 11] and use the data to estimate the parameters in covariance under the general framework.
To our knowledge, only Hopke et al. [15] addressed multivariate repeated measures with left censoring and relatively general covariance structure and proposed a multiple imputation algorithm. However, left-censoring because of a minimum detection level does not satisfy the 'missing at random' condition [16] typically assumed in multiple imputation because an observation is left-censored only when the value is lower than the detection limit; hence the pattern of missingness depends on the missing values, and the performance of the multiple imputation in the case of left-censoring needs to be examined. In this paper, we propose a maximum likelihood approach to address the bivariate repeated measures censoring problem using Monte Carlo expectation maximization (MCEM) and compare it with the two common ad hoc approaches, DL and HDL, and the MI approach [15] . An alternative to the MCEM method is the maximum likelihood estimation (MLE) method in which the likelihood function is approximated by a quadrature and then optimized using a modified Newton-Raphson algorithm [9] . The observed information matrix is obtained with numerical differentiation. We also compare the MLE method to our MCEM approach.
We first briefly review the multivariate mixed-effects model, then describe estimation and inference procedures for uncensored data, and for censored data based on the DL, HDL, MI, MLE, and the proposed MCEM methods. Details of the derivations of the formulas in the methods section are given in the supplemental information. The performances of these five methods: DL, HDL, MI, MLE, and MCEM, are compared via simulation studies. The methods are applied to data from a longitudinal HIV RNA study, which involved the estimation and inference of correlations between HIV RNA levels in cervical secretions and in plasma measured repeatedly over time. Finally, we discuss limitations and possible extensions of the MCEM approach.
where
The log-likelihood can be maximized with respect to ™ using the Newton-Raphson algorithm or other numerical optimization algorithm [18] . The observed information matrix I y . O ™ uc / at the MLE, O ™ uc , can be obtained using numeric differentiation for the negative secondorder derivative of the log-likelihood. For the model considered in this paper, an analytic formula is also available (Equation (A.3) in the supplemental information). Inferences about Q ™ can be made using the transformed parameters˜D g.™/, log square root transformation on the variances, and Fisher'ś -transformation (without the constant 1=2/ for the correlation parameters [18, 19] 
The advantage of drawing inferences using˜is that the ranges of the components of˜are not constrained. The observed information for˜with the MLE estimate O ™ uc is
where Õ uc D g. O ™ uc /, and J. / is the Jacobian matrix for the transformation ™ D g 1 .˜/. S y . / is the gradient of the uncensored log-likelihood (supplemental information). The variance of Õ uc can be approximated by Q I y . Õ uc / 1 . The 100.1 ˛/% confidence interval for˜is given by Õ uc= 2 q diag. Q I y . Õ uc / 1 /;where´˛= 2 is the upper 100*˛=2 th percentile of standard normal distribution.
Transforming back to the original scale, Q ™, yields the corresponding confidence intervals. For inferences about , to which the Fisher's´-transformation has been applied, we use the delta method [20] to obtain
where O uc is generated by Equation (4) with ™ replaced by the MLE O ™ uc , With the DL and HDL methods, the censored data are replaced by the values of the detection limits and half of the detection limits, respectively, and the methods above for uncensored data are applied.
Multiple imputation
Multiple imputation is an alternative approach for handling missing data because of censoring. Hopke et al. [15] applied the MI method to impute missing and left-censored data because of detection thresholds. The missing data and the left-censored data were imputed differently: the former was imputed based on a normal distribution given the observed data, parameter vector, and imputed values for the left-censored data and the latter was based on a truncated normal distribution given the observed data, parameter vector, and imputed values for the missing data. We adopted their method to address leftcensored data without the presence of other types of missingness. Specifically, a Gibbs sampler method described below was used. Starting from an initial estimate, ™ .0/ , and initial imputed values for censored biomarkers, the following three steps are performed iteratively:
where t indexes the iteration. A set of M (say 5) imputations for the censored y values are drawn to yield M complete sets of data and the methods described above for uncensored data are applied to each complete data set. The parameter estimates and variance estimates of the transformed parameters˜and Q from the different data sets are then combined as in [21] to obtain the MI estimate, variance estimate, and degrees of freedom. The introduction of random effects into the Gibbs sampler simplifies the random sampling. Because the conditional distribution in Step 3 is a product of truncated univariate normal distributions and truncated bivariate normal distributions, the censored values can be drawn easily.
Maximum likelihood estimation method
An MLE method for left-censored HIV viral loads was proposed in [9] . By rearranging the order of data in vec.y i / T according to vec.C i / to put all observed data before censored data y oT i ; y cT i for each subject, the permuted underlying variance matrix can be written as
where V 
i is the number of censored data for subject i, Q c ik ; 1 6 k 6 n c i are the components of Q c i . The Fortran subroutine SADMVN by Genz [22] was used to compute the integrals, which works well when the size of the integral (i.e., n c i / is less than 10. The Marquardt algorithm [23] was used on the log-likelihood with respect to the following parameters: the fixed effect parameters and the Cholesky factorizations of ‰ and †, to find the optimum. The optimization algorithm is stopped if the sum of squares of changes in parameter estimates, the absolute change in log-likelihood, and the normalized gradients are less than some tolerance values or maximum number of iterations has been reached. After stopping of the optimization, the second-order finite difference method on the negative log-likelihood with respect to the original parameter ™ was used to get the observed information matrix. The variance-covariance matrix was estimated by the inverse of the observed information matrix. The inferences on the correlations were conducted with delta method. One limitation of the MLE method is that the algorithm can generate a nonpositive definite estimated information matrix because the use of the quadrature method for the approximation of the multivariate normal cumulative distribution function has limited precision, and the numerical approximation of the second derivative of the log-likelihood function also has error. In the case of a nonpositive definite matrix, variance estimates cannot be obtained easily. Other methods such as bootstrapping [24] may be used although they are computationally intensive.
Monte Carlo expectation maximization
Our MCEM method is as follows: let the complete data be f.Q i ; C i ; y i ; b i ; © i /; 1 6 i 6 mg, the E-step is
where the expectations are evaluated at the value of the current parameter estimate for ™, T on y i respectively, then computing the expectations conditional on .Q i ; C i /. We calculate the first-order and second-order moments of u i conditional on .Q i ; C i / as follows:
where u l i is drawn from the truncated normal distribution p.u i jQ i ; C i / using a Gibbs sampler [8] and L is the number of draws.
The M-step is,
The derivation of O † is similar to that of O ‰ [25] because b i is independent from © i and the rows of © i are independent of one another. The log-likelihood with the complete data has a similar functional form in terms of ‰ and †. We note the last equation in (11) differs from the approach in [8] in that a 2 2 matrix for † instead of a scalar is estimated, corresponding to a more general covariance structure for the measurement errors. The EM algorithm is stopped when the relative changes in the parameters are less than a tolerance value or the maximum number of steps has been reached. The size of Markov chain is adjusted adaptively at each EM step by comparing the absolute changes in the estimates of fixed effect parameters to the Monte Carlo standard errors of the fixed-effects parameters [8] .
Using Equations (3.1') and (3.2') in [26] , the observed information on the censored data f.Q i ; C i /; 1 6 i 6 mg is equal to
Inference based on the MCEM approach is similar to that for uncensored data (Equations (6), (7) and (8)). The uncensored data estimate O ™ uc , the gradient S y . O ™ uc /;and the information matrix I y . O ™ uc / are simply replaced by the corresponding censored versions. Software implementing the MCEM algorithm in C and Fortran is available to readers upon request.
Note that the MI method has been modified by Fitzgerald et al. [27] to be in the spirit of an EM approach. Instead of drawing ™ .t / from the conditional distribution (Step 2 of MI), ™ .t / assumes the values of the MLE based on the current data while the other steps remain the same. This corresponds to a variation of the MCEM method in terms of parameter estimation. Consider the joint distribution p.y; b; Q; CI ™/ where y is the uncensored data, b denotes the random effects, and Q and C are the censored data and censoring indicator, respectively. The MCEM approach first determines the MLE for ™, assuming y and b are known, then takes the conditional expectation of the MLE estimate on Q and C at the current parameter estimate. The modified MI method finds the MLE for ™ using the imputed data, then takes the expectation of the estimate over the imputed data sampled from p.yjQ; C/, which is in fact the Monte Carlo expectation. The advantage of the MCEM is that the information matrix for all the parameters can be used for making joint and robust inferences about the parameters [24] .
Simulation studies
To compare the DL, HDL, MI, MLE, and MCEM methods, six sets of simulations under model (1) For the number of subjects, we considered two scenarios: 300 subjects with 120 subjects having three repeated measures of each of the two biomarkers, and 180 subjects having four repeated measures; 100 subjects with 40 subjects having three repeated measures, and 60 subjects having four repeated measures. These values were chosen so that the simulated data would be similar to the HIV example described below. We first simulated values of y, then the sample quantiles corresponding to the censoring levels for each biomarker were found; any simulated values below the corresponding quantiles for the biomarkers were censored. Five hundred data sets were generated under each set of assumed conditions and the five methods were applied to each simulated data set. The DL and HDL methods were computed with R function lme. For the MI method, the following prior parameters were used: flat prior on the fixed effect parameters, inverse Wishart distribution with df D 2 and covariance parameter 0:5I 2 on both ‰ and †. The Markov chain was started using the estimates from the HDL method with censored values imputed as HDL and then iterated 1800 steps. The values at step 1000, 1200, . . . , 1800 were used for multiple imputation. For both the MLE and MCEM approach, the initial values for the parameter ™ were set to the corresponding estimates from the HDL method. The following settings were used in our computation with the MLE method, that is, the tolerance for quadrature of multivariate normal was 0.001; the three convergence values related to the sum of squares of changes in parameter estimates, the absolute change in log-likelihood, and the normalized gradients were all set to 0.001; the maximal number The methods were compared with respect to mean relative bias, relative mean squared errors (relative MSE) and coverage probability of the 95% confidence interval [9, 28] for DL, HDL, MI, and MCEM. The references for mean relative bias and relative mean squared errors were both the true parameters. For simplicity, we will call mean relative bias simply as relative bias. We computed the empirical estimates of parameter estimates over the iterations for the MLE method and MCEM. Because the MLE method does not provide a confidence interval on the variance parameters and correlations, and more importantly the observed information matrices for the method were not positive definite in 68 (13.6%) simulations at N D 300 and the highest censoring proportions, the ratios of model-based standard error estimate (square root of mean variance estimates on parameters) to the empirical standard error (sample standard deviation of parameter estimates) were computed to assess the standard error estimates of the MLE method and MCEM. Only the simulations with positive definite information matrices were used when calculating the empirical mean and ratio of standard errors for the MLE method.
The results for N D 300 subjects are given in Tables I and II . With a low censoring proportion: (0.20, 0.10), the relative biases of DL and HDL forˇ1,ˇ2, , are orders of magnitudes larger than the relative biases of MCEM, and are approximately two to three times greater than the relative biases for MI. The relative biases of DL and HDL in estimating the random effect correlation r are about three times the relative bias for MCEM and smaller than the relative bias for MI: 0:7%, 0:6%, 1:7%, and 0.2% for DL, HDL, MI, and MCEM, respectively. The relative MSE for the four methods: DL, HDL, MI, and MCEM are more comparable, especially for the parametersˇ2, 2 r22 , r , e , . The coverage probabilities with DL and HDL mostly differ from the target 95%, except for r and e . The coverage probabilities for with DL, HDL, MI, and MCEM are 87.8%, 90.2%, 95.4%, and 95.4%, respectively. The coverage probabilities for all parameters with MCEM generally vary around 95% with a minimum coverage probability of 91.6% forˇ1, and a maximum coverage probability of 96.2% for Cens. Prop., censoring proportions (left-censoring) for biomarkers 1 and 2. relBias, mean relative bias with respect to the true parameter; relMSE, relative mean squared errors, defined as mean of (estimate -true parameter)ˆ2 / true parameterˆ2; CovProb, coverage probability of 95% confidence interval. The numbers in the parenthesis in the header row are the true parameter values.
e . The coverage probabilities with MI have more variability, with a minimum of 50.4% for 2 e11 and a maximum of 96.6% with e . In terms of empirical mean, the results from the MLE method and MCEM are almost identical, which are both close to the true values, and the ratios of standard errors for the MLE and MCEM methods are similar, both varying around 1. In this case, all the estimated information matrices for MLE method are positive definite.
As the censoring proportions increase, the DL, HDL, and MI methods perform significantly worse. The performance of MCEM is also detrimentally affected, but it still remains within an acceptable range. For example, with DL and HDL, the relative biases for 2 r11 increase from 34:6% and 28:4%, respectively, at the lowest censoring proportions to 80:7% and 75:7%, respectively, at the highest censoring proportions. With MI, the relative bias for , respectively, while they all remain around 95% with MCEM. The relative biases for r with DL, HDL, MI, MCEM at the high censoring proportions are 4:4%, 3:7%, 12:9%, 1.2%, respectively, so that DL and HDL perform better than MI. The same is not true for e where MCEM performs better than MI, followed by HDL and DL. The order of performance for the coverage probabilities of r and e follows the same pattern. For the correlation parameter , the relative biases for DL, HDL, MI at the low censoring proportions are 3:4%, 2:8%, 1:1%, respectively; 15:9%, 14:0%, 11:6% at the high censoring proportions. In contrast, the relative bias for with MCEM is 0.0% at the low censoring proportions and 0.1% at the high censoring proportions. The coverage probabilities for with DL, HDL, MI, MCEM at the high censoring proportions are 15.8%, 21.4%, 59.4%, and 95.0%, respectively. The empirical estimates of parameters for the MLE and MCEM methods are still similar at medium and high levels of censoring proportions. No simulation and 68 simulations out of 500 produce nonpositive definite information matrices at medium and high levels of censoring, respectively, with the MLE method. The ratios of standard errors for the MLE method at high levels of censoring are similar to those for the MCEM method when restricted to the simulations with positive definite information matrices.
With a smaller sample size (number of subjects D 100), the relative biases of these four methods DL, HDL, MI, MCEM (Table III) remain similar to those observed with the larger sample size; the relative MSE of all four methods increases; the coverage probabilities for all parameters with DL, HDL, MI improve, but are still quite different from 95% for the variance parameters at the medium and high censoring proportions. The improvement in coverage probabilities can be attributed to the larger variance estimates for the parameters at the smaller sample size. The coverage probabilities for all parameters with MCEM remain at the 95% nominal level. The empirical estimates of parameters and the ratios of standard errors for the MLE and MCEM methods still follow the same pattern as in the N D 300 case (Table IV) . The ratios of standard errors for the MLE method are similar to the N D 300 case; the numbers of nonpositive definite information matrices at N D 100 case were 1 (0.2%), 3 (0.6%), 62 (12.4%) for low, medium, and high levels of censoring, respectively.
Overall, the MCEM approach performs the best among DL, HDL, MI, MCEM in terms of relative bias, relative MSE, and coverage probability across all values of the censoring proportions except for one parameter, e . MCEM has negligible relative bias (< 0:001) for at low to medium levels of censoring, and only slightly overestimatesˇ1, r , and underestimatesˇ2 and 2 r11 . The standard error estimates from the MCEM method are close to ideal. The performance of the MLE method is similar to that of the MCEM method in terms of parameter estimates as they both aim to obtain the MLE but using different numerical methods: one uses quadrature for likelihood and general optimization and the other uses Monte Carlo approximation to the EM algorithm. However, the MLE method is likely to result in nonpositive definite information matrices particularly at high censoring proportions or when the sample size is small. The MI method performs better than the DL and HDL in terms of relative bias, relative MSE, and coverage probabilities at all levels of censoring proportions for all parameters except for r and 
Application
The data that we used to illustrate the methods is from the Women's Interagency HIV Study (WIHS), multicenter longitudinal study of HIV infection in US women. A random sample of 248 HIV seropositive women was selected from the WIHS to study the correlation of HIV viral loads measured in the cervix and in plasma. The cervical HIV RNA levels and plasma HIV RNA levels were assessed at semi-annual visits, with the number of visits ranging from one to four (1.5 years of follow-up). The total number of person-visits was 1664. A significant proportion of HIV RNA levels was left censored: 57% of cervical HIV RNA and 26% of plasma HIV RNA values, with corresponding censoring values of 50 and 80 copies/mL, respectively. The proportions of person-visits with left censoring on both HIV RNA levels, cervical HIV RNA only, and plasma HIV RNA only were 23%, 34%, and 3%, respectively. The objective in this example is to assess the degree to which the cervical and plasma HIV RNA levels are correlated. We applied the DL, HDL, MI, MLE, MCEM methods to the log10 transformed HIV RNA data. The results are shown in Tables V and VI. Generally, the parameter estimates and confidence intervals from the DL and HDL are similar to each other but differ from the MI and MCEM results; the MI results differ from MCEM. The MLE method and MCEM have almost the same parameter estimates but their standard error estimates are slightly different. Specifically, the estimate of mean log10(cervical HIV RNA) is much higher with DL and HDL than with MI, MLE, and MCEM. On the original scale for cervical HIV RNA, the estimates for the geometric mean HIV RNA level from DL and HDL are 288 (D 10ˆ2.46) and 194 (D 10ˆ2.29) copies/mL respectively; the estimates from MI, MLE, and MCEM are 72, 28, 28 copies/mL respectively. Notice that 57% of cervical HIV RNA levels were below the detection limit of 50 copies/mL. The estimates from MI, MLE, and MCEM therefore appear to be more plausible. The estimates for the geometric mean level of plasma HIV RNA from DL, HDL, MI, MLE, and MCEM methods are 1950, 1622, 912, 1148, 1148 copies/mL, respectively.
As expected, the DL and HDL estimates of the variance parameters are smaller than those from the MI, MLE, and MCEM methods. The MLE and MCEM methods yield higher variance estimates for , so that inferences based on these parameters for MI may not be correct. We note that the DL and HDL correlation estimates for both the random effects and measurement errors are very similar. The estimate for r is higher with MCEM compared with the corresponding DL and HDL estimates, which in turn are higher than the MI estimate. The estimates for e with MCEM and MI are similar and both are higher than the DL and HDL estimates. The final estimate and 95% confidence interval for , the correlation between cervical HIV RNA and plasma HIV RNA, are 0.58 (95% CI: 0:53 0:63) with DL; 0.58 (95% CI: 0:52 0:63) with HDL; 0.57 (95% CI: 0:50 0:64) with MI; and 0.66 (95% CI: 0:60 0:71) with MCEM. The MLE and MCEM methods have the same estimates of the correlation 0.66 and standard error estimates 0.03. The DL, HDL, MI estimates are all similar to each other and lower than the MCEM estimate, which is consistent with the patterns observed in our simulation studies.
Discussion
In this paper we proposed an MCEM method with a bivariate mixed-effects model for parameter estimation and inference in the presence of repeated measures and left-censoring. The performance of this method was shown in our simulations to be superior to the DL, HDL, and MI approaches with respect to relative bias, relative MSE, and coverage probability. Even at high censoring proportions, the MCEM still performs very well, while the DL, HDL, and MI perform poorly. Although the MLE method can also estimate parameters accurately, our simulations showed that nonpositive definite information matrices occur frequently, particularly at high levels of censoring, and therefore cannot serve as an alternative method for MCEM. In this paper, data from an HIV study was used to illustrate the proposed method but the approach naturally extends to other fields in which repeated measurements and censoring of biomarker levels are both present.
We used a relatively straightforward model and covariance structure in our derivations. Some possible extensions to the proposed approach include adjustment for covariates, more complex random effects structures, more complex measurement error covariance structures, and the case of more than two variables or biomarkers. To incorporate covariates into the model, we need only to replace X in model (1) with the specific design matrix which includes the covariates and modifyˇaccordingly. To allow for more complex structures for the random effects, additional rows in the b i matrix will be needed. Some examples include random effects for both the intercept and the slope, multilevel random effects, etc. One extension to the measurement error covariance structure can be achieved by assuming vec. i / N.0; †˝G i /, where G i is an n i n i positive definite matrix with some defined structure: for example, compound symmetry or AR(1) structure [11, 17] . Finally, one could consider more than two variables in the mixed-effects model and estimate the intraclass correlation. The derivation of the latter, Copyright however, will be more mathematically complex and implementation will also be more computationally challenging.
We have not addressed model misspecification with regard to distributional assumptions or the linear regression model assumption. Li et al. [19] considered the goodness-of-fit problem under censoring without repeated measures; the case involving repeated measures and censoring has not yet been addressed. The complex covariance structure for bivariate repeated measurements in the presence of censoring makes the assessment of model fit extremely difficult and is a potential area of future research. 
