To investigate the normative trajectory of self-esteem across the life span, this meta-analysis synthesizes the available longitudinal data on mean-level change in self-esteem. The analyses were based on 331 independent samples, including data from 164,868 participants. As effect size measure, we used the standardized mean change d per year. The mean age associated with the effect sizes ranged from 4 to 94 years. Results showed that average levels of self-esteem increased from age 4 to 11 years (cumulative d ϭ 0.34; cumulative ds are relative to age 4), remained stable from age 11 to 15, increased strongly until age 30 (cumulative d ϭ 1.05), continued to increase until age 60 (cumulative d ϭ 1.30), peaked at age 60 and remained constant until age 70, declined slightly until age 90 (cumulative d ϭ 1.15), and declined more strongly until age 94 (cumulative d ϭ 0.76). Moderator analyses were conducted for the full set of samples and for the subset of samples between ages 10 to 20 years. Although the measure of self-esteem accounted for differences in effect sizes, the moderator analyses suggested that the pattern of mean-level change held across gender, country, ethnicity, sample type, and birth cohort. The meta-analytic findings clarify previously unresolved issues about the nature and magnitude of self-esteem change in specific developmental periods (i.e., childhood, adolescence, and old age) and draw a much more precise picture of the life span trajectory of self-esteem.
Self-esteem is by no means an immutable characteristic of individuals. People experience changes in their self-esteem, both in terms of temporary boosts or drops in their feelings of selfworth and in terms of long-term increases or declines in their general level of self-esteem. For example, successes at school, work conflicts, or harmonious family events may cause transient fluctuations in self-esteem (J. Crocker & Luhtanen, 2003; J. Crocker & Wolfe, 2001) . Also, stressful life events, such as a criminal victimization, and life transitions, such as beginning a satisfying romantic relationship, may lead to sustained changes in self-esteem (Luciano & Orth, 2017; Orth & Luciano, 2015) . But does self-esteem follow a typical, normative pattern of change across the human life course?
For a long time, the literature suggested that self-esteem does not show systematic change at any age (Wylie, 1979) . However, over the past one or two decades research has challenged this notion (for an early cross-sectional study, see Robins, Trzesniewski, Tracy, Gosling, & Potter, 2002) . Longitudinal studies have generally suggested that, on average, self-esteem increases from adolescence to middle adulthood, peaks at about age 50 to 60 years, and then decreases in old age (for reviews, see Orth & Robins, 2014, in press; Trzesniewski, Donnellan, & Robins, 2013) . Thus, a growing body of evidence suggests that self-esteem follows a normative trajectory across the life span, as has been found for many other personality characteristics such as the Big Five personality traits (Lucas & Donnellan, 2011; Roberts, Walton, & Viechtbauer, 2006; Soto, John, Gosling, & Potter, 2011 ) and people's general sense of control (Specht, Egloff, & Schmukle, 2013) .
However, important questions about the pattern of self-esteem development are still unanswered because the evidence has been inconsistent for some age groups, and also because some of these issues can hardly be resolved by any single study but can better be addressed with meta-analytic methods (below, we discuss the unresolved issues in detail). In the present research, we therefore synthesize the available data on mean-level change in self-esteem across the life course, with the goal of drawing a precise picture of the normative self-esteem trajectory from childhood to old age. Moreover, we test for possible moderators of mean-level change in self-esteem. Mean-level change is defined as change in the average level of a construct between two repeated assessments (e.g., separated by 1 year) of the same sample. When mean-level change is mapped on age, it is also referred to as normative change.
Understanding the life span development of self-esteem is important because research suggests that self-esteem truly matters for people's lives. Although researchers have debated whether selfesteem has any influence on important life outcomes (Baumeister, Campbell, Krueger, & Vohs, 2003; Krueger, Vohs, & Baumeister, 2008; Swann, Chang-Schneider, & Larsen McClarty, 2007 , a growing body of evidence supports the notion that self-esteem does have consequences for people's lives (for reviews, see Donnellan, Orth, 2017; . In particular, prospective studies suggest that self-esteem influences people's success and well-being in the domains of social relationships (M. D. Johnson & Galambos, 2014; Marshall, Parker, Ciarrochi, & Heaven, 2014; Mund, Finn, Hagemeyer, Zimmermann, & Neyer, 2015; Orth, Robins, & Widaman, 2012) , school and education (Trzesniewski et al., 2006; von Soest, Wichstrøm, & Kvalem, 2016) , work (Kuster, Orth, & Meier, 2013; Trzesniewski et al., 2006; von Soest et al., 2016) , physical health Trzesniewski et al., 2006) , and mental health (Orth, Robins, Meier, & Conger, 2016; Orth, Robins, & Roberts, 2008; Sowislo & Orth, 2013; Sowislo, Orth, & Meier, 2014; Steiger, Allemand, Robins, & Fend, 2014; Wouters et al., 2013 ; for a review, see Orth & Robins, 2013) . Importantly, research in this field allows for relatively strong conclusions because many of the studies used large and representative samples, controlled for prior levels of the outcomes, and controlled for confounding factors such as gender, socioeconomic status, intelligence, and life events.
Before reviewing the theoretical and empirical background on mean-level change in self-esteem, we provide a definition of the construct. Self-esteem is defined as a person's subjective evaluation of his or her worth as a person (e.g., Donnellan et al., 2011; MacDonald & Leary, 2012) . Thus, self-esteem is by definition a subjective construct and does not necessarily reflect objective characteristics of the person, or how the person is seen by others. It is therefore important to distinguish self-esteem from narcissism, as both constructs involve positive self-evaluations (Brummelman, Thomaes, & Sedikides, 2016; Orth & Luciano, 2015) . Self-esteem includes feelings of self-acceptance and a positive attitude toward the self, but does not necessarily imply that the individual feels superior to others (Rosenberg, 1965) . In contrast, narcissism is characterized by feelings of grandiosity and superiority, selfcenteredness, sense of entitlement, willingness to exploit others, and lack of empathy (Ackerman et al., 2011; Bosson et al., 2008; Morf & Rhodewalt, 2001 ). Thus, whereas narcissism is related to antisocial behavior and a negative view of others, high self-esteem is compatible with a prosocial, positive attitude toward others (Donnellan, Trzesniewski, Robins, Moffitt, & Caspi, 2005 ; Paulhus, Robins, Trzesniewski, & Tracy, 2004; Tracy, Cheng, Robins, & Trzesniewski, 2009 ).
Theoretical Perspectives on Self-Esteem Development
To date, no theories that focus on the life span development of self-esteem have been proposed. In the following, we therefore review theoretical perspectives that address specific developmental periods (e.g., childhood and adolescence) and related constructs (e.g., broader personality traits). Susan Harter's work (e.g., Harter, 2006a Harter, , 2006b Harter, , 2006c Harter, , 2012a ) focuses on the development of self-esteem during childhood and adolescence. With regard to mean-level change, Harter identified several processes that might cause a decline in self-esteem from early childhood to middle childhood (i.e., from about age 4 to 8 years). Ironically, although children show important socialcognitive advances during this period, the very advances may compromise children's self-esteem or, as Harter has put it, represent "liabilities" (Harter, 2006b (Harter, , 2012a . For example, 4-year-old children are not yet able to distinguish between their actual and their ideal competences. When interviewed about their self-views, children of this age describe their ideal self rather than their actual self (Harter, 2006b) . Later, when children learn to discriminate between their actual and ideal characteristics, this process leads to reduced positivity of self-descriptions. Young children also lack the ability to use social comparison information in their selfevaluation (Ruble, Boggiano, Feldman, & Loebl, 1980) . Again, when children overcome this cognitive limitation in middle childhood, it might lead to a decline in self-esteem (Harter, 2006a) . A third social-cognitive process is perspective taking. Whereas young children are not yet able to infer how the self is evaluated by significant others (e.g., parents and caregivers), by about age 8 children have considerably improved their social perspectivetaking skills (Harter, 2006a) . Thus, beginning in middle childhood, children's self-views are more strongly influenced by how others perceive them. Because not all persons with whom children regularly interact see them positively, many children will experience somewhat lower levels of self-esteem (Harter, 2006a) . According to Harter (2006c) , self-esteem further declines at the transition to adolescence, a decline that may be accounted for by even stronger emphasis on social comparison, less personal attention by teachers, and pubertal changes. In middle adolescence, however, self-esteem begins to recover, a process that may be explained by increases in personal autonomy, sense of control, and greater possibilities in choosing friends, peer groups, and activities that match the individual's personality (Harter, 2006c) .
With regard to adulthood, important background for understanding the development of self-esteem is provided by theory on personality development (for a review of theories in this field, see Specht et al., 2014) . In particular, neo-socioanalytic theory allows deriving hypotheses about mean-level change in self-esteem (Roberts & Wood, 2006 ; see also Roberts, Wood, & Caspi, 2008) . This theory suggests that adults typically develop in the direction of more mature personality traits, especially during young adulthood. The reason is that individuals assume many social roles (e.g., the roles of relationship partner, parent, employee, etc.) and that social roles involve social expectations about role-congruent behavior. For most social roles, these expectations include conscientiousness, agreeableness, and emotional stability (i.e., mature personality characteristics). Given that most individuals are committed to satisfying these expectations, many individuals gradually improve on these traits, a mechanism that has been called the social investThis document is copyrighted by the American Psychological Association or one of its allied publishers.
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ment principle (Roberts & Wood, 2006; Roberts et al., 2008) . Especially during young adulthood, individuals make the transition into many of these roles, by entering into working life, committing to a stable romantic relationship, having a first baby, and assuming additional social roles in the community (Hutteman, Hennecke, Orth, Reitz, & Specht, 2014) . Given that mature personality traits are associated with higher self-esteem (Robins, Hendin, & Trzesniewski, 2001; Watson, Suls, & Haig, 2002) and given that self-esteem is itself a personality characteristic that improves functioning in social roles , neosocioanalytic theory suggests that young adults show a relatively strong normative increase in self-esteem. During middle adulthood, most people further invest in their social roles, for example by taking on managerial roles at work, maintaining a satisfying relationship with their spouse or partner, and by helping their children to become responsible and independent adults (Hutteman et al., 2014) . Nevertheless, research on personality development suggests that the developmental pace in the direction of maturity fades (Lucas & Donnellan, 2011; Roberts et al., , 2008 Terracciano, McCrae, Brant, & Costa, 2005) , suggesting that the normative increase in self-esteem becomes smaller during middle adulthood.
For old age, however, neo-socioanalytic theory suggests that self-esteem no longer increases, but instead decreases, because old age frequently involves loss of social roles as a result of retirement and, possibly, widowhood. Correspondingly, research on the Big Five personality traits has shown negative changes in some traits in old age, such as conscientiousness (Lucas & Donnellan, 2011; Specht, Egloff, & Schmukle, 2011) . In addition to changes in social roles, aging often leads to negative changes in other possible sources of self-esteem, such as social relationships, socioeconomic status, cognitive abilities, and health (Baltes & Mayer, 1999; Wagner, Gerstorf, Hoppmann, & Luszcz, 2013) .
Research on subjective well-being may provide further relevant background for understanding the life span development of selfesteem (Diener, Suh, Lucas, & Smith, 1999; Luhmann, 2017) . For example, life satisfaction is stable, or tends to increase, during young and middle adulthood, but tends to decrease in old age (Baird, Lucas, & Donnellan, 2010; Gerstorf, Ram, Estabrook, et al., 2008; Gerstorf, Ram, Röcke, Lindenberger, & Smith, 2008; Mroczek & Spiro, 2005) . With regard to positive affectivity, research generally suggests that it tends to increase, or remains stable, during adulthood, whereas negative affectivity decreases across large parts of adulthood and remains at a low level in old age (Carstensen, Pasupathi, Mayr, & Nesselroade, 2000; Charles, Reynolds, & Gatz, 2001; Helson & Soto, 2005; Mroczek & Kolarz, 1998 ). Finally, depression, which is a key indicator of negative affect, decreases from young adulthood to midlife, but tends to increase in old age (Kasen, Cohen, Chen, & Castille, 2003; Kessler, Foster, Webster, & House, 1992; Mirowsky & Kim, 2007 ; J. Wallace & O'Hara, 1992) . Overall, however, it should be noted that the available evidence on mean-level change in well-being across the life span is relatively inconsistent (Luhmann, 2017) .
From a theoretical perspective, it is useful to note that other fields of research suggest that self-esteem can show systematic, gradual change over the life span. First, behavioral genetic research indicates that both genes and environment account for variance in self-esteem, but that the influence of environmental factors is slightly greater than the influence of genetic factors (Bleidorn, Hufer, Kandler, Hopwood, & Riemann, 2018; McGuire, Neiderhiser, Reiss, Hetherington, & Plomin, 1994; Neiss, Sedikides, & Stevenson, 2002; Neiss et al., 2005) . Thus, if environmental factors change as a function of age, then these factors could cause normative mean-level change in self-esteem. Second, although research suggests that the rank-order stability of selfesteem increases with age, peaking in young or middle adulthood , estimates of the longterm stability of individual differences are far from unity, clearly allowing for the possibility of self-esteem change over time (Anusic & Schimmack, 2016; Donnellan, Kenny, Trzesniewski, Lucas, & Conger, 2012; Wagner, Lüdtke, & Trautwein, 2016) . Thus, even if self-esteem is relatively consistent across time and should be considered a personality trait, selfesteem change is possible.
Mean-Level Change in Self-Esteem Across the Life Span
Empirical Findings
As noted above, cross-sectional studies were the first to indicate that self-esteem changes in systematic ways across the life span (McMullin & Cairney, 2004; Pullmann, Allik, & Realo, 2009; Robins et al., 2002) . For example, the pattern of age differences found by Robins et al. (2002) suggested that self-esteem decreases from childhood to adolescence, increases during young and middle adulthood, reaches a peak at age 65 years, and decreases into old age. However, given the cross-sectional nature of the data, these studies did not allow disentanglement of true developmental effects and cohort differences (Baltes, Cornelius, & Nesselroade, 1979) . Thus, any observed pattern of cross-sectional age differences could be severely biased and convey a misleading picture of the developmental trajectory. In Robins et al. (2002) , for example, participants who were in their 80s at the time of the study and who reported the lowest self-esteem scores of this sample may have had low self-esteem for their whole life because of, for example, adverse parenting and economic conditions when they were young.
To address these interpretational problems of cross-sectional studies, longitudinal data are needed. As yet, three longitudinal studies have modeled the life span trajectory of self-esteem (Orth, Maes, & Schmitt, 2015; Orth, Trzesniewski, & Robins, 2010) . Importantly, all three studies used cohortsequential designs, which allow separation of intraindividual change from cohort effects (Baltes et al., 1979) . The studies included large samples with broad age ranges (i.e., at the first wave of assessment, age ranged at least from young adulthood to old age), and participants had been assessed multiple times across up to 16 years. Using latent growth modeling, the studies tested for competing models of the life span trajectory, such as linear, quadratic, and cubic change (Duncan, Duncan, & Strycker, 2006; Preacher, Wichman, MacCallum, & Briggs, 2008) . Taken together, the three studies suggested that self-esteem follows an inverted U-shape over the life span, with self-esteem increasing from adolescence to middle adulthood, peaking at about 50 to 60 years of age, and decreasing during old age. The increase from adolescence to middle adulthood corresponded to an effect size of This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. Kuzucu, Bontempo, Hofer, Stallings, & Piccinin, 2014) . Thus, it is unclear whether self-esteem decreases in early adolescence and reaches a low point, or whether it remains stable or even increases. Old age is a third developmental period for which the evidence is unclear. Although many studies suggest that self-esteem declines after about age 65-70 years, the magnitude of change (i.e., the slope of the trajectory) differs strongly across studies. Whereas some studies found relatively large effect sizes in old age (Orth et al., 2010 Shaw, Liang, & Krause, 2010; von Soest et al., 2018) , other studies indicated that self-esteem is stable in this age group (Wagner, Lang, et al., 2014) or that there is at most a benign decrease (Coleman, Ivani-Chalian, & Robinson, 1993; Wagner, Gerstorf, et al., 2013; Wagner, Hoppmann, et al., 2015) . Thus, meta-analytic synthesis may help to more reliably test whether self-esteem declines in old age and, if there is a decline, to estimate the degree of the decline and the average age at which the decline begins.
Moreover, even if the general uptrend of self-esteem from adolescence to middle adulthood has been replicated several times in longitudinal studies, the present meta-analysis will provide a more reliable picture of the precise shape of the trajectory across these developmental periods. An important strength of the metaanalytic method is the high statistical power and the estimation of effect sizes across a large number of samples.
Moderators of Mean-Level Change in Self-Esteem

Empirical Findings
The research on mean-level change in self-esteem reviewed above has shown that people differ significantly in the individual trajectory they follow. Evidence for individual differences is provided, for example, by the variances of growth factors in studies using latent growth modeling (Orth et al., 2010; Wagner, Gerstorf, et al., 2013; Young & Mroczek, 2003) as well as by research employing growth mixture modeling, suggesting that there may be distinct trajectories (Birkeland et al., 2012; Morin, Maïano, Marsh, Nagengast, & Janosz, 2013; Mund & Neyer, 2016) . The variability in patterns of self-esteem development raises the question as to which factors explain the individual trajectories.
Many longitudinal studies have tested for gender differences in mean-level change of self-esteem. Some studies found that there is a small gender difference in favor of boys and men (Orth et al., 2010; von Soest et al., 2016; Wagner, Lüdtke, et al., 2013) , whereas in other studies the gender difference was nonsignificant (Erol & Orth, 2011; . Overall, these findings correspond to meta-analyses of cross-sectional data, which suggested that men and women differ only slightly in their average levels of self-esteem (Kling, Hyde, Showers, & Buswell, 1999; Major, Barr, Zubek, & Babey, 1999; Zuckerman, Li, & Hall, 2016) . However, even if there is a small gender difference in the self-esteem trajectory, research suggests that gender is not a direct cause but that associated factors, such as differential treatment of men and women in educational and work contexts, account for the effect (Zuckerman et al., 2016) .
Few studies tested for ethnic differences in the self-esteem trajectory, based on samples from the United States (Erol & Orth, 2011; Orth et al., 2010; Shaw et al., 2010) . Overall, the evidence suggests that ethnicity might moderate the life span trajectory. This document is copyrighted by the American Psychological Association or one of its allied publishers.
When compared with Americans of European descent, African Americans reported a stronger increase in adolescence and young adulthood, but also a stronger decrease in old age (Orth et al., 2010; Shaw et al., 2010) . Similarly, when compared with European Americans, Hispanic Americans experienced a stronger increase in adolescence and young adulthood, although starting at a lower level in adolescence (Erol & Orth, 2011) . However, effect sizes of ethnic differences were typically small. Moreover, although in a large cross-sectional study ethnic groups (including White, Black, Hispanic, and Asians) differed in the level of selfesteem, the study suggested that the shape of the life span trajectory replicated across ethnic groups (Robins et al., 2002) .
Research studies have examined additional factors that may moderate mean-level change in self-esteem, such as socioeconomic status, social relationships, and life events. However, because in the present meta-analysis these factors cannot be examined (because information on these characteristics is not available for the majority of studies and because measures of these characteristics are often not comparable across studies), here we only briefly summarize the findings (for reviews, see Orth, 2017; Orth & Robins, in press; Trzesniewski et al., 2013) . Research generally suggests that individuals with high socioeconomic status (as indicated by level of education, income, or occupational prestige) have higher self-esteem at each age than individuals with low socioeconomic status (the effect size is of small to medium size), but that the pattern of mean-level change holds across different levels of socioeconomic status (Orth et al., 2010 Wagner, Gerstorf, et al., 2013; Wagner, Lang, et al., 2014) . Moreover, the evidence suggests that, across the life course, social relationships influence self-esteem (Gruenenfelder-Steiger, Harris, & Fend, 2016; Harris et al., 2017; Orth, 2018; Srivastava & Beer, 2005) . For example, using propensity score matching, two longitudinal studies found that romantic relationship transitions such as beginning a relationship influenced people's level of self-esteem (Luciano & Orth, 2017; Wagner, Becker, Lüdtke, & Trautwein, 2015) . Finally, longitudinal studies suggest that stressful life events such as becoming unemployed or contracting a chronic disease have the potential to alter people's self-esteem trajectory (Orth & Luciano, 2015; Pettit & Joiner, 2001; Tetzner, Becker, & Baumert, 2016) .
Unresolved Issues
Despite the evidence reviewed above, there is a need to better understand the factors that account for individual differences in self-esteem development across the life span. For example, little evidence is available about the moderating effect of cultural context. Theory suggests that cultures may influence the typical level of self-esteem among their members (Heine, Lehman, Markus, & Kitayama, 1999; Markus & Kitayama, 1991) . However, according to cross-sectional data, the general pattern of age differences in self-esteem holds across many countries (Bleidorn et al., 2016; Robins et al., 2002) . Nevertheless, given the paucity of longitudinal research on self-esteem development outside of Western countries, it is unknown whether individuals from different cultural contexts differ in the normative trajectory of self-esteem over the life span.
Birth cohort is another important factor that might moderate self-esteem development. In other words, do members of different generations show the same life span trajectory of self-esteem? In fact, it is crucial to test for cohort differences in the life span trajectory of any construct because if cohort differences are present, then insights from longitudinal studies must be qualified by noting the specific generation for which they are valid. Several studies suggest that members of more recent generations have higher self-esteem and experience steeper increases in self-esteem (Gentile, Twenge, & Campbell, 2010; Twenge & Campbell, 2001; Twenge, Carter, & Campbell, 2017) . In fact, in Western countries, sociocultural changes during the past decades may have influenced young people's self-esteem (Gentile et al., 2010) . For example, self-esteem has become a more prominent topic in educational contexts and in the media, leading parents, caregivers, and teachers to focus more strongly on the promotion of children's and adolescents' self-esteem. Because these sociocultural changes also may have caused increases in young people's level of narcissism (for the debate, see , Twenge (2006) has suggested that the cohorts born in the 1970s to 1990s should be called "Generation Me." With regard to self-esteem, however, the findings from several studies conflict with the notion that there have been generational increases (Erol & Orth, 2011; Hamamura & Septarini, 2017; . In particular, evidence from cohort-sequential longitudinal studies suggests that people's average level and slope of the life span trajectory have not significantly changed over the past generations (Orth et al., 2010 ; but see Twenge et al., 2017) .
The present meta-analysis may contribute to knowledge about moderating factors of mean-level change in self-esteem, by testing whether sample characteristics account for between-study variability in effect sizes. In addition to country and birth cohort, we will test for the effects of gender, ethnicity, sample type, and measure of self-esteem.
The Need for the Present Meta-Analysis
Mean-level change in self-esteem has been summarized in a previous meta-analysis (Huang, 2010 ) that included data from 59 studies with 130 independent samples. Relatively few effect sizes were available for samples above age 22 years. Here, we briefly summarize the findings. There was a small increase in self-esteem in samples younger than 12 years, no significant change in samples aged 12-18, a stronger increase in samples aged 18 -30, and no significant change after age 30. Moderator analyses were conducted only for the age group 12-18 years, suggesting that effect sizes were moderated by birth year (with a negative effect on mean-level change) and measure of self-esteem, but not by gender.
However, several methodological and substantive reasons strongly suggest that the present meta-analysis is needed to better understand self-esteem development across the life span. A first important reason is that the effect size measure used by Huang (2010) did not account for the time interval across which the effect was observed. More precisely, Huang (2010) meta-analyzed d values (Cohen, 1988) , regardless of whether the amount of change was observed across, for example, 1 year, 2 years, or 10 years. However, when the goal is to estimate the magnitude of change at a given age, meaningful effect size measures must take the length of the time interval into account (i.e., the interval between the two assessments for which the mean change d is computed). As an example, if one study yields d ϭ 0.20 and another study d ϭ 0.60, This document is copyrighted by the American Psychological Association or one of its allied publishers.
it is not meaningful to simply average these coefficients if the first effect was observed across a 1-year interval and the second across a 5-year interval. Thus, instead of using simple coefficients of mean-level change as effect size measure, we suggest that a change-to-time ratio should be used. Specifically, in the present meta-analysis we used a coefficient that captures standardized mean-level change per year (denoted as d year ). We note that using d values and testing whether the time interval moderates the effects is not an appropriate solution to this issue, even if in a given meta-analysis the moderator effect of time interval is nonsignificant. The reason is that the time interval is linked to the amount of change by definition. Thus, we argue that accounting for the time interval must be an integral part of the effect size measure. More detailed information on the effect size measure will be provided in the Method section. A second reason is that the meta-analysis by Huang (2010) used a restrictive set of inclusion criteria. For example, samples from outside the U.S. were excluded although testing for differences between countries is a key goal in research on self-esteem development. Moreover, samples that were based on participants from a single ethnic group (e.g., African Americans) were excluded; however, including these samples is necessary to gain information about the possible moderating effects of ethnicity. Also, even if the data indicate that ethnicity does not moderate the self-esteem trajectory, including samples from different ethnic groups strongly increases the number of samples and, consequently, the validity and precision of the overall findings.
A third important reason is that since 2007-the most recent publication year of studies included in Huang's (2010) metaanalytic dataset-a large number of new empirical studies on self-esteem development have accumulated that were not available for inclusion in Huang's meta-analysis. For example, as reviewed above, longitudinal research on the life span trajectory of selfesteem was not available before 2010. Moreover, many longitudinal studies focusing on specific developmental periods such as adolescence, young adulthood, and old age have appeared only after the publication of Huang's meta-analysis. Over the past decade, self-esteem development has become an extensively studied topic in social-personality and developmental psychology, which is reflected by the fact that 70% of the articles considered for inclusion in the present meta-analysis were published in 2008 or later (for more information on the search for studies, see the Method section).
The inclusion of a much larger number of samples (331 in the present research vs. 130 in Huang, 2010) has major implications for the analyses. In the present research, we were able to use much finer-grained age categories than was possible in Huang (2010) . In particular, the present meta-analytic dataset allowed us to examine late childhood and adolescence at high temporal resolution (i.e., in 1-year age groups). This is an important advantage because, as reviewed above, inconsistent findings have plagued research on these developmental periods, leading researchers to debate whether self-esteem decreases, remains stable, or even increases in middle childhood and in the transition from childhood to adolescence. Moreover, the present meta-analysis allowed us to examine self-esteem change among older adults with much more power and precision than was possible in the previous meta-analysis. Whereas in Huang (2010) , four effect sizes for samples 60 years and older were available, the present dataset included 41 effect sizes for samples over age 60. Thus, the present research enables us to address the question of whether self-esteem remains stable in old age or whether, and to which degree, self-esteem declines in this age period.
Also, the larger number of samples provided much larger statistical power in testing for moderators. Whereas in Huang (2010) , moderator tests were possible only for the age group 12-18 years, in the present research we test for moderators across the whole life span. Also, we will test for the moderating effects of sample characteristics that could not be tested by Huang (2010) , such as country and ethnicity. The moderator tests are crucial for evaluating whether the meta-analytic findings are robust and can be generalized across differences in gender, ethnicity, country, and birth cohort. Moreover, the larger number of samples significantly reduces the influence of any single study, increasing the validity and robustness of the overall findings. In sum, the larger number of samples in the present meta-analysis allowed us to address important unresolved issues in the field of self-esteem development and to draw a much more precise picture of the life span trajectory of self-esteem.
Summary of the Goals of the Present Research
The first goal was to comprehensively synthesize the available longitudinal data on mean-level change in self-esteem, to gain precise and robust insights into the normative pattern of the selfesteem trajectory from childhood to old age. At which ages does self-esteem typically increase or decline? More precisely, does self-esteem decline in middle childhood and early adolescence? What is the magnitude of the self-esteem increase during adulthood? Does self-esteem decline in old age and, if so, how strong is the old-age decline? At which point of the life course does self-esteem reach its peak? The second goal was to test for moderators of mean-level change, allowing to evaluate the robustness of the findings. Specifically, we tested for the effects of gender, country, ethnicity, sample type, birth year, and measure of selfesteem.
Method
The present meta-analysis used anonymized data and therefore was exempt from approval by the Ethics Committee of the authors' institution (Faculty of Human Sciences, University of Bern), in accordance with national law.
Selection of Studies
To search for relevant studies we used three strategies. First, English-language journal articles, books, book chapters, and dissertations were searched in the database PsycINFO. We used the following search terms: self-esteem, self-worth, self-concept, selfliking, self-respect, self-regard, self-acceptance, self-view ‫ء‬ , and self-image ‫ء‬ . The asterisk (i.e., the truncation symbol) allowed for the inclusion of alternate word endings of the search term (e.g., self-view ‫ء‬ yielded entries containing the term "self-view" but also "self-views"). We restricted the search to empirical-quantitative and longitudinal studies, by using the limitation options "empirical study," "quantitative study," and "longitudinal study" in PsycINFO. This search yielded 1,651 potentially relevant articles, This document is copyrighted by the American Psychological Association or one of its allied publishers.
including 125 dissertations. Second, we examined the references cited in four narrative reviews of research on self-esteem development (Orth, 2017; Trzesniewski et al., 2013) and cited in three metaanalyses using longitudinal data on self-esteem (Huang, 2010; Sowislo & Orth, 2013; Trzesniewski et al., 2003) . This search resulted in 77 additional potentially relevant articles, including 13 dissertations.
To decide on the eligibility of studies, all articles were assessed in full text by Ruth Yasemin Erol and Eva C. Luciano of this meta-analysis.
1 In addition, a random sample of 60 studies were rated by both Ruth Yasemin Erol and Eva C. Luciano to obtain estimates of interrater agreement. The interrater agreement on inclusion or exclusion in the meta-analysis was high ( ϭ .95) and all diverging assessments were discussed until consensus was reached.
We included dissertations in the meta-analysis because dissertations are a category of the "gray" literature, providing a promising way to examine publication bias (Ferguson & Brannick, 2012; B. D. McLeod & Weisz, 2004) . Although dissertations are publicly available and indexed in databases, Ferguson and Brannick (2012) argue that publication bias is less of an issue in dissertations because dissertations are typically submitted to dissertation committees regardless of whether the findings are statistically significant or not. Of course, dissertations are not free from selective reporting, but the argument-which is supported by empirical findings of Ferguson and Brannick (2012) as described below-is that selectivity bias is relatively small in dissertations. Moreover, because dissertations are indexed in databases, metaanalysts can conduct an exhaustive search of this type of study and avoid selection bias in sampling relevant dissertations. In contrast, Ferguson and Brannick (2012) argue that it is almost impossible to obtain a truly random, nonselective sample of unpublished articles by making announcements to electronic mailing lists or writing to researchers working in the field. Consistent with this reasoning, Ferguson and Brannick (2012) reported that unpublished articles typically yield effect sizes that are closer to effect sizes from peer-reviewed journal articles than effect sizes from dissertations. Thus, with regard to the strategy of soliciting unpublished studies, Ferguson and Brannick (2012) suggest that this strategy may even "result in a sample of studies that is more rather than less biased than the population of published studies" (p. 121, italics in the quote as in the original).
Studies were included in the meta-analysis if the following criteria were fulfilled: (a) self-esteem was assessed using an explicit measure of global self-esteem; (b) the study used a longitudinal study design (i.e., it included two or more assessments of the same sample); (c) the time lag between the first and last assessment was six months or longer (note that if a study included more than two assessments, each interval coded was at least 6 months or longer and intervals coded did not overlap); (d) the measure of self-esteem was identical across assessments (i.e., with regard to number of items, item wording, response scale, etc.); (e) the sample included at least 30 participants; (f) the sample was not a clinical sample; (g) the sample as a whole did not undergo a psychological or psychopharmacological intervention (i.e., the sample was not a treatment group of an intervention study; however, we used information from control groups if the control group did not undergo any alternative treatment); and (h) enough information was given to compute effect sizes.
Moreover, studies were included only if the sample was sufficiently homogeneous with regard to age, as operationalized by a cutoff value of SD ϭ 5 years for age at Time 1. This inclusion criterion is needed to ensure that the study can provide a valid estimate of age-related change in self-esteem. If age variability in a sample is high, it is unclear whether the observed change in self-esteem can be validly related to the average age in the sample. In particular, if the age distribution of a sample covers developmental periods with distinct patterns of normative change in selfesteem, then the average change in self-esteem could be a misleading estimate of normative change at the average age of the sample. Thus, if all samples included in the meta-analysis had no, or very small, variability of age, all effect sizes could be mapped with high precision on age. On the other hand, it is important to accept some degree of age variability in the samples for several reasons. If we used a strict exclusion criterion for age variability, we would ignore a large number of studies. However, many studies, particularly in adulthood, use samples that are heterogeneous in age. By excluding these studies we would significantly decrease the statistical power of the meta-analysis. Moreover, ignoring a large number of studies could lead to a selective meta-analytic sample because studies with more versus less age variability might also differ in other sample characteristics. Thus, there is a trade-off with regard to being strict versus liberal in including samples with age variability. Given that the literature does not suggest any cutoff value for age variability, we decided to use the value noted above (i.e., SD ϭ 5 years). This value was derived rationally from examining the range of standard deviations in samples that seemed acceptable in terms of age variability. When describing the meta-analytic dataset in the Results section, we will examine the distribution of this sample characteristic. We expected that for most samples age variability was much smaller than the cutoff value.
These procedures left 191 articles for analysis, providing effect sizes on 331 independent samples.
Coding of Studies
We coded the following data: year of publication, publication type, sample size, sample type, proportion of female participants, country in which sample was collected, ethnicity, year of Time 1 assessment, measure of self-esteem, mean age of participants at Time 1, standard deviation of age at Time 1, time lag between assessments, and effect size information.
If studies provided information that allowed coding independent subsamples (e.g., female and male participants; U.S. sample vs. Chinese sample), we coded subsamples rather than the full sample because this increases the precision of moderator analyses. If year of Time 1 assessment was not reported in the article or in other publications or sources of information on the sample, we estimated it using the following formula: Year of Time 1 assessment ϭ publication year Ϫ 3 years (assuming that studies were published on average 3 years after the completion of data collection) Ϫ 1 At the time of coding, the qualifications of the coders were as follows: Ruth Yasemin Erol had a PhD in psychology and Eva C. Luciano had a Master's degree in psychology. This document is copyrighted by the American Psychological Association or one of its allied publishers.
interval between first and last assessment (i.e., duration of data collection). If studies did not report the mean age of participants but valid indicators of age were given, we used this information to estimate age. For example, if a study reported that participants were children in 5th grade, we estimated mean age of participants as 11 years (thus, the general rule was adding the value of 6 to the grade). To take another example, if a study examined a sample of undergraduate students but did not report the mean age, we estimated it to be 20 years (as done by, e.g., Starr & Davila, 2008 ).
As reported above, studies were excluded if the standard deviation of Time 1 age was larger than 5 years (i.e., if the age variability in the sample was too large). Some studies did not report the standard deviation of age, although all other information needed for including the study was available. We included these studies if other information clearly suggested that the sample was sufficiently homogeneous with regard to age (e.g., if all participants were children in the same grade). Moreover, if a study included a sample with a broad age range (e.g., from young adulthood to old age) and the raw data were available, we coded the study separately for sufficiently homogeneous age groups. In these cases, we used the following procedure to create age groups: We rounded age to full years, started with the youngest age available in the sample, and computed consecutive 5-year age groups across the observed age range of the sample. Corresponding to the inclusion criteria, we computed effect sizes only for those age groups that included at least 30 participants.
For studies that included more than two assessments, we coded all available assessments if the intervals between assessments were 6 months or longer. Later, in the meta-analytic computations, we ensured that each study provided only one effect size estimate per analysis. Thus, when a study provided more than one effect size for a given age period to be meta-analyzed (e.g., age 20 to 25 years), we first averaged effect sizes within studies (by computing the mean) and then conducted the meta-analytic computations. If a study included more than two assessments, but the intervals between assessment were shorter than six months, we used those assessments that provided for consecutive (i.e., nonoverlapping) intervals that were at least 6 months long. For example, if a study included five assessments with 3-month-intervals, we used the first, third, and fifth assessment to compute effect sizes that were based on six-month intervals. For studies that provided more than one effect size (e.g., because two different measures of self-esteem were used), we averaged the effect sizes within studies before the meta-analytic computations (by computing the mean) to ensure the statistical independence of effect sizes.
As effect size measure, we used the standardized mean change d per year (denoted as d year ). We first computed the standardized mean change by subtracting the Time 1 mean in self-esteem from the Time 2 mean in self-esteem and dividing this difference by the Time 1 standard deviation of self-esteem, following the procedures used in the meta-analysis on mean-level change in personality by  see also Morris & DeShon, 2002) . Thus, computing standardized mean changes yielded d values (Cohen, 1988) , with positive d values indicating an increase in self-esteem and negative d values indicating a decrease. Next, we set the standardized mean change in relation to the observed time interval, by dividing it by the length of the time lag between Time 1 and Time 2. Thus, the effect size measure used in the present metaanalysis is a change-to-time ratio, with the unit d per year. If information on the means and standard deviation of self-esteem was not given in the article, but d values of mean-level change were reported, we used these to compute d year .
2
The articles were coded by Ruth Yasemin Erol and Eva C. Luciano of this meta-analysis, except for four articles that were coded by Ulrich Orth. A random sample of 40 studies were coded by both Ruth Yasemin Erol and Eva C. Luciano to obtain estimates of interrater agreement. The interrater agreement was high ( Ն .97 for categorical variables and r Ն .97 for continuous variables), except for one variable (see below). All diverging assessments were discussed until consensus was reached. For the categories of sample type, as used in coding the studies, interrater agreement was much lower ( ϭ .73). Inspection of the crosstabulation showed that the disagreement resulted from overlap between two categories, specifically "community samples (convenience)" and "community samples (regionally representative)"; regionally representative was defined as representative for a region such as a county or city. Given the overlap, we merged these two categories into one category (denoted as community sample), resulting in high agreement for the revised variable of sample type ( ϭ 1.00). The revised variable included the following categories: nationally representative, community, and college students.
Meta-Analytic Procedure
The meta-analytic computations were made with R (R Core Team, 2017), using the metafor package (Viechtbauer, 2010) . In the effect size analyses, we used random-effects models (for estimating weighted mean effect sizes) and mixed-effects metaregression models (for testing moderators), following recommendations by Borenstein, Hedges, Higgins, and Rothstein (2009) and Raudenbush (2009) . Between-study heterogeneity (i.e.,
2 ) was estimated with the DerSimonian-Laird method (DerSimonian & Laird, 1986; Viechtbauer, 2010) . Following Borenstein et al. (2009) , study weights are given by
where i is the study weight for study i, v i is the within-study variance for study i, and 2 is the estimate of between-study heterogeneity. When using standardized mean change as effect size, the within-study variance is given by 2 Using raw mean change as effect size measure, instead of standardized mean change, was not an option in this meta-analysis. As reported below, the studies used a number of different measures of self-esteem and only standardized effect sizes can be meaningfully compared across measures. Moreover, even within the subset of studies using the Rosenberg scale (i.e., the majority of studies, see below), a standardized effect size measure was needed because many studies did not use the full 10-item Rosenberg scale but an abbreviated version (the most common abbreviated versions included 3, 6, and 7 items). Given that item means differ between items, it is not possible to compare the scale means across different abbreviated versions and the full version of the Rosenberg scale. Moreover, although most studies with the Rosenberg scale used a 4-point response scale, some studies used other response scales such as dichotomous scales and 5-point response scales. Again, it is not possible to compare the scale means across the different response scales used for the Rosenberg scale. For these reasons, it was essential to use a standardized effect size measure for the analyses, even for studies using the Rosenberg scale. This document is copyrighted by the American Psychological Association or one of its allied publishers.
where d i is the effect size in study i, n i is the sample size in study i, and r i is the correlation between pre-and postscores in study i (Becker, 1988; Lipsey & Wilson, 2001) . Because this correlation is frequently not reported in primary studies, we used an estimate of r, as suggested by the methodological literature (Borenstein et al., 2009; Lipsey & Wilson, 2001; Morris & DeShon, 2002) . A previous meta-analysis estimated the mean test-retest correlation of self-esteem as .50, based on data from 168 longitudinal studies . In the present research, we used this estimate in computing the sampling variance of the effect sizes. For the effect size analyses, we did not use the mean age at Time 1 as age variable but, instead, the mean age at the center of the time interval on which the effect size was based. For example, if a sample was assessed at age 20 years at Time 1 and age 24 years at Time 2, the age at the center of the interval on which the effect size was based was 22 years. Although the difference between the two age variables (i.e., age at Time 1 and age at the center of the interval) may be irrelevant for short intervals (e.g., 1 year), the difference is more relevant for long intervals (e.g., 10 years). Because mean-level change in self-esteem might change systematically across long intervals (e.g., the slope might become smaller or larger with age), the most meaningful age value related to the observed effect size is the center of the Time 1-Time 2 interval rather than age at the beginning (Time 1) or end (Time 2) of the interval. Thus, we used the mean age at the center of the time interval for constructing age groups (for further information on age groups, see below), and it was possible that the beginning and the end of an interval fell into separate age groups. We note that it would be ideal if all relevant studies had used relatively short intervals between assessments such as 1 or 2 years, which would increase the precision with which effect sizes are mapped on age. However, some studies did use longer intervals and it was important to include them in the meta-analysis to comprehensively summarize all available data. If we excluded these studies, this would decrease the power of the meta-analysis and, moreover, this could lead to a selective meta-analytic dataset because studies with long versus short intervals might also differ in other sample characteristics. Specifically, in 25% of the studies the Time 1-Time 2 interval was longer than 2 years and in 1% longer than 10 years. Thus, a relevant number of studies used medium-sized intervals. However, the number of studies with very long intervals (i.e., longer than 10 years) was very small, suggesting that in this meta-analytic dataset, effect sizes can be mapped with sufficient precision on age.
Results
Description of Studies
The meta-analytic dataset included 331 samples (Table 1 shows basic sample characteristics). Data were drawn from 175 journal articles, 15 dissertations, and one book chapter. These 191 articles were published between 1975 and 2016, with the median in 2009. Sample sizes ranged from 32 to 13,401 (M ϭ 498.1, SD ϭ 935.1, Mdn ϭ 236.0). In sum, the samples included 164,868 participants. Eighty-six percent of the samples were community samples, 8% were samples of college students, and 6% were nationally representative. The mean proportion of female participants was 53% (range ϭ 0% to 100%, SD ϭ 34%, Mdn ϭ 52%). Sixty-one percent of the samples were from the United States, 8% from Germany, 4% from Australia, 4% from Canada, 4% from the Netherlands, 4% from Switzerland, 3% from China, 2% from Belgium, 2% from Finland, 2% from the United Kingdom, and the remaining 6% from other countries. Taken together, most samples (96%) were from Western cultural contexts such as the United States, European countries, Australia, and Canada; the remaining samples (4%) were from East and Southeast Asian countries including China, Indonesia, Korea, and Taiwan; no African, South American, or Central American samples were included. With regard to ethnicity, 56% of the samples were predominantly White/ European ("predominantly" was defined as 80% and more), 4% predominantly Asian, 2% predominantly Black, 2% predominantly Hispanic/Latin American, 2% predominantly Native American, and 34% were other/mixed. Mean age at Time 1 ranged from 4.3 to 86.6 years (M ϭ 21.9, SD ϭ 16.9; note that some studies included 3 or more waves of data, and that we used the mean age at the center of time intervals for the effect size analyses, so the largest mean age examined was 93.7 years). Year of Time 1 assessment ranged from 1966 to 2011 (M ϭ 1995.2, SD ϭ 9.6).
We computed mean year of birth using the variables mean age at Time 1 and year of Time 1 assessment. Mean year of birth ranged from 1899 to 2002 (M ϭ 1973.3, SD ϭ 21.2). To assess selfesteem, 61% of the studies used the Rosenberg Self-Esteem Scale (Rosenberg, 1965) , 22% one of the scales by Harter (e.g., Harter, 2012b) , 4% one of the scales by Marsh (e.g., Marsh, 1990) , and 13% another measure (for overviews of measures of self-esteem, see Blascovich & Tomaka, 1991; Donnellan, Trzesniewski, & Robins, 2015) .
As reported in the Method section, one inclusion criterion for studies was that the sample was sufficiently homogeneous with regard to the age of participants (using a cutoff value of SD ϭ 5 years for age at Time 1). This criterion is needed to ensure that effect sizes can be mapped with sufficient precision on age. Across samples, the standard deviation of age was relatively small with a mean of 0.72 years. For 98% of the samples, the standard deviation was not larger than 2 years; 1% of the values were between 2 and 3 years; and 1% were between 3 and 5 years. Supplemental Figure  S1 shows a scatterplot of the standard deviation by mean age of the sample. Samples with larger standard deviations (i.e., more than 2 years) mostly included adults. Larger age variability might be more of a concern in child samples than in adult samples, because the precise age might have stronger implications in childhood than in adulthood. In sum, these findings suggest that age variability in the samples was not a concern in this meta-analysis.
As also reported above, some studies provided effect sizes for more than one age. The reason is that some of the longitudinal studies included more than two waves of data, allowing to compute effect sizes for more than one interval. Specifically, the number of intervals ranged from 1 to 10 across studies. Because the goal of the meta-analysis was to comprehensively summarize all available data on mean-level change in self-esteem, it was important not to ignore information that multiwave studies provided at later waves (i.e., Waves 3 and later). In particular, in studies using samples from middle adulthood and old age, later waves provided valuable information because the number of samples was lower for these This document is copyrighted by the American Psychological Association or one of its allied publishers.
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Note.
Mean age and standard deviation of age are given in years. As described in the Method section, some studies did not report the standard deviation of age, but other information clearly suggested that the sample was sufficiently homogeneous with regard to age (e.g., all participants were children in the same grade). For these studies, the standard deviation is denoted acceptable ("acc.").
The column "Female" shows the proportion of female participants. Rosenb.
ϭ Rosenberg; Coopers.
ϭ Coopersmith.
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developmental periods compared with adolescence and young adulthood. With regard to these multiwave studies, the following two procedures should be noted. First, as described earlier, if a study included more than two assessments, each interval coded was at least 6 months or longer (as also required for two-wave studies) and intervals coded from the same study did not overlap. Second, we ensured that all meta-analytic computations were conducted with independent samples (i.e., no participant provided information for more than one effect size included in the same analysis). Therefore, for each of the analyses, we first averaged effect sizes within studies and then conducted the meta-analytic computations. For this reason, we had to use different data sets depending on the specific analysis. For example, in the moderator analyses for age 4 -94 years, we used information from all 331 samples that provided effect sizes, by first averaging effect sizes within studies. In contrast, in the effect size analyses, which were conducted within age groups, we averaged effect sizes from multiwave studies only within the specific age group. The data can be accessed at https://osf.io/zmn5h/?view_onlyϭ6eb18c9aebad42 ce80a3274ef3d20f51.
Preliminary Analyses
The distribution of effect sizes suggested that there were two effect sizes with large positive values that qualified as potential outliers. When we examined these values formally using the "influence" command of the metafor package (Viechtbauer, 2010) , the results suggested that the effect sizes were not influential, as indicated by their DFFITS values (i.e., difference between the predicted average effect for the study with vs. without including it in model fitting; Viechtbauer & Cheung, 2010 ) and del 2 values (i.e., decrease in the amount of heterogeneity when study is removed from the meta-analytic dataset; Viechtbauer & Cheung, 2010) . The sample sizes of the two studies were small (i.e., 38 and 56, respectively), congruent with the fact that outliers are more likely in small samples, but because of their small size the samples were not influential. The mean age in these samples was 48 and 13 years, respectively, which suggests that the potential outliers were not systematically related to age. We therefore retained the two studies in the meta-analytic dataset, consistent with methodological literature advising against routine deletion of studies with particularly large or small effect sizes (Viechtbauer & Cheung, 2010) .
Then, we assessed whether there was evidence of publication bias in the data. We expected that publication bias would not be a problem in this meta-analysis because many studies included did not focus on self-esteem development (i.e., they examined other research questions), but simply reported the relevant statistics (i.e., means and standard deviations of self-esteem) together with statistics on a larger set of variables. We used three methods to test for publication bias. First, we examined the funnel graph, which displays the relation between effect size and the inverse standard error of the effect size (Sutton, 2009 ). The funnel graph exhibited a symmetrical shape typical of nonbiased meta-analytic data sets (see Figure 1) . Second, Egger's regression test (Egger, Davey Smith, Schneider, & Minder, 1997) was nonsignificant, z ϭ 1.42, p ϭ .156, suggesting that the funnel graph did not deviate significantly from a symmetrical shape (the test was conducted with metafor; Viechtbauer, 2010) . Third, we compared effect sizes from dissertations (as a category of gray literature) with effect sizes from peer-reviewed journal articles. If dissertations yield effect sizes that differ significantly from journal articles, this is evidence of publication bias. All effect sizes from dissertations (k ϭ 28) were based on samples from childhood to beginning adulthood; specifically, the mean age of the samples ranged from 7 to 19 years. We therefore restricted the test to this age range (k ϭ 193 for journal articles). The results of a mixed-effects metaregression model indicated that effect sizes from dissertations and journal articles did not differ significantly, z ϭ 1.40, p ϭ .161. Thus, the three methods converged in suggesting that there was no evidence of publication bias.
Effect Size Analyses
To gain an overview of the effect size data, we first inspected a scatterplot of the relation between effect size and age (see Figure  2) . The figure shows that the variability of effect sizes was much larger in childhood and adolescence than in adulthood.
3 Moreover, the scatterplot suggested that the majority of effect sizes were positive during childhood and adolescence (indicating an increase in self-esteem during these developmental periods) and that effect sizes gradually declined across adulthood and tended to be below zero in old age.
As the goal of this meta-analysis was to map mean-level change in self-esteem on age, effect size analyses were conducted within age groups. For these analyses, we constructed multiple age groups across the observed age range (see Table 2 ). For the age range from 10 to 20 years, the meta-analytic dataset included a large number of samples. Given the substantive importance of this developmental period, we constructed 1-year age groups. Because the numbers of studies were lower for other developmental stages, we constructed 2-year age groups from 4 to 10 years, 5-year age groups from 20 to 30 years, and 10-year age groups from 30 to 90 years. The oldest age group included effect sizes ranging from age 90 to 94 years.
Although the power of significance tests of mean-level change would be greater if we constructed broader age groups (which then would include a larger number of samples), it is important to emphasize that null-hypothesis significance testing of mean-level change was not a central goal in this meta-analysis (cf. Cumming, 2014; Fraley & Marks, 2007; Greenwald, 1975) . As reviewed in the Introduction, prior research has provided sufficient evidence suggesting that self-esteem does change significantly across the life course. In the present research, the goal was rather to obtain estimates of age-dependent mean-level change and, thus, narrower age groups provide more precision with regard to age. We used the weighted mean effect size (i.e., the point estimate) as best estimate of mean-level change in the age group, regardless of whether the estimate differed significantly from zero or not. In Table 2 , we report the null-hypothesis significance tests of mean effect sizes for reasons of completeness. Table 2 reports the meta-analytic findings for all age groups from 4 to 94 years. Most of the weighted mean effect sizes had a positive sign, except for two years in early adolescence and for the 3 Although effect sizes varied more strongly in childhood and adolescent samples, these samples were not generally smaller than adult samples (see Supplemental Figure S2 ). This document is copyrighted by the American Psychological Association or one of its allied publishers.
age groups of 70 years and older. The largest yearly mean-level change in self-esteem emerged for early childhood (age 4 -6), age 10, and for the years from age 15 to 29 years (all with a positive sign), as well as for age 90 to 94 years (with a negative sign).
4 Figure 3 summarizes the findings by aggregating the point estimates of mean-level change across the observed age range from 4 to 94 years. The vertical axis shows cumulative d values (cumulative ds are relative to age 4; for a similar way to illustrate meta-analytic findings on mean-level change, see . For age groups that covered more than 1 year (e.g., age 4 -6; age 20 -25), the estimate of yearly change (i.e., d year ) was used for each year included in the age group. The figure shows that, on average, self-esteem increased during early and middle childhood (i.e., until age 11; cumulative d ϭ 0.34). Between age 11 and 15 (cumulative d ϭ 0.34), self-esteem remained constant. Afterward, self-esteem increased strongly until age 30 (cumulative d ϭ 1.05; thus, self-esteem increased by d ϭ 0.71 from age 15 to 30). Self-esteem increased slightly from age 30 to 60 (cumulative d ϭ 1.30; the difference between age 30 and 60 corresponded to a small effect size of d ϭ 0.25), peaking at age 60 years and remaining constant until age 70. Then, self-esteem declined slightly until age 90 (cumulative d ϭ 1.15), but more strongly from age 90 to 94 (cumulative d ϭ 0.76).
The findings on heterogeneity reported in Table 2 correspond well to the inconsistencies in findings reported in the literature on self-esteem development in middle childhood and adolescence. For these developmental periods, the I 2 values (i.e., the ratio of total heterogeneity by total variability) were large. Nevertheless, at the same time, the total sample sizes were also large and the confidence intervals of the meta-analytic effect sizes were relatively small (at least from age 10), suggesting that the weighted mean effect sizes provide reliable estimates of mean-level change in middle childhood and adolescence.
Moderator Analyses
As noted above, the analyses on mean effect sizes showed that there was significant variation of effect sizes. We therefore tested whether sample characteristics moderated the effect sizes. The variables mean year of birth and proportion of female participants were continuous and were included as such in the moderator variables. For the categorical variables, we focused on specific contrasts, because of low numbers of samples in some of the categories. For country, we contrasted samples from the United States (61%) with samples from other countries (39%). For ethnicity, we contrasted samples that were White/European (56%) with other samples (44%). For measure of self-esteem, we contrasted samples that were assessed with the Rosenberg scale (61%) with samples that were assessed with other measures (39%). Finally, for sample type, we focused on the contrast between nationally representative (6%) and other samples (94%), because representative samples provide more valid results compared with nonrepresentative samples.
We first examined the full sample of studies covering the observed age range from 4 to 94 years. Table 3 shows the intercorrelations among the effect size and moderators (see the values below the diagonal). Given that many of the intercorrelations were substantial, it is possible that the relations between the moderators and effect sizes are confounded if the moderator effects are not mutually controlled for each other. Consequently, it was important to use multiple regression analysis to gain information about the independent effects of moderators on effect sizes. Table 4 shows the results of the mixedeffects metaregression models. In the moderator analyses, we also controlled for mean age of the sample. In these analyses, it was sufficient to control for the linear effect of age on effect size. Given that the effect size (i.e., yearly change in self-esteem) represents the slope of the trajectory, a linear age effect (e.g., a linear age-dependent decline of the slope) captures a quadratic trajectory, corresponding roughly to the shape of mean-level change shown in Figure 3 . 5 Table 4 shows that, when all moderators were mutually controlled for in the regression analysis, linear age had the expected negative effect on yearly change in self-esteem. Moreover, the measure of self-esteem (i.e., Rosenberg scale vs. other measures) was positively related to effect size. However, no other variable had a significant effect on the effect sizes. Thus, the findings do not suggest that sample characteristics such as mean year of birth, gender, country, and ethnicity influence the average shape of the life span trajectory of self-esteem. Moreover, effect sizes did not differ significantly between nationally representative and other samples, which strengthens the generalizability of the findings (of note, in the multiple regression analysis, the regression coefficient of sample type was close to zero). It should also be noted that the regression coefficient of year of birth was negative (albeit nonsignificant). Thus, if anything, more recent generations showed less positive slopes of self-esteem change compared with older generations, which is opposite to the predictions from the Generation Me hypothesis (Twenge, 2006) .
Given that the majority of samples (i.e., 220 of 331 samples) had a mean age ranging from 10 to 20 years, we repeated the moderator analyses for this subsample of studies. Because these samples were relatively homogeneous with regard to age, these analyses may yield additional insights into the effects of moderators. In particular, holding age (relatively) constant may provide a more valid test of cohort effects on mean-level change (Baltes et al., 1979) . Table 3 (values above the diagonal) shows the intercorrelations among the effect size and moderators, and Table 4 (values in the right half) shows the multiple regression coefficients of the moderators. Except for the age effect, which was nonsignificant for this set of studies, the findings were essentially the same as for the full set of studies. Measure of self-esteem was positively related to effect size. All other moderators did not show significant effects. Again, year of birth had a negative (albeit nonsignificant) effect on mean-level 4 As reported earlier, mean-level change in self-esteem has been examined in a previous meta-analysis (Huang, 2010) . To assess whether the available evidence on mean-level change in self-esteem has changed since 2007-the most recent publication year included in Huang's (2010) metaanalytic dataset-we contrasted studies published 2007 and earlier (k ϭ 128) versus 2008 and later (k ϭ 203), using mixed-effects meta-regression analysis. The results indicated that effect sizes did not differ between these two sets of studies (estimate ϭ .002, p ϭ .874). Thus, the fact that the findings of the present meta-analysis differ from Huang (2010) should not be attributed to differences in the evidence available before and after 2007, but rather to the methodological improvements of the present meta-analysis compared with Huang (2010) as discussed in the Introduction.
5 Nevertheless, we also tested for the effect of quadratic age, which could capture curvature in the life-span trajectory that deviates from the linear decline of the slope (e.g., the relatively strong decline in old age). Age was centered for these analyses. However, when we added quadratic age to the analysis, neither linear nor quadratic age were significant. This document is copyrighted by the American Psychological Association or one of its allied publishers.
change in self-esteem, although the Generation Me hypothesis would predict a positive effect. Two of the predictors-more precisely, mean age and mean year of birth-showed a very large correlation in the full meta-analytic sample (Ϫ.92), which raises concerns related to multicollinearity. On the one hand, two variables that are so strongly correlated should typically not simultaneously be included in a multiple regression model. On the other hand, in this particular case, it is essential to mutually control the variables and to test their unique effects for substantive reasons. As reviewed in the Introduction, an important goal of research on self-esteem development is to disentangle true developmental effects (i.e., as indicated by age) and cohort effects (i.e., as indicated by birth year). Thus, if only one of the variables is included in the model, then it is possible that its observed effect is significantly confounded for the very reason that age and birth year are substantially correlated. We therefore included both variables in the metaregression models. However, given concerns about multicollinearity, we replicated the models by omitting one of the variables, specifically mean year of birth (Supplemental Table S1 ). The results showed that the pattern of findings was virtually unaltered, supporting the conclusions from the models including both variables. Moreover, we note that in the subset of samples with mean age ranging from 10 to 20 years, the correlation between age and birth year was much lower (Ϫ.34) than in the full meta-analytic dataset. The fact that the pattern of findings was similar in this subset of samples further reduces concerns about multicollinearity and strengthens confidence in the conclusions from the moderator analyses.
The central conclusion from the moderator analyses is that the findings on mean-level change in self-esteem do not significantly differ for samples from different birth cohorts, samples from different countries, samples with different compositions in terms of gender and ethnicity, and for different sample types.
Discussion
In this meta-analysis, we synthesized the available longitudinal data on mean-level change in self-esteem. The analyses were based on 331 independent samples, including data from 164,868 participants. The mean age associated with the effect sizes ranged from 4 to 94 years. The results show that people's self-esteem changes systematically across the life span. Average levels of self-esteem increased from age 4 to 11, remained stable from age 11 to 15, then increased strongly until age 30 and more slowly until age 60, peaked between age 60 and 70 years, and declined after age 70. The cumulative mean-level change from early childhood to the peak at the end of middle adulthood corresponded to a very large effect size. Moderator analyses were conducted for the full set of samples and for the subset of samples between ages 10 and 20 years. Although the measure of self-esteem accounted for differences in effect sizes, the moderator analyses suggested that the pattern of mean-level change held in samples from different birth cohorts and different countries, samples with different compositions in terms of gender and ethnicity, and for different sample types.
Implications of the Findings
Childhood. As noted in the Introduction, narrative reviews of the literature had suggested that average levels of self-esteem decrease in the transition from early to middle childhood (i.e., from about age 4 to 8 years; Harter, 2006c Harter, , 2012a , as a result of the effects of social-cognitive advances, such as the ability to distinguish between the actual and ideal self and the ability to use social comparison information (Harter, 2006c; Ruble et al., 1980; Stipek & Tannatt, 1984) . These effects have been described as ironic because although children make progress in their social-cognitive development in this developmental period, these very advances were assumed to have negative side effects on children's selfesteem. It should be noted, however, that in this age group most of the relevant studies did not use measures of global self-esteem but assessed self-evaluations in specific domains such as academic abilities and peer relationships (J. Eccles et al., 1993; Marsh, 1989; Marsh et al., 1984; Stipek & Tannatt, 1984) . Thus, little evidence was available with regard to mean-level change in global selfesteem.
The meta-analytic findings on the self-esteem trajectory in childhood are in strong contrast to the depictions included in narrative reviews, but suggested that there is a positive trajectory in children's global self-esteem already in the transition from early to middle childhood (the cumulative d was 0.21 for the period from age 4 to 8 years). Which mechanisms could account for the increase in global self-esteem during childhood? One possible process might be gains in personal autonomy and in the general sense of mastery, a mechanism that has been discussed also with regard to increases in self-esteem in middle and late adolescence (Harter, 2006c) . For example, in a longitudinal study of the selfesteem trajectory from age 14 to 30 years, the normative increase in sense of mastery explained a large portion of the normative increase in participants' self-esteem (Erol & Orth, 2011) . Nevertheless, we note that future research on the self-esteem trajectory in childhood is needed, given that for age 4 -8 years the present meta-analysis included data from only seven samples (fortunately, however, for age 8 -10 the number of samples was larger, with 13 samples).
Adolescence. The meta-analytic findings on adolescence also deviate, at least partially, from the typical description in the literature. According to Harter (2006c) , self-esteem declines at the transition from childhood to adolescence (at about 11-13 years) and begins to recover in middle adolescence (at about age 15 years). Thus, early adolescents might go through a low point in self-esteem (Harter, 2006c; Robins et al., 2002) . In contrast, the present research indicates that self-esteem is, on average, constant from age 11 to 15 years. However, consistent with Harter's (2006c) description, self-esteem began to increase strongly at age 15 years. Thus, although the upward trend in self-esteem, as seen in childhood, is interrupted during early and middle adolescence, the present findings suggest that this developmental period is not a time of "storm and stress" in adolescents' self-concept (Arnett, 1999; Hollenstein & Lougheed, 2013; Molloy, Ram, & Gest, 2011) . Nevertheless, it is important to emphasize that the present research describes the normative trajectory and that there are, of course, individual differences in the trajectory. Thus, some adolescents may experience declines in their self-esteem due to pubertal changes, conflicts with parents, and mood disruptions in this developmental period.
Adulthood. The shape of the self-esteem trajectory across adulthood identified in this meta-analysis corresponds well to the general shape of the trajectory found in previous studies, which This document is copyrighted by the American Psychological Association or one of its allied publishers.
suggested that self-esteem follows an inverted U-shape over the life course (note that these studies began only in adolescence or young adulthood; Orth et al., 2010 . Clearly, however, effect sizes differed across prior studies. For example, in , the increase from age 16 (i.e., the youngest age assessed in that study) to the peak at age 51 was relatively small with d ϭ 0.29, whereas in other studies as well as in this meta-analysis the effect size was much larger (in this metaanalysis, the cumulative effect for the same age interval was d ϭ 0.86). We therefore believe that this meta-analysis significantly advances the field, because it provides a much more precise picture of the life span trajectory compared with any single primary study. The reason is that the meta-analytic method provides for much larger statistical power (by aggregating across a large number of samples) and also for greater robustness of the findings, because the peculiarities of primary studies typically cancel each other out. Old age. As noted in the Introduction, previous research had yielded inconsistent findings about the magnitude of the normative decline in self-esteem in old age and, moreover, about the age at which the decline begins (e.g., Orth et al., 2010; von Soest et al., 2018; Wagner, Gerstorf, et al., 2013) . The meta-analytic findings suggest self-esteem does decline in old age. However, the rate of change was small until age 90 (the cumulative mean-level change from age 70 to 90 corresponded to d ϭ Ϫ0.15). Moreover, it should be noted that the decline started at a very high level of self-esteem. In fact, individuals reached their highest level of self-esteem at age 60 -70 years. Thus, the present research sug- This document is copyrighted by the American Psychological Association or one of its allied publishers.
gests that many people are able to maintain a relatively high level of self-esteem even during old age. After age 90 years, however, self-esteem declined more strongly (from age 90 to 94, cumulative d ϭ Ϫ0.39). Thus, this metaanalysis supports the notion that there is a terminal decline of self-esteem in very old age, with a much larger rate of decline (for terminal decline in life satisfaction, see Gerstorf, Ram, Estabrook, et al., 2008) . This issue is important because if very old adults experience significant loss in self-esteem, these changes may impair their level of well-being and contribute to the emergence of depressive symptoms and disorders (Orth, Robins, Trzesniewski, Maes, & Schmitt, 2009; Sowislo & Orth, 2013) . However, note that the estimate for the age group 90 -94 years was based on only two studies, suggesting that more research is needed to gain more precise insights into the self-esteem trajectory in very old age.
Birth cohort. The moderator analyses indicated that birth cohort did not explain variability in the effect sizes. Given that mean year of birth ranged from 1899 to 2002 across the samples included in this meta-analysis, the nonsignificant cohort effect indicates that the shape of the life span trajectory has not changed over the generations born during the 20th century. Of course, samples that differed in their mean year of birth typically also differed in their mean age, providing effect
Mean Age of Sample (years) Figure 2 . Scatterplot displaying the relation between effect size (i.e., standardized mean change d per year, d year ) and age (i.e., mean age of sample at the center of the observed time interval). The figure also shows the locally weighted smoothing (LOESS) curve across age. This document is copyrighted by the American Psychological Association or one of its allied publishers.
sizes for different parts of the life span (although some of the samples from different generations provided information about the same age, because year of data collection also varied across samples). However, the moderator analyses yield valid insights into cohort effects for two reasons. First, the effect of birth year was controlled for the effect of age in the moderator analyses. Thus, the effect of birth year captured the unique cohort effect while holding age constant (and also while controlling for other variables such as ethnicity, which otherwise could have confounded the effect). Second, we repeated the moderator analyses in the subset of samples aged 10 to 20 years. Thus, in this analysis, age varied relatively little across samples, whereas birth year varied more strongly (for this subset of samples, birth year ranged from 1950 to 2000, with M ϭ 1982.1 and SD ϭ 10.5 years). The fact that the second moderator analysis replicated the findings based on the full set of samples (yielding a nonsignificant cohort effect) corroborates the conclusion that there were no systematic cohort effects on mean-level change in self-esteem. Consequently, the meta-analytic findings do not support Twenge's (2006) claim that the birth cohorts called Generation Me (i.e., cohorts born in the 1970s to 1990s) experience more positive, This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
steeper increases in self-esteem. Moreover, we note that the sign of the cohort effect was negative in both moderator analyses (albeit nonsignificant), pointing in the direction of less positive meanlevel change in samples from more recent generations. Thus, if anything, the pattern of findings was opposite to predictions about Generation Me. Obviously, the present findings do not speak to the debate about generational changes in other personality characteristics such as narcissism, which are not considered here (for the debate see, e.g., Trzesniewski, Donnellan, & Robins, 2008; Twenge, Konrath, Foster, Campbell, & Bushman, 2008) . The nonsignificant cohort effect is relevant also for methodological reasons, because the modeling of a coherent life span trajectory based on estimates across different birth cohorts (as done in this meta-analysis; see Figure 3 ) is valid only if the cohorts included do not differ in significant ways in age-related mean-level change (i.e., the estimates for specific ages must not differ across cohorts). For example, if more recent generations experienced steeper increases in self-esteem during adolescence and young adulthood compared with older generations, these cohort differences would confound the overarching life span trajectory, leading to wrong conclusions about the patterns of self-esteem development. Thus, the fact that in this meta-analysis cohort effects were nonsignificant supports the validity of conclusions about the shape of the life span trajectory.
It is important to note that this meta-analysis provides information only about cohort effects on mean-level change or, in other words, about cohort effects on the slope but not the overall level of the trajectory. Thus, other evidence is needed to evaluate the hypothesis that more recent generations show higher levels of self-esteem. As reviewed in the Introduction, cohort-sequential longitudinal studies are particularly suited to assessment of cohort differences in the level and slope of developmental trajectories This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. (Baltes et al., 1979; Duncan et al., 2006) . The evidence from several cohort-sequential studies with large samples overall suggests that there are no systematic cohort differences in average levels of self-esteem (Erol & Orth, 2011; Orth et al., 2010 , even if for one of these data sets cohort effects have been reported (Twenge et al., 2017) . Moreover, studies with other research designs have also questioned the claim that more recent generations experience higher levels of self-esteem compared with older generations (Hamamura & Septarini, 2017; . Specificity of the life span trajectory of self-esteem. Given that self-esteem is substantially correlated with neuroticism, with cross-sectional correlations at about Ϫ.60 (Judge, Erez, Bono, & Thoresen, 2002; Robins, Tracy, Trzesniewski, Potter, & Gosling, 2001; Watson et al., 2002) , it may be informative to compare the life span trajectory of self-esteem with neuroticism (or, put differently, emotional stability, i.e., the positive pole of the neuroticism dimension). Many studies indicate that emotional stability increases across large parts of adulthood (Milojev & Sibley, 2017; Terracciano et al., 2005 ; but see Allemand, Zimprich, & Hendriks, 2008; Lucas & Donnellan, 2011) . Thus, this pattern corresponds to the uptrend in self-esteem during young and middle adulthood. However, the evidence suggests that emotional stability and self-esteem follow different trajectories in childhood and, possibly, old age. Whereas emotional stability tends to decline in the first decade of life (Soto, 2016; Wängqvist, Lamb, Frisén, & Hwang, 2015) , the present research suggests that self-esteem increases from age 4 to 10 years. Also, the available evidence suggests that emotional stability further increases, or at least is relatively stable, during old age (Lucas & Donnellan, 2011; Milojev & Sibley, 2017; Specht et al., 2011; Terracciano et al., 2005) , whereas this meta-analysis suggests that self-esteem declines in old age, with a sharper drop in very old age. The divergent developmental patterns for self-esteem and neuroticism support that it is essential to distinguish between the constructs and to understand the specific trajectory of self-esteem across the life span.
Limitations and Strengths
As is true for each meta-analysis, it is important to evaluate whether there is evidence of publication bias in the data (Sutton, 2009) . If publication bias were present, estimates of mean-level change could be distorted, for example, toward more positive effect sizes. However, we argue that the a priori likelihood of publication bias in the present data is low, given that the raw statistics that we used for computing the effect sizes were often not a central focus of the primary studies (i.e., they were included in tables with descriptive statistics on the measures used). Moreover, as reported in the Results section, the funnel graph of effect sizes exhibited an inconspicuous pattern. Also, Egger's test of funnel graph asymmetry was nonsignificant (Egger et al., 1997) . Finally, effect sizes did not differ significantly between articles in peerreviewed journals and dissertations. Dissertations are a category of the gray literature recommended for estimating effect sizes in unpublished studies because they are indexed in databases and can be searched systematically (Ferguson & Brannick, 2012; B. D. McLeod & Weisz, 2004) . Moreover, dissertations provide for a stricter test of publication bias compared with unpublished articles, because dissertations typically yield effect sizes that differ more strongly from peer-reviewed journal articles than do effect sizes from unpublished articles (Ferguson & Brannick, 2012) . Thus, the empirical analyses strongly suggest that the present findings are not biased by selective publishing.
Another potential threat to the validity of the present findings is selectivity in the samples used in primary studies. For example, if most primary studies used samples of participants with particularly high (or low) levels of well-being or particularly favorable (or adverse) environmental conditions, estimates of mean-level change in self-esteem could be biased. However, the present findings speak against this possibility, because effect sizes did not differ between nationally representative and other types of samples (our dataset included 21 nationally representative samples with a total of more than 25,000 individuals). Given that sample type was not a significant moderator, this suggests that the full meta-analytic sample of studies allows for valid insights into the normative pattern of mean-level change in self-esteem across the life span.
With regard to ethnicity, we had to focus on the contrast between samples that were White/European versus other samples, because of the very low proportion of samples that consisted predominantly of Black, Asian, or Hispanic individuals. Thus, although the present meta-analysis suggests that individuals who are European or of European descent show a trajectory that corresponds to the trajectory identified for the full set of samples, conclusions about the trajectory among other ethnic groups are based on an omnibus test and should be considered tentative. Given this limitation, researchers interested in the self-esteem trajectory among specific ethnic groups should consult relevant primary studies (Gray-Little & Hafdahl, 2000; Orth et al., 2010; Robins et al., 2002; Shaw et al., 2010) .
Few samples were from outside of Western cultural contexts (only 4% of the samples were from Asian countries and no samples were available for African, South American, or Central American countries). Although it would have been desirable to test whether the life span trajectory of self-esteem holds outside of Western countries, this was not possible in this meta-analysis. In future longitudinal studies, it would be highly interesting to test whether the trajectory identified in the present research replicates in non-Western samples (for cross-sectional studies, see Bleidorn et al., 2016; Robins et al., 2002) . Nevertheless, the moderator analyses support the conclusion that the trajectory holds across Western countries.
The moderator analyses indicated that the measure of selfesteem explained variability in the effect sizes. Specifically, samples that were assessed with the Rosenberg Self-Esteem Scale (Rosenberg, 1965) showed greater effect sizes than samples that were assessed with other measures. This effect held for both the full set of samples and for the reduced set of samples aged 10 to 20 years. The reason for this effect is unclear. One possibility is that the Rosenberg scale shows greater reliability than the other measures of self-esteem and, if so, then the larger amount of measurement error in other measures could dampen estimates of mean change more strongly. Thus, future research could test whether differences in the reliability of self-esteem measures contribute to differences in estimates of mean-level change. Nevertheless, research suggests that not only the Rosenberg scale but also the Harter scales and Marsh scales-together, these scales were used in 87% of the samples included in the present metaThis document is copyrighted by the American Psychological Association or one of its allied publishers.
analysis-generally have good reliability (for a review, see Donnellan et al., 2015) . Moreover, it may be useful to note that a large body of research supports the validity of the Rosenberg, Harter, and Marsh scales . Also, these measures show other favorable psychometric properties such as measurement invariance across time (Marsh, Scalas, & Nagengast, 2010; Orth, Erol, Ledermann, & Grob, 2018; Orth, Robins, Widaman, & Conger, 2014) , age Whiteside-Mansell & Corwyn, 2003) , gender (Byrne, 1988) , and ethnicity and cultural contexts (Alessandri, Vecchione, Eisenberg, & Laguna, 2015; Bodkin-Andrews, Ha, Craven, & Yeung, 2010; Leung, Marsh, Craven, & Abduljabbar, 2016) . For these reasons, we believe that the moderator effect of measure of self-esteem does not significantly threaten the validity of the overall findings of the metaanalysis.
A limitation is that we did not test whether the weighted mean effect sizes differed significantly between age groups. The reason is that the age groups were not fully independent from each other, because some multiwave studies (i.e., studies with three waves and more) provided effect sizes for more than one age group. However, it is important to emphasize that in the analyses within age groups, as well as in the moderator analyses, independence of samples was ensured.
As reported in the Method section, when studies provided more than one effect size because two different measures of self-esteem were used or because for a given age group more than one time interval was available, we ensured that each sample provided only one effect size per analysis by averaging effect sizes within samples before the meta-analytic computations. It should be noted, however, that it would be statistically superior to use a multilevel meta-analytic approach to account for dependent effect size estimates. Also, we note that it is possible that the computation of the sampling variance of standardized mean change would need an adjustment when using d year instead of d. Given that the metaanalytic literature seems to be mute on this issue, we used the equation for the sampling variance as described in Becker (1988) and Lipsey and Wilson (2001) . A finding, for which the explanation is unclear, is that for age groups in middle adulthood and old age, the Q heterogeneity statistics were small when compared with their corresponding degrees of freedom (under homogeneity, the expected value for Q is df ϭ k Ϫ 1; Borenstein et al., 2009 ). Nevertheless, it should be noted that prior research on self-esteem development in adulthood, at least until about age 70, reported relatively consistent findings, corresponding to the low degree of heterogeneity.
The use of age groups allowed to estimate age-dependent change in self-esteem in a relatively precise way (i.e., we distinguished between 22 age groups). Although it is often preferable to examine age as a continuous variable, in the present context this would have required to test specific models of change across the life span (e.g., to test whether the trajectory can be captured by a linear, quadratic, or cubic model). In fact, the meta-analytic findings, as shown in Figure 3 , correspond roughly-but not fully-to the quadratic life span trajectory suggested by several longitudinal studies (Orth et al., 2010 . Importantly, however, imposing a change model on the present meta-analytic data would not have allowed to estimate change in a fine-grained way in developmental periods such as early adolescence and old age. For example, it is likely that the discontinuous shape of the trajectory between age 11 and 15 years would not have been captured when modeling a coherent trajectory across the life span. Yet, as discussed above, the precise estimates for age groups in childhood, adolescence, and old age allowed for important conclusions with regard to previously unresolved issues in the field of self-esteem development.
An important strength of this meta-analysis is the comprehensive coverage of the available data across the life span (i.e., from as young as age 4 years to 94 years). Also, we believe that the effect size measure used in the present research (i.e., the standardized mean change d per year, d year , which is a change-to-time ratio) significantly contributes to the validity of the findings, compared with the simpler effect size measures (such as the simple d) used in prior meta-analyses of mean-level change in personality constructs. The reason is that the length of the time interval across which change is observed should be an integral part of the effect size measure. Based on age-specific estimates of d year , the metaanalysis allowed drawing a precise picture of the normative trajectory from early childhood to old age, by showing cumulative d values across the life span.
Conclusions
Based on longitudinal data from 331 independent samples with more than 160,000 individuals, this meta-analysis shows that people's self-esteem changes in a systematic, normative way over the life span. The findings suggest that, on average, self-esteem increases in early and middle childhood, remains constant in adolescence, increases strongly in young adulthood, continues to increase in middle adulthood, peaks between age 60 and 70 years, and declines in old age and more strongly in very old age. The pattern of results did not differ significantly for samples from different birth cohorts and different countries, samples with different compositions in terms of gender and ethnicity, and for different sample types, suggesting that the findings are robust and generalizable within Western cultural contexts. With regard to childhood and early adolescence, the meta-analytic findings deviate from prior depictions found in the literature, which had been based on narrative reviews. Thus, the notion that self-esteem declines in middle childhood and reaches a low point in early adolescence should be revised. Moreover, although there is a normative decline in self-esteem after age 70, the meta-analysis indicates that the magnitude of decline is relatively benign until age 90, suggesting that many older adults are able to maintain a relatively high level of self-esteem. In very old age, however, self-esteem declines more strongly, suggesting that in this developmental stage individuals may be vulnerable due to declining self-esteem and that interventions aimed at improving self-esteem may be needed.
