The tremendous advance in information technology has promoted the rapid development of location-based services (LBSs), which play an indispensable role in people's daily lives. Compared with a traditional LBS based on Point-Of-Interest (POI), which is an isolated location point, an increasing number of demands have concentrated on Region-Of-Interest (ROI) exploration, i.e., geographic regions that contain many POIs and express rich environmental information. The intention behind the POI is to search the geographical regions related to the user's requirements, which contain some spatial objects, such as POIs and have certain environmental characteristics. In order to achieve effective ROI exploration, we propose an ROI top-k keyword query method that considers the environmental information of the regions. Specifically, the Word2Vec model has been introduced to achieve the distributed representation of POIs and capture their environmental semantics, which are then leveraged to describe the environmental characteristic information of the candidate ROI. Given a keyword query, different query patterns are designed to measure the similarities between the query keyword and the candidate ROIs to find the k candidate ROIs that are most relevant to the query. In the verification step, an evaluation criterion has been developed to test the effectiveness of the distributed representations of POIs. Finally, after generating the POI vectors in high quality, we validated the performance of the proposed ROI top-k query on a large-scale real-life dataset where the experimental results demonstrated the effectiveness of our proposals. drinking coffee in a cafe, which is a difficult question for traditional POI based methods to answer. In addition, research on ROI exploration can not only create a better service in application, but also create high research value in urban function analysis. It is worth noting that we used the definition of geographic regions [4] rather than image areas [5] for the ROI in our article.
Introduction
Recent years have witnessed the rapid development of Internet technologies and sensor devices, which, in turn, has resulted in the explosive growth of geo-related information. According to the statistics, 18.78% of web resources contain geographic location information and 18.6% of information retrieval is related to location [1] . The current research focus is spatiotemporal data mining and pattern discovery via multi-source geospatial big data. The corresponding achievements are widely used in urban computing, social analysis, environmental monitoring, and other fields, which greatly improve the quality of people's life [2, 3] . As an important research direction, location-based services (LBSs) have attracted great attention from both the academic and industrial communities. A valuable research problem in this field is exploring the locations of interest in the city by mining geo-tagged data. However, most of the current location services only concentrate on the search of isolated locations, such as Point-Of-Interest (POI) queries and ignore the user's demand for Region-Of-Interest (ROI) exploration. In many real-life application scenarios, it is common for users to find multi-functional ROIs related to their requests, e.g., a person is hoping to watch a movie in a nearby cinema after
•
Unlike traditional ROI exploration based on the statistical information of query elements, we studied ROI exploration for environmental semantics and distribution characteristics, which introduced new opportunities and challenges. We were the first to utilize the spatial distribution and the semantic information of the POI in ROI exploration.
We proposed a novel POI corpus construction method and used Word2Vec model to acquire the distributed semantic representation of the POI. An evaluation metric was developed to measure whether our proposed method could effectively capture the environmental semantics and type characteristics of the POI, and also prove the association between POI spatial distribution and their types. •
The grid division was constructed to realize the distributed representation of the regional feature information of the candidate ROI. After the calculation method of the similarity score between the ROI vector and query condition was designed to achieve the top-K query of the keyword-based ROI, we verified that the proposed method achieved significant improvements over the baselines in a large-scale real dataset.
Considering the extension of the ROI multi-keyword query mode, we demonstrated the validity and feasibility of the multi-keyword query.
The rest of this paper is organized as follows. Section 2 overviews the related work. Section 3 formally defines the statement of our problem. Our method is elaborated in Section 4. Section 5 proves the efficiency of the POI vectors and evaluates the performance of the proposed method by comparison. Finally, we briefly conclude the paper in Section 6.
Association for Information Systems (AIS) data and recognized the clustering and analysis on trajectory characteristics [32] . Mai G. et al. [33] adopted Doc2vec to transform the description of each historic place from DBpedia into a paragraph vector and performed a clustering algorithm to implement semantically enriched geospatial data visualization. Nevertheless, the above-mentioned studies did not directly study the distribution characteristics of spatial objects because the main operation object was still text data. In contrast, we directly captured the geographical environmental characteristics of the POIs by constructing spatial contexts and exploring the deep dependencies between the geographic distribution and spatial object types. The closest work to ours was conducted in [14] , which designed a greedy algorithm to directly model the spatial objects by POI embedding and used the acquired POI vectors for the downstream urban land classification task. In contrast, we constructed a more realistic and natural POI corpus for the model training and focused on exploring the spatial characteristics and environmental semantics of the ROIs to implement a spatial keyword-based ROI query. Other similar works have studied POI recommendations by using POI embedding to provide high-quality data input in the pretreatment of the prediction model. The POI embedding was obtained to predict the next visitor of a POI point by incorporating spatial information into the Word2Vec model [34] . However, our work did not take time sequential data as the research object, but considered exploring the relevant characteristics of spatial objects and understanding their environmental semantics to construct the distributed representation of POI, so that a similarity match between the ROI spatial description and query could be realized [35] .
Problem Statement
Given a raw POI dataset P in a limited map, each point is assigned with an exact coordinate location (x, y). x and y are the longitude and latitude, and it also has a type label, t i . Other unnecessary attributes (e.g., Name, Address, and Alias) were ignored in this paper. Table 1 gives an example of the POI data. Based on the POI dataset, the intention of ROI exploration was to find a close related region populated with various POIs for the users' keyword-based query. First, the ROI keyword query was defined as follows:
Definition 1. ROI keyword query: Given a keyword set Q = {q 1 , q 2 , q 3 , . . . , q n }, each q i can be mapped to a certain type label t i . The query Q expects to find some regions whose characteristics are the most relevant to these specific requests q i .
Second, the conception of ROI was specifically described as follows in this paper: Definition 2. ROI: ROI is a relevant region R where a certain number of POIs satisfy the query location. With a POI regarded as an atom in this region, R is represented as a mixed POI set R = {p 1 , p 2 , p 3 , . . . , p n }, where p i is a POI with one type label, t i . After the ROI division, each region is viewed as the candidate ROI to be matched. More details will be explored in-depth in Section 4. For now, the ROI can be treated as an abstract set.
Definition 3. Top-K similarity search: By dividing the raw POI data into n candidate ROIs, the similarity score between each one and the query Q can be calculated. Then, the search will return a sorted top-K collection of the ROIs with the K highest similarity score.
An instance of the top-K similarity search is shown in Figure 1 . The query Q group is {school}. There were four candidate ROIs to be matched. Assuming K = 1, the ROI colored with red was returned as the top-1 result. It is worth mentioning that the similarity calculation takes into account the environmental semantics of the regions. On the basis of the well-trained distributed representation of the POIs, our method will generate the corresponding vector for each candidate ROI, which contains the internal environmental information and structural characteristics of the ROI, i.e., the environmental semantics of the region. Thus, the vector corresponding to the query keyword will be treated as the search condition to find the top-K ROIs that match the query vector. The example shown in Figure 1 calculates the similarity score between the vector corresponding to the query keyword Q {school} and each candidate ROI vector to find the top-1 result. i.e., the environmental semantics of the region. Thus, the vector corresponding to the query keyword will be treated as the search condition to find the top-K ROIs that match the query vector. The example shown in Figure 1 calculates the similarity score between the vector corresponding to the query keyword Q {school} and each candidate ROI vector to find the top-1 result.
The blue points represent the buildings with type label "school" and the yellow points indicate the buildings with type label "residential buildings". As a result, the red region is returned as the result of our top-1 query by matching the environmental information of each candidate Region-Of-Interest (ROI) for the query.
The symbols used in this paper are summarized in Table 2 . 
Methods

The Overall Architecture
The workflow diagram of our method can be seen in Figure 2 . First, we describe the data that were used to train our POI vectors in Section 4.2, which also considered the data as the input of the whole workflow. According to our specific intentions, the procedure of the workflow was composed of three steps:
First, the raw data, containing a large number of POIs with type labels, were used to construct the corpus (an organized computer-readable collection of text or speech in the field of NLP) of the POIs. The skip-Gram model of Word2Vec was trained over the POI corpus to express POIs in a highdimensional space, which could capture their semantic information and environmental state. The latent semantic association of POI embedding vectors is revealed in the correlation analysis (Section 4.3).
Second, a grid division in the research region was built to acquire the candidate ROIs, each of which was viewed as a POI set. The candidate ROIs could be described as vectors by the product of Step 1 (POI embedding vectors). At the same time, two variant methods of generating candidate ROIs were introduced to make the ROI vector description more reasonable (Section 4.4).
Finally, the products of the previous step, the candidate ROI vectors, were considered as the inputs to this step. They were utilized to calculate the relevance score by the similarity formula with Figure 1 . The blue points represent the buildings with type label "school" and the yellow points indicate the buildings with type label "residential buildings". As a result, the red region is returned as the result of our top-1 query by matching the environmental information of each candidate Region-Of-Interest (ROI) for the query.
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The Overall Architecture
First, the raw data, containing a large number of POIs with type labels, were used to construct the corpus (an organized computer-readable collection of text or speech in the field of NLP) of the POIs. The skip-Gram model of Word2Vec was trained over the POI corpus to express POIs in a high-dimensional space, which could capture their semantic information and environmental state. The latent semantic association of POI embedding vectors is revealed in the correlation analysis (Section 4.3).
Second, a grid division in the research region was built to acquire the candidate ROIs, each of which was viewed as a POI set. The candidate ROIs could be described as vectors by the product of
Step 1 (POI embedding vectors). At the same time, two variant methods of generating candidate ROIs were introduced to make the ROI vector description more reasonable (Section 4.4).
Finally, the products of the previous step, the candidate ROI vectors, were considered as the inputs to this step. They were utilized to calculate the relevance score by the similarity formula with the user's keyword query group Q. Therefore, based on different query modes, the top-K ROIs related to the user's query are returned as the final results (Section 4.5).
In the remainder of this section, we present further details on the specific process of these steps. In the remainder of this section, we present further details on the specific process of these steps.
Data Description
In this paper, 379,790 records of Beijing POIs with multi-level type labels were fetched via the Application Programming Interfaces (APIs) of the Amap Service [36] , which is one of the most popular map services in China. A type label is made up of three levels, where the lower category is attached to the higher category. A lower category level usually means that there are more detailed descriptions and more specific restrictions about the POI. For example, given a POI type labeled "Science and Education Service-School-university", its top-level is "Science and Education Service", the middle-level is "School", and the bottom-level is "university". Moreover, there are similarities among the POI types of the same middle-level type or same top-level type. It is noted that "Science and Education Service-School-university" is similar to "Science and Education Service-School-Middle School" because both of them belong to the middle-level "School" and the top-level "Science and Education Service". We kept the bottom-level types that appeared more than 10 times in the entire dataset, which were viewed as the words in our training model. As a result, there were 19 toplevel types, 174 middle-level types, and 521 bottom-level types in our POI dataset. The type and count of each top-level POI category is shown in Table 3 . Each top-level type was designed with an ID for ease of description in the following analysis. Bottom-level types were considered as type labels to construct the POI corpus. 
In this paper, 379,790 records of Beijing POIs with multi-level type labels were fetched via the Application Programming Interfaces (APIs) of the Amap Service [36] , which is one of the most popular map services in China. A type label is made up of three levels, where the lower category is attached to the higher category. A lower category level usually means that there are more detailed descriptions and more specific restrictions about the POI. For example, given a POI type labeled "Science and Education Service-School-university", its top-level is "Science and Education Service", the middle-level is "School", and the bottom-level is "university". Moreover, there are similarities among the POI types of the same middle-level type or same top-level type. It is noted that "Science and Education Service-School-university" is similar to "Science and Education Service-School-Middle School" because both of them belong to the middle-level "School" and the top-level "Science and Education Service". We kept the bottom-level types that appeared more than 10 times in the entire dataset, which were viewed as the words in our training model. As a result, there were 19 top-level types, 174 middle-level types, and 521 bottom-level types in our POI dataset. The type and count of each top-level POI category is shown in Table 3 . Each top-level type was designed with an ID for ease of description in the following analysis. Bottom-level types were considered as type labels to construct the POI corpus. 
POI Embedding
As mentioned in the introduction, solely counting the number of the POIs with labels to match the ROI will result in neglecting their spatial distributions and environmental information. To solve this problem, some recent works in NLP have inspired us, as the distributed representation model Word2Vec can capture the semantic relations in each word's context and produce a high-quality collection of word embedding vectors encoding latent semantic information [27, 28] . In addition, the distribution of the POI group size in [37] revealed that the type frequency of these POIs conformed to a power distribution, which is similar to the word frequency distribution in documents [38] . This means that the same approach can be used to capture the environmental semantics of POIs, which is verified explicitly in [14] . Each POI with a type label (bottom-level type) is transformed into a high-dimensional vector, which is similar to the word embedding process, so this step was named POI embedding.
Corpus Construction
To obtain a meaningful POI embedding vector, an organized POI corpus was prepared before the training step of the raw data. It can be seen that there is an obvious difference between the word corpus and the POI corpus. Compared with the POI corpus, the word corpus consists of many ordered documents with words in a natural sequential order. Thus, it is necessary for the POI corpus to be reorganized in a new way that is similar to the word order. The key to this problem is to define the spatial context of a certain POI and provide a reasonable input for the Word2Vec model. To sufficiently capture the spatial distribution and type correlation of a certain POI, we iterated every POI in the raw data and found its corresponding spatial context. The type label of the center POI is denoted as ti. Its spatial context is denoted as a set T context = {t i-c , . . . , t i-1 , t i+1 , . . . , t i+c }, which are the type labels of the 2c nearest POI neighbors to the center POI in the coordinate system. For every T context , we can obtain 2c Cartesian products (t i , t x ) as the training pairs for each center POI t i , which is similar to the sliding window in the Word2Vec model. The exact coordinate location of each POI was given in the raw dataset so that we could successfully obtain the spatial context of each POI to build our POI embedding corpus. Furthermore, to accelerate the construction of the training data, we iterated all POIs and found the 2c nearest neighbors of each POI by spatial indexing techniques, such as R-tree and Geohash. Compared with the TAZ-POI corpus in [14] , the corpus constructed by our method is more natural and convincing in catching the inner space relationships and exploring the correlations of POI types.
Training POI Vectors by the Skip-Gram Model
With these training sets fed to Word2Vec, the Skip-Gram model of Word2Vec was adopted to achieve POI embedding. The basic framework of the Skip-Gram model is shown in Figure 3 , which attempts to use the center POI type to predict its spatial context POIs and learn all of the word embedding vectors. The Skip-Gram model. In the output layer, the input vector is the one-hot form where "1" represents the occupied position of the input type in the K types. In the hidden layer, D linear neurons are adopted and the D×K weight matrix of the neurons is the POI vector matrix. In the output layer, each output neuron uses a softmax classifier to predict the conditional probability of its context POI types, and the target is to minimize the loss.
Based on the neural network language model (NNLM) and Naive Bayes model, assuming the generation of each tx is independent, the context type probability distribution learned from this model is defined as
In Equation (1), p(tx|ti) is the normalized conditional probability of predicting a certain context POI type tx from the center type ti. y' is the joint probability distribution of the context labels that the model can learn from the training data. The original likelihood distribution y of the context labels follows a multinomial distribution. To conform y' to the true probability distribution of the POI types y in the raw data, a cross entropy is used as the loss function, which measures the gap between the two probability distributions as follows:
In Equation (2), minimizing the loss for a center POI ti can be utilized to optimize the learning process and adjust the weight matrix in the hidden layer. The essence of this model is to calculate the similarity between the vector of input word ti and the vector of its context word tx and then perform a softmax normalization. Therefore, when a one-hot vector is regarded as the input vector, the vector of its context words will be in the form of a softmax representation, which reveals that the context vector should belong to a certain type. This procedure, called forward computation in deep learning, further describes the conditional probability p(tx|ti) as
In Equation (3), V is the D×K weight matrix where Vi is the column vector corresponding to the center POI type ti, and Vx is the column vector corresponding to the context POI type tx. D is our presupposed dimension in the distributed representation of POI types, while K is the total number The Skip-Gram model. In the output layer, the input vector is the one-hot form where "1" represents the occupied position of the input type in the K types. In the hidden layer, D linear neurons are adopted and the D×K weight matrix of the neurons is the POI vector matrix. In the output layer, each output neuron uses a softmax classifier to predict the conditional probability of its context POI types, and the target is to minimize the loss.
Based on the neural network language model (NNLM) and Naive Bayes model, assuming the generation of each t x is independent, the context type probability distribution learned from this model is defined as
In Equation (1), p(t x |t i ) is the normalized conditional probability of predicting a certain context POI type t x from the center type t i . y' is the joint probability distribution of the context labels that the model can learn from the training data. The original likelihood distribution y of the context labels follows a multinomial distribution. To conform y' to the true probability distribution of the POI types y in the raw data, a cross entropy is used as the loss function, which measures the gap between the two probability distributions as follows:
In Equation (2), minimizing the loss for a center POI t i can be utilized to optimize the learning process and adjust the weight matrix in the hidden layer. The essence of this model is to calculate the similarity between the vector of input word t i and the vector of its context word t x and then perform a softmax normalization. Therefore, when a one-hot vector is regarded as the input vector, the vector of its context words will be in the form of a softmax representation, which reveals that the context vector should belong to a certain type. This procedure, called forward computation in deep learning, further describes the conditional probability p(t x |t i ) as
In Equation (3), V is the D×K weight matrix where V i is the column vector corresponding to the center POI type t i , and V x is the column vector corresponding to the context POI type t x . D is our presupposed dimension in the distributed representation of POI types, while K is the total number of our POI types. The softmax function is leveraged to calculate the conditional probability of the type t x in K types for the center type t i .
Combined with the above explanation, the loss function is redefined as follows:
where T is the amount of our POI corpus. It was noticed that the optimization to minimize the loss for all of the data is a time-consuming step. To accelerate this process, two optimization algorithms, mini-batch gradient descent and negative sampling, were implemented in this model [30] .
After training, an adjusted weight matrix V, which can make the learned distribution consistent with the true one, is returned. For a certain type t j , we can look up the POI embedding vector v j from the j-th column vector in V. As the Word2Vec model considers the impact of the environment around each POI, the POI vector corresponding to a type will be reflected in its environmental semantics. These POI embedding vectors capturing the environment information of each POI type are considered as the input for the next stage.
Correlation Analysis of the POI Vectors
We utilized these POI vectors for clustering and correlation analysis to reveal that the POI vector could reflect the type association effectively. The similarity score between the POI vectors can be calculated by cosine similarity [39] . Next, the k-means++ [40] , which improves the initialization of k-means clustering and reduces the error, was implemented to cluster the POI vectors and quantify the relevance between the POI types. However, how to decide the number of clusters K is still remains a question. To cope with this issue, the average silhouette coefficient [41] based on cosine similarity can be used to evaluate the effect of the POI vector clustering and determine an appropriate cluster number K. The silhouette coefficient of the POI p i is denoted by s(i), whose range is [−1,1]. A value of s(i) close to 1 shows that the POI is clustered effectively and far from other clusters; a value of s(i) close to 0 means that there is some difficulty in judging the belonging of the POI; a value of s(i) close to −1 usually means it is put into the wrong cluster. As a whole, the average silhouette coefficient (ASC) of the entire dataset can reflect the appropriateness of clustering. In general, a larger ASC means a more reasonable result for the cluster number K. More implementation details of the association analysis will be demonstrated in the Experimental and Results Section.
Candidate ROI Vector Generation
After obtaining the well-trained POI embedding vectors, an ROI regarded as an abstract set of POIs can be obtained by using the POI vectors included in it. Therefore, candidate ROI vector generation becomes the key issue. It is necessary to select a reasonable division for candidate ROI and generate ROI vectors based on internal POI embedding vectors. It is worth mentioning that in most daily scenarios, users focus more on the location of regions strongly related with the query, rather than the specific shape of the regions. Consequently, we referred to the gird-based approaches [11, 22, 23] and established our region grid division. Compared to other methods that can explore the shape of the regions by the density of points such as DBSCAN (its time complexity is O(n 2 ), n is the number of POI), the grid division can effectively improve the construction of the candidate ROIs (its time complexity is O(n)). Meanwhile, it can also return acceptable results, meeting the user's query requirements by setting different scales of the grid size.
Grid Division
The research region in the geographic coordinate system, where many POIs with labels are located, is converted into a rectangular region by the projection transform. The region's length transformed by longitude span is l km and its width transformed by latitude span is w km. Next, we divided it into a × b grids with a length of l/a km and width of w/b km, where a and b are the parameters determined by the user to control the area of the grid. All POIs are put into their corresponding grids based on their coordinate positions.
Then, each grid considered as the candidate ROI contains a certain number of POIs with labels (it is noted that there is no POI in some grids). Given the POI vectors, the ROI vector can be computed by aggregating the POI vectors in it. An intuitive method is to calculate the weighted mean of the POI vectors in candidate ROIs by their frequency of occurrence:
where R i and v tj represent the i-th ROI vector and the POI vector with type label t j , respectively. The weight w j is the frequency of the POI with label t j in R i .
TF-IDF Method
However, considering that some infrequent POIs tend to have a negative impact on the function and type of the ROI, term frequency-inverse document frequency (TF-IDF), a common method in information retrieval that can evaluate the importance of words in a corpus, was utilized to adjust the weights of POI types in each ROI. The principle is that the importance of one word increases proportionally with its appearance in a document, but decreases inversely with its frequency in the whole corpus.
It inspired us that all of the candidate ROIs can be viewed as documents, while each POI with type label can be viewed as a word. Thereby, the IDF of the POI with type label t j is
In Equation (6), N is the total number of the candidate ROIs and N(t j ) is the number of the ROIs including the POI with t j . The constant term is to avoid a zero denominator. IDF reflects the frequency of the POI with t j in all of the candidate ROIs. A high value of the IDF indicates that the POI with t j appears in most candidates. In contrast, the low IDF means it is rare in the whole POI corpus. Therefore, the TF-IDF, the weights of the POI vector with type t j , can be recalculated as follows:
where TF(t ij ) is the frequency of the POI with label t j in the i-th ROI. The formula of the ROI vector is updated by new weights. By leveraging the TF-IDF method, we can construct a more reasonable candidate ROI vector, making its regional characteristic expression more consistent with the realistic environment. Algorithm 1 describes the detailed implementation of the TF-IDF method, which is processed after grid division. Each S i in the candidate ROI set S is a POI set, where each POI has a type label t j corresponding to POI vector v tj . First, the inverse document frequency of each t j is calculated, and then the corresponding weights w j of each POI vector are calculated for each S i (lines 5-6). Each candidate ROI vector R i can be obtained by Equation (5), where the POI vector set v will be utilized. Eventually, it returns the candidate ROI vector set R.
Algorithm 1: TF-IDF Method
Input: (1) candidate ROI set S (2) POI vectors set v (3) type labels set t Output: candidate ROI vectors set R 1: for each t j ∈ t do 2: IDF(t j ) = result by Equation (6) 3: for each S i ∈ S do 4: for each t j ∈ t do 5: TF(t j ) = the frequency of POI with label t j in i-th ROI 6: w j = IDF(t j ) × TF(t j ) 7: R i = result by Equation (5) 8: return R
Gaussian Kernel
On the other hand, it is noteworthy that there is an external association between a certain ROI and its surrounding regions in geographic space. With the relevance involved, the result will be more robust and closer to the realistic situation. In order to improve the quality of the ROI vector, we represent the center ROI vector as the weighted mean of its surrounding ROIs and itself. According to the principle that the correlation decays inversely with the increase of distance [42] , the relevance between the center ROI and its surrounding ROI can be assumed to obey the two-dimensional Gaussian distribution in geographic space [11] . Then, we introduced the Gaussian kernel and calculated the weighted average, which is similar to the convolution operation of the image. The center ROI vector is adjusted as follows:
In Equation (8), R is the original ROI matrix and R(i-m,j-n) is the ROI vector in the position (i-m,j-n). Similarly, R' is the adjusted ROI matrix and R'(i,j) is the updated vector for the center ROI R(i,j). K is the Gaussian kernel where K(m,n) represents the weight of these ROI vectors that are involved for calculating the center ROI R(i,j). With a 3 × 3 Gaussian kernel taken as an example, the specific process is shown in Figure 4 .
Using the Gaussian kernel computing center ROI, we can effectively take into account the impact of the surrounding ROIs on the central ROI. In order to reduce the computational complexity, we only took one-hop adjacent ROIs to the center into account and adopted a 3 × 3 Gaussian kernel in this paper.
Considering the parameters (a and b) of the grid division, candidate ROI vectors set R can be represented as the vectors matrix R(a,b) in Algorithm 2. First, lines 1-2 perform the expansion and filling process shown in Figure 4 . Next, the convolution multiplication of Equation (8) is performed for each unexpanded ROI vector R(i,j) on the augmented matrix. As a result, an adjusted candidate ROI vectors matrix R'(a,b) will be returned. In Equation (8), R is the original ROI matrix and R(i-m,j-n) is the ROI vector in the position (im,j-n). Similarly, R' is the adjusted ROI matrix and R'(i,j) is the updated vector for the center ROI  R(i,j) . K is the Gaussian kernel where K(m,n) represents the weight of these ROI vectors that are involved for calculating the center ROI R(i,j) . With a 3 x 3 Gaussian kernel taken as an example, the specific process is shown in Figure 4 . R(a+2, b+2) , where the extended part is filled by the 0 vector. Meanwhile, with the convolution kernel weight corresponding to the 0 vector region set as zeros, the ROI vector in the edge of the original matrix can also be computed.
Using the Gaussian kernel computing center ROI, we can effectively take into account the impact of the surrounding ROIs on the central ROI. In order to reduce the computational complexity, we only took one-hop adjacent ROIs to the center into account and adopted a 3 x 3 Gaussian kernel in this paper.
Considering the parameters (a and b) of the grid division, candidate ROI vectors set R can be represented as the vectors matrix R(a,b) in Algorithm 2. First, lines 1-2 perform the expansion and filling process shown in Figure 4 . Next, the convolution multiplication of Equation (8) is performed for each unexpanded ROI vector R(i,j) on the augmented matrix. As a result, an adjusted candidate ROI vectors matrix R'(a,b) will be returned. R(a+2, b+2) , where the extended part is filled by the 0 vector. Meanwhile, with the convolution kernel weight corresponding to the 0 vector region set as zeros, the ROI vector in the edge of the original matrix can also be computed.
Query Search
In this subsection, we define the query modes as the single-keyword ROI query and the multi-keyword ROI query, respectively, according to the number of query keywords, and propose a method to measure the similarity between keyword query and candidate ROIs.
Single-Keyword Query Mode
The POI vectors imply the environmental semantics and distribution information of the POIs with various type labels, and the POIs with the same spatial distribution tend to have similar category characteristics, which means that the correlation between the different type of labels can be measured by the similarity score between the POI vectors. In general, the cosine similarity is considered to be one of the most appropriate methods for calculating the similarity between the vectors in high-dimensional space. Therefore, the formula of the similarity score between POI vectors corresponding to two different types t a and t b is
The similarity score is in the range of [−1, 1]. A greater similarity score indicates that there is a strong correlation between their corresponding types. This point is further demonstrated in Section 5.
Similarly, given the ROI vector for each candidate ROI and the single keyword q x , which is mapped to the POI vector v tx with label t x , the similarity score between the query and each candidate ROI can be calculated by
where R i represents the i-th candidate ROI to be matched. The ROI vector comprehensively considers its own composition of the POIs and the impact from the surrounding environment to express the regional characteristics of each candidate ROI intensively. Compared with the simple statistics of these POIs with the keyword, the impacts of each POI point on the regional characteristics were all taken into consideration. If there is a high similarity score between the ROI vectors indicating the overall features of this region and the vectorized query keyword, it is reasonable to think that the ROI area is closely related to this query. After obtaining the similarity scores for all candidate ROIs, we performed a sort operation to find the top-K results with the highest scores. As the sorting process was not our research focus, we just implemented a simple bubble sort algorithm.
Multi-Keyword Query Mode
For the multi-keyword query group Q = {q 1 , q 2 , q 3 , . . . , q n }, the mean of the vectors corresponding to all of the keywords is calculated as the final query vector V Q , thus its similarity with each candidate ROI is measured by Equation (10). The rationality of the design is shown in the ROI, whose characteristics meets the environment of all keyword POIs, if it can highly match the multi-keyword query. If the ROI lacks the element of the POI corresponding to a certain keyword, its vector will have a large angle with the query vector in the high-dimensional vector spaces, so the cosine similarity is relatively low and does not rank high in the result of the multi-keyword query.
As there is a high similarity between the two query modes, the query search implementation of them will be shown in Algorithm 3 together. Lines 1-5 generate the query vector group Q v corresponding to the keyword query group Q. Lines 6-7 perform the average operation on Q v . At this time, regardless of whether it is a single keyword query or multi-keyword query, the output is the average query vector Q mean . Then, the similarity score between each candidate ROI vector R i and Q mean is calculated by Equation (10), which can be used to sort the candidate ROI vector R i in descending order. Finally, it returns the top-K ROI R top-K relevant to the query. 
Experiment and Results
In this section, our work and experimental results were evaluated in two steps. In the first step, we proposed an evaluation schema to study how to define the training parameters of our model and obtained the POI vectors in high quality. Then, we clustered these vectors to conduct a correlation analysis, verifying the effectiveness of the POIs for environmental semantic expression. In the second step, we compared our ROI query method based on these POI vectors and its variants with the baseline method to verify their effectiveness in ROI exploration. Finally, we present the results in a real dataset to reveal the feasibility of the proposed method in a multi-keyword query.
POI Vector Acquirement and Analysis
Training POI Vectors and Parameter Selection
We trained the POI embedding vectors by utilizing the Word2Vec model in TensorFlow 1.11.0. [43] . Specifically, the iterations were set to 20 and the parameters were set to the default values except the window size c and the dimension of the embedding vector D. It was noted that the two important parameters for Word2Vec, c and D, directly determined the quality of the acquired POI vectors. As the number of the POI types is much smaller than the size of vocabulary in the real world, we selected c from 1 to 20 with a step interval of 1 and D from 10 to 200 with a step interval of 10 f.
Evaluation metric: In the Introduction, we mentioned that there was relevance between type association and geographic distribution. We also illustrated that our method could effectively capture the environmental characteristic and geographic distribution of the POIs by the Word2Vec model. It can be inferred that whether POI vectors can reflect the original type association is considered as the evaluation standard for the quality of the POI vectors. Therefore, we designed a rule based on the original multi-level types to evaluate the similarity score between two POI types:
•
If they have the same bottom-level type, the similarity score is 1; • If they have the same middle-level type, but different bottom-level type, the similarity score is 0.5; • If they only have the same top-level type, the similarity score is 0.25; •
If they have nothing in common for multi-level types, the similarity score is 0.125.
Meanwhile, we can obtain the similarity score between the POI vectors from our parameter iterations as mentioned in Equation (10) . Next, suppose that the similarity scores between the POI vectors generated by the iteration of window size c and vector dimension D is X c,D , which is a 521 × 521 similarity score matrix. The corresponding score from the original multi-level types is Y, which is also a 521 × 521 similarity score matrix based on the designed rules. Then, the correlation between the two variables is given by the Pearson correlation coefficient:
The Pearson correlation coefficient between variables X c,D and Y is defined as the quotient of the covariance and standard deviation between them. The absolute value of the correlation coefficient |r c,D | reveals the strength of the correlation: the closer the correlation coefficient is to 1 or −1, the stronger the correlation; the closer the correlation coefficient is to 0, the weaker the correlation. In our metric, a larger positive Pearson correlation coefficient r c,D indicates that the POI vector of the iteration (c,D) is more in line with the original multi-level type association, which also means it is of high quality at this time. Figure 5 shows the change in Pearson correlation coefficient with different window size and vector dimension using our evaluation method. It can be seen that as the window size and dimension continue to increase, the correlation coefficient change gradually slows down and tends to be stable at the end. We obtain the value (c = 14, D = 120) in the platform region that maximizes the correlation coefficient, i.e., r max = 0.32784. It can be considered that the parameters at this iteration produce results with the best quality and the POI vectors will be used for the experiments below.
(c,D) is more in line with the original multi-level type association, which also means it is of high quality at this time. Figure 5 shows the change in Pearson correlation coefficient with different window size and vector dimension using our evaluation method. It can be seen that as the window size and dimension continue to increase, the correlation coefficient change gradually slows down and tends to be stable at the end. We obtain the value (c = 14, D = 120) in the platform region that maximizes the correlation coefficient, i.e., rmax = 0.32784. It can be considered that the parameters at this iteration produce results with the best quality and the POI vectors will be used for the experiments below. 
Correlation Analysis
After parameter selection of the training model, the high-quality POI embedding vectors were utilized for correlation analysis to reveal their potential semantic relevance according to the evaluation presented in Section 4.3.3. Figure 6 shows the clustering results with different cluster number K. When K = 2, 5, and 7, it can be seen that there was a maximized average silhouette coefficient (ASC). On the other hand, the error square sum (SSE) for the POI vectors was also taken into account as evaluation criteria. As an exorbitant SSE is usually considered bad performance, when K = 2, the number was not adopted as a valid result. 
After parameter selection of the training model, the high-quality POI embedding vectors were utilized for correlation analysis to reveal their potential semantic relevance according to the evaluation presented in Section 4.3.3. Figure 6 shows the clustering results with different cluster number K. When K = 2, 5, and 7, it can be seen that there was a maximized average silhouette coefficient (ASC). On the other hand, the error square sum (SSE) for the POI vectors was also taken into account as evaluation criteria. As an exorbitant SSE is usually considered bad performance, when K = 2, the number was not adopted as a valid result. The proportion of the different top-level types is calculated by the bottom-level types in each cluster in Table 4 , which reveals that the clustering results are meaningful. Table 4 . Clustering results. A higher percentage value means that the cluster has a higher proportion in top-level types, that is, it is more similar to this type. The numbers denote the type IDs of the toplevel types, for example, "1" represents the "Shopping Service". The proportion of the different top-level types is calculated by the bottom-level types in each cluster in Table 4 , which reveals that the clustering results are meaningful. Table 4 . Clustering results. A higher percentage value means that the cluster has a higher proportion in top-level types, that is, it is more similar to this type. The numbers denote the type IDs of the top-level types, for example, "1" represents the "Shopping Service". When K = 5: C1 (car service): most POI subtypes with the top-level type "Car Maintenance Station" and "Car Service" are found in this cluster; C2 (business and finance): this cluster mainly covers POI top-level types such as "Financial Insurance Service"; C3 (leisure and entertainment): this cluster contains various entertainment places made up of "Sports and Leisure Service" and "Famous Tourist Sites"; C4 (commerce and shopping): commercial type labels such as "Shopping Service" and "Catering Service" can be found in this cluster; C5 (residential community): the distribution of clusters in this region is relatively uniform and the main types are POI types that are closely related to people's lives such as "Life Service", "Shopping Service", and "Healthcare Service".
When K = 7: C1 (car service); C2 (business and finance); C3 (leisure and entertainment) C4 (commerce and shopping); C5 (residential community); C6 (transportation service): this cluster mainly contains "Transportation Facility" and some communal facilities that originally belong to C1 and C3; and C7 (science and education culture): some types that originally belong to C5 are separated out, such as "Government Agency" and "Science and Education Service".
It was found that most of the similar bottom-level types were clustered in the same cluster, so each cluster in the clustering results showed distinct functionality and features, indicating that the POI vectors can effectively show the association between POI types. As we achieved the distributed representation of POIs by capturing their spatial distribution characteristics and the clustering results fully revealed that there was a significant type correlation between the POI vectors of similar spatial distributions, it was reasonable to utilize these POI vectors to explore the spatial and type relevance. As a result, each POI vector does not only represent the type semantics in the form of a point with a type label, but also describes its surrounding environmental characteristics. Therefore, the POI vectors can be used to construct the ROI vectors displaying its regional characteristics and measure the correlation between query conditions and ROI vectors to implement a top-K ROI query.
ROI Keyword Query Research
The experiment in Section 5.1 shows that the trained POI vectors can reflect the type association and environmental semantics. Next, we evaluated the effectiveness of our method based on the POI vectors for the ROI keyword query on a real dataset in this subsection.
Settings
Dataset
Research region: We selected the main urban area inside the Fifth Ring Road of Beijing as our research region (116.1500 • E~116.5969 • E, 39.7500 • N~40.0563 • N in the geographic coordinate system). It was converted into an area with length l ≈ 38 km and width w ≈ 34 km after the projection transform. A total of 236,168 POIs with type labels were included in the area, where each of type label was assigned by its bottom-level type to be used to match the ROI keyword query. Figure 7 shows the distribution of the POIs in our research region.
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Research region: We selected the main urban area inside the Fifth Ring Road of Beijing as our research region (116.1500°E~116.5969°E, 39.7500°N~40.0563°N in the geographic coordinate system). It was converted into an area with length l ≈ 38 km and width w ≈ 34 km after the projection transform. A total of 236,168 POIs with type labels were included in the area, where each of type label was assigned by its bottom-level type to be used to match the ROI keyword query. Figure 7 shows the distribution of the POIs in our research region. ROI validation set: We obtained vector data of the land use regions and certain special building areas from OpenStreetMap (OSM) [44] and considered them as the verification ROI set to verify the effectiveness of the ROI query. For example, for the original bottom-level type label "university", there were some corresponding ROIs labeled "university" in our ROI verification set shown in Figure 8 . ROI validation set: We obtained vector data of the land use regions and certain special building areas from OpenStreetMap (OSM) [44] and considered them as the verification ROI set to verify the effectiveness of the ROI query. For example, for the original bottom-level type label "university", there were some corresponding ROIs labeled "university" in our ROI verification set shown in Figure  8 . 
Query Examples
In order to fully verify the effectiveness of our proposed method, we designed four representative single-keyword query examples for the ROI top-K query and evaluated the query results based on the ROI verification set:
• Q1 ("industrial park"): The ROIs, whose distribution is concentrated, are mainly located in the suburbs. The area of each single ROI is usually large; 
• Q 1 ("industrial park"): The ROIs, whose distribution is concentrated, are mainly located in the suburbs. The area of each single ROI is usually large; • Q 2 ("university"): The ROIs, whose distribution is concentrated, are mainly located near the city center. The area of each single ROI is usually large; • Q 3 ("residence community"): The ROIs, whose distribution is dispersed, are located evenly in our research region. Each ROI has a small size of area in general; • Q 4 ("park"): The ROIs, whose distribution is dispersed, are located evenly in our research region. The area of each single ROI is relatively small.
By testing our methods on ROIs of different scales, the scalability of our approach was verified in a real dataset.
Compared Methods
To demonstrate the effectiveness of our method, two baselines were implemented:
1.
Simple Count Query (SCQ): This method counts the number of each POI with bottom-level types in each ROI after constructing the grid division. For the top-K search of the keyword q, it returns the top-K ROIs according to the count ranking of the POIs with the corresponding label t i .
2.
Dense Query (DQ): An ROI query method based on POI density was proposed in [11] . Considering the effect to the density from adjacent grids, it returned the top-K ROI where the POIs with the corresponding label t i have a high density for keyword query q.
Our method and its variants were considered as follows:
1. ROI2VEC: The ROI vector, which is the mean of the POI vectors in the candidate ROI, is calculated to measure the similarity score with the query vector corresponding to the query keyword q by Equation (10) . It returns the top-K ROIs with the highest similarity scores.
ROI2VEC + TF-IDF (ROITFIDF): Based on ROI2VEC, the TF-IDF method is used to perform weighted averaging on the POI vectors (Section 4.3.2. TF-IDF Method) 3.
ROI2VEC + Gaussian kernel (RGK): Based on ROI2VEC, the Gaussian kernel is used to perform weighted averaging on the candidate ROI vector. (Section 4.3.3. Gaussian kernel) 4.
ROI2VEC + TF-IDF + Gaussian kernel (RALL): Add the TF-IDF method and the Gaussian kernel into ROI2VEC.
Parameter Settings
All of the above methods need to set the grid division a × b. In this paper, we used 38 × 34 grids for all comparison experiments. According to the set values, the area of each grid was just about 1 km 2 , which can be accepted to explore the ROI by the user. Parameter analysis will be discussed later. Regarding our method and its variants, to avoid complex computation, only the influence of the neighboring ROIs was taken into consideration. Specifically, the size of the Gaussian kernel was set to 3 × 3.
Evaluation Metric
We selected the ROIs corresponding to query q from the ROI validation set and rasterized them on the 38 × 34 grids. Precision, Recall, and F-value, three metrics frequently used in the information retrieval field, were adopted to evaluate the performance of query results. These were defined as
The overlap regions between the top-K results R top-K of the query and the rasterized region R v were viewed as the hits, i.e., the correct ROI query results. With the number of top-K query results taken as the denominator, Precision reflects the proportion of the hits in the top-K query results; with the number of ROIs in the validation set R v taken as the denominator, Recall reflects the proportion of the hits in all relevant ROI query results. The F-value is the harmonic average of them. As the F-value can reflect the overall performance of the query, the F-value corresponding to the query results was considered as the final evaluation standard in our experiment.
Performance Comparison
We tested each query example by setting the K value from 10 to 50, with 10 as the step interval and show the experimental results in Figure 9 . The experimental results revealed that our method achieved a better performance than the baselines in these query tasks. Compared with the baselines based on the number or the density of the POIs with keywords, the methods based on ROI2VEC representation that are able to capture the semantic information and environmental information of all POI vectors in the region can reflect more of the regional characteristics of the ROI. Meanwhile, ROITFIDF, RGK, and RALL improved the query results of the original ROI2VEC because the TF-IDF method further considers the distribution trait of the number of POIs, and Gaussian kernel takes into account the influence of the surrounding regions, which make the query result closer to the actual distribution of the ROIs.
Faced with the query of an ROI with a concentrated distribution (tasks in large scale, Q1 and Q2), our methods performed better than the baselines, especially the RGK and RALL, since the Gaussian kernel tends to make the results form a connected region, which is effective in the larger ROI exploration. Regarding the query of the small area of ROI with dispersive distribution (tasks in small The experimental results revealed that our method achieved a better performance than the baselines in these query tasks. Compared with the baselines based on the number or the density of the POIs with keywords, the methods based on ROI2VEC representation that are able to capture the semantic information and environmental information of all POI vectors in the region can reflect more of the regional characteristics of the ROI. Meanwhile, ROITFIDF, RGK, and RALL improved the query results of the original ROI2VEC because the TF-IDF method further considers the distribution trait of the number of POIs, and Gaussian kernel takes into account the influence of the surrounding regions, which make the query result closer to the actual distribution of the ROIs.
Faced with the query of an ROI with a concentrated distribution (tasks in large scale, Q 1 and Q 2 ), our methods performed better than the baselines, especially the RGK and RALL, since the Gaussian kernel tends to make the results form a connected region, which is effective in the larger ROI exploration. Regarding the query of the small area of ROI with dispersive distribution (tasks in small scale, Q 3 and Q 4 ), our methods showed an obvious performance improvement, because the POIs with the type of keywords were evenly scattered in our research regions, so it was difficult for these query tasks to obtain the true characteristics of the ROI only by the count or density of the POIs via keywords. In contrast, though the POIs consistent with the query keyword were evenly distributed, and it was difficult to distinguish the environment of candidate ROIs, our method considered the influence of all POIs on the regional characteristics and environment, which led to better performance. It was noted that the ranges of the F-value among the query tasks were quite different. The F-value not only reflects the Precision of the top-K query, but also reveals the Recall of it. There was a large difference among the areas of the ROIs after the rasterization, which resulted in the difference in Recall and influences the range of the F-value. Similarly, with the increase in the number K of the top-K query, the query results were closer to the original ROI and the Recall rose, which caused an increase in the F-value.
Case Study
Taking Q 1 as an example, we specifically analyzed the results of the query task. The rasterization of the original ROI labeled "industrial park" is shown in Figure 10 : keywords. In contrast, though the POIs consistent with the query keyword were evenly distributed, and it was difficult to distinguish the environment of candidate ROIs, our method considered the influence of all POIs on the regional characteristics and environment, which led to better performance. It was noted that the ranges of the F-value among the query tasks were quite different. The F-value not only reflects the Precision of the top-K query, but also reveals the Recall of it. There was a large difference among the areas of the ROIs after the rasterization, which resulted in the difference in Recall and influences the range of the F-value. Similarly, with the increase in the number K of the top-K query, the query results were closer to the original ROI and the Recall rose, which caused an increase in the F-value.
Taking Q1 as an example, we specifically analyzed the results of the query task. The rasterization of the original ROI labeled "industrial park" is shown in Figure 10 : The result of the top-50 query from test methods is shown in Figure 11 It was found that the query results of our method were more consistent with the distribution of The result of the top-50 query from test methods is shown in Figure 11 : K of the top-K query, the query results were closer to the original ROI and the Recall rose, which caused an increase in the F-value.
Taking Q1 as an example, we specifically analyzed the results of the query task. The rasterization of the original ROI labeled "industrial park" is shown in Figure 10 : The result of the top-50 query from test methods is shown in Figure 11 : It was found that the query results of our method were more consistent with the distribution of the original ROI after the visualization, which produced fewer false positives than SCQ. In addition, RALL considers the influence of the surrounding grids to explore the characteristics of connectivity regarding the ROI. It was found that the query results of our method were more consistent with the distribution of the original ROI after the visualization, which produced fewer false positives than SCQ. In addition, RALL considers the influence of the surrounding grids to explore the characteristics of connectivity regarding the ROI.
Tuning the Size of the Grids
In the previous experiment, we adopted a grid setting of 38 × 34 to make the size of each grid approach 1 km 2 . As the grid setting is an important parameter of the proposed methods, we adjusted the size of the grid to test the robustness of our method RALL. Therefore, the different sizes of the grid were set for Q1 as 4 km 2 , 1 km 2 , 0.25 km 2 , and 0.0625 km 2 , which corresponded to the division of grids of 19 × 17, 38 × 34, 76 × 68, and 152 × 136, respectively. Considering the actual area ratio of the selected ROI in the research region, we set the value of the K in top-K as the 5% of the total number of grids. The results are shown in Figure 12 : The comparison results show that in the settings where the size of the grid was 1 km 2 and 0.25 km 2 , there was a higher F-value, which indicates that our method at these scales could better reflect the original ROI. It was found that the results for a larger size setting tended to produce errors and oversize grids could not provide some valuable information and guidance to the users. On the other hand, the grids were so small that the method is similar to the detection of the relevant points and loses the ability to explore the surrounding environment, which results in more errors. In a word, the size of the grid should be based on the user's knowledge of the ROI.
Time and Space Consumption
It should be noted that most of the time consumption in our method comes from the training process of the POI vectors and the construction of the ROI vector, which can be performed in an offline manner in advance. In the search step, with the ROI vectors and K value of top-K given, our The comparison results show that in the settings where the size of the grid was 1 km 2 and 0.25 km 2 , there was a higher F-value, which indicates that our method at these scales could better reflect the original ROI. It was found that the results for a larger size setting tended to produce errors and oversize grids could not provide some valuable information and guidance to the users. On the other hand, the grids were so small that the method is similar to the detection of the relevant points and loses the ability to explore the surrounding environment, which results in more errors. In a word, the size of the grid should be based on the user's knowledge of the ROI.
It should be noted that most of the time consumption in our method comes from the training process of the POI vectors and the construction of the ROI vector, which can be performed in an off-line manner in advance. In the search step, with the ROI vectors and K value of top-K given, our method and its variants have the same time complexity O( (2n−K+1)·K 2 ) as the simple count query and n is the number of the grids, which is much larger than K and directly influences the time complexity. Therefore, the time complexity of our methods was approximately equal to O(n). While the count method needs to maintain an array whose size is the number (521 in this paper) of the bottom-level types for each grid, our method keeps an array, whose size is the dimension D (120 in this paper) for each one in memory.
Multi-Keyword Query
Regarding the multi-keyword query, a query group Q = {"Starbucks", "cinema"} was given to demonstrate the query results by our method. The intention of the query was to explore the related regions to both of the keywords. The original distribution of the POIs is shown in Figure 13 . and n is the number of the grids, which is much larger than K and directly influences the time complexity. Therefore, the time complexity of our methods was approximately equal to O(n). While the count method needs to maintain an array whose size is the number (521 in this paper) of the bottom-level types for each grid, our method keeps an array, whose size is the dimension D (120 in this paper) for each one in memory.
Regarding the multi-keyword query, a query group Q = {"Starbucks", "cinema"} was given to demonstrate the query results by our method. The intention of the query was to explore the related regions to both of the keywords. The original distribution of the POIs is shown in Figure 13 . According to their original distribution, a heat map considering the correlation between them is shown in Figure 14a . As an example, the top-50 query results in size 0.25 km 2 were returned by the RALL method, which is shown in Figure 14b According to their original distribution, a heat map considering the correlation between them is shown in Figure 14a . As an example, the top-50 query results in size 0.25 km 2 were returned by the RALL method, which is shown in Figure 14b .
Compared with Figure 14a , this method was found to be successful in exploring the related ROIs in the map and returning the top-K relevant results based on a correlation meeting the user's query in Figure 14b . It is worth noting that because the vector of each candidate ROI was prefabricated, the multi-keyword query only adjusted the query vector according to the query keyword group, so that the time complexity of the search step was the same as the single-keyword query, i.e., O(n). According to their original distribution, a heat map considering the correlation between them is shown in Figure 14a . As an example, the top-50 query results in size 0.25 km 2 were returned by the RALL method, which is shown in Figure 14b . Compared with Figure 14a , this method was found to be successful in exploring the related ROIs in the map and returning the top-K relevant results based on a correlation meeting the user's query in Figure 14b . It is worth noting that because the vector of each candidate ROI was prefabricated, the multi-keyword query only adjusted the query vector according to the query keyword group, so that the time complexity of the search step was the same as the single-keyword query, i.e., O(n).
Conclusions
In this paper, we proposed a novel ROI exploration method, with a distributed representation of the POI, that considered the environmental information inside the region by learning its internal POI embedding vectors and calculating the corresponding candidate ROI vectors, which were utilized to acquire the similarity score with the vectorized keyword query to implement the ROI top- Figure 14 . (a) The heat map of the POIs. It intends to reflect a combined relevance of the POIs of the type of Starbucks and cinema. Brighter grids denote a higher value of their combined relevance, i.e. both are densely distributed in this ROI, while the dark ones are the opposite. It is worth noting that the grids populated by only one type of POI do not show a very high correlation. (b) The top-50 query results by RALL. The top-50 query results are basically consistent with the brighter grids in (a), reflecting that our method can achieve good performance in the task of multi-keyword queries.
In this paper, we proposed a novel ROI exploration method, with a distributed representation of the POI, that considered the environmental information inside the region by learning its internal POI embedding vectors and calculating the corresponding candidate ROI vectors, which were utilized to acquire the similarity score with the vectorized keyword query to implement the ROI top-K search. First, we improved the construction of the POI corpus and proposed a more reasonable POI embedding method. As a result, the validity of the acquired POI vector was verified by the established evaluation metric after discussing the relationship between the quality of them and the parameter selection. Next, compared with the baselines on a real large-scale dataset, the experimental results showed that our method achieved a significant improvement in the performance of ROI exploration, reflecting the precious value of environmental semantics for spatial region exploration tasks. Finally, we analyzed the time and space consumption of the proposed method and achieved an expansion of multi-keyword ROI queries.
Two limitations of our method need to be clarified: (1) The size of the grid determines the query granularity of ROI, which affected the performance of our proposal. Unfortunately, we were not able to automatically learn this value based on the target of the query, which means that users need to set it up based on experience; and (2) The essence of the distributed representation of the POI is to learn the environmental characteristics and semantic information of the POIs, which means that the applicable objects of our method will depend on the cities' schemas that constitute the POI corpus. An intuitive example from POI vectors learned from Beijing might be efficient to build a spatial keyword query of ROI in Shanghai but might lead to bad performance in rural towns.
In the future, we will attempt to integrate more novel mobility data sources closely related to human activities, such as check-in data related to LBSs and mobile phone location data, to further improve the performance of ROI exploration. Another direction worth exploring is to make interesting and similar ROI recommendations by considering the user's personal information, historical visits, and preferences, with the understanding of regional environmental semantics.
