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RELATIVE CYCLES WITH MODULI AND REGULATOR MAPS
FEDERICO BINDA AND SHUJI SAITO
Abstract. Let X be a separated scheme of finite type over a field k and D a non-reduced effective
Cartier divisor on it. We attach to the pair (X,D) a cycle complex with modulus, those homotopy
groups - called higher Chow groups with modulus - generalize additive higher Chow groups of Bloch-
Esnault, Ru¨lling, Park and Krishna-Levine, and that sheafified on XZar gives a candidate definition
for a relative motivic complex of the pair, that we compute in weight 1.
When X is smooth over k and D is such that Dred is a normal crossing divisor, we construct
a fundamental class in the cohomology of relative differentials for a cycle satisfying the modulus
condition, refining El-Zein’s explicit construction of the fundamental class of a cycle. This is used to
define a natural regulator map from the relative motivic complex of (X,D) to the relative de Rham
complex. When X is defined over C, the same method leads to the construction of a regulator map
to a relative version of Deligne cohomology, generalizing Bloch’s regulator from higher Chow groups.
Finally, when X is moreover connected and proper over C, we use relative Deligne cohomology
to define relative intermediate Jacobians with modulus Jr
X|D
of the pair (X,D). For r = dimX, we
show that Jr
X|D
is the universal regular quotient of the Chow group of 0-cycles with modulus.
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1. Introduction
1.1. A quest for a geometrically defined cohomology theory for an algebraic variety, playing in al-
gebraic geometry the role of ordinary cohomology of a topological space, dates back to the work of
A. Grothendieck and early days of algebraic geometry. In [2], A. Beilinson gave a precise conjectural
framework for such hoped-for theory, foreseeing the existence of an Atiyah-Hirzebruch type spectral
sequence for any scheme S
(1.1) Ep,q2 = H
p−q
M (S,Z(−q))⇒ K−p−q(S)
converging to K•(S), Quillen’s algebraic K-theory of S. Narrowing the context a little, fix a perfect
field k and consider the category Schk of separated schemes of finite type over k. When X is smooth
and quasi-projective, S. Bloch’s apparently na¨ıve definition of higher Chow groups, given in terms
of algebraic cycles, provides the right answer, as established in [21] and [38]. In larger generality,
motivic cohomology groups have been defined by V. Voevodsky [48] and M. Levine [36] as Zariski
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hypercohomology of certain complexes of sheaves, and they are known to agree with Bloch’s definition
in the smooth case [49]. So, if X is any scheme of finite type over k, we are now able to consider the
motivic cohomology groups
X 7→ H∗M(X,Z(∗)) = H∗,∗M (X,Z)
having a number of good properties, including the existence of the spectral sequence (1.1) for smooth
X .
While the smooth case is thus established, the conjecture in the general form proposed by Beilinson
is still open. As a motivating example consider, for a smooth variety X , the K-theory of its m-th
thickening Xm, K•(X ×k Speck[t]/tm). These groups behave very differently from the corresponding
motivic cohomology groups, since while it is known that
K•(X ×k Speck[t]/tm) = K•(Xm) 6= K•(X),
according to the current definitions one has
H∗M(X,Z(∗)) = H∗M(X ×k Speck[t]/tm,Z(∗)),
and this quite obviously prevents the existence of the desired spectral sequence. The insensibility of
motivic cohomology to nilpotent thickening is manifesting the fact that, in Voevodsky’s triangualated
category DM(k,Z), one has M(X) = M(Xm). From this point of view, the available definitions are
not completely satisfactory, as they fail to encompass this kind of non-homotopy invariant phenomena.
1.2. Without an appropriate categorical framework, such as the one provided by DM(k,Z), the
quest starts again from algebraic cycles. The first attempt was made by S. Bloch and H. Esnault,
that in [11] introduced additive higher Chow groups of 0-cycles over a field in order to describe the
K-theory of the ring k[t]/(t2) and gave the first evidence in this direction, showing that these groups
are isomorphic to the absolute differentials Ωnk agreeing with Hasselholt-Madsen description of the K-
groups of a truncated polynomial algebra. Their work was refined in [10] and extended by K.Ru¨lling
to higher modulus in [42], where the additive higher Chow groups of 0-cycles were actually shown to
be isomorphic to the generalized deRham-Witt complex of Hesselholt-Madsen.
The generalization to schemes was firstly given by J. Park in [41], that defined additive higher Chow
groups for any variety X . Park’s groups were then further studied by A. Krishna and M. Levine in
[34], that proved a number of structural properties for smooth projective varieties, such as a projective
bundle formula, a blow-up formula and some basic functorialities.
1.2.1. Additive higher Chow groups are a modified version of Bloch’s higher Chow groups, defined by
imposing some extra condition, commonly called “Modulus Condition”, on admissible cycles (i.e. cycles
in good position with respect to certain faces) and are conjectured to describe the relative K-groups
Knil• (X,m), where K
nil(X,m) denotes the homotopy fiber
K(X ×k A1k)→ K(X ×k k[t]/tm).
From this point of view, additive higher Chow groups are a candidate definition for the relative motivic
cohomology of the pair
(X ×k A1k, X ×k k[t]/tm = Xm).
One of the goals of this paper is to generalize this construction, defining for every pair (X,D) consisting
of a scheme X (separated and of finite type over k) together with a (non reduced) effective Cartier
divisor D →֒ X, cubical abelian groups
zr(X |D, •) ⊂ zr(X, •), (Bloch’s cubical cycle complex)
those n-th homotopy groups will be called higher Chow groups of X with modulus D
(1.2) CHr(X |D,n) = πn(zr(X |D, •)) = Hn(zr(X |D, ∗)).
These groups are controvariantly functorial for flat maps of pairs and covariantly functorial for proper
maps of pairs. Sheafifying this construction on XZar we obtain, for every r ≥ 0, complexes of sheaves
ZX|D(r)→ ZX(r)
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called relative motivic complexes, naturally mapping to ZX(r), the complexes of sheaves computing
Bloch’s higher Chow groups CHr(X;n). We call the hypercohomology groups of ZX|D(r) the motivic
cohomology groups of the pair (X,D),
(1.3) H∗M(X |D,Z(r)) = H∗(XZar,ZX|D(r)).
There are some new results which provide a ground for the optimistic choice of the words. W. Kai [29]
established a moving lemma for cycle complexes with modulus which implies an appropriate contravari-
ant functoriality of the Nisnevich version of (1.3) (see Theorem 2.12 for the precise statement). A work
by R. Iwasa and W. Kai [27] provides Chern classes from the relative K-groups of the pair (X,D)
to the Nisnevich motivic cohomology groups H∗M,Nis(X |D,Z(∗)), while a construction of F. Binda
[3, Theorem 4.4.10] (see also [4]) gives cycle classes from the groups of higher 0-cycles with modulus
CHd+n(X|D,n) to the relative K-groups Kn(X,D). Other positive results are obtained in [32], [43]
and [5].
1.3. When X = C is a smooth projective curve over k and D is an effective divisor on it, the Chow
group of 0-cycles with modulus is indeed a classical object. In [47], J-P. Serre introduced and studied
the equivalence relation on the set of divisors on C defined by the “modulus” D (this explains the
choice of the terminology), describing in terms of divisors the relative Picard group Pic(C,D), that
is the group of equivalence classes of pairs (L, σ), where L is a line bundle on C and σ is a fixed
trivialization of L on D. When the base field k is finite and C is geometrically connected, the group
lim←−
D
CH0(C|D)
is isomorphic to the ide`le class group of the function field k(C) of C.
In [32], M. Kerz and S. Saito introduced Chow groups of 0-cycles with modulus for varieties over
finite fields and used it to prove their main theorem on wildly ramified Class Field Theory. If X is
smooth over k, take a compactification X →֒ X, with X integral and proper over k, and a (possibly
non reduced) closed subscheme D supported on X −X . Then the group CH0(X|D) is defined as the
quotient of the group of 0-cycles z0(X) modulo rational equivalence with modulus D (see [32] and
3.1), and it is used to describe the abelian fundamental group πab1 (X). This work is one of the main
sources of motivations for the present paper, and explains our choice of generalizing addivite higher
Chow groups to the case of an arbitrary pair. Higher Chow groups with modulus (1.2) recover (for
n = 0 and r = dimX) Kerz-Saito definition (see Theorem 3.3).
1.4. Motivated by 1.3, we can use our relative motivic complexes to give a definition of higher Chow
groups with compact support. Let X be a separated scheme of finite type over k and let X be a proper
compactification of X such that the complement of X in X is the support of an effective Cartier divisor
D. Define for r, n ≥ 0
CHr(X,n)c = {CHr(X|mD,n)}m ∈ pro−Ab
where pro −Ab denotes the category of pro-Abelian groups. This definition does not depend on the
choice of the compactification X, and it is consistent with the definition of K-theory with compact
support proposed by M. Morrow in [40].
We give an overview of the content of the different sections.
1.5. Section 2 contains the definitions of our objects of interest, namely higher Chow groups with
moduli and relative motivic cohomology groups, together with some basic properties. We define
relative Chow groups with modulus, generalizing Kerz-Saito’s definition, in Section 3, where they are
also shown to be isomorphic to higher Chow groups with modulus for n = 0. In Section 4 we compute
the relative motivic cohomology groups in codimension 1, showing that
ZX|D(1)
∼= O×
X|D
[−1] = Ker(O×
X
→ O×D)[−1] (quasi-isomorphism)
generalizing Bloch’s computation in weight 1, ZX(1)
∼= O×
X
[−1], and proving the first of the expected
properties of the relative motivic cohomology groups (see Theorem 4.1).
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1.6. Suppose that D is an effective Cartier divisor on X such that its reduced part Dred is a normal
crossing divisor onX . Our first main result, presented in Section 5, is the construction of a fundamental
class in the cohomology of relative differentials for a cycle satisfying the modulus condition. More
precisely, consider the sheaves
(1.4) Ωr
X|D
= Ωr
X
(logD)⊗OX(−D), r ≥ 0
where Ωr
X
(logD) denotes the sheaf of absolute Ka¨hler differential r-forms on X with logarithmic poles
along |Dred|. Using El-Zein’s explicit construction of the fundamental class of a cycle given in [17],
we can show that if an admissible cycle satisfies the Modulus Condition, then its fundamental class
in Hodge cohomology with support appears as restriction of a unique class in the cohomology with
support of sheaves constructed out of (1.4) (Theorem 5.8). The refined fundamental class is then
shown to be compatible with proper push forward (Lemma 5.13). Some further technical lemmas are
proved in Section 6.
1.7. Let (X,D) be as in 1.6. The second main technical result of this paper, presented in Section 7,
is the construction, using the fundamental class in relative differentials, of regulator maps from the
relative motivic complex ZX|D(r) to a the relative de Rham complex of X
φdR : ZX|D(r)→ Ω≥rX|D = Ω
≥r
X
(logD)⊗OX(−D) in D−(XZar)
where Ω≥r
X
(logD) denotes the r-th truncation of the complex Ω•
X
(logD). The map φdR is compatible
with flat pullbacks and proper push forwards of pairs.
When X is a smooth algebraic variety over the field of complex numbers, we can use the same
technique to define regulator maps to a relative version of Deligne cohomology (see (8.10)) and to
Betti cohomology with compact support
φD : ǫ
∗
ZX|D(r)→ ZDX|D(r); φB : ǫ∗ZX|D(r)→ j!Z(r)X in D−(Xan),
where ǫ is the morphism of sites and j : X → X is the open embedding of the complement of D in
X, generalizing Bloch’s regulator from higher Chow groups to Deligne cohomology, constructed in [7].
This regulator map is further studied in Section 9 in the case of additive Chow groups. Evaluated
on suitable cycles, our regulator recovers Bloch-Esnault additive dilogarithm (introduced in [10]) and
gives a refinement of [10, Proposition 5.1] (see (9.5)).
1.8. Suppose that X is moreover connected and proper over C, and consider the induced maps in
cohomology in degree 2r. We have a commutative diagram (see 10.1.1)
H2rM(X |D,Z(r))
φ2r,rD

φ2r,r
B
((❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
0 // Jr
X|D
// H2rD (X |D,Z(r)) // H2r(Xan, j!Z(r)X)
and in analogy with the classical situation, we call the kernel Jr
X|D
the r-th relative intermediate
Jacobian of the pair (X,D). We note that they admit a description in terms of extensions groups Ext1
in the abelian category of enriched Hodge structures defined by S.Bloch and V.Srinivas in [12].
One can show that Jr
X|D
fits into an exact sequence
0→ UX|D → JrX|D → JrX|Dred → 0,
where UX|D is a unipotent group (i.e. a finite product of Ga) and J
r
X|Dred
(constructed as Jr
X|D
with
Dred in place of D) is an extension of a complex torus by a finite product of Gm. If we compose with
the canonical map
CHr(X |D)→ H2rM(X |D,Z(r))
we get an induced map
(1.5) ρX|D : CH
r(X |D)hom → JrX|D
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that we may view as the Abel-Jacobi map with Ga-part, where CH
r(X |D)hom is the subgroup of
CHr(X|D) consisting of the classes of cycles homologically trivial.
The problem of considering a suitable equivalence relation with modulus for algebraic cycles in order
to define a Ga-valued Abel-Jacobi map was already sketched by S. Bloch in [9], with reference to his
joint work with H. Esnault. In case r = d := dimX, the Jacobian (or Albanese) Jd
X|D
is actually a
commutative algebraic group and the map (1.5) becomes
ρX|D : CH0(X |D)0 → JdX|D,
where CH0(X |D)0 denotes the degree 0 part of the Chow gorup CH0(X|D) of zero-cycles with modulus.
A different construction of Albanese variety with modulus was given by H. Russell in [44] and (in
characteristic zero) by K. Kato and H. Russell in [30] using duality theory for 1-motives with unipotent
part.
In Section 10 we prove, using transcendental arguments, that Jd
X|D
with d = dimX is the universal
regular quotient of CH0(X |D)0, in analogy with the results of H. Esnault, V. Srinivas and E. Viehweg
[18] and L. Barbieri-Viale and V. Srinivas [1] for singular varieties (Theorem 10.5).
Acknowledgments. The first author wishes to thank heartily Marc Levine for many friendly con-
versations and much advice on these topics, for providing an excellent working environment at the
University of Duisburg-Essen and for the support via the Alexander von Humboldt foundation. The
second author wishes to thank heartily Moritz Kerz for inspiring discussions from which many ideas
of this work arose. He is also very grateful to the department of mathematics of the university of
Regensburg for the financial support via the SFB 1085 “Higher Invariants” (Regensburg).
2. Cycle complex with modulus
2.0.1. We fix a base field k. Let P1k = Projk[Y0, Y1] be the projective line over k and denote by y the
rational coordinate function Y1/Y0 on P
1
k. For n ∈ N \ {0}, 1 ≤ i ≤ n, let pni : (P1)n → (P1)n−1 be
the projection onto the i-th component. We use on (P1)n the rational coordinate system (y1, . . . , yn),
where yi = y ◦ pi. Let

n = (P1k \ {1})n
and let ιni,ǫ : 
n → n+1 with
ιni,ǫ(y1, . . . , yn) = (y1, . . . , yi−1, ǫ, yi, . . . , yn), for n ∈ N, 1 ≤ i ≤ n+ 1, ǫ ∈ {0,∞},
be the inclusion of the codimension one face given by yi = ǫ, ǫ ∈ {0,∞}. The assignment n 7→ n
defines a cocubical object •. Note that this is an extended cocubical object in the sense of [39, 1.5].
We conventionally set 0 = Speck.
A face of n is a closed subscheme F defined by equations of the form
yi1 = ǫ1, . . . , yir = ǫr ; ǫj ∈ {0,∞}.
For a face F , we write ιF : F →֒ n for the inclusion. Finally, we write Fni ⊂ (P1)n for the Cartier
divisor on (P1)n defined by {yi = 1} and put Fn =
∑
1≤i≤n
Fni .
2.0.2. Let Y be a scheme of finite type over k, equidimensional over k, D an effective Cartier divisor
and F a simple normal crossing divisor on Y . Assume that D and F have no common components.
Let X be the open complement X = Y − (F + D). The following Lemma can be proved using the
same argument as [35, Proposition 2.4].
Lemma 2.1. Let W be an integral closed subscheme of X and let V ⊂ W be an integral closed
subscheme of W . Let W (resp. V ) be the closure of W (resp. of V ) in Y . Let φW : W
N → Y (resp.
φV : V
N → Y ) be the normalization morphism. Then the inequality φ∗
W
(D) ≤ φ∗
W
(F ) as Cartier
divisors on W
N
implies the inequality φ∗
V
(D) ≤ φ∗
V
(F ) as Cartier divisors on V
N
.
2.1. Cycle complexes.
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2.1.1. Let X be a scheme of finite type over k, equidimensional over k, and let D be an effective
Cartier divisor on X . Let X be the open complement of D in X . We define the cycle complex of X
with modulus D as follows.
Definition 2.2. Let Cr(X |D,n) be the set of all integral closed subschemes V of codimension r on
X ×n which satisfy the following conditions:
(1) V has proper intersection with X × F for all faces F of n.
(2) For n = 0, Cr(X |D, 0) is the set of all integral closed subschemes V of codimension r on X
such that the closure of V in X does not meet D.
(3) For n > 0, let V be the closure of V in X × (P1)n and V N be its normalization and φV :
V
N → X × (P1)n be the natural map. If (D × (P1)n) ∩ V 6= ∅, then the following inequality
as Cartier divisors holds:
(2.1) φ∗
V
(D × (P1)n) ≤ φ∗
V
(X × Fn).
An element of Cr(X |D,n) is called a relative cycle of codimension r for (X,D).
Remark 2.3. The condition 2.2(3) implies V ∩ (D × (P1)n) ⊂ X × Fn as closed subsets of X × (P1)n,
and hence V ∩ (D × n) = ∅ and V is closed in X × n. This implies that Cr(X |D,n) is viewed as
a subset of the set of all integral closed subschemes W of codimension r on X × n which intersects
properly with X × F for all faces F of n.
Let V ⊂W be integral closed subschemes of X×n which are closed in X×n. Lemma 2.1 shows
that if the inequality (2.1) holds for W , then it also holds for V . This implies then the following
Lemma 2.4. Let V ∈ Cr(X|D,n). For a face F of n of dimension m, the cycle (idX × ιF )∗(V ) on
X × F ≃ X ×m is in Cr(X |D,m).
Definition 2.5. Let zr(X|D,n) be the free abelian group on the set Cr(X|D,n). By Lemma 2.4, the
cocubical object of schemes n→ n gives rises to a cubical object of abelian groups:
n→ zr(X |D,n) (n = {0,∞}n, n = 0, 1, 2, 3...).
The associated non-degenerate complex is called the cycle complex zr(X |D, •) of X with modulus D:
zr(X|D,n) = z
r(X|D,n)
zr(X |D,n)degn
.
The boundary map of the complex zr(X |D, •) is given by
∂ =
∑
1≤i≤n
(−1)i(∂∞i − ∂0i ),
where ∂ǫi : z
r(X|D,n) → zr(X |D,n − 1) is the pullback along ιni,ǫ, well defined by Lemma 2.4. The
q-th homology group of the complex will be denoted by
CHr(X |D, q) = Hq(zr(X |D, •)).
We call it the higher Chow group of X with modulus D.
Remark 2.6. (1) By Remark 2.3, zr(X|D,n) can be naturally viewed as a subcomplex of zr(X,n),
the (cubical version) of Bloch’s cycle complex, so that we have a natural map
CHr(X |D, q)→ CHr(X, q).
(2) The above definition generalizes the additive higher Chow groups defined by Bloch and Esnault
[11], Park [41], Krishna and Levine [34]. In case X = Y ×A1k with Y of finite type over k and
D = n · Y × {0} for n ∈ Z>0, CHr(X|D, q) coincides with TCHr(Y, q + 1;m).
Lemma 2.7. Let X and D be as above. Let r ∈ N.
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(1) Let f : Y → X be a proper morphism of schemes of finite type over k, equidimensional over k.
Assume that f∗D is defined as effective Cartier divisor on Y . Then the push-forward of cycles
induces a map of complexes:
f∗ : z
r+dim(Y )−dim(X)(Y |f∗D, •)→ zr(X |D, •).
(2) Let f : Y → X be a flat morphism of schemes of finite type over k, equidimensional over k.
Then the pull-back of cycles induces a map of complexes:
f∗ : zr(X |D, •)→ zr(Y |f∗D, •).
Proof The proof of the Lemma uses the same argument of [35], Theorem 3.1 (1) and (2).
2.1.2. In 1.4, we introduced the notion of higher Chow group with compact support for a scheme of
finite type over k as the cohomology of the pro-complex {zr(X |D, •)}D⊂X for a chosen compactification
X of X with complement an effective Cartier divisor. The following Lemma shows that this object is
well defined and does not depend on the choice of X.
Lemma 2.8. Let X be an integral separated scheme of finite type over k and choose a compactification
τ : X →֒ X, where X is a proper integral scheme over k, τ is an open immersion such that X −X is
the support of a Cartier divisor. The pro-complex
{zr(X|D, •)}D⊂X
where D ranges over all effective Cartier divisors with |D| = X −X, does not depend on the compact-
ification X →֒ X.
It is indeed enough to show the following Lemma, that is a direct consequence of the definition of
the modulus condition and [34, Lemma 3.2].
Lemma 2.9. Let X →֒ X and X →֒ X ′ be two compactifications as above. Let f : X ′ → X be a
proper surjective morphism which is the identity on X. Let D ⊂ X be an effective Cartier divisor
supported on X −X and put D′ = f∗D. Then we have the equality (cf. Definition 1.2)
Cr(X|D,n) = Cr(X ′|D′, n)
as subsets of the set of integral closed subschemes of X ×n.
2.1.3. Let X and D be as in 2.1.1. For U e´tale over X, we let D denote D ×X U for simplicity. As
for Bloch’s cycle complex, the presheaves
zr(−|D,n) : U → zr(U |D,n)
are sheaves on the e´tale site on X and therefore on the small Nisnevich and Zariski site of X. For τ
any of these topologies and A an abelian group, we define
(2.2) AX|D(r)τ = (z
r(−|D(−), ∗)τ ⊗A)[−2r]
and call it the relative motivic complex of the pair (X,D). The complex AX|D(r)τ is unbounded below.
Definition 2.10. The motivic cohomology of the pair (X,D) or the motivic cohomology of X with
modulus D (with coefficients in A) is defined as the hypercohomology of the complex of sheaves
AX|D(r)τ ,
HnM,τ (X |D,A(r)) = Hnτ (X,AX|D(r)τ ).
For τ = Zar, we omit it from the notation.
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2.1.4. When D = ∅, the complex of presheaves U 7→ zr(U |∅, ∗) = zr(U, ∗) on XZar satisfies the
Mayer-Vietoris property (see [6, Section 3] for the statement and [37] for the proofs) and therefore has
Zariski descent, in the sense that the natural maps
CHr(X, 2r − n) = Hn(zr(X, ∗)[−2r]) ≃−→ HnZar(X,ZX(r)Zar)
are isomorphisms. When D 6= ∅, the situation is considerably more intricate. The natural map
CHr(X |D, 2r − n) = Hn(zr(X |D, ∗)[−2r])→ HnZar(X,ZX|D(r)Zar) = HnM,Zar(X |D,Z(r))
has been object of several speculations and, in general, is not expected to be an isomorphism. An
evident example is the case where X is a smooth projective variety and D is a very ample divisor on it.
For n = 2r, there are simply no cycles missing D, so that the group CHr(X |D, 0) = 0 for r < dimX,
while, in general, the groups H2rM,Zar(X|D,Z(r)) have no reason to be zero (we discuss the case r = 1
in Section 4).
To get a more serious example, which illustrates the rather pathological nature of the “naive” cycle
groups with modulus (i.e., the actual homology groups of zr(X|D, ∗) and not the relative motivic
cohomology groups defined above), we mention the following result (see [33]).
Proposition 2.11 (A. Krishna). Let k be an algebraically closed field of characteristic zero with
infinite transcendence degree over the field of rational numbers. Let Y be a connected projective curve
over k of genus g ≥ 1. For m ≥ 2, let Dm = Speck[t]/(tm) →֒ A1k. Then for any inclusion i : {P} →֒ Y
of a closed point, the localization sequence
CH0({P} × A1|{P} ×Dm) i∗−→ CH0(Y × A1k|Y ×Dm) j
∗
−→ CH0(Y \ {P} × A1k|Y \ {P} ×Dm)→ 0
fails to be exact at CH0(Y × A1k|Y ×Dm).
For different counter-examples to the descent property, see [43], before Theorem 3.
On the bright side, we mention the following important result recently obtained by W. Kai (see
[29, Theorem 1.4]). If (X,D) and (Y ,E) are two pairs of schemes of finite type over k equipped with
effective Cartier divisors, we say that a morphism f : X → Y is an admissible morphism of pairs if
f∗E is defined as Cartier divisor on X and f restricts to a morphism D → E.
Theorem 2.12 (W. Kai). Let (X,D) and (Y ,E) be pairs of equidimensional schemes of finite type
over k and effective divisors on them. Assume that Y \ E is smooth. Let f : (X,D) → (Y ,E) be an
admissible morphism of pairs. Then there are natural maps of abelian groups
f∗ : HnM,Nis(Y |E,Z(r))→ HnM,Nis(X |D,Z(r)).
This makes Nisnevich motivic cohomology with modulus contravariantly functorial for any map of
smooth schemes with effective Cartier divisors.
Remark 2.13. It is an interesting question whether the groups H2rM(X|D,Z(r)) coincides with some
modified Chow group with modulus defined using relative K-sheaves or relative Milnor K-sheaves.
There are some results (see [32], [5, Theorem 1.9] and [43, Theorem 3]) related to this question,
indicating that the descent property may hold for higher Chow groups with modulus at least in the
case of 0-cycles.
3. Relative Chow groups with modulus
Let X and D be again a pair consisting of an integral scheme X of finite type over k and an
effective Cartier divisor D on it. Fix an integer r ≥ 1. In this Section we give a description of the
groups CHr(X|D, 0) in terms of the relative Chow groups CHr(X|D) defined below.
Definition 3.1. Let Zr(X) (resp. Zr(X)D) be the free abelian group on the set C
r(X) (resp.
Cr(X)D) of integral closed subschemes W ⊂ X of codimension r (resp. integral closed subschemes
W ⊂ X of codimension r such that W ∩ D = ∅). For an integral scheme Z and an effective Cartier
divisor E on Z, we set
(3.1) G(Z,E) = lim
−→
U
Γ(U,Ker(O×U → O×E)),
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where U ranges over all open subscheme of Z containing |E|. We then put
(3.2) Φr(X,D) =
⊕
W∈Cr−1(X)
G(W
N
, γ∗WD),
where W
N
denotes the normalization of the closure W of W in X and γ∗WD is the pullback of the
Cartier divisor D via the natural map γW :W
N → X . We set
(3.3) CHr(X|D) = Coker(Φr(X,D) δ−→ Zr(X)D),
where δ is induced by the composite of the divisor map on W
N
and the pushforward map of cycles
via γW for W ∈ Cr−1(X). The groups CHr(X|D) are called Chow groups of X with modulus D.
Remark 3.2. The notations of Definition 3.1 should be compared with the one in [28, 1.1 and 2.9]. Note
that in the definition of a modulus pair (X,Y ) in loc. cit., X = X − |Y | is required to be quasi-affine
over k. In this paper we don’t need this condition.
The main result of this section is the following
Theorem 3.3. There is a natural isomorphism
CHr(X|D, 0) ∼=−→ CHr(X |D)
Remark 3.4. As noticed in 2.1.4, when X is projective and D is an ample divisor, there are no positive
dimensional closed subschemes of X missing D and the groups CHr(X |D) are therefore trivial except
for the case d = dimX. This is one of the reason for introducing the relative motivic cohomology
groups as hypercohomology of the relative cycle complex rather then as the naive higher Chow groups.
An interesting problem suggested by Bloch [9] is to extend our definition of cycles with modulus
CHr(X|D,n) replacing the divisor D with a closed subscheme T ⊂ X. If dimT < r, there are many
cycles of dimension r not meeting T , so that one gets non-trivial generators of the corresponding
relative Chow group. A possible way to extend our definition is to set
CHr(X |T, n) = CHr(X˜ |T˜ , n)
where π : X˜ → X is the blow-up of X with center T and T˜ is the divisor π−1(T ). The analogue of
Theorem 3.3 in this generality implies that CHr(X|T, 0) coincides with the group considered by Bloch
in loc. cit..
3.1. A description of relative cycles.
3.1.1. Let n ∈ N. For 1 ≤ i ≤ n, we denote by ni the closure of the n-th dimensional box n in the
i-th direction, i.e.
(P1)n ⊃ ni = × · · · ×
i
∨
P
1 × · · · × = (P1)n −
∑
j 6=i
Fnj ≃ n−1 × P1.
We let Fni denote F
n
i ∩ 
n
i for simplicity and write pri : X × 
n
i → X × n−1 for the projections
removing the i-th factor P1.
Lemma 3.5. Let V ∈ Cr(X × n) be an integral cycle, and V the closure of V in X × (P1)n. For
1 ≤ i ≤ n, let V i be the closure of V in X × ni , V
N
i be its normalization. Let φV i : V
N
i → X × 
n
i
be the natural map. Then the condition (3) of Definition 2.2 implies the following condition:
(3)’ The following inequality as Cartier divisors holds for all 1 ≤ i ≤ n:
(3.4) φ∗
V i
(D ×ni ) ≤ φ∗V i(X × F
n
i ).
The converse implication holds if either n = 1 or none of the components of V ∩(D×(P1)n) is contained
in ∩
1≤i≤n
X × Fni .
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Proof The condition (3)’ follows from Definition 2.2(3) by base change via the open immersion
(P1)n − ∑
j 6=i
Fnj →֒ (P1)n. The converse implication holds if the generic points of V ∩ (D × (P1)n) are
all in
∪
1≤i≤n
((P1)n −
∑
j 6=i
Fnj ) =


(P1)n if n = 1,,
(P1)n − ∩
1≤i≤n
Fnj if n > 1,
proving the last assertion.
Remark 3.6. The condition (3)’ of Lemma 3.5 implies V i ∩ (D × ni ) ⊂ X × Fni as closed subsets
of X × ni , and this in turn implies that V is closed in X × n, namely V ∈ Cr(X × n)D×n (cf.
Definition 3.1).
Lemma 3.7. Let n ≥ 1 and let V ∈ Cr(X ×n)D×n . Suppose that V intersects properly ιni,∞(X ×
n−1). Write
∂∞i V = (ι
n
i,∞)
−1(V ) ⊂ X ×n−1.
For 1 ≤ i ≤ n, let V i be the closure of V in X ×ni and put
W i = pri(V i) ⊂ X ×n−1, W oi =W i\∂∞i V, V
o
i = V i ×W i W
o
i .
Then V
o
i is finite over W
o
i and
V i ∩ (D ×ni ) ⊂ V
o
i ⊂W
o
i [y],
where W
o
i [y] denotes W
o
i × (P1 − {∞}).
Proof By definition, V
o
i is proper over W
o
i and closed in W
o
i [y] = W
o
i × (P1 − {∞}). Since W
o
i [y] is
affine over W
o
i , we have immediately that V
o
i is finite over W
o
i . By assumption, V ∩ (D×n) = ∅, so
that we have ∂∞i V ∩(D×n−1) = ∅. Hence D×
n
i = pr
−1
i (D×n−1) does not intersect pr−1i (∂∞i V ),
and therefore V i ∩ (D ×ni ) ⊂ V
o
i = V \pr−1i (∂∞i V ).
Lemma 3.8. Let V be as in Lemma 3.7. Then the condition (3)’ of Lemma 3.5 for V is equivalent
to the following condition:
(3)” Let W
N
i be the normalization of W i and W
N,o
i = W
N
i ×W i W
o
i . Then there exists an integer
ν ≥ 1 such that
V
o
i ×W i W
N
i ⊂W
N,o
i [y] :=W
N,o
i × (P1 − {∞})
is the divisor of a function of the form
f = (1− y)m + ∑
1≤ν≤m
aν(1− y)m−ν with aν ∈ Γ(WN,oi , IνWNi ),
where I
W
N
i
⊂ O
W
N
i
is the ideal sheaf for the divisor D ×X W
N
i in W
N
i and I
ν
W
N
i
denotes its
ν-th power.
Proof Let y ∈ Γ(V oi ,O) be the image of y. By Lemma 3.7, V
o
i is finite over W
o
i and the minimal
polynomial of y over the function field K of W i can be written as:
f(T ) = (1− T )m +
∑
1≤ν≤m
aν(1− T )m−ν ∈ Γ(WN,oi ,O)[T ].
We claim that V
o
i ×W i W
N
i ⊂W
N,o
i [y] coincides with the divisor of the function
h = (1− y)m +
∑
1≤ν≤m
aν(1− y)m−ν ∈ Γ(WN,oi [y],O).
Indeed, since div(h) ⊆ V oi ×W i W
N
i , it is enough to show that it is irreducible. But this is clear as
div(h) is finite over W
N,o
i and its generic fiber over W
N,o
i is irreducible. The last assertion of Lemma
3.8 follows then from the following.
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Claim 3.9. The condition 3.5(3)’ holds if and only if aν ∈ Γ(WN,oi , IνWNi ) for all ν ≥ 1.
The question is local on X and we may assume that the ideal sheaf ID ⊂ OX is generated by a
regular function π ∈ Γ(X,O). Note that, by Lemma 3.7, we have
V i ∩ (D ×ni ) ⊂ V
o
i ,
so that we can actually remove ∂∞i V to check the modulus condition. If we still denote by π the image
of π in Γ(V
o
i ,O), we see then that the condition 3.5(3)’ is equivalent to require that
(3.5) θ :=
1− y
π
∈ Γ(V Ni ×W i W
o
i ,O),
for every i = 1, . . . , n, where V
N
i is the normalization of V i. Since π does not vanish identically on
W i, we have π ∈ K and thus the minimal polynomial of θ over K is
g(T ) = Tm +
∑
1≤ν≤m
aν
πν
Tm−ν.
Since V
o
i is finite over W
o
i , (3.5) is equivalent to the condition that θ is finite over Γ(W
N,o
i ,O), which
is equivalent to
aν
πν
∈ Γ(WN,oi ,O) for all ν,
completing the proof of Claim 3.9.
3.2. Proof of theorem 3.3. By definition, the groups CHr(X |D, 0) and CHr(X |D) have the same
set of generators zr(X |D, 0) = Zr(X)D and to prove the theorem it suffices to construct a surjective
homomorphism φ : zr(X|D, 1)→ Φr(X,D) which fits into a commutative diagram
(3.6)
zr(X|D, 1) ∂−−−−→ zr(X |D, 0)yφ ∥∥∥
Φr(X,D)
δ−−−−→ Zr(X)D
Let V ∈ Cr(X |D, 1) be an integral cycle of codimension r, V ⊂ X × 1 satisfying the modulus
condition of Definition 2.2. By Remark 2.3, we note that V is actually closed in X × 1. Let V
be the closure of V in X × P1, W ⊂ X its image along the projection X × P1 → X and WN the
normalization of W . We write γW for the natural map W
N → X. Let ∂∞V denote ι−1∞ (V ) (resp. ∂0V
denote ι−10 (V )), where ι∞ and ι0 are the two closed immersions X → X × P1 induced by ∞ ∈ P1 and
0 ∈ P1 respectively. The restriction to V of the projection X × P1 → P1 induces a rational function
gV ∈ k(V )×, and by [22, Prop.1.4 and §1.6] we have
(3.7) ∂V = ∂∞V − ∂0V = γW ∗(divWN (Nk(V )/k(W )gV )),
where Nk(V )/k(W ) : k(V )
× → k(W )× denotes the norm map induced by V → W , which is generically
finite by Lemma 3.7. We claim that
(3.8) Nk(V )/k(W )gV ∈ G(W
N
, γ∗WD)
Indeed, let W
o
= W\∂∞V and WN,o = WN ×W W
o
. By Lemma 3.7 we have that
V ×W W
N,o ⊂WN,o[y] = WN,o × (P1 − {∞})
is the divisor of a function of the form
f(y) = (1− y)m +
∑
1≤ν≤m
aν(1− y)m−ν
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with aν ∈ Γ(WN,o, Iν
W
N (D)) and where IWN (D) ⊂ OWN denotes the ideal sheaf of the pullback γ∗WD
of D to W
N
. Since ∂∞V ∩D = ∅, (3.8) follows from the equality:
Nk(V )/k(W )gV = f(0) = 1 +
∑
1≤ν≤m
aν .
We define now φ : zr(X|D, 1)→ Φr(X,D) by the assignment
φ(V ) = Nk(V )/k(W )gV ∈ G(W
N
, γ∗WD) ⊂ Φr(X,D) (V ∈ Cr(X|D, 1)).
The commutativity of (3.6) then follows from (3.7).
To complete the proof of Theorem 3.3, it remains to show the surjectivity of φ. TakeW ∈ Cr−1(X)
and g ∈ G(WN , γ∗WD). Let Σ ⊂ W
N
be the closure of the union of points x ∈ WN of codimension
one such that vx(g) < 0, where vT is the valuation associated to x. Since W
N
is normal, we have
g ∈ Γ(WN − Σ,O) and the assumption g ∈ G(WN , γ∗WD) implies
(3.9) g − 1 ∈ Γ(WN − Σ, I
W
N (D)).
Now we identify g with a morphism ψg : W
N − Σ → P1 − {∞}. Let Γ ⊂ WN × P1 be the closure of
the graph of ψg, V ⊂W × P1 its image along WN × P1 →W × P1 and V = V ∩ (W ×1) ⊂ X ×1.
It suffices to show that the cycle V defined in this way belongs to zr(X |D, 1), i.e. that it satisfies the
modulus condition, and that φ(V ) = g. Note that once the first assertion is proven, the second follows
from the very construction of V .
We have the following diagram of schemes
(3.10) W
ι∞ // W × P1 Voo
W
N ι∞ //
πW
OO
idW $$■
■■
■■
■■
■■
■ W
N × P1
OO
pr

Γoo
πV
OO
prΓ{{✇✇
✇✇
✇✇
✇✇
✇✇
W
N
where the horizontal arrows denoted ι∞ are induced by the inclusion ∞ ∈ P1 and where the squares
are cartesians. Moreover, we note that
(3.11) Σ ⊂ prΓ
(
(W
N ×∞) ∩ Γ).
Indeed, let η be a generic point η ∈ Σ. Then there exists a unique ξ ∈ Γ, of codimension 1, such
that η = prΓ(ξ) and we have vξ(g) = vη(g) < 0 (note that g ∈ k(Γ) = k(WN ), as Γ is birational to
W
N
). Such point ξ is actually in (W
N ×∞)∩Γ: the projection WN ×P1 → P1 induces a well-defined
morphism
Γ\(WN ×∞)→ P1 − {∞}
that corresponds to g, so that the point ξ where g is not regular is forced to belong to (W
N ×∞)∩Γ.
From the diagram (3.10), one sees that (3.11) is equivalent to
Σ ⊂ π−1
W
(ι−1∞ (V )) = ι
−1
∞ (Γ),
so that W
N,o
:= W
N ×W (W\ι−1∞ (V )) ⊂W
N − Σ, and hence
V ×W W
N,o
= Γ×
W
N W
N,o ⊂WN,o × (P1 − {∞})
is given by Γ ∩ ((WN − Σ)× (P1 − {∞})). This is, by definition, the graph of ψg and hence it is the
divisor of y− g where y is the standard coordinate of P1. By the equivalent condition given by Lemma
3.8, this proves that V satisfies the modulus condition of Definition 2.2 (and in particular it is closed
in X ×1). This completes the proof of Theorem 3.3.
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4. Relative cycles of codimension 1
Let X and D be again as in Section 2, with D an effective Cartier divisor on X . We assume D 6= ∅.
In this Section we investigate the relative motivic cohomology groups HnM(X |D,Z(1)) in weight 1.
Theorem 4.1. Let X be a regular k-scheme. There is a quasi-isomorphism of complexes of Zariski
sheaves on X
ZX|D(1)
∼=−→ O×
X|D
[−1],
where O×
X|D
denotes the kernel of the natural surjection O×
X
→ O×D.
Corollary 4.2. Let X be a regular k-scheme and D an effective Cartier divisor on it. Then we have:
HpM(X |D,Z(1)) =


0
Pic(X,D)
Γ(X,O×
X|D
)
if p > 2,
if p = 2,
if p = 1.
4.0.1. Assume in what follows that X = Spec(A) is the spectrum of a regular local ring A. We write
ID or I for the invertible ideal of D ⊂ X . Let A[t1, . . . , tn] be the polynomial ring in the variables ti
on A and write f ∈ A[t1, . . . , tn] as
f =
∑
λ∈Λ
aλ(1− t)λ (aλ ∈ A),
for the multi-index
Λ = {λ = (λ1, . . . , λn) | λi ∈ Z≥0}, (1 − t)λ =
∏
1≤i≤
(1− ti)λi .
We say that f is admissible for ID if a(0,··· ,0) ∈ A× and
aλ ∈ I |λ|D for λ 6= (0, · · · , 0),
where |λ| = max{λi|1 ≤ i ≤ n} for λ = (λ1, · · · , λn). We let P˜n(A|I) denote the set of f ∈ A[t1, . . . , tn]
which are admissible for ID. It’s easy to check that that P˜n(A|I) forms a monoid under multiplication.
4.0.2. Let y = Y0/Y1 be the rational coordinate function on P
1 of 2.0.1. We fix the affine coordinate
t = 1− 1
1− y on  = P
1 \ {1}, so that  = Spec(k[t]). Similarly, we choose a coordinate system
t1, . . . , tn on 
n so that X ×n = SpecA[t1, . . . , tn].
Lemma 4.3. We keep the notations of 4.0.1 and 4.0.2. Let V ⊂ X × n be an integral closed
subscheme of codimension 1. Then V ∈ z1(X |D,n) if and only if there exists f ∈ P˜n(A|I) such that
V = div(f) on X ×n.
Proof Assume V ∈ z1(X |D,n). Then V satisfies the conditions of Lemma 3.7, and in particular it
has proper intersection with ιni,∞(X×n−1) for every i = 1, . . . , n. We put ∂∞i V = (ιni,∞)−1(V ). Since
V i is of codimension 1 in X ×ni , the restriction to V i of the projection
X ×ni → X ×n−1
is surjective (see Lemma 3.7). For n = 1, we have C1(X |D, 0) = ∅ since X is local and D 6= ∅ (cf.
Definition 2.2(2)). This implies ∂∞1 V = ∅ and the desired assertion follows from Lemma 3.8. For n > 1
we proceed by induction on n and assume that there exists g ∈ P˜n−1(A|I) such that
∂∞i V = div(g(t1, . . . , ti−1, ti+1, . . . , tn)) ⊂ X ×n−1.
Then, by Lemma 3.8, the Modulus condition for V is equivalent to the condition that V = div(f) with
f ∈ A[t1, . . . , tn] of the form
f =
(
1 +
∑
1≤ν≤m
aν(1− ti)ν
) · gN ,
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where N ≥ 0 is some integer and
aν ∈ Γ(X ×n−1 − ∂∞i V, IνO) = Iν ·A[t1, . . . ,
∨
ti, . . . , tn][g
−1] for ν ≥ 1.
It is easy to see that this implies f ∈ P˜n(A|I).
Conversely assume V = div(f) for f ∈ P˜n(A|I). It is easy to see that V and ∂∞i V satisfy the
conditions of Lemma 3.7 and Lemma 3.8. One can also check that none of the components of V ∩
(D× (P1)n) is contained in ∩
1≤i≤n
X × Fni . Hence, by Lemma 3.5, V satisfies the condition (3) of 2.2.
The good position condition with respect to the faces is clear for every cycle of the form div(f) and
we conclude that V ∈ z1(X |D,n).
Corollary 4.4. We keep the notations of 4.0.1 and 4.0.2. Let zr(X |D,n)eff ⊂ zr(X |D,n) be the sub-
monoid of effective relative cycles and let Pn(A|I) = (P˜n(A|I))/A×. For n ≥ 1 there is an isomorphism
of monoids
V : Pn(A|I)
∼=−→ z1(X |D,n)eff ; f → V (f) := div(f),
and an isomorphism of groups
V : Pn(A|I)gr
∼=−→ z1(X |D,n) ; f/g→ V (f)− V (g),
where
Pn(A|I)gr = {f/g | f, g ∈ Pn(A|I)}.
4.0.3. We follow the notation of [34, §1.1]). The assignment
n 7→ Pn(A|I) (n = {0,∞}n, n = 0, 1, 2, 3...)
defines an extended cubical object of monoids (see [39, 1.5]) in the following way. For the inclusions
ηn,i,ǫ : n− 1→ n (ǫ = 0,∞, i = 1, ..., n), we define boundary maps
(4.1) η∗n,i,ǫ : A[t1, . . . , tn]→ A[t1, . . . , tn−1] for ǫ ∈ {0,∞}
by
η∗n,i,0(f(t1, . . . , tn)) = f(t1, . . . , ti−1, 0, ti, . . . , tn−1),
η∗n,i,∞(f(t1, . . . , tn)) = f(t1, . . . , ti−1, 1, ti, . . . , tn−1).
For projections pri : n→ n− 1 (i = 1, ..., n), we define
pr∗n,i : A[t1, . . . , tn−1]→ A[t1, . . . , tn]
by
pr∗n,i(f(t1, . . . , tn−1)) = f(t1, . . . , ti−1, ti+1, . . . , tn).
They all induce corresponding maps on Pn(A|I), denoted with the same letters. Permutation of factors
are defined in an obvious way and involutions τ∗n,i are defined as the maps Pn(A|I)→ Pn(A|I) induced
by ti → 1− ti. For the multiplications
µ : {0,∞}2 → {0,∞} ; µ(∞,∞) =∞;µ(a, b) = 0 for (a, b) 6= (∞,∞),
we define µ∗ : P1(A|I)→ P2(A|I) as the map induced by 1− t→ (1 − t1)(1 − t2). The isomorphisms
in Corollary 4.4 are compatible with cubical structure.
Theorem 4.5. Under the above assumptions, we have CH1(X |D,n) = 0 for n 6= 1 and there is a
natural isomorphism
δ : CH1(X|D, 1) ∼=−→ (1 + I)×,
where (1 + I)× = (1 + I) ∩ A× viewed as a subgroup of A×.
Proof The vanishing of CH1(X|D,n) for n = 0 is a direct consequence of the definition, since X
is local. In what follows we show the assertion for n ≥ 1. By 4.0.3 we are reduced to compute the
homotopy groups Hi(P•(A|I)gr) of the cubical objects of abelian group
n→ Pn(A|I)gr.
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Recall that these are homology groups of the complex
· · · ∂−→ Pn(A|I)gr/Pn(A|I)grdeg
∂−→ Pn−1(A|I)gr/Pn−1(A|I)grdeg
∂−→
· · · ∂−→ P1(A|I)gr/P1(A|I)grdeg ,
where
Pn(A|I)grdeg =
n∑
i=1
pr∗n,i(Pn−1(A|I)gr), ∂ =
n∑
i=1
(−1)i(η∗n,i,0 − η∗n,i,∞).
Let
NPn(A|I)gr = ∩
2≤i≤n
Ker(η∗n,i,0) ∩ ∩
1≤i≤n
Ker(η∗n,i,∞)
and consider the complex
· · · η
∗
n+1,1,0−→ NPn(A|I)gr
η∗n,1,0−→ NPn−1(A|I)gr
η∗n−1,1,0−→ · · · → NP1(A|I)gr.
By [39, Lemma 1.6], we have a natural isomorphism
Hi(NP•(A|I)gr)
∼=−→ Hi(P•(A|I)gr/P•(A|I)grdeg)
and we are reduced to show the existence of isomorphisms
(4.2) Hi(NP•(A|I)gr) ≃
{
1 + I
0
if n = 1,
if n > 1.
Consider
H : Frac(A[t1, . . . , tn])→ Frac(A[t1, . . . , tn+1])
defined by
H(f(t1, . . . , tn)) = 1 +
(
f(1)−1f(t2, . . . , tn+1)− 1
)
(1− t1),
where (1) = (1, . . . , 1). One easily checks that this induces the maps (of sets)
H : Pn(A|I)→ Pn+1(A|I), H : Pn(A|I)gr → Pn+1(A|I)gr
and we have, for φ ∈ Pn(A|I)gr
(4.3) η∗n+1,i,ǫ(H(φ)) =


H(η∗n,i−1,ǫ(φ))
1
φ (mod A×)
if 2 ≤ i ≤ n+ 1,
if i = 1 and ǫ =∞,
if i = 1 and ǫ = 0.
Hence H induces a map NPn(A|I)gr → NPn+1(A|I)gr, and if n > 1 we have
η∗n+1,1,0(H(φ)) = φ for φ ∈ Ker(NPn(A|I)gr
η∗n,1,0−→ NPn−1(A|I)gr).
This proves (4.2) for n > 1. To show (4.2) for n = 1, we define a map
δ : P1(A|I)gr → (1 + I)× ; f/g → f(0)g(1)/g(0)f(1) (f, g ∈ P1(A|I)).
It is easy to see that this is a well-defined group homomorphism and that
(4.4) NP2(A|I)gr
η∗2,1,0−→ NP1(A|I)gr δ−→ 1 + I
is a complex (note that NP1(A|I)gr = P1(A|I)gr). To show that it is exact, we compute the boundary
for f ∈ P1(A|I)
η∗2,i,ǫ(H(f)) =


1
1 + (
f(0)
f(1)
− 1)(1 − t1)
f (mod A×)
if ǫ =∞,
if i = 2 and ǫ = 0,
if i = 1 and ǫ = 0.
Hence, for f, g ∈ P1(A|I) with f(0)/f(1) = g(0)/g(1), we have
H(f)/H(g) ∈ NP2(A|I)gr and η∗2,1,0(H(f)/H(g)) = f/g.
This proves the exactness of (4.4) and completes the proof of Theorem 4.5.
16 FEDERICO BINDA AND SHUJI SAITO
5. Fundamental class in relative differentials
In [17], El Zein gave an explicit construction of Grothendieck’s “fundamental class” [24] of a cycle
on a smooth scheme Y/k in Hodge cohomology, defining a morphims from the Chow ring of Y to
H∗(Y,Ω∗Y/k). It turns out that this approach can be partially followed and extended to construct a
relative version of El Zein’s fundamental class.
In this section, we consider an integral scheme Y of pure dimension n, smooth and separated over
a field k. We write Ω1Y/k for the Zariski sheaf of relative Ka¨hler differentials on Y and Ω
1
Y = Ω
1
Y/Z for
the sheaf of absolute differentials. For r ≥ 0, we let Cr(Y ) be the set of integral closed subschemes of
codimension r on Y .
5.1. El Zein’s fundamental class.
5.1.1. For W ∈ Cr(Y ) let
clrΩ(W )k ∈ HrW (Y,ΩrY/k)
be the fundamental class of W constructed in [17]. Using the technique of [28, A.6], one can construct
a cycle class
clrΩ(W ) ∈ HrW (Y,ΩrY )
in the absolute Hodge cohomology group with support starting from clrΩ(W )k. We quickly recall the
argument. Let k0 ⊂ k be the prime subfield of k and let I be the set of smooth k0-subalgebras of
k, partially ordered by inclusion: it is a filtered set. We fix a k0-algebra A and a smooth separated
A-scheme YA together with a closed integral subscheme WA, flat over A, such that
YA ⊗A k = Y and WA ⊗A k = W.
For every B ∈ I containing A, we write YB (resp. WB) for the base change YA⊗AB (resp. WA⊗AB).
A Cˇech cohomology computation shows then that
HrW (Y,Ω
r
Y ) = H
r
W (Y,Ω
r
Y/k0
)
∼−→ lim
−→
B∈I
HrWB (YB,Ω
r
YB/k0
).
Note that, by construction, codimYW = codimYBWB for every B ∈ I containing A. We then define
clrΩ(W ) = lim−→
B∈I
clrΩ(WB)k0 .
Remark 5.1. One can show (see again [17, Thm. 3.1]) that clrΩ(W )k lies in the image of H
r
W (Y,Ω
r
Y/k,cl),
where ΩrY/k,cl ⊂ ΩrY/k is the subsheaf of closed forms. This implies that clrΩ(W ) lies in the image of
HrW (Y,Ω
r
Y,cl)
We now give a description of clrΩ(W ) by an explicit Cˇech cocycle. Let V ⊂ Y be an affine open
neighborhood of the generic point of W such that there exist a regular sequence f1, . . . fr ∈ Γ(V,O)
which definesW∩V in V . Let U be the covering of V \W given by the open subsets {Ui = D(fi)}i=1,...,r
and write Cˇ•(U ,ΩrV ) for the Cˇech complex of ΩrV with respect to the covering U . Then the cohomology
class of the Cˇech cocyle
(5.1) dlogf1 ∧ · · · ∧ dlogfr = df1
f1
∧ · · · ∧ dfr
fr
∈ H0(U1 ∩ · · ·Ur,ΩrV )
gives an element in Hr−1(V \W,ΩrV ) that maps to the class clrΩ(W )|V in HrW∩V (V,ΩrV ) via the boundary
morphism (This is a consequence of the Trace formula, see [14, A.2], in particular Lemma A.2.1, and
[17, p.37]). By the localization exact sequence and (5.3) below the restriction map
(5.2) HrW (Y,Ω
r
Y ) →֒ HrW∩V (V,ΩrV )
is injective. Hence the affine description (5.1) characterizes clrΩ(W ) (as well as cl
r
Ω(W )k).
Lemma 5.2. For a closed subscheme T ⊂ Y of pure codimension a,
(5.3) HqT (Y,Ω
j
Y ) = 0 for q < a.
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Proof Arguing as in 5.1.1 we may replace ΩjY by Ω
j
Y/k which is a locally free OY -module. By the
localization sequence one is reduced to the case where Y is local and T is the closed point. Then the
assertion follows from the fact that a regular local ring is Gorenstein.
5.2. Relative version of El Zein’s fundamental class.
5.2.1. Let Y be again a smooth variety over k. We fix now a (reduced) simple normal crossing divisor
F and an effective Cartier divisor D on Y . In what follows, we will assume that F and D satisfy the
following condition:
(⋆) There is no common component of D and F , and Dred + F is a (reduced) simple normal
crossing divisor on Y
Write
X = Y − (F +D) →֒ Y − F →֒ Y
for the open complement of F +D in Y and ιX for the open immersion X →֒ Y .
Remark 5.3. In section 7.3, we will work in a situation where (X,Y − F, Y ) = (Xn, Xn, Yn) with
Xn = X ×n→֒Xn = X ×n→֒Yn = X × (P1)n ⊃ Dn = D × (P1)n
where X ⊂ X ⊃ D are as in §2 and X is smooth over k and the reduced part of D is a simple normal
crossing divisor.
Definition 5.4. [see Definition 2.2] Let X,Y, F,D be as above and let W be an integral closed
subscheme of codimension r on X . Let W be the closure of W in Y , W
N
its normalization and
φW : W
N → Y the natural map. We say that W satisfies the modulus condition (with respect to the
divisor D and the face F ) if the following inequality as Cartier divisors on W
N
holds
(5.4) φ∗
W
(D) ≤ φ∗
W
(F ).
We denote by Cr(Y, F,D) the set of integral closed subschemes W of codimension r on X that do
satisfy the modulus condition.
Note that the condition implies that W ∩ (Y − F ) ∩D = ∅ and that W is closed in Y − F .
Definition 5.5. Let Ω1Y (logF +D) be the sheaf of absolute differential forms with logarithmic poles
along Dred + F . We write Ω
r
Y (logF +D) for its r-th external product and set
ΩrY |D(logF ) = Ω
r
Y (logF +D)⊗OY OY (−D).
By the same argument used to prove Lemma 5.2, we have the following
Lemma 5.6. For a closed subscheme T ⊂ Y ,
(5.5) HqT (Y,Ω
r
Y |D(logF )) = 0 for q < codimY (T ).
Remark 5.7. LetW ∈ Cr(X) andW ⊂ Y be its closure. The long exact localization sequence, together
with (5.5), implies the injection
(5.6) Hr
W
(Y,ΩrY |D(logF )) →֒ HrW (X,ΩrX).
We now come to the main result of this section:
Theorem 5.8. For W ∈ Cr(Y, F,D) there is an element
clrΩ(W ) ∈ HrW (Y,ΩrY |D(logF ))
which maps to the fundamental class clrΩ(W ) ∈ HrW (X,ΩrX) under the map (5.6).
The proof is divided into several steps. We start with the following reduction
Claim 5.9. Let F1, . . . , Fn be the irreducible components of F and let Z be the reduced part ofW×Y F .
We may assume the following conditions:
(♣1) Z is irreducible of pure codimension r + 1 in Y ,
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(♣2) Y = Spec(A) is affine equipped with π ∈ A and si ∈ A with 1 ≤ i ≤ n such that D =
Spec(A/(π)) and Fi = Spec(A/(si)).
Proof Lemma 5.6 together with the localization sequence implies that we have
(5.7) Hr
W
(Y,ΩrY |D(logF ))
∼−→ Hr
W−T
(Y − T,ΩrY |D(logF )|Y−T )
for every closed subscheme T ⊂ W of codimension strictly larger then r + 1 in Y . Therefore we can
disregard the irreducible components Zi of Z of with codimY (Zi) > r+1 and, by shrinking Y around
the generic points of Z of codimension r + 1 in Y , we can assume the conditions of Claim 5.9 except
for the irreducibility of Z.
This last reduction can be shown as follows: take a finite open covering Y = ∪
i∈I
Ui such that each Ui
contains at most one irreducible component of Z. Fixing a total order on I, let I(a) for a ∈ Z≥0 be the
set of tuples α = (i0, . . . , ia) in I with i0 < · · · < ia. For (i0, . . . , ia) ∈ I(a), put Uα = Ui0 ∩ · · · ∩ Uia .
We have the Mayer-Vietoris spectral sequence associated to the the covering ∪
i∈I
Ui
(5.8) Ea,b1 =
⊕
α∈I(a)
Hb
W∩Uα
(Uα,Ω
r
Y |D(logF )|Uα
) ⇒ Ha+b
W
(Y,ΩrY |D(logF )).
Putting Vi = Ui ∩X we have the induced covering X = ∪
i∈I
Vi and the analogue of (5.8)
(5.9) Ea,b1 =
⊕
α∈I(a)
HbW∩Vα(Vα,Ω
r
X |Vα
) ⇒ Ha+bW (X,ΩrX).
By (5.5), (5.8) gives rise to an exact sequence
0→ Hr
W
(Y,ΩrY |D(logF ))→
⊕
i∈I
Hr
W∩Ui
(Ui,Ω
r
Y |D(logF ))→
⊕
(i,j)∈I(1)
Hr
W∩Ui∩Uj
(Ui ∩ Uj,ΩrY |D(logF ))
and (5.9) gives the similar exact sequence for HrW (X,Ω
r
X). We can therefore replace Y by Ui and
assume that Z is irreducible.
5.3. The case W is a normal variety. We first prove the following
Lemma 5.10. Let IW ⊂ A be the ideal of definition for W ⊂ Y = Spec(A). There exist f ∈ IW and
a ∈ A such that f = si + πa for some 1 ≤ i ≤ n.
Proof Indeed, the modulus condition (5.4) implies that W ×X D ⊂W ×X F ⊂ F . Since W ×X F is
assumed to be irreducible, W ×X D ⊂ Fi for some 1 ≤ i ≤ n so that si ∈ IW + (π).
Since Z is contained in Fi by the proof of Lemma 5.10, f = si + πa is a regular parameter of the
local rings of Y at points of Z. By the normality of W , W is regular at the generic point of Z and
we may assume by (5.7) that, after shrinking Y around the generic point of Z, we can complete f to
a regular sequence f1 = f, f2, . . . , fr in A such that IW = (f1, f2, . . . , fr). Put Uj = Spec(A[1/fi])
for 1 ≤ j ≤ r. By the local description (5.1), we have that clrΩ(W ) ∈ HrW (X,ΩrX) is given by the
cohomology class of the Cˇech cocyle
ω′ = dlogf ∧ dlogf2 ∧ · · · ∧ dlogfr ∈ H0(X ∩ U1 ∩ · · · ∩ Ur,ΩrX) = H0(X \W,ΩrX |X\W ).
Since the cohomology class of dlogs∧dlogf2 ∧ · · · ∧dlogfr vanishes, we see that clrΩ(W ) ∈ HrW (X,ΩrX)
can be also represented by the cocycle
(5.10) ω = dlog
f
s
∧ dlog f2 ∧ · · · ∧ dlog fr ∈ H0(X ∩ U1 ∩ · · · ∩ Ur,ΩrX).
It suffices then to show that dlog fs is a restriction of an element of H
0(U1 ∩ · · · ∩ Ur,Ω1Y |D(logF )),
which is true by the local description of f given by Lemma 5.10.
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5.4. The case of an arbitrary W . Let φW : W
N → W be the normalization morphism. Since it is
finite, there exist an integer M and a closed immersion
i
W
N : W
N →֒ PMY = Y × PM
which fits into the commutative square
W
N iWN //
φW

PMY
pY

W
iW // Y
where pY is the projection (this is an idea due to Bloch, taken from [20, Appendix]). Noting φW =
iW ◦ pW = pY ◦ iWN , the modulus condition (5.4) implies
W
N ∩ PMX ∈ Cr+M (PMY ,PMF ,PMD ) (cf. Definition 5.4).
By the normal case 5.3, the fundamental class
clr+MΩ (W
N ∩ PMX ) ∈ Hr+MWN∩PM
X
(PMX ,Ω
r+M
PMX
)
arises from an element of Hr+M
W
N (P
M
Y ,Ω
r+M
PM
Y
|PM
D
(logPMF )). Now Theorem 5.8 follows from the commuta-
tivity of the following diagram
(5.11) Hr+M
W
N (P
M
Y ,Ω
r+M
PM
Y
|PM
D
(logPMF ))
  (5.6) //
(pY )∗

Hr+M
W
N
∩PM
X
(PMX ,Ω
r+M
PM
X
)
(pX)∗

Hr
W
(Y,ΩrY |D(logF ))
  (5.6) // HrW (X,Ω
r
X)
and from the fact that (pX)∗(cl
r+M
Ω (W
N ∩ PMX )) = clrΩ(W ) ∈ HrW (X,ΩrX), which follows from the
compatibility with proper push forward of El Zein’s fundamental class (see [17, III.3.2] and Section
5.5 below). Here the vertical maps are induced by the trace maps
(5.12) R(pX)∗Ω
r+M
PM
X
→ ΩrX and R(pY )∗Ωr+MPM
Y
|PM
D
(logPMF )→ ΩrY |D(logF ).
which come from Lemma 5.13 below where one takes (Y ′, F ′, D′) = (PMY ,P
M
F ,P
M
D ).
5.5. Compatibility with proper push forward. Let (Y, F,D) and (Y ′, F ′, D′) be two triples satis-
fying the condition (⋆) of 5.2.1 and let f : Y ′ → Y be a proper morphism. We say that f is admissible
if the following condition holds:
(♣) The pullback of the Cartier divisors F and D along f are defined and satisfy f∗(F ) = F ′ and
D′ ≥ f∗(D) and |f−1(D)| = |D|.
Note that the condition implies that D′ − D′red ≥ f∗(D − Dred) and X ′ = f−1(X) so that the
restriction f|X′ of f to X
′ is proper.
Lemma 5.11. Let f : (Y ′, F ′, D′) → (Y, F,D) be an admissible proper morphism between the triples
(Y ′, F ′, D′) and (Y, F,D). Let X = Y −(F+D) and X ′ = Y ′−(F ′+D′). Then the proper pushforward
of cycles by f|X′ induces a homomorphism
f∗ : C
r+dimY ′−dimY (Y ′, F ′, D′)→ Cr(Y, F,D) r ≥ 0.
The proof is a simple exercise using Lemma 2.1 and left to the readers.
Remark 5.12. Noting that the pushforward defined at the level of cycles commutes with the boundary
maps as in the case of Bloch’s higher Chow groups, Lemma 5.11 proves the covariant functoriality of
Lemma 2.7, giving a map of complexes
f∗ : Z(s)X′|D′ → Z(r)X |D with s = r + dimX ′ − dimX.
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5.5.1. Let g : X ′ → X be a proper morphism between smooth schemes over k. Put δ = dimX −
dimX ′. For integers r, s ≥ 0 with s − r = δ, we can construct a trace map in the bounded derived
category Db(X) of complexes of OX -modules
(5.13) Trg : Rg∗Ω
s
X′ [δ]→ ΩrX .
Indeed, arguing as in 5.1.1, it suffices to construct it replacing the absolute differentials by the differ-
entials over k. It follows then from [25, VI, 4.2; VII, 2.1] or [14, 3.4].
Lemma 5.13. Let f : (Y ′, F ′, D′) → (Y, F,D) be a morphism satisfying the condition (♣). Let
g : X ′ → X be the induced morphism and τ : X → Y and τ ′ : X ′ → Y ′ be the open immersions.
Then, for integers r, s ≥ 0 with s− r = δ := dimY − dimY ′, there exists a natural map in Db(Y ):
(5.14) Trf : Rf∗Ω
s
Y ′|D′(logF
′)[δ]→ ΩrY |D(logF )
which fits into the commutative diagram
Rf∗Ω
s
Y ′|D′(logF
′)[δ] //
Trf

Rf∗Rτ
′
∗Ω
s
X′ [δ]
∼= // Rτ∗Rg∗ΩsX′ [δ]
Rτ∗Trgvv♥♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
ΩrY |D(logF )
// Rτ∗ΩrX
Proof Let Σ = Dred + F and Σ
′ = D′red + F
′. We are ought to construct a natural map
Trf : Rf∗Ω
s
Y ′(logΣ
′)(−D′)[δ]→ ΩrY (logΣ)(−D)
Let D′′ = f∗(D − Dred) + D′red. By (♣), we have D′′ ≤ D′ and therefore it is enough to show the
existence of a natural map
(5.15) Trf : Rf∗Ω
s
Y ′(log Σ
′)(−D′′)[δ]→ ΩrY (log Σ)(−D). in Db(Y ).
Arguing as in 5.1.1, we may assume that the base field k is finitely generated over its prime subfield
k0, with t = trdegk0(k) and put d = t+ dimY and d
′ = t+ dimX ′. We have isomorphisms
ΩrY (logΣ)(−D) ≃−→ HomD(Y )(Ωd−rY (logΣ)(D)),ΩdY (Σ)),(5.16)
(5.17)
Rf∗Ω
s
Y ′(log Σ
′)(−D′′)[δ]
≃ Rf∗RHomD(Y ′)(Ωd−rY ′ (logΣ′),Ωd
′
Y ′(Σ
′ −D′′)[δ])
≃ Rf∗RHomD(Y ′)(Ωd−rY ′ (logΣ′)(f∗D),Ωd
′
Y ′(Σ
′ + f∗Dred −D′red)[δ])
≃ RHomD(Y )(Rf∗(Ωd−rY ′ (logΣ′)(f∗D)),ΩdY (Σ))
where the last isomorphism follows from the Verdier duality and the isomorphism
f !(ΩdY (Σ))
∼= f !ΩdY (f∗Σ) ∼= Ωd
′
Y ′(Σ
′ + f∗Dred −D′red)[δ]
using the assumption F ′ = f∗F . By adjunction, the natural map
f∗Ωd−rY (logΣ)(D)→ Ωd−rY ′ (logΣ′)(f∗D)
induces
Ωd−rY (logΣ)(D)→ Rf∗(Ωd−rY ′ (logΣ′)(f∗D)),
which induces the desired map (5.15) via (5.16) and (5.17).
Now take W ∈ Cs(Y ′, F ′, D′). Under the assumption of Lemma 5.13, we have a commutative
diagram
(5.18) Hs
W
(Y ′,ΩsY ′|D′(log f
∗F ))
 _
(5.6)

f∗ // Hr
f(W )
(Y,ΩrY |D(logF ))
 _
(5.6)

HsW (X
′,ΩsX′)
g∗ // Hrf(W )(X,Ω
r
X)
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where f∗ (resp. g∗) are induced by Trf (resp. Trg).
Lemma 5.14. Let
clsΩ(W/Y
′) ∈ Hs
W
(Y ′,ΩsY ′|D′(log f
∗F )) and clrΩ(f∗(W )/Y ) ∈ Hrf(W )(Y,ΩrY |D(logF ))
denote the fundamental classes of W and f∗([W ]) from Theorem 5.8. Then we have
(5.19) clrΩ(f∗(W )/Y ) = f∗cl
s
Ω(W/Y
′) ∈ Hr
f(W )
(Y,ΩrY |D(logF )).
Proof Since the relative fundamental classes restrict to El Zein’s fundamental classes under the maps
(5.6) in (5.18), the lemma follows from the compatibility of El Zein’s fundamental class for proper
morphisms.
6. Lemmas on cohomology of relative differentials
6.1. Independence of relative de Rham complex from the multiplicity of D. Let (Y, F,D)
be as in 5.2.1, X = Y − (F + D) and write Dred for the reduced part of D. Let D1, . . . , Dn be the
irreducible components of D and ei be the multiplicity of Di in D. We have the relative de Rham
complex
Ω•Y |D(logF ) : OY (−D) d−→ Ω1Y |D(logF ) d−→ Ω2Y |D(logF )→ · · · → ΩrY |D(logF )→ · · ·
Lemma 6.1. In the above setting, assume further that ei < p for all i ∈ I if p = ch(k) > 0. Then the
natural map
Ω•Y |D(logF ) = Ω
•
Y (logF +D)(−D)→ Ω•Y (logF +D)(−Dred)
is a quasi-isomorphism (see Definition 5.5).
Proof For m = (mi)i∈I and n = (ni)i∈I in N
I , we say that m ≤ n if mi ≤ ni for every i ∈ I. For
every multi-index m = (mi)i∈I ∈ NI , we set
(6.1) Dm =
∑
i∈I
miDi and Im = OY (−Dm).
Let mmax = (e1, . . . , en). For m ∈ NI with mmax ≥ m ≥ (1, . . . , 1) we have a filtration
Ω•Y (logF +D)(−Dred) ⊃ Ω•Y (logF +D)(−Dm).
Fix now ν ∈ I, an integer q ≥ 0 and m = (m1, . . . ,mn) ∈ NI . We define a sheaf ωqm,ν on YZar as
ωq
m,ν = Ω
•
Y (logF +D)(−Dm)/Ω•Y (logF +D)(−Dm+δν )(= Im ⊗OY ΩqY (logF +D)|Dν ),
where δν denotes the multi-index (δ
ν
i ) with δ
ν
ν = 1 and δ
ν
i = 0 for i 6= ν. The exterior derivative on
Ω•Y (logF +D) induces a map
dq
m,ν : ω
q
m,ν → ωq+1m,ν
giving a complex
ω•
m,ν : Im ⊗ODν
d0
m,ν−→ ω1
m,ν
d1
m,ν−→ ω2
m,ν
d2
m,ν−→ · · · .
Lemma 6.1 follows then from a repeated application of the following result:
Lemma 6.2. Assume that ch(k) = 0 or that (mν , p) = 1 if p = ch(k) > 0. Then the complex ω
•
m,ν is
acyclic.
Proof This is shown in [31, Theorem 3.2]. We include a sketch of the proof here. Let ν ∈ {1, . . . , n}
and write
ωqDν = Ω
q
Dν
(log(F +
∑
i∈I−{ν}
Di)|Dν ).
We have an exact sequence
0→ ΩqY (log(F +
∑
i∈I−{ν}
Di))→ ΩqY (log(F +
∑
i∈I
Di))
Resqν−→ ωq−1Dν → 0,
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where Resqν is the residue homomorphism along Dν . This induces an exact sequence
(6.2) 0→ Im ⊗ ωqDν → ωqm,ν
Resq
m,ν−→ Im ⊗ ωq−1Dν → 0,
where Resq
m,ν = idIm ⊗ Resqν . Now a direct computation shows
dq−1
m,ν ◦ Resqm,ν +Resq+1m,ν ◦ dqm,ν = mν · idωqm,ν ,
where Im ⊗ ωqDν is viewed as a subsheaf of ω
q
m,ν via (6.2). This gives the contracting homotopy of the
complex ω•
m,ν, completing the proof of the lemma.
6.2. Analogue of homotopy invariance for relative differentials.
Proposition 6.3. Let X be a smooth variety over a field k and let D ⊂ X be an effective divisor such
that Dred is simple normal crossing. Let P = P
m
k be the projective space of dimension m with H ⊂ Pmk ,
a hyperplane. Let π : P×X → X be the projection. Then the natural map
π∗ : Ωr
X
(logD)(−D)→ Rπ∗ΩrX×P(log H˜ + D˜)(−D˜)
is an isomorphism for every r > 0 in the bounded derived category D(XZar) of Zariski sheaves on X.
Here, in the second term, we let H˜ (resp. D˜) denote X ×k H (resp. D ×k Pmk ) for simplicity.
Proof By the derived projection formula, it is enough to show that the natural map
(6.3) π∗ : Ωr
X
(logD)→ Rπ∗ΩrX×P(log H˜ + D˜)
is an isomorphism for every r > 0. Since the logarithmic structure on the left side (resp. on the right
side) is taken, by definition, with respect to the reduced structure of D (resp. of D˜ + H˜), we may
assume that D is reduced (see Definition 5.5).
Write D1, . . . , Dn for the irreducible components of D. We prove (6.3) by induction on n. If n = 0,
the assertion is well-known and follows from the projective bundle formula for sheaves of differential
forms. Suppose now n ≥ 1 and write I = {1, . . . , n}. Following [45, 2], for each 1 ≤ a ≤ n we define
D[a] =
∐
{i1,...,ia}⊂I
Di1 ∩ · · · ∩Dia ,
where {i1, . . . , ia} ⊂ I range over all pairwise distinct indices. Note that D[a] is the disjoint union of
smooth varieties and that we have a canonical finite morphism
ia : D
[a] → X for a ≥ 1.
On each D[a], we have a divisor with simple normal crossings
Ea =
∐
1≤i1<···<ia≤n
(
(Di1 ∩ · · · ∩Dia) ∩ (
∑
j 6∈{i1,...,ia}
Dj)
)
⊂ D[a].
Then there is an exact sequence of sheaves on X
0→ Ωr
X
ǫX−−→ Ωr
X
(logD)
ρ1−→ i∗Ωr−1D[1](logE1)
ρ2−→ i∗Ωr−2D[2](logE2)→
→ . . .→ i∗Ωr−aD[a](logEa)
ρa+1−−−→ i∗Ωr−a−1D[a+1] (logEa+1)→ · · ·
where ǫX is the canonical inclusion, i∗ denote for simplicity the pushforwards by ia for all a ≥ 1, and
the maps ρa are given by the alternating sums of the residues (see [45, Proposition 2.2.1]). Similarly
we have an exact sequence of sheaves on X × P
0→ Ωr
X×P
(log H˜)
ǫX×P−−−→ Ωr
X×P
(log H˜ + D˜)→ i∗Ωr−1D[1]×P(log H˜ + E1 × P)→ · · ·
· · · → i∗Ωr−aD[a]×P(log H˜ + Ea × P)→ i∗Ωr−a−1D[a+1]×P(log H˜ + Ea+1 × P)→ · · ·
By induction assumption, we have the isomorphisms
Ωr
X
∼−→ Rπ∗ΩrX×P(log H˜) and i∗Ωr−aD[a](logEa)
∼−→ Rπ∗i∗Ωr−aD[a]×P(log H˜ + Ea),
which imply the desired assertion (6.3) by a standard argument from homological algebra.
RELATIVE CYCLES WITH MODULI AND REGULATOR MAPS 23
Remark 6.4. In the notations of Proposition 6.3, let U denote the open complement of X×H in X×P.
Let j : U → X × P be the open immersion. Then we have a canonical injective map
Ωr
X×P
(log H˜)→ j∗ΩrU
that allows us to identify the sheaf of r-differential forms with logarithmic poles along H with a
subsheaf of (the push forward of) the sheaf of r-differential forms on an affine space over X . The
isomorphism of Proposition 6.3 induced by the pullback along the projection π can be therefore inter-
preted as a weak homotopy invariance property.
7. Regulator maps to relative de Rham cohomology
7.1. Preliminary lemmas. We resume the assumptions and the notations of 5.2.1.
7.1.1. Let i : Z →֒ Y be a smooth integral closed subscheme of Y which is transversal with Dred+F .
By definition, for any irreducible components E1, . . . , Es of Dred+F , the scheme-theoretic intersection
Z ×Y E1 ×Y × · · · ×Y Es
is smooth. Letting DZ = D ×Y Z and FZ = F ×Y Z, this means that (⋆) in 5.2.1 is satisfied
for (Z,DZ , FZ) instead of (Y,D, F ). Let W ∈ Cr(Y, F,D) and let W1, . . . ,Wn be the irreducible
components of the intersection W ∩ (Z ∩ X), so that each Wi is closed in Z ∩ X . Suppose that, for
i = 1, . . . , n, W and Z ∩X intersect properly at Wi (i.e. that Wi has codimension r in Z ∩X for every
i). As cycle on Z ∩X we can then write the intersection of W and Z ∩X as
i∗W =
∑
1≤i≤n
ni[Wi].
Lemma 2.1 shows then that we have Wi ∈ Cr(Z, FZ , DZ) for all i.
Lemma 7.1. Let Z and W be as in 7.1.1. Let clrΩ(W ) ∈ HrW (Y,ΩrY |D(logF )) be the relative funda-
mental class of W of 5.8. We have
i∗clrΩ(W ) =
∑
1≤i≤n
nicl
r
Ω(Wi),
where i∗ : Hr
W
(Y,ΩrY |D(logF )) → HrW∩Z(Z,ΩrZ|DZ (logFZ)) is the pullback along i and clrΩ(Wi) for
i = 1, . . . , n are the relative fundamental classes of Wi with respect to (Z,DZ , FZ).
Proof By the commutative diagram
Hr
W
(Y,ΩrY |D(logF )) _
(5.6)

i∗ // Hr
W∩Z
(Z,ΩrZ|DZ (logFZ)) _
(5.6)

HrW (X,Ω
r
X)
i∗ // HrW∩(Z∩X)(Z ∩X,ΩrZ |Z∩X ),
we reduce to the case Y = X . Let clY (W ) ∈ HrW (Y,ΩrY ) be the fundamental class of W in Y and let
clZ(i
∗W ) = clZ(W · Z) denote the element∑
1≤i≤n
niclZ(Wi) ∈ HrW∩Z(Z,ΩrZ).
We have to show the following identity
(7.1) i∗clY (W ) = clZ(i
∗W ) in HrW∩Z(Z,Ω
r
Z).
By [17, III.3, Lemme 1], the cup product with the fundamental class of the smooth subvariety Z defines
an injective Gysin map
(7.2) ι : HrW∩Z(Z,Ω
r
Z)→ Hr+pW∩Z(Y,Ωr+pY ), α 7→ α ∪ clY (Z)
that maps, for every i = 1, . . . , n, the fundamental class of Wi in Z to the fundamental class of Wi in
Y . Hence we have
ι(clZ(i
∗W )) = clZ(i
∗W ) ∪ clY (Z) = clY (i∗W ).
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By [17, III Theorem 1] (see also [23, II, 4.2.12]), we have the compatibility with the intersection product
clY (W · Z) = clY (W ) ∪ clY (Z) in Hr+pW∩Z(Y,Ωr+pY ).
Finally, since the composite map
HrW (Y,Ω
r
Y )
i∗−→ HrW∩Z(Z,ΩrZ) ι−→ Hr+pW (Y,Ωr+pY )
is also given by the cup product with clY (Z), we get
ι(i∗clY (W )) = clY (W ) ∪ clY (Z) = clY (W · Z) = ι(clZ(i∗W )).
Hence the identity (7.1) follows from the injectivity of the Gysin map (7.2).
7.2. Relative de Rham cohomology.
7.2.1. We resume again the assumptions of 5.2.1 and write Ω•Y |D(logF ) for the relative de Rham
complex. Let T be an integral closed subscheme of Y of codimension c. For r ≥ 0, we define the
relative de Rham cohomology of Y with support on T as the Zariski hypercohomology with support
H
∗
T (Y,Ω
≥r
Y |D(logF )).
There is a strongly convergent spectral sequence
(7.3) Ep,q1 ⇒ Hp+qT (Y,Ω≥rY |D(logF )),
with Ep,q1 = H
q
T (Y,Ω
p
Y |D(logF )) if p ≥ r and 0 otherwise. By Lemma 5.6, Ep,q1 = 0 for q < c, so that
we have
(7.4) Hp+qT (Y,Ω
≥r
Y |D(logF )) = 0 for p+ q < r + c.
If now codimY (T ) = r, (7.3) gives
(7.5) H2rT (Y,Ω
≥r
Y |D(logF ))
∼−→ Ker(HrT (Y,ΩrY |D(logF )) d−→ HrT (Y,Ωr+1Y |D(logF )))
where d is the map induced by the exterior derivative.
We now give a refinement of Theorem 5.8.
Theorem 7.2. For W ∈ Cr(Y, F,D), there is a unique element, called the fundamental class of W in
the relative de Rham cohomology,
clrDR(W ) ∈ H2rW (Y,Ω
≥r
Y |D(logF ))
which maps under the map (7.5) to the fundamental class clrΩ(W ) ∈ HrW (Y,ΩrY |D(logF )) defined in
Theorem 5.8.
Proof The spectral sequence (7.3) has an analogue in the non relative setting
Ep,q1 ⇒ Hp+qW (X,Ω≥rX )
for Ep,q1 = H
q
W (X,Ω
p) if p ≥ r and 0 otherwise. Using 5.2 instead of (5.5) we have
(7.6) H2rW (X,Ω
≥r
X )
∼−→ Ker(HrW (X,ΩrX) d−→ HrW (X,Ωr+1X )).
By Remark 5.1, the fundamental class clrΩ(W ) ∈ HrW (X,ΩrX) is in the kernel of the map induced
by the exterior derivative d. Therefore by (7.6), the absolute class clrΩ(W ) gives rise to an element
of H2rW (X,Ω
≥r
X ). By (5.6), Theorem 5.8 and (7.5), the same holds for the relative fundamental class
clrΩ(W ) ∈ HrW (Y,ΩrY |D(logF )), giving rise to clrDR(W ) ∈ H2rW (Y,Ω
≥r
Y |D(logF )) as required.
Lemma 7.3. Let Z and W be as in 7.1.1. Let clrDR(W ) ∈ H2rW (Y,Ω
≥r
Y |D(logF )) be the fundamental
class of W in relative de Rham cohomology of Theorem 7.2. Then we have
i∗clrDR(W ) =
∑
1≤i≤n
nicl
r
DR(Wi),
where i∗ : H2r
W
(Y,Ω≥rY |D(logF )) → H2rW∩Z(Z,Ω
≥r
Z|DZ
(logFZ)) is the pullback along i and cl
r
DR(Wi) for
i = 1, . . . , n are the relative fundamental classes of Wi in de Rham cohomology.
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Proof By the construction of clrDR (cf. (7.5)), the lemma follows from the same assertion for cl
r
Ω, that
is proven in Lemma 7.1.
7.3. The construction of the regulator map.
7.3.1. Let X be a smooth variety over a field k and let D ⊂ X be an effective Cartier divisor on X
such that the reduced part Dred is simple normal crossing. Let X = X −D be the open complement.
For i ≥ 1, write
Ωi
X|D
= Ωi
X
(logDred)⊗OX OX(−D)
for the sheaf of relative differentials and Ω•
X|D
for the relative de Rham complex (see Definition 5.5).
In this section we show that Theorems 5.8 and 7.2 can be used to construct a cycle map in the derived
category D−(Xzar) of bounded above complexes of Zariski sheaves on X
(7.7) φDR : Z(r)X |D → Ω≥rX|D,
where Z(r)X|D is the relative motivic complex introduced in (2.2). The induced maps
(7.8) φq,rDR : H
q
M(X |D,Z(r))→ Hq(Xzar,Ω≥rX|D)
are called the regulator maps to relative de Rham cohomology.
7.3.2. In what follows all the cohomology groups are taken over the Zariski site. We use the notation
A⋆ to denote a cubical object A : 
op → C in an abelian category C. The associated chain complex
is denoted A∗ and we write (A∗)non−degn = A∗/(A∗)degn for the non-degenerate quotient. In the
notations of Section 2, we write
Xn = X ×n →֒Xn = X ×n →֒Yn = X × (P1)n ⊃ Dn = D × (P1)n.
Write Fn for the divisor X × ((P1)n −n), Dn for the divisor D × (P1)n on Yn and πn : Yn → X for
the projection. The triple (Yn, Fn, Dn) satisfies the condition (⋆) of 5.2.1 and we can consider the
complex Ω≥rYn|Dn(logFn) on (Yn)zar.
7.3.3. For an open subset U of X, we write U for the intersection U ∩X , Un for π−1n (U) ⊂ Yn and
Un for Un ∩Xn. Let Sr,nU be the set of closed subsets of Un of pure codimension r whose irreducible
components are in Cr(U |D ∩ U, n) (cf. Definition 2.2). In particular, for every V ∈ Cr(U |D ∩ U, n)
we have
φ∗
V
(D ∩ U × (P1)n) ≤ φ∗
V
(U × Fn)
where V denotes the closure of V in Un × (P1)n. We apply Theorem 7.2 to get a natural map
clr,nU : z
r(U |D ∩ U, n)→ lim
−→
W∈Sr,n
U
H
2r
W
(Un,Ω
≥r
Yn|Dn
(logFn))
sending a cycle
∑
1≤i≤r
mi[Wi] with Wi ∈ Cr(U |D ∩ U, n) and mi ∈ Z to
∑
1≤i≤r
mi · clrDRWi ∈ H2rW (Un,Ω
≥r
Yn|Dn
(logFn)),
where W is the Zariski closure of W = ∪
1≤i≤r
Wi in Un.
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7.3.4. For i = 1, . . . , n, ǫ ∈ {0,∞}, let ιni,ǫ denote the inclusion of the face of codimension 1 in U ×n
given by the equation yi = ǫ. Lemma 7.3 shows then that the diagram
zr(U |D ∩ U, n) //
ιni,ǫ
∗

lim
−→
W∈Sr,n
U
H2r
W
(Un,Ω
≥r
Yn|Dn
(logFn))
ιni,ǫ
∗

zr(U |D ∩ U, n− 1) // lim
−→
W∈Sr,n−1U
H2r
W
(Un−1,Ω
≥r
Yn−1|Dn−1
(logFn−1))
is commutative. The map clr,nU is then contravariant for face maps, giving rise to a natural map of
cubical objects of complexes
(7.9) zr(U |D ∩ U, ⋆)[−2r] cl
r,⋆
U−−−→ lim
−→
W∈Sr,⋆
U
H
2r
W
(U⋆,Ω
≥r
Y⋆|D⋆
(logF⋆))[−2r].
Lemma 7.4. Let i be a positive integer. The natural map
Ωi
X|D
= Ωi
X
(logD)(−D)→ R(πn)∗ΩiYn|Dn(logFn)
is an isomorphism in D−(Xzar).
Proof The proof is by induction on n. The case n = 1 follows from Proposition 6.3. For i = 1, . . . , n,
we denote by Fni,1 the face yi = 1 of (P
1)n. Let φ : (P1)n → (P1)n−1 be the projection to the last
(n− 1) factors. By Proposition 6.3 applied to Yn−1×P1 φ−→ Yn−1, together with the derived projection
formula, we get then
(7.10) ΩiYn−1(logDn−1 + Fn−1)(−Dn−1)
∼−→ R(φ)∗(ΩiYn(log(φ∗(Dn−1 + Fn−1) + Fn1,1))(−Dn)).
Applying R(πn−1)∗ to (7.10), the claim follows from the induction assumption.
7.3.5. Let In(r)• be the Godement resolution of the complex Ω≥rYn|Dn(logFn) on (Yn)zar. Note that
I⋆(r)• has a natural structure of cubical object, making the canonical map Ω≥rYn|Dn(logFn) → In(r)•
a morphism of cubical objects. Let W be a closed subscheme of Yn of pure codimension r and let
τ≤2rΓW (Un, In(r)•) be the canonical (good) truncation of ΓW (Un, In(r)•). By (7.4), we have
H
i
W
(Un,Ω
≥r
Yn|Dn
(logFn)) = 0 for i < 2r,
so that the morphisms of complexes
τ≤2rΓW (Un, In(r)•)
αr,n
W−−−→ H2r
W
(Un,Ω
≥r
Yn|Dn
(logFn))[−2r]
(7.11) lim
−→
W∈Sr,n
U
τ≤2rΓW (Un, In(r)•)
αr,n−−−→ lim
−→
W∈Sr,n
U
H
2r
W
(Un,Ω
≥r
Yn|Dn
(logFn))[−2r]
are quasi-isomorphisms, both compatible with the cubical structure.
Remark 7.5. The complex In(r)• = In(r)•(X,D) is contravariantly functorial in the pair (X,D), where
by a morphism of pairs (X,D) → (X ′, D′) we mean a morphism of schemes f : X → X ′ such that
f∗(D′) is defined and f∗(D′) ≤ D as Cartier divisors on X.
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7.3.6. Combining (7.11) and (7.9), we have a diagram of complexes
zr(U |D ∩ U, n)[−2r] cl
r,n
U // lim
−→
W∈Sr,n
U
H2r
W
(Un,Ω
≥r
Yn|Dn
(logFn))[−2r]
lim
−→
W∈Sr,n
U
τ≤2rΓW (Un, In(r)•)
αr,n
OO
βr,n // Γ(Un, In(r)•)
where βr,n is the canonical map “forget supports”. Since all the morphisms are contravariant for face
maps, we get a diagram of cubical objects of complexes
zr(U |D ∩ U, ⋆)[−2r] cl
r,⋆
U // lim
−→
W∈Sr,⋆
U
H
2r
W
(U⋆,Ω
≥r
Y⋆|D⋆
(logF⋆))[−2r]
lim
−→
W∈Sr,⋆U
τ≤2rΓW (U⋆, I⋆(r)•)
αr,⋆
OO
βr,⋆ // Γ(U⋆, I⋆(r)•).
Let Tot(τ≤2rΓSr,∗
U
(U∗, I∗(r)•)) be the total complex of the non-degenerate associated complex
lim
−→
W∈Sr,⋆
U
τ≤2rΓW (U⋆, I⋆(r)•)(
τ≤2rΓW (U⋆, I⋆(r)•)
)
degn
and let
αr,∗ : Tot(τ≤2rΓSr,∗U (U∗, I∗(r)
•))→ lim
−→
W∈Sr,⋆
U
(H2r
W
(U∗,Ω
≥r
Y∗|D∗
(logF∗))[−2r])non−degn := F∗,r
be the induced morphism. Since the maps αr,n are quasi-isomorphisms for every n, the same holds for
αr,∗. Let Ω≥r
X|D
→ I(r)• be the Godement resolution of the relative de Rham complex Ω≥r
X|D
on X and
let γ be the inclusion to the factor at ⋆ = 0, I(r)• γ−→ Γ(U⋆, I⋆(r)•). By Lemma 7.4, the induced map
I(r)• γ−→ Tot Γ(U∗, I∗(r)
•)
Γ(U∗, I∗(r)•)degn
= Γ˜(U∗, I∗(r)•)
is a quasi-isomorphism. Combining it with the previously constructed maps we get a diagram of
complexes
zr(U |D ∩ U, ∗)[−2r] cl
r,∗
U // F∗,r I(r)•[−r]
γ

Tot(ΓSr,∗
U
(U∗, I∗(r)•))
αr,⋆
OO
βr,⋆// Γ˜(U∗, I∗(r)•)
that sheafified on Xzar gives the desired map (7.7)
φDR : Z(r)X |D → Ω≥rX|D.
Remark 7.6. The strategy used to construct regulator map (7.7), that relies on the existence of a
functorial flasque resolution of Ω≥rYn|Dn(logFn) is due to Sato, taken from [46, 3.5-3.10].
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7.4. Compatibility with proper push forward. Let (Y, F,D) and (Y ′, F ′, D′) be two triples satis-
fying the condition (⋆) of 5.2.1 and let f : (Y ′, F ′, D′)→ (Y, F,D) be an admissible proper morphism
between the triples (Y ′, F ′, D′) and (Y, F,D) (see §5.5). Suppose that f is either a closed immersion
or a smooth morphism. The Gysin map of Lemma 5.13 can be turned into a map of complexes
f∗ : Rf∗Ω
•+n
Y ′|D′(logF
′)[n]→ Ω•Y |D(logF )
where n = dimY − dim Y ′. We can show this by the same method of [25, II.5] (see also [26, Prop.
2.2]). It induces a map of the relative de Rham cohomology groups with supports
(7.12) f∗ : H
2r′
W
(Y ′,Ω≥r
′
Y ′|D′(logF
′))→ H2r
f(W )
(Y,Ω≥rY |D(logF ))
that is compatible with the fundamental class of Theorem 7.2.
7.4.1. We resume the notations of Section 2 and 7.3.2. Let f : X
′ → X be a proper morphism between
smooth varieties over k that is either a closed immersion or a smooth morphism. Let D′ and D be
effective Cartier divisors such that D′red and Dred are simple normal crossing. Write X
′ = X
′ − D′
(resp. X = X − D) for the open complement. Suppose for simplicity that D′ = f∗D. The map of
cubical complexes
zr(U |D ∩ U, ⋆)[−2r] cl
r,⋆
U−−−→ lim
−→
W∈Sr,⋆U
H
2r
W
(U⋆,Ω
≥r
Y⋆|D⋆
(logF⋆))[−2r]
constructed in 7.3.4 is compatible with the pushforward (7.12). This can be used to show that the
regulator map constructed in Section 7.3 is compatible with the proper pushforward.
8. Regulator maps to relative Deligne cohomology
In this section we work over the base field k = C. For an algebraic variety Y over C, write OY for
the analytic sheaf of holomorphic functions on Y and ΩiY for the sheaf of holomorphic i-th differential
forms.
8.1. Relative Deligne complex. Let X be a smooth algebraic variety over C and let D ⊂ X be
an effective Cartier divisor on X such that the reduced part Dred is simple normal crossing. Let
j : X = X − D →֒ X be the open complement. Write Ωi
X
(logD) for the sheaf of meromorphic i-th
differential forms on Xan that are holomorphic on X and with at most logarithmic poles along Dred.
We write
Ωi
X|D
= Ωi
X
(logD)⊗OX OX(−D),
and Ω•
X|D
for the relative (analytic) de Rham complex. Let CX denote the constant sheaf C on Xan.
The proof of the following Lemma uses the same strategy of the proof of Proposition 6.3.
Lemma 8.1. Assume D is a reduced simple normal crossing divisor on X. Then the canonical map
j!CX → Ω•X|D is a quasi-isomorphism.
Remark 8.2. By Lemma 6.1, in characteristic 0 the relative de Rham complex Ω•
X|D
is independent
from the multiplicity of D. Lemma 8.1 gives then
j!CX
∼−→ Ω•
X|Dred
∼←− Ω•
X|D
where Ω•
X|Dred
is defined as Ω•
X|D
with D replaced by Dred.
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8.1.1. Let Y,X, F,D be as in 5.2.1 with k = C. Let τ : Y − F →֒Y , j : X →֒ X = Y − F . On Yan we
have the relative de Rham complex Ω•Y |D(logF ) and the truncated subcomplex Ω
≥r
Y |D(logF ). Write
Ω•Y |Dred(logF ) for the variant of Ω
•
Y |D(logF ) with D replaced by Dred.
Lemma 8.3. We have a natural isomorphism in Db(Yan)
(8.1) β : Rτ∗j!CX ≃ Ω•Y |Dred(logF ).
Proof By Lemma 8.1 we have a functorial quasi-isomorphism
j!CX
∼−→ Ω•
X|Dred
and pushing forward along τ one has the quasi-isomorphisms
Rτ∗Ω
•
X|Dred
≃ τ∗Ω•X|Dred
∼←− Ω•Y |Dred(logF )
where the canonical map Ω•Y |Dred(logF ) →֒ τ∗Ω•X|Dred is a quasi-isomorphism by using the same
argument as [15, II, Lemme 6.9].
8.1.2. For every integer r ≥ 0, write Z(r)X for the constant sheaf (2iπ)rZ ⊂ C on Xan. We define the
relative Deligne complex for the triple (Y, F,D) as the object in the bounded derived category Db(Yan)
given by
(8.2) Z(r)D(Y,F,D) = Cone[Rτ∗j!Z(r)X ⊕ Ω≥rY |D(logF )
ι−γ−→ Rτ∗j!CX ][−1],
where ι is induced by Z(r)X →֒ CX and γ is the composite
Ω≥rY |D(logF )→ Ω•Y |D(logF )
∼−→ Ω•Y |Dred(logF )
β≃ Rτ∗j!CX ,
where the last isomorphism β is defined in (8.1).
Remark 8.4. We note that the map γ is a priori defined only at the level of the derived category.
However, after replacing Ω•
X|Dred
with a functorial resolution Ω•
X|Dred
→ I•
X|D
, we can lift it to an
actual morphism of complexes.
8.1.3. Let W ∈ Cr(Y, F,D) and write W for its closure in Y . Since W ∩ (Y − F ) ∩ D = ∅, the
localization exact sequence for X →֒ X gives the isomorphism
Hi
W∩X
(Xan, j!Z(r)X)
∼−→ HiW (Xan,Z(r)X ).
In particular, we have
(8.3) Hi
W
(Yan,Rτ∗j!Z(r)X ) ≃ HiW∩X(Xan, j!Z(r)X )
∼−→ HiW (Xan,Z(r)X),
so that purity for the Betti cohomology implies
(8.4) Hi
W
(Yan,Rτ∗j!Z(r)X ) = 0 for i < 2r,
and that for i = 2r we have the Betti fundamental class
(8.5) clrB(W ) ∈ H2rW (Yan,Rτ∗j!Z(r)X) = H2rW (Xan,Z(r)X ).
obtained by the fundamental class of W in H2rW (Xan,Z) after multiplication by (2iπ)
r.
Theorem 8.5. For W ∈ Cr(Y, F,D) we have
H
q
W
(Yan,Z(r)
D
(Y,F,D)) = 0 for q < 2r
and there is a unique element, called the fundamental class of W in the relative Deligne cohomology,
(8.6) clrD(W ) ∈ H2rW (Yan,Z(r)D(Y,F,D))
which maps to (clrB(W ), cl
r
DR(W )) under the (injective) map
(8.7) H2r
W
(Yan,Z(r)
D
(Y,F,D))→ H2rW (Yan, Rτ∗j!Z(r)X )⊕H2rW (Yan,Ω
≥r
Y |D(logF ))
arising from (8.2), where clrDR(W ) ∈ H2rW (Yan,Ω
≥r
Y |D(logF )) is the de Rham fundamental class of
Theorem 7.2.
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Proof From (8.2) we have the long exact sequence
H
i−1
W
(Yan,Rτ∗j!C)→ HiW (Yan,Z(r)D(Y,F,D))→
H
i
W
(Yan,Rτ∗j!Z(r)X )⊕HiW (Yan,Ω
≥r
Y |D(logF ))→ HiW (Yan,Rτ∗j!CX).
Recall that by (7.4) we have the vanishing
(8.8) Hi
W
(Yan,Ω
≥r
Y |D(logF )) = 0 for i < 2r,
so that the first assertion follows from (8.8) and (8.4), proving at the same time the injectivity of (8.7).
To prove the second assertion, it suffices to show that clrB(W ) and cl
r
DR(W ) have the same image in
H2r
W
(Yan, Rτ∗j!C), giving rise to a unique element in H
2r
W
(Yan,Z(r)
D
(Y,F,D)), that we denote cl
r
D(W ).
Note that pulling back along the inclusion ιX : X → Y gives rise to a commutative diagram
H2r
W
(Yan,Rτ∗j!Z(r)X )⊕H2rW (Yan,Ω
≥r
Y |D(logF ))
//
ι∗X

H2r
W
(Yan,Rτ∗j!CX)
≃

H2rW (Xan,Z(r)X)⊕H2rW (Xan,Ω≥rX ) // H2rW (Xan,CX).
where the right vertical map is an isomorphism by (8.3). As noticed in [19, Remark 6.4(b)], the
fundamental classes
clrB(W ) ∈ H2rW (Xan,Z(r)X) and clrDR(W ) ∈ H2rW (Xan,Ω≥rX )
have the same image in H2rW (Xan,Ω
•
X
) ≃ H2rW (Xan,C). The claim follows then from the fact that, by
Theorem 5.8, the class clrDR(W ) ∈ H2rW (Yan,Ω
≥r
Y |D(logF )) maps, via the pullback along ιX , to the class
clrDR(W ).
8.2. Deligne cohomology and product structures. Let Y be a smooth algebraic variety over C.
Recall that for every r ≥ 0, the (analytic) Deligne complex of Y is defined as
Z
D
Y (r) : 0→ Z(r)Y → OY d−→ Ω1Y → . . .→ Ωr−1Y
with Z(r)Y = Z(2πi)
r in degree 0. Following [19], we define a multiplication
(8.9) ∪ : ZDY (p)⊗ ZDY (q)→ ZDY (p+ q)
by
x ∪ y =
{
xy
x ∧ dy
if deg x = 0,
if deg x 6= 0, deg y = q,
and 0 otherwise (the degree refers to the degree in the complex). The cup product is associative,
compatible with the differential, satisfies the Leibniz rule, and equips the cohomology
⊕
p,q H
p
D(X,Z(q))
with a ring structure.
8.2.1. We introduce a relative version Z(r)D
X |D
of the Deligne complex on X:
(8.10) Z(r)D
X |D
: j!Z(r)X → OX(−D)→ Ω1X|D → · · · → Ωr−1X|D,
where j!Z(r)X is put in degree zero and the map j!Z(r)X → OX(−D) is obtained by adjunction from
the canonical inclusion Z(r)X → OX . The complex Z(r)DX |D is naturally a subcomplex of the classical
Deligne complex Z(r)D
X
on X . The hypercohomology groups
HqD(X |D,Z(r)) = Hq(Xan,Z(r)DX |D)
are called the relative Deligne cohomology groups for the pair (X,D). By Lemmas 8.1 and 6.1, the
definition of Z(r)D
X |D
implies the following
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Lemma 8.6. Let r ≥ 0 and let Ω≥r
X|D
be the r-th (brutally) truncated subcomplex of Ω•
X|D
. Then there
is a natural distinguished triangle in Db(Xan)
Z(r)D
X|D
→ j!Z(r)X ⊕ Ω≥rX|D → j!CX
+−→ .
Example 1. For r = 0 we have Z(0)X|D = j!ZX , so that H
q
D(X |D,Z(0)) = Hqc(X,Z).
For r = 1, let O×
X
(resp. O×D) denote the sheaf of invertible holomorphic functions on X (resp. on
D) and let O×
X|D
be the kernel of the restriction map
1→ O×
X|D
→ O×
X
→ ιD∗O×D → 1, .
where ιD : D → X is the closed immersion. Then the complex Z(1)X|D is quasi isomorphic to
O×
X|D
[−1] via the exponential map.
Restricting the cup product (8.9) to ZD
X|D
(p) gives a module structure
Z
D
X|D
(p)⊗ ZD
X
(q)→ ZD
X|D
(p+ q)
that we read in cohomology as
(8.11) HpD(X |D,Z(q))⊗Hp
′
D (X,Z(q
′))→ Hp+p′D (X |D,Z(q + q′)).
8.3. The construction of the regulator map. In this section we construct a cycle map in the
derived category D−(Xan) of bounded above complexes of analytic sheaves on X
(8.12) φD : ǫ
∗
Z(r)X|D → Z(r)DX|D,
where Z(r)X |D is the relative motivic complex of (2.2) and ǫ : Xan → Xzar is the map of sites. The
induced maps
φq,rD : H
q
M(X |D,Z(r))→ HqD(X|D,Z(r))
are called the regulator maps to relative Deligne cohomology.
In the notations of Section 2 and 7.3.2, we write again for n ≥ 0
Xn = X ×n →֒Xn = X ×n →֒Yn = X × (P1)n ⊃ Dn = D × (P1)n.
Let Fn be the divisorX×((P1)n−n), Dn the divisorD×(P1)n on Yn and πn : Yn → X the projection.
Let Z(r)D(Yn,Fn,Dn) be the sheaf on (Yn)an defined as Z(r)
D
(Y,F,D) for the triple (Y, F,D) = (Yn, Fn, Dn).
The analogue of Lemma 7.4 is given by
Lemma 8.7. Let i be a positive integer. The natural map
Z(r)D
X|D
∼−→ R(πn)∗Z(r)D(Yn ,Fn,Dn).
is an isomorphism in D−(Xan).
Proof By Lemma 8.6 and (8.2), the statement follows from the natural isomorphism
Ωi
X
(logD)(−D)→ R(πn)∗ΩiYn|Dn(logFn) for i > 0,
given by Lemma 7.4, and from the isomorphism
(8.13) j!ZX
∼−→ R(π˜n)∗(jn)!ZXn with π˜n : Xn = X ×n → X,
which follows from the homotopy invariance for the Betti cohomology, where jn : Xn → Xn denotes
the open immersion.
The method developed in 7.3 applies, mutatis mutandis, to this setting, using the fundamental class
in relative Deligne cohomology constructed in Theorem 8.5 and Lemma 8.7 in place of Lemma 7.4.
This gives rise to the natural map (8.12). The same argument (this time using the fundamental class
(8.5) in Betti cohomology and (8.13) in place of Lemma 7.4) provides a cycle map in D−(Xan)
(8.14) φB : ǫ
∗
Z(r)X |D → j!Z(r)X ,
whose induced maps in cohomology will be called regulator maps to Betti cohomology.
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Remark 8.8. By construction, we have the following commutative square of distinguished triangles in
D−(Xan)
ǫ∗Z(r)X|D
∆ //
φD

ǫ∗Z(r)X |D ⊕ ǫ∗Z(r)X |D δ //
φB⊕φDR

ǫ∗Z(r)X|D
+−→
φB

Z(r)D
X|D
// j!Z(r)X ⊕ Ω≥rX|D // j!CX
+−→
where ∆ is the diagonal and δ is the difference of identity maps, and the lower distinguished triangle
comes from Lemma 8.6.
9. Infinitesimal Deligne cohomology and the additive dilogarithm
9.1. The infinitesimal complex. We keep working as in the previous section over the field of complex
numbers C. Let X be a smooth algebraic variety over C. For m ≥ 2, we denote by C[ε]m the truncated
polynomial ring C[ε]/(εm). The m-th infinitesimal de Rham complex (Ω•X[ε]m , d) of X is the complex
of analytic sheaves on X
(9.1) ΩiX[ε]m =


OX ⊗C C[ε]m
ΩiX ⊗C C[ε]m ⊕ (Ωi−1X ⊗C εC[ε]m) ∧
dε
ε
if i = 0,
if i ≥ 1,
with differentials d : ΩiX[ε]m → Ωi+1X[ε]m given by linear extension of the formulas
d(ω ⊗ εr) = (dω)⊗ εr + (−1)irω ⊗ εr ∧ dε
ε
for ω ∈ ΩiX
d(ω ⊗ (εr ∧ dε
ε
)) = (dω)⊗ (εr ∧ dε
ε
) for ω ∈ Ωi−1X .
As OX ⊗C C[ε]m-module, ΩiX[ε]m is generated by symbols
εω1 ∧ dε
ε
, . . . , εm−1ωm−1 ∧ dε
ε
, with ωi ∈ Ωi−1X
ν0, εν1, . . . , ε
m−1νm−1, with νi ∈ ΩiX
and relations εi(ωjε
j ∧ dεε ) = εi+jωj ∧ dεε , ωmεm ∧ dεε = 0.
9.1.1. Write X [t] for the product X × A1. For an OX -module M, write M[t] for the pullback on
X [t]. The de Rham complex of X [t] can be then written as
Ω•X[t] = Ω
•[t]⊕ Ω•−1X [t]dt.
Let Dm denote the effective Cartier divisor on X [t] given by the closed subscheme X ×C SpecC[ε]m.
Let Ω•X[t]|Dm denote the relative de Rham complex of the pair (X [t], Dm), i.e.
Ω•X[t]|Dm = Ω
•
X[t](log |Dm|)(−Dm) = tm(Ω•[t]⊕ Ω•−1X [t]
dt
t
).
It is a subcomplex of Ω•X[t]. According to (9.1), we have in D
b(Xan)
Cone[Ω•X[t]|Dm → Ω•X[t]] ∼= Ω•X[ε]m .
9.1.2. Let 1 ≤ ν ≤ m− 1. We can define a filtration on Ω•X[ε]m by
F νΩ•X[ε]m = Ω
•
X ⊗ ενC[ε]m ⊕ (Ω•−1X ⊗ ενC[ε]m) ∧
dε
ε
.
Lemma 9.1. In the above notations, one has that F νΩ•X[ε]m is a subcomplex of Ω
•
X[ε]m
and there is a
canonical splitting
Ω•X[ε]m = Ω
•
X ⊕ F 1Ω•X[ε]m
as direct sum of complexes.
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9.1.3. We define the infinitesimal Deligne complex of X as
Z(r)DX[ε]m = i∗Z(r)→ OX ⊗C C[ε]m → Ω1X[ε]m → . . .→ Ωr−1X[ε]m
that we can see alternatively as complex on X [t] or on X . The filtration on Ω•X[ε]m induces a filtration
F νZ(r)DX[ε]m that satisfies
(9.2) F νZ(r)DX[ε]m = F
νΩrX[ε]m [−1] for ν ≥ 1,
and we have, by Lemma 9.1, a canonical splitting
Z(r)DX[ε]m = Z(r)
D
X ⊕ F 1Z(r)DX[ε]m = Z(r)DX ⊕ F 1ΩrX[ε]m [−1]
Lemma 9.2. We have a quasi isomorphism
Z(r)DX[ε]m = Cone[Z(r)
D
X[t]|Dm
→ Z(r)DX[t]]
as complexes of sheaves on X [t].
By Lemma 9.2 together with homotopy invariance for Deligne cohomology, we have a split exact
sequence
0→ HiD(X,Z(r))→ Hi(X,Z(r)DX[ε]m )→ Hi+1D (X [t]|Dm,Z(r))→ 0
that using (9.2) gives the isomorphism
(9.3) Hi(X,F 1Ω<rX[ε]m)
∼=−→ Hi+1D (X [t]|Dm,Z(r))
9.1.4. Let Z(r)X[t]|Dm be the relative motivic complex of the pair (X [t], Dm). The cycle map
φD : ǫ
∗
Z(r)X[t]|Dm → Z(r)DX[t]|Dm , with ǫ∗ : Db(X [t]Zar)→ Db(X [t]an)
constructed in 8.3 gives rise to regulator maps
φi,rD : H
i
M(X [t]|Dm,Z(r))→ HiD(X [t]|Dm,Z(r)).
Composing this with the canonical map from additive higher Chow groups to relative motivic coho-
mology gives
ϕ2r−i,rD : TCH
r(X, i+ 1;m) = CHr(X [t]|Dm, i)→ H2r−iD (X [t]|Dm,Z(r)),
that using (9.3) finally provides the map (that we denote in the same way) to the cohomology of the
F 1-piece of the truncated infinitesimal de Rham complex
ϕ2r−i+1,rD : TCH
r(X, i;m)→ H2r−i(X,F 1Ω<rX[ε]m).
Particularly interesting is the case of 0-cycles. The infinitesimal regulator from additive higher Chow
groups reads, in this case, as
φn,n;mX : TCH
n(X,n;m)→ Hn−1(X,F 1Ω<nX[ε]m)
that for n = 2 is identified with
φ2,2;mX : TCH
2(X, 2;m)→ H1
(
X,
[OX ⊗ εC[ε]m d−→ Ω1X ⊗ εC[ε]m ⊕OX ⊗ εC[ε]m ∧ dεε ]
)
.
This regulator generalizes Bloch-Esnault additive regulator map [10, 5], as shown by the computation
in the next section.
Remark 9.3. For X affine, a direct computation shows that
H
n−1(X,F 1Ω<nX[ε]m)
∼= H0(X,Ωn−1X/C ⊗ εC[ε]m)
so that the regulator map φn,n;mX induces a natural map
φX : TCH
n(X,n;m)→ H0(X,Ωn−1X/C ⊗ εC[ε]m)
that we can see as Hodge-theoretic incarnation of Bloch-Esnault-Ru¨lling regulator map
TCHn(C(X), n;m)→Wm−1Ωn−1C(X),
where C(X) is the function field of X .
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9.2. The Bloch-Esnault additive dilogarithm. We keep the notations of 9.1. The module struc-
ture of the relative Deligne cohomology groups over the usual Deligne cohomology groups of (8.11)
extends to a product
Z(p)DX ⊗ F 1Ω<qX[ε]m [−1]→ F 1Ω
<(p+q)
X[ε]m
[−1] in Db(X).
For p = q = 1, we have
Z(1)DX ⊗ [0→ εOX ⊗ C[ε]m]→ [εOX ⊗ C[ε]m d−→ εΩ1X ⊗ C[ε]m ⊕ εOX ⊗ C[ε]m ∧
dε
ε
][−1].
We can write the product in cohomology explicitly. Let f ∈ Γ(X,O×X) be a global section of the
sheaf of invertible holomorphic functions on X and let {Uα} be an open covering of X such that the
logarithm of fα = f|Uα is defined, denoted logα f . Mapping f to the analytic Cˇech cocycle
(
1
2π
√−1( logβ f − logα f),
1
2π
√−1 logα f)
gives an explicit inverse to the exponential map exp: H1D(X,Z(1))
∼=−→ H0(X,O×X). Suppose now that
m = 2, so that a section of H1(X,F 1Ω<1X[ε]m [−1]) is just of the form εa, for a ∈ Γ(X,OX). Using the
same covering {Uα} of X , we can represent elements of the cohomology group
H
1
(
X, [εOX ⊗ C[ε]m d−→ εΩ1X ⊗ C[ε]m ⊕ εOX ⊗ C[ε]m ∧
dε
ε
]
)
∋ (εgαβ, εωα + ǫhα dε
ε
)
for
gαβ ∈ Γ(Uαβ ,OX), ωα ∈ Γ(Uα,Ω1X) and hα ∈ Γ(Uα,OX),
subject to the obvious cocycle condition. In particular, note that
dgαβ = ωβ − ωα = d(hβ − hα).
The explicit description of the product in Deligne cohomology presented in (8.10) gives then
(9.4)
H1D(X,Z(1))⊗H1(X,F 1Ω<1X[ε]m [−1])
∪−→ H2(X,F 1Ω<2X[ε]m [−1])
(f, a) = (
1
2π
√−1(logβ f − logα f, logα f), εa) 7→ f ∪ a
= ε
1
2π
√−1
(
a(logβ f − logα f), (logα f)da+ (a logα f)
dε
ε
)
since d(εa) = εda+ εadεε , where the right hand side of the equality is a Cˇech cocycle representing an
element of H1(X,F 1Ω<2X[ε]m).
For a, f ∈ O×X , we can consider the element {a, f} ∈ TCH2(X, 2; 2) arising from the cycle (a, f) ⊂
X × Gm × 1. Then, the computation of (9.4) shows precisely that {a, f} is mapped under φ2,2;2X to
the cohomology class represented by the cocycle
(9.5) φ2,2;2X ({a, f}) = ε
1
2π
√−1
(
a(logβ f − logα f), (logα f)da+ (a logα f)
dε
ε
)
.
This is a refinement of the Bloch-Esnault formula [10, (5.8)] with the extra infinitesimal term (a logα f)dlogε.
9.2.1. We specialize now to the case where a ∈ Γ(X,O×X) such that 1− a is also invertible. Consider
the parametrized cycle
Liadd2 (a) = (t,
1
t
, 1− t
2
t− 1(a(1− a))) ⊂ X × A
1 × (P1 \ {1})2
obtained by intersecting with X × A1 × (P1 \ {1})2 the codimension 2-cycle in X × A1 × (P1)2 given
by the graph of the rational function
X [t]→ (P1)2, (1
t
, 1− t
2
t− 1(a(1− a))).
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The intersection of Liadd2 (a) with the faces of 
2 = (P1 \ {1})2 given by y1 = 0,∞ and y2 = ∞
is empty. Intersecting with y2 = 0 gives the boundary component (
1
a , a) + (
1
1−a , 1 − a). Moreover,
Liadd2 (a) satisfies the modulus condition with respect to the divisor 2[0] of A
1 and therefore the above
computation shows that the Cathelineau element
(9.6)
(1
a
, a
)
+
( 1
1− a , 1− a
)
for a ∈ Γ(X,O×X), a 6= 1
is 0 in CH2(X [t]|D2, 1) = TCH2(X, 2; 2). The cycle Liadd2 (a) is thus a valid cycle-theoretic avatar of
the additive dilogarithm, in the sense of [11, 5].
Note that for a = 0 or 1, the above cycle is still in good position and trivially satisfies the modulus
condition, but has empty boundary.
Remark 9.4. One can relax the condition that a is an invertible holomorphic function. The above
cycle makes sense more generally if a (and 1−a) is a holomorphic function, but maybe not everywhere
invertible. The subset Za (resp. Z1−a) of X where a (resp. 1− a) is zero satisfies
(Za × A1 × (P1)2) ∩ Liadd2 (a) ⊂ X × A1 × P1 × (y2 = 1)
(and similarly for Z1−a) and so does not give extra boundary.
Remark 9.5. We drop for a moment the assumption of working over C. Let k be an algebraically
closed field of characteristic 0 and let X be a smooth k-scheme. In [10, 6.22] the following map was
defined
ρ : k ⊗Z ∧n−1i=1 k× → TCHn(k, n; 2)
a⊗Z (b1 ∧ . . . ∧ bn−1) 7→ (1
a
, b1, . . . , bn) for a 6= 0, and 7→ 0 for a = 0
and it was shown that ρ induces an isomorphism Ωn−1k/Z
∼=−→ TCHn(k, n; 2). We see then that for
X = Spec(k), the Cathelineau element (9.6) is the image under ρ of the element a⊗a+(1−a)⊗(1−a) ∈
k ⊗Z k×.
9.2.2. LetX be again a smooth algebraic variety overC and let a be an invertible holomorphic function
on X such that 1 − a is also invertible. Let {Uα} be a covering of X such that the logarithms logα a
and logα(1− a) are both defined. We can consider the Cathelineau element in Deligne cohomology
(a, a) + (1 − a, 1− a) ∈ H1D(X,Z(1))×H1(X,F 1Ω<1X[ε]m [−1]).
By (9.4), the cup product a ∪ a+ (1 − a) ∪ (1− a) can be represented by the following Cˇech cocycle
a ∪ a+ (1− a) ∪ (1− a) =ε 1
2π
√−1
(
a(logβ a− logα a) + (1− a)(logβ (1 − a)− logα (1− a)),
(logα a)da− (logα(1− a))da+ (a logα a+ (1− a) logα(1− a))
dε
ε
)
.
This is actually a boundary element, so that it represents the 0 class in cohomology. Indeed, consider
the element
(
ε
2π
√−1
∫ a
logα
( z
1− z
)
dz)α =
1
2π
√−1(εa logα a+ ε(1− a) logα(1 − a))α ∈
∏
α
Γ(Uα, εOX),
where
∫ a
logα
(
z
1−z
)
dz is Shannon’s entropy function. If ∂ denotes the Cˇech differential, we have
∂(
ε
2π
√−1(a logα a+ (1 − a) logα(1 − a))α) =
ε
2π
√−1
[
a(logβ a− logα a) + (1− a)(logβ(1 − a)− logα(1− a)),
da logα a+ da+ a logα(a)
dε
ε
+ d(1− a) logα(1− a)− da+ (1 − a) logα(1 − a)
dε
ε
]
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Using the expression of the regulator as computed in (9.5), we find the relation
(9.7) φ2,2;2X ({a, a}) + φ2,2;2X ({1− a, 1− a}) = ∂(
ε
2π
√−1
∫ a
logα
( z
1− z
)
dz)α.
9.3. Let k be an algebraically closed field of characteristic 0. One can construct interesting cycles
in additive higher Chow groups using the technique of Bloch in [8], giving some evidence of Bloch-
Esnault conjecture [10, 4.6] and on which it is possible to test the higher regulators φn,n;2k . Consider,
for example, the 2-dimensional cycle
(9.8) L(t, u) = (t,
1
t
, 1 +
t2
t− 1u, u) ⊂ A
1 ×2 × A1,
obtained, up to reordering the factors, by intersecting with A1 × 2 × A1 the graph of the rational
function A1 × A1 → (P1)2 that sends (t, u) to (1t , 1 + t
2
t−1u). Denote by µ : A
1 × A1 → A1 the
multiplication map (x, y) 7→ xy and by τ : 1 → A1 the isomorphism sending the affine coordinate y
to yy−1 : it sends 0 to 0, ∞ to 1 and extends to a morphism P1 → P1 by sending 1 to ∞. We can
pullback the cycle L(t, u) along
µ˜ = id× µ : A1 ×2 × A1 × A1 → A1 ×2 × A1
setting u = xy in the defining equation (9.8). Specializing µ˜∗(L(t, u)) at x = a(1− a) and composing
with (id× τ)∗ gives rise to the cycle
W (a) = (t,
1
t
, 1 +
t2
t− 1a(1− a)
y
y − 1 , a(1− a)
y
y − 1 , y) ⊂ A
1 ×4
that is in good position and that satisfies the modulus 2 condition. This cycle satisfies
∂W (a) = (t,
1
t
,
t− 1
t2
,
1− t
1− t+ t2(a(1− a) )− Li
add
2 (a) ∧ a(1− a) and ∂2W (a) = 0,
so that ∂W (a) ∈ TCH3(k, 3; 2), where ∂ denotes the boundary map of the cycle complex.
10. The Abel-Jacobi map for relative Chow groups
10.1. Relative intermediate Jacobians.
10.1.1. We resume the setting of 8: let X be a smooth variety over C equipped with an open embed-
ding X →֒ X into a smooth proper variety X such that X is the complement of an effective Cartier
divisor D, with Dred simple normal crossing. By definition, the relative Deligne complex (8.10) fits
into the distinguished triangle in Db(Xan)
(10.1) Ω<r
X|D
[−1]→ Z(r)D
X |D
→ j!Z(r)X +−→
from which we get an exact sequence
0→ Eq−1,r
X|D
→ HqD(X|D,Z(r))→ Hq(Xan, j!Z(r)X ),
where Eq−1,r
X|D
is defined to be the cokernel
Eq,r
X|D
= Coker
(
Hq(Xan, j!Z(r)X )→ Hq(Xan,Ω<rX|D)
)
.
By Theorem 8.5, we have a commutative diagram
HqM(X |D,Z(r))
φq,rD

φq,r
B
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
0 // Eq−1,r
X|D
// HqD(X |D,Z(r)) // Hq(Xan, j!Z(r)X)
Thus we get the induced map
(10.2) ρq,r
X|D
: HqM(X|D,Z(r))hom → Eq−1,rX|D
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where HqM(X |D,Z(r))hom is, by definition, the kernel of the regulator map to Betti cohomology φq,rB .
10.1.2. For q = 2r, we write Jr
X|D
for E2r−1,r
X|D
and we call it the r-th relative intermediate Jacobian
(for the pair X,D). By Theorem 3.3, the morphism ρ2r,r
X|D
of (10.2) induces a map
(10.3) ρr
X|D
: CHr(X|D)hom → JrX|D
that we call the relative Abel-Jacobi map.
The following lemma is shown by the same strategy of the proof of Proposition 6.3.
Lemma 10.1. Let the notation be as above and assume that D is a reduced normal crossing divisor
on X. Then the Hodge to de Rham spectral sequence
Ea,b1 = H
b(Xan,Ω
a
X|D
) ⇒ Ha+b(Xan,Ω•X|D) ≃ Ha+b(Xan, j!CX)
degenerates at the page E1 and
F rH∗(Xan, j!CX) = H
∗(Xan,Ω
≥r
X|D
)
is the r-th Hodge filtration for the Hodge structure on H∗(Xan, j!ZX).
10.1.3. Let Jr
X|Dred
be defined as Jr
X|D
with D replaced by Dred. By Lemma 10.1, we can write
Jr
X|Dred
as quotient
(10.4) Jr
X|Dred
= H2r−1(Xan, j!CX)/F
r +H2r−1(Xan, j!Z(r)X),
where F r = H2r−1(Xan,Ω
≥r
X|Dred
) is the r-th Hodge filtration on H2r−1(Xan, j!CX). By [13, Prop. 2],
we further have
H2r−1(Xan, j!CX)/F
r +H2r−1(Xan, j!Z(r)X ) ≃ ExtMHS(Z,H2r−1(Xan, j!Z(r)X )).
For r = 1 or dimX , Jr
X|Dred
is an extension of the Jacobian Jr
X
by a finite product of copies of C×.
In the intermediate case, the canonical map
Jr
X|Dred
→ Jr
X
is not surjective in general, but Jr
X|Dred
is still a non compact complex Lie group, extension of a
complex torus by a product of copies of C× (see [13, Lemma 6]).
Remark 10.2. When D is not reduced, the relative intermediate Jacobian Jr
X|D
still has an interpre-
tation as an extension group, but this time in the category of enriched Hodge structure EHS defined
by Bloch and Srinivas [12].
10.1.4. We note that there is an exact sequence
(10.5) 0→ U r
X|D
→ Jr
X|D
π−→ Jr
X|Dred
→ 0,
where
U r
X|D
= Ker
(
H2r−1(Xan,Ω
<r
X|D
)→ H2r−1(Xan,Ω<rX|Dred)
)
.
The only thing to check is the surjectivity of π, which is a consequence of the commutative diagram
Hq(Xan,Ω
•
X|D
) //
≃

Hq(Xan,Ω
<r
X|D
)

Hq(Xan,Ω
•
X|Dred
)
α // Hq(Xan,Ω
<r
X|Dred
)
where the isomorphism comes from Lemma 6.1 and α is surjective by Lemma 10.1. Thus we may view
the map (10.3) as the Abel-Jacobi map with Ga-part. An analogous construction has been made in
[18] and [12] for Chow groups for singular varieties.
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10.2. Universality of Abel-Jacobi maps for zero-cycles with moduli. In this section we prove
a universal property of the Abel-Jacobi maps for zero-cycles with moduli (see Theorem 10.5). It is
an analogue of [18, Th.4.1] where a similar property is shown for Abel-Jacobi maps for zero-cycles on
singular varieties. We also note that it is a Hodge theoretic analogue of [44, Th.3.29] (cf. also [30]).
10.2.1. Let the notation be as in §8.1 with d = dim(X). We consider the Abel-Jacobi map
(10.6) ρX|D : A0(X|D)→ JdX|D,
where A0(X |D) = CHd(X |D)hom is the degree-0 part of the Chow group CH0(X |D) of zero cycles
with modulus D. Recall (cf. (3.3)) that CH0(X|D) is the quotient of the group of zero-cycles on X
by an equivalence relation which refines the rational equivalence by a modulus condition with respect
to D. By definition, we have
(10.7) Jd
X|D
= Coker
(
H2d−1(Xan, j!Z(d)X)→ H2d−1(Xan,Ω<dX|D)
)
.
We endow Jd
X|D
with the structure of a complex Lie group as a quotient of the finite-dimensional
complex vector space H2d−1(Xan,Ω
<d
X|D
) by a discrete subgroup. By (10.5), we have an exact sequence
0→ Ud
X|D
→ Jd
X|D
π−→ Jd
X|Dred
→ 0,
where Ud
X|D
is a finite-dimensional complex vector space. By (10.4) we see that Jd
X|Dred
is a semi-
abelian variety, due to the fact that the non-zero Hodge numbers of
H2d−1(Xan, j!Z(d)X)
are among {(−1, 0), (0,−1), (−1,−1)} (cf. [18, 3]).
Lemma 10.3. Jd
X|D
has a unique structure as a commutative algebraic group for which π is a mor-
phism of algebraic groups.
Proof This follows from the fact noted in [16, (10.1.3.3)] that the isomorphism classes of analytic and
algebraic group extensions of an abelian variety by Ga or Gm coincide (see [18, Lem.3.1]).
Definition 10.4. Take a point o ∈ X and define a map of sets
ιo : X → A0(X|D) ; x→ the class of [x]− [o].
For a commutative algebraic group G, a homomorphism of abelian groups
ρ : A0(X|D)→ G
is called regular if ρ ◦ ιo : X → G is a morphism of algebraic varieties.
The following theorem implies that Jd
X|D
is the universal regular quotient of A0(X|D).
Theorem 10.5. Let the notation be as in 10.2.1.
(1) The map ρX|D : A0(X |D)→ JdX|D is surjective and regular.
(2) For a regular map ρ : A0(X |D)→ G, there is a unique morphism hρ : JdX|D → G of algebraic
groups such that ρ = hρ ◦ ρX|D.
Remark 10.6. (1) It is easy to see that the universality does not depend on the choice of the base
point o ∈ X .
(2) By the same argument as [18, Lem.1.12], one can shows that the image of ρ ◦ ιo is contained
in the connected component of G.
(3) Suppose that dim(X) = 1. Then, by Lemma 10.7 below, Jd
X|D
is the generalized Jacobian of
X with modulus D. Thus ρX|D is an isomorphism and Theorem 10.5 in this case follows from
[47, Ch.V Th.1].
10.3. The proof of the universality theorem.
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10.3.1. We recall some basic facts on structure of a complex Lie groups. Let G be a connected
commutative complex Lie group and Ω(G) be the space of the invariant holomorphic 1-forms on G.
We have a natural isomorphism
τG : G
∼=−→ Ω(G)∨/H1(G,Z) ; g →
{
ω →
∫ g
e
ω
}
(g ∈ G, ω ∈ Ω(G)),
where H1(G,Z) → Ω(G)∨ is given by integration of 1-forms over topological cycles, e ∈ G is the unit
and the integration is over a chosen path from e to x. Note that Ω(G)∨ is the identified with the space
Lie(G) of the invariant vector fields on G and τ−1G is given by the exponential map Lie(G)→ G.
For a given morphism f :M → G of complex manifolds and a point o ∈M with e = f(o), we have
a formula
(10.8) τG(f(x)) =
{
ω →
∫ x
o
f∗ω
}
(x ∈M, ω ∈ Ω(G)),
where f∗ : Ω(G)→ H0(M,Ω1M ) is the pullback along f .
Lemma 10.7. Put
Ω(X |D) :=
{
ω ∈ H0(Xan,Ω1X(D)) | dω = 0 ∈ H0(Xan,Ω2X)
}
.
(1) There is a canonical isomorphism of complex Lie groups
τX|D : J
d
X|D
≃ Ω(X |D)∨/Image(H1(Xan,Z)),
where H1(Xan,Z)→ Ω(X |D)∨ is given by integration of 1-forms over topological cycles.
(2) Let ϕX|D : X → JdX|D be the composite of ρX|D and ι0. Then
τX|D(ϕX|D(x)) =
{
ω →
∫ x
o
ω
}
∈ Ω(X |D)∨ (x ∈ X).
(3) The pullback of holomorphic 1-forms by ϕX|D induces an isomorphism
ϕ∗
X|D
: Ω(Jd
X|D
)
∼=−→ Ω(X |D) ⊂ H0(Xan,Ω1X).
Proof Recall the definition of the Jacobian (10.7). By the Poincare´ duality we have a canonical
isomorphism
(10.9) H2d−1(Xan, j!Z(d)X) ∼= H1(Xan,Z).
From a standard spectral sequence argument, we get an isomorphism
H2d−1(Xan,Ω
<d
X|D
)
∼=−→ Coker(Hd(Xan,Ωd−2X|D) d−→ Hd(Xan,Ωd−1X|D)).
Hence, by Serre duality, we have a natural isomorphism
H2d−1(Xan,Ω
<d
X|D
)∨ ∼= Ω˜(X|D),
where
Ω˜(X|D) =
{
ω ∈ H0(Xan,Ω1X(logD)⊗OX OX(D′)) | dω = 0 ∈ H0(Xan,Ω2X)
}
and D′ denotes the divisor D−Dred. Lemma 10.7(1) follows then from (10.9) and the following claim.
(10.10) Ω˜(X |D) = Ω(X |D).
To show (10.10), we may work locally at a point x ∈ D. Choose a system of regular parameters
(π1, . . . , πr, t1 . . . , ts) in OX,x such that πi are the local equations of the irreducible components Di of
D passing through x. Let ni be the multiplicity of Di in D. Then a local section ω of Ω
1
X
(D) at x is
written as
ω =
ξ
πn11 · · ·πnrr
with ξ =
∑
1≤i≤r
aidπi +
∑
1≤j≤s
bjdtj (ai, bj ∈ OX,x).
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Put π = π1 · · ·πr. If ω ∈ Ω(X|D), we have
0 = dω =
1
πn11 · · ·πnrr
[
−
∑
1≤l≤r
nl
dπl
πl
∧ ξ + dξ
]
,
which implies
(10.11) η :=
∑
1≤l≤r
nl
dπl
πl
∧ ξ ∈ ΩX,x.
We compute
η =
∑
1≤i<l≤r
(nlπiai − niπlal)dπl
πl
∧ dπi
πi
+
∑
1≤l,j≤r
nlbj
dπl
πl
∧ dtj
Thus (10.11) implies bj are divisible by πl for all j, l and nlπiai − niπlal are divisible by πlπi for all
i, l. This implies that bj and πiai are divisible by π for all i, j. Hence
ω =
1
πn1−11 · · ·πnr−1r
( ∑
1≤i≤r
a′i
dπi
πi
+
∑
1≤j≤s
b′jdtj
)
with b′j = bj/π, a
′
i = πiai/π ∈ OX,x
so that ω is a local section of Ω1
X
(logD)(D′) at x. This proves (10.10) and the proof of Lemma 10.7(1)
is complete.
We now prove Lemma 10.7(2). Suppose first that dimX = 1. In this case we have an exact sequence
0→ J1
X|D
→ H2D(X |D,Z(1))→ Z→ 0.
Let Z0(X) be the group of 0-cycles on X . According to Theorem 8.5, we have defined the fundamental
class
(10.12) cl1D(α) ∈ H2|α|(Xan,Z(1)DX|D) for α ∈ Z0(X)
as the unique element which maps to the pair (cl1B(α), cl
1
DR(α)) in
H2|α|(Xan, j!Z(1))⊕H2|α|(Xan,Ω≥1X|D) = H
2
|α|(Xan, j!Z(1))⊕H1|α|(Xan,Ω1X|D).
This gives us a homomorphism
clD : Z0(X)→ H2D(X |D,Z(1)) = H2r(Xan,Z(1)DX|D).
By the definition (10.3) we have a commutative diagram
(10.13) Z0(X)deg 0
clD //

H2D(X |D,Z(1))
CH1(X|D)hom
ρ1
X|D // J1
X|D
OO
To compute clD we use an isomorphism
(10.14) exp : Z(1)D
X|D
∼= O×
X|D
[−1] in Db(Xan),
which is induced by the exponential sequence
(10.15) 0→ j!Z(1)X → OX|D
exp−→ O×
X|D
→ 0.
The composite map
Z0(X)
clD−→ H2r(Xan,Z(1)DX|D)
exp−→ H1(Xan,O×X|D)
is computed as follows: Let K×
X|D
be the subsheaf of the constant sheaf of rational functions on X
that are congruent to 1 modulo D. We have an isomorphism
divX : H
0(Xan,K×X|D/O
×
X|D
)
∼=−→ Z0(X),
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given by taking the divisors of rational functions on X . This gives us a map
(10.16) L : Z0(X)
div−1
X−→ H0(Xan,K×X|D/O
×
X|D
)
∂−→ H1(Xan,O×X|D),
where ∂ is the boundary map arising from the exact sequence
(10.17) 1→ O×
X|D
→ K×
X|D
→ K×
X|D
/O×
X|D
→ 1.
Lemma 10.8. We have exp ◦clD = L.
Lemma 10.9. Consider the composite map
ǫ : H0(X,Ω1
X|D
)∨ ∼= H1(Xan,OX(−D))
exp−→ H1(Xan,O×X|D).
where the first isomorphism is due to the Serre duality and the second map is induced by (10.15). Take
points x, o ∈ X and consider
γ[o,x] =
{
ω →
∫ x
o
ω
}
∈ Ω(X |D)∨/H1(Xan,Z).
Then we have ǫ(γ[o,x]) = L([x]− [o]) with [x]− [o] ∈ Z0(X).
Note that in case dim(X) = 1, we have Ω(X |D) = H0(X,Ω1
X|D
) and also a commutative diagram
H1(Xan,OX(−D))
∼= // H0(X,Ω1
X|D
)∨
H1(Xan, j!Z(1)X)
∼= //
OO
H1(Xan,Z)
OO
where the lower isomorphism is due to Poincare´ duality and the right vertical map is given by inte-
gration on topological 1-cycles. Hence Lemma 10.7(2) in case dim(X) = 1 follows from (10.13) and
Lemmas 10.8 and 10.9.
Proof of Lemma 10.9: Let γ be a path in X from o to x. Let V = X \ γ be the complement of γ in
X. Let tx (resp. to ) be a holomorphic function having a simple zero on x (resp. on o) defined on a
small neighborhood of x (resp. o). Let U be an open neighborhood of γ, disjoint from D, such that
the function g = 12πi log(
tx
to
) is single valued on V ∩U . Then the cocycle {V ∩U, txto } ∈ H1(Xan,O
×
X|D
)
represents the element L([x]− [o]). By multiplying by a C∞-function f , that we can choose identically
0 on D and identically 1 on neighborhood of γ containing U , we can consider a ∂-closed form
α =
1
2πi
∂f log
( tx
to
)
of type (0, 1), representing a lifting of the class of g in H1(Xan,OX(−D))/H1(Xan, j!Z(1)X). This
gives rise to an element in Ω(X |D)∨/H1(Xan,Z){
ω 7→
∫
X
α ∧ ω
}
and it suffices to show that ∫
X
α ∧ ω =
∫ x
o
ω
for every form ω ∈ Ω(X |D). The proof of this fact is standard and we omit it.
Proof of Lemma 10.8: Take α ∈ Z0(X). Note
div−1X (α) ∈ H0|α|(Xan,K×X|D/O
×
X|D
)
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since the restriction of div−1X (α) to H
0(X−|α|,K×
X|D
/O×
X|D
) vanishes. We have a commutative diagram
H0|α|(Xan,K×X|D/O
×
X|D
)
∂ //
ι

H1|α|(Xan,O×X|D)
ι

H2|α|(Xan,Z(1)
D
X|D
)
expoo
ι

H0(Xan,K×X|D/O
×
X|D
)
∂ // H1(Xan,O×X|D) H2(Xan,Z(1)DX|D).
expoo
Thus it suffices to show (cf. (10.12))
∂(div−1X (α)) = exp(cl
1
D(α)) ∈ H1|α|(Xan,O×X|D).
For this we first note that the composite map
H
2
|α|(Xan,Z(1)
D
X|D
)
exp−→ H1|α|(Xan,O×X|D)
d log−→ H1|α|(Xan,Ω1X|D)
coincides with the map induced by the map Z(1)D
X|D
→ Ω≥1
X|D
= Ω1
X|D
[−1] from lemma 8.6. Hence
d log(exp(cl1D(α)))) = cl
1
DR(α) ∈ H1|α|(Xan,O×X|D). Hence the statement is a consequence of the
following.
Claim 10.10. We have
(1) d log : H1|α|(Xan,O×X|D)→ H1|α|(Xan,Ω1X|D) is injective.
(2) d log(∂(div−1X (α))) = cl
1
DR(α) ∈ H1|α|(Xan,O×X|D).
To show (1), we consider a commutative diagram
0 // H1|α|(Xan,OX(−D))
exp //
=

H1|α|(Xan,O×X|D) //
d log

H2|α|(Xan, j!Z(1)X)

0 // H1|α|(Xan,OX(−D))
d // H1|α|(Xan,Ω
1
X|D
) // H2|α|(Xan, j!CX)
where the horizontal sequences are exact arising from (10.15) and the exact sequence
0→ j!CX → OX(−D)
d−→ Ω1
X|D
→ 0.
The injectivity of the first map in the upper (resp. lower) sequence follows from the vanishing of
H1|α|(Xan, j!Z(1)X) (resp. H
1
|α|(Xan, j!CX)) by semi-purity. Thus (1) follows from the injectivity of the
right vertical map due to the trace isomorphism.
To show (2) take a sufficiently small open U ⊂ X = X − |D| such that |α| ⊂ U and that there is
f ∈ Γ(U − |α|,O×U ) such that α = divU (f). We have a commutative diagram
H0|α|(Xan,K×X|D/O
×
X|D
)
∂ //
∼=

H1|α|(Xan,O×X|D)
d log //
∼=

H1|α|(Xan,Ω
1
X|D
)
∼=

H0|α|(U,K×U/O×U )
∂ // H1|α|(U,O×U )
d log // H1|α|(U,Ω
1
U )
H0(U − |α|,O×U )
ψ
ii❙❙❙❙❙❙❙❙❙❙❙❙❙❙
d log //
δ
OO
H0(U − |α|,Ω1U )
δ
OO
where the vertical maps in the upper column are isomorphisms by excision, δ is a boundary map in the
localization sequence associated to τ : U −|α| →֒ U , and δ is induced by the inclusion τ∗O×U−|α| → K×U .
By definition we have ψ(f) = div−1X (α). Hence Claim 10.10(2) follows from the fact δ(d log f) =
cl1DR(α), which follows from (5.1). This completes the proof of Claim 10.10 and Lemma 10.7(2) for
dim(X) = 1.
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For dimX > 1, the assertion follows from the covariant functoriality of the cycle class maps (7.7)
and (8.12) for proper morphisms of pairs. Finally Lemma 10.7(3) follows from (2).
Lemma 10.11. Let ρ : A0(X |D) → G be a regular map with G connected and ψρ : X → G be
the composite of ρ and ιo (see Definition 10.4). Then Ω(G) → H0(Xan,Ω1X), the pullback map on
holomorphic 1-forms, induces
ψ∗ρ : Ω(G)→ Ω(X |D).
The proof of this Lemma will be given later. In view of (10.8), Lemma 10.11 implies the following
corollary.
Corollary 10.12. Under the notation of Lemma 10.11, we have ρ = hρ ◦ ρX|D, where hρ : JdX|D → G
is the morphism of algebraic groups defined by the commutative diagram
Jd
X|D
≃ //
hρ

Ω(X |D)∨/Image(H1(Xan,Z))
λρ

G
≃ // Ω(G)∨/H1(Gan,Z)
where λρ is induced by ψ
∗
ρ in Lemma 10.11 and ψρ∗ : H1(Xan,Z)→ H1(Gan,Z).
We need some preliminaries for the proof of Lemma 10.11.
Lemma 10.13. Let ρ : A0(X |D)→ G be a regular map with G connected. Let C be a smooth projective
curve and γ : C → X be a morphism such that C = γ−1(X) is not empty. Take o ∈ C and write o
also for its image in X. Consider the composite map
ψ : C
γ−→ X ιo−→ A0(X |D) ρ−→ G.
Then the image of ψ∗ : Ω(G)→ H0(C,Ω1C) is contained in H0(C,Ω1C(γ∗D)).
Proof Put m = γ∗D and let ρC|m : A0(C|m) → J1C|m be the Abel-Jacobi map for the curve C with
modulus m. We have a commutative diagram
C
ιo //
γ

A0(C|m)
γ∗

X
ιo // A0(X|D) ρ // G
where the right vertical map is induced by γ∗ : Z0(C)→ Z0(X). By the assumption that ρ is regular,
ρ◦γ∗ : A0(C|m)→ G is also regular. By Remark 10.6(3) we know that the generalized Jacobian J1C|m is
universal, so that there exists a morphism h : J1
C|m
→ G of algebraic groups such that ρ◦γ∗ = h◦ρC|m.
Hence ψ factors as
ψ : C
ϕ−→ J1
C|m
h−→ G,
where ϕ is the composite C
ιo−→ A0(C|m)
ρC|m−→ J1
C|m
. Hence ψ∗ in the lemma factors as
Ω(G)
h∗−→ Ω(J1
C|m
)
ϕ∗−→ H0(C,Ω1C).
Now the lemma follows from the fact (cf. [47, Ch.V Prop.5] and Lemma 10.7(3)) that
ϕ∗(Ω(J1
C|m
)) = H0(C,Ω1
C
(m)) ⊂ H0(C,Ω1C).
Lemma 10.14. The restriction map
θ : H0(X,Ω1X)/H
0(X,Ω1
X
(D))→
∏
C∈CN1 (X)
H0(C,Ω1C)/H
0(C,Ω1
C
(γ∗CD))
where CN1 (X) is the set of the normalizations of integral closed curves on X (see 3.3), is injective.
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Proof Let Z be an irreducible component of D. It suffices to show the map
H0(X,Ω1
X
(D + Z))/H0(X,Ω1
X
(D))
θ−→
∏
C∈C1(X)
H0(C,Ω1
C
(γ∗C(D + Z)))/H
0(C,Ω1
C
(γ∗CD)).
is injective. Let ω ∈ H0(X,Ω1
X
(D + Z)) such that θ(ω) = 0. We want to show ω ∈ H0(X,Ω1
X
(D)).
Since Ω1
X
(D+Z)/Ω1
X
(D) is a locally free OZ -module, it suffices to show ω|U ∈ H0(U,Ω1X(D)) for some
open subset U ⊂ X with U ∩ Z 6= ∅. Choose an affine open U = Spec(A) satisfying the following
conditions:
(♠1) ZU := Z ∩ U 6= ∅ and U ∩ Z ′ = ∅ for any component Z ′ 6= Z of D.
(♠2) There exists a regular system of parameters π, t1 . . . , tr in A, with r = d − 1, such that
ZU = Spec(A/(π)) and
H0(U,Ω1
X
) = Adπ ⊕
⊕
1≤i≤r
Adti.
Let n be the multiplicity of Z in D. We can write
ω|U =
1
πn+1
(
adπ +
⊕
1≤i≤r
bidti) with a, bi ∈ A.
Assume, by contradiction, that a is not divisible by π in A. Then we can take a closed point x ∈ ZU
such that a ∈ O×X,x. Consider the ideal
I = (t1 − t1(x), . . . , tr − tr(x)) ⊂ A,
where for a section f ∈ A, f(x) ∈ C denotes the residue class at the point x. By construction, there
exists a unique irreducible component W ⊂ U of Spec(A/I) passing through x. The condition (♠2)
above implies then that dimW = 1 and that W is regular at x. Let C be the normalization of the
closure of W in X. Then π = π mod I is a local parameter of C at x. By definition, the pullback of
ω to C is written locally at x as
ω|C =
1
πn+1
adπ (a = a mod I).
Now recall that, by assumption, we have ω|C ∈ H0(C,Ω1C(γ∗CD)). On the other hand, a ∈ O
×
C,x
since
a ∈ O×X,x. This is a contradiction and so a must be divisible by π.
We repeat the same argument: if b1 is not divisible π in A, we can take a closed point x ∈ ZU such
that b1 ∈ O×X,x. Considering this time the ideal
I ′ = (t1 − t1(x) − π, t2 − t2(x), . . . , tr − tr(x)) ⊂ A,
we get in the same way a contradiction, proving that also b1 must be divisible π. Iterating the argument
for bi with i ≥ 2 completes the proof.
Proof of Lemma 10.11: Since an invariant differential form on a commutative Lie group is closed,
it suffices to show the image of ψ∗ρ : Ω(G) → H0(Xan,Ω1X) is contained in H0(Xan,Ω1X(D)). The
assertion follows then from Lemma 10.13 and Lemma 10.14.
We can finally proof the main Theorem of this section
Proof of Theorem 10.5: Theorem 10.5(2) follows from Corollary 10.12 and Remark 10.6(2). We are
left to show Theorem 10.5(1). Let ϕX|D : X → JdX|D be as Lemma 10.7(2). By loc.cit, it is analytic.
One can then show that it is a morphism of algebraic varieties by the same argument as in the proof
of [18, Th.4.1(i)].
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It remains to show the surjectivity of ρX|D. Let C ∈ CN1 (X) and put m = γ∗CD. By Lemma 10.7
we have a commutative diagram
A0(C|m)
ρC|m
≃
//
γC∗

J1
C|m
τC|m
≃
// Ω(C|m)∨/Image(H1(Can,Z))

A0(X |D)
ρX|D // Jd
X|D
τX|D
≃
// Ω(X |D)∨/Image(H1(Xan,Z))
where the right vertical map is induced by the pullback γ∗C : Ω(X |D) → Ω(C|m), and ρC|m is an
isomorphism by Remark 10.6(3). Noting that H0(Xan,Ω
1
X
(D)) is of finite dimension, the argument of
the proof of Lemma 10.14 shows that there is a finite subset {Ci}i∈I ⊂ CN1 (X) such that the pullback
map
Ω(X|D)→
⊕
i∈I
Ω(Ci|γ∗CiD)
is injective. From the above diagram, this implies the composite map⊕
i∈I
A0(Ci|γ∗CiD) → A0(X |D)
ρX|D−→ Jd
X|D
is surjective and hence so is ρX|D. This completes the proof.
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