In this paper Ulam's Conjecture for connected graphs is proved to be true. Initially a new algorithm for graph isomorphism is presented. Then the statement of the conjecture is transformed to the new algorithm.
Introduction
This paper gives the solution for Ulam's Conjecture for finite connected unlabeled and undirected graphs with no multi edges and self loops. If G is a graph then G − v i is defined to be the graph obtained by deleting the vertex v i from G. The conjecture can be stated as.
Let G and H be two graphs, and G have p vertices v i , and H have p vertices u i , where p ≥ 3. Then if for each i, the subgraphs G = G − v i and H = H − u i are isomorphic then the graphs are isomorphic.
For additional details see Harary [2] . Initially, we give a new algorithm for graph isomorphism. This algorithm is given only for the sake of proving the conjecture. We then transform the statement of the conjecture to the new algorithm.
The symbols ∈, / ∈, ⊂, , ∪, ∩, × ∅, and ⇒ are used to denote is an element of set, is not an element of set, is a subset of set, is a proper subset of set, union of sets, intersection of sets, cross product between sets, empty set, and implication operator respectively. If G, G a and G b are graphs then V (G) and E(G) are the set of vertices and edges of G respectively. Alternatively G may be written as (V (G), E(G)). G a ⊂ G b means G a is a subgraph of G b . G a ∼ = G b means that G a and G b are isomorphic.
An undirected edge between two vertices v i and v j of a graph is written as (v i , v j ). But even though we prove the conjecture for undirected and unlabeled graphs, we prove the conjecture by generating a directed and labeled graph form the original graph and so we have to mention how we represent a directed and labeled edge. A a directed edge from v i to v j labeled σ is written v i , v j , σ .
A new algorithm for graph isomorphism

Introduction to automata theory
To develop the new algorithm we use the concept of an automaton. We briefly give an introduction to automata theory.
Let G be a undirected and unlabeled connected graph. Let v i and v t be two vertices in it. Randomly assign a direction to all the edges in G such that there is at least one path from v i to v t . Now randomly assign an alphabet to each of the edges in it. Now we have a directed and labeled graph. Now rename the vertices of G such that, v i now becomes q i , v t becomes q t and so on. (In theory we do not have to rename it this way, but we do it convenience.) Now call each of the vertices states. Now call q i the initial state and q t the terminal state. Now G becomes an automaton. (In theory there can be any number of initial and terminal states.) Now if there is a path σ 1 , σ 2 , . . . , σ n from state q i to q t we say that the string σ 1 σ 2 . . . σ n is accepted by the automaton. The set of all strings accepted by the automaton is called the behavior of the automaton. (Note that if there is a cycle in the automaton then it's behavior will be infinite.) |A | is used to denote the behavior of the automaton A . For the automaton A 1 in figure 2 |A 1 | = { σ 1 σ 2 , σ 1 σ 2 σ 3 σ 4 σ 1 σ 2 , σ 1 σ 2 σ 3 σ 4 σ 1 σ 2 σ 3 σ 4 σ 1 σ 2 , . . . }.
It is to be noted that many different automata can be generated using the above method. We say "An automaton is generated from the graph G" when the above method is used to construct an automaton (of course the automaton generated is random, but it will be one among a finite number of automata, provided the set of alphabets used to label the graph is always finite and fixed).
Now it is a theorem that there can be two automata with different number of states and at the same time have the same behavior (see Eilenberg [1] ). So there exists an algorithm to say whether two automata have the same behavior (see Eilenberg [1] ). This implies that for every automaton there is an automaton with minimal number of states in it. If A is an automaton, then
• Q(A ) is the set of states in A .
• I(A ) is the set of initial states in A .
• T (A ) is the set of terminal states in A .
• Z(A ) is the set of edges in A .
Alternatively A = (Q, I, T, Z) means
• Q is the set of states in A .
• I is the set of initial states in A .
• T is the set of terminal states in A .
• Z is the set of edges in A .
It is to be noted that for any automaton A
• I(A ) ⊂ Q(A ) and
If A is an automaton, then
• Σ(A ) is the set of alphabets used in the edges of A .
Exemplifying, for the automaton A 1 in figure 2
If q i and q j are two states of an automaton A and if there is an edge from q i to q j labeled σ then that edge is represented as (q i , σ, q j ). And in the same way two graphs can have the same names for all the vertices in it, two automata can also have the same names for all the states in it. If e be an edge of an automaton, then
• π 1 (e) is the state from which e begins.
• π 2 (e) is the label used in e.
• π 3 (e) is the state in which e ends.
For example, if the representation of e is (q i , σ, q j ) then
• π 2 (e) = σ.
• π 3 (e) = q j .
Let e 1 be an edge of A 1 and e 2 of A 2 . We say that e 1 and e 2 have the same representation if and only if
• π 1 (e 1 ) = π 1 (e 2 ).
• π 2 (e 1 ) = π 2 (e 2 ).
• π 3 (e 1 ) = π 3 (e 2 ).
For example
• If the representation of e 1 is (q 1 , σ, q 2 ) and that of e 2 is (q 1 , σ, q 2 ) then e 1 and e 2 have the same representations.
• If the representation of e 1 is (q 1 , σ, q 2 ) and that of e 2 is (q 1 , σ, q 3 ) then the representations of e 1 and e 2 are different.
• If the representation of e 1 is (q 1 , σ 1 , q 2 ) and that of e 2 is (q 1 , σ 2 , q 2 ) then the representations of e 1 and e 2 are different.
Let A 1 and A 2 be two automata, then we say that
holds if and only if -For all edges in Z(A 1 ) there is an edge in Z(A 2 ) with the same representation.
Let A be an automaton and let q i and q t be the only initial and terminal states respectively in it. Let q a be a state of A such that
• There is path from q t to q a , and
• There is no path from q a to q t .
Then it is obvious that if q a is removed from A then the behavior of A will not change. We call such states useless states. Now suppose q b is a state of A such that
• There is no path from q i to q b .
Then it is obvious that if q b is removed from A then the behavior of A will not change. We also call such states useless states. The automaton obtained by removing all useless states in A is called the trim of A . Alternatively, trim(A ) is used to denote the trim of A . Briefly put an automaton A is trim if
• From every state in I(A ) there is a path to at least one state in T (A ), and
• For every state in T (A ) there is a path from at least one state in I(A ) to it, and
• For every state q j in Q(A ), there is a path from a state in I(A ) to q j and from q j to a state in T (A ).
It is to be noted that the automaton generated by the above technique may not be trim. When we generate a trim automaton using the above method and the function trim, we say that a trim automaton is generated.
Examples of graph isomorphism using the new algorithm
In this sub section, for the sake of readability, we do not explicitly mention which state of an automaton is the initial state and which is the terminal state in all figures. We assume that if there is no incoming to a state, then that state is an initial state and if there is no out going edge from a state, then that state is a terminal state.
First example
Consider the two graphs, G a and G b with exactly two vertices and one edge in each of them as in figure 3.
Now assign a label and a random direction to the edge in each of these two graphs. The graphs so obtained are shown in figure 4. 
Note that when a label is assigned to the edge of the graph, the alphabet is taken from a singleton set and the same set is used to label the two graphs. Now rename the vertices such that v 1 becomes state q 1 , v 2 q 2 , v 3 q 3 and v 4 q 4 . Now G a becomes the automaton A 1 and G b A 2 . A 1 and A 2 are shown in figure 5. r r r r --
It is now obvious that "The behavior of these two automata are the same" implies that the graphs G a and G b are isomorphic.
The algorithm to find whether two automata have the same behavior or not is used to develop the new isomorphism algorithm. It is not required to know the internal details of the algorithm to say whether two automata have the same behavior or not, but it is only required to know that such an algorithm exists. Those things other than "The algorithm to find whether two automata have the same behavior or not," that are required to develop the new algorithm are illustrated in the next example.
Second example
Consider the graphs G a and G b each with three vertices and two edges in it as shown in figure 6. 
Since automata are generated randomly, it follows that when there are three vertices and two edges in a graph, many different set of automata can be generated. When there were only two vertices, as in the previous example there can be only one case. The algorithm checks all cases until one case produces a positive result or until all cases have been exhausted. We give two cases in this sub section. The first one gives a negative result while that of the second is positive. It is proved that if the graphs are isomorphic then at-least one case will give a positive result. But if not, all cases will give a negative result.
Case one: Randomly assign a direction and label to each of the edges in both the graphs such that
• No two edges in a graph have the same label, and
• The set of all labels in both the graphs are the same.
The graphs so obtained are shown in figure 7 .
Two trim automata can be generated from G a and from G b three can be generated. The trim automata that are generated from G a are shown in figure 8 and that from G b are shown in figure 9. 
Figure 9: Automata generated from G b . r r r r --
Now A 1 and A 3 have the same behaviors and so does A 2 and A 4 . Now, consider the two pairs (A 1 , A 2 ) and (A 3 , A 4 ). Map A 1 to A 3 , and A 2 to A 4 . The names of the terminal states of both the automaton in (A 1 , A 2 ) are the same. But in the pair (A 3 , A 4 ) the terminal states of both the automaton are named differently. This implies that isomorphism of the two graphs does not follow in this case.
Case two: Randomly assign a direction and a label to each of the edges in both the graphs such that
The graphs so obtained are shown in figure 10 . 
Two trim automata can be generated from G a and G b each. The trim automata that can be generated from G a are shown in figure 11 and that from G b are shown in figure 12. Figure 11 : Automata generated from G a . r r r r -
Now A 1 and A 3 have the same behaviors and so does A 2 and A 4 . Now, consider the two pairs (A 1 , A 2 ) and (A 3 , A 4 ). Map A 1 to A 3 , and A 2 to A 4 . The names of the terminal states of both the automaton in (A 1 , A 2 ) are the same, and so is in the pair (A 3 , A 4 ). The names of the initial states of both the automaton in (A 1 , A 2 ) are different, and so is in the pair (A 3 , A 4 ). This implies that the isomorphism of the two graphs follows in this case. 
Definitions, notations and assumptions
Consider the set
(For the time being I use * to denote integer multiplication.) Let m = (10 th prime number) * (25 th prime number).
It is obvious that if we know that m was constructed from a set which contains only integers using the above method then we can construct S from m. In the same way an unique integer can be constructed for any finite mathematical object. So if we get an integer and the method used to constructed that integer and the nature of the finite mathematical object from which the integer was constructed then we can construct the original mathematical object. (For the sake of simplicity, please avoid complicated arguments like whether a function is inversable and so on. We are free to choose the algorithm to construct the number and so we choose an algorithm that is inversable.) So the unique number constructed from a finite mathematical object is called the Gödel number of that mathematical object. In the above example, m is the Gödel number of S.
Assumption 1. Unless otherwise stated all graphs in this paper
• Are connected.
• Does not have any multi-edge.
• Does not have any self loop.
• Does not have more than nv vertices in it.
• Does not have more than ne edges in it.
• When we say a graph, we mean an undirected and unlabeled finite graph.
• "iff" is used as an abbreviation for "if and only if." Definition 1. Σ is defined to be a set of ne alphabets.
The set Σ can be written as
S V is defined to be the set
From now on it is assumed that the set of vertices of all graphs (whether directed or undirected or labeled or unlabeled) is a subset of S V .
Definition 3. S G is defined to be the set of all graphs with the number of vertices in it is equal to nv or nv − 1.
Previously we had assumed that the set of all vertices in a graph is a subset of S V . This implies that S G is a finite set. 
Definition 5. Σ-graph is a directed and labeled graph such that
• Each edge in it is labeled by an element of Σ, and
• No two edges in it have the same label.
We had assumed that the number of edges in all graphs is not more than ne and the cardinality of Σ is ne. So it is possible to label all the edges of a graph with an element of Σ such that no two edges have the same label. This implies that from a graph, many Σ-graph(s) can be constructed. But there is an finite limit to the number of all Σ-graph(s) that can be constructed from a graph.
Definition 6. S Σ (G) is defined to be the set
Υ is used to choose a specific Σ-graph from S Σ (G). We had mentioned that a Gödel number can be constructed from any finite mathematical object and that number is unique. So we can use the Gödel number to pin point a Σ-graph from S Σ (G).
Definition 8. Let
• Undefined if there is no element in S Σ (G) with the Gödel number m.
Let G d be a Σ-graph. Ξ is used to generate a trim automaton from a subgraph of G d . Let v i and v j be two vertices of G d such there is a path from v i to v j . We first choose an arbitrary subgraph of G d , say G d1 such that there is a path from v i to v j in G d1 . Note that the randomness in the above statement can be circumvented if we are given a Gödel number to choose the subgraph. Then the vertices are renamed such that v i becomes q i , v j q j , v r q r , and so on and from then onwards are they called "states" and G d1 becomes the automaton A 1 with q i as the only initial state and q j as the only terminal state. Let trim(A 1 ) = A . The value of Ξ(Υ(G, m), v i , v j , k) is equal to A if the Gödel number of A is equal to k and undefined for all other cases. Assume there are paths p 1 , p 2 , p 3 from v i to v j in G d . So for a particular value of k, G d1 will have the paths p 2 and p 3 in it. And for another value of k, G d1 will have the paths p 1 , p 2 and p 3 in it. So the function Ξ can be used to generate all possible trim automata from a Σ-graph.
Definition 9. S Q is defined to be the set
Assumption 4. For any automaton, it is assumed that the set of states in it is a subset of S Q .
So from the above assumption, it follows that we do not consider automata with more than nv states in it.
Definition 10. S A is defined to be the set of all finite automata with
• The number of edges in it is not greater than ne, and
• Each of the edges in it are labeled with an element of Σ.
Since we do not consider automata with more than nv states in it, it follows that S A is a finite set.
Definition 11. Let Let A 1 be an automaton such that
• I(A 1 ) = {q i }.
• T (A 1 ) = {q j }.
• There are no other states or edges in A 1 .
the Gödel number of A is equal to k and
• Undefined for all other cases.
Definition 12. P(S) is defined to be the power set of S.
is a set of all trim automata that can be generated from G d = Υ(G, m) using Ξ.
Definition 13. Let
Let A 1 and A 2 be two automata with exactly one initial and one terminal state in both of them. We say
if the names of the initial states of both A 1 and A 2 are the same.
• I(A 1 ) = I(A 2 ) if the names of the initial states of both A 1 and A 2 are different.
• And similarly define
For any two automata, say A 1 , A 2 both elements of C a there can be six cases, which are
• I(A 1 ) = I(A 2 ) and T (A 1 ) = T (A 2 ).
• I(A 1 ) = T (A 2 ) and T (A 1 ) = I(A 2 ).
• I(A 1 ) = I(A 2 ) and T (A 1 ) = T (A 2 ) and I(A 1 ) = T (A 2 ) and T (A 1 ) = I(A 2 ).
We say C a ⊂ C b , when for each automaton in C a there is an automaton in C b with the same behavior and the above mentioned six properties can be mapped from all pair of automata in C a to a pair in C b . Then when C a ⊂ C b and C a ⊂ C b , we say that C a = C b . The new isomorphism algorithm can be simply stated as
The next six definitions are used to define the mapping of these six properties.
Definition 16. Let
-There exists A b1 , A b2 ∈ C b such that * The behaviors of A a1 and A b1 are the same, and * The behaviors of A a2 and A b2 are the same, and
Definition 17. Let
Definition 18. Let
-There exists A b1 , A b2 ∈ C b such that * The behaviors of A a1 and A b1 are the same, and * The behaviors of A a2 and A b2 are the same, and * I(A b1 ) = I(A b2 ) and T (A b1 ) = T (A b2 ).
Definition 19. Let
* The behaviors of A a1 and A b1 are the same, and * The behaviors of A a2 and A b2 are the same, and
Definition 20. Let
• I(A a1 ) = T (A a2 ) and T (A a1 ) = I(A a2 ) implies that -There exists A b1 , A b2 ∈ C b such that * The behaviors of A a1 and A b1 are the same, and * The behaviors of A a2 and A b2 are the same, and * I(A b1 ) = T (A b2 ) and T (A b1 ) = I(A b2 ).
Definition 21. Let
• I(A a1 ) = I(A a2 ) and T (A a1 ) = T (A a2 ) and I(A a1 ) = T (A a2 ) and T (A a1 ) = I(A a2 ) implies that -There exists A b1 , A b2 ∈ C b such that * The behaviors of A a1 and A b1 are the same, and * The behaviors of A a2 and A b2 are the same, and * I(A b1 ) = I(A b2 ) and T (A b1 ) = T (A b2 ) and I(A b1 ) = T (A b2 ) and T (A b1 ) = I(A b2 ).
Definition 22. Let
• For all A 1 ∈ C a there exists A 2 ∈ C b such that |A 1 | = |A 2 |, and
Definition 23. Let
From now on, it is assumed that
• A , A 1 and A 2 are arbitrary elements of S A Definition 24. ... A is defined to be the underlying graph of A .
Remark 1. It was previously assumed that the set of states in an automaton, say A is a subset of S Q and the set of vertices of a graph is a subset of S V . So even though the states of A are named q 1 , q 2 , . . . , the vertices of ...
It is later proved that if two minimal automata have the same behavior then the underlying graphs of those two automata are isomorphic. It is also proved later that all elements of C a are minimal. Now if we can combine all the automata in C a into a single minimal automaton, say A a and similarly all automata in C b to A b and if the behaviors of A a and A b are the same then it would imply that G a and G b are isomorphic. (We will prove later that ... A a so constructed is isomorphic G a and similarly for ... A b .) So to prove that the new isomorphism algorithm indeed works, we first combine all automata in C a to a single automaton, say A a such that the underlying graph of A a is isomorphic to G a . But C a will contain all possible automata that can be generated from an element of S Σ (G a ). So there may be two automata, say A 1 , A 2 in C a such that A 1 was generated from G 1 and A 2 from G 2 such that
. So when such a condition occurs it will follow that Z(A 1 ) ⊂ Z(A 2 ) and so Σ(A 1 ) ⊂ Σ(A 2 ). So when we combine all automata in C a we do not have to consider automata like A 1 (since we are only interested in getting an automaton whose underlying graph is isomorphic to G a ). The relation A 1 G A 2 is used to define the above condition and the function α is used to remove automata like A 1 from C a .
Definition 25. Let
Now C can be considered as a partially ordered set with respect to the relation ' G .' The function α returns all the maximal elements of all chains in the partially ordered set C.
Definition 26. Let
• α : S ⋆ G → P(S A ), and • Let C ′ be the set of all maximal elements of all chains in the partially ordered set C with respect to the relation ' G .'
The operator ⊎ is used to combine all automata in C to a single automaton. This operator is used after invoking α.
Definition 27. A 1 ⊎ A 2 is defined to be the automaton
Let
It is to be noted that in general an automaton can have any number of initial and terminal states. Now we must ensure that A a is minimal. Now assume that instead of constructing A a from α(C a ), we construct A a directing from C a using the ⊎ operator. But from the way automata in C a are generated, it follows that all (or all most all) elements of S Q will be an initial state and/or terminal state in some automaton in C a . So if we construct A a directly from C a using the ⊎ operator and not from α(C a ) then all (or all most all) states in A a will be both an initial and terminal state at the same time and A a will cease to be minimal. So if we construct A a from α(C a ) then the underlying graphs of all automata used to construct A a will be maximal biconnected subgraphs of G a and so there will be states in A a that will not be initial or terminal.
Assume that A a is minimal. Let q a1 and q a2 be two initial states of A a and assume that q a1 and q a2 belongs to a cycle. So if q a2 is removed from I(A a ) then • It will still remain minimal and
•
... A a will still be isomorphic to G a and
• Only the behavior of A a will change.
But the fact that the behavior of A a changes when q a2 is removed from I(A a ) does not concern us because we are not interested in a particular behavior and we only want ... A a to be isomorphic to G a . We will later explain why we remove some states from the set of initial states, so that is no cycle among initial states in an automaton.
Let A b be the automaton obtained by combining all the automata in α(C b ). Let the behaviors of A a and A b be the same. It is a theorem that if the behaviors of A a and A b are the same, then there is a mapping between the states of A a and A b (see Eilenberg [1] ). So if q a1 and q a2 are two initial states of A a and if q a1 and q a2 belongs to a cycle, then there are two initial states, say q b1 , q b2 in A b such that there is a mapping between q a1 and q b1 and between q a2 and q b2 and also q b1 and q b2 belongs to a cycle. So if we remove q a2 from I(A a ) and q b2 from I(A b ) then the behaviors of A a and A b will still remain the same. But if we remove q a2 from I(A a ) and q b1 from I(A b ) then the behaviors of the two automata will not be the same. But since we are not interested in some specific behavior, we remove either q a1 or q a2 from I(A a ). But when we remove some states from I(A a ) and I(A b ), we must ensure that the resulting behaviors of the two automata are still the same. Now since the labeling in all the edges of A a are different, we can construct the set of labels used in the outgoing edges of a state and that set will be unique for that state and so use it to construct a Gödel number for all initial states. Now since the behaviors of A a and A b are the same, it follows that the Gödel numbers so constructed for each corresponding states will be the same. So we assign a Gödel number to each of the initial states in each of the automata and then use it to choose a state from the set of initial states. So we can remove elements form I(A a ) and I(A b ) such that the resulting automata will still have the same behavior. The function β is used to assign a Gödel number to all states in I(A a ) and the function δ is used to choose an element of I(A a ) using the Gödel number given by β. Now assume that q a1 , q a2 and q a3 are three elements of I(A a ) and assume that q a1 and q a2 belongs to a cycle and there is no path from q a1 to q a3 . Now if we remove q a2 and q a3 from I(A a ) then it is obvious that some states cannot be reached from q a1 . And A a may cease to be trim. So when we remove some elements from I(A a ), we partition I(A a ) in such a way that two elements of I(A a ) belongs to the same partition if and only if they belong to a cycle.
Definition 28. Let
Then β(A , q i ) is defined to be the Gödel number of the set {σ : (q i , σ, q j ) ∈ Z(A ) for all q j ∈ Q(A )}.
Definition 29. Let
• δ : S A × S Q → S Q .
Let
• q i ∈ I(A ), and
• S q i = {q j : there is a path from q i to q j and a path from q j to q i in A and q j ∈ I(A )}, and
• Let n q k be the minimum value in the set {n q j : n q j = β(A , q j ) and q j ∈ (S q i ∪ {q i })}
Similarly the functions γ and ζ are used to choose a particular terminal state from a cycle containing some terminal states.
Definition 30. Let
Then γ(A , q i ) is defined to be the Gödel number of the set {σ : (q j , σ, q i ) ∈ Z(A ) for all q j ∈ Q(A )}.
Definition 31. Let
• ζ : S A × S Q → S Q .
Let
• q t ∈ T (A ), and
• S qt = {q j : there is a path from q t to q j and a path from q j to q t in A and q j ∈ T (A )}, and
• Let n q k be the maximum value in the set {n q j : n q j = γ(A , q j ) and q j ∈ (S qt ∪ {q t })}
• Let q k ∈ (S qt ∪ {q t }) such that γ(A , q k ) = n q k .
Then
• ζ(A , q t ) = q k if q t ∈ T (A ), and
It may be the case that after applying the functions β and δ an initial state can be reached from another initial state. But since we are not interested in a particular behavior, we can remove an initial state if it can be reached from another initial state. η is used to isolate initial states that cannot be reached from other initial states after applying β and δ. (We will explain later why we do this.) Definition 32. Let
Then η(A ) is defined to be the set { q i ∈ I(A ) : such that there is no path from any other element of I(A ) to q i }.
Similarly θ is used to isolate terminal states such that there will be no path from those terminal states isolated to other terminal states.
Definition 33. Let
• θ : S A → P(S Q ).
Then θ(A ) is defined to be the set { q t ∈ T (A ) : such that there is no path from q t to any other element of T (A ) }. 
For the automaton A in figure 13 η(A ) = {q 1 } θ(A ) = {q 6 }.
The function κ is the place where δ, ζ, η and θ are used to remove some states from the set of initial and terminal states. κ initially uses δ and ζ to construct the automaton A r and then uses η and θ to remove some states form the set of initial and terminal states of A r to construct A s .
Definition 34. Let
• κ : S A → S A .
Let
• I r = {q ri = δ(A , q i ) : for all q i ∈ I(A )}, and
• T r = {q rt = ζ(A , q t ) : for all q t ∈ T (A )}, and
• Let A r be an automaton, such that A r = (Q(A ), I r , T r , Z(A )), and
The function Θ is used to combine all automata in an element of S ⋆ G into a single automaton. It first uses α to remove some automata and then uses the operator ⊎ to combine the remaining automata and then uses the κ to get the final automaton.
Definition 35. Let
• Θ : P(S A ) → S A .
Let
• α(C) = {A 1 , A 2 , . . . , A n }, and
Proof of correctness of the algorithm
Proof. Let A d be the automaton obtained by removing an arbitrary edge, say (q a , σ, q b ) from Z(A ). Since σ is used only in one edge of A and since A is trim it follows that a string containing the alphabet σ which was accepted by A will not be accepted by A d . This implies that A is minimal.
The resulting automaton of Ξ(Υ(G, m), v i , v j , k) is minimal, or forcefully made minimal, so that it will be possible to get a subgraph of the original graph from which the automaton was generated.
Lemma 2. Let
• A 1 and A 2 be two minimal automata such that
Then
...
Proof. Since A 1 and A 2 are two minimal automata with the same behavior, it follows that there is a mapping between each of the states of A 1 and A 2 (see Eilenberg [1] for the proof). Again since these two automata are minimal and have the same behavior, it follows that there is a mapping between each of the edges between them. This implies that the underlying graphs of the two automata are isomorphic.
Notation 1.
When we say, "There is a mapping between the boundary conditions among all the automata in C a and C b ," we mean that C a ⊂ a C b and C a ⊂ b C b and C a ⊂ c C b and C a ⊂ d C b and C a ⊂ e C b and C a ⊂ f C b and vice versa holds.
Assume that C a and C b was constructed from the Σ-graphs G ad and G bd respectively. Let A 1 be an element of C a . Assume that A 1 was generated from G 1 and let G 1 be a maximal biconnected subgraph of G a . Let G d1 be a subgraph of G ad such that G 1 is the underlying subgraph of G d1 . Let A 3 be an element of C b such that
We can assume this, since C a = C b . Assume that A 3 was generated from G 3 a subgraph of G b . Let G d3 be a subgraph of G bd such that G 3 is the underlying subgraph of G d3 . Since
Therefore since C a = C b it follows that
• There exists an automaton, say A 4 in C b such that
Therefore, it follow that
• Σ(A 2 ) = Σ(A 4 ), and from 1 and 2 it follows that
Therefore it follows that
Therefore since there are no two edges in G ad with the same labeling and similarly in G bd , it follows that when we apply α to C a , for all automata
is not a maximal biconnected subgraph of G a , then it will be removed from C a , and
From the way C is constructed, it follows that there may be many automata (or at least one) in C ′ such that G 1 is the underlying subgraph of all of them. (Consider the case when all vertices can be reached from all other vertices in a maximal biconnected subgraph of a Σ-Graph.) Let
be the elements of C ′ such that the underlying graphs of each of them is G 1 . Since G 1 is the underlying graph of all these automata, it follows that
Now assume that there is a path from the terminal state of A 1 to the initial state of A 1 . So if that is the case, each of the elements of Q will be an initial state in at least one automata in the list 3 and also a terminal state in at least one automata in the same list. So all states in A G 1 will be both initial and terminal at the same time and so A G 1 will cease to be minimal. So remove some initial and terminal states from A G 1 (note that we only remove elements from I(A G 1 ) and T (A G 1 ) and not from Q(A G 1 )) so that there will be only one state in both I(A G 1 ) and T (A G 1 ) using δ and ζ. (Note that since δ chooses an element from I(A G 1 ) under the criteria "Minimum value" and ζ from T (A G 1 ) under the criteria "Maximum value," the two sets I(A G 1 ) and T (A G 1 ) after applying the functions δ and ζ will be disjoint.) Let
where I r is a subset of I(A G 1 ) constructed using the function δ, and T r is a subset of T (A G 1 ) constructed using the function ζ. Now since there is a cycle in A 1 all states in A r can be reached from the only initial state and so there is a path from the initial state to all other states and there is a path from all states to the only terminal state. So A r is trim for this case. Now assume there is no path from the terminal state of A 1 to the initial state of A 1 . Then the number of elements in the list 3 will be one and so A r will be trim. And from Lemma 1 it follows that A r is also minimal.
Let A ′ be the result of combing all automata in C ′ using ⊎. From the above argument, it follows that A ′ is trim. Let
Note that κ first removes elements from I(A ′ ) and T (A ′ ) using δ and ζ to get A ′′ (say). Therefore since A ′ is trim, it follows that A ′′ is also trim. Now it may be possible to prove that A ′′ is minimal. But if we apply the functions η and θ to remove some elements from I(A ′′ ) and T (A ′′ ) to get A κ (note that this is the next step in κ after applying δ and ζ) then no initial state can be reached from another initial state and no terminal state can be reached from another terminal state and also I(A κ ) and T (A κ ) will be disjoint and proof of the minimality of A κ becomes trivial. So Θ(C) is minimal.
Lemma 4. Let
From lemma 3, it follows that
Let G 1 be a maximal biconnected subgraph of G a . Let the elements of C ′ a with the underlying graph G 1 be
Since
Since |A a1 | = |A b1 | it follows that the Gödel number of the initial and terminal states of A a1 and A b1 constructed using β and γ will be the same. And so the Gödel numbers of the initial and terminal states of all the corresponding automata in the lists 4 and 5 will be the same. Therefore it follows that the Gödel numbers of the corresponding initial states of A c and A d will be the same and similarly the Gödel numbers of the corresponding terminal states of A c and A d . Use the function δ and ζ to remove some states from the set of initial and terminal states of A c and let the resulting automaton be A e . Similarly let A f be the resulting automaton after removing some initial and terminal states from A d . Since the Gödel numbers of the initial and terminal states of A c and A d were same, and from the equation 6, it follows that |A e | = |A f |. Now use the functions η and θ to remove some elements from I(A e ) and T (A e ) and let the resulting automaton be A g . And similarly let A h be constructed from A f . Now since there is a mapping between the boundary conditions among all the automata in C a and C b it follows that there will be a mapping between all the initial and terminal states of A g and A h and so |A g | = |A h |. Therefore from Lemmas 4 and 2, it follows that the underlying graphs of Θ(C a ) and Θ(C b ) are isomorphic.
Lemma 5. Let
• C a = C b , and
• Θ(C a ) = A a , and
Lemma 6. Let Let G and H be two graphs. Let C G ∈ G ⋆ , C H ∈ H ⋆ . We proved that
Let the Ulam's deck of G and H be
From the new algorithm, the conjecture can be stated as
implies that G and H are isomorphic.
We then prove that C G and C H can be constructed from C ′ G and C ′ H respectively and the C G and C H so constructed are equal if and only if G and H are isomorphic thereby proving the conjecture. 
M is used to define the mapping between the two D(G), D(H) as defined in the conjecture.
Definition 37. M(D(G), D(H)) is defined to be true, if
is true, and f alse for all other cases.
Let G i ∈ D(G). Then even though the number of vertices in G i is one less than that in G, all C a,i ∈ G ⋆ i are also constructed using the set Σ.
Definition 38. Let
, and
And let
. . .
if the Gödel number of (C 1 , C 2 , . . . , C nv ) is equal to m, and
Let e 1 ∈ Z(A 1 ) and e 2 ∈ Z(A 2 ). e 1 and e 2 are called Same-State-Name-Edges iff
• π 1 (e 1 ) = π 1 (e 2 ) and π 3 (e 1 ) = π 3 (e 2 ) or
• π 1 (e 1 ) = π 3 (e 2 ) and π 3 (e 1 ) = π 1 (e 2 ).
For example
• If e 1 is (q 1 , σ, q 2 ) and e 1 is (q 1 , σ 1 , q 2 ) then e 1 and e 2 are Same-State-Name-Edges.
• If e 1 is (q 1 , σ, q 2 ) and e 1 is (q 2 , σ 1 , q 1 ) then e 1 and e 2 are Same-State-Name-Edges.
• If e 1 is (q 1 , σ, q 2 ) and e 1 is (q 1 , σ 1 , q 3 ) then e 1 and e 2 are not Same-State-Name-Edges.
We has earlier stated that, we construct an element of G ⋆ from C ′ . Let
and let e 1 ∈ Z(A 1 ) and e 2 ∈ Z(A 2 ).
Assume that e 1 and e 2 are Same-State-Name-Edges. But if e 1 and e 2 have different representations, then it is obvious that we cannot construct an element of G ⋆ from C ′ . So we say that A 1 • A 2 holds iff
• For all e 1 ∈ Z(A 1 ) and for all e 2 ∈ Z(A 2 )
• e 1 and e 2 are Same-State-Name-Edges implies that -e 1 and e 2 have the same representations.
We say that CL satisfies ♦ iff
Remark 2. For two graphs, say G and H, Ulam's conjecture states that if there is an isomorphism between each of the graphs in D(G) and D(H) then G and H are isomorphic. For that the isomorphism between all elements of D(G) and D(H) is given. From this, it is easy to construct D(G) since the set of all vertices in G is equal to the union of the set of vertices of all the graphs in D(G) and the set of edges in G is equal to the union of the set of edges of all the graphs in D(G). Therefore, when we use D(G) we freely assume that G has been constructed from D(G) without explicitly mentioning any construction.
The function Φ is used to assign a direction and label to all the edges of all graphs in D(G) such that an nv-tuple (C 1 , C 2 , . . . , C nv ) satisfying ♦ can be constructed.
Definition 39. Let
• Φ : P(S G ) × N → P(S D ), and
. . , G nv }, and is the underlying graph of G d,1 , and is the underlying graph of G d,2 , and . . .
} is equal to m, and
Lemma 7. There exists a CL
It is to be noted that for a pair of graphs, say G d,i , G d,j in the above set, for e i ∈ G d,i and e j ∈ G d,j if e i and e j connects vertices with the names, then the directions and labels in them will be the same. Let ,2 ) , and . . .
From Lemma 7 we can assume that CL satisfies ♦ and so let us assume it, and let
And since CL satisfies ♦, it is obvious that there exists a C ∈ G ⋆ such that
Note that there may be elements in C that are not members of C ′ . (There may be automaton in C generated from the whole graph G and this automaton may not be an element of C ′ .) For example, let
and let
Then it may be that A may not be an element of C ′ and at the same time A will certainly be an element of C. The next 5 definitions are used to construct new automata from C ′ so that it will be possible to construct an element of G ⋆ from C ′ .
Definition 40. Let
• '⊲' be a subset of S A × S A .
Then A 1 ⊲ A 2 holds, iff
• T (A 1 ) = I(A 2 ) and
Definition 41. A 1 ⊙ A 2 is defined to be the automaton
Definition 42. Let
• ' ' be a subset of S A × S A .
Then A 1 A 2 holds, iff
Definition 43. Let
Definition 44. A 1 ⊗ A 2 is defined to be the automaton
Let C ′ be as defined above. The function µ is used to add new automata into C ′ constructed using ⊙, ⊎ and ⊗. But we must note that the value returned by µ may not be an element of G ⋆ . So we iterate using this function to get an element of G ⋆ in Ψ.
Definition 45. Let
• µ : P(S A ) → P(S A ), and
• Let S a ∈ P(S A ).
• S c = {A = A 1 ⊎ A 2 : for all A 1 , A 2 ∈ S a and A 1 A 2 }.
•
Definition 46. Let
• Ψ : P(S A ) → P(S A ), and
Let
• S 1 = S a , and
• S 2 = µ(S 1 ), and
• S 3 = µ(S 2 ), and . . .
• S i = µ(S i−1 ), and . . .
Lemma 8. Let
Then Ψ(C) ⊂ S A .
Proof. It is to be noted that Ψ uses only µ when iterating and µ uses only ⊙, ⊎ and ⊗. And all of them does not produce any new state or edge that is not present in an automata of S A . So after a finite number of iterations, the S i in Ψ will not change and so the value returned by Ψ will be finite and also a subset of S A since C ⊂ S A .
Proof of the conjecture
Let Ω(D(G), m) = CL = (C 1 , C 2 , . . . , C nv ).
From Lemma 7, we can assume that CL satisfies ♦. So assume it and also assume that C 1 was constructed from the Σ-graph G d1 C 2 from G d2 . . .
But since CL satisfies ♦, it follows that there exists a Σ-graph, say G d such that
Assume that C d1∪2 was constructed from G d1∪2 .
It is obvious that there are elements in C d1∪2 that may not be in C 1,2 . But
since G d1 ⊂ G d1∪2 and G d2 ⊂ G d1∪2 . Let A be an element of C d1∪2 and let it not be an element of C 1,2 . But since
it follows that there exists two automata in C 1,2 , say A 1 , A 2 such that And there are no other element in C d1∪2 that is not an element of C 1,2 . So it follows that Ψ(C ′ ) ∈ G ⋆ where C ′ = C 1 ∪ C 2 ∪ · · · ∪ C nv .
Lemma 9. Let
• Ω(D(G), m) = CL = (C 1 , C 2 , . . . , C nv ), and
• Let CL satisfy ♦, and
Remark 3. When a vertex is deleted from a graph the resulting graph may be disconnected. As a special case one component of a disconnected graph may have only one vertex and no edges in it (since there are no self loops). In such cases, no automaton will be generated from those components with just one vertex, since Ξ(Υ(G, m), v i , v j , k) is defined only when the vertices v i , v j are distinct and there is at-least one path from v i to v j .
From now onwards we assume that
• G and H are graphs, and
• The number of vertices in both of them are equal, and
• The number of vertices in both of them is greater than eight.
We say that Now since CL G satisfies ♦, it follows that CL H also satisfies ♦. And since the number of vertices in both G and H are both greater than eight, we can assume that C G,1 and C G,2 intersects and so does C H,1 and C H,2 .
Therefore since C G,1 = C H,1 and C G,2 = C H,2 it follows that
Let A G,1 , A G,2 ∈ C G,1 ∩ C G,2 and A H,1 , A H,2 ∈ C H,1 ∩ C H,2
From equation 7 it follows that we can assume that
Assume
Therefore since there is a mapping between the boundary conditions among all the automata in C G,1 and C H,1 and in between C G,2 and C H,2 and from equations 7, 8 and 9 it follows that
This implies that A G,1 ⊙ A G,2 and A H,1 ⊙ A H,2 will have the same behavior. Similar argument can be made for the operators ⊎ and ⊗. Therefore from Lemma 9 it follows that there exists an element of G ⋆ and an element of H ⋆ such that they both are equal. Therefore from Theorem 2.1 it follows that G and H are isomorphic. Proof. See McKay [3] for the proof of the conjecture when the number of vertices is less than or equal to eight. When the number of vertices is greater than eight, the proof follows from Lemma 10.
