We present Lyapunov-type conditions for non-strong ergodicity of Markov processes. Some concrete models are discussed including diffusion processes on Riemannian manifolds and Ornstein-Uhlenbeck processes driven by symmetric α-stable processes. For SDE driven by α-stable process (α ∈ (0, 2]) with polynomial drift, the strong ergodicity or not is independent on α.
Introduction
Strong ergodicity of Markov process is an important topic in ergodic theory for stochastic processes. Lyapunov criteria (drift conditions) for strong ergodicity have been discussed to obtain the sufficient conditions for strong ergodicity of Markov processes, see [2] , [4] , [5] , [8] , [14] . However, to obtain the necessary condition, we have to prove that Lyapunov functions do not exist. This is usually impractical, so we hope to find a sufficient (Lyapunov) condition for non-strong ergodicty.
It is well known that for right continuous Markov processes, strong ergodicity means the uniform boundedness of first moment of hitting time. Our technique is based on this criteria and the martingale formulation.
The main results are two-fold. First, in [10] , Stramer and Tweedie studied the Lyapunov conditions for null-recurrent by using two Lyapunov functions. We extend the method to non-strong ergodicity. Second, motivated by Green function, we also obtain sufficient condition by using a Lyapunov function sequence.
Let (X t ) t 0 be a Markov process on Polish space (E, E ) with transition function P t (x, ·) and admit a stationary probability measure π. The process (X t ) t 0 is called strongly ergodic (or uniformly ergodic), if there exist ε > 0, and a constant C > 0, such that sup x∈E P t (x, ·) − π Var Ce −ǫt .
Let {E n } ∞ n=1 ⊂ E be a sequence of bounded open sets such that
and τ A := inf{t 0 :
Lf (X s )ds. Following [5] , we use an enlarged domain of L as follows:
(L, D w (L)) is called the extended generator of (X t ) t 0 .
Recall that a measurable function f : E → R + is called a norm-like function (or compact function), if f (x) → ∞ as x → ∞; it means that the level sets {x : f (x) r} are precompact for each r > 0. Now we state the main results of this paper.
Next, we investigate the first moment of hitting time by the Green function. Let D be a domain, X D denote the killed process on exiting of D and P D t (x,
Assume that there exists density p D t (x, y) with respect to invariant measure m(dx). Then we define the Green function on D as
If E x τ D c < ∞ (the condition is ensured by the existence of stationary distribution), then
Let H and {E n } ∞ n=1 ⊂ E be as in Theorem 1. Assume that (X t ) t 0 is ergodic, then the Poisson equation
Lu n (x) = −1, in E n \ H;
has finite solution u n ( 
then the process is non-strongly ergodic. Motivated by this fact, we have the following result:
Theorem 2. Assume that (X t ) t 0 is non-explosive and ergodic. Let H and {E n } ∞ n=1 ⊂ E be as Theorem 1. If for each n 1, there exist a non-negative function u n (
then (X t ) t 0 is non-strongly ergodic.
As a first step of our applications, let us check two simple examples. By Theorem 1, we see that the process is non-strongly ergodic. Now we apply Theorem 2. Let E n = (0, n), H = (0, 1). The Green function on E n \ H
Hence when δ = ∞, according to Theorem 2, the process is non-strongly ergodic.
Assume that Q is totally stable and conservative:
Assume that the Q−process is ergodic, i.e. d < ∞. According to [16, Theorem 1.1], the Q−process is strongly ergodic if and only if
Proof. Here we only consider the necessity. First according to [9] , finite-value function is in the extended generator (L, D w (L)). Let H = {0} and
It is well known that if d < ∞, then u, v satisfy that j 0
Therefore, the non-strong ergodicity follows from Theorem 1.
The remainder of this paper is organized as follows. In section 2, we give proofs of Theorem 1 and Theorem 2. In section 3 we present a sufficient condition for non-strong ergodicity of diffusion process on Riemannian manifold and give some examples. In section 4, we prove the non-strong ergodicity of Ornstein-Uhlenbeck processes driven by symmetric α-stable noises.
General criteria for non-strong ergodicity
In this section we prove Theorem 1 and 2. For this, we need the following result.
Proof of Theorem 1 For t 0 and x ∈ E n \ H,
and
Lv(X s )ds 0.
By letting t → ∞, we have for x ∈ E n \ H,
Let n → ∞ to derive sup
Therefore, the process is non-strongly ergodic.
Proof of Theorem 2 For t 0 and x ∈ E n \ H,
Next, by letting n → ∞, we have for all
This proves that (X t ) t 0 is non-strongly ergodic.
Diffusion processes
Let M be a complete connected Riemannian manifold, (X t ) t 0 be a non-explosive and ergodic diffusion process on M with generator L = ∆ + Z, where Z is a C 1 vector field. Assume that the generalized martingale problem for L is well-posed, i.e. for f ∈ C 2 (M )
Lf (X s )ds is a local martingale with respect to P x , for any x ∈ M . On a proper local chart of M , the genetor L has the form
Specially, if M = R n , then the form (5) is a global representation. If a is positive define, symmetric, and a, b are locally bounded, then martingale problem for L is well-posed (see
. If ρ is the Riemannian distance on M , then Γ(ρ, ρ) ≡ 1. When M = R n , ρ is the Euclidean distance and L has the form (5) satisfying that a(x) is positive define, we have Γ(ρ, ρ) = 1
In this section, we always assume that the distance fucntion ρ satisfies Γ(ρ, ρ) > 0.
Next, fix 0 < p < D, choose the functions as follows: for r p, 
Then by comparing (X t ) t 0 with its radial process and applying Lyapunov condition (see [9, Theorem 5.2(c)]) and Theorem 2, we obtain the explicit conditions for the strong ergodicity and the non-strong ergodicity.
then the process (X t ) t 0 is strongly ergodic.
(2) If
then the process (X t ) t 0 is non-strongly ergodic.
To prove Theorem 3, we need the following lemma. Thus for x ∈ E with ρ(x) = r,
By using the martingale formulation, we have
Therefore (X t ) t 0 is transient.
Proof of Theorem 3
(1) ∀r p, define
Then f 1 satisfies that
Hence for x ∈ M with ρ(x) = r,
If δ p (ρ) < ∞, then by letting u 1 (x) = f 1 • ρ(x), and H = B p , the process is strongly ergodic by [9, Theorem 5.2(c)].
(2) Let u n (x) = ψ n • ρ(x) be defined by ψ n (r) = n p G(r, l) 1 α(l) e C(l) dl, p r n,
where
For n p + 1, let E n = B n+p . Obviously, ∀x ∈ E n \ H, Lu n (x) −1, and u n En∪∂H = 0. Rewrite u n (r) as
If lim R→D s(R) < ∞, then by letting n → D, we know that (X t ) t 0 is transient by Lemma 2.
So we assume that lim that (X t ) t 0 is non-strongly ergodic.
We use Theorem 3 to check some examples such as radial process. By using integration by parts, we obtain that there exist C 1 , C 2 > 0 such that
Hence (X t ) t 0 is strongly ergodic if and only if
which is equivalent to c > 2.
On the other hand, we can also use Lyapunov function for strong ergodicity and Theorem 1.
When c 0, (X t ) t 0 is not ergodic. For 0 < c 2, we choose u(x) = log(|x| + 1), v(x) = |x|. Then It is easy to check that u, v satisfy the condition in Theorem 1, so that (X t ) t 0 is nonstrongly ergodic; When c > 2, let w(x) = 1 − 1 log(|x|+1) and it satisfies the Lyapunov condition for strong ergodicity (see [5, Theorem 5.2(c) ]), therefore, (X t ) t 0 is strongly ergodic. Now we remark that Theorem 3 is somewhat difficult to get the strong ergodicity for some non-radial processes. To use Theorem 3, we need to choose a distance function ρ to compare (X t ) t 0 with its racial process. However, for some processes, choosing the (smooth) distance function (such as Riemannian metric) is difficult to get the strong ergodicity. However, Theorem 1 can still be valid. On the other hand, δ p (ρ) < ∞ according to (16) . Thus Theorem 3 is invalid to check the strong ergodicity. Now we apply Theorem 1. We choose the functions u(x) = log(x 2 1 + 1), v(x) = x 2 1 + 1, and E n = {x : |x 1 | < n, |x 2 | < n} for n 2, and H = E 1 . For ∀x / ∈ H,
Thus the process is non-strongly ergodic by Theorem 1.
Ornstein-Uhlenbeck processes driven by α-stable noises
Let (Z t ) t 0 be a d−dimensional symmetric α−stable process with generator −(−∆) α 2 , which has the following expression:
is the normalizing constant so that the Fourier transform of
. Consider the following stochastic differential equation driven by α-stable noise on R d :
where A is a real d × d matrix. It is well known that the SDE has the unique strong solution (X t ) t 0 which is (strong) Feller and Lebesgue irreducible, see, e.g. [14] . We call (X t ) t 0 d-dimensional Ornstein-Uhlenbeck process driven by symmetric α−stable noise. The generator L is represented as for any f ∈ D w (L),
By [15, Theorem 3] , if the real parts of all the eigenvalues of A are negative, then the process is exponentially ergodic. We will prove the non-strong ergodicity by Theorem 1. v(x) = 0. Moreover, there exists r 0 > 0 such that Lv(x) 1 B(0,r 0 ) . See [14] .
To apply Theorem 1, we need only prove that there exists C(d, α) only depend on d, α, such that
Lu(x) −C(d, α), for |x| large enough.
First, we estimate the drift coefficient
Next we turn to estimate the fractional Laplacian for |x| large enough.
For |x| > 1,
The calculation of B(x) is complicated, and is divided in three cases: α ∈ (1, 2), α = 1 and α ∈ (0, 1).
Case 1: α ∈ (1, 2). Using Taylor's formula to u(x), we have
So there exists R 1 large enough such that −(−∆) α/2 u(x) − 2C(d) α−1 for |x| > R 1 .
Case 2: α = 1. Using integration by parts formula,
Thus there exists R 2 large enough such that −(−∆) α/2 u(x) −1, for |x| > R 2 . Case 3: α ∈ (0, 1). First we divide B(x) in three parts:
We estimate I 1 , I 2 and I 3 one by one. First, we have
To estimate the last integral above, we use the integral representation of Gauss hypergeometric function F (a, b, c, z) (see [1, 15. 3.1]):
By using (18), we have − |x|−1
Similarly,
Next, we calculate According to [12, (3.18 )-(3.21)], lim |x|→∞ (1 + |x|) α (K 1 (x) + K 2 (x)) = π cot (πα/2) .
Hence
→0 as |x| → ∞.
Next, we consider I 2 (x). Since Therefore, we choose R 3 > 1 large enough such that −(−∆) α/2 u(x) −1 for any |x| > R 3 .
Finally, we obtain that for each α ∈ (0, 2), there exists a positive number R 3 large enough, such that −(−∆) α/2 u(x) −c, where c is a positive number.
Therefore, by combining (17) and the analysis in Case 1-3, we have proved that there exists C(d, α) only depending on d, α, such that Lu(x) −C(d, α), for |x| large enough. Corollary 1. Consider the following stochastic differential equation driven by α-stable noise on R d :
where b(x) = −x|x| δ , δ 0. If δ > 0, [14, Example 1.2] has proved the process is strongly ergodic. If δ = 0, then by Theorem 4, the process is non-strongly ergodic. Thus the process is strongly ergodic if and only if δ > 0.
Remark 1. According to Corollary 1 and Example 3, we know that for SDE driven by symmetric α-stable process (α ∈ (0, 2]) with polynomial drift b(x) = −x|x| δ , the strong ergodicity is independent of α.
