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1. Introduction
LetCbe the set of all complexnumbers, letMn be the set of alln-by-nmatriceswith complex entries
and let Sn be the set of all nonsingular symmetric or skew-symmetric matrices inMn. For S ∈ Sn, we
deﬁne
φS : Mn → Mn by φS(A) = S−1ATS.
Every nonsingular A ∈ Mn has a φS polar decomposition [3]: that is, every nonsingular A can be written
as A = QR, where Q isφS orthogonal (that is,φS(Q) = Q−1) and R isφS symmetric (that is,φS(R) = R).
If A has a φS polar decomposition, then AφS(A) is similar to φS(A)A. When S is symmetric, then the

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Table 1
Symplectic operations.
Symplectic operation Column operation Row operation
TYPE AI(a, i)
i ∈ {1, . . . , n}
Fi → aFi
Fi+n → a−1Fi+n
Ri → aRi
Ri+n → a−1Ri+n
TYPE AII(a, i, j)
i, j ∈ {1, . . . , n}
Fj → aFi + Fj
Fi+n → −aFj+n + Fi+n
Rj → aRi + Rj
Ri+n → −aRj+n + Ri+n
TYPE AIII(i, j)
i, j ∈ {1, . . . , n}
Fi ↔ Fj
Fi+n ↔ Fj+n
Ri ↔ Rj
Ri+n ↔ Rj+n
TYPE B(i)
i ∈ {1, . . . , n}
Fi ↔ Fi+n
then Fi → −Fi
Ri ↔ Ri+n
then Ri+n → −Ri+n
TYPE C1(a, i, j)
i ∈ {n + 1, . . . , 2n}, j ∈ {1, . . . , n}
Fi → aFj + Fi
Fj+n → aFi−n + Fj+n
Rj → aRi + Rj
Ri−n → aRj+n + Ri−n
TYPE C2(b, k, l)
k ∈ {1, . . . , n}, l ∈ {n + 1, . . . , 2n}
Fk → bFl + Fk
Fl−n → bFk+n + Fl−n
Rl → bRk + Rl
Rk+n → bRl−n + Rk+n
necessary condition is also sufﬁcient. However, when S is skew-symmetric, the necessary condition is
no longer sufﬁcient.Notice that if S is skew-symmetric thenR isφS symmetric if andonly if S
−1RTS = R,
that is, if and only if SR = RTS = −(SR)T is skew-symmetric. Hence, when S is skew-symmetric, if an
A ∈ M2n has a φS polar decomposition, then A must also have an even rank (see also [3,4]). However,
even under these conditions (that is, A has an even rank, and φS(A)A is similar to AφS(A)), not every
even-ranked A has a φS polar decomposition [1].
Set J2n ≡
[
0 In−In 0
]
∈ M2n. When the size 2n is clear from the context, we drop the subscript
and write J ≡ J2n. Notice that the function φJ is an antihomomorphism, φJ(X−1) = φJ(X)−1, and
φJ(X
T ) = φJ(X)T . Moreover, if A, B, C,D ∈ Mn and
if M =
[
A B
C D
]
, then φJ(M) =
[
DT −BT
−CT AT
]
. (1)
Hence, the transpose of a φJ symmetric M is also φJ symmetric. We note that the set of φJ or-
thogonal matrices forms a group under matrix multiplication. A φJ symmetric matrix is also called
skew-Hamiltonian; while a φJ orthogonal matrix is also called symplectic.
LetA, B ∈ M2n begiven.ThenA is symplectically equivalent toB ifA = QBP for somesymplecticQ , P ∈
M2n. If A ∈ M2n is symplectically equivalent to a matrix with a φJ polar decomposition, then A has a φJ
polar decomposition; in [1, Lemma 7(1)], symplectic matrix operations are used to characterize rank 2
matrices inM2n that have aφJ polar decomposition. These symplecticmatrix operations are analogous
to elementarymatrix operations.Whenmultiplied to the left of amatrix, the symplecticmatrix opera-
tions affect the rowsof thematrix and are called symplectic rowoperations; similarly,whenmultiplied
to the rightof amatrix, theyaffect the columnsof amatrix andare called symplectic columnoperations.
Table 1 shows the effects of the symplectic operations on a matrix. Here, the columns are repre-
sented by Fi, while the rows are represented by Ri. Let a ∈ C be given. The notation Fi → aFj + Fi
means that to obtain the new Fi, we add aFj to the old Fi; the notation Fi → aFi means that the new Fi
is a times the old Fi; and the notation Fi ↔ Fj means that we switch the ith and jth columns. Similar
notations are used for rows Ri.
After performing a symplectic column operation (Q ) or a symplectic row operation (P) on a matrix
(A) (and although an abuse of notation), we continually refer to the (current) rows of PAQ as Ri; to its
columns, Fi; and to its entries, aij .
2. Expanding sum
Let Q ∈ Mm and P ∈ Mn be given. If Q and P are orthogonal matrices, then Q ⊕ P ∈ Mm+n is also
orthogonal.Moreover, ifQ andQ ⊕ P are orthogonal, then so is P. In addition, thepreceding statements
are also true when we replace the word orthogonal with symmetric.
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Deﬁnition 1. LetM ∈ M2m and letN ∈ M2n begiven.WepartitionM =
[
M1 M2
M3 M4
]
andN =
[
N1 N2
N3 N4
]
,
where for i = 1, . . . , 4, eachMi ∈ Mm and each Ni ∈ Mn. The expanding sum ofM and N is given by
M  N =
[
M1 ⊕ N1 M2 ⊕ N2
M3 ⊕ N3 M4 ⊕ N4
]
. (2)
The following can be easily proven.
Lemma 2. Let M ∈ M2m and N ∈ M2n. If M and N are both symplectic (both skew-Hamiltonian), then
M  N is also symplectic (skew-Hamiltonian). Furthermore, if M  N and N are both symplectic (both
skew-Hamiltonian), then M is also symplectic (skew-Hamiltonian).
As a consequence of Lemma 2, notice that if A1 ∈ M2m has a φJ2m polar decomposition and if
A2 ∈ M2n has a φJ2n polar decomposition, then A1  A2 has a φJ2(m+n) polar decomposition.
Theorem 3. Let A1 ∈ M2m and A2 ∈ M2n. If A1 = R1Q1 is a φJ2m polar decomposition of A1 and if A2 =
R2Q2 is a φJ2n polar decomposition of A2, then A1  A2 = (R1  R2)(Q1  Q2) is a φJ2(m+n) polar decom-
position of A1  A2.
Notice that nonsingular matrices and the zero matrix have φJ polar decompositions. Hence, if
A ∈ M2m is nonsingular, then A  02n has a φJ2(m+n) polar decomposition. However, more is true: if
nm, then A ⊕ 02n also has a φJ2(m+n)polar decomposition.
Theorem 4. Let A ∈ M2m be nonsingular and suppose that nm. Then B ≡ A ⊕ 02n ∈ M2(m+n) has a
φJ2(m+n) polar decomposition.
Proof. Let A ∈ M2m be nonsingular, let k ≡ n − m 0, and let B ≡ A ⊕ 02n ∈ M2(m+n). Notice that
Q ≡ A ⊕ Ik ⊕ A−T ⊕ Ik is φJ2(m+n) orthogonal. Consider
P =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 · · · 0 1
0 0 · · · −1 0
...
...
...
...
0 1 · · · 0 0
−1 0 · · · 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
∈ M2m.
ThenPT = P−1 = −P, andT ≡
[
0 P
−P 0
]
∈ M4m isφJ4m orthogonal. SetR ≡
[
0m+n P ⊕ 0k
0m+n 0m+n
]
∈ M2(m+n)
and set
Q1 ≡ T  Ik =
[
02m ⊕ Ik P ⊕ 0k−P ⊕ 0k 02m ⊕ Ik
]
.
One checks that R is φJ2(m+n) symmetric. Also, Lemma 2 guarantees that Q1 is φJ2(m+n) orthogonal. It
follows that Q2 ≡ Q1Q is also φJ2(m+n) orthogonal.
A direct calculation shows that B = RQ2 is a φJ2(m+n) polar decomposition of B. 
Let A ∈ M2m and let B ∈ M2n be given. Then A ⊕ B is similar to A  B. Moreover, if A and B each
have a φJ decomposition, then Lemma 2 guarantees that so does A  B. What about A ⊕ B? Theorem
4 guarantees that if A is nonsingular and B = 0 is sufﬁciently large, then A ⊕ B also has a φJ polar
decomposition. If B = 0 is not sufﬁciently large, then A ⊕ B need not have a φJ polar decomposition.
To show this, we ﬁrst present the following observation (see [4] for a different approach). Note that
if S ∈ M2n is φJ symmetric, then rank(S) is even. Also, if S is φJ symmetric, then so is Sk for every
nonnegative integer k.
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Proposition 5. Let S ∈ M2n be φJ symmetric. Then the Jordan blocks of S come in pairs.
Proof. Let S ∈ M2n be φJ symmetric, and let λ be an eigenvalue of S. Then S − λI is also φJ symmetric
and hence, rank(S − λI)k is even for each nonnegative integer k. Suppose that C ≡ S − λI is similar
to N ⊕ P, where N contains all the nonsingular Jordan blocks of C and P contains all the nilpotent
Jordan blocks of C. Choose k large enough so that Pk = 0, and conclude that N must have an even size.
Write P ≡ P1 ⊕ P2, where P1 contains all the paired (nilpotent) Jordan blocks and P2 contains all the
unpaired (nilpotent) Jordan blocks. Notice that P2 must contain a largest block, say, of size t. If t > 1,
then rank(P2)
t−1 = 1, since P2 contains only one nilpotent Jordan block of size t and all the other
Jordan blocks in P2 are nilpotent but are of dimension smaller than t. Now, rank(P
t−1
1 ) is even, so that
rank(S − λI)t−1 is odd. This contradiction shows that t  1. If t = 1, then P2 contains only one Jordan
block, but this makes the size of S odd. Therefore, P2 is absent. Adding λI to the Jordan blocks of C
shows that the Jordan blocks of S corresponding to λ come in pairs. 
Suppose S ∈ M2n isφJ symmetric, then the Jordanblocksof S come inpairs, that is, S is similar toC ≡
N ⊕ NT . Because C is also φJ symmetric, it is now an easy consequence of the φJ polar decomposition
of a nonsingular matrix to show that S and C are φJ orthogonally similar (analogous to the fact that
two Hermitian or two skew-Hermitian matrices are similar if and only if they are unitarily similar, see
also [2,4]).
Let A ∈ M2n be given. Then AφJ(A) and φJ(A)A are both φJ symmetric and must each have an
even rank. If A = QS is a φJ polar decomposition of A, then rank(A) = rank(S) is even. Moreover, for
each nonnegative integer k, both A(φJ(A)A)
k and (φJ(A)A)
kφJ(A) have a φJ polar decomposition. The
example
A =
⎡
⎢⎢⎣
1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0
⎤
⎥⎥⎦ , B =
[
0 0
0 0
]
, and C ≡ A ⊕ B (3)
shows that A (nonsingular) and B (trivial) each have a φJ polar decomposition, however C does not
have a φJ polar decomposition: a direct calculation reveals that CφJ(C)C = E22 has rank 1.
Wenow show that every symplecticmatrix is a product of symplectic operationmatrices.We begin
with the following.
Lemma 6. Let A = [aij] ∈ M2n be given. Suppose that a11 /= 0. Then there exist symplectic P andQ ∈ M2n
so that PAQ = [1] ⊕ C. Each of P and Q is a product of symplectic operation matrices. In addition, if
A1 ≡ A ⊕ 02l , then there exist symplectic P1 and Q1 ∈ M2n+2l so that P1A1Q1 = ([1] ⊕ C) ⊕ 02l.
Proof. We show that there exists a product of symplectic column operation matrix Q ∈ M2n so that
the ﬁrst row of AQ is eT1 (here, e1 is the ﬁrst standard basis element).
First, notice that because a11 /= 0, we can use a Type AI elementary symplectic column operation
to make a11 = 1.
For each integer i, 2 i n, we use a Type AII elementary symplectic column operation to make
a1i = 0. For i = n + 1, we use a Type C1 column operation tomake a1,n+1 = 0. Now, for each integer i,
2 i n, use a Type B column operation to switch a1i and a1,n+i; and use a Type AII column operation
to make the new a1i = 0.
Notice that except for the ﬁrst step, the ﬁrst column of A remains unchanged; however, the ﬁrst
column of AQ is now eT1 (here, Q is the product of the elementary symplectic column operations).
Now, apply the same process to (the new) AT to get F1 = e1.
For the last assertion, we only need to look at the two cases l n and l < n. If l n, we do not need
to use a Type B column operation. 
Theorem 7. Every symplectic matrix is a product of symplectic operation matrices.
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Proof. Weapply a ﬁnite number of symplectic operations on a symplecticmatrix to obtain the identity
matrix. We use induction on the size 2n of the symplectic matrix.
First, consider n = 1 and supposeM = [mij] ∈ M2 is symplectic. BecauseM is nonsingular, the ﬁrst
columnofM, say F1 is nonzero. Ifm11 = 0, thenwe apply a Type B rowoperation onM (that is,N ≡ QM
for some symplectic operationmatrixQ ) so that n11 /= 0. Hence,wemay assume thatm11 /= 0. Lemma
6 guarantees that we can apply a ﬁnite number of symplectic operations on M (that is, N = PMQ for
some symplectic matrices P and Q , with P and Q products of symplectic operation matrices) to get
N =
[
1 0
0 a
]
, where a ∈ C. From Eq. (1), we have φJ2(N) =
[
a 0
0 1
]
. The equality NφJ2(N) = I2 now
shows that a = 1.
Suppose now that every symplectic matrix in M2n may be written as a product of symplectic
operation matrices. Let A ∈ M2(n+1)be symplectic. Then A is nonsingular and we may assume that
a11 /= 0. Lemma 6 now guarantees that there exist symplectic matrices P, Q ∈ M2(n+1) such that
B ≡ PAQ =
⎡
⎢⎢⎣
1 0 0 0
0 B11 b B12
0 cT x dT
0 B21 e B22
⎤
⎥⎥⎦ ,
where P and Q are products of symplectic operation matrices, b, c, d, e ∈ Cn and each Bij ∈ M2n. Now,
Eq. (1) guarantees that
φJ2(n+1) (B) =
⎡
⎢⎢⎢⎣
x eT 0 −bT
d BT22 0 −BT12
0 0 1 0
−c −BT21 0 BT11
⎤
⎥⎥⎥⎦ .
The equality BφJ2(n+1) (B) = I now shows that x = 1 and e = b = 0. Moreover, the equality φJ2(n+1)
(B)B = I shows that c = d = 0. Hence, B = I2  C where C = [Bij] ∈ M2n. Since B is symplectic and
since I2 is also symplectic, then Lemma 2 ensures that C is symplectic as well. The conclusion now
follows. 
3. Removal of dependence
When performing the Gram–Schmidt process on two nonparallel vectors, say, x1 and x2, we remove
that part of x2 that is parallel to x1.Wemake use of this notion and apply it in the context of symplectic
equivalence, that is, using symplectic matrix operations.
Deﬁnition 8. Let {Fi1 , . . . , Fit , Fh} be a set of columns of A ∈ Mn. Suppose that Fh =
∑t
j=1 ajFij , where
each aj ∈ C for j = 1, . . . , t. We say that we remove the dependence of Fh on Fik if we perform an
elementary column operation on A and in the resulting matrix having columns Gi, we have Gh =∑t
j=1 bjGij with bk = 0. Further, we say that we symplectically remove the dependence of Fh on Fik if we
used an elementary symplectic column operation. Removing the dependence of a row upon another
row is similarly deﬁned.
Let F1, . . . , Fl ∈ Cn be linearly independent. Suppose that each ofGl+1, . . . , Gn is in span {F1, . . . , Fl}
and suppose that A = [F1 . . . Fl Gl+1 . . . Gn]. Then, removing the dependence ofGk on each of Fi results
in the matrix B = [F1 . . . Fl 0 . . . 0].
Suppose that Fi, Ki, Gi, and Hi ∈ C2n (for the appropriate values of i), and set
A = [F1 . . . Fj Kj+1 . . . Kn Gn+1 . . . Gn+j Hn+j+1 . . .H2n] .
For each i, we can symplectically remove the dependence of Gi on Fi using a Type C1 column operation.
Similarly, we can symplectically remove the dependence of Fi on Gi using a Type C2 column operation.
If we use a Type AII symplectic column operation to remove the dependence of Hn+i on Gn+t , then Ft
is also changed by an addition of an appropriate multiple of Ki.
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Suppose that Hn+t = ∑ji=1 aiFi + ∑ni=j+1 aiKi. Then, we can symplectically remove the depen-
dence of Hn+t on {F1, . . . , Fj , Kj+1, . . . , Kn} by multiplying A (on the right) with the symplectic matrix
Q =
[
I B
0 I
]
, (4)
where B ∈ Mn is symmetric whose column t is bt = [−ai]ni=1, its row t is bTt , and all other entries
are 0. Symplectically removing the dependence of a column upon another column (or removing the
dependence of a row upon another row) preserves the existence of a φJ polar decomposition of a
matrix.
We use the following notations.
Notation 9. Let A ∈ M2n be given. We say that
1. A is of the form F(i, j) if the columns Fi+1, . . . , Fn are zero and the columns Fn+j+1, . . . , F2n are
also zero (or absent), where, i and j are integers satisfying 0 i, j n; that is, if A has the form
A = [F11 0 F13 0], where F11 ∈ M2n,i and F13 ∈ M2n,j . In particular, A is of the form F(i, n),
if the columns Fi+1, . . . , Fn of A are zero, that is, if A has the form A = [F11 0 F13 F14] .
2. A is of the form R(k, l) if AT is of the form F(k, l).
3. A is of the form R(i, j)F(k, l) if A is of the form both R(i, j) and F(k, l), that is, if A has the form
A =
⎡
⎢⎢⎣
A11 0 A13 0
0 0 0 0
A31 0 A33 0
0 0 0 0
⎤
⎥⎥⎦
where A11 ∈ Mi,k , A13 ∈ Mi,l , A31 ∈ Mj,k , and A33 ∈ Mj,l .
LetA ∈ M2n have rank2. Then there exists a symplecticQ ∈ M2n such thatAQ has the form F(1, 1)or
F(2, 0) (see [1, Lemma 4]). We generalize this result to the case when rank(A) = 2k and k < n.
Theorem 10. Suppose that A ∈ M2n has rank 2k, with k < n. Then there exist an integer i, with k i
min{n, 2k} and a symplectic Q ∈ M2n such that AQ has the form F(i, 2k − i).
Proof. Let A = [Ft] ∈ M2n be given. Set A1 ≡ [F1 . . . Fn] and A2 ≡ [Fn+1 . . . F2n]. It is without loss of gen-
erality to assume that l ≡ rank(A1) rank(A2) since AJ = [−A2 A1]. Moreover, becausewe can use a
TypeAIII symplectic columnoperation,wemay further assume that {F1, . . . , Fl} is linearly independent.
Now, symplectically remove the dependence of Fl+1 on each of F1,…, Fl , so that the resulting Fl+1 =
0. In this case, Fn+1, . . . , Fn+l are changed. Do the same for Fl+2, . . . , Fn to get B ≡ [F1 . . . Fl 0], that
is,
A = [F1 . . . Fl 0 . . . 0 Fn+1 . . . Fn+l Fn+l+1 . . . F2n] ∈ M2n.
SetP ≡ [Fn+1 . . . Fn+l] and setM ≡ [Fn+l+1 . . . F2n]. Suppose that there are (amaximumof)p columns
of P that can be added to the nonzero vectors in B that makes it still linearly independent, then there
are m ≡ 2k − p − l vectors in M that complete the 2k linearly independent vectors in A. Because we
may use a Type AIII symplectic column operation if necessary, we may assume that the p vectors in P
are Fn+1, . . . , Fn+p, and that them vectors inM are Fn+l+1,…, Fn+l+m.
Let A1 contain the ﬁrst l nonzero vectors in A; write P = [P1 P2], where P1 contains the ﬁrst p
vectors of P; and writeM = [M1 M2], whereM1 contains the ﬁrstm vectors ofM. The 2k vectors in
A1, in P1, and inM1 are linearly independent. The vectors in P2 are in the span of the vectors in A1 and
P1, while the vectors inM2 are in the span of the vectors in A1, P1, andM1:
A = [A1 0 P1 P2 M1 M2] .
Notice that A1 and P have the same dimensions, while 0 andM also have the same dimensions.
For each vector in M2, use Type AII symplectic column operations to remove the dependence of
the vector from each of the vectors in M1. The result is that the vectors in the new M2 are now linear
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combinations of vectors from A1 and P1 only. There is no other effect on A as adding multiples of the
0 vector to the columns of A1 leaves A1 unchanged.
Now, remove the dependence of each of the vectors inM2 from the vectors in P1, once again using
Type AII symplectic column operations. The process has no effect on A1, so that the vectors in A1, P1,
andM1 are still linearly independent. However, the vectors inM2 are now in the span of (the new) A1.
Next, remove the dependence of each vector inM2 from vectors in A1 using symplectic matrices of
the form (4). This process annihilates M2 and has no effect on the vectors in P since the process only
adds multiples of the 0 vector to vectors in P. Hence, we now have
A = [A1 0n−l P1 P2 M1 0n−l−m] . (5)
When P2 = 0, use Type B(t) symplectic column operations to switchM and 0n−l , and we have the
desired form for A.
Suppose P2 /= 0. We present a reduction using symplectic operations that results in a matrix with
similar form. First, remove the dependence of each vector in P2 on every vector in P1. The vectors in
A1 are affected, but these vectors remain linearly independent. Moreover, the vectors in (the new) P2
are now dependent on vectors in (the new) A1 only.
Use a symplectic matrix of the form (4) to remove the dependence of Fn+l (that is, the last column
of P2) on vectors in A1. This annihilates Fn+l . Look at Fn+l−1: remove the dependence of Fn+l−1 on
vectors in A1 except Fl (so as not to affect Fn+l). The result is that (the new) Fn+l−1 = αFl for some
α ∈ C.
If α /= 0, use a Type C2(− 1α , l, n + l) symplectic operation matrix to annihilate Fl . Now,
switch Fn+l−1 and Fn+p+1 (the corresponding columns of A1 also switch). Set B1 ≡ [F1 . . . Fl−1], set
G1 ≡ [P1 Fn+p+1] and G2 ≡ [Fn+p+2 . . . Fn+l−2 0]. Then
A = [B1 0n−l+1 G1 G2 M1 0n−l−m] (6)
has a similar form as Eq. (5): B1, G1, andM1 are linearly independent with 2k columns, the vectors in
G2 are dependent upon the vectors in B1 and G1.
If α = 0, remove the dependence of Fn+l−2 on vectors in A1\{Fl−1, Fl} (so as not to affect the zero
vectors Fn+l−1 and Fn+l). Now, we have (the new) Fn+l−2 = aFl−1 + bFl . If a = b = 0, then A still has
the same form as Eq. (5). If one of a or b is nonzero, then we may assume that b /= 0. Otherwise, use a
Type AIII symplectic column operation to switch Fl−1 and Fl (this also switches the two zero columns
Fn+l−1 and Fn+l). Use a Type C2(− 1b , l, n + l − 2) symplectic operation matrix and let (the new) A =
[Di]2ni=1. Then, Dl = − 1b Fn+l−2 + Fl = − ab Fl−1; Dl−2 = − 1b Fn+l + Fl−2 = Fl−2 (since Fn+l = 0); and
otherwise, Dt = Ft , in particular, Dl−1 = Fl−1. Use a Type AII( ab , l − 1, l) symplectic column operation
to annihilate Dl; in addition, Dn+l−1 is also added a multiple of Dn+l , but both of these vectors are
0. Now, switch Dn+l−2 and Dn+p+1 using Type AIII symplectic column operation so that Dl−2 is also
switched with Dp+1. Notice that the resulting A has the form (6).
The proof is ﬁnished by repeating the same reduction a ﬁnite number of times. 
LetA ∈ M2n have rank 2k. Then Theorem10 guarantees that there exist an integer j and a symplectic
Q ∈ M2n such that B ≡ AQ has the form F(j, 2k − j). Apply Theorem 10 on BT to get an integer i
and a symplectic P ∈ M2n and BTP has the form F(i, 2k − i), or that PTB has the form R(i, 2k − i).
Notice that the row structure (that is, the zero rows) of B is preserved since we are only taking linear
combinations of columns of B. Thus, B and A are symplectically equivalent to a matrix of the form
R(i, 2k − i)F(j, 2k − j).
Corollary 11. Let A ∈ M2n have rank2k,with k < n. Then there exist integers i, j,with k i, jmin{n, 2k}
and symplectic Q , P ∈ M2n such that PAQ has the form R(i, 2k − i)F(j, 2k − j).
If A ∈ M2n has a φJ polar decomposition, then AφJ(A) is similar to φJ(A)A, and they have the same
ranks.
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Theorem 12. Let A ∈ M2n have rank 2k, with k < n; suppose that the integers i, j satisfy k i, j
min{n, 2k}, and suppose that A has the form R(i, 2k − i)F(j, 2k − j). Then
1. rank(AφJ(A)) = 2(2k − j), and
2. rank(φJ(A)A) = 2(2k − i).
3. If i /= j, then AφJ(A) is not similar to φJ(A)A and A does not have a φJ polar decomposition.
Proof. Let A ∈ M2n have rank 2k. If
A =
⎡
⎢⎢⎣
W 0 X 0
0 0 0 0
Y 0 Z 0
0 0 0 0
⎤
⎥⎥⎦
has the form R(i, 2k − i)F(j, 2k − j), then
φJ(A) =
⎡
⎢⎢⎣
ZT 0 −XT 0
0 0 0 0
−YT 0 WT 0
0 0 0 0
⎤
⎥⎥⎦
has the form R(2k − j, j)F(2k − i, i). Moreover φJ(A) has the same rank as A. A calculation shows that
AφJ(A) has the form R(i, 2k − i)F(2k − i, i). Note that because k j, we have 2k − j j n.
Let
α = {1, . . . , i, n + 1, . . . , n + 2k − i},
α′ = {1, . . . , 2k − i, n + 1, . . . , n + i}, and
β = {1, . . . , j, n + 1, . . . , n + 2k − j}.
Then B = [AφJ(A)](α,α′) ∈ M2k has the same rank as AφJ(A). Now, C = A(α,β) ∈ M2k has rank 2k,
so that C is nonsingular; and D = φJ(A)(β ,α′) ∈ M2k has 2(2k − j)linearly independent rows, so that
rank(D) = 2(2k − j). Moreover, B = CD. Therefore, rank(AφJ(A)) = rank(B) = 2(2k − j).
Notice now that X ≡ JφJ(A)J is symplectically equivalent to φJ(A) and has the form R(j, 2k −
j)F(i, 2k − i). Now, φJ(A)A is similar to XφJ(X), and hence, rank(φJ(A)) = rank(XφJ(X)) = 2(2k − i).
When i /= j, then AφJ(A) is not similar to φJ(A)A and in this case, A does not have a φJ polar
decomposition. 
3.1. Rank 4 matrices
Let a positive integer n be given. If A ∈ M2n has rank 2, then there exist symplectic P,Q ∈ M2n such
that B ≡ PAQ has exactly one of the following four forms: (a) R(2, 0) F(2, 0), (b) R(1, 1) F(1, 1), (c)
R(2, 0) F(1, 1), and (d) R(1, 1) F(2, 0). If B has the form (c) or (d), then Theorem 12 guarantees that A
does not have aφJ polar decomposition. If B has the form (a), then B = C ⊕ 0, where C ∈ M2; if n = 1,
then A is nonsingular and has a φJ polar decomposition, and if n > 1, then Theorem 4 ensures that
B, and hence A, has a φJ polar decomposition. If B has the form (b), then B = C  0, where C ∈ M2 is
nonsingular. Theorem 3 guarantees that B, and hence A, has a φJ polar decomposition.
Let an integer n 2 be given, and suppose that A ∈ M2n has rank 4. Then Theorem 12 guarantees
that if A has a φJ polar decomposition then there exist symplectic P,Q ∈ M2n such that B ≡ PAQ has
only one of the following forms: (a) R(4, 0) F(4, 0), (b) R(3, 1) F(3, 1), or (c) R(2, 2) F(2, 2). If B has the
form (a), then n 4 and Theorem 4 ensures that B, and hence A, has a φJ polar decomposition. If B
has the form (c), then B = C  0, where C ∈ M4 is nonsingular and Theorem 3 guarantees that B, and
hence A, has a φJ polar decomposition.
Suppose that B has the form (b), that is,
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B =
⎡
⎢⎢⎣
W 0 x 0
0 0 0 0
yT 0 z 0
0 0 0 0
⎤
⎥⎥⎦ ,
whereW ∈ M3, x, y ∈ C3, and z ∈ C. Notice that n 3, and deﬁne
X = [x 0 0] , Y = [y 0 0] , Z =
⎡
⎣z 0 00 0 0
0 0 0
⎤
⎦ ∈ M3,
and C =
[
W X
YT Z
]
∈ M6. (7)
Then B = C  02(n−3). Hence, to determine the existence of a φJ polar decomposition of B, it is
sufﬁcient to determine the existence of a φJ polar decomposition of C.
Let
N1 ≡
⎡
⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 1 0 0
0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
, N2 ≡
⎡
⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0
0 0 0 1 0 0
0 0 1 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
,
and let N3 ≡
⎡
⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 t 0 0
0 0 0 0 0 0
0 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
,
where t ∈ C is nonzero; and set
N ≡ {N1,N2,N3}. (8)
Notice that N2 does not have a φJ polar decomposition (see Eq. (3)). Moreover, a direct calculation
shows that each of N1 and N3 has a φJ polar decomposition: N1 = S1Q1 and N3 = S3Q3, where
S1 ≡
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 1 0
0 0 0 −1 0 0
1 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
, Q1 ≡
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 0 1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1
−1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
,
and
S3 ≡
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
√
t 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 −1 0
0 0 0
√
t 0 0
0 0 0 0 0 0
0 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, Q3 ≡
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1√
t
0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 −1 0
0 0 0
√
t 0 0
0 0 −1 0 0 0
0 1 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
We now show that if positive integers k, n are given, if n 2k + 1, and if A ∈ M2n has rank 2k + 2
andhas the formR(2k + 1, 1) F(2k + 1, 1), thenA is symplectically equivalent toN  D, whereN ∈ N
andD = D1 ⊕ 0withD1 (and 0)∈ Mn−3.When n = 3,D is absent so that C in Eq. (7) is symplectically
equivalent to exactly one element of N .
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Such an A has the form
A =
⎡
⎢⎢⎣
G 0 x 0
0 0 0 0
yT 0 a 0
0 0 0 0
⎤
⎥⎥⎦ ,
where
1. G = [gij] ∈ M2k+1,
2. x = [xi] ∈ C2k+1,
3. y = [yi] ∈ C2k+1,
4. a ∈ C, and A1 ≡
[
G x
yT a
]
∈ M2k+2 is nonsingular.
First, assume that g11 = x1 = y1 = a = 0. Because A1 is nonsingular, R1 /= 0, that is, there is an
integer j, 2 j 2k + 1 for which g1j /= 0. It is without loss of generality to assume that g12 /= 0 since
we can always use a Type AIII symplectic column operation to switch columns. Now, use a Type AI
column operation to make g12 = 1. For j = 3, . . . , 2k + 1, use Type AII column operations to make
R1 = eT2. Notice that F2k+2, . . . , Fn and Fn+2, . . . , F2n are not affected.
Apply the same process on AT so that (the ﬁrst column of A) F1 = e2.
For j = 2, . . . , 2k + 1, remove the dependence of Fj upon F1, and remove the dependence of Rj
upon R1. Next, use a Type C1 column operation to remove the dependence of Fn+1 on F1; and use a
Type C1 row operation to remove the dependence of Rn+1 on R1. Now, we have RT1 = F1 = e2 and
RT2 = F2 = e1.
Because A1 is nonsingular, there is an integer j, 3 j 2k + 1 for which xj /= 0. It is again without
loss of generality to assume that x3 /= 0, and we may also assume that x3 = 1. For j = 4, . . . , 2k + 1,
use Type AII row operations to make Fn+1 = e3. Notice that the other rows are not affected. For j =
3, . . . , 2k + 1, use Type C2 column operations to remove the dependence of Fj upon Fn+1.
Apply the same process on AT to get RTn+1 = Fn+1 = e3 and RT3 = F3 = en+1. Notice now that
A = N1  D, where D = D1 ⊕ 0, D1 ∈ Mn−3 (0 and D1 have the same size) and D1 = D2 ⊕ 0, where
D2 ∈ M2k−2 is nonsingular (0 ∈ Mn−(2k+1)); if k > 1 and n = 2k + 1, thenD1 is nonsingular; if k = 1,
then D2 is absent; and if k = 1 and n = 3, then D is absent.
Suppose now that one of g11, x1, y1, or a is nonzero. Apply Type B column and row operations (if
necessary) tomake g11 /= 0. Apply Lemma (6) tomake RT1 = F1 = e1. Note that either (the new) a = 0
or a /= 0.
If a = 0, then there exists an integer j, 2 j 2k + 1 so that xj /= 0. Without loss of generality, we
may assume that x2 /= 0, and wemay assume further that x2 = 1. Use x2 (and symplectic operations)
to annihilate x3, . . . , x2k+1; and for j = 2, . . . , 2k + 1, remove the dependence of Fj on Fn+1. Repeat
the process on AT . Finally, make RT3 = F3 = e3, and notice that A = N2  D.
If a /= 0, then we make RTn+1 = Fn+1 = aen+1. Then, we make RT2 = F2 = e2 and RT3 = F3 = e3.
Notice now that A = N3  D.
Lemma 13. Let positive integers k, n be given, let n 2k + 1, and let A ∈ M2n have rank 2k + 2. Suppose
further that A is symplectically equivalent to amatrix having the formR(2k + 1, 1)F(2k + 1, 1). Then there
exist symplectic P,Q ∈ M2n, an N ∈ N , and a nonsingular D2 ∈ M2k−2 such that D1 = D2 ⊕ 0n−(2k+1)
(if k > 1 and n = 2k + 1, then D1 is nonsingular; if k = 1, then D2 is absent), D = D1 ⊕ 0 (both 0 and
D1 ∈ Mn−3, and if k = 1 and n = 3, then D is absent) and PAQ = N  D.
When N = N2 then N does not have a φJ polar decomposition, while if N = N1 or N = N3, then N
has aφJ polar decomposition. IfD is present, thenD has aφJ polar decomposition. Hence, the existence
of the φJ polar decomposition of A (in Lemma (13)) is dependent only on the existence of the φJ polar
decomposition of N.
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Theorem 14. Letan integern 2begivenand letA ∈ M2n have rank4.ThenAhasaφJ polardecomposition
if and only if A is symplectically equivalent to a matrix having the form
1. R(4, 0)F(4, 0), or
2. R(2, 2)F(2, 2), or
3. R(3, 1)F(3, 1) and A is symplectically equivalent to N1  0 or N3  0.
The following is a direct consequence of Theorem 14 and [1, Theorem 6].
Corollary 15. Let A ∈ M2n have rank at most 4. Then A has a φJ polar decomposition if and only if AφJ(A)
is similar to φJ(A)A and rank(AφJ(A)A) is even.
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