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Introduzione
L’idea affascinante che il nostro mondo possieda dimensioni spaziali extra e
che la materia ordinaria sia confinata in una sotto–varieta` tridimensionale di
uno spazio superiore (il bulk) ha ricevuto un notevole e rinnovato interesse
sin dalla sua prima formulazione da parte di Kaluza e Klein negli anni ’20 del
secolo scorso [1]. La motivazione principale che alimenta tale scenario ancora
oggi e` fornita dalle teorie fondamentali di stringa che, espresse in uno spazio–
tempo con piu` di quattro dimensioni, includono in maniera promettente in
un’unica formulazione la gravita` e le altre teorie di campo1. Un secondo
aspetto altrettanto rilevante che contribuisce ad attrarre l’attenzione sugli
spazi multidimensionali e` la costruzione di teorie fenomenologiche con di-
mensioni extra infinite o compattificate [2, 7, 8] che ambiscono a risolvere
il problema delle gerarchie [3, 4] e della costante cosmologica [6, 9]. Queste
teorie mostrano inoltre la possibilta` che gli effetti delle dimensioni extra siano
osservabili a scale di energie prossime a quelle raggiunte dagli esperimenti in
corso o in costruzione [4, 5]. La sotto–varieta` che costituisce “il mondo in cui
viviamo” e` solitamente identificata con il concetto di brana, un (iper)piano
che separa il bulk in due semi–spazi non comunicanti tra loro. In tal caso lo
scenario descritto si indica suggestivamente con l’espressione brane–world.
In questo lavoro sostituiamo il concetto di brana con il concetto piu` ge-
nerale di difetto, o impurita`, cioe` un piano capace di riflettere e trasmettere
senza dissipazione da una parte all’altra della sua superficie segnali che si
1In realta` anche la teoria di Kaluza–Klein si proponeva come una teoria che unificasse
la gravita` e l’elettromagnetismo, le uniche interazioni fondamentali allora conosciute.
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propagano nel bulk [22, 23]. Poiche´ nel limite di trasmissione nulla e pura
riflessione si ottiene nuovamente la brana, il concetto di difetto ne costituisce
una vera estensione.
Dal punto di vista della costruzione di una teoria quantistica di campo
nel bulk, la presenza dell’impurita` viene codificata attraverso la deformazione
dell’algebra canonica degli operatori di creazione e di distruzione, con l’in-
troduzione di matrici non banali di riflessione e di trasmissione nelle regole
di commutazione [20], [22], [23].
Uno degli aspetti piu` importanti discussi nella tesi e` il meccanismo di
induzione (proiezione) di un campo di bulk sulla superficie del difetto. A
tale proposito il campo indotto sull’impurita` si configura come un campo
quantistico generalizzato, frutto di una sovrapposizione continua di modi di
Kaluza–Klein di cui e` determinata la misura spettrale. Ai modi continui
si aggiungono contributi puntiformi provenienti dalla eventuale presenza di
stati legati localizzati sull’impurita`. La presenza di tali stati localizzati sul
difetto e i conseguenti contributi discreti allo spettro di massa rivestono un
certo interesse perche´ sono presenti anche nello scenario con le brane, dove
sono un ingrediente essenziale per la determinazione della corretta legge di
Newton a scale verificate dagli esperimenti [8, 9].
Nello studio del campo indotto sul difetto particolare accento e` messo sul
legame tra la localita` e la canonicita` del campo di bulk con quelle del campo
proiettato, nonche´ l’impatto su quest’ultimo della violazione delle regole di
commutazione canonica nel bulk. Sono illustrati nello specifico sia esempi di
campi locali indotti sul difetto da campi locali nel bulk, che esempi di campi
indotti ancora locali ma provenienti da campi di bulk non locali.
Uno degli aspetti piu` interessanti dell’indagine dei campi in presenza di
difetti e` fornito inoltre dalla ecletticita` del formalismo adottato, che per-
mette di passare dallo studio in spazi con dimensioni extra a spazi mono–
e bi–dimensionali nell’ambito di teorie a basse energie in stato solido e nei
fenomeni critici. La presenza di un difetto nel bulk potrebbe infatti mo-
dellizzare la presenza di impurita` come atomi o molecole in un reticolo o
7la superficie di contatto tra materiali o fasi diverse. A tale proposito sono
determinate (a temperatura finita) la densita` di carica e la conduttivita` per
un campo scalare in un bulk che presenta un difetto puntiforme. Per quan-
to riguarda le proprieta` critiche dei campi, un campo scalare indotto su un
difetto costituisce un modello consistente di teoria non canonica locale con
un’interazione a lungo raggio [26] responsabile della rottura spontanea della
simmetria O(N) in superfici bidimensionali, e della manifestazione di una
classe di esponenti critici non usuale nell’ambito del modello grande N.
Il lavoro e` cos`ı organizzato: nel capitolo 1 e` introdotto il formalismo ge-
nerale, e` discussa la quantizzazione di un campo scalare nel bulk in presenza
di un difetto, e` determinata la funzione di correlazione a due punti in rap-
presentazione di Fock e a temperatura finita; nel capitolo 2 sono studiati
in modo originale il meccanismo di induzione dei campi di bulk sui difetti
e le relative proprieta` di localita` e canonicita`; il capitolo 3 e` riservato alla
discussione delle applicazioni fisiche e alla costruzione di nuovi modelli con i
risultati ottenuti nei capitoli precedenti, sia nell’ambito delle teorie di campo
con dimensioni extra che nell’ambito delle basse energie; il capitolo 4 contiene
infine le conclusioni e le prospettive di studi futuri.

Capitolo 1
Campi in presenza di difetti
Un difetto, o impurita`, e` una (iper)superficie immersa in uno spazio–tempo
piu` grande, il bulk, che modifica la dinamica dei campi liberi: una particella
che incontra l’impurita` puo` essere riflessa oppure trasmessa. Essenzialmente
la matrice S valutata su stati asintotici in e out per particelle libere risulta
non banale in〈k|S|p〉in 6= δ(k− p).
Questo suggerisce di deformare l’algebra canonica degli operatori di cre-
azione e di distruzione, e di introdurre un opportuno formalismo algebrico
che tenga conto del ruolo dell’impurita`. Questo formalismo, introdotto e
subito esteso a casi piu` generali nei lavori [22, 23, 25], mostra il vantaggio
rispetto a trattazioni precedenti troppo restrittive [20, 21] di non imporre
necessariamente l’invarianza di Lorentz nella direzione ortogonale alla su-
perficie difetto. La rottura della simmetria traslazionale nella dimensione
extra non sorprende poiche´ gioca un ruolo essenziale in tutte le teorie con
dimensioni superiori non osservate, come nelle teorie di Kaluza–Klein con
dimensioni extra compattificate. Nella nostra trattazione il modello di bulk
scelto appartiene alla classe di teorie con dimensioni non compattificate che
ben si presta sia allo studio nell’ambito delle alte energie [2, 8, 15], che delle
basse energie in materia condensata [18, 19] e nei fenomeni critici [26].
Nelle prossime sezioni saranno determinate, per difetti puntiformi prima,
per difetti (d+ 1)–dimensionali poi, la struttura algebrica degli operatori di
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creazione e di distruzione in termini di matrici di riflessione e di trasmissione,
sara` costruito esplicitamente il campo quantistico e ricavata la funzione di
correlazione a due punti sia nella rappresentazione di Fock che a temperatura
finita.
1.1 Difetti puntiformi
Discutiamo la quantizzazione di un campo di un bulk (1 + 1)–dimensionale
con la presenza di un difetto puntiforme (0 + 1)–dimensionale. Per essere
piu` espliciti introduciamo la varieta` M = R × (R \ {0}) con le coordinate
(t, y) ∈ M e la metrica piatta diag g = (1,−1): lo spazio di bulk M e`
l’usuale spazio-tempo minkowskiano (1+1)–dimensionale privato della retta
y = 0 che individua il difetto. Consideriamo un campo scalare reale massivo
Φ(t, y) che soddisfa l’equazione di Klein–Gordon nel bulk
[∂2t − ∂2y +M2]Φ(t, y) = 0 , y 6= 0 (1.1)
con le regole di commutazione canoniche standard
[Φ(0, y1),Φ(0, y2)] = 0 , [∂tΦ(0, y1),Φ(0, y2)] = −iδ(y1 − y2) . (1.2)
1.1.1 Condizioni al bordo
La soluzione delle equazioni (1.1), (1.2) in M non e` unica, diversamente da
quanto accade nello spazio-tempo di Minkowski dove l’equazione di Klein–
Gordon vale per ogni y. Dal punto di vista “fisico” un’onda che viaggia
nel bulk a destra dell’impurita` deve sapere come raccordarsi con l’onda che
viaggia a sinistra quando incontra il difetto; tale informazione non e` tuttavia
codificata ne´ nell’equazione di Klein–Gordon ne´ nelle regole di commutazione
canonica (che costituiscono i dati iniziali) e puo` essere fissata a mano con
grande liberta`. Poiche´ le equazioni (1.1) e (1.2) costituiscono un sistema del
secondo ordine ci aspettiamo condizioni fino alla derivata prima(
Φ(t,+0)
∂yΦ(t,+0)
)
=
(
a b
c d
)(
Φ(t,−0)
∂yΦ(t,−0)
)
, ∀t ∈ R , (1.3)
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con la notazione Φ(t,±0) ≡ limy→±0Φ(t, y). I parametri reali (a, b, c, d)
specificano le condizioni di raccordo del campo e quindi caratterizzano il
comportamento del difetto.
Dal punto di vista matematico l’operatore −∂2y , definito sullo spazio
C∞0 (R \ {0}) delle funzioni lisce a supporto compatto separate dall’origi-
ne y = 0, non e` autoaggiunto; tuttavia la sua chiusura ammette estensioni
autoaggiunte [10, 11] parametrizzate dalla famiglia
{(a, b, c, d; ²) : ad− bc = 1, ²² = 1, a, . . . ,∈ R, ² ∈ C} , (1.4)
dove la linea sopra la lettera ² indica la coniugazione complessa. Poiche´
siamo interessati ad un campo reale, il parametro ², che entra come una fase
nelle equazioni di raccordo, puo` assumere solamente i valori ±1. La scelta
² = −1 puo` essere assorbita nei parametri (a, b, c, d) e quindi la famiglia delle
estensioni autoaggiunte si riduce al seguente insieme
Γ = {γ = (a, b, c, d) : ad− bc = 1, a, . . . , d ∈ R} . (1.5)
Ogni scelta γ ∈ Γ definisce un’unica soluzione delle equazioni (1.1), (1.2),
che obbedisce alle condizioni di bordo(
Φ(t,+0)
∂yΦ(t,+0)
)
=
(
a b
c d
)(
Φ(t,−0)
∂yΦ(t,−0)
)
, ∀t ∈ R . (1.6)
L’ importante vincolo
ad− bc = 1 (1.7)
che rende Γ un gruppo a 3 parametri liberi prende il nome di condizione di
non dissipazione: tale nomenclatura sara` giustificata in seguito dalla unita-
rieta` della matrice S e dalla conservazione del flusso di densita` di energia
(sezione 3.1.1) attraverso la superficie del difetto.
Le condizioni di bordo (1.6) sul difetto possono essere implementate in
forma lagrangiana [12], [13] attraverso l’introduzione di un potenziale esterno
V (y) che modellizza l’interazione delle particelle con l’impurita`: gli esempi
piu` importanti sono costituiti dall’impurita` delta γ = (1, 0, 2η, 1)
L = 1
2
[(∂tΦ)
2(t, y)− (∂yΦ)2(t, y)−M2Φ2(t, y)− 2ηδ(y)Φ2(t, y)] , (1.8)
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e dall’impurita` delta primo γ = (1, 2ξ, 0, 1)
L = 1
2
[(∂tΦ)
2(t, y)− (∂yΦ)2(t, y)−M2Φ2(t, y)− 2ξδ′(y)Φ2(t, y)] , (1.9)
per le quali si osserva che i parametri di raccordo c = 2η e b = 2ξ costituiscono
rispettivamente le costanti di accoppiamento tra difetto e campo.
1.1.2 Quantizzazione con l’impurita` delta
Prima di discutere il caso generale di quantizzazione del campo Φ(t, y) in
presenza di un difetto puntiforme in y = 0, esploriamo il procedimento con
lo specifico ed importante esempio dell’impurita` delta (1.8) con le condizioni
al bordo γ = γη ≡ (1, 0, 2η, 1), trattato in dettaglio in [23].
Determiniamo dunque le autofunzioni ψ(y) dell’operatore K = −∂2y+M2
che soddisfano le condizioni al bordo1
ψ(+0) = ψ(−0) ≡ ψ(0) , (1.10)
∂yψ(+0)− ∂yψ(−0) = 2ηψ(0) . (1.11)
Un insieme ortogonale di tali autofunzioni {ψ±k (y) : k ∈ R} e` il seguente
ψ±k (y) = θ(∓k){θ(∓y)T (∓k)eiky + θ(±y)[eiky +R(∓k)e−iky]} , (1.12)
dove θ e` l’usuale funzione di Heaviside e
T (k) =
k
k + iη
, R(k) =
−iη
k + iη
. (1.13)
La famiglia {ψ±−k(y) : k ∈ R} e` anch’essa ortogonale.
Per η ≥ 0, ovvero in presenza della cosidetta impurita` delta repulsiva, i
sistemi {ψ±k (y) : k ∈ R} e {ψ
±
−k(y) : k ∈ R} sono separatamente completi
in L2(R). Per η < 0, ovvero per un’impurita` delta attrattiva, e` presente una
ulteriore autofunzione
ψb(y) = θ(−η)
√
|η|eη|y| (1.14)
1In maniera equivalente, per quanto detto nella sezione precedente, possiamo cercare
le autofunzioni dell’operatore autoaggiunto K = −∂2y +M2 + 2ηδ(y).
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ortogonale a {ψ±k (y) : k ∈ R} e {ψ
±
−k(y) : k ∈ R}, che costituisce uno stato
legato localizzato sul difetto y = 0. L’energia di ψb e` E =
√−η2 +M2,
avendo cura di restringere il dominio di η a
η ≥ −M (1.15)
per evitare valori immaginari dell’energia. Per M = 0 non sono dunque
presenti stati legati stabili.
Possiamo interpretare asintoticamente ψ±k (y) come onde entranti dal-
l’infinito con impulso k 6= 0 che viaggiano in R± verso il difetto, infatti
risulta
lim
x→±∞
[ψ±k (y)− eikx] = 0 (1.16)
in seguito al limite debole
lim
x→±∞
e±ikx
k + i²
= 0 , ² > 0 . (1.17)
Analoghe considerazioni possono essere fatte per ψ
±
−k(y). Scegliamo dunque
come base di stati in e out i vettori
|k〉in = ψ+k (y) + ψ−k (y) , |k〉out = ψ
+
−k(y) + ψ
−
−k(y) , (1.18)
e definiamo operatore di scattering quello che fa passare dall’uno all’altro
S(1)|k〉out = |k〉in . (1.19)
Per costruzione, l’operatore S(1) e` unitario in L2(R) se η ≥ 0, altrimenti lo e`
nel complemento ortogonale allo stato legato ψb.
Come annunciato all’inizio del capitolo l’ampiezza di transizione tra gli
stati una particella e` non banale
out〈p|k〉in = out〈p|S(1)|k〉out = [θ(p)T (p) + θ(−p)T (−p)]2piδ(p− k)
+ [θ(p)R(p) + θ(−p)R(−p)]2piδ(p+ k) , (1.20)
e chiarisce il significato fisico di T ed R definiti in (1.13), i quali rappresen-
tano infatti le ampiezze di trasmissione e riflessione delle particelle entranti.
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Osserviamo che la dipendenza da p+k nell’ampiezza (1.20) rompe l’invarian-
za per traslazioni e trasformazioni di Lorentz. Il polo in k = −iη conferma
la presenza di uno stato legato per η < 0 (semi–piano complesso superiore)
e di risonanza per η > 0 (semi–piano complesso inferiore).
Adesso non resta che introdurre un’algebra opportuna con la quale costru-
ire il campo nel bulk. La CB–algebra, introdotta ed estesa nei lavori [22, 23],
risulta adatta a questo scopo. I generatori {aα(k), a∗α(k) : α = ±, k ∈ R}
dell’algebra CB, cioe` gli operatori di creazione e di distruzione, soddisfano le
regole di commutazione
[aα(k1), aβ(k2)] = 0 (1.21)
[a∗α(k1), a∗β(k2)] = 0 (1.22)
[aα(k1), a
∗β(k2)] = [δβα+T
β
α (k1)]2piδ(k1− k2)1+Rβα(k1)2piδ(k1+ k2)1 (1.23)
dove sono introdotte le matrici di trasmissione e di riflessione
T =
(
0 T (k)
T (k) 0
)
, R =
(
R(k) 0
0 R(k)
)
. (1.24)
La presenza del difetto e` codificata dalla presenza di T ed R nel lato destro
della (1.23) e dalle condizioni
aα(k) = T βα (k)aβ(k) +Rβα(k)aβ(−k) (1.25)
a∗α(k) = a∗β(k)T αβ (k) + a∗β(−k)Rαβ(−k)
che i generatori dell’algebra soddisfano (la somma sugli indici ripetuti e`
sottintesa).
Riferendoci per i dettagli della costruzione della rappresentazione di Fock
a [23], consideriamo lo stato di vuoto |0〉 per cui aβ(k)|0〉 = 0: il valore di
aspettazione sul vuoto
〈0|as(p)(p)a∗−s(k)(k)|0〉 , s(p) = sign(p) (1.26)
riproduce esattamente l’ampiezza di transizione (1.20) tra stati ad una par-
ticella, nonche´ le sue generalizzazioni a piu` particelle. L’algebra CB fornisce
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dunque un adeguato ambiente algebrico per costruire il campo di bulk. Na-
turalmente la eventuale presenza dello stato legato ψb si riflette con l’intro-
duzione di ulteriori generatori {b, b∗} che commutano con CB e soddisfano le
regole di commutazione canoniche
[b, b] = 0 , [b∗, b∗] = 0 , [b, b∗] = 1 . (1.27)
Adesso che abbiamo costruito tutti i tasselli per quantizzare il campo
di bulk Φ(t, y), scriviamo in termini dei generatori {aα(k), a∗α(k)} e {b, b∗}
l’unica soluzione
Φ(t, y) = Φ+(t, y) + Φ−(t, y) + Φb(t, y) (1.28)
dell’equazione di Klein–Gordon
[∂2t − ∂2y +M2]Φ(t, y) = 0 , y 6= 0 (1.29)
con condizioni iniziali
[Φ(0, y1),Φ(0, y2)] = 0 , [∂tΦ(0, y1),Φ(0, y2)] = −iδ(y1 − y2) (1.30)
che soddisfa le condizioni al bordo
Φ(+0) = Φ(−0) ≡ Φ(0) , (1.31)
∂yΦ(+0)− ∂yΦ(−0) = 2ηΦ(0) , (1.32)
dove
Φ±(t, y) =
∫ +∞
−∞
dk
2pi
√
2ω(k)
[a∗±(k)ψ
±
k (y)e
iω(k)t+a±(k)ψ±k (y)e
−iω(k)t] (1.33)
Φb(t, y) =
1√
2ω(iη)
[b∗eiω(iη)t + be−iω(iη)t]ψb(y) , (1.34)
e ω(k) =
√
M2 + k2. Le condizioni (1.25) permettono di riscrivere il campo
Φ± nel modo seguente
Φ±(t, y) = θ(±y)
∫ +∞
−∞
dk
2pi
√
2ω(k)
[a∗±(k)eiω(k)t + a±(k)e−iω(k)t] + Φb(t, y) .
(1.35)
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Dalle espressioni precedenti e dalle regole di commutazione dei generatori
della CB–algebra segue l’espressione per la funzione a due punti2
W (t1, y1, t2, y2) = 〈Φ(t1, y1)Φ(t2, y2)〉 = (1.36)∫ +∞
−∞
dk
4piω(k)
e−iω(k)t12{θ(y1)θ(−y2)T (k)eiky12 + θ(−y1)θ(y2)T (k)eiky12
+θ(y1)θ(y2)[e
iky12 +R(k)eikey12 ] + θ(−y1)θ(−y2)[eiky12 +R(k)eikey12 ]}
+ 1
2ω(iη)
e−iω(k)t12ψb(y1)ψb(y2) ,
dove t12 = t1− t2, y12 = y1−y2, y˜12 = y1+y2. La funzione a due punti (1.36)
conclude l’analisi dell’impurita` delta in y = 0 poiche´ determina totalmente
la teoria del campo libero nel bulk.
1.1.3 Quantizzazione con difetti puntiformi
Lo studio della quantizzazione in presenza di un’impurita` delta, eseguito nel-
la sezione precedente, ha messo in luce alcuni aspetti che sono presenti anche
nella trattazione generale dei difetti: l’eventuale presenza di stati legati sul
difetto in funzione dei coefficienti γ = (a, b, c, d) che specificano le condizioni
al bordo; un’algebra degli operatori di creazione e di distruzione frutto del-
la deformazione di quella canonica attraverso l’introduzione di matrici di
trasmissione e di riflessione; una funzione di correlazione a due punti in cui
e` rotta l’invarianza per traslazioni e trasformazioni di lorentz nella direzione
ortogonale al difetto.
Come nella sezione precedente determiniamo la soluzione dell’equazione
di Klein–Gordon
[∂2t − ∂2y +M2]Φ(t, y) = 0 , y 6= 0 (1.37)
per un campo scalare reale nel bulkM = R×(R\{0}), che soddisfi le regole
di commutazione canoniche
[Φ(0, y1),Φ(0, y2)] = 0 , [∂tΦ(0, y1),Φ(0, y2)] = −iδ(y1 − y2) , (1.38)
2D’ora in poi sottintenderemo lo 0 che indica lo stato di vuoto nei bra e nei ket.
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con le generali condizioni di raccordo γ = (a, b, c, d) sul difetto posizionato
in y = 0 (
Φ(t,+0)
∂yΦ(t,+0)
)
=
(
a b
c d
)(
Φ(t,−0)
∂yΦ(t,−0)
)
(1.39)
per ogni t ∈ R. Cerchiamo innanzitutto un sistema ortonormale di autofun-
zioni per l’estensione autoaggiunta {−∂2y , γ}: tale sistema e` fornito [24] dagli
stati di scattering
ψ+k (y) = θ(−k){θ(−y)T+− (k)eiky + θ(y)[eiky +R++(−k)e−iky]} (1.40)
ψ−k (y) = θ(k){θ(y)T−+ (k)eiky + θ(−y)[eiky +R−−(−k)e−iky]} , (1.41)
dove θ e` la funzione di Heaviside standard e
T+− (k) =
−2ik
bk2 − i(a+ d)k − c , T
−
+ (k) =
2ik
bk2 + i(a+ d)k − c , (1.42)
R++(k) =
bk2 + i(a− d)k + c
bk2 + i(a+ d)k − c , R
−
−(k) =
bk2 + i(a− d)k + c
bk2 − i(a+ d)k − c , (1.43)
sono i coefficienti di trasmissione e riflessione dell’impurita`. Gli stati di
scattering costituiscono un insieme completo se non sono presenti stati legati.
La presenza di stati legati si manifesta come poli nel semi–piano complesso
superiore della matrice S. Lo studio di tali poli e` stato eseguito in [24] dove e`
stata introdotta inoltre la conveniente partizione dello spazio delle condizioni
al bordo Γ in tre sottinsiemi
Γ0 = {b < 0, r+ ≥ 0} ∪ {b = 0, r0 ≥ 0} ∪ {b > 0, r− ≥ 0} , (1.44)
Γ1 = {b < 0, r+ < 0 ≤ r−} ∪ {b = 0, r0 < 0} ∪ {b > 0, r− < 0 ≤ r+} ,
Γ2 = {b < 0, r− < 0} ∪ {b > 0, r+ < 0} ,
Γ = Γ0 ∪ Γ1 ∪ Γ2 ,
con
r0 =
c
a+ d
, r± =
a+ d±√(a− d)2 + 4
2b
, (1.45)
cosicche´ risulti chiara la presenza e il numero degli stati legati specificato
dall’indice n di Γn. Per γ ∈ Γ0 gli stati di scattering ψ±k (y) sono un insieme
completo; per γ ∈ Γ1 o γ ∈ Γ2 dobbiamo aggiungere rispettivamente una o
due autofunzioni.
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Quantizzazione senza stati legati In primo luogo concentriamoci su
condizioni al bordo γ ∈ Γ0 che non conducono a stati legati. In tal caso
introduciamo nuovamente l’algebra CB generata dagli operatori di creazione
e di distruzione {aα(k), a∗α(k) : α = ±, k ∈ R} con regole di commutazione
[aα(k1), aβ(k2)] = 0 (1.46)
[a∗α(k1), a∗β(k2)] = 0 (1.47)
[aα(k1), a
∗β(k2)] = [δβα+T
β
α (k1)]2piδ(k1− k2)1+Rβα(k1)2piδ(k1+ k2)1 (1.48)
che coinvolgono le matrici di trasmissione e di riflessione
T =
(
0 T−+ (k)
T+− (k) 0
)
, R =
(
R++(k) 0
0 R−−(k)
)
, (1.49)
che a loro volta soddisfano [10, 23] le condizioni di analiticita` hermitiana
T (k)† = T (k) , R(k)† = R(−k) , (1.50)
e di unitarieta`
T (k)T (k) +R(k)R(−k) = 1 , (1.51)
T (k)R(k) +R(k)T (−k) = 0 . (1.52)
Sui generatori {aα(k), a∗α(k)} sono poste inoltre le condizioni
aα(k) = T βα (k)aβ(k) +Rβα(k)aβ(−k) (1.53)
a∗α(k) = a∗β(k)T αβ (k) + a∗β(−k)Rαβ(−k) ,
legate ad un peculiare automorfismo stabilito in [23].
Come nella sezione precedente per l’impurita` delta repulsiva, l’unica so-
luzione del problema (1.37), (1.38), (1.39) per γ ∈ Γ0 e` data dalla decompo-
sizione
Φ(t, y) = Φ+(t, y) + Φ−(t, y) , (1.54)
Φ±(t, y) =
∫ +∞
−∞
dk
2pi
√
2ω(k)
[a∗±(k)ψ
±
k (y)e
iω(k)t + a±(k)ψ±k (y)e
−iω(k)t]
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dove ω(k) =
√
k2 +M2. La condizione (1.53) e la seguente permettono di
riscrivere3
Φ±(t, y) = θ(±y)
∫ +∞
−∞
dk
2pi
√
2ω(k)
[a∗±(k)eiω(k)t + a±(k)e−iω(k)t] . (1.55)
La funzione di correlazione a due punti in rappresentazione di Fock, che
determina completamente la teoria libera in presenza del difetto (0 + 1)-
dimensionale posizionato in y = 0, e` data dalla seguente espressione
W (t1, y1; t2, y2) = 〈Φ(t1, y1)Φ(t2, y2)〉 =
∫ +∞
−∞
dk
4piω(k)
e−iω(k)t12E(k; y1, y2; γ)
(1.56)
dove
E(k; y1, y2; γ) = θ(y1)θ(−y2)T−+ (k)eiky12 (1.57)
+ θ(−y1)θ(y2)T+− (k)eiky12
+ θ(y1)θ(y2)[e
iky12 +R++(k)e
ikey12 ]
+ θ(−y1)θ(−y2)[eiky12 +R−−(k)eikey12 ] ,
e
t12 = t1 − t2 , y12 = y1 − y2 , y˜12 = y1 + y2 . (1.58)
Come ci aspettiamo per condizioni di raccordo banali γ0 = (1, 0, 0, 1) l’es-
pressione per E(k; y1, y2; γ) si riduce a
E(k; y1, y2; γ0) = e
iky12 . (1.59)
Osserviamo che l’espressione (1.56) e` invariante sotto traslazioni tem-
porali (da cui segue la conservazione dell’energia) ma non sotto traslazioni
spaziali ne´ trasformazioni di Lorentz (pur mantenendo la relazione di disper-
sione relativistica ω2(k) = k2 +M2). La teoria non e` in generale neppure
invariante sotto la trasformazione y → −y poiche´ le condizioni al bordo (1.39)
non lo sono, eccetto il caso in cui
a = d . (1.60)
Tale condizione sui coefficienti γ garantisce dunque l’invarianza per parita`.
3Il ragionamento puo` essere invertito: richieste le (1.53) e la (1.55), imponendo le
condizioni al bordo, si determinano i coefficienti (1.42), (1.43) di trasmissione e riflessione.
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Quantizzazione in presenza di stati legati Passiamo a discutere la
quantizzazione nel caso in cui γ ∈ Γ1 ∪ Γ2. Essenzialmente ripercorriamo la
strada fatta nella sezione 1.1.2 quando l’impurita` delta risultava attrattiva:
introduciamo cioe` nuovi operatori di creazione e di distruzione associati alle
autofunzioni degli stati legati in aggiunta ai generatori dell’algebra CB.
Per un solo stato legato, γ ∈ Γ1, la nuova autofunzione χ(y) dell’operatore
{−∂2y , γ} risulta
χ(y) =

√|r0|e|y|r0 , b = 0 ,√|r+|e|y|r+ , b < 0 ,√|r−|e|y|r− , b > 0 , (1.61)
con rσ dato in (1.45). Per tenere conto del nuovo grado di liberta` nella
costruzione del campo Φ(t, y) dobbiamo considerare gli operatori di creazione
e di distruzione {b, b∗} dello stato legato, che commutano con la CB–algebra
e soddisfano le regole di commutazione canonica
[b,b] = [b
∗, b∗] = 0 , [b, b∗] = 1 . (1.62)
Il campo scalare di bulk ottiene dunque la decomposizione
Φ(t, y) = Φ+(t, y) + Φ−(t, y) + Φb(t, y) , (1.63)
dove
Φb(t, y) =
1√
2ω
(b∗eiωt+ be−iωt)χ(y) , ω =

√
M2 − r20 , b = 0 ,√
M2 − r2+ , b < 0 ,√
M2 − r2− , b > 0 .
(1.64)
Segue immediatamente la nuova funzione di correlazione
W (t1, y1; t2, y2) = W (t1, y1; t2, y2)γ∈Γ0 +
1
2ω
e−it12ωχ(y1)χ(y2) (1.65)
che ha un contributo in piu` rispetto al caso senza stati legati.
Per γ ∈ Γ2 le autofunzioni da aggiungere per completare il sistema di
autovettori sono due
χ±(y) =
√
|r±|e|y|r± . (1.66)
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In maniera analoga a quanto appena svolto per il caso con un solo stato
legato, si introducono gli operatori di creazione e distruzione degli stati legati,
che commutano con la CB–algebra e soddisfano le seguenti
[bσ, bσ′ ] = [b
∗σ, b∗σ
′
] = 0 , [bσ, b
∗σ′ ] = δσ
′
σ , σ, σ
′ = ± . (1.67)
Il campo scalare di bulk ottiene ancora la decomposizione (1.63), con il nuovo
contributo Φb(t, y) degli stati legati
Φb(t, y) =
∑
σ=±
1√
2ωσ
(b∗σeiωσt + bσe−iωσt)χσ(y) , ω± =
√
M2 − r2± , (1.68)
e quindi la funzione di correlazione a due punti in rappresentazione di Fock
W (t1, y1; t2, y2) = W (t1, y1; t2, y2)γ∈Γ0+
∑
σ=±
1
2ωσ
e−it12ωσχσ(y1)χσ(y2) . (1.69)
Osserviamo che le espressioni per l’energia ω e ω± degli stati legati con-
ducono a restringere il dominio di variazione di γ a Γ˜1 ∪ Γ˜2, affinche´ si
escludano energie immaginarie associate a campi quantistici instabili
Γ˜1 ∪ Γ˜2 = {γ ∈ Γ1 ∪ Γ2 : |rσ| ≤M, σ = 0,−,+} . (1.70)
Notiamo in particolare che per M = 0, Γ˜1 ∪ Γ˜2 = ∅, e quindi non ci sono
stati legati stabili.
Data l’invarianza sotto traslazioni temporali e sotto parita` dei nuovi con-
tributi alla funzione di correlazione a due punti, le proprieta` di simmetria del
campo Φ(t, y), discusse nel caso senza stati legati, non sono modificate dalla
presenza del contributo Φb.
Prima di concludere questa sezione notiamo che la hamiltoniana H, cioe`
l’operatore che genera l’evoluzione temporale
Φ(t, y) = eitHΦ(0, y)e−itH , (1.71)
e` dato dalla usuale espressione quadratica
H = Hγ∈Γ0 +Hb , (1.72)
Hγ∈Γ0 =
∑
α=±
∫ +∞
−∞
dk
2pi
ω(k)a∗α(k)aα(k) , (1.73)
Hb =
{
ωb∗b , γ ∈ Γ1 ,∑
σ=± ωσb
∗σbσ , γ ∈ Γ2 .
(1.74)
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1.2 Difetti (d + 1)–dimensionali
Allo scopo di dare maggior significato fisico al concetto di difetto e` necessario
esportare il formalismo sviluppato in bulk (1+ 1)–dimensionali a dimensioni
superiori. Rispetto a quanto esposto in [24] e` presentata in questa sezione la
generalizzazione a dimensioni superiori anche in presenza di stati legati (che
in realta` sono stati legati solo nella direzione ortogonale al difetto e sono
piuttosto localizzati sull’impurita`).
Estendiamo dunque la quantizzazione ad un campo che vive in uno spazio
(d+ 1+ 1)–dimensionale con la presenza di un difetto (d+ 1)–dimensionale:
introduciamo la varieta` M = Rd+1 × (R \ {0}) con coordinate
(x, y) ∈M , x = (x0, x1, . . . , xd) = (x0,x) ∈ Rd+1 , y ∈ R \ {0} , (1.75)
e la metrica piatta diag g = (1,−1, . . . ,−1). Il bulk M e` l’usuale spazio-
tempo minkowskiano (d + 1 + 1)–dimensionale privato della (iper)superficie
y = 0 dove e` localizzato il difetto. Richiediamo che il campo scalare reale
massivo Φ(x, y) soddisfi l’equazione di Klein–Gordon nel bulk4
[∂α∂α +M
2]Φ(x, y) = [∂µ∂µ − ∂2y +M2]Φ(x, y) = 0 , y 6= 0 . (1.76)
Richiediamo inoltre le regole di commutazione canoniche standard
[Φ(0,x1, y1),Φ(0,x2, y2)] = 0 , (1.77)
[∂0Φ(0,x1, y1),Φ(0,x2, y2)] = −iδ(x1 − x2)δ(y1 − y2) , (1.78)
e le condizioni al bordo(
Φ(x0,x,+0)
∂yΦ(x
0,x,+0)
)
=
(
a b
c d
)(
Φ(x0,x,−0)
∂yΦ(x
0,x,−0)
)
, ∀(x0,x) ∈ Rd+1 ,
(1.79)
con coefficienti di raccordo γ = (a, b, c, d) in
Γ = {γ = (a, b, c, d) : ad− bc = 1, a, . . . , d ∈ R} . (1.80)
4La somma sottintesa sull’indice µ va da µ = 0 a µ = d.
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Nella sezione 2.3 le regole di commutazione canonica saranno generalizzate
per includere la costruzione di campi non locali nel bulk.
La soluzione delle (1.76), (1.77), (1.78), (1.79) ammette come nel caso
(1 + 1)–dimensionale la decomposizione
Φ(x, y) = Φ+(x, y) + Φ−(x, y) + Φb(x, y) , (1.81)
dove Φb(x, y) e` presente solo per γ ∈ Γ1 ∪ Γ2 che da` stati localizzati sull’im-
purita` oltre a quelli di scattering. I campi
Φ±(x, y) = θ(±y)
∫ +∞
−∞
dkddp
(2pi)d+1
1√
2ω(p,k)
(1.82)
[a∗±(p, k)eiω(p,k)x
0−ipx−iky + a±(p, k)e−iω(p,k)x
0+ipx+iky] ,
con ω(p, k) =
√
p2 + k2 +M2, si ottengono considerando che gli stati di
scattering sono della forma eipxψ±k (y), che gli operatori di creazione e di
distruzione {aα(p, k), a∗α(p, k) : α = ±,p ∈ Rd, k ∈ R} soddisfano le regole
di commutazione
[aα(p1, k1), aβ(p2, k2)] = [a
∗α(p1, k1), a∗β(p2, k2)] = 0 (1.83)
[aα(p1, k1), a
∗β(p2, k2)] = {[δβα + T βα (k1)]δ(k1 − k2) +
+ Rβα(k1)δ(k1 + k2)}(2pi)(d+1)δ(p1 − p2) ,
e che sono vincolati dalle relazioni (1.53)
aα(p, k) = T βα (k)aβ(p, k) +Rβα(k)aβ(p,−k) (1.84)
a∗α(p, k) = a∗β(p, k)T αβ (k) + a∗β(p,−k)Rαβ(−k) . (1.85)
Le matrici di trasmissione e di riflessione T e R sono definite dalle equazioni
(1.42), (1.43), (1.49) e godono delle proprieta` (1.50), (1.51) di analicita`
hermitiana e unitarieta`.
Il contributo Φb(x, y) degli stati localizzati sul difetto∫ +∞
−∞
ddp
(2pi)d

1√
2ω(p)
[b∗(p)eiω(p)−ipx + b(p)e−iω(p)+ipx]χ(y), γ ∈ Γ1 ,∑
σ=±
1√
2ωσ(p)
[b∗σ(p)eiω(p)−ipx + bσ(p)e−iω(p)+ipx]χσ(y), γ ∈ Γ2 ,
(1.86)
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dove
ω(p) =

√
p2 +M2 − r20 , b = 0 ,√
p2 +M2 − r2+ , b < 0 ,√
p2 +M2 − r2− , b > 0 ,
(1.87)
e ω±(p) =
√
p2 +M2 − r2±, si ottiene considerando che le loro autofunzioni
sono della forma
χ(y)eipx , γ ∈ Γ1 , (1.88)
χ±(y)eipx , γ ∈ Γ2 , (1.89)
con χ(y) e χ±(y) funzioni reali definite in (1.61) e (1.66), ed estendendo
banalmente le regole (1.67) di commutazione degli operatori di creazione e
di distruzione:
[bσ(p), bσ′(p)
′] = [b∗σ(p), b∗σ
′
(p′)] = 0 , [bσ(p), b∗σ
′
(p′)] = (2pi)dδσ
′
σ δ(p−p′) .
(1.90)
Come nel caso (1 + 1)–dimensionale restringiamo il dominio delle condizioni
al bordo γ a variare in Γ˜1 ∪ Γ˜2, affinche´ si escludano energie immaginarie
Γ˜1 ∪ Γ˜2 = {γ ∈ Γ1 ∪ Γ2 : |rσ| ≤M, σ = 0,−,+} . (1.91)
Per M = 0 non ci sono stati stabili localizzati sul difetto.
Possiamo esprimere la funzione di correlazione a due punti (in rappresen-
tazione di Fock) in termini di quella usuale Wm2(x12) valida per un campo
di massa m in uno spazio–tempo (d+1)–dimensionale senza difetti: nel caso
non siano presenti stati localizzati sull’impurita` abbiamo infatti
W (x1, y1;x2, y2) = 〈Φ(x1, y1)Φ(x2, y2)〉 =
∫
dk
2pi
[E(k; y1, y2; γ)WM2+k2(x12)] ,
(1.92)
dove
WM2+k2(x12) =
∫ +∞
−∞
ddp
(2pi)d
e−iω(p,k)x
0
12+ipx12
2ω(p, k)
(1.93)
=
∫ +∞
−∞
dd+1p
(2pi)d+1
e−ipx12θ(p0)2piδ(p2 −M2 − k2) , (1.94)
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E(k; y1, y2; γ) = θ(y1)θ(−y2)T−+ (k)eiky12 (1.95)
+ θ(−y1)θ(y2)T+− (k)eiky12
+ θ(y1)θ(y2)[e
iky12 +R++(k)e
ikey12 ]
+ θ(−y1)θ(−y2)[eiky12 +R−−(k)eikey12 ] ,
e
t12 = t1 − t2 , y12 = y1 − y2 , y˜12 = y1 + y2 . (1.96)
Nel caso siano presenti stati localizzati abbiamo un termine aggiuntivo
W (x1, y1;x2, y2) = W (x1, y1;x2, y2)γ∈Γ0 +Wb(x1, y1;x2, y2) , (1.97)
Wb(x1, y1;x2, y2) =
{
Wω2(0)(x12)χ(y1)χ(y2) , γ ∈ Γ1 ,∑
σ=±Wω2σ(0)(x12)χσ(y1)χσ(y2) , γ ∈ Γ2 .
1.3 Rappresentazione termica
La rappresentazione di Fock che abbiamo utilizzato finora nella derivazione
delle funzioni a due punti, e con la quale abbiamo giustificato l’introduzione
dell’algebra CB, risponde bene alla trattazione di problemi di scattering in cui
gli stati delle particelle coinvolte sono ben definiti e costituiscono uno stato
puro. Dal punto di vista fisico rivestono notevole interesse anche sistemi
descritti da stati non puri, le cosiddette miscele statistiche, ovvero sistemi
per i quali non si conosce il dettaglio microscopico che sono caratterizzati
da grandezze macroscopiche come la temperatura, frutto di medie statistiche
sulla distribuzione delle particelle.
La trattazione algebrica dei sistemi a temperatura finita passa dalla mo-
difica dello stato di vuoto |0〉β (stato di Gibbs) che costituisce ora una sorta
di bagno termico alla temperatura T = 1/β che non viene annichilito da
aα(p, k) (ne´ dai generatori b(p) o bσ(p) degli stati localizzati sul difetto).
Richiediamo infatti che il valore di aspettazione sullo stato di Gibbs di poli-
nomi P in a∗α(pi, kj)aβ(pj, kj) (e analoghi per b∗(p)b(p) e b∗σ(p)bσ(p)) sia
dato dall’espressione
〈P(a∗α(pi, kj)aβ(pj, kj))〉β = Tr[e
−βKP(a∗α(pi, kj)aβ(pj, kj))]
Tre−βK
, (1.98)
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dove K = H − µN e` definito in termini della hamiltoniana H
H =
∑
α=±
∫ +∞
−∞
dkddp
(2pi)d+1
ω(p, k)a∗α(p, k)aα(p, k) +Hb , (1.99)
Hb =
∫ +∞
−∞
ddp
(2pi)d
{
ω(p)b∗(p)b(p) , γ ∈ Γ1 ,∑
σ=± ωσ(p)b
∗σ(p)bσ(p) , γ ∈ Γ2 ,
(1.100)
che genera l’evoluzione temporale (vedi la (1.72)), del potenziale chimico
µ ∈ R, e dell’operatore N numero di particelle
N =
∑
α=±
∫ +∞
−∞
dkddp
(2pi)d+1
a∗α(p, k)aα(p, k) +Nb , (1.101)
Nb =
∫ +∞
−∞
ddp
(2pi)d
{
b∗(p)b(p) , γ ∈ Γ1 ,∑
σ=± b
∗σ(p)bσ(p) , γ ∈ Γ2 .
(1.102)
Hb e Nb sono presenti solo per condizioni al bordo γ ∈ Γ1 ∪ Γ2 che portano
a stati localizzati sul difetto.
Generalizzando il ragionamento in [33] e [24] seguono dalla (1.98), dalla
relazione seguente
e−βKa∗α(p, k) = e−β[ω(p,k)−µ]a∗α(p, k)e−βK , (1.103)
(e analoghe per gli operatori b∗ e b∗σ), dalle regole di commutazione (1.83),
(1.90), e dalla ciclicita` della traccia, i valori di aspettazione sullo stato di
Gibbs
〈a∗α′(p1, k1)aα(p2, k2)〉β = e
−β[ω(p1,k1)−µ]
1− e−β[ω(p1,k1)−µ]{[δ
α′
α + T α′α (k1)]δ(k1 − k2) +
+Rα′α (−k1)δ(k1 + k2)}(2pi)(d+1)δ(p1 − p2) , (1.104)
〈aα′(p1, k1)a∗α(p2, k2)〉β = 1
1− e−β[ω(p1,k1)−µ]{[δ
α′
α + T α′α (k1)]δ(k1 − k2) +
+Rα′α (k1)δ(k1 + k2)}(2pi)(d+1)δ(p1 − p2) , (1.105)
〈b∗(p1)b(p2)〉β = e
−β[ω(p1)−µ]
1− e−β[ω(p1)−µ] (2pi)
dδ(p1 − p2) , (1.106)
〈b(p1)b∗(p2)〉β = 1
1− e−β[ω(p1)−µ] (2pi)
dδ(p1 − p2) , (1.107)
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〈b∗σ′(p1)bσ(p2)〉β = e
−β[ω(p1)−µ]
1− e−β[ω(p1)−µ] (2pi)
dδσ
′
σ δ(p1 − p2) , (1.108)
〈bσ′(p1)b∗σ(p2)〉β = 1
1− e−β[ω(p1)−µ] (2pi)
dδσσ′δ(p1 − p2) . (1.109)
Le espressioni precedenti determinano completamente i valori di aspettazione
di un numero qualsiasi di operatori di creazione e di distruzione grazie alla
formula ricorsiva
〈
m∏
i=1
a∗αi(pi, ki)
n∏
j=1
aβj(p
′
j, k
′
j)〉β = δmn
m∑
k=1
〈a∗α1(p1, k1)aβk(p′k, k′k)〉β
·〈
m∏
i=2
a∗αi(pi, ki)
n∏
j 6=k
aβj(p
′
j, k
′
j)〉β .
La decomposizione (1.81)
Φ(x, y) = Φ+(x, y) + Φ−(x, y) + Φb(x, y) , (1.110)
con le espressioni (1.82), (1.86), per i campi Φ±(x, y) e Φb(x, y) (quest’ultimo
presente solo se γ ∈ Γ1 ∪ Γ2), insieme ai valori di aspettazione precedenti
conducono alla funzione di correlazione a due punti nella rappresentazione
termica. In assenza di stati localizzati sull’impurita`, γ ∈ Γ0, abbiamo
Wβ(x1, y1;x2, y2) = 〈Φ(x1, y1)Φ(x2, y2)〉β = (1.111)
=
∫
dkddp
(2pi)d+1
{ e
−ipx12
2ω(p, k)
e−β[ω(p,k)−µ]+iω(p,k)x
0
12 + e−iω(p,k)x
0
12
1− e−β[ω(p,k)−µ] }E(k; y1, y2; γ) ,
dove E(k; y1, y2; γ) e` la funzione (1.95). Per γ ∈ Γ1 ∪Γ2 abbiamo un termine
aggiuntivo
Wβ(x1, y1;x2, y2) = Wβ(x1, y1; x2, y2)γ∈Γ0 +W
b
β(x1, y1;x2, y2) , (1.112)
la cui espressione e` data da una delle seguenti
∫
ddp
(2pi)d
{e
−ipx12
2ω(p)
e−β[ω(p)−µ]+iω(p)x
0
12 + e−iω(p)x
0
12
1− e−β[ω(p)−µ] }χ(y1)χ(y2) ,∑
σ=±
∫
ddp
(2pi)d
{ e
−ipx12
2ωσ(p)
e−β[ωσ(p)−µ]+iωσ(p)x
0
12 + e−iωσ(p)x
0
12
1− e−β[ωσ(p)−µ] }χσ(y1)χσ(y2) ,
(1.113)
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a seconda che siano presenti uno o due stati localizzati sul difetto. Con-
frontando Wβ(x1, y1;x2, y2) e le espressioni (1.92), (1.97), osserviamo che la
funzione a due punti termica si ottiene da quella di Fock con la sostituzione
e−iω(p,k)x
0
12 → e
−β[ω(p,k)−µ]+iω(p,k)x012 + e−iω(p,k)x
0
12
1− e−β[ω(p,k)−µ] . (1.114)
Inoltre nel limite di temperatura nulla T = 1/β → 0 le espressioni suddette
(richiesto che µ ≤M) si eguagliano W∞(x1, y1;x2, y2) = W (x1, y1;x2, y2).
Notiamo infine che la condizione KMS (Kubo–Martin–Schwinger) che
identifica le rappresentazioni termiche [33], e che per µ = 0 si esprime
〈Φ(x01,x1, y1)Φ(x02,x2, y2)〉β = 〈Φ(x02,x2, y2)Φ(x01 + iβ,x1, y1)〉β , (1.115)
e` soddisfatta dalla funzione a due punti (1.111). In [24] e` mostato che la
KMS e` soddisfatta anche nel caso piu` generale in cui µ 6= 0.
Capitolo 2
Campi indotti su difetti
La funzione di correlazione a due punti
W (x1, y1;x2, y2) = 〈Φ(x1, y1)Φ(x2, y2)〉 (2.1)
x = (x0,x) ∈ Rd+1 , y ∈ R \ {0} , (2.2)
per il campo scalare libero in presenza del difetto in y = 0 determinata
nel capitolo precedente permette in linea di principio di conoscere grazie
al teorema di Wick ogni funzione di correlazione della teoria interagente.
In particolare, per teorie in cui l’azione di interazione e` localizzata sulla
superficie del difetto e` naturale studiare i limiti
wij(x1, x2) = lim
yk→±0
〈Φ(x1, y1)Φ(x2, y2)〉 , (2.3)
dove gli indici i, j hanno valori in {+,−}, che proiettano W (x1, y1;x2, y2)
sull’impurita`. Chiameremo tali limiti funzioni di correlazione indotte, e
come vedremo nelle sezioni seguenti corrisponderanno in effetti a valori di
aspettazione di campi locali: i campi ϕi(x) indotti sul difetto.
Tali campi risulteranno la sovrapposizione continua di modi di Kaluza–
Klein con eventuali termini discreti provenienti dagli stati localizzati sul difet-
to. Sono investigate le proprieta` di localita` e canonicita` dei campi indotti
in relazione alla localita` e canonicita` del campo di bulk. In particolare e`
illustrato un meccanismo di induzione sul difetto di campi locali ϕi(x) prove-
nienti da campi di bulk non locali. E` evidenziata inoltre la possibilita` che
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campi massivi con interazioni a corto raggio nel bulk inducano campi sul-
l’impurita` con interazioni a lungo raggio e che, viceversa, campi senza massa
nel bulk inducano campi massivi sul difetto. Infine e` chiarita la relazione tra
il concetto di difetto e di brana.
2.1 Teoria indotta in assenza di stati legati
Trattiamo per primo il caso di un’impurita` senza stati localizzati sul difetto.
L’espressione (1.92) per la funzione a due punti nel Bulk1
W (x1, y1;x2, y2)γ∈Γ0 =
∫
dk
2pi
[E(k; y1, y2; γ)WM2+k2(x12)] , (2.4)
con
E(k; y1, y2; γ) = θ(y1)θ(−y2)T−+ (k)eiky12 (2.5)
+ θ(−y1)θ(y2)T+− (k)eiky12
+ θ(y1)θ(y2)[e
iky12 +R++(k)e
ikey12 ]
+ θ(−y1)θ(−y2)[eiky12 +R−−(k)eikey12 ] ,
e
Wλ2(x) =
∫ +∞
−∞
dd+1p
(2pi)d+1
e−ipxθ(p0)2piδ(p2 − λ2) , (2.6)
evidenzia che ogni coppia di valori assunta dagli indici (i, j) nella (2.3) cor-
risponde ad una scelta di una coppia di funzioni θ(±y1)θ(±y2) in E(k; y1, y2; γ).
La proprieta` di simmetria
T+− (−k) = T−+ (k) (2.7)
tra i coefficienti di trasmissione (1.42) conduce alla simmetria
wij(x1, x2) = wji(x1, x2) (2.8)
della funzione a due punti indotta (che risulta dunque diagonalizzabile con
una trasformazione ortogonale). Ricorrendo esplicitamente alle espressioni
1Indichiamo esplicitamente γ ∈ Γ0 solamente adesso: nel resto della sezione sara`
sottinteso.
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(1.42), (1.43) dei coefficienti di trasmissione e riflessione, ed effettuando il
limite (2.3) che proietta la teoria sul difetto, otteniamo la rappresentazione
spettrale di Ka¨lle´n–Lehmann
wij(x1, x2) =
∫ ∞
0
dλ2%ij(λ
2)Wλ2(x12) (2.9)
con densita` spettrale %ij(λ
2)
%ij(λ
2) = %˜(λ2) ·
(
b2(λ2 −M2) + a2 + 1 a+ d
a+ d b2(λ2 −M2) + d2 + 1
)
, (2.10)
%˜(λ2) = θ(λ2 −M2)
√
λ2 −M2
pi[b2(λ2 −M2)2 + (a2 + d2 + 2)(λ2 −M2) + c2] .
Ricordata la definizione per r± data in (1.45)
r± =
a+ d±√(a− d)2 + 4
2b
, (2.11)
gli autovalori %±(λ
2) della matrice spettrale %ij(λ
2) si esprimono
%± = %˜(λ
2)[b2(λ2 −M2) + b2r2±] (2.12)
i quali risultano non negativi e limitati polinomialmente all’infinito: possiamo
dunque identificare il limite
ϕ±(x) ≡ lim
y→±0
Φ(x, y) (2.13)
〈ϕi(x1)ϕj(x2)〉 ≡ wij (2.14)
tramite il teorema di ricostruzione [34], secondo il quale alle funzioni di cor-
relazione wij si associa un campo locale generalizzato [35, 36] che le genera:
il campo indotto ϕi(x). Dalla (2.9) e` manifesta l’invarianza di Poincare´ sul
difetto. Le equazioni (2.9)–(2.13) generalizzano il procedimento di induzione
sulla brana, costituita da un bordo del bulk, discusso in [15].
Le equazioni (2.9) e (2.10) forniscono inoltre un’informazione completa
sullo spettro di massa del campo ϕi(x) indotto sul difetto: in assenza di sta-
ti localizzati e` continuo e limitato inferiormente da M (presenta cioe` mass
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gap) [M,+∞). Nel linguaggio della teoria delle stringhe il campo ϕi e` una
sovrapposizione continua di modi di Kaluza–Klein con misura spettrale %ij.
Come vedremo nella prossima sezione in presenza di stati localizzati sul difet-
to possono esserci anche uno o due contributi puntiformi oltre alla suddetta
misura spettrale continua.
Dalla (2.9) otteniamo il propagatore della teoria indotta
GFij(x1, x2) ≡ 〈Tϕi(x1)ϕj(x2)〉 =
∫ ∞
0
dλ2%ij(λ
2)∆λ2(x12) , (2.15)
dove ∆λ2(x12) e` l’usuale propagatore in d+ 1 dimensioni
∆λ2(x) = −i
∫ +∞
−∞
dd+1p
(2pi)d+1
e−ipx
−p2 + λ2 − iε . (2.16)
E` utile per effettuare calcoli perturbativi sul difetto eseguire la trasformata
di fourier del propagatore
ĜFij(p) =
∫ ∞
0
dλ2%ij(λ
2)
−i
λ2 − p2 − iε , (2.17)
e stimarne l’andamento ultravioletto: dall’equazione (2.12) e dall’espressione
(2.17) segue per il propagatore diagonalizzato
ĜFij(p) ∼
1√
p2
per p2 →∞ . (2.18)
Suddetto andamento sara` migliorato (sara` reso a decrescenza piu` veloce)
nella sezione 2.3 in cui non richiederemo al campo di bulk di essere locale.
L’andamento migliore che otterremo in questo modo sara` del tipo ∼ p−2.
Prima di passare a trattare gli stati legati notiamo che quanto costruito
in questa sezione nella rappresentazione di Fock puo` essere esteso, lasciando
praticamente inalterate tutte le relazioni, alla rappresentazione termica.
2.2 Teoria indotta in presenza di stati legati
Quando la matrice S presenta poli nel semi–piano complesso superiore sono
presenti in aggiunta agli stati di scattering alcuni stati localizzati sul difetto
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(vedi sezioni 1.1.3, 1.2). In termini delle condizioni al bordo questi stati si
presentano quando γ ∈ Γ˜1 ∪ Γ˜2. L’indice n di Γ˜n indica proprio il numero
di stati localizzati presenti (equazioni (1.44) e (1.70)). Ricordiamo che per
campi di bulk privi di massa Γ˜1 ∪ Γ˜2 = ∅, cioe` non ci sono stati stabili
localizzati sul difetto.
Rispetto al caso precedente in cui γ ∈ Γ0 la funzione di correlazione a
due punti del campo Φ(x, y) di bulk acquisisce un termine in piu`
W (x1, y1;x2, y2) = W (x1, y1;x2, y2)γ∈Γ0 +Wb(x1, y1;x2, y2) , (2.19)
Wb(x1, y1;x2, y2) =
{
Wω2(0)(x12)χ(y1)χ(y2) , γ ∈ Γ1 ,∑
σ=±Wω2σ(0)(x12)χσ(y1)χσ(y2) , γ ∈ Γ2 ,
dove
ω(p) =

√
p2 +M2 − r20 , b = 0 ,√
p2 +M2 − r2+ , b < 0 ,√
p2 +M2 − r2− , b > 0 ,
(2.20)
e ω±(p) =
√
p2 +M2 − r2±, con rσ funzione di γ
r0 =
c
a+ d
, r± =
a+ d±√(a− d)2 + 4
2b
. (2.21)
Ripetendo i ragionamenti della sezione precedente possiamo prendere il
limite yk → ±0 della (2.19), la quale, oltre al contributo wij(x12)γ∈Γ0 gia`
investigato, fornisce
wij(x12) = lim
yk→±0
W (x1, y1;x2, y2) = wij(x12)γ∈Γ0 + wb(x12) , (2.22)
wb(x12) =
{
WM2−r2(x12)|r| , γ ∈ Γ1 ,∑
σ=±WM2−r2σ(x12)|rσ| , γ ∈ Γ2 ,
(2.23)
dove si e` introdotto
r =

r0 , b = 0 ,
r+ , b < 0 ,
r− , b > 0 .
(2.24)
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Si noti che il contributo degli stati legati non dipende dagli indici (i, j) e
quindi non dipende dalla direzione in cui si effettua il limite dal bulk al
difetto. Inoltre tale contributo coincide con quello di un usuale campo scalare
di massa M2 − r2 o M2 − r2σ in spazi (d+ 1)–dimensionali senza difetti.
Anche la matrice di densita` spettrale viene corretta
%ij(λ
2) = %ij(λ
2)γ∈Γ0 +
{
δ(λ2 −M2 + r2)|r| , γ ∈ Γ1 ,∑
σ=± δ(λ
2 −M2 + r2σ)|rσ| , γ ∈ Γ2 ,
(2.25)
cos`ı come il propagatore sul difetto
ĜFij(p) =
∫ ∞
0
dλ2%ij(λ
2)γ∈Γ0
−i
λ2 − p2 − iε +

|r| −i
M2 − r2 − p2 − iε∑
σ |rσ|
−i
M2 − r2σ − p2 − iε
(2.26)
che presenta puri contributi puntiformi di massa M2 − r2 o M2 − r2σ in
aggiunta allo spettro continuo [M,+∞). Per scelte di γ tali che r, rσ = ±M
i campi indotti mostrano interazioni a lungo raggio a dispetto di quella di
bulk a corto raggio (M 6= 0).
2.3 Localita`
Il campo di bulk Φ(x, y) costituisce un campo locale canonico perche´ soddisfa
entrambe le regole di commutazione canonica
[Φ(x0,x1, y1),Φ(x
0,x2, y2)] = 0 , (2.27)
[∂0Φ(x
0,x1, y1),Φ(x
0,x2, y2)] = −iδ(x1 − x2)δ(y1 − y2) . (2.28)
Il campo indotto in assenza di stati legati costituisce anch’esso un campo lo-
cale (soddisfa cioe` la (2.27)) infatti segue dall’equazione (2.9) per la funzione
a due punti che
[ϕi(x1), ϕj(x2)] = −i
∫ +∞
0
dλ2%ij(λ
2)Dλ2(x12) , (2.29)
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dove Dλ2(x12) e` la nota funzione di Pauli–Jordan in M
d+1
Dλ2(x12) = i[Wλ2(x12)−Wλ2(−x12)] (2.30)
= i
∫ +∞
−∞
dd+1k
(2pi)d+1
e−ikx12 [θ(k0)− θ(−k0)]2piδ(k2 − λ2)(2.31)
che si annulla per distanze di tipo spazio x212 = (x
0
12)
2−x212 < 0 tra i punti x1
e x2. Il campo indotto tuttavia e` un campo non canonico poiche´ non soddisfa
(nella forma in cui %ij e` diagonale) la (2.28): dall’espressione precedente segue
infatti
[∂0ϕi(x
0,x1), ϕj(x
0,x2)] = −iδ(x1 − x2)
∫ +∞
0
dλ2%ij(λ
2) , (2.32)
con l’integrale, nel secondo membro dell’equazione precedente, divergente
per ogni scelta di γ ∈ Γ0. Riassumendo: un campo locale canonico nel bulk
induce un campo locale non canonico sul difetto.
Esiste un’altra possibilita` di generare campi locali (canonici e non) a
partire da campi non locali e non canonici nel bulk introdotta nei lavori
[16, 17] nell’ambito di teorie di brana in cui il bulk presenta un bordo non
banale. A questo proposito modifichiamo l’algebra (1.83) degli operatori di
creazione di distruzione e di creazione nel bulk introducendo una funzione
σ(k) = σ(−k) reale positiva
[aα(p1, k1), aβ(p2, k2)] = [a
∗α(p1, k1), a∗β(p2, k2)] = 0 (2.33)
[aα(p1, k1), a
∗β(p2, k2)] = {[δβα + T βα (k1)]δ(k1 − k2) +
+ Rβα(k1)δ(k1 + k2)}(2pi)(d+1)δ(p1 − p2)σ(k1) ,
da cui segue la nuova funzione a due punti W (x1, y1;x2, y2)
W (x1, y1; x2, y2) =
∫
dk
2pi
[E(k; y1, y2; γ)WM2+k2(x12)σ(k)] . (2.34)
Osserviamo che per σ(k) costante l’espressione precedente fornisce una teoria
locale e canonica nel bulk, mentre per σ(k) generico suddette proprieta` non
sono garantite: nella sezione 2.4 faremo un esempio in cui sara` esplicita la
rottura della localita` e della canonicita`.
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Prendendo il limite y → ±0 dal bulk al difetto otteniamo la rappresen-
tazione di Ka¨lle´n–Lehmann
wij(x1, x2) =
∫ ∞
0
dλ2ρij(λ
2)Wλ2(x12) (2.35)
con ρij(λ
2) la nuova densita` spettrale
ρij(λ
2) = σ(
√
λ2 −M2)%ij(λ2) , (2.36)
espressa in termini della vecchia e di σ. Nuovamente, se gli autovalori
ρ±(λ
2) = σ(
√
λ2 −M2)%±(λ2) della densita` spettrale sono limitati polino-
mialmente all’infinito, possiamo identificare il campo indotto sul difetto ϕi(x)
tramite il teorema di ricostruzione.
Il campo indotto sul difetto, pur discendendo da un campo non locale nel
bulk, risulta locale infatti la (2.29) non viene modificata2
[ϕi(x1), ϕj(x2)] = −i
∫ +∞
0
dλ2ρij(λ
2)Dλ2(x12) . (2.37)
Anche la (2.32) non viene modificata
[∂0ϕi(x
0,x1), ϕj(x
0,x2)] = −iδ(x1 − x2)
∫ +∞
0
dλ2ρij(λ
2) , (2.38)
eccetto per il fatto che la convergenza dell’integrale a secondo membro dipende
anche dalla funzione σ(k): per scelte di σ(k) che rendono finito l’integrale
C± =
∫ +∞
0
dλ2ρ±(λ
2) =
∫ +∞
0
dλ2σ(
√
λ2 −M2)%±(λ2) <∞ (2.39)
il campo indotto e` canonico, altrimenti non lo e`.
L’espressione (2.17) per il propagatore diagonale della teoria indotta riscrit-
ta in termini della nuova densita` spettrale
ĜFij(p) =
∫ ∞
0
dλ2ρij(λ
2)
−i
λ2 − p2 − iε (2.40)
mostra che l’andamento ultravioletto |p|−1 della (2.18) viene modificato e puo`
in particolare essere migliorato: nella sezione 2.4 illustreremo un esempio in
2A meno di sostituire la nuova densita` spettrale.
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cui il propagatore della teoria indotta coincide con quello di una teoria libera
usuale in cui ĜFij(p) ∼ |p|−2. Non e` possibile migliorare ulteriormente il
comportamento all’infinito poiche´ la positivita` della funzione σ(λ) implica la
stima
ĜFii(p) ≥
Di(Λi)
p2 + Λ2i
(2.41)
con Λi e Di(Λij) costanti, che previene un decadimento piu` veloce di 1/p
2. In
[17], nell’ambito di teorie in spazio-tempo con bordi, e` ottenuto un decadi-
mento ultravioletto piu` rapido rinunciando alla localita` anche sulla brana del
campo indotto.
2.4 Esempi di teorie indotte
Esploriamo attraverso degli esempi alcuni possibili densita` spettrali dei campi
indotti sul difetto con attenzione particolare al caso dell’impurita` delta che
puo` essere trattata esaustivamente anche in presenza di stati legati. E` illu-
strato e discusso inoltre un esempio di teoria non locale nel bulk che proietta
sul difetto una teoria locale.
Prima di discutere gli esempi ricordiamoci il vincolo di non dissipazione
del difetto
ad− bc = 1 (2.42)
che lega tra loro i coefficienti lasciandone tre liberi di variare.
Parita` La condizione di parita` nel bulk (1.60), assicurata dalla condizione
a = d , (2.43)
conduce come deve essere ad una teoria indotta invariante sotto la trasfor-
mazione
ϕ+ ↔ ϕ− . (2.44)
Notiamo tuttavia che in questo caso gli autovalori (2.12) della densita` spet-
trale risultano diversi. Esiste un’altra condizione che permette di soddisfare
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la simmetria (2.44),
a = −d (2.45)
la quale diagonalizza %ij(λ
2)γ∈Γ0 con un solo autovalore degenere
〈ϕ+(x1)ϕ+(x2)〉 = 〈ϕ−(x1)ϕ−(x2)〉 , (2.46)
ma che presenta inevitabilmente stati legati non diagonali.
Impurita` delta Il caso dell’impurita` delta in cui si effettua la scelta
a = d = 1 , c = 2η , b = 0 , (2.47)
rende uguali tutti gli elementi della matrice spettrale, per cui non ha impor-
tanza specificare l’indice ± che discrimina destra e sinistra: esiste un solo
campo indotto e si pone dunque
ϕ ≡ ϕ+ = ϕ− . (2.48)
Questo ragionamento vale sia per η ≥ 0 in cui non ci sono stati legati, sia per
η < 0 in cui e` presente uno stato legato: anche in questa eventualita` tutti
gli elementi della nuova matrice spettrale, corretta dal contributo dello stato
legato, non dipendono dall’indice ±.
Impurita` delta generalizzata La generalizzazione dell’impurita` delta
senza stati legati, nella quale possiamo dimenticare l’indice ± e il proces-
so di limite dal bulk al difetto non dipende dalla direzione destra o sinistra,
si presenta quando i coefficienti soddisfano la condizione
det %ij(λ
2) = 0 (2.49)
da cui segue b = 0 e ad = 1 (quest’ultima gia` soddisfatta per la richiesta
(2.42) di non dissipazione) . Detto ρ l’autovalore non nullo di %ij si ottiene
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per l’unico campo indotto sul difetto
ξ2 ≡ a
2c2
(1 + a2)2
, ac ≥ 0 , (2.50)
ρ(λ2) = θ(λ2 −M2)
√
λ2 −M2
pi(ξ2 + λ2 −M2) , (2.51)
ĜF (p) =
−i√
M2 − p2 − iε+ |ξ| . (2.52)
Se vogliamo una generalizzazione dell’impurita` delta con uno stato legato
dobbiamo richiedere, in aggiunta alla (2.49), che la trasformazione che dia-
gonalizza %ij(λ
2)γ∈Γ0 diagonalizzi anche il contributo che proviene dallo stato
legato, ovvero che abbiano gli stessi autovettori. In definitiva si ottiene per
il campo indotto
a = d = ±1 , b = 0 , c = 2η , η ∈ R ,
ρ(λ2) = θ(λ2 −M2)
√
λ2 −M2
pi(η2 + λ2 −M2) + 2|η|θ(−η)δ(λ
2 −M2 + η2) ,
ĜF (p) =
−i√
M2 − p2 − iε+ |η| + θ(−η)2|η|
−i
M2 − η2 − p2 − iε . (2.53)
Come si vede dalle espressioni precedenti, per η = −M il campo locale sul
difetto si presenta come un campo a lungo raggio di azione in contrappo-
sizione al campo locale massivo di bulk.
Campo locale sul difetto indotto da un campo non locale nel bulk
Concludiamo questa sezione con l’esempio di un campo locale indotto sul-
l’impurita` delta repulsiva da un campo non locale nel bulk. Scegliamo la
funzione σ(k) che rompe la localita` nel bulk (vedi sezione 2.3)
σ(k) = pi
η2 + µ2
|µ| δ(k
2 − µ2) , (2.54)
con µ una massa generica. Considerate le equazioni (2.40) e (2.36) segue
l’espressione per la densita` spettrale (per l’unico autovalore non nullo)
ρ(λ2) = δ(λ2 −M2 − µ2) , (2.55)
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e quindi il propagatore
ĜF (p) =
−i
M2 + µ2 − p2 − iε . (2.56)
Le due equazioni precedenti mostrano che il campo indotto sul difetto e` un
campo locale canonico (usuale) di massa M2+µ2. In particolare se il campo
di bulk avesse avuto massa nulla (campo a lunga interazione) il campo indotto
avrebbe mostrato un comportamento a corto raggio (massa |µ| 6= 0).
Mostriamo che il campo di bulk Φ(x, y) da cui discende il campo locale
indotto non e` ne´ locale ne´ canonico: ricordando la (2.5) e la (2.34) otteniamo
la regola di commutazione
[Φ(x1, y1),Φ(x1, y2)] = −iη
2 + µ2
4µ2
DM2+µ2(x12)[E(µ, y1, y2; γη)
+ E(−µ, y1, y2; γη)] , (2.57)
in termini della funzione Dλ2(x) di Pauli–Jordan (vedi la (2.30)). Tale fun-
zione si annulla per distanze di tipo spazio dell’argomento x: tuttavia nel
nostro caso la distanza (x12, y12)
2 = (x012)
2 − x212 − y212 tra due punti puo`
risultare negativa anche per valori positivi di (x012)
2−x212, per i quali appun-
to la funzione di Pauli–Jordan non si annulla. La teoria e` dunque non locale,
e come si vede dalla (2.57) per derivazione nella variabile temporale x01 non e`
neppure canonica. E` interessante infine esplicitare le regole di commutazione
a tempi uguali per η = 0
[Φ(x0,x1, y1),Φ(x
0,x2, y2)] =
−i
2
DM2+µ2((0,x12)) cos(µy12) = 0 , (2.58)
[∂0Φ(x
0,x1, y1),Φ(x
0,x2, y2)] =
−i
2
δ(x12) cos(µy12) . (2.59)
Queste equazioni non sorprendono perche´ la scelta (2.54) per la funzione σ
che appare nelle regole di commutazione (2.33) fissa l’impulso ortogonale al
difetto ai valori py = ±µ. Per µ = 0 le particelle non possono scappare
dalle superfici y = cost. in cui si muovono, e propagano solamente all’interno
dell’impurita´ come campi liberi usuali.
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2.5 Dai difetti alle brane
Mostriamo esplicitamente in questa sezione che il concetto di difetto fornisce
una generalizzazione di quello di brana attraverso un opportuno processo di
limite nei coefficienti γ = (a, b, c, d) che specificano le condizioni al bordo.
Solitamente le brane sono superfici puramente riflettenti che separano lo
spazio in regioni non comunicanti e non permettono la fuga di informazione
da un semi–spazio all’altro (spesso sono poste all’infinito cos`ı e` presente un
solo semi–spazio). Contrariamente i difetti sono superfici che possono essere
attraversate, senza dissipazione, da segnali che si propagano da un semi–
spazio all’altro. Tuttavia attraverso un limite nelle condizioni al bordo (1.79)
sul difetto in y = 0(
Φ(x0,x,+0)
∂yΦ(x
0,x,+0)
)
=
(
a b
c d
)(
Φ(x0,x,−0)
∂yΦ(x
0,x,−0)
)
, ∀(x0,x) ∈ Rd+1 ,
(2.60)
e` possibile separare le condizioni di raccordo per il campo Φ(x, y) a destra e
a sinistra del difetto. Ad esempio se eseguiamo i limiti
b→ 0
c→∞
a, d→ finiti
→
{
Φ(x0,x,−0) = 0
Φ(x0,x,+0) = 0
(2.61)
otteniamo le condizioni di Dirichlet sui due semispazi, e rendiamo autoag-
giunto l’operatore−∂2y che appare nelle equazioni di Klein–Gordon sulle semi-
rette R±: possiamo dunque quantizzare separatamente nei due semi–spazi
y > 0 e y < 0. Inoltre i coefficienti di trasmissione (1.42) si annullano
identicamente. Prendendo il limite b → ∞ tenendo a, d finiti, si ottengono
invece le condizioni di Neumann ∂yΦ(x
0,x,±0) = 0 che rendono anch’esse
autoaggiunto −∂2y .
Questi esempi appartengono alla classe di estensioni autoaggiunte dello
operatore −∂2y sulle semirette R± parametrizzate [14, 15, 16] da un valore
reale che lega il limite del campo con quello della sua derivata prima nella
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direzione ortogonale alla brana
∂yΦ(x
0,x,±0) = η±Φ(x0,x,±0) . (2.62)
Le condizioni al bordo (2.60) possono fornire tale parametrizzazione per ogni
semi–spazio, ad esempio
a = A/x
b = Bx
c = C/x
d = Dx
−→
x→∞
{
∂yΦ(x
0,x,−0) = 0
∂yΦ(x
0,x,+0) = D
B
Φ(x0,x,+0) = η+Φ(x
0,x,+0) ,
(2.63)
oppure piu` in generale
a = Ax+ a
b = Bx+ b
c = Cx+ c
d = Dx+ d
−→
x→∞
{
∂yΦ(x
0,x,−0) = η−Φ(x0,x,−0)
∂yΦ(x
0,x,+0) = η+Φ(x
0,x,+0)
(2.64)
con AD − BC = 0, a, b, c, d finiti, η− = −AB , η+ = c+dη−a+bη− . Osserviamo che la
condizione di non dissipazione ad − bc = 1 sui coefficienti γ puo` non essere
imposta poiche´ non ce` ne´ flusso di densita` di energia θ0y ne´ di carica jy (vedi
sezioni 3.1.1, 3.1.2) attraverso la superficie y = 0
lim
y→±0
θ0y(x, y) = 0 , lim
y→±0
jy(x, y) = 0 , (2.65)
richiesto che valga la (2.62): i due semi–spazi non comunicano tra loro ed e`
possibile dunque studiare separatamente le regioni y > 0 e y < 0.
Estendiamo adesso l’analisi fin qui eseguita per un bulk piatto ad un bulk
M = R4 ×R+ con la metrica Anti–de Sitter (AdS) nel semispazio y > 0
ds2 = e−2aygµνdxµdxν − dy2 , a > 0 , (2.66)
con diag g = (1,−1,−1,−1), che risolve le equazioni di Einstein con costante
cosmologica Λ = −6a2. Questo modello e` piuttosto importante perche´ e`
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stato recentemente proposto [8, 9] come esempio esplicito di teoria con una
dimensione extra non compatta che non viola sul difetto la legge 1/r2 di
Newton alle scale in cui e` verificata sperimentalmente.
Allo scopo di quantizzare il campo massivo Φ(x, y) che soddisfa l’equazione
di Klein–Gordon nella metrica (2.66) con il vincolo (2.60)
∂yΦ(x
0,x,+0) = ηΦ(x0,x,+0) , (2.67)
dobbiamo studiare l’operatore
Kη = −
3∑
i=1
∂2i − e2ay∂ye−4ay∂y + e−2ayM2 , y > 0 , (2.68)
e determinarne autofunzioni B(Kη) e spettro S(Kη). Questo problema e`
discusso e risolto completamente in [15, 16]: riportiamo direttamente l’es-
pressione per la funzione a due punti nel bulk rimandando ai lavori originali
i dettagli del conto
W (x1, y1;x2, y2) = 〈Φ(x1, y1)Φ(x2, y2)〉 = (2.69)∫∞
0
dλµ(λ)ψ(y1, λ)ψ(y2, λ)Wλ2(x12) + δηηbψb(y1)ψb(y2)W0(x12)
con
ν =
√
4 +
M2
a2
, ηb = (2− ν)a ,
ψ(y, λ) = e2ay[Jν(λa
−1eay)Y˜µ(λa−1)− Yν(λa−1eay)J˜µ(λa−1)] λ ∈ R+ ,
ψb(y) =
√
2a(ν − 1)eηby , y > 0 ,
µ(λ) = λa
−1eJ2ν (λa−1)+eY 2ν (λa−1) ,
dove Jν Yν indicano le funzioni di Bessel di primo e secondo tipo rispettiva-
mente, la tilde sopra una funzione Zν di esse denota
Z˜ν(x) =
1
2
√
1 + η˜2
[(1− 2η˜)Zν(x) + 2xZ ′ν(x)] , η˜ =
η
a
− 3/2 , (2.70)
e Wλ2(x12) e` la funzione di correlazione a due punti (1.93) in uno spazio–
tempo (3+1)–dimensionale ordinario. Sottolineiamo la presenza di uno stato
localizzato sulla brana (cioe` a decrescenza esponenziale lungo y) per η = ηb.
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La funzione di correlazione del campo indotto sulla brana
w(x12) = lim
y→+0
W (x1, y1;x2, y2) =
∫ ∞
0
dλ2%(λ2)Wλ2(x12) (2.71)
mostra una densita` spettrale continua di modi di Kaluza–Klein con un ter-
mine puntiforme in λ2 = 0 presente per η = ηb
%(λ2) = θ(λ2)
2µ(
√
λ2)
pi2(1 + η˜2)
√
λ2
+ 2δηηba(ν − 1)δ(λ2) . (2.72)
In contrapposizione a quanto trovato nel caso di metrica piatta tale densita`
non presenta mass gap. Il propagatore della teoria indotta sulla brana e` dato
dall’espressione
GF (x12) = 〈Tϕ(x1)ϕ(x2)〉 =
∫ ∞
0
dλµ(λ)∆λ2(x12) + δηηb2a(ν − 1)∆0(x12) ,
(2.73)
dove ∆λ2(x12) e` il propagatore usuale (2.16) della teoria (3+1)–dimensionale.
Otteniamo l’ espressione per il potenziale V (r) tra due sorgenti statiche a
distanza |x| = r sulla brana
V (r) = i
∫ +∞
−∞
dx0GF (x0,x) =
∫ ∞
0
dλµ(λ)
e−λr
4pir
+ δηηb2a(ν − 1)
1
4pir
, (2.74)
e la stima
V (r) ≤ sup
λ≥0
[µ(λ)]
1
4pir2
+ δηηb2a(ν − 1)
1
4pir
, (2.75)
essendo µ limitato.
Nel modello analogo discusso in [8, 9], la presenza dello stato ψb che
porta il contributo a massa zero nei modi di Kaluza–Klein (zero–mode) e
l’assenza di mass gap tra lo spettro continuo e lo zero–mode forniscono l’ele-
mento essenziale per la verifica a basse energie e grandissime distanze della
legge di Newton V (r) ∼ 1/r. Il resto dei modi (continui) di Kaluza–Klein
modifica solamente l’andamento della legge a scale non ancora testate dagli
esperimenti se a e` dell’ordine della scala fondamentale di Planck.
Capitolo 3
Modelli e applicazioni fisiche
Nei capitoli precedenti e` stata eseguita la quantizzazione di un campo scalare
nel bulk in presenza di un difetto, ed e` stato discusso il meccanismo di
proiezione di tale campo sull’impurita`. Anche se l’interesse principale di
questa teoria e` nell’ambito delle teorie di campo con dimensioni spaziali ex-
tra, il formalismo sviluppato permette una applicazione piu` vasta che coin-
volge la fisica delle basse energie, specialmente dello stato solido [18, 19], e
dei fenomeni critici [32, 26], dove lo studio degli effetti delle superfici (bi– e
mono–dimensionali) e` molto importante.
In questo capitolo verranno illustrati alcuni modelli e applicazioni fisiche
della teoria di campo in presenza di difetti. Nelle sezioni 3.1, 3.2 saranno dis-
cusse la conservazione delle cariche che attraversano l’impurita`, le correzioni
alla legge di Stefan–Boltzmann, il comportamento delle correnti indotte sul
difetto. Nelle sezioni 3.1.2, 3.1.3 verranno eseguiti lo studio della corrente
U(1) e la risposta lineare ad un campo elettrico. Infine nella sezione 3.4.2
sara` indagato il comportamento critico dei campi nel modello ϕ4 e grande N.
3.1 Correnti nel bulk
Nelle teorie quantistiche prive di difetti ogni simmetria dell’azione si traduce
in correnti e cariche conservate tramite il teorema di Noether. In presenza
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di impurita` costruire grandezze conservate nel bulk e` piu` delicato poiche´, in
generale, i contributi di bordo sono non banali e quindi non possono essere
trascurati.
Sia jα(x, y) = (jµ(x, y), jy(x, y)) una corrente conservata nel bulk in
presenza di difetto1
∂αj
α(x, y) = ∂µj
µ(x, y)+∂yj
y(x, y) = 0 , x = (x0,x) ∈ Rd+1 y ∈ R\{0} ,
(3.1)
e siano Q+(x
0) e Q−(x0) le cariche parziali associate ai due semispazi
Q+(x
0) =
∫ +∞
0
dy
∫ +∞
−∞
ddxj0(x0,x, y) , (3.2)
Q−(x0) =
∫ 0
−∞
dy
∫ +∞
−∞
ddxj0(x0,x, y) , (3.3)
che contribuiscono alla carica totale Q(x0) di bulk
Q(x0) = Q+(x
0) +Q−(x0) . (3.4)
Tale carica non e` in generale conservata, infatti derivando rispetto al
tempo, ed usando la (3.1) insieme al teorema di Gauss, si ottiene
dQ(x0)
dx0
=
∫ +∞
−∞
ddx[jy+(x
0,x)− jy−(x0,x)] , (3.5)
con
jy±(x
0,x) ≡ lim
y→±0
jy(x0,x, y) . (3.6)
L’equazione (3.5) esprime semplicemente che la variazione della carica totale
di bulk nel tempo e` determinata dalla differenza tra flusso uscente ed entrante
nel difetto. Solamente un’impurita` che non crea ne´ distrugge cariche, per
la quale il flusso netto che l’attraversa e` nullo, fornira` una carica totale Q
conservata.
Due esempi significativi di cariche conservate nel bulk, l’energia e la carica
U(1), sono illustrati nelle sottosezioni seguenti. Per quanto riguarda l’ener-
gia sara` determinata la correzione alla legge di Stefan–Boltzmann dovuta al
1La somma sottintesa sull’indice µ va da 0 a d.
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difetto. Per quanto riguarda la densita` di carica elettrica sara` determinato
un valore di aspettazione non nullo sul vuoto centrato sul difetto, nonche´ la
risposta lineare alla presenza di un campo elettrico esterno.
3.1.1 Densita` di energia e legge di Stefan–Boltzmann
La Hamiltoniana (1.99) del bulk che genera l’evoluzione temporale puo` essere
espressa in termini di un operatore di densita` di energia θ00(x, y)
θ00(x, y) =
1
2
[: ∂0Φ∂0Φ : + : ∂iΦ∂iΦ : − : Φ∂y∂yΦ : +M2 : ΦΦ :] , (3.7)
H =
∫ 0
−∞
dy
∫ +∞
−∞
ddxθ00(x0,x, y) +
∫ +∞
0
dy
∫ +∞
−∞
ddxθ00(x0,x, y) , (3.8)
dove : . . . : indica l’usuale prodotto normale. Tale operatore costituisce la
prima componente della corrente conservata
θ0α = (θ00, θ0i, θ0y) , ∂αθ
0α(x, y) = 0 , (3.9)
θ0i = : ∂0Φ∂iΦ : , θ0y =: ∂0Φ∂yΦ : −1
2
: ∂0(Φ∂yΦ) : , (3.10)
di cui H e` la carica associata. Poiche´ le densita` di flusso a destra e a sinistra
sono uguali (in particolare θ0y+ = (ad−bc)θ0y− ; la condizione di non dissipazione
(1.7) pone proprio ad−bc = 1) il flusso complessivo che attraversa l’impurita`
si conserva, e la hamiltoniana H non dipende dalla variabile temporale x0.
Il valore di aspettazione sullo stato di Gibbs a temperatura T = 1/β
dell’operatore di densita`
E(β, y; γ) ≡ 〈θ00〉β (3.11)
costituisce la densita` di energia termica del vuoto: E risulta indipendente sia
da x0 che da x per l’invarianza dello stato stato di Gibbs sotto traslazioni
temporali e traslazioni spaziali parallele al difetto. L’espressione (3.11) e`
valutata tramite la prescrizione di point splitting in cui associamo alla di-
stribuzione θ0α(x, y) una nuova densita` θ0α(x1, y1;x2, y2) separando il punto
(x, y) nei punti (x1, y1) e (x2, y2) in tutte le espressioni nelle quali il campo
Φ(x, y) o le sue derivate appaiono quadraticamente
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Φ2(x, y)→ Φ(x1, y1)Φ(x2, y2) , (3.12)
ed eseguendo poi il limite di punti coincidenti
〈θ0α(x1, y1)〉β ≡ lim
(x2,y2)→(x1,y1)
〈θ0α(x1, y1, ;x2, y2)〉β . (3.13)
Solitamente la prescrizione prevede anche una sottrazione di un valore di
aspettazione su uno stato di riferimento per rimuovere le divergenze. Nel
nostro caso non eseguiamo la sottrazione perche´ la teoria e` gia` regolarizzata
dal fattore termico. La nostra scelta sara` giustificata a posteriori quando
ritroveremo, equazioni (3.15) e (3.20), la usuale espressione per la densita`
di energia termica. Inoltre evitare la sottrazione ha il notevole vantaggio
pratico di mantenere valide le ipotesi del teorema di Wick.
Discutiamo per primo il caso in cui non siano presenti stati localizzati
sull’impurita`. La presenza del prodotto normale nell’espressione per la den-
sita` di energia permette di esprimere E in termini dei correlatori (1.104) e di
separare il contributo di Stefan–Boltzmann εS−B
E(β, y; γ) = εS−B(β) + ε(β, y; γ) , (3.14)
presente anche in assenza di difetto e indipendente da y
εS−B(β) =
∫ +∞
−∞
dkddp
(2pi)d+1
ω(k,p)e−β[ω(k,p)−µ]
1− e−β[ω(k,p)−µ] , (3.15)
ω(k,p) =
√
M2 + k2 + p2 , (3.16)
dal contributo puro ε(β, y; γ) dovuto a coefficienti di riflessione non nulli
ε(β, y; γ) =
∫ +∞
−∞
dkddp
(2pi)d+1
ω(k,p)e−β[ω(k,p)−µ]
1− e−β[ω(k,p)−µ] [θ(y)R
+
+(k)+ θ(−y)R−−(k)]e2iky .
(3.17)
Le condizioni di unitarieta` (1.51) e seguente pongono i vincoli
|R++| ≤ 1 , |R−−| ≤ 1 , ∀ k ∈ R , (3.18)
da cui segue la diseguaglianza
E(β, y; γ) ≥ 0 . (3.19)
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Il contributo del difetto ε(β, y; γ) alla densita` di energia termica costi-
tuisce una correzione non banale alla nota legge di Stefan–Boltzmann in
spazio–tempo 3+1 dimensionale per campi scalari reali a massa nulla
εS−B(β) =
pi2
30β4
, (3.20)
che si ottiene integrando la (3.15) posto d = 2, M = µ = 0. Ad esempio
la correzione generata per queste scelte dall’impurita` delta repulsiva γ+η =
(1, 0, 2η ≥ 0, 1), per la quale
R++ =
−iη
k + iη
, R−− =
iη
k − iη , (3.21)
vale
ε(β, y; γ+η ) =
∫ +∞
0
dk
∫ +∞
0
d|p| |p|
√
k2 + |p|2
eβ
√
k2+|p|2 − 1
[ηk sin(2k|y|)− η2 cos(2k|y|)]
2pi2(k2 + η2)
.
(3.22)
Tale correzione alla legge di Stefan–Boltzmann e` rappresentata graficamente
in figura 3.1.
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Figura 3.1: Grafico per ε(10, y; γ+η=1), correzione alla legge di Stephan–Boltzmann (3.20)
in spazio–tempo 3 + 1 dimensionale.
La presenza di stati localizzati sul difetto non modifica essenzialmente la
discussione salvo introdurre un termine in piu`, εb(β, y; γ), nella (3.14)
E(β, y; γ) = εS−B(β) + ε(β, y; γ) + εb(β, y; γ) , (3.23)
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con
εb(β, y; γ) =

∫ +∞
−∞
ddp
(2pi)d
ω(p)e−β[ω(p)−µ]
1− e−β[ω(p)−µ] |r|e
2|y|r , γ ∈ Γ˜1 ,∑
σ=±
∫ +∞
−∞
ddp
(2pi)d
ωσ(p)e
−β[ωσ(p)−µ]
1− e−β[ωσ(p)−µ] |rσ|e
2|y|rσ , γ ∈ Γ˜2 ,
(3.24)
dove ω(p), ωσ(p), r±, r sono dati nelle (2.20), (2.21), (2.24).
3.1.2 Corrente U(1)
Consideriamo un campo scalare complesso
Φ(x, y) =
1√
2
[Φ1(x, y) + iΦ2(x, y)] , (3.25)
le cui componenti reale e immaginaria sono campi scalari hermitiani che
soddisfano l’equazione di Klein–Gordon, le regole di commutazione canonica
e le condizioni al bordo (1.79) con gli stessi coefficienti γ. La corrente U(1)
jα(x, y) = −i[: (∂αΦ∗)Φ : − : Φ∗(∂αΦ) :] (3.26)
risulta conservata in virtu` dell’equazione del moto. Questa corrente genera
una vera carica Q conservata, infatti la densita` di flusso della corrente che
entra ed esce dalla superficie dell’impurita` si annulla identicamente
jy+(x
0,x)− (ad− bc)jy−(x0,x) = 0 , (3.27)
posta ancora una volta la condizione (1.7) di non dissipazione ad− bc = 1.
Utilizzando la funzione a due punti (1.111) nella rappresentazione termica
otteniamo, in caso non siano presenti stati localizzati sul difetto, un valore
di aspettazione sul vuoto (eseguito tramite point splitting come descritto in
3.1.1) non banale per la densita` di carica
%(β, y; γ) ≡ 〈j0(x0,x, y)〉β = (3.28)∫ +∞
−∞
dkddp
(2pi)d+1
e−β[ω(k,p)−µ]
1− e−β[ω(k,p)−µ]{1 + [θ(y)R
+
+(k) + θ(−y)R−−(k)]e2iky},(3.29)
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diversamente dalle correnti spaziali che si annullano identicamente
〈ji(x0,x, y)〉β = 〈jy(x0,x, y)〉β = 0 . (3.30)
In figura 3.2 sono riportati i profili della densita` di carica per l’impurita` delta
γ+η (1, 0, 2η ≥ 0, 1) e delta primo γ+ξ = (1, 2ξ ≥ 0, 0, 1).
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Figura 3.2: Grafico per la densita` di carica %(10, y; γη=1) (a sinistra) e %(10, y; γξ=1) (a
destra), entrambe con M = 0.1
3.1.3 Conduttivita` e densita` di carica nella risposta
lineare
Con un occhio rivolto alle possibili applicazioni nel campo della ricerca in
stato solido, e` interessante discutere la risposta della densita` di carica e delle
correnti spaziali alla sollecitazione di un campo elettrico esterno. Infatti la
presenza di un difetto potrebbe modellizzare sia la presenza di impurita` come
atomi o molecole in un reticolo, sia il contatto tra due superfici di separazione
tra materiali diversi (ad esempio giunzioni p–n, passaggio attraverso materiali
con legge di dispersione diversa, ect. . . ) o fasi diverse.
Accoppiamo in maniera minimale il campo vettoriale esterno Aα alla
corrente U(1)
HI = jαA
α , (3.31)
avendo scelto di lavorare nella gauge di Coulomb
A0 = 0 , ∂iA
i = 0 , F0i = ∂0Ai − ∂iA0 = Eieiωt , (3.32)
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con un campo elettrico Ei monocromatico alla frequenza ω e costante nello
spazio. La risposta lineare nel campo elettrico alla corrente e` fornita dalla
seguente [37]
〈jα(x0,x, y)〉HIβ = 〈jα(x0,x, y)〉β (3.33)
+ i
∫ x0
t1
dt
∫ +∞
−∞
ddx′dy′〈[HI(t,x′, y′), jα(x0,x, y)]〉β ,
la quale, considerando la (3.31), per essere valutata richiede la conoscenza
del commutatore corrente–corrente sul vuoto
〈[jα(t,x′, y′), jα(x0,x, y)]〉β . (3.34)
Tale espressione pero` e` molto difficile da integrare nella (3.33), anche in uno
spazio–tempo 1 + 1 dimensionale, a causa della natura al secondo ordine
nel campo Φ della corrente. Per superare questa difficolta` ci restringiamo a
studiare un campo complesso a massa nulla con il vincolo di norma unitaria
Ψ(x0, y) = e−
i
2
Φ(x0,y) , (3.35)
in uno spazio–tempo 1 + 1 dimensionale, la cui corrente conservata
jα(x
0, y) = −i[: (∂αΨ∗)Ψ : − : Ψ∗(∂αΨ) :] = ∂αΦ(x0, y) (3.36)
e` del primo ordine nel campo. Inoltre consideriamo solamente il caso piu`
significativo dell’impurita` delta repulsiva in cui γ = (1, 0, 2η ≥ 0, 1) = γ+η .
Specializziamo dunque le (3.31), (3.32)
δ〈jµ(x0, y)〉β = −E1
ω
∫ x0
t1
dteiωt
∫ +∞
−∞
dy′〈[j1(t, y′), jµ(x0, y)]〉β , (3.37)
e riscriviamo il valore di aspettazione delle correnti in termini della funzione
di correlazione a due punti (1.111)
〈j1(t, y′)j0(x0, y)〉β = ∂y′∂x0Wβ(t′, y′;x0, y) , (3.38)
〈j1(t, y′)j1(x0, y)〉β = ∂y′∂yWβ(t′, y′;x0, y) . (3.39)
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Posto t1 = −∞ il tempo di accensione della perturbazione, arriviamo dopo
un po’ di algebra alle seguenti correzioni lineari:
δ%(β, x0, y) = sign(y)
piE1
2
δ(ω) , (3.40)
δ〈j1(x0, y)〉β = piE1
2
δ(ω) . (3.41)
Osserviamo che entrambe le correzioni non dipendono dalla temperatura.
Definita conduttivita` σ(ω) il coefficiente di proporzionalita` tra campo
esterno applicato e corrente (spaziale) abbiamo
σ(ω) =
pi
2
δ(ω) , (3.42)
la quale ci dice che solamente la componente continua di un campo elettrico
E1(t) modifica la corrente.
La scelta di esponenziare il campo Φ nella (3.35) risulta interessante non
solo per la semplicita` di calcolo, ma soprattutto perche´ ricalca il procedi-
mento di bosonizzazione dei campi fermionionici [38, 39]. Tuttavia non e`
necessario bosonizzare i campi fermionici Ψ per studiarne la risposta lineare:
l’espressione usuale per la corrente
jµ(x
0,x, y) =: ΨγµΨ : (x
0,x, y) , (3.43)
conduce, per la ciclicita` della traccia, all’annullamento del valore di aspet-
tazione corrente–corrente
〈[j1(t,x′, y′), j1(x0,x, y)]〉β = −Tr{γ1S(1; 2)γ1S(2; 1)}
+ Tr{γ1S(2; 1)γ1S(1; 2)} = 0 , (3.44)
avendo posto
S(1; 2) = 〈Ψ(t1,x1, y1)Ψ(t2,x2, y2)〉β (3.45)
la funzione a due punti sullo stato di Gibbs per un campo fermionico in
presenza di difetto (espressione che non conosciamo). Non di meno la risposta
nella densita` di carica o nelle direzioni ortogonali al campo esterno puo` essere
non nulla.
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3.2 Correnti indotte sul difetto
In questa sezione vogliamo mostrare il meccanismo non banale (introdotto in
[16] per le brane e qui specializzato ai difetti) per cui una corrente conservata
nel bulk induce due correnti (una frutto della proiezione da destra, e l’altra da
sinistra) conservate sul difetto che generano la stessa simmetria sull’impurita`.
Il meccanismo sara` illustrato per il caso piu` semplice di corrente U(1).
Una corrente jα(x, y) conservata nel bulk
∂αj
α(x, y) = ∂µj
µ(x, y) + ∂yj
y(x, y) = 0 , (3.46)
induce due correnti sul difetto
jµ±(x) ≡ lim
y→±0
jµ(x, y) , µ = 0, . . . , d (3.47)
che proprio per la (3.46) non sono in generale conservate sull’impurita`, infatti
un flusso di carica non nullo esce dal difetto nella dimensione extra. Tuttavia
l’espressione (3.46) fornisce esplicitamente questo contributo e suggerisce di
compensare la perdita di carica con l’introduzione di due campi scalari
χ±(x) = − lim
y→±0
∂yj
y(x, y) , (3.48)
e due vettoriali sul difetto
kµ±(x) = j
µ
±(x)− i(∂µ∆0 ∗ χ±)(x) , (3.49)
dove ∆m2 e` l’usuale propagatore di Feynman in dimensione d+ 1
∆m2(x) = −i
∫ +∞
−∞
dd+1p
(2pi)d+1
e−ipx
−p2 +m2 − iε . (3.50)
Tali correnti kµ±(x) risultano conservate (sull’impurita`)
∂µk
µ
± = 0 (3.51)
se e` possibile scambiare l’ordine tra la derivazione nelle variabili parallele alla
superficie del difetto e il limite nella direzione ortogonale
∂µ lim
y→±0
jµ(x, y) = lim
y→±0
∂µj
µ(x, y) . (3.52)
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Questa condizione sara` considerata soddisfatta nella discussione successiva.
Allo scopo di indagare il comportamento delle correnti kµ± specifichiamo
che il limite nella (3.47) deve intendersi sulle funzioni di correlazione
〈jµ±(x1) · · ·χ±(xk) · · ·ϕ±(xk+m) · · · 〉
= limyi→±0〈jµ(x1, y1) · · · ∂ykjy(xk, yk) · · ·Φ(xk+m, yk+m) · · · 〉 . (3.53)
Specializziamo adesso la nostra trattazione al caso della corrente U(1) che
ammette una vera carica conservata nel bulk (vedi sezione 3.1.2). Allo scopo
di dimostrare che le correnti indotte kµ± generano precisamente la simmetria
U(1) sul difetto dobbiamo verificare le corrispondenti identita` di Ward. Ri-
cordando la rappresentazione spettrale di densita` %ij introdotta nel capitolo
precedente e considerando le funzioni di vertice
〈Tjµi (x1)ϕ∗i (x2)ϕi(x3)〉 = −i
∫ ∞
0
dλ21dλ
2
2%ii(λ
2
1)%ii(λ
2
2){∂µ∆λ21(x12)∆λ22(x13)
−∆λ21(x12)∂µ∆λ22(x13)} , (3.54)
〈Tχi(x1)ϕ∗i (x2)ϕi(x3)〉 = −i
∫ ∞
0
dλ21dλ
2
2%ii(λ
2
1)%ii(λ
2
2)(λ
2
2−λ21)∆λ21(x12)∆λ22(x13) ,
(3.55)
dove i = ±, otteniamo
∂µ〈Tkµi (x1)ϕ∗i (x2)ϕi(x3)〉 = iCiδ(x12)〈Tϕ∗i (x2)ϕi(x3)〉−iCiδ(x13)〈Tϕ∗i (x3)ϕi(x2)〉 ,
(3.56)
supposto finito l’integrale
Ci =
∫ ∞
0
dλ2%ii(λ
2) <∞ . (3.57)
Quest’ultima condizione, sempre violata per campi Φ(x, y) locali (vedi sezione
2.3), puo` essere soddisfatta invece per una opportuna scelta della funzione
σ(λ) (equazione (2.33)) che rompe la localita` nel bulk (ma non sul difetto) e
modifica la densita` spettrale
%ij(λ
2)→ ρij(λ2) = σ(
√
λ2 −M2)%ij(λ2) , (3.58)
affinche´ Ci < ∞. L’equazione (3.56) costituisce la convenzionale identita` di
Ward.
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3.3 Interazioni sul difetto
Il campo scalare di bulk libero
Φ(x, y) , x = (x0,x) ∈ Rd+1 , y ∈ R \ {0} , (3.59)
induce due campi scalari non canonici ϕ±(x) sul difetto secondo quanto
discusso nel capitolo 2. Una teoria interagente con termini di interazione
localizzati solamente sul difetto, SI [Φ] = SI [Φ(x,±0)], permette ancora
di effettuare il passaggio dalle funzioni di correlazione espresse in teoria
perturbativa
〈TΦ(x1, y1)Φ(x2, y2) · · ·Φ(xn, yn)ei:SI [Φ]:〉 (3.60)
alle funzioni di correlazione indotte sul difetto
〈Tϕ±(x1)ϕ±(x2) · · ·ϕ±(xn)ei:SDI [ϕ+,ϕ−]:〉 , (3.61)
essenzialmente perche´ SI [Φ] = S
D
I [ϕ+, ϕ−] non contiene integrazioni nella
variabile y ortogonale al difetto. Poiche´ nella sezione 2.1 abbiamo determi-
nato il propagatore della teoria indotta
GFij(x1, x2) ≡ 〈Tϕi(x1)ϕj(x2)〉 =
∫ ∞
0
dλ2%ij(λ
2)∆λ2(x12) , (3.62)
possiamo pensare le funzioni di correlazione (3.61) generate dalla seguente
azione efficace sul difetto2
SD[ϕ±] =
∫ +∞
−∞
ddx
1
2
ϕi(x){iGFij(x, x)}−1ϕj(x) + SDI [ϕ±] , (3.63)
avendo rinominato per comodita` futura d + 1 → d (dimensione euclidea
dell’impurita`).
L’esempio piu` semplice e naturale e` fornito dall’impurita` delta repulsiva
2Nell’equazione (3.63) l’espressione G(x, x)−1 deve essere letta in senso funzionale∫
dzG(x1, z) δ
2S
δϕi(z)ϕj(x2)
= −iδ(x1 − x2).
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(o la sua generalizzazione, vedi sezione 2.4), la cui azione nel bulk
S[Φ] =
∫
ddxdy
1
2
Φ(x, y){−∂µ∂µ + ∂2y +M2}Φ(x, y)
+ η
∫
ddxdyΦ2(x, y)δ(y) (3.64)
+
∫
ddxdyLI(Φ(x, y))δ(y) , η ≥ 0 ,
conduce ad un unico campo ϕ(x) indotto sul difetto con azione efficace
SD[ϕ] =
∫ +∞
−∞
dd
1
2
ϕ(x){
√
M2 + ∂µ∂µ − iε+ η}ϕ(x) +
∫ +∞
−∞
ddxLI(ϕ) .
(3.65)
Recentemente [12, 13] sono state proposte azioni con termini di potenziale
esterno che localizzano l’interazione in y = 0 riproducendo tutte le possibili
scelte dei coefficienti γ.
Nella prossima sezione saranno eseguiti calcoli perturbativi e non in pre-
senza di un’impurita` delta repulsiva, assumendo un’auto–interazione sul difet-
to del tipo ϕr e costante di accoppiamento g. Il grado superficiale di diver-
genza ω di un dato diagramma di Feynman G si calcola facilmente attraverso
l’analisi dimensionale e topologica dei diagrammi, pur di ricordare l’inusuale
andamento |p|−1 del propagatore: per un dato diagramma con V vertici ed
E gambe esterne in uno spazio d–dimensionale risulta
ω(G) = −[g]V + E
2
(1− d) + d , (3.66)
dove le parentesi [ ] forniscono la dimensione in unita` di massa della grandezza
contenuta. Ritroviamo dunque, anche per il campo indotto, la prescrizione
generale che le costanti di accoppiamento non siano negative se vogliamo che
solo una classe finita di (sotto)diagrammi risulti divergente. In particolare
per il modello ϕ4 in dimensione d = 2, solamente i diagrammi con due e
quattro gambe esterne devono essere rinormalizzati.
Infine, la presenza del termine −iε nella (3.65) permette di effettuare la
rotazione di Wick e lavorare in ambiente euclideo con il propagatore ĜE(p)
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cos`ı dato
ĜE(p) ≡ iĜF (−ip0, p1, . . . , pd−1) = 1√
M2 + p2 + η
, p2 =
∑
i
pipi . (3.67)
3.4 Modello ϕ4 e simmetria O(N)
In questa sezione investighiamo il modello ϕ4 con simmetria interna O(N)
indotto da una teoria libera nel bulk 3–dimensionale su una superficie 2–
dimensionale (vedi equazioni (3.64) e (3.65)) che costituisce un’impurita` delta
repulsiva3
SE[ϕ] =
∫
d2x{1
2
ϕa{
√
−4+M2 + ξ}ϕa + g
4!N
(ϕaϕa)2} (3.68)
4 =
∑
i
∂2i , a = 1, . . . , N , [g] = 0 , ξ ≥ 0 . (3.69)
Nell’azione e` scelta una costante di accoppiamento tra i campi ϕa proporzionale
a 1/N cosicche´ nel limite N →∞ resti selezionato un sottinsieme infinito ma
sommabile di diagrammi di Feynman. In tale limite, il cosiddetto modello
grande N, otterremo risultati che possono essere considerati non perturba-
tivi. Otterremo in particolare che il modello presenta rottura spontanea di
simmetria a causa dell’interazione a lungo raggio indotta sulla superficie, ed
esponenti critici non banali.
3.4.1 Funzione β(g) del gruppo di rinormalizzazione
Determiniamo la funzione β(g) = µ ∂
∂µ
g del gruppo di rinormalizzazione nel
caso N = 1 all’ordine 1–loop in teoria perturbativa sul difetto. Tale funzione
fornisce l’andamento della costante di accoppiamento in funzione della scala
di energie. Vedremo alla fine di questa sezione che il comportamento |p|−1
del propagatore della teoria indotta non modifica il segno di β(g) rispetto al
3Nel resto della sezione useremo la lettera ξ al posto di η per indicare l’accoppiamento
con l’impurita` delta; riserveremo l’uso di η per indicare l’esponente critico dimensione
anomala come e` usuale in letteratura. L’indice E nell’azione indica che stiamo lavorando
in ambiente euclideo.
3.4 Modello ϕ4 e simmetria O(N) 59
caso ϕ4 standard (cioe` rispetto al caso in cui il propagatore va come ∼ |p|−2)
in cui β(g) > 0: si manifesta quindi un accoppiamento effettivo crescente con
le energie.
Per determinare la costante di accoppiamento rinormalizzata g all’ordine
1–loop dobbiamo valutare il contributo una particella irriducibile a quattro
punti Γ(4)(pi), il quale e` rappresentato graficamente dalla somma dei dia-
grammi in figura 3.3. La presenza del controtermine e` essenziale per rendere
Γ(4) = + 3 · + + o(g3)
Figura 3.3: Contributi a Γ(4) fino all’ordine 1–loop. Il fattore 3 davanti al diagramma
con loop indica le tre differenti combinazioni degli impulsi esterni che portano ai canali
s = (p1 + p2)2, u = (p1 + p4)2, t = (p1 + p3)2. Il cerchietto nero indica il contributo del
controtermine.
finito Γ(4) infatti il diagramma a un loop risulta divergente logaritmicamente.
Detto I(p) tale diagramma, usiamo la regolarizzazione dimensionale
I(p) =
λ2
2
µ4ε
∫
ddk
(2pi)d
1√
M2 + k2 + ξ
1√
M2 + (k + p)2 + ξ
, (3.70)
d = 2− 2ε , g = λµ2ε , [λ] = 0 , (3.71)
e procediamo, per semplicita` di calcolo, alla sua valutazione con ξ = 0. Utiliz-
zando le usuali formule dei parametri di Feynman, degli integrali nello spazio
euclideo, dell’espansione della funzione gamma, otteniamo l’espressione
I(p) =
λ2µ2ε(4pi)ε
8pi2
Γ[ε]
∫ 1
0
dxx−1/2(1− x)−1/2[ µ
2
s(x− x2) +M2 ]
ε
=
λ2µ2ε
8pi
[
1
ε
+ F (s, µ2)] + o(ε) ,
F (s, µ2) =
1
pi
∫ 1
0
dxx−1/2(1− x)−1/2 ln[ µ
2
s(x− x2) +M2 ] .
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Lavorando nello schema di sottrazione minimale richiediamo che il controter-
mine in Γ(4) sottragga solamente il contributo puro del polo in ε, per cui si
ha l’espressione rinormalizzata
Γ(4)[pi] = −λµ2ε + 3λ
2µ2ε
8pi
(
F (s, µ2) + F (u, µ2) + F (t, µ2)
3
) , (3.72)
e la costante di accoppiamento bare gB in termini di quella rinormalizzata (e
viceversa)
gB = λµ
2ε +
3
8pi
λ2µ2ε
ε
, (3.73)
g = λµ2ε = gB − 3
8pi
g2Bµ
−2ε
ε
. (3.74)
In definitiva arriviamo alla funzione β(g)
β(g) ≡ µ ∂
∂µ
g(µ) =
3
4pi
g2 . (3.75)
Come annunciato ad inizio sezione risulta β(g) > 0, risultato che indica la
crescita della costante di accoppiamento con la scala delle energie.
3.4.2 Modello grande N
Azione quantistica Vogliamo studiare il modello descritto dall’azione (3.68)
nel limite grande N, quando cioe` il numero N dei campi ϕa(x) va all’infini-
to e la costante di accoppiamento va a zero come 1/N . Il comportamento
dei campi indotti in questo limite e` stato indagato in [26] con il metodo di
punto–sella [27] e su reticolo, anche attraverso simulazioni numeriche. La
presente trattazione differisce per l’approccio diagrammatico [28, 29, 30, 31]
e per la determinazione all’ordine 1/N della dimensione anomala.
L’azione (3.68) ha lo svantaggio di presentare diagrammi di Feynman che
pur presentando la stessa topologia, differiscono per l’ordine in N , come e`
illustrato in figura 3.4. Modifichiamo quindi l’azione4 stessa introducendo un
4Per la discussione sugli esponenti critici che seguira` risulta piu` agevole reintrodurrre
esplicitamente la dimensione d generica del difetto.
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Figura 3.4: Diagrammi di Feynman con la stessa topologia ma di ordini diversi: a
sinistra l’ordine e` 1/N , a destra 1/N2. Questa differenza scaturisce dalla contrazione di
indici uguali nel loop di sinistra che danno un fattore moltiplicativo N aggiuntivo
campo ausiliario reale λ(x) affinche´ sia piu` agevole identificare ogni ordine
in N :
SE[ϕ, λ] = SE[ϕ]−
∫
ddx{3N
2g
(iλ+
g
6N
ϕaϕa + ξ)2} . (3.76)
L’introduzione del campo ausiliare non modifica la dinamica del sistema,
essendo il nuovo termine quadratico. Riarrangiando i termini a meno di
fattori costanti otteniamo la seguente azione
SE[ϕ, λ] =
∫
ddx{1
2
ϕa[
√
−∂2 +M2]ϕa+ 3N
2g
λ2− i
2
λϕaϕa− 3Nξ
g
iλ} (3.77)
con un termine di tadpole e un’interazione trilineare tra ϕa e λ che mimano
la precedente autointerazione ϕ4 (vedi figura 3.5; gli indici interni saranno
d’ora in poi soppressi): ogni loop di ϕ porta un fattore N moltiplicativo; ogni
propagatore λ porta un fattore 1/N .
  
Figura 3.5: A sinistra tadpole di φ4 che corrisponde a due diagrammi topologicamente
distinti e di ordini diversi nell’interazione trilineare: quello centrale e` di ordine 1, quello
a destra di ordine 1/N . La linea tratteggiata indica il propagatore del campo ausiliare λ
Nel limite di grande N sopravvivono per l’azione quantistica Γ[ϕ, λ] solo
diagrammi a un loop come quelli mostrati in figura 3.6. Tali diagrammi sono
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sommabili esattamente
Γ[ϕ, λ] = SE[ϕ, λ]−
∞∑
n=1
∫
ddp
(2pi)d
N
n!
(
iλ
2
√
p2 +M2
)n2n−1(n− 1)!(3.78)
= SE[ϕ, λ] +
N
2
Tr{log[
√
−4+M2 − iλ]} (3.79)
considerando che per un dato grafico di quella topologia con n gambe λ
   
Figura 3.6: Primi quattro grafici che contribuiscono a Γ[ϕ, λ]
esterne ci sono (n− 1)! modi di posizionare i vertici. Nel limite N →∞ non
ci sono altri contributi rilevanti per l’azione quantistica.
Le condizioni di minimo per Γ[ϕ, λ] si traducono nelle equazioni
(
√
−4+M2 − iλ)ϕa = 0 (3.80)
ϕaϕa ≡ ϕ2 = −6Nξ
g
− 6N
g
iλ+N
∫
ddp
(2pi)d
1√
p2 +M2 − iλ . (3.81)
Esponenti Critici Esploriamo per prima la fase a simmetria rotta. Poiche´
entrambi i campi sono reali, la prima equazione ci dice che nella fase a sim-
metria rotta in cui ϕ2 6= 0 il campo ausiliario λ si annulla identicamente; la
seconda equazione ci fornisce dunque un valore costante per ϕ2:
ϕ2 = −6Nξ
g
−N
∫
ddp
(2pi)d
1√
p2 +M2
. (3.82)
Notiamo allora che l’equazione (3.80) implica anche M = 0. Affinche´ la
(3.82) ammetta soluzioni dobbiamo richiedere che
ξ ≤ ξc ≡ −g
6
∫
ddp
(2pi)d
1√
p2
. (3.83)
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Posto t = 6
g
N(ξ − ξc) abbiamo
ϕ2 = −t ∼ (−t)2β , β = 1
2
. (3.84)
Esploriamo adesso la fase simmetrica.
In questa fase il campo ausiliario puo` assumere il generico valore λ = m
purche´ soddisfi la (3.81) con ϕ2 = 0. Poiche´ il propagatore del campo ϕa
Ĝab(p) = δab
1√
p2 +M2 − im (3.85)
ha poli in p = ±√m2 +M2 ≡ ±m∗ possiamo identificare con l = m∗−1
la lunghezza di correlazione che da` l’andamento a grande distanza r della
funzione di correlazione G(r) ∼ e−r/l. Per facilita` di calcolo assumiamo che
M = 0, cosicce´ m∗ = m: in questa ipotesi possiamo ottenere facilmente dalle
(3.81), (3.83) la seguente
t
m
= i
6N
g
+ iN
∫
ddp
(2pi)d
1√
p2(
√
p2 − im) . (3.86)
L’integrale sulla destra, per d > 2 e m ∼ 0, e` di un’ordine superiore in
m rispetto alla costante che lo precede, dunque ininfluente al calcolo dell’e-
sponente critico ν. Per d < 2 invece l’integrando e` di ordine inferiore alla
costante e costituisce pertanto il termine dominante:
m ∼ tν , ν =
{
1 d > 2
1
d−1 1 < d < 2
. (3.87)
L’esponente η e` definito dall’andamento a m = 0 di Ĝ−1
ϕaϕb
= (p2)1−
η
2 :
dalla (3.85) si riconosce
η = 1 . (3.88)
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Utilizzando le relazioni determinate possiamo stimare l’andamento del-
l’azione quantistica nell’intorno del minimo
Γmin ∼ t2β+ν + t1+ν + t2ν + tdν , (3.89)
dalla quale, essendo β = 1/2 e ν ≥ 1, otteniamo il calore specifico C
C ∼ ∂
2Γmin
∂t2
∼ t−α , α = 2− dν = d− 2
d− 1 . (3.90)
Passiamo adesso allo studio dell’equazione di Stato. Aggiungiamo al-
l’azione quantistica (3.79) un termine di interazione con una sorgente esterna
Ha(x),
Γ[ϕ, λ,H] = Γ[ϕ, λ]−
∫
dDxϕa(x)Ha(x) (3.91)
che modifica l’eq. (3.80) in
(
√
−4+M2 − iλ)ϕa = Ha . (3.92)
Per campi ϕa e λ = m costanti otteniamo
−m2ϕ2 = H2 ≡ HaHa , (3.93)
che utilizzata per eliminare m dalla (3.81) ci fornisce (se 1 < d < 2)
ϕ2 + t ∼ (H
2
ϕ2
)
d−1
2 (3.94)
ovvero, l’equazione di stato
H ∼ ϕδf(tϕ− 1β ) , f(x) = (1 + x)γ , (3.95)
δ =
d+ 1
d− 1 , γ =
1
d− 1 , (3.96)
dove ϕ ≡ √ϕaϕa e H = √HaHa.
Gli esponenti critici determinati soddisfano le usuali relazioni di scaling e
hyperscaling come illustrato nella tabella 3.1. Si noti che gli esponenti critici
termodinamici α, β, γ e δ del nostro modello Grande N indotto si possono
ottenere con la trasformazione d→ d/2 da quello standard con il propagatore
usuale Ĝ ∼ |p|−2.
3.4 Modello ϕ4 e simmetria O(N) 65
Grande N standard Grande N indotto Relazioni di Scal. e Hyp.Scal.
α = (d− 4)/(d− 2) α = (d− 2)/(d− 1) α = 2− dν
β = 1/2 β = 1/2 β = (d− 2 + η)ν/2
γ = 2/(d− 2) γ = 1/(d− 1) γ = ν(2− η)
δ = (d+ 2)/(d− 2) δ = (d+ 1)/(d− 1) δ = (d+ 2− η)/(d− 2 + η)
η = 0 η = 1 α+ β(1 + δ) = 2
ν = 1/(d− 2) ν = 1/(d− 1) γ + β(1− δ) = 0
Tabella 3.1: Esponenti critici nel modello Grande N standard e indotto. Le relazioni di
scaling e di hyperscaling sono soddisfatte.
Dimensione anomala all’ordine 1/N E` possibile determinare la dimen-
sione anomala all’ordine 1/N tenendo N finito. Per farlo e` necessario cal-
colare l’autoenergia Σ(p) del campo ϕ (fino all’ordine 1/N) sommando di-
agrammi con la topologia mostrata in Figura 3.7. Tale somma e` essenzial-
  
Figura 3.7: Primi tre grafici che contribuiscono all’autoenergia Σ(p) del campo φ
mente una serie geometrica nel contributo del singolo loop I(q). Poiche´ siamo
nell’intorno del punto critico assumiamo che m∗ =
√
M2 +m2 = 0, ovvero
M = m = 0
I(q) = (i/2)22N
∫
ddk
(2pi)d
1√
k2
1√
(q − k)2 (3.97)
Σ = −1
2
∫
ddq
(2pi)d
1
3N
g
− I(q)
1√
(p− q)2 . (3.98)
Utilizzando le usuali formule dei parametri di Feynman, degli integrali nel-
lo spazio euclideo e l’espansione della funzione gamma, si ottiene per I(q)
66 3. Modelli e applicazioni fisiche
l’espressione
I(q) = −N
2
Γ(1− d/2)
pi(4pi)d/2
Γ2(d/2− 1/2)
Γ(d− 1) (q
2)d/2−1 (3.99)
= −N
2
b(ε)(q2)−ε , (3.100)
dove abbiamo posto d = 2 − 2ε. Assumiamo adesso, in analogia al caso dei
campi standard, che al punto fisso infrarosso g → ∞. In questa ipotesi e`
possibile eseguire l’integrale per Σ(p):
Σ(p) =
2
N
Γ(1− 2ε)
Γ(1/2− ε)Γ(3/2− ε)
pi
Γ(ε)Γ(−ε)
√
p2 (3.101)
=
−2
N
Γ(1− 2ε)
Γ(1/2− ε)Γ(3/2− ε)ε sin(piε)
√
p2 . (3.102)
Diversamente dal caso standard [31, 27], il contributo di ordine 1/N non e`
proporzionale a log(p2), quindi le correzioni alla dimensione anomala saranno
almeno di ordine 1/N2:
η = 1 + o(1/N2) . (3.103)
Capitolo 4
Conclusioni
In questo lavoro e` studiata la teoria quantistica di un campo scalare libero
Φ in un bulk (d + 1 + 1)–dimensionale in presenza di un difetto (d + 1)–
dimensionale. Tale difetto rappresenta per d = 3 lo spazio–tempo usuale in
cui e` vincolata la materia ordinaria nell’ambito delle teorie con dimensioni
spaziali extra, mentre per 0 ≤ d ≤ 2 rappresenta una vera impurita` dello
spazio ordinario.
Nel capitolo 1 e` discusso il formalismo che cattura la presenza del difetto
nel bulk, attraverso la deformazione dell’algebra canonica degli operatori di
creazione e di distruzione che includono matrici di riflessione e di trasmissione
non banali. E` stata determinata la funzione di correlazione a due punti sia
in rappresentazione di Fock che a temperatura finita. La conoscenza di tale
funzione fornisce un’informazione completa sulla teoria libera nel bulk.
Nel capitolo 2 e` indagato il meccanismo di induzione del campo di bulk
sul difetto, generalizzando per le impurita` il processo e le proprieta` note per
le brane. I campi ϕi indotti si presentano come campi quantistici generaliz-
zati, frutto della sovrapposizione continua di modi di Kaluza–Klein, di cui
e` determinata la misura spettrale insieme alle sue proprieta` principali, con
eventuali contributi discreti (fino a due) che dipendono dalla presenza di stati
localizzati sull’impurita`. Particolare attenzione e` posta alla generalizzazione
della corrispondenza tra le proprieta` di localita` e di canonicita` nel passag-
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gio Φ ↔ ϕi: e` mostrato esplicitamente che un campo non locale nel bulk
puo` indurre un campo locale sul difetto. Sono illustrati inoltre alcuni esempi
significativi di campi indotti, ed e` chiarita la relazione tra il concetto di difet-
to e quello di brana che costituisce il caso limite di impurita` perfettamente
riflettente.
Il capitolo 3 e` dedicato alla costruzione di modelli e applicazioni fisiche sia
nell’ambito delle alte che delle basse energie. Sono discusse la conservazione
delle cariche che attraversano l’impurita`: in particolare sono studiate la con-
servazione dell’energia, di cui e` stabilita la correzione termica alla legge di
Stefan–Boltzmann, e della carica elettrica U(1) che presenta una densita` non
banale localizzata sul difetto. E` indagato inoltre il comportamento delle cor-
renti indotte sull’impurita` rispetto alle simmetrie di bulk che le generano,
ed e` messo in luce a tal proposito il ruolo privilegiato delle teorie non lo-
cali nel bulk che inducono teorie locali sul difetto. Per quanto riguarda le
applicazioni alla fisica in materia condensata sono determinate la condut-
tivita` e la correzione alla densita` di carica elettrica nella risposta lineare ad
un campo elettrico esterno ortogonale a un difetto puntiforme. E` stabili-
to il comportamento critico non usuale dei campi indotti sull’impurita` che
mostrano un’interazione a lungo raggio che permette la rottura della simme-
tria O(N) nel modello grande N. Le modifiche agli esponenti critici da quelli
standard per un modello O(N) non indotto si possono riassumere attraverso
la trasformazione d→ d/2, dove d e` la dimensione (euclidea) del difetto.
Lo studio esposto in questa tesi copre solo una parte dell’indagine delle
teoria quantistica dei campi in presenza di difetti. Ad esempio il processo di
quantizzazione illustrato nel capitolo 1 per un campo scalare presenta tratti
del tutto generali, come l’algebra CB che introduce le matrici di riflessione e
di trasmissione, ma necessita della modifica delle condizioni al bordo per un
campo spinoriale Ψ: l’equazione di Dirac e` infatti una equazione del primo or-
dine alla quale possiamo aggiungere condizioni di matching su Ψ ma non sulle
sue derivate. Una strada piuttosto promettente per l’estensione ai fermioni
della teoria di campo con difetti si ottiene proprio imponendo le condizioni
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al bordo Ψ+ = MΨ−, dove M e` una matrice che mescola le componenti
dello spinore subito a sinistra del difetto (indice −), e le collega con quelle
subito a destra (indice +), richiesto che valgano le condizioni M†M = 1 e
M†γ0γyM = γ0γy (γµ sono le matrici gamma di Dirac, e y e` la direzione
ortogonale al difetto). Tali condizioni si ottengono imponendo che il difetto
sia non dissipativo, cioe` che il flusso di densita` di energia entrante nel difetto
da una parte sia lo stesso che esce dall’altra. Queste condizioni garantiscono
automaticamente la conservazione della carica elettrica attraverso l’impurita`.
Un altro aspetto che merita un’indagine successiva e` la quantizzazione
in bulk curvi. A tale proposito potrebbe essere riformulato in senso piu`
generale il brick–wall di ’t Hooft [40] come un difetto, piuttosto che come
un “muretto”, capace anche di trasmettere oltre a riflettere i campi vicino
all’orizzonte degli eventi nella metrica di Schwarzschild di un buco nero. In
particolare nel modello “giocattolo” di buchi neri in bulk (1+1)–dimensionali
il passaggio dalla coordinata radiale r a quella tortoise r∗ = r+2M ln(r/2M−
1), dove M e` la massa del buco nero, permette di esprimere l’equazione del
campo scalare a massa nulla proprio nella forma (1.1) discussa nel capitolo
1.
Naturalmente la quantizzazione in bulk curvi riveste un notevole interesse
anche dal punto di vista fenomenologico per la costruzione di modelli realistici
di spazi con dimensioni extra. Sarebbe interessante ad esempio riformulare
per i difetti il modello di bulk AdS di Randall e Sundrum [8, 9].
Infine, il legame tra la localita` del campo di bulk e le proprieta` delle cor-
renti indotte sul difetto, mostrato nella sezione 3.2, suggerisce di estendere lo
studio eseguito in dettaglio solo per la corrente U(1) al caso piu` rilevante del
tensore energia–impulso: e` infatti interessante dal punto di vista cosmologi-
co chiedersi quale sia il ruolo del flusso di energia nel bulk rispetto a quello
“visto” sul difetto in cui siamo confinati.
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