We present a detailed study, within the mean-field approximation, of an impurity band model for III-V diluted magnetic semiconductors. Such a model should be relevant at low carrier densities, below and near the metal-insulator transition. Positional disorder of the magnetic impurities inside the host semiconductor is shown to have observable consequences for the shape of the magnetization curve. Below the critical temperature the magnetization is spatially inhomogeneous, leading to very unusual temperature and magnetic field dependence of the average magnetization as well as specific heat. A metal-insulator transition is also observed, with a mobility edge inside the impurity band, in agreement with experimental measurements.
I. INTRODUCTION
Diluted magnetic semiconductors ͑DMS͒ are semiconductors of the general type A 1Ϫx M x B, where AB is either a II-VI or a III-V semiconductor and M a magnetic element, most commonly Mn. Substitution of a small fraction x of the element A by Mn impurities ͑and in the case of II-VI semiconductors an additional charge dopant, such as P on the B site͒ leads to the emergence of a semiconductor with ferromagnetic properties.
1 This is due to the interactions of the Sϭ 5 2 Mn spins ͑coming from the half-filled 3d shell of the Mn͒ with the spins of the charge carriers introduced by the Mn dopants, or by the additional dopant, for II-VI semiconductors. This opens up the possibility to manipulate ͑through doping͒ not only the transport, but also the magnetic properties of the semiconductor and thus, the potential to develop ''spintronic'' devices which combine storage ͑memory͒ functionalities with information processing functionalities.
The recent demonstration of Curie temperatures of up to 150 K in Ga 1Ϫx Mn x As samples with xϷ0.05, grown at low temperatures using molecular-beam epitaxy ͑MBE͒ techniques, [2] [3] [4] [5] [6] has heightened the interest in understanding the physics of these alloys. By now, it is well established that the main magnetic interaction is an antiferromagnetic ͑AFM͒ exchange between the Mn spins and the charge-carrier spins. As a result, an effective ferromagnetic ͑FM͒ interaction arises between the Mn spins through carrier-induced ferromagnetism. Several theories, most notably Ruderman-KittelKasuya-Yosida ͑RKKY͒, 7 have been used to explain, within a mean-field approximation, this phenomenon. More recently, dynamic correlations as well as arbitrary itinerantcarrier spin polarizations have been included. 8 All these models assume that as a result of screening by charge carriers, Coulomb interactions become negligibly small and the charge carriers ͑the holes͒ occupy a Fermi sea in the valence band. This leads to a spatially homogeneous distribution of the holes throughout the entire system and therefore results in a homogeneous magnetization, in which disorder in Mn positions ͑always present in such alloys͒ plays little or no role.
However, Mn impurities in a III-V semiconductor create a trapping potential for holes. 9 The associated acceptor levels are about 100 meV above the top of the valence band, for GaAs, and interactions will lead to their splitting into an impurity band. 10, 11 At Tϭ0, the holes occupy the states of lowest energy and therefore they first fill the states in the impurity band. Only if the Fermi energy ͑or thermal energy k B T) is large enough are states in the valence band occupied as well. It has been found experimentally that these alloys are heavily compensated, leading to rather small hole concentrations, of the order of 10-30 % of the Mn concentration. 12 The corresponding small Fermi energy implies a long screening length for the Coulomb interactions, and opens up the possibility that holes are actually moving ͑through hopping processes͒ in the impurity band formed of states localized about the Mn impurities. As a result, randomness in the position of the Mn spins could be expected to play an important role in defining the properties of these compounds.
There is strong experimental support for this scenario. Low-temperature dc conductivity is consistent with Mott variable-range hopping behavior. 4, 13 Photoemission spectroscopy has revealed the existence of the impurity band in Ga 1Ϫx Mn x As with xϭ0.035 ͑very close to the metalinsulator transition͒, 14 while scanning tunneling microscope study 15 demonstrates the existence of an impurity band in ͑Ga,Mn͒As samples with xϭ0.005. More recently, a detailed photoemission study 16 for Mn concentrations xϭ1 -6 % finds that the Fermi level is always above the top of valence band of the undoped GaAs compound, clearly indicating the existence of states inside the gap. Finally, recent optical spectroscopy studies 17 show the existence of features in the optical conductivity consistent with the existence of an impurity band for xϭ0.0001 and xϭ0.05 samples.
In this paper we investigate, at the mean-field level, a simple model in which holes move in a band formed of impurity states, completely neglecting the higher-energy valence-band states. Since we find typical Fermi energies of a few tens of millielectron volt, smaller than the ϳ100-200 meV between the impurity band and the valence band, this seems to be a reasonable first-order approximation. This model allows us to understand in a rather simple frame a number of nontrivial effects of the disorder in Mn positions on the magnetic and transport properties of these compounds ͑some of which have already been reported in Ref. 18͒ . In particular, we find a spatially inhomogeneous magnetization, very unlike the homogeneous magnetization predicted by models with holes occupying a Fermi sea in the valence band. However, our results show some qualitative agreement ͑such as very wide distributions of effective couplings, due to disorder͒ with more recent work 19 on such ''metallic'' models, which also include unscreened Coulomb interactions between the holes and Mn centers and as a result are sensitive to disorder in Mn positions. This is encouraging, as it suggests some convergence of the phenomenology predicted by the higher density ͑metallic͒ models and the low-density ͑insulating͒ models. Clearly, a full quantitative understanding of these compounds will necessitate a detailed modeling of the impurity band and inclusion of the valenceband states with proper description of other factors such as screening ͑on a proper, local scale, taking into account strong charge inhomogeneities͒ as well as various defects responsible for compensation.
The paper is organized as follows. In Sec. II we describe the model Hamiltonian, the self-consistent mean-field approximation as well as the specific parameters used in the numerical calculations. It is important to emphasize that although we chose numbers from the literature specific to the GaMnAs problem for illustration purposes, similar arguments and physics would hold for other III-V compounds. In Sec. III we present our results. We first analyze the hypothetical case in which all Mn impurities are ordered in a simple cubic lattice. This allows us to understand the unusual shape of the magnetization curves we obtain. More importantly, it allows us to clearly identify the nontrivial effects of randomness ͑disorder͒ in the Mn positions. These are analyzed in some detail and a clear physical picture of their importance to the problem emerges. We also analyze the metal-insulator transition, the effects of on-site random disorder, as well as other possible interactions. The sensitivity of our results to variations in the impurity band parameters is also discussed. Finally, Sec. IV contains a summary and conclusions.
II. MODEL
We assume that Mn only substitutes for the group III element of the III-V semiconductor with zinc-blende structure ͓the effects of interstitial Mn ͑Ref. 20͒ is neglected throughout this work͔. R ជ i ,iϭ1, . . . ,N d are the random positions of the N d Mn dopants. Each Mn impurity is associated with a spin-5 2 from its half-filled 3d shell. The valence-II Mn is an acceptor and it can trap a hole in a shallow level, characterized by a Bohr radius a B . Let N h be the total number of holes trapped about various Mn sites, and pϭN h /N d the relative hole concentration.
Although the charge carriers are holes, in the following we use an ''electron'' formalism: we analyze an equivalent system doped with hypothetical donors, with impurity levels below a conductionlike band. The main difference between the two models is ͑i͒ the hole spin is 3 2 and ͑ii͒ the envelope wave function of hole has cubic symmetry, rather than spherical symmetry of a donor. This leads to some quantitative differences ͑as has been shown by MacDonald and coworkers for free holes in Ref. 21͒ but the essential aspects of the problem, namely, ͑a͒ disorder and ͑b͒ the effect of impurity potentials, which we concentrate on here, remain substantially unaffected.
The Hamiltonian we study is
Here, c i † is the creation operator of a charge carrier with spin in the bound orbital associated with the ith Mn impurity. The first term describes charge carriers hopping between Mn sites, with a hopping t i j dependent on the distance rϭ͉R ជ i ϪR ជ j ͉. We use an exponential form like for hydrogenic orbitals 22 t(r)ϭ2(1ϩr/a B )exp(Ϫr/a B ) Ry ͑see Appendix for a justification͒. We present detailed results for this case; however in Sec. III F we discuss the changes that result for other hopping models. From these different cases we discern the universal aspects of the impurity models. The Rydberg ͑Ry͒ equals the binding energy of the charge carrier to the shallow trap E b . The heavily compensated nature of the system gives rise to random potentials coming from the charged centers responsible for compensation. We model this through an on-site random potential u(i) which leads to the second term in Eq. ͑1͒. Complete modeling would require a selfconsistent determination of this potential taking in consideration screening processes. The third term describes the AFM interaction between Mn spins S ជ (i) and charge-carrier spins. Since the Mn spins are very localized ͑the 3d shell has a radius of the order 1-2 Å͒ the AFM exchange integral is taken to be of the form
, reflecting the probability of finding the charge carrier in the s-type shallow level about impurity j near the ith Mn spin. In this notation, J is simply the AFM exchange integral of an isolated localized hole centered at a Mn impurity with the spin of the Mn. The last two terms describe interactions with an external magnetic field H. charge carriers at the jth Mn site, respectively, and must be computed self-consistently. 
is the effective magnetic field for the Mn spin at site i. The expectation value for the Mn spins is
where B S (x)ϭ(Sϩ The charge carrier Hamiltonian can be rewritten as
where
is the effective on-site energy. A chemical potential is added to treat the carriers in grand-canonical ensemble. The charge-carrier Hamiltonian can be diagonalized H cc ϭ ͚ n (E n Ϫ)a n † a n , using the unitary transformation a n † ϭ ͚ i n (i)c i † . Here n (i) is the amplitude of probability to find a charge carrier occupying level n with spin to be at site i. is given by
where f (E n )ϭ͕exp͓␤(E n Ϫ)͔ϩ1͖ Ϫ1 is the Fermi occupation probability of the level (n). Then, the average spin created by charge carriers at site i is
contains the constant terms from the mean-field factorization.
The internal energy is
, while the specific heat of the system is C V (T)ϭ‫ץ‬U(T)/‫ץ‬T. Other quantities of interest can also be computed.
We solve the mean-field equations ͑4͒-͑9͒ using an iterative algorithm. We start with a guess for the initial configuration S Mn (i) for each temperature T of interest ͑details about this are provided in Sec. III B͒. We numerically diagonalize the charge-carrier Hamiltonian ͑6͒ and find the charge-carrier eigenvalues, eigenfunctions, as well as the chemical potential from Eq. ͑8͒. We then compute s h ( j) ͓Eq. ͑9͔͒ and H i ͓Eq. ͑4͔͒. The new values for S Mn (i) are then obtained from Eq.
͑5͒ and the iterations are repeated until self-consistency is achieved. We define self-consistency as corresponding to the situation where the largest absolute variation of the on-site charge-carrier energies ⑀ i ͓Eq. ͑7͔͒ between two successive iterations is less than 10 Ϫ3 meV. This corresponds to relative errors of 10 Ϫ5 or less for all computed quantities.
B. Parameters
We 4 Besides the Rydberg, a second energy scale is provided by the exchange integral. We set J ϭ3⑀ϭ15 meV, where ⑀ϭ5 meV is the value obtained in Ref. 9 for the AFM interaction of an isolated hole with the spin of its own trapping Mn impurity. A factor of 3 is the simplest way to account for the fact that the heavy holes have spin projections j z ϭϮ 3 2 , while in our model they are modeled as s z ϭϮ 1 2 objects. The final parameter W characterizes the on-site disorder due to uncompensated impurities. We assume that u(i) has a uniform distribution in a range ͓ϪW,W͔. Following Ref. 10 
III. RESULTS

A. Simple cubic superlattice of Mn
We first consider the simplified case of Mn impurities placed in an ordered cubic structure, with a superlattice constant a L ϭa/(4x) 1/3 . While only concentrations x for which a L is commensurate with a would be physically acceptable, we disregard the underlying GaAs lattice in this particular case. We also set the on-site disorder u(i)ϭ0, and turn off the external magnetic field. Fig. 1 . The overall signs reflect the AFM alignment of the charge-carrier and Mn spins. The total magnetization of the sample, obtained by adding the Mn and charge-carrier contributions, is similar to the S Mn curve, since the number of Mn spins is 1/pϳ3 -10 times larger than the number of charge-carrier spins. The magnetization curves do not have the typical shape of conventional ferromagnets. In fact, each curve shows three different regimes. Just below T c there is a region where neither the charge carriers nor the Mn spins are yet fully polarized. The gap J e f f S Mn between the ϭ↓ and ϭ↑ charge-carrier bands increases quickly as the T decreases. Since there are fewer charge carriers, they are the first to fully polarize to s hole ϭps h ϭϪ0.5p. For lower T, the Mn spins are in a constant effective magnetic field H ϭJ e f f s hole ϭϪ0.5pJ e f f . If ␤HӶ1, the Brillouin function may be linearized and S Mn ϳJ e f f /k B T ͑the Curie law͒. This explains the uncharacteristic concave upward shape of the Mn spin magnetization in this intermediate temperature regime. Finally, for very low temperatures, the Mn spins also become fully polarized.
The inset of Fig. 1 shows the specific heat per Mn impurity for the same parameters. In all cases we see two distinct contributions. At low T, the charge carriers are all ''frozen'' at the bottom of the ϭ↓ band, and all the entropy is due to fluctuations in the Mn spins. This can be easily checked by computing C V spins ϭdU spin /dT, with s hole ϭϪ0.5p and U spin ϭ͗H spin ͘, which recaptures the entire lower peak. At
higher T values the Mn spins are almost free ͑the effective magnetic field polarizing them is very small͒, and near T c the entropy is dominated by spin fluctuations of the charge carriers.
As the relative concentration p increases, one expects that T below which charge carriers become fully polarized decreases ͑since E F is large͒ and the unusual intermediary regime where S Mn ϳ1/k B T is restricted to smaller ranges. As a result, the magnetization curves should regain the characteristic shape of conventional FM. This is confirmed in Fig. 2 , where the average charge-carrier and Mn spins are plotted for pϭ5,10,25, and 40 %.
It is interesting to note that the T c values obtained for this homogeneous case using the nominal parameters from literature are actually in good agreement with experimentally measured values. In Fig. 3 we plot T c for three GaMnAs samples, 12 which are estimated to have pϭ5 -10 %, in agreement with our estimates. However, as we show in the following, disorder has a large effect on T c . At the same time, the mean-field approximation itself underestimates thermal fluctuations, and therefore substantially overestimates T c . 24 We conclude that the good agreement shown in Fig. 3 is likely fortuitous, but it should be taken as an indication that this simple model gives the right order of magnitude of T c .
B. Effects of disorder in Mn positions
We now analyze the effects of randomness in the positions of the Mn on the shape of the magnetization and the value of T c . We continue to assume no on-site disorder po- tential ͓u(i)ϭ0͔ and zero external magnetic field. Due to positional disorder, the system is no longer homogeneous and we have to consider finite-size lattices. We choose randomly the positions of the N d Mn spins and solve numerically Eqs. ͑4͒-͑9͒ self-consistently for each site. The linear size N of the lattice is chosen so as to minimize finite-size effects. These are monitored through their effect on the magnetization curves ͑especially on T c ) and the total density of states ͑DOS͒. Finite-size effects become negligible for N h ϳ50. Sizes studied vary from Nϭ14, N d ϭ548, N h ϭ55 for xϭ0.05, to Nϭ24, N d ϭ512, N h ϭ51 for xϭ0.00926.
Equations ͑4͒-͑9͒ generally admit several self-consistent solutions, depending on the initial values used in the first iteration. For biased initial values, we start the first iteration at the lowest T value of interest assuming all Mn spins fully polarized, S Mn (i)ϭ5/2; at higher T, we use as initial values the self-consistent results found at the previous ͑lower͒ T studied. This insures that we find the self-consistent solutions with the largest possible magnetization. For random initial values both the magnitude and the sign of S Mn (i) are chosen randomly for each site for all T considered. The total magnetizations obtained in this case are smaller or equal to the maximum possible value ͑obtained for biased initial values͒, due to the appearance of regions with local magnetizations pointing in different directions. We investigated over 150 samples of varying sizes Nϭ14-24 corresponding to x ϭ0.009 26-0.05 and pϭ10-30 %. In all cases, the most polarized ͑biased͒ state has been found to have the lowest total free energy in our model. For larger x, we find that most random initial samples always converge to the biased limit, signifying a more robust magnetization than at lower x. We conclude that for this range of parameters the system is FM, and the biased configurations give the most stable mean-field configurations.
The effects of positional disorder of the Mn on the magnetization curves are summarized in Fig. 4 , which plots the average Mn and charge-carrier spins as a function of temperature, for four different distributions of Mn spins. All correspond to xϭ0.009 26 and pϭ10%. The curve with the lowest T c is for an ordered Mn superlattice, with a L ϭ3a. The next curve corresponds to a weak disorder configuration, in which each Mn is allowed to randomly move to one of the 12 nearest neighbors of the underlying fcc sublattice. The third curve corresponds to a medium disorder configuration in which Mn impurities are allowed to pick any sites on the fcc sublattice, as long as the distance between any two of them is at least 2a. Finally, the curve with the highest T c corresponds to a completely random ͑strong disorder͒ Mn configuration. Figure 4 shows that the shape of the magnetization curves is significantly changed by positional disorder. T c is increased, while the curves become more concave, with Mn spins not reaching the saturation limit S Mn ϭ5/2 until very low T. While this increase of T c with disorder may seem counterintuitive, it has a physical explanation. In the disordered sample there are regions of higher local concentration of Mn, where the charge-carrier wave functions are peaked. Thus, the effective interactions between holes and the Mn spins in these regions are enhanced, leading to an increase of T c . On the other hand, Mn spins in the regions devoid of holes are only very weakly interacting with holes, and therefore do not order magnetically unless temperatures are extremely small. This point can be illustrated by looking at a histogram of the total density of charge carriers at site i, defined as
͑10͒
Since at low temperatures only spin-down charge-carrier states are significantly occupied, we can also interpret (i) as being proportional to the effective magnetic field acting on the ith Mn spins ͓see Eq. ͑4͒ for Hϭ0]. In Fig. 5͑a͒ effective magnetic field at each Mn site is p and Jp, respectively. For the random ͑disordered͒ configurations, a doublepeaked structure is clearly visible. One peak is centered at Ϸ0.6, well above the ordered value for , and a second much broader peak centered at exponentially small values Ϸ10 Ϫ2 Ӷp. The large values show that some Mn sites have large local charge-carrier densities, which strongly polarize the respective Mn spins up to high T, defining a T c much higher than that of the homogeneous system. The rest of the Mn sites have small charge-carrier densities (i) and very quickly become depolarized with increasing T, leading to the fast decrease of S Mn at low-T values. This phenomenology has been recaptured accurately by dividing the spins into strongly vs weakly interacting, depending on whether their effective magnetic field is larger or smaller than the corresponding thermal energy. 25 A mix of ferromagnetic/ paramagnetic contributions to the M (H) curves, which can be attributed to strongly/weakly interacting spins, has also been observed experimentally. 26 As T increases to k B T/J ϭ0.6 ͑just below T c for these parameters͒ and k B T/Jϭ1.5 ӷk B T c /J ͓inset of Fig. 5͑a͔͒ , the double-peaked structure is still apparent, although narrowed and with lower weight in the higher peak. This shows that as T is lowered below T c , the charge-carrier wave functions become more concentrated inside the most dense clusters of Mn, where supplementary magnetic exchange energy can be gained. This increases the weight of the higher (i) peak, whereas further depopulation of the rest of the sample pushes the low edge of the distribution towards lower values. These variations occur close to T c ; for k B T/JϽ0.3 the distribution is already converged to its low-T shape.
In Fig. 5͑b͒ we compare the low-T histograms for x ϭ0.009 26 ͑dotted͒ and xϭ0.05 ͑full lines͒. The vertical lines again show the corresponding values for the homogeneous ͑ordered͒ systems. For xϭ0.05 the double-peaked structure is also clearly visible, but the whole histogram shifts to higher (i) values. This is consistent with overall increased interactions for larger charge-carrier concentrations. †It is worth pointing that for xϭ0.05 there are sites where (i)Ͼ1"log 10 ͓(i)͔Ͼ0…. Since the probability of finding a hole at any site p(i)ϭ͗c i↑ † c i↑ ϩc i↓ † c i↓ ͘Ͻ1, this suggests that some Mn spins strongly interact with several nearby charge carriers ͓see Eq. ͑10͔͒. For xϭ0.009 26, however, (i)Ͻ1 for all sites, showing that Mn spins interact at most with one charge carrier. ‡ Qualitatively similar effects of positional disorder on T c are found for higher Mn concentrations as well as higher hole densities, although the effects are quantitatively substantially less ͑see Fig. 3 from Ref. 18͒. All the curves shown so far correspond to one particular disorder realization. As the amount of the disorder increases, so do the variations between curves obtained for different disorder realizations. In Fig. 6 we show typical results for 25 different disorder realizations for xϭ0.05. These significant variations demonstrate the degree of sensitivity, in this model, to the particular arrangement of Mn dopants. This is to be contrasted with the 
C. Metal-insulator transition
According to Mott's criterion, a doped semiconductor goes through a metal-insulator transition ͑MIT͒ for a chargecarrier concentration given by n h 1/3 a B ϳ0.25. ͑For compensated systems, the critical density is experimentally found to be somewhat larger.͒ Neglecting the effects of compensation and assuming pϭ10% and a B ϭ7.8 Å, the MIT corresponds to xϳ0.02. This estimate agrees with the experimental value of xϳ0.03. 27 A way of finding the MIT is by determining the nature ͑localized or extended͒ of the charge-carrier states near the Fermi level. This is defined by the inverse participation ratio ͑IPR͒ given for each state (n) by
For a state extended over the N d sites of the system, one expects ͉ n (i)͉ϳ1/ͱN d , leading to IPR(n)ϳ1/N d . It follows that for extended states, IPR(n) is inversely proportional to the size of the system. For localized states, IPR(n) is inversely proportional to the number of sites over which the wave function is localized, and thus independent of the size of the system.
In Fig. 7 we plot IPR(E,) for a completely disordered system with xϭ0.009 26 and pϭ10% in the limit k B T→0. For each system size we study 100 different disorder realizations and average the IPR of all the states with eigenvalues within 2 meV of each other. We show both the ϭ↓ and ϭ↑ subbands for three system sizes, N d ϭ125,512, and 1000, corresponding to N h ϭ12,51, and 100. A large gap of size 4.2Jϭ63 meV opens between the two subbands, and only states in the ϭ↓ are occupied at this low temperature. The states at the bottom of either band are localized, with the IPR independent of the system size. At higher energy, however, the states become extended, with the IPRϳ1/N d . The mobility edge for the ϭ↓ band is at an energy of about Ϫ200 meV. The Fermi level ͑marked by the vertical line, at about 45 meV above the bottom of the band͒, is below the mobility edge; this implies insulating behavior, in agreement with experimental measurements. However, the IPR of the states at the Fermi energy is less than a factor of 2 larger than the IPR at the mobility edge. This suggests that significant tunneling occurs between various regions occupied by charge carriers, helping the alignment of magnetization of all the polarized regions. The inset shows the DOS for the two subbands. The DOS has an extremely long upper tail, only part of which is shown ͑for discussions, see Appendix͒. For this small pϭ10%, only states close to the bottom of the impurity band are occupied, justifying the neglect of the band states. The histograms presented in Fig. 5͑a͒ indicate that at higher T, the distribution of charge carriers becomes somewhat more homogeneous. This suggests that the chargecarrier wave functions become more extended at higher T, i.e., the system is more ''metallic.'' This is in qualitative agreement with resistivity measurements 27 which show a larger resistivity at low temperatures than above T c for all low-density samples.
IPR curves for xϭ0.05 and completely random disorder are shown in Fig. 8 . In this case, we use larger size systems (N d ϭ548,981, and 1600͒ to avoid finite-size effects. Again, states at the bottom of either subband are localized, while states at higher energies are extended ͑their IPR scales with 1/N d ). In this case, the system is clearly above the metal- insulator transition, in qualitative agreement with experiment. Experimentally it was observed 4,13,27 that samples with higher concentrations (xϾ0.07) show reentrant insulating behavior. However, these samples also have a much lower charge-carrier density. Since the xϭ0.05 system is just above the MIT, it is reasonable to assume that a large decrease in the density of charge carriers will move the Fermi level below the mobility edge and thus lead to insulating behavior. This agrees with recent experiments 6 which show that proper annealing of such samples, which increases their hole concentrations, leads to metallic behavior.
The fact that these systems are either metallic, or not too far from the MIT, is important for obtaining a large T c . Maximizing the critical temperature seems to require a fine balance: increasing the disorder leads to increased T c , but also to increased localization. If the charge-carrier states become so localized that there is no tunneling in between highdensity regions, than the directions of polarization of such regions become uncorrelated, and the average magnetization vanishes (T c →0).
D. Effects of external magnetic fields
We now consider the effect of an external magnetic field, in the absence of on-site interactions u(i)ϭ0. We take g ϭ2 for the Mn spins. The precise value of the g factor for the holes is not important, since we find that the magnetization is not changed if we vary g within a reasonable range. This is a consequence of the fact that each hole strongly interacts with many Mn spins, and the external magnetic field is just a small perturbation to the effective on-site energy ⑀ i experienced by holes ͓see Eq. ͑7͔͒. On the other hand, the external magnetic field leads to a significant change in the effective magnetic field H i ͓see Eq. ͑4͔͒ of each Mn spin, since each Mn spin interacts with very few holes. In Fig. 9 we plot the magnetization of a disordered configuration with xϭ0.05 and pϭ10%, in the presence of an external magnetic field Hϭ0,5, and 10 T. The external magnetic field leads to a significant increase of the Mn spin magnetization at all T, since it polarizes the many weakly interacting spins. It also leads to a saturation of the magnetization for temperatures k B TϽg B H, as expected. The magnetization of the charge carriers is also increased ͑in magnitude͒ in the presence of the magnetic field. This may seem puzzling, since the external magnetic field should favor a flip of the charge-carrier spin from ϭ↓ to ϭ↑. However, as the magnetization S Mn (i) of each Mn spin increases with H, the effective negative magnetic field felt by charge carriers increases, more than compensating the Zeeman contribution from H ͓see Eq. ͑7͔͒.
E. Effects of on-side disorder
We now consider the effect of the on-site disorder u(i) in this model. While the nature of the heavy compensation is not fully elucidated at this point, it is due to some type of charged defects. These create an electric potential u(i) at all Mn sites. The simplest way to describe it is to assume that the on-site energies u(i) are distributed with equal probability in the interval ͓ϪW,W͔. In Fig. 10͑a͒ we compare the 
FIG. 10. ͑a͒ Mn and charge-carrier magnetizations for a random
Mn configuration with xϭ0.05 and pϭ10%, and an on-site disorder cutoff W/E b ϭ0,0.5 and 1; ͑b͒ Magnetization curves without ͑dashed͒, and with ͑full line͒ an on-site interaction with As antisites, explained in text. Both curves are for the same disorder realization, xϭ0.009 24 and pϭ10%.
average Mn and spin charge-carrier magnetizations obtained from a random Mn configuration with xϭ0.05 and p ϭ10%, for various values of the on-site disorder cutoff W/E b ϭ0,0.5, and 1. On-site disorder does not affect T c considerably ͑in all cases we find that T c decreases slowly with increasing W) but changes the shape of the magnetization curve. It is interesting to note that the magnetization of the sample with Wϭ1 Ry varies almost linearly with T. Such unusual M (T) dependence has been observed experimentally. 4, 28 We also investigated a more detailed model for on-site disorder, assuming that compensation is entirely due to As antisites. If a valence-V As atom substitute for a valence-III Ga atom, the two extra valence electrons effectively remove two holes from the impurity band. If all compensation is due to such processes, the number of As antisites is given by N As ϭN d (1Ϫ p)/2. Each such As impurity has an effective charge ϩ2e, and will contribute an on-site Coulomb potential ϩ2e 2 /⑀r for a Mn impurity which is a distance r away. One could use a detailed formula u(i)ϭϪ͚ j e 2 /⑀r j,Mn ϩ ͚ k 2e 2 /⑀r k,As , where the first ͑second͒ term describe the Mn ͑As antisite͒ contributions. A simpler way is to assume that each As antisite only contributes to the on-site potential u(i) of its two nearest Mn neighbors, with the contribution to more distant Mn sites being screened out by the two nearest Mn sites. The two formulations are qualitatively equivalent; we investigate the simpler one. In this case, after we randomly choose locations for the Mn impurities, we select random positions on the Ga sublattice for the As antisites. We find the two closest Mn neighbors for each As antisite ͑each Mn is neighbor to only its closest As antisite͒, compute the corresponding values for u(i) and then proceed with the calculation as described previously. Typically, the on-site interaction in this model leads to a substantial decrease in T c ͓see Fig. 10͑b͔͒ . Also, the shape of magnetization curves becomes even more concave and the hole magnetization no longer reaches saturation in the Tϭ0 limit. We conclude that on-site disorder leads to an overall decrease of T c .
F. Beyond the hydrogenic model
As emphasized in the introduction, the impurity band model with hydrogenlike, exponentially decaying hopping neglects many aspects of the full Hamiltonian for a system like Ga 1Ϫx Mn x As, especially with large numbers of As antisite defects and/or interstitial Mn defects. 20 First, the Mn dopant is not exactly ''shallow,'' with a binding energy of over 100 meV. This suggests that the true wave function is substantially affected by central cell corrections, which could affect the hopping integrals considerably. Second, the magnitude of t(r) is based on a two-center approximation for spherically symmetric wave functions ͑see Appendix͒. Besides the obvious complication of anisotropy of the true hole wave function, these could lead to substantial renormalization of the effective t(r) at the densities of interest, especially at the upper end ͑few percent͒. More microscopic calculations 11 suggest a significant renormalization of the energies within the impurity band, compared to the simple twocenter tight-binding picture. Consequently, we discuss the effects of changing the hopping parameter t(r) below. The effect of other approximations made, such as the neglect of carrier-carrier interactions and the valence-band states, are discussed following that.
A decrease of the magnitude of the hopping can be achieved by changing the Bohr radius, or the prefactor. A change in Bohr radius is merely a renormalization of the effective density, while the effect of changing the prefactor is tantamount to changing the exchange coupling in the opposite direction, and then rescaling the temperature scale appropriately. To study the effects of restricting the hopping to nearby sites only, we investigated a model where hopping is limited to sites within a radius r h . One expects r h to decrease with density, so as to maintain a reasonable coordination number, zϭ(4/3)n Mn r h 3 . We use a phenomenological formula zϭ12n Mn /(n c ϩn Mn ), where n c is the Mn concentration for which the density of holes n MI ϭ pn c corresponds to the metal-insulator transition n MI 1/3 a B ϭ0. 25 . This formula has the proper asymptotic limits: z is proportional to n Mn at low density and saturates to zϭ12 at large n Mn , whereas z ϭ6 at the MIT. 11 We obtain r h ϭ2.22a B for xϭ0.009 2 corresponding to an average zϭ4.7, whereas for xϭ0.05 we have r h ϭ1.59a B and zϭ9. 23 .
Another issue concerns the sign of the hopping integral. In the model studied, all hopping integrals have the same sign, namely, the one for which the density of states near the band edge where the relevant physics takes place has a position, width, and a mobility edge, in agreement with physical expectations ͑for more details, see Appendix and Ref.
29͒. However, the real system is heavily compensated and the repulsive potentials due to these compensating centers may change the sign of some hopping elements. In an effort to see the influence of such effects, we have also studied models where t(r) has random signs. Figure 11 shows magnetization curves obtained for various models, as described in the caption. Details of the hopping parameter lead to different T c ; consequently we show the data on a scaled plot in terms of T/T c . The crucial issue appears to be the density of states near the Fermi level. Impurity bands that are broad have low T c , while those that are relatively narrow, as might be expected for centers that have a strong central cell or on-site exchange energy, have high T c . Despite the variation in T c , we find a number of features that are generic to all the models studied, as illustrated in Fig. 11: ͑a͒ For each t(r) studied, within the mean-field approximation the T c of the disordered system is higher than that of the corresponding ordered superlattice, while the magnetization at low T ͑below T c /3 or so͒ is lower.
͑b͒ The magnetization curves obtained with impurity bands from a set of positional disordered impurity centers have an unusual concave shape compared to the standard convex magnetization of most uniform magnets.
͑c͒ There is significant temperature dependence of M (T) for TӶT c , unlike in essentially uniform magnetic systems where the magnetization reaches its Tϭ0 saturation value around T c /2 or T c /3.
͑d͒ Some of the unusual features of the Mn spin curves, which determine the bulk magnetization, are seen in the hole magnetization curves as well ͑see Fig. 11͒ .
Other approximations made in our study involve neglecting a number of complications present in the system such as: ͑i͒ the detailed effects of the compensating centers, ͑ii͒ carrier-carrier interactions, and ͑iii͒ the valence-band states. For ͑i͒ we have considered ͑Sec. III E͒ one of the effects, namely, addition of an effective on-site random potential for the extreme cases where the on-site potential is either uncorrelated, or modeled as being due to a close by As antisite defect. However, the Coulomb potentials from these centers could also affect the hopping parameters, as we discussed in the preceding paragraphs and in the Appendix. The states near the Fermi level for the range of concentrations we consider are not strongly localized in the model studied, and in fact the actual system is fairly close to a MIT. Consequently, we believe that approximation ͑ii͒ is reasonable. Since electron-electron interactions are partially screened ͑see Appendix͒, the simplest description involves an on-site interaction U as in the Hubbard model. Within mean-field approximation, such a term will increase T c , since it aids in the splitting of the up and down spin bands. This expectation is indeed confirmed ͑see Fig. 12͒ , with an increase in T c of about 35% for the xϭ0.01 case and 18% for the xϭ0.05 case for a value Uϭ1 Ry typical for hydrogenic centers at low densities. This is likely an overestimate, since the effective U near the metal-insulator transition is likely to be reduced by screening processes.
Finally, we discuss the neglect of the valence-band states. In this model this is not important, at least at low T, where the shape of the magnetization is anomalous and where the mean-field results are at least qualitatively correct. This is because the Fermi level lies ϳ2 -300 meV above the valence-band minimum, and excitations to the valence-band states are important only at very high temperatures. It should also be emphasized that the impurity states that we consider are derived from the host band ͑the valence band for Ga 1Ϫx Mn x As). Consequently, if one wishes to include the rest of the band states of the host, they must be orthogonalized to the impurity states; this has the effect of pushing the host band even further from the impurity band. In a more realistic model, however, this remains an open question.
IV. SUMMARY AND CONCLUSIONS
We studied a simplified model of III-V DMS, with charge carriers restricted to a band formed from impurity orbitals, as in shallow doped semiconductors. We believe that this is a good starting point, especially for low concentrations, because the high compensation present in these systems leads to carrier densities which are not large enough to fully screen out the Coulomb interaction between the Mn ions and the charge carriers. This is clearly indicated by the metalinsulator transition inside the range of dopings of interest (xϭ1 -5 % Mn).
We first analyze the ordered superlattice, with a homogeneous charge-carrier distribution. We then show that positional disorder and on-site random interactions lead to significant changes in the shape of the magnetization and the critical temperature T c . This enhancement of T c has already been confirmed by Monte Carlo simulations, although the overall increase is smaller than predicted by mean field. 24 It should also be emphasized that the exchange coupling we use ͑from Ref. 9͒ is lower than the values used by MacDonald et al. 8 or Millis and Das Sarma 30 to obtain similar T c . The reason for this is that our impurity wave functions are peaked at the Mn sites, leading to greater charge density at the Mn sites than for host band wave functions.
We have not performed detailed numerical fits to T c because of a number of factors, such as ͑a͒ the complicated nature of the hole wave functions, ͑b͒ uncertainties about the nature of the compensation processes, ͑c͒ uncertainties about the precise description of the hopping integral, ͑d͒ the under- estimation of the effect of thermal fluctuations by the meanfield approximation, etc. One of the robust results that follows from our study is that the magnetization curves M (T) may vary considerably from the canonical concave downward form seen in practically all uniform magnetic models, independent of dimension or spin components. Using different hopping parameters, we find that while T c changes with the model chosen, the concave-upward form of M (T) over much of the temperature range below T c is dependent mostly on the Mn spin concentration x and the carrier density px. The curves vary from essentially concave functions ͑as reported in Ref. 1͒ for large relative charge-carrier concentrations p, to almost linear dependence ͑as reported in Ref. 4͒, to very concave upward functions ͑as reported in Ref. 12͒ as p is decreased. Below T c , our magnetization curves generically show a fast increase, followed by saturation and then fast increase again at much lower temperature, similar to reports in Ref. 13 . Overall, we claim good qualitative agreement with the experimental behavior concerning possible shapes of magnetization curves, the MIT etc. Our study suggests that by appropriate tuning of parameters, one may tailor the magnetic behavior M (H,T) in a manner not possible in simple uniform magnets. 31 We believe that detailed information provided by experiments ͑using local probes such as electron spin resonance and nuclear magnetic resonance͒ would allow a clearer understanding of the nature of ferromagnetism in these compounds.
Returning to the issue of the magnitude of T c , we believe the most important correction to our mean-field result is due to thermal ͑temporal͒ fluctuations, which are not included in a mean-field treatment. While typical renomalizations of T c for uniform ferromagnets range from tens of percent to factors of 2 or so, we expect them to be significantly larger for models such as this with great spatial inhomogeneity, where percolation aspects have considerable influence. Indeed, Monte Carlo simulations 24 show that T c is significantly suppressed with respect to the mean-field value, especially for the lower concentrations x and p, where the magnetization is less robust. Different theoretical approaches have also confirmed the increase of T c with disorder. 32 In addition to fluctuation effects, there are interactions not included in our model which may lead to an overall decrease of T c even within mean field. One example is the direct Mn-Mn spin interactions. They are expected to be AFM, as in II-VI DMS. 33 This may lead to frustration, especially in the highconcentrations regions ͑which determine the value of T c in our model͒ where Mn-Mn interactions are the largest. In particular, nearest-neighbor Mn spins may lock in a singlet state, and therefore not contribute at all to magnetization. Spinorbit coupling, also absent in our model, has recently been shown 34 to result in anisotropic exchanges which lead to frustration and decrease of T c .
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APPENDIX THE HOPPING MATRIX
For consistency purposes, we perform a particle-hole transformation, and work in an ''electron'' formalism. In other words, we assume that Mn atoms are donors ͑not acceptors͒ and the charge carriers are electrons occupying an impurity band located below the conduction band.
General formulation of hopping problem
Consider a system containing N dopant atoms ͑Mn͒ located at sites R ជ i , iϭ1, . . . ,N, as well as some other type of charged impurities responsible for compensation, located at positions R ជ ␣ , ␣ϭ1, . . . ,N i . In the absence of electronelectron interactions, the Hamiltonian is
where T describes the kinetic energy of the electron, and V i (r ជ )Ͻ0 and U ␣ (r ជ )Ͼ0 are the interaction of the electron with the ith dopant and ␣th charged impurity. For a single dopant, the ground state is a shallow level localized about the Mn site, given by
In an impurity band model, we restrict the Hilbert space to that spanned by the ground-state wave functions of all dopants,
be the inverse of O, and HϭO
Ϫ1
H. Now Eq. ͑A2͒ can be recast in the standard form ͚ jϭ1 N H i j ␣ j ϭE␣ i corresponding to the hopping Hamiltonian
and a wave function ͉⌿͘ϭ ͚ iϭ N ␣ i a i † ͉0͘. Here, a i † is the creation operator for an electron in the impurity level of the ith dopant, satisfying the usual anticommutation relations ͕a i ,a j † ͖ϭ␦ i j . The spin can be added trivially.
Thus, the hopping integral between sites i and j is
Hopping matrix between two isolated impurities
Consider a system which contains only two identical dopant atoms HϭTϩV 1 ϩV 2 . Then, the hopping matrix is a function only of the distance Rϭ͉R ជ 1 ϪR ជ 2 ͉ between the two impurities given by ͓see. Eq. ͑A5͔͒ t͑R ͒ϭ
For a Coulomb interaction V i (r ជ )ϭϪe 2 /͉r ជ ϪR ជ i ͉, the impurity wave function is (r)ϭ1/ͱa B 3 exp(Ϫr/a B ) and the various matrix elements can be computed exactly
͑A7͒
This gives t(R)ϭt 0 (R) f (R/a B ), where t 0 (R) is defined in Eq. ͑A7͒ and the rescaling function
is such that lim x→0 f (x)ϭ1 and lim x→ϱ f (x)ϭ 2 3 . For a real donor/acceptor, the Coulomb potential is always supplemented by a central-cell correction; this supplementary potential modifies both the Rydberg and the shape of the wave function. Thus, the simple formula for t(R) found above does not generally hold. However, one can still define a Bohr radius to characterize the exponential decay of the true wave function far from the impurity, 10 and therefore one expects exponential decay of the hopping matrix at large R. As a result, it is customary to use the simpler t 0 (R) as the hopping integral, 11 with the ''true'' Ryd and a B values. Obviously, the whole t(R) formula can equally well be used, but this leads to only small quantitative differences.
Many impurities
In this case, one should obtain the hopping matrices from Eq. ͑A5͒. For N impurities this means computing N(NϪ1) matrix elements for H and O, a matrix inversion and a matrix multiplication. If detailed information about the system is known, such a procedure can be followed. However, for systems with considerable uncertainty about the nature of the compensation ͓the shape and location of potentials U(r ជ ), plus the central cell corrections to V(r ជ )] such a procedure is not warranted, since the matrix elements cannot be accurately modeled. Instead, it is customary to use t 0 (R) to describe the hopping between any two sites. This prescription obviously implies a number of major approximations. Most importantly, it completely neglects the existence of the impurities responsible for compensation ͓the potentials U(r ជ )], with significant effects, as described below.
Let us assume that the hopping between any two sites is indeed given by t 0 (R), and that the donor atoms are located on a cubic ordered superlattice ͑there is no disorder͒. Then, the Hopping Hamiltonian is diagonalized by plane waves, leading to a dispersion relation for the impurity band
For tϽ0, the lower band edge is at k ជ ϭ(0,0,0) ͑center of the Brillouin zone͒ and is given by ⑀ min ϭ ͚ i 0 t(r i ). Although t(r) decrease exponentially, the number of neighbors at r increases roughly like r 2 ͑surface of a sphere͒. Thus, a very large number of contributions are added to ⑀ min before convergence is reached. Numerically, we find that ͑depending on x) convergence is sometimes still not reached in systems with as many as 512 dopants, showing that sizable contributions to ⑀ min are still coming from even further away sites. Summing such a large number of contributions gives a very negative value for ⑀ min ͑several electron volt͒. The DOS near this band edge is extremely low, since for any finite but small k ជ , sites for which r ជ i •k ជ Ͼ will contribute with the opposite sign to ⑀(k ជ ) ͓Eq. ͑A8͔͒ and will have energies significantly larger than ⑀ min . To summarize, this means that the bottom of the impurity band has a very long tail down to very low energies.
This picture is clearly wrong. Such a big negative value for ⑀ min places the bottom of this impurity band ͑i.e., the states occupied by the doping electrons͒ well inside the valence band itself, as opposed to somewhere inside the gap ͑the gap is typically ϳ1 eV). Even if this problem is disregarded, if the doping electrons occupy such a long tail, it follows that disorder in the dopant positions and/or any other interactions have basically no effect on the physics of the system. The reason is simply that the energy scales associated with any other interactions/disorder are much smaller than the huge energy scale ͉⑀ min ͉, and thus any other interactions are in effect tiny perturbations. For instance, disorder-induced localization is expected if the kinetic energy lost by the electron through localization is compensated by stronger interactions of the electron within the localization area. Clearly, this can never happen for states in this long tail, where the kinetic energy is so huge that it becomes impossible to overcompensate. It follows that states in this ''impurity band'' are always delocalized throughout the entire system, contrary to physical expectations. Magnetic interactions such as we consider in this paper will also have basically no effect on the system. Even in the most optimum case, where all Mn spins are fully polarized, such an interaction only opens a gap on the order of JS between spindown and spin-up subbands. This is minuscule compared to the scale of ⑀ min ͑comparable to the Fermi energy, due to the small density of states͒ and it will fail in producing any charge-carrier polarization.
The absence of ferromagnetism as well as the strong sizedependent effects for this model for tϽ0 has been commented upon in Ref. 35 ͓the absence of localization and of a mobility edge was demonstrated in Ref. 29͔; as a result, its authors advocate that impurity band models are not relevant for study of III-V DMS. However, it is clear that the problem is much more serious, since this analysis suggests that the impurity band approach should never be used ͑unless x is orders of magnitude smaller than 1%͒ due to the presence of this long tail at very low energies. This is an unacceptable conclusion.
The reason for this unphysical behavior can be easily traced back to the simplified form t 0 (R) used for the hopping. This form implies that an electron always feels the V(r ជ ) attraction from any other dopant site, no matter how far away it is. This leads to the slow exponential decay of t(R), the resulting slow convergence of the sum for ⑀ min and thus its large absolute value. However, real systems are electrically neutral; an electron should feel no overall attractions/ repulsions from regions of the sample far from it. Neutrality is achieved by including the effect of the charged ͑repulsive͒ impurities responsible for compensation, as well as the effect of other electrons in the system. Since both V(r ជ ) and U(r ជ ) terms must be included in the matrix elements ͓see Eqs. ͑A1͒-͑A5͔͒, it follows that the attraction from a far away dopant may be more than compensated for by the presence of a charged impurity nearby. At the very least, this will decrease the size of the hopping matrix, but it may well give it an opposite sign or set it to zero. Also, if an electron is trapped on a far-away site, the attraction potential from that dopant is canceled by repulsion from the electron. If one thinks of the effect of other electrons in terms of a screening of the potentials V and U, it is apparent that there can be no hopping to sites at distances larger than the screening length. If we use the Thomas-Fermi approximation ͑certainly not valid here͒, we find a screening length of the order of 10 Å for densities of interest; depending on x, around ten dopants are inside this screening length from any given site and contribute to ⑀ min . This is a huge change from the more than 500 dopants found to contribute to ⑀ min if charge neutrality is ignored. All these effects lead to a significant renormalization of the energy scale ⑀ min to more physical values ͑a few Ry͒ and a corresponding increase of the density of states near the bottom of the impurity band. As soon as this energy scale takes reasonable values, the system will be strongly influenced by disorder and other interactions with comparable energy scales.
The question then is how to fix the problem of this unphysical tail leading to unphysical results. As already stated, the computational effort suggested by Eqs. ͑A1͒-͑A5͒ ͑which should be supplemented by the contribution of the electron-electron interactions͒ is not warranted if there is significant uncertainty regarding the exact nature of the compensation processes. Ad hoc schemes, such as limiting hopping only to nearest-neighbor sites ͑in the Wigner-Seitz sense͒, have been used in literature, 11 but they are hard to justify quantitatively. As a result, we use a different approach. We first note that the upper band edge of the impurity band does not exhibit this anomalous behavior. For the ordered lattice, this band edge corresponds to k ជ ϭ(,,), and contributions from consecutive neighbors to ⑀ max come with alternating sign, leading to partial cancellations. The sum converges much faster and finite-size effects at this band edge are absent even for system with as few as 100 dopants ͑we have not investigated smaller systems͒. This partial cancellation also leads to a reasonable value of ⑀ max Ͼ0, of 2-3 Ry. As a result, in the presence of disorder the states near this band edge become localized, 29 and a mobility edge separates them from extended states close to the center of the band. The DOS and position of this band edge is not much changed by proper consideration of the system neutrality, since that influences significantly only contributions from far-away sites, which for ⑀ max are canceled. In effect, this upper band edge has all the correct, physically expected behavior absent in the anomalous lower band edge. We therefore choose the simplest route to fixing the problem, which is to take tϾ0. Inversion of the sign simply interchanges the two band edges ͑similar to a particle-hole transformation͒ and all occupied states are now at reasonable energies inside the gap and in the vicinity of a mobility edge. Magnetic interactions also become relevant, as shown throughout the paper.
The final question is why should this simple scheme work well. Qualitatively, all the effects of disorder that we uncover are related to localization of the electrons at the bottom of the impurity band. This is the expected behavior physically, since the system is close to a MIT transition, and it is well captured in this scheme. As discussed in Sec. III F, other ad hoc schemes for the impurity band lead to the same qualitative physics, if the occupied states are near a mobility edge. Quantitatively, there is no a priori reason why the simple scheme of inverting the sign of t should work best. However, we obtain reasonable ͑order of magnitude͒ estimates for T c , as well as the position of the MIT, without any parameter adjusting. This encourages us to believe that this simple impurity band model is accurate enough to be used for firstorder computations regarding such systems. Further study of this problem is being pursued.
