Abstract
Background
Keloids are extreme overgrowth of scar tissue that occurs when fibroblasts produce excessive collagen fiber due to continuous inflammation in the process by which injured skin is healed.
Although keloids are a benign tumor of the dermis, they extend beyond the borders of the original wound with pain, pruritus, and cosmetic disfigurement as they grow for months or years. Therefore, surgical excision to remove keloids is delivered as the treatment. However, keloids are relatively resistant to treatment and the recurrence rate after surgical excision alone is more than 80% (Sclafani et al 1996 , Park et al 2011 . Surgical excision with postoperative radiotherapy to prevent recurrence is consequently selected as an effective treatment for keloids (Guix et al 2001 , Hoang et al 2017 .
Electron beam radiotherapy (EBT), using a highenergy electron beam generated from a medical electron linear accelerator, has been widely performed as a postoperative radiotherapy after surgical excision. However, the absorbed dose easily decreases at the edge of the radiation field in EBT since the penumbra region increases due to electron scattering at the surfaces of the affected area. In addition, EBT is often performed by multiple radiation fields because it is difficult to deliver a uniform dose to affected areas with complicated shapes or extensive affected areas such as front and back surfaces of a body; therefore, it can result in excess or deficiency of absorbed dose at the junction of these fields (Hefni et al 2013) .
Although EBT had been used for many years as postoperative radiotherapy for keloids in the Nippon Medical School Hospital, high-dose-rate superficial brachytherapy (HDR-SBT) has been employed since 2008 using a remote afterloading device with an source in order to solve the aforementioned problems. HDR-SBT excels in dose concentration because the encapsulated 192 Ir radioisotope is fixed close to the affected area through a source cable and an applicator, and it has the additional advantage of being able to deliver the prescribed dose more uniformly during the irradiation while keeping a constant distance from the skin surface using the cable and applicator.
Although HDR-SBT after surgical excision has delivered satisfactory clinical results, extra radiation exposure for organs at risk near the affected area is a concern because high-energy gamma ray penetrates deeper than the electron beam of 4-6 MeV used in EBT (Kuribayashi et al 2011) . However, irradiation and construction of shielding geometry are currently performed based on the doctor's experience and simple dose calculations, without quantitative evaluation of the radiation exposure.
Therefore, in our previous work, a system was developed to evaluate the absorbed dose in the affected area and the radiation exposure to tissue and organs when the prescribed dose is delivered uniformly to a flat surface based on the actual geometry in HDR-SBT (Ohta et al 2016) . In this system, the radiation transport simulation is performed using the particle and heavy ion transport code system (PHITS) Monte Carlo code and a MIRD-5 phantom as the stylized computational phantom, which can be compiled by the Monte Carlo code.
In this study, to verify the evaluation accuracy of the absorbed dose calculated by PHITS in the developed system, the absorbed dose was measured in a simple geometry using a water-equivalent solid phantom and radio-photoluminescence glass dosimeter.
Material

2.1.
192 Ir radiation source A microSelectron HDR-v3 remote afterloading device (Elekta AB, Stockholm, Sweden) was used for the irradiation in this study. Ir source (0.6 mm in diameter and 3.5 mm in length) was welded to the end of a cable and stored in the afterloading device while not in use. As observed with other HDR 192 Ir sources, the mHDR-v2r source exhibits anisotropy due to the source material deposition and encapsulation (0.1 mm stainless steel) (Granero et al 2011). The intensity of the 192 Ir source stored in the microSelectron HDR-v3 remote afterloading device was measured with a well-type ionization chamber (HDR 1000 Plus Well Chamber, Standard Imaging Inc., Wisconsin, USA) and an electrometer (MAX 4000 Plus Electrometer, Standard Imaging Inc., Wisconsin, USA). The chamber was initially calibrated by the University of Wisconsin Accredited Dosimetry Calibration Laboratory, and the calibration has been done with the electrometer routinely every two to three years by the Japan Radioisotope Association. A calibration factor traceable to national standards was supplied, and it has an expanded uncertainty of ±2.2% (k=2) at the confidence level of 95%.
Applicator for superficial irradiation
Specialized applicators are used for superficial brachytherapy, placed directly on the affected area. The Freiburg Flap Applicator (Elekta AB, Stockholm, Sweden) has been used for HDR-SBT of keloids in Nippon Medical School Hospital. Figure 1 shows a photograph of a Freiburg Flap Applicator. The Freiburg Flap Applicator is a flexible mesh-style applicator composed of many silicon rubber beads with a diameter of 1 cm and mass density of 1.12 g cm −3
arrayed in a plane. The center of each bead has a hole with a diameter of 2 mm which enables catheter insertion to transfer the 192 Ir source. The 192 Ir source travels through each catheter, and it stops in 1 cm steps at the center of the beads, the so-called 'dwell positions' for respective optimized times. The maximum size of this applicator is 24 cm×24 cm, and an applicator of six rows was used in this study since it can be cut to any size depending on the desired irradiation area.
2.3. Radio-photoluminescence glass dosimeter A radio-photoluminescence (RPL) glass dosimeter is a solid-state passive dosimeter. It can measure absorbed dose based on the following principle: The silver activated phosphate glass irradiated by ionizing radiation emits luminescence when it is excited by ultraviolet light. This phenomenon is called 'radiophotoluminescence'. The intensity of the luminescence is proportional to the absorbed dose. The material of the dosimeter is a phosphate glass doped silver as the color center, which is composed of 51.16 wt% oxygen, 31.55 wt% phosphorus, 11.0 wt % sodium, 6.12 wt% aluminum, and 0.17 wt% silver. The mass density is 2.61 g cm , and the effective atomic number is 12.039 (Tsuda 2000) . When ionizing radiation enters into the dosimeter, electron-hole pairs are created in the valence band. The electrons are promoted from the valence band into the conduction band by receiving the energy, and are subsequently captured by Ag+ ions, causing the Ag+ ions to become neutralized. In addition, holes are initially captured by PO4 tetrahedra which then migrate to Ag + ions, causing the production of more stable Ag2+ ions as time passes. When the dosimeter is irradiated by a pulsed ultraviolet laser, these Ag0 and Ag2+ ions are excited as the color centers. Therefore, luminescence is emitted as the surplus energy with deexcitation, and the absorbed dose of the dosimeter can be evaluated by the amount of luminescence. Furthermore, RPL glass dosimeters maintain their signal through multiple readouts, providing a possible advantage over thermoluminescent dosimeters which can only be read out once and then are annealed at high temperature (400°C) (Araki et al 2003) .
In this study, a GD-302M RPL glass dosimeter (Asahi Techno Glass Co., Shizuoka, Japan) and FGD-1000 automatic readout system (Asahi Techno Glass Co., Shizuoka, Japan) were used to measure absorbed dose. Figure 2 shows a photograph of the GD-302M RPL glass dosimeter. The dosimeter element is a cylindrical glass rod with a diameter of 1.5 mm and length of 12 mm (figure 2(a)) inserted into the dosimeter holder with a diameter of 2.8 mm and length of 13 mm made of ABS resin (figure 2(b)). Irradiation was performed while the dosimeter was inserted into the holder.
Experimental setup
The prescribed dose in HDR-SBT for keloids is 6 Gy per fraction (total 18 Gy in 3 fractions) at the reference depth of 2 mm under skin in Nippon Medical School Hospital.
A tough WE-type water phantom (Kyoto Kagaku Co., Ltd, Kyoto, Japan), which is a water-equivalent solid phantom, was used for the measurement; it is composed of 66.33 wt% carbon, 20.65 wt% oxygen, 8.21 wt% hydrogen, 2.21 wt % nitrogen, 2.20 wt% calcium, and 0.40 wt% chlorine. The mass density is 1.017 g cm −3
, and the effective atomic number is 7.42. Figure 3 shows a schematic illustration of the experimental setup. As shown in figure 3(a), the size of the tough water phantom is 30 cm×30 cm in a horizontal plane. In the vertical axis, it has two layers corresponding to the human trunk (20 cm) and skin (0.2 cm), respectively. As shown in figure 3(b), 42 dosimeters were placed in a depression on the upper surface of the trunk layer of the tough water phantom. The dosimeters were arrayed in 3 rows and 14 columns. In addition, the geometric center of the detectors of 3 rows were x=−1.3, 0, and 1.3, as shown in figures 3(a) and (b). The 0.2 cm thick skin layer of the tough water phantom was covered over the 20 cm thick trunk layer phantom, and a six-row Freiburg Flap Applicator was placed on top. As shown in figure 3(c), an area of 5 cm×5 cm from the center where the dosimeters were placed was defined as the radiation field to deliver the prescribed dose uniformly, and only five rows of the applicator were used for irradiation. The center of the radiation field was (0, 55) in the (x, z) coordinate frame (units of cm).
Furthermore, the positive x-axis points to the left as viewed from above, the positive y-axis points to depth from the surface of the tough water phantom, and the positive z-axis points to the advancing direction of the 192 Ir source in the coordinate system of the experimental setup. In this study, the absorbed dose of each dosimeter was evaluated when the evaluation area of 5 cm×5 cm (depth 0.2 cm to 0.48 cm from the surface of the tough water, which corresponds to the depth region of the RPL dosimeters) uniformly received a prescribed dose of 6 Gy.
Measurement
Firstly, the RPL glass dosimeters were annealed at 400°C for 60 min, and each predose was read repeatedly a total of 10 times using FGD-1000 beforehand. Secondly, test irradiation was performed to verify the accuracy of the source stop position assuming that the (0, 55) of the (x, z) coordinate was set as the optimal dwell position, and the actual source stop position was confirmed by real-time x-ray fluoroscopic images.
Thirdly, the dosimeters, Freiburg Flap Applicator, and tough water phantom were arranged as described in figure 3 . Fourthly, based on the original optimization algorithm developed in our previous work (Ohta et al 2016) , the dwell time to deliver 6 Gy uniformly to the evaluation area was calculated at each dwell position. Finally, each dwell time was input to the remote afterloading device manually, and the irradiation plan was delivered.
The dosimeters were taken from the tough water phantom by a tweezers after the irradiation, and they were preheated at 70°C for 30 min to stabilize the color centers. In addition, the dosimeters were read repeatedly a total of 10 times using FGD-1000 with . PHITS has been used in the fields of accelerator technology, radiotherapy, space radiation, and others because it can analyze the dosimetric behavior of various particles (i.e., electron, photon, neutron and proton, etc) over a wide energy range in threedimensional modeling systems. From version 2.76, the electron and photon transport algorithm has been based on Electron Gamma Shower Version 5 (EGS5) (Hirayama et al 2005) , which is an electromagnetic cascade Monte Carlo code incorporated into the PHITS code in the so-called EGS5 mode. The absorbed dose was calculated using the EGS5 mode in this study.
In the PHITS simulation, geometries were made for the Freiburg Flap Applicator, dosimeters, and tough water phantom based on the shapes and element compositions disclosed from the manufacturers. For the Freiburg Flap Applicator, the element composition was defined as silicon rubber (C5H6Si) because the detailed element composition was not disclosed. For the 192 Ir source geometry, the design of the mHDR-v2r source as described by Granero et al (2011) was used in the PHITS simulation. For beta and gamma rays released from the 192 Ir source, various energies and their emission probabilities based on the updated nuclear decay data (ICRP Publication 107) were taken into account in the simulation (ICRP 2008).
Optimization of dwell time
In our previous work (Ohta et al 2016) , each dwell time to deliver a uniform dose to the evaluation area was optimized based on absorbed dose distribution of the 192 Ir point source at a depth including the dosimeters simulated by the PHITS code.
The radioactive 192 Ir source, which has a half-life of 73.83 days, is renewed every four months to keep the irradiation time within the limits required by clinical practice at Nippon Medical School Hospital. For a four-month-old 192 Ir source, the actual treatment irradiation time is under 15 min to deliver 6 Gy uniformly to the evaluation area. If the total time of the irradiation is 15 min, the decrease of radioactivity of the 192 Ir source is 0.01%. Therefore, radioactivity decrease due to the decay during irradiation was neglected in this study.
A total of 81 tally grids over an area of 9 cm×9 cm were defined to evaluate the absorbed dose in an area larger than the actual source area of 5 cm×5 cm. Since the two-dimensional spatial distributions of absorbed dose due to different source positions are considered to be relatively similar, the simulation result performed with the 192 Ir point source at the center of the radiation field (5 cm×5 cm) can be copied to the other source positions with different contribution factors which are proportional to the dwell time in this case. Using this assumption, an algorithm was developed to optimize the dwell time at each dwell position to deliver a uniform dose (6 Gy) to the evaluation area of 5 cm×5 cm (depth 0.2 cm to 0.48 cm from the surface of the tough water, which corresponds to the depth region of the RPL dosimeters) in the central square inside the area of 9 cm×9 cm.
First of all, the absorbed doses at each of the 25 tally grids were sequentially summed up for all 25 dwell positions with 1 s as an initial dwell time. The algorithm then finds the tally grid with the lowest absorbed dose in the summed data, and the distribution for a 0.1 s contribution of the corresponding source position is added to the summed distribution. The minimum acceptable unit in the remote afterloading device is 0.1 s. This process repeats until the difference in absorbed dose between the highest and the lowest positions is less than 0.01% of the lowest value where the optimized dwell times at each position converge to the same values. Finally, the lowest absorbed dose over the 25 tally grids is normalized to 6 Gy and a set of optimized dwell times for the 25 source position was obtained.
Absorbed dose evaluation for the RPL glass dosimeters
To evaluate the absorbed dose of the dosimeters in the whole irradiation process, the absorbed dose rate of each dosimeter was calculated for the 25 different dwell positions of the 192 Ir source by PHITS in another tally, multiplied by the corresponding optimized dwell times described previously, and summed up. In addition, the absorbed dose of each dosimeter was evaluated by the actual detector size respectively, based on the actual experimental setup in the PHITS simulation.
The number of source gamma-rays was set to 10 7 in the simulation, and the statistical errors of the calculated absorbed dose of the dosimeters were 0.22% or under.
6. Results and discussion 6.1. Comparison between measurement and calculation A total of 42 dosimeters were used in this study; the coefficient of sensitivity variation was 0.87%, and the coefficients of readout variations for each dosimeter were less than 0.14%. Figure 5 shows a comparison between the absorbed dose of the dosimeters as measured and calculated by PHITS. The absorbed dose calculated by PHITS was underestimated by 13.3% to 21.8% (average 18.4%±1.8%). The discrepancies between measured and calculated absorbed dose of the dosimeters was considered to result from the factors caused by the microSelectron HDR-v3 remote afterloading device, the RPL glass dosimeter system, and the PHITS simulation.
Correction of transit dose component
The intensity agreed by 0.72% with the value of the manufacturing specification. In addition, it was confirmed that the 192 Ir source stopped at the precise position described in the Measurement section.
The remote afterloading device uses a single 192 Ir source, and irradiation is performed sequentially row by row. In addition, the 192 Ir source firstly stops at the proximal dwell position near the remote afterloading treatment unit, and the source moves to each dwell position sequentially in the distal direction in 1 cm steps. When irradiation at the distal position is finished, the source moves back immediately to the remote afterloading treatment unit. This process repeats in the next row. Figure 6 shows the moving process of the 192 Ir source. The 'transit dose' is the absorbed dose received during the time the source steps between successive dwell positions and moves back from the catheter tip. Since it was not considered in PHITS simulation, an additional analysis was performed to evaluate the transit dose component. To get good statistics in a realistic time, we set the number of source gamma-rays in the simulation to 5×10 Therefore, the actual dwell time is 0.1 s shorter than the planned dwell time except in the first dwell position for each row. The actual dwell time at each dwell position was estimated, and absorbed dose of each dosimeter was evaluated in the same way. Figure 7 shows the absorbed dose of each dosimeter calculated by PHITS, considering for transit dose component and actual dwell time. The corrected absorbed dose was increased by 0.48% to 0.87% (average 0.71%±0.11%) compared with that before the correction, and the transit dose component was canceled by the adjustment of dwell time so that the effect was negligible.
Energy dependence of RPL glass dosimeter
In regard to the glass dosimeter reader system, the standard glass dosimeter for calibration of the reader system was read to verify the validity of reading value, and the reading was less than the calibration value by 0.79%, which was in good agreement with the calibration value.
On the other hand, the dosimeter is calibrated by mono-energetic 662 keV photons emitted from Cs-137, which is widely used for dosimetry in radiotherapy using high-energy ionizing radiation. However, the GD-302M RPL glass dosimeter has a higher sensitivity for lower-energy photons because the amount of luminescence increases due to the photoelectric effect.
Therefore, a sensitivity correction of each dosimeter was performed based on the relative sensitivity, which is based on the energy dependence of the GD-302M glass dosimeter reported by Huang and Hsu (2011) . In addition, GSYS2.4 digitizing software developed at the Japan Nuclear Reaction Data Centre (Suzuki 2010 , Semkova 2013 , Suzuki 2013 ) was used to obtain numerical data and the obtained data was linearly interpolated, which was used for the analysis.
Firstly, each dosimeter was defined an evaluation region based on the actual experimental setup, and the energy spectrum of photons incident on each dosimeter in the whole irradiation process was simulated by PHITS. Because the energy dependence describes the sensitivity between the absorbed dose of the RPL glass dosimeter and the absorbed dose of the medium as a contribution of photon, in addition to each photon energy value, it was necessary to take into account the energy deposition of photons in each dosimeter. Therefore, the kerma factors of photons in the RPL glass dosimeter were evaluated by PHITS as a function of photon energy. Note that 'kerma' represents kinetic energy per unit mass, and is equal to the absorbed dose when the equilibrium between incoming and outgoing secondary particles is established. In addition, the relative sensitivity of the GD-302M glass dosimeter for each energy value was weighed by the kerma factor and the photon energy distribution, and they were integrated for all energies. Therefore, each sensitivity correction factor f was calculated using the following equation:
where E is the photon energy, Φ(E) is the energy spectrum of the photon fluence, K(E) is the kerma factor, and R(E) is the relative sensitivity of the dosimeters. The relative sensitivity reported by Huang was obtained with a photon energy lower than 662 keV. However, the rates of photons which have an energy higher than 662 keV incident on each dosimeter were 0.139% to 0.146% (average 0.142%), which is negligible. Therefore, the sensitivity correction factor was calculated based on the assumption that the relative sensitivity for photons higher than 662 keV was 1. The uncertainty of the f factor for each 42 dosimeter is 0.018% to 0.021%, with the confidence level of one standard deviation. Figure 8 shows the calculated absorbed dose of the dosimeters compared with the measured data, including a correction of the sensitivity due to the photon energy dependence, calculated by PHITS with the correction of transit dose component. Accounting for these corrections, the absorbed dose of the dosimeters calculated by PHITS was underestimated by 10.2% to 19.0% (average 15.5%±1.9%).
Summary of factors of difference between measured and calculated values
Firstly, the compositions and mass density of materials excluding the Freiburg Flap Applicator were accurately defined in the PHITS simulation. Iwamoto et al (2017) reported that the benchmark test result to verify the accuracy of photon and electron transport using the EGS5 mode agreed with the experimental data well except for neutrons produced by photonuclear reactions with energy range from keV to GeV. In addition, the transit dose component was canceled by the adjustment of dwell time in the microSelectron HDRv3 remote afterloading device, so that the effect was negligible.
On the other hand, the sensitivity corrections of the dosimeters were performed based on the energy dependence of the GD-302M RPL glass dosimeter reported by Huang and Hsu (2011) . However, since the photon sensitivity curve varies greatly in the energy range from 20 to 120 keV, it is considered that some uncertainty remains, depending on the photon energy and interpolation method.
Furthermore, the sensitivity correction factor of each dosimeter was calculated based on the relative sensitivity for photon energy because almost all beta particles emitted from the 192 Ir source stop within the beads of the applicator due to the stopping range. However, it may be assumed that not only photons but also electrons enter the dosimeters since electrons are emitted by the interaction between 192 Ir gamma ray and materials such as the applicator and the 2 mm thick tough water assumed as human skin. Since it is difficult to evaluate the contribution of the sensitivity caused by the electron contamination in this study, the sensitivity-correction procedure was considered to be one of the main reasons for the difference between the measured and calculated absorbed dose of the dosimeters.
Conclusion
In this study, absorbed dose was measured in a simple geometry using a water-equivalent solid phantom and RPL glass dosimeter to verify the accuracy of absorbed dose by the combination of the PHITS calculation and the developed evaluation system. Accounting for the transit dose component and energy dependence of the dosimeters analytically, the absorbed dose of the dosimeters calculated by PHITS was underestimated by 10.2% to 19.0% (average 15.5%±1.9%). The sensitivity-correction procedure was considered to be the main reason for the difference between measured and calculated absorbed dose of the dosimeters. To perform verification more accurately in future work, it is necessary to (1) evaluate the energy dependence of the RPL glass dosimeter measured for more photon energy points and (2) develop a measurement system capable of sensitivity calibration in the radiation field equivalent to the RPL glass dosimeter based on the actual geometry in HDR-SBT. 
