SUMMARY This paper presents a single image super-resolution (SR) algorithm based on self-similarity using non-local-mean (NLM) metric. In order to accurately find the best self-example even under noisy environment, NLM weight is employed as a self-similarity metric. Also, a pixelwise soft-switching is presented to overcome an inherent drawback of conventional self-example-based SR that it seldom works for texture areas. For the pixel-wise soft-switching, an edge-oriented saliency map is generated for each input image. Here, we derived the saliency map which can be robust against noises by using a specific training. The proposed algorithm works as follows: First, auxiliary images for an input low-resolution (LR) image are generated. Second, self-examples for each LR patch are found from the auxiliary images on a block basis, and the best match in terms of self-similarity is found as the best self-example. Third, a preliminary high-resolution (HR) image is synthesized using all the self-examples. Next, an edge map and a saliency map are generated from the input LR image, and pixel-wise weights for soft-switching of the next step are computed from those maps. Finally, a super-resolved HR image is produced by soft-switching between the preliminary HR image for edges and a linearly interpolated image for non-edges. Experimental results show that the proposed algorithm outperforms state-of-the-art SR algorithms qualitatively and quantitatively.
Introduction
Super resolution (SR) is emerging in many digital consumer applications, such as ultra-high-definition television, highdefinition television, and digital still cameras, as visual quality in high-resolution and large-size displays becomes more important than in the past. The term super resolution refers to the synthesis of a high-resolution (HR) image from a single low-resolution (LR) image or a set of multiple LR images.
In general, SR can be categorized into multiple-image SR and single-image SR. Typical multiple-image SR algorithms [1] - [3] require extensive computation in the registration step to estimate sub-pixel motion while positioning LR images on the HR grid. However, the accuracy of this registration is still insufficient to justify the computational complexity. Consequently, we do not know of any multipleimage SR algorithms being successfully implemented and embedded in cutting-edge digital devices. Single-image SR algorithms are subdivided into three categories: learning-based approach [4] - [6] , example-based approach [7] - [15] , [20] - [22] , and sparse representationbased approach [18] , [19] . Choi et al. proposed a contentadaptive SR algorithm which adaptively exploits multiple dictionaries based on local image structures. Those dictionaries storing content-adaptive FIR filters were learned using abundant number of LR and HR patch pairs in advance [4] . Yang and Yang proposed a fast learning-based SR algorithm which generates high-quality HR images with sharp edges and rich textures by splitting the feature space into numerous subspaces and collecting sufficient training exemplars to learn simple regression functions [5] . Recently, Dong et al. proposed a deep learning method for single image SR [6] . Dong et al.'s method directly learned an end-to-end mapping between the LR-HR image pairs by employing a famous deep convolutional neural network (CNN).
On the other hand, example-based SR can be categorized into external example-based SR and self-examplebased SR again. External example-based SR algorithms usually store an abundant number of LR-HR patch pairs into off-line dictionary and predict high-frequency (HF) signals lost in an arbitrary input LR image by exploring the dictionary [7] - [12] . For example, Freeman et al. employed Markov-model-based belief propagation (BP) to estimate the lost HF signals [7] . Freeman et al.'s algorithm is meaningful in that it was the first framework of the conventional example-based SR. However, the algorithm requires a huge number of LR-HR patch pairs in the dictionary to achieve reasonable performance, and rarely reconstructs textures. Also, the BP-based algorithms require large computational complexity. Fan and Yeung [8] tried to decrease the dictionary size by reconstructing HF signals only for primitive regions through a neighbor-embedding approach. Sun et al. proposed a context-constrained hallucination approach by learning HR examples from texturally similar training segments [10] . They also effectively reduced the dictionary size by limiting the coverage of the algorithm to the primitive areas, such as edges and corner points in the input image. Zhang et al. [11] proposed an improved version of Fan and Yeung's neighbor-embedding method where some errors during HF synthesis are reduced by employing a clustering approach.
Note that the above-mentioned external example-based SR algorithms usually require a huge dictionary to achieve
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⃝ 2017 The Institute of Electronics, Information and Communication Engineers acceptable reconstruction quality. In order to overcome such a drawback, Glasner et al. [13] and Freedman and Fattal [14] proposed self-example SR algorithms with an advantage that a pre-trained dictionary is not required. Inherent self-examples are explored from an input LR image by examining self-similarity between the LR image and its up-scaled images. Consequently, they provide outstanding visual quality for edge areas, because edges usually have good self-similarity. On the other hand, the conventional self-example-based SR algorithms [13] - [15] do not provide acceptable visual quality for texture areas, because selfsimilarity rarely works for those areas. Recently, Wu and Zheng proposed a self-example-based SR algorithm using a generalized nonlocal mean to estimate the missing HF details of the LR image [20] . The algorithm computes a proper weight of each selected example according to its similarity, and synthesizes an HR image by weighted averaging of chosen examples on a block basis. Choi et al. considered an observation that little correlation between LF and HF patch is occasionally observed especially for texture region of natural images [21] . Their algorithm recovered HF details of a target HR image by finding the similar patches on the mid-frequency (MF) domain in case of texture region. Also, they employed pixel-based reconstruction by adopting the concept of non-local means like Wu and Zheng's algorithm. Salvador et al. proposed a noise-robust SR algorithm exploiting the in-place cross-scale self-similarity prior [22] . By using this prior, the algorithm could automatically select the best possible examples for both de-noising and complementing with fine detail a coarse version of the desired HR image obtained by interpolation-based upscaling. This paper presents a single image SR algorithm based on local self-similarity, which provides better visual quality than state-of-the-art SR methods.
• First, we examine non-local-mean (NLM) [16] , [17] self-similarity between the auxiliary images on a block basis, and find the best match for each block in terms of self-similarity, i.e., the self-example. As a result, we synthesize a preliminary HR image from the selfexamples.
• Second, we derive an edge map and a saliency map from the input LR image, and compute pixelwise weights from those maps for subsequent softswitching. Here, we derive noise-robust NLM metric for the saliency map.
• Finally, we produce a super-resolved HR image via soft-switching between the preliminary HR image for edges and a linearly interpolated image for non-edges.
The difference between the proposed algorithm and the recently published conventional schemes [20] - [22] is as follows: Unlike [20] and [21] , the proposed scheme presented a soft-switching approach based on the edge map and the saliency map. So the proposed algorithm shows natural results in the non-edge region, especially the texture region, while maintaining the excellent edge restoration performance in the edge region where the self-example method is normally effective. In addition, since [22] employs so many auxiliary images to correspond to noisy images, its efficiency for noise-free images tended to deteriorate. On the other hand, the proposed algorithm can effectively cope with noise-free images as well as noisy images by using noiserobust NLM metric.
Experimental results show that the proposed algorithm reconstructs clearer edges than state-of-the-art SR algorithms. The proposed algorithm has fewer artifacts for texture areas, and achieves much better visual quality comparing to state-of-the-art SR algorithms [5] , [6] , [14] , [20] , [21] .
This paper is organized as follows. Section 2 describes the proposed algorithm, and we intensively evaluate the performance of the proposed algorithm in Sect. 3. Section 4 summarizes the contribution of the proposed algorithm. Figure 1 shows the overall framework of the proposed algorithm. First, the auxiliary images are generated to find selfexamples for HF synthesis. Next, self-similarity is examined on a block basis between the auxiliary images, and the best-matched HF patch to each input patch is explored based on the NLM weights. Then, a preliminary HR image is synthesized using the explored HF patches, i.e., self-examples. Next, an edge map and a saliency map are generated from the input LR image. Then, pixel-wise weights for the subsequent soft-switching are computed using those two maps. As a result, a final HR image is restored via pixel-wise softswitching between the preliminary HR image and a linearly up-scaled image. The following subsections depict the details of each part of the proposed algorithm.
The Proposed Algorithm

Generation of Auxiliary Images
Freedman and Fattal have analyzed the accuracy of selfsimilarity according to up-scaling ratios [14] , which can be summarized as follows. For this experiment, several test images were partitioned into non-overlapping 5x5 blocks, and Fig. 1 The framework of the proposed algorithm. the self-similarity of each block was examined by blockmatching within the collocated search areas for multiple images of different scales.
The size of the search area was set to 10x10. Bi-cubic was used for up-scaling, and a brute-force full search was employed for block matching. The mean of absolute differences (MAD) of the best-matched blocks for each upscaling factor was normalized, which shows that as the scaling ratio is directly proportional to the matching error. This indicates that for large scaling ratios, the accuracy of the self-example to be matched decreases, hence the visual quality of the synthesized image may deteriorate. To reduce the degradation of the visual quality of the synthesized images, multi-scale approach is used. As an example, 2x up-scaling is accomplished as a two-step cascade of 4/3 and 3/2.
As shown in Fig. 1 , the first step of the proposed algorithm is to generate auxiliary images to synthesize the lost HF information of the up-scaled image. For example, Freedman and Fattal's approach employed bi-orthogonal filtering [14] . In this paper, we find a simpler linear filter to replace the bi-orthogonal filter so that only a single pair of auxiliary images is sufficient to accomplish acceptable visual quality. The three auxiliary images are defined by We qualitatively analyze how the filter in Eq. (1) affects the visual quality of the auxiliary images. We examine four different filters (Lanczos, bi-cubic, Hanning, and bi-orthogonal filters) to generate the L 0 image for a still image, and compare the filtered images, as seen in Fig. 2 . Figure 2 shows that Lanczos filtering provides clearer thin-line edges with fewer visual artifacts than the others. As a result, we replace the bi-orthogonal filter with a Lanczos filter, and produce a pair of auxiliary images according to Eq. (1).
Synthesis of a Preliminary HR Image
HF information for HR reconstruction is synthesized in two steps. First, we generate a preliminary HR image. Second, we produce a final HR image based on pixel-wise softswitching of the preliminary HR image and a conventional linear interpolation. This section describes the synthesis of the preliminary HR image; the second step will be described in Sect. 2.3 in more detail.
Synthesis of the preliminary HR image is accomplished by finding the best-matched L 0 block for each L 1 block, assuming that the size of a target block in the L 1 image is M × M, and the search range in the L 0 image (Ω) is set to 2M × 2M (see Fig. 3 ). Note that we use only a pair of auxiliary images unlike [14] . Here, we adopt NLM (nonlocal-mean) weight [16] as a self-similarity metric, which is defined in Eq. (2): 
where B x and B y indicate a target block in the L 1 image and a candidate in Ω, respectively, and where x and y represent their locations. G in Eq. (2) indicates the Gaussian kernel with weighting according to spatial distance, and γ σ is a parameter to control attenuation of the exponent depending on noise level σ. The main function of γ σ is to make the proposed algorithm adaptive to both noise-free images and noisy images. In addition, γ σ also helps the saliency map generated in Sect. 2.3 to be robust to noise. Unlike "local mean" filters, which take the mean value of a group of pixels surrounding a target pixel to smooth the image, NLM filtering literally takes a mean of all pixels in the image, weighted by how similar these pixels are to the target pixel. So, this results in much greater post-filtering clarity, and less loss of details in the image compared with local mean algorithms. Finally, we find the best match B y,best of B x in terms of NLM metric. Note that Freedman and Fattal used a popular mean of absolute difference (MAD) as a metric to find the best matched patch [14] . In general, NLM metric is more robust against noisy environments than MAD metric. Some experimental results of Sect. 3 prove that NLM weight of Eq. (2) is superior to MAD or mean of squared errors (MSE) metric as a self-similarity metric especially for noisy input images (see Fig. 9 and Fig. 10) . As a result, we regard the H 0 block co-located with B y,best as the missing HF information, and reconstruct a preliminary HR block, based on Eq.
.
If this process is done for every block, the preliminary HR image is synthesized. Note that this kind of non-integer fine up-scaling is repeated until a target integer up-scaling ratio is achieved. Another reason why the NLM self-similarity of Eq. (2) is employed here is that it is very useful for softswitching to produce a final HR image. The next step is to generate an edge map for the input image. In general, human vision is sensitive to edges in an image. Moreover, conventional self-example SR approaches seldom work for textures, and often cause artifacts around textures [13] , [14] . So, we will apply the self-example-based SR of Sect. 2.2 to edges, and apply linear interpolation to non-edges such as textures. In this paper, we employed an edge detector combining isotropic and anisotropic Gaussian kernels [23] to produce an authentic edge map from the input LR image. First, the gradient-based edge strength map (ESM) of the input image is calculated by using the two partial derivative filters as follows:
where * represents two-dimensional discrete convolution, and n indicates the relative distance of the current pixel between the kernel center. h h and h v indicate horizontal and vertical partial derivative filters of the isotropic Gaussian kernel with the scale ψ/ρ. Here, ψ is referred to as the scale, and ρ > 1 is the anisotropic factor. On the other hand, an anisotropic Gaussian kernel g ψ,ρ and its derivative are obtained as follows:
where R indicates a rotation matrix, and θ stands for a gradient angle. Based on g ′ ψ,ρ , an anisotropic ESM η a is produced by Eq. (6).
Using η i and η a , the fused ESM is calculated by
Now, we contrast-equalize η f by using global and local averages of η i , as in Eq. (8):
where α is a compromise parameter between absolute magnitude decision and relative magnitude decision. In Eq. (8), global and local averages are computed bȳ
where HV is the image size, and W is the w×w squared window centered at the origin. Next, non-maximum suppression essentially locates the highest points in the ESM, and an initial edge map, E final , is obtained through a hysteresis decision where thresholds are determined by the histogram ofη f (n). E final is an edge map where outliers are removed from E init . 
where I l is an up-scaled image produced by Lanczos filtering chosen as a typical linear interpolation method, and ω e has a range of [0, 1]. In order to compute ω e for each pixel, we first determine a saliency map by using pixel-wise NLM weights computed by Eq. (2) . If the pixel is salient, the pixel will have at least a significant NLM weight within the given search area. So, Eq. (11) defines the saliency of a pixel located at x:
where Ω is window size. T S E controls a proportion of the preliminary HR image I e . As T S E increases, the proportion of the preliminary HR image decreases, in other words, the self-example-based SR is applied only to strong edges and their neighbors. On the contrary, as T S E becomes smaller, the self-example-based SR may be applied even to weak edges and their neighbors. Note that if S x is zero, ω e of the corresponding pixel is set to zero, because the pixel is probably included in a flat area. Only for the pixels where saliency is 1, we derive their ω e values. Figure 4 shows an example of the saliency map S . On the other hand, since the NLM metric of Eq. (2) is vulnerable to noise, we need to control the γ σ parameter to mitigate the noise effect on the saliency map of Eq. (11). Consequently, we derived the γ σ function depending on noise level via the following training procedure. First, we apply additive white Gaussian noise (AWGN) to an image, and we then explore a proper γ σ value so that the saliency map of the original image was visually similar to that of the noisy image. This experiment was performed for various images in Sect. 3.1 and noise levels.
Given saliency map S , we count the number of edges on E init and E final within neighborhood Ω of each salient pixel as follows:
Without loss of generality, as the difference between # x,init and # x, f inal becomes greater, the possibility that the salient pixel is part of the texture increases. We define the ratio of # x,init and # x, f inal to utilize it in determining ω e :
Finally, ω e at x is empirically determined according to r x .
If ω e is computed for every pixel, a final HR image is obtained with Eq. (10) on a pixel basis, as mentioned above. Figure 5 shows 25 HR images to evaluate the proposed algorithm. For example, 'Test Image 1' and 'Test Image 3' are downloadable from http://wallpaperswide.com, and the other images are extracted from popular standard image set such as Berkeley segmentation dataset (BSD) [24] and set 14 [25] . To produce the input LR images, we down-sampled the original 1920 × 1080 HR images with well-known bicubic filter to model the LR image formation process. We mainly considered three down-scaling ratios of 1/2, 1/3, 1/4 to evaluate the proposed algorithm for three up-scaling cases: 2×, 3×, and 4×. Two-times up-scaling is achieved by cascading 4/3 times and 3/2 times, 3× up-scaling is accomplished by cascading 4/3 times, 3/2 times, and 3/2 times, and 4× up-scaling is performed by cascading 4/3 times, 4/3 times, 3/2 times, and 3/2 times. For the following experiments, Ω in Eq. (11) was set to 9×9. And, we chose a proper T S E via subjective evaluation for various test images. Finally, T S E was empirically set to 0.125. In order to find an optimal γ σ in Eq. (2), from intensive experiments for hundreds pairs of γ σ and σ, we derived the following equation by using a regression tool in MATLAB.
Experimental Results
Experimental Environment
Also, T ω1 and T ω2 in Eq. (14) were set to 0.2 and 0.8, respectively. We compared the proposed algorithm with six-tap Lanczos filtering and three state-of-the-art SR algorithms, i.e., Freedman and Fattal's algorithm [14] In case of ACM2011, ICCV2013, and ECCV2014, we utilized the source codes publicly released by the authors. On the other hand, there are no source codes or executable codes for TENCON2013 and APSIPA2014, so we implemented them directly. Those algorithms were evaluated in terms of objective visual quality as well as subjective visual quality. Peak-signal-to-noise ratio (PSNR), structural similarity (SSIM) index, and entropy were employed as metrics of objective visual quality. PSNR is defined by
where MSE is computed between the original HR image and the synthesized image. SSIM for two image patches X and Y is defined as
where µ X and µ Y indicate the averages of X and Y, σ X and σ Y stand for the standard deviations of X and Y, and σ XY is the covariance. c 1 and c 2 are two variables to stabilize the division with weak denominator.
Note that ACM2011's up-scaling strategy is equivalent to the multi-scale approach of the proposed algorithm, e.g., 2× up-scaling by cascading 4/3 times and 3/2 times. Also, the matching block size and search range are all set to 5 × 5 in both the proposed algorithm and ACM2011. In case of ICCV2013, σ is set to 0.8 for 2-times up-scaling, and set to 1.6 for 4-times upscaling. In TENCON2013, two σ values of DoG were set to 0.1 and 0.3, respectively. h parameter of NLM for APSIPA2014 was fixed to 1.
Evaluation of the Robustness of γ σ against Noises
In order to measure the robustness of Eq. (15) against noises, the following experiment was performed. Since Eq. (15) was derived by assuming Gaussian noise, we need to show that even for different types of noise Eq. (15) produces acceptable NLM-based similarity maps which results from Eq. (2). Note that clean similarity map, which tends to have strong energy only for meaningful edges, is preferred. First, Fig. 6 shows the similarity maps for 'Test Image 3' in case of Poisson noise. We can observe that NLM-based similarity map is clearer than MSE-based one irrespective of noise level σ. Next, we performed the same experiment for Laplacian noise (see Fig. 7 ). Also we can see that NLM weight provides better similarity maps than MSE. As a result, NLM weight of Eq. (2) is superior to MAD and MSE metrics as a self-similarity metric especially for noisy input images. Figure 9 and Fig. 10 in the following section can be additional proofs.
Performance Evaluation of the Proposed Algorithm
First of all, we investigate the most basic performance of the proposed algorithm in terms of subjective visual quality for two up-scaling ratios. Figure 8 We observe that the proposed algorithm provides high visual quality without any staircase and overshooting artifacts. Now, we will verify that NLM weight of Eq. (2) is superior to conventional MSE metric as a self-similarity metric. For this experiment, we considered two cases of noisefree and noisy inputs. Figure 9 (a) and Fig. 9(b) show that the NLM weight provides the similar visual quality to the MSE metric for a noise-free input LR image. On the other hand, the NLM weight provides slightly better visual quality Fig. 9 The comparison of the NLM weight with MSE metric. (a) the SR result using MSE metric for a noise-free input (b) the SR result using NLM weight for a noise-free input (c) the SR result using MSE metric for a noisy input (Laplacian, σ = 5) (d) the SR result using NLM weight for a noisy input (Laplacian, σ = 5).
Fig. 10
The weight maps (a) the ω e map of Fig. 9(a), (b) the ω e map of Fig. 9(b) , (c) the ω e map of Fig. 9(c), (d) the ω e map of Fig. 9(d) .
than the MSE metric for noisy LR images (see Fig. 9 (c) and Fig. 9(d) ). Note that the noisy LR image is artificially contaminated with Laplacian noise whose σ is 5. This indicates that NLM weight makes this self-example-based SR more (14) corresponding to Figs. 9(a) to (d), respectively. For clear comparison, the results only for a part of the image are given. We find that the NLM weight is more helpful in making the self-examplebased SR focus on the edges than the MSE metric.
Figures 11 to 14 provide the comparison results of the proposed algorithm with the existing SR algorithms for several test images. For clear comparison, only a part of each image is displayed in those figures. The up-scaling ratio for Fig. 11 and Fig. 12 was fixed at 2×, and that for Fig. 13 and Fig. 14 was set to 4× . For example, we can see from Figs. 11 and Fig. 12 that the proposed algorithm shows better sharpness and contrast without artifacts for edge areas compared to previous works. In particular, it is notable that the proposed algorithm successfully reconstructs thin-line edges with regular thickness in those figures. On the other hand, with ACM2011 algorithm, texture areas are unnatural, whereas the proposed algorithm provides much better visual quality. The APSIPA2014 algorithm applies hardswitching processing after segmenting edge and texture re- On the other hand, the proposed algorithm is more natural than APSIPA2014 because of its soft-switching approach. Also, the proposed algorithm provides more natural visual quality than ICCV2013 and ECCV2014. Even in case of the scaling ratio of 4×, the proposed algorithms algorithm provides the clearer edges than previous SR without artifacts (see Fig. 13 and Fig. 14) . Table 1 shows the comparison results in terms of PSNR. On average, the proposed algorithm provides 2.02dB higher PSNR than Lanczos filtering, 1.44dB higher PSNR than ACM2011, and 1.58dB higher PSNR than AP-SIPA2014. One of the reasons why the proposed algorithm outperforms ACM2011 and APSIPA2014 is that the proposed algorithm applies linear interpolation, i.e., Lanczos filter for texture areas where ACM2011 usually suffers from distortion such as artifacts. Also, the proposed algorithm outperforms the other state-of-the-art SR algorithms, ICCV2013 and ECCV2014. ECCV2014 provides similar PSNR results to the proposed algorithm on average. Note that as shown in Figs. 11 to 14 , the proposed algorithm shows better visual quality on edges than ECCV2014. But, for texture areas, ECCV can outperform the proposed algo- Table 3 Entropy comparison for various images rithm because the latter utilizes linear interpolation for such areas.
In addition, Table 2 shows the comparison results in terms of SSIM. We can see that the proposed algorithm provides higher SSIM indexes than ACM2011 and ICCV2013 as well as Lanczos, while its SSIM performance is same as ECCV2014's on average due to the same reason as in Table 1. Plus, we evaluated the proposed algorithm in terms of entropy in Table 3 . We can observe that all the algorithms have higher entropies than the original image's entropy. It is notable that the proposed algorithm provides lower entropy than ECCV2014 as well as ICCV2013 and Lanczos. This indicates that the results from the proposed algorithm are closer to the original images in terms of entropy together with ACM2011.
Next, we performed an experiment for noisy images to prove that the proposed algorithm is robust to noise. For this experiment, the LR images which were synthesized with AWGN of σ = 5 were used as input. Table 4 shows the PSNR comparison results for various algorithms. Conventional algorithms show lower PSNR than even Lanczos filter. This indicates that performance of conventional algorithms is very sensitive to noise in input images. On the other hand, the proposed algorithm still has higher PSNR of 0.2dB on average than Lanczos filter. In addition, Fig. 15 shows that the proposed algorithm restores edges well in terms of subjective image quality.
Concluding Remarks
We propose an edge-oriented super-resolution algorithm using self-similarity. First, we generate auxiliary images for an input LR image. Second, we examine NLM-based selfsimilarity between the auxiliary images on a block basis, and find the best match for each block in terms of self-similarity, which is the self-example. Third, we synthesize a preliminary HR image from the self-examples. Then, we produce an edge map and a saliency map for the input LR image, and compute pixel-wise weights from those maps for subsequent soft-switching.
Finally, we produce an edge-oriented HR image via soft-switching between the preliminary HR image for edges and a linearly interpolated image for non-edges. Experimental results show that the proposed algorithm provides PSNR improvement of 1.97dB on average than Lanczos filtering, and PSNR improvement of 1.01dB on average compared to Yang and Yang's state-of-the-art SR algorithm [5] . In terms of subjective visual quality, the proposed algorithm outperforms previous works.
