The growth of new imaging technologies has created a need for techniques that can be used for copyright protection of digital images. One approach for copyright protection is to introduce an invisible signal known as a digital watermark in the image. In this paper, we describe digital image watermarking techniques known as perceptually watermarks that are designed to exploit aspects of the human visual system in order to produce a transparent, yet robust watermark.
INTRODUCTION
In the last five years there has been an explosion in the use of digital imaging. One of the problems with digital images is that an unlimited number of copies of an "original" can be easily distributed and/or forged. This presents problems if the image is copyrighted. The protection and enforcement of, intellectual property rights has become an important issue in the "digital world." In this paper we present algorithms for image authentication and forgery prevention known as digital watermarks. This paper focuses on invisible watermarks that are designed to exploit perceptual information. These watermarks are known as perceptual watermarks. We will first describe the problem, purpose and requirements of digital watermarking. A brief overview of visual models is then presented. The emphasis in this paper is the class of perceptual techniques known as image adaptive watermarks.
It is important to note that any technique that allows a user to assert their ownership of any digital object must also be placed in the context of intellectual property right law. In the final analysis how "well" a watermarking technique works depends on how effectively the technique protects an owner's intellectual property rights in a court of law.
Overviews of digital watermarking are presented in [1, 2] . A more detailed version of this paper will appear in [3] .
1.1
What is the Watermarking Problem?
Digital watermarking aids owners in asserting their intellectual property rights on images they create. The basic components of any watermarking technique consist of a marking algorithm that inserts information, the watermark, into an image. The watermark may be inserted into the image in the spatial domain or spatial frequency domain. As part of the watermarking technique, a verification algorithm must be defined that examines an image to see if a particular watermark is contained in the image. It may also be desirable for the verification procedure to determine if the image has been altered and to supply localization information as to where the image was altered. It is our feeling that to assert ownership that is consistent with current intellectual property right law, the watermarking technique must support the use of third-party cryptographic-based Expanded version to appear [3] . This work was partially supported by a grant from the AT&T Foundation. Address all correspondence to E.J. Delp, ace@ecn.purdue.edu, http://www.ece.purdue.edu/-ace, or +1 765 494 1740. digital time stamping [4} that is embedded in the image through the watermarking process. Time stamps thwart the "rewatermarking attack" described in [5] .
In this paper we will describe invisible watermarks that are designed to use perceptual information based on human visual system models. There are three main principles that characterize perceptually based watermarks:
1 .
Transparency
-the watermark is not visible in the image under typical viewing conditions.
2. Robustness to attacks -the watermark can still be detected after the image has undergone linear or nonlinear operations.
3. Capacity -the ability of the watermarking scheme to be able to verify and distinguish between different watermarks with a low probability of error as the number of watermarked images increases.
Why Use Visual Models?
The simplest form of a perceptually based watermarking scheme relies on incorporating the watermark into the perceptually insignificant parts of an image in order to guarantee transparency. An example of such a scheme is one where the watermark amplitude is quite small by inserting information only in the low order bits in an image. However, watermarks which are embedded into the insignificant portions of an image are easily removed or altered through mild filtering or random bitflipping without affecting the original image quality. If the amplitude of such watermarking schemes is increased to thwart these attacks and make the scheme more robust, the mark may become visible. For this reason, more sophisticated methods of incorporating perceptual knowledge into watermarking schemes in order to provide robustness as well as transparency have been studied.
Several effective frequency domain watermarking techniques have been introduced which take advantage of relative frequency weighing in order to provide robust watermarking schemes. The techniques may be image independent where the watermark insertion does not adapt to image content or image dependent where the watermark insertion does adapt to image content. Image dependent watermarks are also known as image adaptive watermarks. Image-adaptive techniques not only take advantage of general frequency sensitivity models usually based on viewing conditions, but also rely on adapting the watermark to local image properties in order to provide maximum performance in terms of robustness while maintaining the transparency constraint.
VISUAL MODELS -OVERVIEW
There has been a great deal of work investigating models of the human visual system as well as using the models for image and video applications. In particular, a very important application for perceptual models is in the area of source coding or compression [6] . While traditional coding techniques take advantage of signal statistics to remove redundancy, it is ultimately the viewer who determines how well the compressed version of an image represents the original. Perceptual models allow one to take advantage of characteristics of the human visual system in order to remove irrelevancy as well as redundancy in designing compression algorithms. In this paper will describe how these models can be used in watermarking.
In this section we describe three properties of the human visual system that have been studied in the context of image coding [ 10] : frequency sensitivity, luminance sensitivity and contrast masking. Most of the early work on perceptually based image coding has utilized the frequency sensitivity of the human visual system as described by the modulation transfer function (MTF). The MTF describes the human visual system sensitivity to sine wave gratings at various spatial frequencies. From such a model, given that the minimum viewing distance is fixed, it is possible to determine a static just noticeable dfference (JND) threshold for each frequency band. Frequency sensitivity provides a basic visual model that depends only on viewing conditions and is independent of image content.
A further refinement can be achieved by extending the visual model to include luminance sensitivity. Luminance sensitivity is a way to measure the effect of the detectability threshold of noise on a constant background. This phenomenon depends on the average luminance value of the background as well as the luminance level of the noise. For the human visual system, this is a nonlinear function. Since luminance sensitivity takes advantage of local luminance levels it is important that the frequency decomposition chosen for the coder allows for some local spatial control.
Frequency sensitivity and luminance sensitivity are good starting points in utilizing properties of the human visual system for image compression. However, frequency sensitivity depends only on viewing conditions; also, luminance sensitivity is a conservative estimate of visual masking which does not model masking properties due to high frequency details or texture. Ideally we would like a more dynamic model that allows for finer control of the quantization process when designing coders. The addition of contrast masking allows for even more dynamic control of the JND threshold levels. Contrast masking refers to the detectability of one signal in the presence of another signal; the effect is strongest when both signals are of the same spatial frequency, orientation and location [7] . The most effective visual models should take into account frequency sensitivity, local luminance sensitivity and contrast masking.
JPEG is the current international standard for color still image compression [8] . The most basic version of this coder, the Baseline Sequential Codec, consists of decomposing the original image into non-overlapping 8 x 8 pixel blocks, using a DCT on each block, quantizing the transform coefficients and entropy coding the quantized coefficients. It is very desirable to see how we can take advantage of visual models within this framework, although block-based DCTs are not ideal in terms of mimicking the human visual system's structure.
From a large set of subjective experiments used to determine the detectability of each DCT basis function, a perceptual model for predicting the detection thresholds based only on the viewing conditions and global properties of the visual system was derived [9] . This model takes into account frequency sensitivity in determining the optimum quantization matrix but does not take into account the image dependent components of luminance sensitivity and contrast masking. This has been addressed in [10] , where the approach has been extended to determine an image dependent quantization table that incorporates not only the global conditions, but also accounts for local luminance and contrast masking. An iterative approach is used to determine an image dependent quantization table that provides a specified level of visual distortion. Since JPEG allows for only one quantization matrix for all the image blocks, it is difficult to take full advantage of the local properties as given by the model in [10] .
An overview of using visual models for signal compression is presented in [6] . A different image compression model has been developed in [1 1] . This model uses both frequency sensitivity, and spatial masking based on an image' s edges. The spatial masking is a modified version of the spatial masking model presented in [12] . The main principle of the spatial masking is that edges in an image are able to mask signals of much greater amplitude than regions of near-constant intensity. For a given image, a tolerable-error level (TEL) may be formed for each pixel. This quantity is similar in concept to the JND. The TEL provides the allowed magnitude that a pixel can change without the changes becoming visible. The TEL is presented in Section 3.5 and further described in [2, 1 1] . A third model, based on contrast masking, is described in [13, 14] .
PERCEPTUAL WATERMARKING FOR STILL IMAGES

Motivation
Much of the work on perceptual watermarking inserts the watermark in the frequency domain (DCT, Wavelet) in order to take advantage of the masking properties of the HVS. The watermark is incorporated into the transform coefficients of the image, and the inverse-transformed coefficients form the watermarked image. These types of algorithms are often known as spectral watermarks, and commonly use frequency sensitivity of the human visual system to ensure that the watermark is invisible. Many of these techniques are private watermarks, which require the original image to verify the mark. Algorithms that do not require the original image for testing are known as public waterinarks.
Perceptual Watermarking Based on Frequency Sensitivity
A frequency domain method for digital watermarking of images proposed in 15] is based on the concept of spread spectrum communications. The technique is motivated by both perceptual transparency and watermark robustness. The results show that the types of image distortions this technique are robust to include cropping, very low data rate JPEG compression, printing and rescanning, as well as collusion with several independently watermarked images. One of the significant contributions in this work is the realization that the watermark should be inserted in the perceptually significant portion of the image in order to be robust.
The watermark W is a sequence of normally distributed, zero-mean unit-variance random numbers. A DCT is performed on the entire image and W is inserted in a predetermined range of low frequency components as follows. Let X be the original image, Y be the watermarked image, and XD and 1'D be the DCT coefficients of X and V respectively. Let XD(u,v) and YD(U,V) be the (u,v)th DCT coefficient in XD and D respectively. W(u,v) is the (u,v)th element in the watermark sequence; a is a scale factor which prevents unreasonable values for YD(U,V). The marking algorithm is then:
Alternate marking methods are described in [15] . Taking the inverse transform of 1'D tO form Y completes the marking procedure. The authors propose an empirically determined value of 0. 1 for a, and choose to insert the watermark in the 1000 lowest frequency non-DC DCT coefficients. The first step of the verification procedure is to extract a "copy" of the watermark from a possibly forged image Z. ZD is the DCT coefficients of Z. W is the extracted version of the watermark. W*(u,v)=!1ZD, -11 (2) aLXD(u,v) J This algorithm is one of the earliest attempts at providing some image adaptability in the watermark embedding scheme. This is due to the fact that the watermark strength depends on the intensity of the DCT coefficients of the original image. In this way, the watermark signal can be quite strong in the DCT coefficients with large intensity values, and is attenuated in the areas with small DCT coefficients. Inserting the watermark into the perceptually significant components and adapting the watermark strength by the strength of the DCT component provides a watermark that is quite robust and transparent.
However, because the DCT is obtained on the entire image rather than the usual block-based approach commonly found in image and video compression schemes, the transform does not allow for local spatial control of the watermark insertion process. In other words, the addition of a watermark value to one DCT coefficient affects the entire image. This scheme may benefit from a perceptual model that determines the optimal weights for the DCT coefficients, but the framework needs to be modified in order to obtain finer control of watermark adaptability to image characteristics and the human visual system.
3.3
Perceptual Watermarking Based on Image-Adaptability We begin by reviewing some of the requirements that are necessary to provide a useful and effective robust watermarking scheme. We will briefly discuss the requirements as an introduction to the use of perceptual information. Three desired requirements for such watermarking schemes are transparency, robustness and capacity. Other requirements which may be important for watermarking, include: the ability to detect the watermark without the original image, algorithm complexity, the ability to encode a watermark directly into a compressed bitstream, tamper detection, and localization of changes.
Transparency refers to the perceptual quality of the data being protected. For the case of image data, the watermark should be invisible over all image types as well as local image characteristics. Such a requirement is most challenging for images composed of large smooth areas where it is very difficult to introduce modifications to the pixel intensities without affecting the overall image quality.
The watermark should also be robust to alterations to the image. Ideally, the amount of distortion necessary to remove the watermark should degrade the desired image quality to the point of becoming commercially valueless. Possible image alterations include intentional transformations of the image data as well as illegal attempts to remove the mark, or transform the watermark into another valid watermark. Typical image transformations include compression, in particular JPEG for still images and MPEG for video, resampling, requantization, enhancement, cropping, and halftoning.
Capacity refers to the ability to detect watermarks with a low probability of error as the number of watermarked versions of the image increases. This is important for many "image distribution" applications where many copies of the same image could each receive a unique watermark identifying an end-user. The watermarking technique should provide a way to insert the maximum number of distinguishable watermarks in the same image. Research is underway to quantitatively determine an image's capacity for certain watermarking algorithms [1611.
To best meet these three requirements, we would like the watermark to adapt to the local image characteristics as well as viewing conditions in order to provide the strongest watermark without compromising the image quality.
Image-Adaptive DCT and Wavelet Techniques
The two watermarking techniques described in this section, the image-adaptive DCT (IA-DCT) technique as well as the image-adaptive wavelet (IA-W) approach [17, 18, 19] 
It is important to note that for the watermarking problem, all the local information extracted from the visual models can be utilized in determining the watermark algorithm. The local information is stored in what is called a just-noticeable difference matrix (JND). The values in the JND matrix are based on the frequency domain representation of the image; they are the thresholds beyond which any changes to the respective coefficient will most likely be visible under a specific viewing condition. This is in contrast to compression applications, where local adaptation is minimal due to the tremendous amount of overhead required to send the JND information. in the watermarking application, the original image is available for the verification algorithm and the JND thresholds can be obtained directly from the image. Actually, the JND thresholds can be estimated from the watermarked image fairly accurately; this means that this technique can be used in applications where the original image is not available for watermark verification.
We present two watermarking schemes: IA-DCT and IA-W. The marking technique for both IA-DCT and IA-W can be described in general as: IA-DCT uses visual models developed for image compression in a JPEG framework [10] . Recall that the JND thresholds derived from the visual model consist of an image independent part based on frequency sensitivity, and an image dependent part based on luminance sensitivity and contrast masking. These three components of the visual model have been described in Section 2. They have been derived in the context of image compression to determine the maximum amount of quantization noise that can be tolerated at every image location without affecting the visual quality of the image (under the specific viewing conditions used in the model). In the context of image watermarking, the JND thresholds can be used to determine the maximum amount of watermark signal that can be tolerated at every image location without affecting the visual quality of the image.
For IA-W [19] , frequency sensitivity thresholds are determined for a hierarchical decomposition using the 9-7 Daubechies biorthogonal filters. Due to the hierarchical decomposition, this approach has the advantage of consisting of watermark components that have varying spatial support. This provides the benefits of both a spatially local watermark and a spatially global watermark. The watermark component with local spatial support is suited for local visual masking effects and is robust to signal processing such as cropping. The watermark component with global spatial support is robust to operations such as lowpass filtering. Due to the hierarchical nature of such an approach, this scheme is more robust to certain types of distortions than the DCT-based framework.
The wavelet framework consists of a four level decomposition. The visual model used is much simpler than the one used in the DCT-based scheme. A wavelet-based JND value J11 is determined for each frequency band based on typical viewing conditions. Here I denotes the resolution level where I = 1,2,3,4 andfdenotes the frequency orientation wheref= 1,2,3. The frequency locations 1 and 2 refer to low horizontal/high vertical frequency components and low vertical/high horizontal frequency components respectively. Frequency location 3 refers to high horizontal/high vertical frequency components. The details of the experiments and resulting weights can be found in [20] .
Adding image dependent components as in the DCT-based approach could further refine this model. However, even this simple visual model yields very good results and the hierarchical framework provides a robust watermark as well as finer control of watermark insertion than can be obtained using a block-based scheme. Results comparing the wavelet-based scheme to the DCT-based scheme are described in [19] . As for IA-DCT, the watermark is inserted only in the luminance component of the image.
Watermark verification for IA-DCT and IA-W is similar to the spread spectrum scheme of Section 3.2 and is based on classical detection theory [21] . The image to be tested is subtracted from the original image and the correlation between the difference and a specific watermark sequence is determined. The correlation is compared to a threshold to determine whether the test image contains the watermark in question. The normalized correlation detection scheme can be expressed as: If W and W are independent, p is zero-mean normally distributed. Therefore, the probability of p exceeding a certain threshold can be directly obtained from the normal distribution. Comparing the correlation coefficient to a threshold T completes the watermark verification. This threshold can be modified according to the tradeoff between the desired probability of detection and the probability of false alarm. The final step for watermark verification is p > T watermark detected (7) p T watermark not detected
Any prior knowledge about the image transformations should be incorporated either at the marking or verification steps. For instance, if it is known that the image is to be lowpass filtered in some way, the high frequency components should be avoided for watermark encoding. At the verification step, the potential watermark sequence should be "whitened" before the correlation is obtained in order to achieve better detection results. The work presented in [15] offers several techniques to estimate image degradations given the possibly watermarked image and the original image.
What is different in the IA-W verification step is that the normalized correlation is obtained separately for each subband 
1,1
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Evaluating the correlations separately at each resolution can be used in the verification process. For instance, cropping the image will impact the watermark in the lower subbands more than in the higher subbands. This is due to the fact that the higher subbands bands (and the corresponding watermark sequence) correspond to smaller spatial support. Likewise, any type of lowpass filtering operation will affect the higher subband watermark coefficients more than the lower subband coefficients. In this case the layers with low correlation values would be discarded from the computation of the average. By evaluating the correlations separately for each frequency location, one can take advantage of any strong structure that is associated with the original image where the watermark sequence was much stronger than in other parts of the image. To take advantage of both phenomenons, the maximum correlation value over all the possible levels as well as frequency locations forms the test statistic:
Experimental Results Figure 1 shows images marked with IA-DCT (first row) and IA-W (third row). The corresponding watermark is directly underneath the image. Fairly uniform images (in texture and brightness) cannot take full advantage of the image-adaptive nature of the watermark. Figure 1 illustrates images that contain non-uniform properties where image-adaptability is particularly useful. This usefulness is shown by the large areas of very-low watermark amplitude, together with areas of very large amplitude. Note that if a non image-adaptive marking method were used for the images of Figure 1 , the maximum amplitude of the mark would have to be much smaller than that of the IA algorithms in order to keep the mark imperceptible in the regions of little texture.
Detailed robustness experiments and comparisons for IA-DCT and IA-W can be found in [19] . It has been noted earlier that the requirements of transparency and robustness to attack conflict with each other. By designing watermarking algorithms that take advantage of properties of the human visual system, the goal is to produce extremely robust watermarking schemes while being able to guarantee transparency under particular viewing conditions.
In many applications, it is very likely that a watermarked image may be compressed for more efficient storage or transmission. It is therefore important to examine whether the watermarking schemes can survive JPEG compression, since this is the current international standard for still image compression. The lowest data rate achievable for an image without producing any visible distortions is highly dependent on the original source image, and can range typically from 2 bits per pixel (bpp) for a highly complex scene to 0.2 bpp for a simple scene. An average rate of approximately 1 bpp produces reasonable quality for a typical image.
An uncompressed watermarked garden image is shown in Figure 2 . This image has been JPEG compressed to different data rates. Table I shows the watermark detection statistics for IA-DCT at 1 .18, 0.8, 0.6, 0.4, 0.27, and 0.18 bits per pixel. The detection results are very good for JPEG compression for all but the poorest quality images. Note that it would be sufficient to be able to detect the watermark only for the data rates that produce acceptable image quality. A more detailed study of robustness to JPEG compression can be found in [19] where compression results are shown for a variety of images at different data rates comparing the spread spectrum approach with the IA-DCT and IA-W approaches. All three schemes are shown to be effective against JPEG compression with the IA-W approach yielding the overall best performance. In [22] a study is presented that shows that the watermarking and compression domains should be matched to achieve the best performance relative to compression.
Another common image transformation that may occur to a watermarked image is rescaling. In this case, we examine whether the watermark can survive lowpass filtering followed by subsampling and interpolation. Figure 3 shows an undisturbed IA-DCT watermarked image. Test images were generated by decimating by two in each spatial direction, four in each direction, and eight in each direction. In addition, all of the images were previously converted from RGB space to YCbCr space. The watermark detection statistics for the three decimated examples are given in Table 2 . Although the IA-DCT watermark survives the subsampling introduced here, the authors in [191 show that subpixel decimation or interpolation will result in poor watermark detection results for the IA-DCT scheme due to the coherent detection scheme. For more details on these experiments as well as others, please refer to [19] . Capacity refers to the ability to distinguish multiple watermarks with low probability of error as the number of watermarked images increases. In the IA watermarking procedures, a frequency coefficient is not watermarked if that coefficient is below its JND. The more locations within an image we can mark, the more information hits we can hide and the more unique watermarks we can distinguish with low probability of error. The tradeoff we encounter is capacity vs. robustness. The more information bits we try to pack into an image, the less robust the information bits become. For example. if the watermark sequence is 512 elements long, and 2048 coefficients in an image are above the JND, then four information hits can he embedded in the image. If the watermark sequence is 1024 bits long, only two bits can be inserted. The longer length makes these two bits more robust to image processing attacks. Longer sequences provide more robustness at the expense of capacity since the number of bits that we can insert into an image decreases as the length increases. In Table 3 we show the lengths of the IA-DCT watermarks for the images in Figure 1 . Note how the length of the sequence varies for each image. This is in contrast to other techniques, such as the spread spectrum technique [15] , where they use a watermark sequence of length 1000 for all images. The lengths of the watermark sequences for the images in Figure 1 are not surprising. The images with large smooth areas (such as Figure 1 -center) carry shorter sequences than the images with large areas of texture (such as Figure 1 -right). This example shows that for the IA schemes, capacity is highly dependent on the particular image characteristics. Other factors that affect the capacity include the type and amount of degradation that the watermark should survive. An example is cropping, which directly affects the watermark capacity simply by reducing the size of the image available for testing. This issue as well as the collusion attack is discussed in further detail in 116]. Table 3 . Length of IA-DCT watermark for images in Figure 1 The image watermarking technique described in [23] is based on the DCT of an original image X using 8 x 8 blocks. These DCT coefficients are labeled XD. Masking thresholds, M, are defined for each block of DCT coefficients. These thresholds are similar to the JND used in IA-DCT. The watermark for an individual block, W, is a random sequence. Different sequences are used for each block in X. The DCT of W is obtained to form WD, and a scale factor s for the blockis derived to maximize the amplitude of W, while keeping each element in W less than the corresponding M.
Where b is the 8 x 8 block index. The process is repeated for each block and the inverse transform of the coefficients 1'Dform the marked image Y. To ensure that the addition of WD is imperceptible, spatial domain correction is employed on the marked spatial block as follows. A tolerable error level (TEL) is first obtained for each pixel in a block in X from the model described in [11] . If
for any pixel (m,n) in a block, the scale factor s for the block is then reduced and the corresponding block in X is remarked with the lower scale factor. The watermark verification procedure is similar to IA-W. A threshold test is performed on the normalized crosscorrelation coefficient between the extracted watermark, W , and the original watermark W.
VIDEO WATERMARKS
There has been extensive research in the area of spatial masking models and the use of these models in the compression of still images. Developing more sophisticated models, which include temporal masking for the encoding of video sequences, remains an open research problem. Some of this is due to the limitations of current video formats. For instance, in order to take advantage of temporal masking effects, we would need to sample the video at a much higher rate than the current 30 frames per second. For this reason much of the work on using visual models for video compression consists of simple rules, such as taking advantage of masking effects at scene changes.
Video watermarking poses some unique requirements beyond those for still image compression because of the additional attacks that video is subject to such as frame shuffling and inter-frame collusion. Another important issue that appears for video watermarking, in particular for watermarking of compressed bitstreams, is the constraint on the total data rate of the watermarked sequence. For example, it is important not to watermark each frame of a video as an independent image. If a different watermark is used for each frame, an attacker can compare frames that change very little within a scene. Simple collusion between these frames can remove a large part of the watermark. Also, the computational effort needed to test each frame in real time would be large. Using the same watermark for each frame also poses problems, since an attacker could then collude with frames from completely different scenes. One method that achieves a tradeoff between marking every frame independently and using one watermark for the entire video is described below. This method, an extension to IA-DCT, marks each I-frame in an MPEG sequence, and allows the motion vectors to carry the mark over to subsequent frames.
Video Watermarking Using IA-DCT
IA-DCT, discussed in Section 3 for still images, has been extended to video [24] . The JND that is based on spatial masking properties do not apply to temporal masking; this means that watermarking each individual frame based on the spatiallyderived JND will result in visible temporal distortion. A possible way to help reduce this effect within the MPEG framework 49 3.5 Image Adaptive Watermarking Using Spatial Domain Correction is to take advantage of the motion vectors, which are available in the MPEG compressed bitstream to propagate the watermark from frame to frame. Although this produced visually better results than individual still image waiernarking, block artifacts remained in the video sequence. The best visual quality was obtained by using the IA-[X'T watermarking technique at every I frame and using a simple linear interpolation of the watermarks to every frame between two consecutive I frames. The overhead necessary to encode the displaced frame difference (i)F1) which now Consists of the difkrencc between watermarks as well as the displaced signal difference from the original video sequence is negligible, typically adding only I to 3 percent in additional data rate. In the watermarking process the interpolation technique adds an additional dcla consisting of the difference between I frames (typically 15 frames). Several frames of a video sequence that have been encoded using the IA-DCT interpolation method are shown in Figure 4 : the top row represents the watermarked frames and the bottom row displays the watermark for each individual frame. Ideally, we would like to use a more formal visual model that takes into account temporal as well as spatial masking in the watermarking process.
Scene-Adaptive Video Watermarking
Another method that has been described watermarks a video sequence on a scene-by-scene basis f25]. A video sequence is first segmented into scenes, and a temporal wavelet transform of each scene is obtained. The elements of the video that change little temporally (for example, background) are located in the low time-resolution hands of the transform. The parts with fast motion would be decomposed into higher-resolution hands. This effectively isolates the two types of motion in the scene. A different watermark is then placed in each resolution band. This results in the same watermark being embedded in the slow-changing parts of a scene to avoid collusion. The watermarks added to the video with large amounts of motion are different, and change frequently throughout the scene. Different watermarks are placed in each scene (except perhaps for scenes with near-identical backgrounds). 5 
CONCLUSION
We have described recent developments in the digital watermarking of images and video in which the watermarking technique is invisible and designed to exploit aspects of the human visual system. Many of these techniques rely either on transparency (low-amplitude) or frequency sensitivity to ensure the mark's invisibility. Watermarks that are image adaptive use visual models to locally maximize the amplitude of the embedded watermark, while maintaining the watermark's imperceptibility. This type of algorithm has been shown to be more robust to many attacks. The protection of intellectual property rights is perhaps one of the last major barriers to the "digital world." : Figure 4 . Video frames watermarked with IA-DCT interpolation
