In the paper, Pythagorean-hodograph cycloidal curves as an extension of PH cubics are introduced. Their properties are examined and a constructive geometric characterization is established. Further, PHC curves are applied in the Hermite interpolation, with closed form solutions been determined. The asymptotic approximation order analysis carried out indicates clearly which interpolatory curve solution should be selected in practice. This makes the curves introduced here a useful practical tool, in particular in algorithms that guide CNC machines.
Introduction
Polynomial Pythagorean-hodograph (PH) curves play signi cant role in the theory as well as in practical applications of polynomial curves. They are characterized by the property that the Euclidean norm of their hodograph, called the parametric speed, is also a polynomial. As a consequence, they have rational tangent, rational o sets, polynomial arc-length, etc. These properties are of a particular importance in developing algorithms that guide CNC (computerized numerical control) machines. As an example, suppose that a part of the machine should move at a given constant distance from the manufactured shape. A rational o set reduces this task to elementary numerical operations in algorithms. CNC machines in general are capable of linear and circular motions, and the programming is usually done in either G-code or M-code describing such motions (see, e.g., [11] ). But the instruction set is usually extended by additional elementary operations such as sine or cosine evaluation (e.g., G107, G108).
This property makes the use of non-polynomial parametric curves attractive from the practical standpoint as well as from the more general mathematical one. In particular, it may be required that parametric curve class selected should reproduce exactly geometric objects that appear often in practice, such as segments, circular arcs, cycloids, helices, etc. Thus it makes sense to extend the PH property from polynomial parametric curves to the more general ones. In the most general setting, we may consider a parametric curve, based upon a blending system of functions (φ i ) n i= on [α, β] :
We assume that (φ i ) n i= is an Extended Complete Chebyshev (ECC) system and that φ = , φ = t in order to reproduce linear segments exactly. In addition we assume that any f ∈ S := span (φ i ) n i= could be e ciently evaluated. The curve p is a Pythagorean-hodograph curve if its parametric speed σ is in the rst reduced ECC-system: σ ∈ S R := span (φ i ) n i= ⊂ S, σ =ṗ Tṗ , on [α, β] .
(1.1)
Here, and throughout the paper, x T y denotes the scalar product of x, y ∈ ℝ d , ᐉ ᐉ ᐉ ᐉ x ᐉ ᐉ ᐉ ᐉ := x T x the Euclidean norm of x, and the dot the derivation with respect to t. If p is regular, (1.1) simpli es to σ = ṗ Tṗ , and an evaluation of the parametric speed or the o set is not harder than computing a point at the original curve f .
There has been a respectful amount of work devoted to the polynomial PH curves since their rst appearance in [5] . For more information see, e.g., [2] [3] [4] 10] and references therein. In this paper we show that the analysis could be extended to a practically important non-polynomial case, capable of reproducing line and circular segments exactly too.
The outline of the paper is as follows. In the second section, Pythagorean-hodograph C-curves (PHC curves in short) are introduced and their properties studied. In particular, Theorem 2.1 gives a geometric characterization of such curves, heavily exploited in the subsequent sections, and Theorem 2.2 proves that PHC curves distinct from a line segment are always regular and, in the planar case, convex too. In Section 3, Hermite interpolation with PHC curves is outlined. The analysis shows that there may be one, two or no solutions depending on the data supplied, similar to the PH cubic polynomial case. In Section 4, the asymptotic error analysis of PHC Hermite problem solutions is carried out. The asymptotic approximation order turns out at most four as expected. The last section adds some numerical examples.
Pythagorean-hodograph C-curves
Let us consider the PH condition (1.1) applied to n-cycloidal curves (or C n -curves) based upon the ECC system
We will call such curves Pythagorean-hodograph C n -curves or shortly PHC n curves. The number of parameters that determine a PHC n curve is given by the following lemma.
Proof. Let t ∈ [ , α], α ∈ ( , π), n, k ∈ ℕ, and P n,k := span , t, . . . , t n , cos t, sin t, cos t, sin t, . . . , cos kt, sin kt I n := span t cos t, t sin t, t cos t, t sin t, . . . , t n cos t, t n sin t .
Quite clearly, if p is a C n curve, each component ofṗ lies in P n− , . Also,
Since it is required σ ∈ P n− , , and dimP n− , = n + , dim(P n− , ∪ I n− ) = n + the PH condition (1.1) implies exactly n − equations.
In this paper we will consider the rst important case, namely PHC curves that will simply be called Pythagorean-hodograph C-curves or shortly PHC curves. Note that C-curves have been studied quite thoroughly in [13] and [14] . It would be nice to have the possibility of reproducing a periodic curve exactly with respect to its natural parametric domain, i.e., [ , π] , without necessity to use splines. However, the above simple case can not be extended to larger intervals, even from ( , π) to [ , π] . The lowest order Chebyshev space on [ , π] with this property is of order , see [1] , making the subsequent analysis much more involved. Let us recall that a C-curve can be expressed as
where 
Note that functions Z i form the partition of unity and that ν (α) > for α ∈ ( , π). The basis (Z i ) i= is well de ned also for α = π, in particular
Let ∆b i := b i+ − b i denote a forward di erence of control points. From (2.1) and the partition of unity we observe that
so the hodograph of p can be expressed aṡ
where
and further in the closed form
The functions (w i ) i= are clearly a basis of S R with S introduced in (2.2). Again, the basis is well de ned for α = π too. Let us denote
If we introduce angles
we could express the elements of G also as
Note that the matrix introduced in (2.5) is the Gram matrix of di erences of control points, thus symmetric and positive semide nite. If (∆b i ) i= are linearly independent, it is actually positive de nite, and in this case p is necessarily regular. Indeed, the norm ᐉ ᐉ ᐉ ᐉṗ (t) ᐉ ᐉ ᐉ ᐉ could by (2.4) vanish only if w(t * ) = at some t * . Since the relation w (t * ) = implies t * = , and since w ( ) = w (α) ̸ = , this is clearly not possible. In this notation, the parametric speed σ of a C-curve satis es
For cubic polynomial curves there exist simple necessary and su cient conditions on Bézier control polygon for a curve to be a PH curve (see, e.g., [3, 5] ). Based upon the form (2.7), the next theorem provides similar conditions for PHC curves. 
and the angles φ ij are introduced in (2.6). For such a PHC curve, the parametric speed σ is given as
If at least one of the control point di erences ∆b i , i = , , , vanishes, a PHC curve p reduces to a line segment.
Proof. If p is a PHC curve with parametric speed σ(t) ∈ S R , t ∈ [ , α], the PH condition (1.1) could be by (2.7) written as
for some scalars ξ i yet to be determined. The equality (2.10) should hold identically on [ , α], and an evaluation of χ at t ∈ { , α},
Further, derivatives of χ evaluated at the same points imply relations
The expressions (2.11), (2.12), and (2.13) now simplify χ to
This expression vanishes for all t i sign(ξ ξ ) = and the second equation in (2.8) holds. But we may choose ξ and ξ both as positive. Since φ ij ∈ [ , π], (2.12) and (2.13) prove the rst assertion in (2.8) and (2.9) too. The proof of the last assertion follows simply by rereading the part of the proof already completed, with an additional assumption. As an example, suppose that ∆b = . Then (2.11) implies ξ = , which together with (2.13) simpli es χ to
But then φ ∈ { , π}, and p is a line segment. The other cases follow similarly, and thus the proof is completed.
The following corollary connects the C-curve case and the polynomial one, studied already in [6, 7, 9] .
Proof. Let us reparameterize the curve p to a xed parameter interval [ , ] by t → αu. The basis functions Z i,α in the limit turn out as cubic Bernstein polynomials,
and p is a cubic polynomial curve. Since lim α→ ρ (α) = , the conditions (2.8) reduce to conditions for PH polynomial curves (see [9] ).
For planar PHC curves the conditions (2.8) can even be simpli ed.
Corollary 2.2. The necessary and su cient conditions for a planar C-curve, distinct from a line segment, which has pairwise distinct control points, to be a PHC curve are
and the control polygon of a curve is convex.
Proof. Suppose that the control polygon of a planar PHC curve is convex. It is straightforward to see that the relation φ = π ± (φ + φ − π) holds and therefore
The rst relation in (2.8) and (2.16) imply cos φ = cos φ − and the second relation in (2.8) simpli es to the second relation in (2.15). Suppose now that the control polygon is not convex. It follows φ = ±(φ − φ ) and thus
Now the rst relation in (2.8) and (2.17) imply cos φ = .
Since ᐉ ᐉ ᐉ ᐉ ∆b ᐉ ᐉ ᐉ ᐉ ̸ = , the relation (2.14) implies cos φ = cos φ = ± . Thus the control polygon is actually convex and a PHC curve is a line segment.
Let us now discuss some signi cant geometric properties that PHC curves as a subset of C-curves possess.
Theorem 2.2. Suppose that p is a PHC curve on an interval
Then p is a regular curve on this interval too,
If p is a planar curve then it must also be convex.
Proof. Let us recall that the true spatial PHC curves are always regular, and we have to consider planar PHC curves only. Since p is not a parameterized line segment by the assumption, Theorem 2.1 implies that none of the control point di erences ∆b i could vanish. Let Q denote the intersection of lines b b and b b (see Fig. 2 ), and let µ i be scalars de ned by equations If Q doesn't exist, we take µ i to be unbounded. Also, µ i = reduces p to a line segment, so we assume
In [12] shape properties of planar C-curves depending on α and two parameters determined by Q were classi ed. A graphical representation of these properties on Fig. 4 in [12] in new variables µ i simpli es here to Fig. 1 . A planar C-curve (see [12] ) has -no in ection points in N :
We proceed to show that the case ( µ , µ ) ∈ N is the only possible for a PHC curve distinct from a line segment. Observe that Corollary 2.2 rules out the case ( µ , µ ) ∈ S, and we have to consider µ , µ > only (see Fig. 2 ). The rst relation in (2.15) and the equations (2.18) imply
where φ is de ned in (2.6). From here, the law of sines gives
From (2.19) and the second equation in (2.15) we compute
where the equality is reached i φ ∈ { , π}. In the latter case p should be a line segment. This con rms ( µ , µ ) ̸ ∈ D, and rules out a possible cusp. The proof is completed.
Figure 2. Examples of a control polygon of a planar C-curve with µ , µ > .
Hermite interpolation with PHC curves
Let us consider the following interpolation problem: suppose two points P , P ∈ ℝ d , d ⩾ , and two normalized tangent directions d , d are prescribed. Find a PHC curve p which interpolates these data in a geometric G sense, i.e., the curve should satisfy the interpolation conditions
where λ and λ are unknown tangent lengths that should be positive. Conditions (3.1) give d equations for d + unknowns ( d coe cients, λ and λ ). The additional two equations are given by PH condition simpli ed by Theorem 2.1 to (2.8).
Let us look for the interpolating curve p in the Bézier form (2.1). The C-Bézier basis functions (2.3) allow us to incorporate the interpolation conditions (3.1) in the control points. Sincė
the control points are given by
This solves the linear part of the interpolation problem, and leaves us with two unknowns λ and λ that should be determined by the PH condition (2.8). For simplicity, let us de ne constants that depend entirely on the data δ := ‖∆P ‖, c ij := cos ϑ ij (3.3)
The cosines c ij are not independent, but must satisfy (see, e.g., [6] )
The equality is reached only for the planar data. By using Theorem 2.1 we can derive the equations for the unknowns λ and λ . The relation between angles in (2.8) determines the function
and from the other condition in (2.8) we obtain
Since the rst function is linear and the second one quadratic, the non-linear system e(λ , λ ) := (e (λ , λ ), e (λ , λ )) = ( , ) (3.5) has two solution pairs. With the help of the functions
the two solutions (λ ,i , λ ,i ), i = , , are simpli ed to
It is straightforward to check that g (x, y, z, α) = g (y, x, z, α). Next theorems give su cient and necessary conditions on the data for a PHC curve to exist, together with the exact number of solutions (see also Fig. 3 ).
Theorem 3.1. Suppose that data d , P , P , (P ̸ = P ), and d are prescribed and let |c | < , |c | < . Then there is precisely one interpolant (determined by (λ , , λ , ) in (3.7)), i
If ϑ (α) < c < , then the interpolation problem has two solutions (given by the pairs λ , , λ , , and
Otherwise, there are no solutions. The two solution pairs coincide i in the last relation of (3.8) the equality is reached.
Proof. Note that h(c , α)
Clearly the rst pair (λ , , λ , ) is admissible for this c range, but the second one is not.
Since − ρ (α) < for α ∈ ( , π), the function g (c , c , ϑ (α) , α) is negative for c + c > and positive for c + c < . Thus for c + c > only the rst solution (λ , , λ , ) is admissible, since the second solution goes to in nity. For c + c ⩽ no admissible solution exists. Namely, the rst solution (λ , , λ , ) goes to in nity, but the second solution pair is negative and approaches in nity as c + c ↑ . It remains to analyse the case ϑ (α) < c < . Now h(c , α) < and
Both solution pairs (λ , , λ , ) and (λ , , λ , ) are admissible or not at the same time. They are both real and positive i Using cylindrical decomposition one can prove that conditions (3.9) and (3.10) are equivalent to
Finally let us show that for c = none of the solutions is admissible. In this case the data are planar and c = c . Moreover, g (x, x, , α) = g (x, x, , α) = , which implies ζ ± (x, x, , α) → ∞. The proof is completed.
We are left to consider the particular planar cases which were omitted in Theorem 3.1.
Theorem 3.2. Suppose that δ > and |c c | < , and let Proof. Suppose rst that c = . The relation (3.4) implies c = c . Using these assumptions in the equations (3.5), we obtain the solutions
, .
Clearly, the second solution is not admissible, and the rst solution is positive i ϑ (α) < c < . The proof for other cases follows similarly and will be omitted.
So far we have assumed δ > . However, also the case P = P implies planar data. 
For every xed c , |c | < , this represents the interior of the ellipse with axes c + c and c − c . Similarly, the condition g (c , c , c , α) ⩾ is equivalent to
Since a(c , α) and b(c , α) are both positive for c ∈ (ϑ (α) , ), condition (3.12) represents the exterior of an ellipse with axes c + c and c − c . Therefore, the boundary of the admissible region (3.8) for a xed c ∈ (ϑ (α) , ) is obtained through ellipses (3.11) and (3.12) as it is shown in Fig. 4 . The next lemma shows how to compute the length of a PHC curve p and compares the lengths of the interpolants determined by (3.7).
Lemma 3.1. The length of a PHC curve p that satis es (3.1) is computed as
If there are two admissible interpolants, then the one determined by (λ , , λ , ) in (3.7) has a smaller length than the one determined by (λ , , λ , ).
Proof. From (2.9) and the equality ᐉ ᐉ ᐉ ᐉṗ (t) ᐉ ᐉ ᐉ ᐉ = σ(t) it follows The black boundary is determined by (3.11), the dashed one by (3.12), and the admissible area is coloured gray.
and from (3.2) one obtains (3.13). Let us denote by p i the interpolant determined by (λ ,i , λ ,i ), i = , . It is straightforward to compute that
By Theorem 3.1 the necessary condition for two admissible solutions is that c > ϑ (α), which implies
This clearly gives ℓ(p ) ⩽ ℓ(p ), and the proof is completed.
Asymptotic analysis
In this section we examine asymptotic approximation properties of the G interpolation by PHC curves studied in Section 3. As usually, we assume that data are sampled from a smooth parametric curve, parameterized on an interval of length h, and we analyse the error estimate behaviour as h → . As an error measure, we take the parametric distance introduced in [8] . For parametric curves f : 
two PHC curves that geometrically interpolate the data (4.1), which are determined by λ ,i and λ ,i in (3.7), respectively. For a xed interval length α, there exist constants C ,α , C ,α , C ,α > and h α > such that where the tangent direction at P changes with , ∈ { . , . , . , − . , − . , − . , − . ,
In Fig. 5 , there is a corresponding sub gure to each choice of that shows all the planar PHC interpolants for di erent values of parameter α, α = π/ , π/ , π/ , π/ . As expected from Theorem 3.1, the number of interpolants (zero, one or two) clearly varies with α. Note also that all curves in Fig. 5 indeed interpolate given data, although in some cases this is di cult to recognize. As another example let us consider the G PHC spline interpolation. The data points are taken from a curve g : ℝ → ℝ , g(t) = ln (t + ) cos t, sin t, t T as
In order to construct a G PHC Hermite spline, which interpolates the given points P i and tangents d i , we have to determine three free parameters λ k , λ k , α k , k = , , . . . , , for each cycloidal segment. Once parameters α k are determined, the tangent lengths λ k , λ k are computed by (3.7). Two di erent cases are considered. Firstly, Figure 6 . G PHC Hermite splines with parameters α k = ᐉ ᐉ ᐉ ᐉ P k+ − P k ᐉ ᐉ ᐉ ᐉ (black curves) and α k = π/ (gray curves), k = , , . . . , .
In the left gure the curve segments are determined by (λ , , λ , ) in (3.7) and in the right gure by (λ , , λ , ). Since the given data ensure two admissible PHC interpolants for each segment, we can combine them in several di erent ways. In Fig. 6 (black curves) two G PHC splines are shown, where in the left (right) gure the rst (second) solution in (3.7) is taken for each segment. As a second case, we can choose α to be the same for each segment. In Fig. 6 the gray curves present G PHC splines with α k = π/ , k = , , . . . , . There is not much di erence between both splines generated by the rst solutions, but a signi cant one for the second choice of λ k i . However, if a particular nature of data to be interpolated is known in advance, the choice (5.3) may be improved. As an example, take a family of spirals with the rst two components been periodic while the third one monotonously grows, and let us choose the data from the representative curvẽ g(t) = cos t, sin t, Table 1 , the parameters α (i) k and the Hausdor distances between the PHC segments p (i) k and the curve segmentsg k :=g | [P k ,P k+ ] are shown for the rst three steps. No observable error reduction has been achieved after the rst correction.
