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In this paper, the effect of weak nonlinearities in 1D locally resonant metamaterials is
investigated via the method of multiple scales. Commonly employed to the investigate
the effect of weakly nonlinear interactions on the free wave propagation through a
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I. INTRODUCTION
Locally resonant metamaterials and phononic crystals have been receiving considerable
attention due to the “exotic” dynamic features they may exhibit by engineering a unit
cell of the periodic structure. Induced by distinct physics, these structures exhibit band
gaps, i.e. frequency zones in which certain waves cannot propagate, which make them good
sound and vibration insulators. In addition, the associated translational symmetry and
effective dynamic properties of these periodic structures have been shown to provide unique
possibilities for wave manipulation, providing opportunities to break through the traditional
limits in imaging, wave guiding and focusing3. Recently, the consideration of nonlinearity
in such structures has been shown to induce amplitude-dependent spectral characteristics6,7
as well as break time-reversal symmetry2.
Most of the aforementioned works have considered nonlinear neighbouring interactions
rather than nonlinear local interactions. Within the nonlinear dynamics community, a single
essentially nonlinear attachment to a structure, the so-called nonlinear energy sink (NES),
has been shown to induce irreversible energy transfer mechanisms9. The effect of a periodic
distribution of nonlinear resonators has been less investigated. Works in this direction have
shown the amplitude-dependent dispersion behavior of these structures and the effect of
chaotic regimes on the bandwidth of the attenuation zone characteristic of locally resonant
metamaterials1,5.
In this work, we investigate discrete metamaterials with nonlinear local interactions.
Asymmetric nonlinear interactions of quadratic and quadratic-cubic types are considered
and used as approximation of the material nonlinearities in real applications. The method
of multiple scales is used to model the wave-wave interaction induced by the nonlinearity
in the mechanical systems. Their responses under external excitation for several amplitude
levels are analyzed and validated with direct numerical simulations.
II. MECHANICAL MODEL SYSTEM
A one-dimensional discrete locally resonant metamaterial lattice as shown in Fig. 1 is
used to investigate the energy exchange between wave modes when the local interaction is
nonlinear. Inspired by fact that any nonlinear function can be expanded in Taylor series
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as, for instance, nonlinear functions describing realistic nonlinear material models, and that
low-order approximations are able to describe complex energy exchange phenomena due to
realistic material nonlinearity8, the analysis in this paper is limited to nonlinear interactions
of quadratic type.
unit cell1D discrete locally resonant metamaterial
FIG. 1. Mechanical model system.
The equations of motion for a unit cell of the metamaterial model under no external
applied loads are given by:
mu¨j + c (−u˙j−1 + 2u˙j − u˙j+1) + co(u˙j − v˙j) + k (−uj−1 + 2uj − uj+1) + · · ·
+ko(uj − vj) + γ2ko(uj − vj)2 = 0,
(1a)
mov¨j + co(v˙j − u˙j) + ko(vj − uj)− γ2ko(vj − uj)2 = 0, (1b)
where uj and vj are the displacements of the main chain unit and local oscillator, re-
spectively, (˙) is used to denote the differentiation with respect to time t, m and mo are,
respectively, the masses of the main chain unit and local oscillator, k is the spring stiffness
connecting the chain masses, co is the damping constant of the dash-pot between the local
oscillator and the chain mass, ko is the stiffness of the spring connecting the local oscilla-
tor to the main chain mass, γ2 is the nonlinear coefficient relative to the quadratic term,
respectively.
In terms of the non-dimensional parameters, i.e. normalized displacements u¯j = uj/L0
and v¯j = vj/L0, with L0 being the natural length of the spring connecting the local oscillator
to the main chain unit, the angular frequencies ωm = k/m and ωR = ko/mo, damping factors
ζm = c/2ωmm and ζo = co/2ωRmo, associated to the main chain unit mass and the local oscillator,
respectively, and mass fraction β = mo/m, the governing equations are rewritten as:
¨¯uj + 2ζmωm (− ˙¯uj−1 + 2 ˙¯uj − ˙¯uj+1) + ω2m (−u¯j−1 + 2u¯j − u¯j+1) + · · ·
+2βζoωR( ˙¯uj − ˙¯vj) + βω2R(u¯j − v¯j) + γ2βω2R(u¯j − v¯j)2 = 0,
(2a)
¨¯vj + 2ζoωR( ˙¯vj − ˙¯uj) + ω2R(v¯j − u¯j)− γ2ω2R(v¯j − u¯j)2 = 0. (2b)
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Then, rewriting the equations of motion in terms of the dimensionless continuous time
variable τ = ωmt, it yields:
¨¯uj + 2ζm (− ˙¯uj−1 + 2 ˙¯uj − ˙¯uj+1) + (−u¯j−1 + 2u¯j − u¯j+1) + · · ·
+2βζoω¯R( ˙¯uj − ˙¯vj) + βω¯2R(u¯j − v¯j) + γ2βω¯2R(u¯j − v¯j)2 = 0,
(3a)
¨¯vj + 2ζoω¯R( ˙¯vj − ˙¯uj) + ω¯2R(v¯j − u¯j)− γ2ω¯2R(v¯j − u¯j)2 = 0, (3b)
where ω¯R = ωR/ωm is a ratio of angular frequencies.
Considering a dimensionless continuous time variable τ =
√
βωRt, the equations of motion
become:
¨¯uj + 2ζmγc (− ˙¯uj−1 + 2 ˙¯uj − ˙¯uj+1) + γ2c (−u¯j−1 + 2u¯j − u¯j+1) + · · ·
+2ζo
√
β( ˙¯uj − ˙¯vj) + (u¯j − v¯j) + γ2(u¯j − v¯j)2 = 0,
(4a)
β ¨¯vj + 2ζo
√
β( ˙¯vj − ˙¯uj) + (v¯j − u¯j)− γ2(v¯j − u¯j)2 = 0, (4b)
where γc = ωm
(√
βω¯R
)−1
is a ratio of angular frequencies.
II.1. Associated conservative linear dynamical system
The associated conservative linear dynamical system is given by:
¨¯uj + γ
2
c (−u¯j−1 + 2u¯j − u¯j+1) + (u¯j − v¯j) = 0, (5a)
β ¨¯vj + (v¯j − u¯j) = 0, (5b)
which, in matrix form, writes:
M¨¯uj + γ
2
c
1∑
p=−1
Kpu¯j = 0, (6)
with
M =

1 0
0 β

 , K0 =

2 + γ−2c −γ−2c
−γ−2c γ−2c

 , K−1 = K1 =

−1 0
0 0

 , u¯j =

u¯j
v¯j

 . (7)
The solution of this system might be given by a time-harmonic wave solution of the form
u¯j(τ) = u˜j(ω¯) + u˜j(−ω¯), where ω¯ = ω/√βωR is the normalized angular frequency,
u˜j(ω¯) = Uj(ω¯)e
i(ω¯τ−µj) (8)
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and
u˜j(−ω¯) = u˜∗j (ω¯), (9)
to comply with the time reverse symmetry property? ; the superscript ∗ standing for the
complex conjugate. Due to the periodic feature of the linear metamaterial, Bloch-Floquet
conditions might be satisfied, i.e.:
u˜j+1 = u˜je
−iµ. (10)
Herein, µ is the dimensionless wavenumber, u˜j is the vector of displacements [u˜j, v˜j ]
T relative
to the unit cell j. For the mechanical model under concern, with a single degree-of-freedom
in the main chain per unit cell, this implies:
Uj+1(ω¯) = Uj(ω¯), (11)
where Uj is the vector of wave mode amplitudes [Uj , Vj]
T relative to the unit cell j, and the
wave mode shapes are constant functions of the normalized angular frequency. As a result,
the subscript j can be dropped from the wave mode shapes in what follows.
Substituting the time-harmonic solution (8) in Eq. (6), it yields:
DL(ω¯, µ)U = 0, (12)
where
DL(ω¯, µ) =

(−ω¯2 + 2γ2c (1− cosµ) + 1) −1
−1 (−βω¯2 + 1)

 . (13)
Non-trivial solutions of Eq. (12) are obtained by forcing the determinant of DL(ω¯, µ) to
vanish, which yields the following dispersion relation:
cosµ = 1− ω¯
2
2γ2c
βω¯2 − (β + 1)
βω¯2 − 1 , (14)
and the following relation between the wave mode amplitudes U and V :
U =
(
1− βω¯2)V. (15)
Then, the normalized wave mode shape vector Φ is given by:
Φ(ω¯) =
1√
1 + (1− βω¯2)2

1− βω¯2
1

 . (16)
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Alternatively, one can use (15) to rewrite (12) in scalar form, as follows:
DL(ω¯, µ)U = 0, (17)
with
DL(ω¯, µ) = −ω¯2 + 2γ2c (1− cosµ) +
1
βω¯2 − 1 . (18)
Non-trivial solutions of Eq. (17) are obtained by forcing DL(ω¯, µ) to vanish, which recovers
the dispersion relation given by Eq. (14).
III. ANALYTICAL MODELING VIA THE METHOD OF MULTIPLE
SCALES
Herein, the method of multiple scales is used to obtain an approximative solution for the
weakly nonlinear locally resonant metamaterial under concern in the cases of free and forced
wave propagation. The main objective is to get a physical and mathematical description of
the wave-wave interaction in locally resonant metamaterials with nonlinear local oscillators.
In general, the method of multiple scales (MMS) seeks for a uniformly valid solution in
the form of an asymptotic expansion. In this section, a solution by the method of multiple
scales is sought for the wave propagation problem:
¨¯uj + 2ζmγc (− ˙¯uj−1 + 2 ˙¯uj − ˙¯uj+1) + γ2c (−u¯j−1 + 2u¯j − u¯j+1) + · · ·
+2ζo
√
β( ˙¯uj − ˙¯vj) + (u¯j − v¯j) + γ2(u¯j − v¯j)2 = 0,
(19a)
β ¨¯vj + 2ζo
√
β( ˙¯vj − ˙¯uj) + (v¯j − u¯j)− γ2(v¯j − u¯j)2 = 0. (19b)
In matrix form, the equations of motion can be written as:
M¨¯uj + 2ζmγc
1∑
p=−1
Cp ˙¯uj+p + γ
2
c
1∑
p=−1
Kpu¯j+p + γ2Φf (u¯j − v¯j)2 = 0, (20)
with
C0 =

2 + ζ¯ω−1R −ζ¯ω−1R
−ζ¯ω−1
R
ζ¯ω−1
R

 ,C−1 = C1 =

−1 0
0 0

 ,Φf =

 1
−1

 . (21)
with ζ¯ = ζo/ζm.
The interest in this paper is in describing wave-wave interaction between a propagative
and an evanescent wave, which has localized spatial effect. Therefore, the perturbation
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solution might involve not only multiple time scales, but also multiple space scales might be
considered.
Let ε≪ 1 be small bookkeeping parameters. First-order expansion is considered in both
time and space scales, and these scales are defined as:
T0 = τ, T1 = ετ, (22a)
X0 = j, X1 = εj. (22b)
Since ε≪ 1, each time (resp. space) scale is slower (resp. longer) than its predecessor.
Within the framework of the method of multiple scales, the displacement solution for an
arbitrary unit cell j (u¯j) can be written as an asymptotic expansion of the form:
u¯j ≃ εuˆ(0)j + ε2uˆ(1)j + · · · , (23)
where uˆ
(n)
j = uˆ
(n)
j (X0, X1, T0, T1) is the normalized displacement at the order n.
As a consequence of the consideration of multiple time scales, the time derivatives also
involve several orders of perturbation, as follows:
(˙) =DT0 + εDT1 + ε
2DT2 + · · · , (24a)
(¨ ) =D2T0 + ε2DT0DT1 + ε
2
(
D2T2 + 2DT2DT0
)
+ · · · , (24b)
where DmTn =
∂m /∂Tmn . Analogously, for the discrete model system, the relation between
neighbouring degrees-of-freedom might also be expressed in terms of several orders of space
scales, as follows:
u
(n)
j+1 − u(p)j =u˜(n)(T0, T1)
{
DX0
(
e−iµ0X0
)
+ εDX1
(
e−iµ1X1
)}
+ · · · , (25a)
u
(n)
j+1 − 2u(p)j + u(p)j−1 =u˜(n)(T0, T1)
{
D2X0
(
e−iµ0X0
)
+ ε2DX0
(
e−iµ0X0
)
DX1
(
e−iµ1X1
)}
+ · · · ,
(25b)
with n = {0, 1}. A detailed derivation of these expressions is provided in Appendix A.
In what follows, the damping factor ζ¯ and the quadratic nonlinear coefficient γ2 are scaled
as:
ζm = εζˆm, γ2 = ε
0γˆ2, (26)
such that the damping force appear at the same order of the quadratic nonlinear interaction.
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Then, substituting Eqs. (22)-(26) into Eq. (20), and collecting matching orders of ε, yields:
ε1 : MD2T0uˆ
(0)
j + γ
2
c
1∑
p=−1
Kpuˆ
(0)
j+p = 0, (27a)
ε2 : MD2T0uˆ
(1)
j + γ
2
c
1∑
p=−1
Kpuˆ
(1)
j+p = −2MDT1DT0uˆ(0)j − 2ζˆmγc
1∑
p=−1
CpDT0uˆ
(0)
j+p (27b)
− 2γ2cDX0
(
e−iµ0X0
)
DX1
(
e−iµ1X1
)
u˜
(0)
j − γˆ2Φf
(
uˆ
(0)
j − vˆ(0)j
)2
.
Herein,
K10 =

1 0
0 0

 , K1−1 =

−1 0
0 0

 . (28)
In order to investigate the importance of the wave-wave interaction between the primary
and subharmonic wave modes, it is convenient to assume that the zeroth-order solution uˆ
(0)
j
in Eq. (47a) is given by a superposition of these two wave modes, as follows:
uˆ
(0)
j = Uˆ
(p)(X1, T1)Φpe
i(ω¯pT0−µpX0)︸ ︷︷ ︸
uˆ
(0,p)
j
+ Uˆ (s)(X1, T1)Φse
i(ω¯sT0−µsX0)︸ ︷︷ ︸
uˆ
(0,s)
j
+c.c.
(29)
where i is the imaginary unit, Φp and Φs are the vectors of wave mode shapes, and
Uˆ (p)(X1, T1), Uˆ
(s)(X1, T1) are the complex wave amplitude functions of the slow and long
time and space scales corresponding to the linear waves (ω¯p, µp) and (ω¯s, µs), respectively.
Herein, we assume the propagation of a primary wave mode (ω¯p, µp) located in the optical
branch of the corresponding linear metamaterial, with its angular frequency satisfying a 2 : 1
relation with respect to the locally resonance frequency, i.e.
ω¯p = 2ω¯R + εσp, (30)
where σp is a frequency detuning parameter.
Due to the nonlinearity, subharmonics and superharmonics of the primary wave mode
can be generated. In particular, a half subharmonic wave mode (ω¯s, µs) of evanescent nature
can be induced since its associated frequency might approach the local resonant frequency
by
ω¯s = ω¯R + εσs, (31)
with σs > 0 being a frequency detuning parameter. For the purpose of illustration, the dis-
persion diagram of the corresponding linear metamaterial depicting the primary propagating
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wave mode and an associated evanescent subharmonic wave mode is shown in Fig. 2. The
primary and subharmonic wave modes to be considered within the multiple scales framework
correspond to those of the approximate linear metamaterial. Therefore, the relation between
the corresponding frequency and wavenumber is given by Eq. (14). From Eqs. (30), (31)
and (14), a closed-form relation for the analogous wavenumber detuning parameters can be
expressed in terms of the angular frequencies and corresponding dispersion relations for the
approximate linear metamaterial.
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FIG. 2. Dispersion relation for the linear undamped locally resonant metamaterial depicting the
wave modes selected for the wave-wave interaction analysis.
Substituting Eq. (29) into (27b), yields:
∑
m
{
MD2T0uˆ
(1,m)
j + γ
2
c
1∑
p=−1
Kpuˆ
(1,m)
j+p
}
= −2i
∑
m0
{
ω¯m0MDT1uˆ
(0,m0)
j − µm0γ2c
0∑
q=−1
K1puˆ
(0,m0)
j+p
}
−2iζˆmγc
∑
m0
ω¯m0
1∑
p=−1
Cpuˆ
(0,m0)
j+p − γˆ2Φf
∑
m1
fˆ
(m1)
2
(
qˆ
(0,s)
j , qˆ
(0,p)
j
)
,
(32)
where m0 = {p, s}, m1 = {p + s, p− s, 2s, 2p} and m = m0 ∪m1. The local nonlinear force
interaction appears as a source term at the second-order perturbation equation and is given
by: ∑
m1
fˆ
(m1)
2
(
q
(0,s)
X0
, q
(0,p)
X0
)
= fˆ(2,0) + fˆ(2,ω¯p−ω¯s) + fˆ(2,2ω¯s) + fˆ(2,ω¯p+ω¯s) · · ·
+fˆ(2,2ω¯p) + fˆ(2,−ω¯p+ω¯s) + fˆ(2,−2ω¯s) + fˆ(2,−(ω¯p+ω¯s)) + fˆ(2,−2ω¯p),
(33)
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where
fˆ(2,0) = 2
(
∆Φ2s|Uˆs|2e2ℑ(µs)X0 +∆Φ2p|Uˆp|2
)
,
fˆ(2,2ω¯s) = ∆Φ
2
sUˆ
2
s e
i(2ω¯sT0−2µsX0),
fˆ(2,2ω¯p) = ∆Φ
2
pUˆ
2
p e
i(2ω¯pT0−2µpX0),
fˆ(2,ω¯p−ω¯s) = 2∆Φs∆ΦpUˆ
∗
s Uˆpe
i((ω¯p−ω¯s)T0−(µp−µ∗s)X0),
fˆ(2,ω¯p+ω¯s) = 2∆Φs∆ΦpUˆsUˆpe
i((ω¯p+ω¯s)T0−(µp+µs)X0),
fˆ(2,−2ω¯s) = ∆Φ
2
sUˆ
∗2
s e
−i(2ω¯sT0−2µ∗sX0),
fˆ(2,−2ω¯p) = ∆Φ
2
pUˆ
∗2
p e
−i(2ω¯pT0−2µ∗pX0),
fˆ(2,−ω¯p+ω¯s) = 2∆Φs∆ΦpUˆsUˆ
∗
p e
i(−(ω¯p−ω¯s)T0−(µs−µ∗p)X0),
fˆ(2,−ω¯p−ω¯s) = 2∆Φs∆ΦpUˆ
∗
s Uˆ
∗
p e
i(−(ω¯p+ω¯s)T0+(µ∗p+µ∗s)X0),
(34)
with ∆Φm0 = Φm0(2) − Φm0(1), and the superscript ( ∗ ) denotes the complex conjugate
operator.
As the analysis is restricted to the frequencies ω¯s ≈ ω¯R and ω¯p ≈ 2ω¯R, where 2:1 internal
resonance is expected to occur, terms with harmonic 2(ω¯sT0 − µsX0) can be resonant with
the harmonic (ω¯pT0 − µpX0), while terms with harmonic ((ω¯p − ω¯s)T0 − (µp − µ∗s)X0) are
resonant with (ω¯sT0 − µsX0). Using Eqs. (30) and (31), these harmonics are related as
follows:
2(ω¯sT0 − µsX0) = (2ω¯RT0 − µsX0) + 2σsT1 (35a)
= (ω¯pT0 − µpX0)− (σp − 2σs) T1 + σµrX1 + iσµiX1,
((ω¯p − ω¯s)T0 − (µp − µ∗s)X0) = ω¯RT0 + (σp − σs) T1 − (µp − µ∗s)X0 (35b)
= (ω¯sT0 − µsX0) + (σp − 2σs)T1 − σµrX1,
where σµr and σµi are given by
σµr =ε
−1 (ℜ(µp)− 2ℜ(µs)) , (36a)
σµi =ε
−1 (ℑ(µp)− 2ℑ(µs)) , (36b)
with µp and µs determined from the dispersion relation given in Eq. (14).
Therefore, in Eq. (32), the non-homogeneous terms with harmonics (ω¯pT0 − µpX0),
(ω¯sT0−µsX0), 2(ω¯sT0−µsX0) and ((ω¯p−ω¯s)T0−(µp−µ∗s)X0) contribute to the secular terms
and must vanish in order to provide a uniform expansion. Then, the following equations
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must hold:
ω¯pMDT1uˆ
(0,p)
j − µpγ2c
0∑
q=−1
K1quˆ
(0,p)
j+q = −ω¯pζˆmγc
1∑
q=−1
Cquˆ
(0,p)
j+q + i
γˆ2
2
Φf fˆ(2,2ωs),
ω¯sMDT1uˆ
(0,s)
j − µsγ2c
0∑
q=−1
K1quˆ
(0,s)
j+q = −ω¯sζˆmγc
1∑
q=−1
Cquˆ
(0,s)
j+q + i
γˆ2
2
Φf fˆ(2,ωp−ωs),
(37)
Substituting the expanded form of uˆ
(0,p)
j and uˆ
(0,s)
j provided in Eq. (29) into (37), and
left multiplying them by the corresponding transposed wave mode shape vector yield the
following solvability conditions at order ε2:
DT1Uˆ
(p) − νpDX1Uˆ (p) =− cˆpUˆ (p) + iαpUˆ (s)2e−σµiX1e−iθ(T1,X1), (38a)
DT1Uˆ
(s) − νsDX1Uˆ (s) =− cˆsUˆ (s) + iαsUˆ (p)Uˆ (s)∗e+σµiX1eiθ(T1,X1), (38b)
where
αp = γˆ2pΦ
T
pΦf∆Φ
2
s, αs = γˆ2sΦ
T
sΦf∆Φp∆Φs,
νr =
µrγ
2
c
ω¯rmr
, γˆ2r =
γˆ2
2ω¯rmr
, mr = Φ
T
rMΦr, cˆr =
ζˆmγc
mr
ΦTr
1∑
q=−1
CˆqΦr for r = {p, s} ,
and
θ(T1, X1) = (σp − 2σs)T1 − σµrX1.
Assuming complex wave mode amplitudes in the form:
Uˆ (p) = Uˆ
(p)
R + iUˆ
(p)
I , Uˆ
(s) = Uˆ
(s)
R + iUˆ
(s)
I , (39)
and equating real and imaginary parts in Eqs. (38a) and (38b) yield the following system
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of differential equations depending on the nature of the interacting wave modes:
case propagative-propagative:
DT1Uˆ
(p)
R − νpDX1Uˆ (p)R =− cˆpUˆ (p)R + αp
{(
Uˆ
(s)2
R − Uˆ (s)2I
)
sin θ + · · ·
−2Uˆ (s)R Uˆ (s)I cos θ
}
, (40a)
DT1Uˆ
(p)
I − νpDX1Uˆ (p)I =− cˆpUˆ (p)I + αp
{(
Uˆ
(s)2
R − Uˆ (s)2I
)
cos θ + · · ·
+2Uˆ
(s)
R Uˆ
(s)
I sin θ
}
, (40b)
DT1Uˆ
(s)
R − νsDX1Uˆ (s)R =− cˆsUˆ (s)R − αs
{(
Uˆ
(p)
I Uˆ
(s)
R − Uˆ (p)R Uˆ (s)I
)
cos θ + · · ·
+
(
Uˆ
(p)
R Uˆ
(s)
R + Uˆ
(p)
I Uˆ
(s)
I
)
sin θ
}
, (40c)
DT1Uˆ
(s)
I − νsDX1Uˆ (s)I =− cˆsUˆ (s)I + αs
{(
Uˆ
(p)
R Uˆ
(s)
R + Uˆ
(p)
I Uˆ
(s)
I
)
cos θ + · · ·
+
(
Uˆ
(p)
I Uˆ
(s)
R − Uˆ (p)R Uˆ (s)I
)
sin θ
}
, (40d)
case propagative-evanescent:
DT1Uˆ
(p)
R − νpDX1Uˆ (p)R =− cˆpUˆ (p)R + αpe−σµiX1
{(
Uˆ
(s)2
R − Uˆ (s)2I
)
sin θ + · · ·
−2Uˆ (s)R Uˆ (s)I cos θ
}
, (40e)
DT1Uˆ
(p)
I − νpDX1Uˆ (p)I =− cˆpUˆ (p)I + αpe−σµiX1
{(
Uˆ
(s)2
R − Uˆ (s)2I
)
cos θ + · · ·
+2Uˆ
(s)
R Uˆ
(s)
I sin θ
}
, (40f)
DT1Uˆ
(s)
R + sgn(νs)|νs|DX1Uˆ (s)I =− cˆsUˆ (s)R − αs
{(
Uˆ
(p)
I Uˆ
(s)
R − Uˆ (p)R Uˆ (s)I
)
cos θ + · · ·
+
(
Uˆ
(p)
R Uˆ
(s)
R + Uˆ
(p)
I Uˆ
(s)
I
)
sin θ
}
, (40g)
DT1Uˆ
(s)
I − sgn(νs)|νs|DX1Uˆ (s)R =− cˆsUˆ (s)I + αs
{(
Uˆ
(p)
R Uˆ
(s)
R + Uˆ
(p)
I Uˆ
(s)
I
)
cos θ + · · ·
+
(
Uˆ
(p)
I Uˆ
(s)
R − Uˆ (p)R Uˆ (s)I
)
sin θ
}
. (40h)
Indeed, Eq. (40) can be written in matrix form as follows:
DT1 aˆ−VDX1aˆ = −Qaˆ + qˆNL, (41)
12
where
V =


νp 0 0 0
0 νp 0 0
0 0 νs 0
0 0 0 νs

 , in the propagative-propagative case, or
V =


νp 0 0 0
0 νp 0 0
0 0 0 − sgn(νs)|νs|
0 0 sgn(νs)|νs| 0

 , in the propagative-evanescent case,
and
aˆ =


Uˆ
(p)
R
Uˆ
(p)
I
Uˆ
(s)
R
Uˆ
(s)
I

 , Q =


cˆp 0 0 0
0 cˆp 0 0
0 0 cˆs 0
0 0 0 cˆs

 ,
qˆNL =


+αpe
−σµiX1
{(
Uˆ
(s)2
R − Uˆ (s)2I
)
sin θ − 2Uˆ (s)R Uˆ (s)I cos θ
}
,
+αpe
−σµiX1
{(
Uˆ
(s)2
R − Uˆ (s)2I
)
cos θ + 2Uˆ
(s)
R Uˆ
(s)
I sin θ
}
−αs
{(
Uˆ
(p)
I Uˆ
(s)
R − Uˆ (p)R Uˆ (s)I
)
cos θ +
(
Uˆ
(p)
R Uˆ
(s)
R + Uˆ
(p)
I Uˆ
(s)
I
)
sin θ
}
+αs
{(
Uˆ
(p)
R Uˆ
(s)
R + Uˆ
(p)
I Uˆ
(s)
I
)
cos θ +
(
Uˆ
(p)
I Uˆ
(s)
R − Uˆ (p)R Uˆ (s)I
)
sin θ
}

 .
In the case of propagative-propagative interaction, these differential equations in (41) are
correspond to 1D advection equations with nonlinear source term. Instead, they are “quasi”-
advection equations with nonlinear source term in the case of propagative-evanescent wave-
wave interaction. The term “quasi” comes from the fact that due to the evanescent nature
of the half subharmonic wave mode into consideration, νs is imaginary and the advection
coefficient matrix V is not diagonal, it contains off-diagonal terms, which couples the imag-
inary and real parts of the subharmonic components of the advection term. Physically, this
is due to the fact that the evanescent wave does not propagate, thus the energy from the
active part (real component) can only be transferred to the reactive (imaginary component)
and vice-versa in space.
III.1. Free wave propagation
Using the multiple scales framework derived above, a solution for a free wave propaga-
tion problem involving wave-wave interaction is sought in this section. In this case, initial
conditions should be considered, as for instance:
u¯j(0) = ue(j), (42)
where ue(τ) is a general shape function.
Within the framework of the method of multiple scales, the problem to be solved at the
different orders of perturbation in the present case is given by:
ε1 : MD2T0uˆ
(0)
j + γ
2
c
1∑
p=−1
Kpuˆ
(0)
j+p = 0, (43a)
ε2 : MD2T0uˆ
(1)
j + γ
2
c
1∑
p=−1
Kpuˆ
(1)
j+p = −2MDT1DT0uˆ(0)j − 2ζˆmγc
1∑
p=−1
CpDT0uˆ
(0)
X0+p
(43b)
− 2γ2cDX0
(
e−iµ0X0
) 0∑
p=−1
K1pu˜
(0)
j+p − γˆ2Φf
(
uˆ
(0)
j − vˆ(0)j
)2
,
subject to:
uˆ
(0)
j (0) = ε
−1ue(j). (43c)
Considering the initial shape (initial condition) can be decomposed in two wave compo-
nents, as follows:
ue(X0) = U
(p)
e e
−iµpX0+φp + U (s)e e
−iµsX0+φs, (44)
where ω¯p is the normalized angular frequency of excitation (or primary frequency), U
(p)
e , φp
and U
(s)
e , φs are the magnitudes and phases of the wave shapes relative the primary and
subharmonic components, respectively, with U
(s)
e ≪ U (p)e , and c.c. stands for the complex
conjugate.
Then, the zeroth-order solution to the problem should satisfy the solvability conditions
under the constraints imposed by the initial condition, which applied to the system of
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evolution equations (Eq. (40)) become:
Uˆ
(p)
R (X1, 0) = ε
−1U (p)e cosφe, Uˆ
(p)
I (X1, 0) = ε
−1U (p)e sinφe, (45a)
Uˆ
(s)
R (X1, 0) = ε
−1U (s)e cosφe, Uˆ
(s)
I (X1, 0) = ε
−1U (s)e sinφe. (45b)
III.2. Forced wave propagation
In this section, a solution by the method of multiple scales is sought for a forced wave
propagation problem. In the case of forced wave propagation, the problem involves not
only a set of initial conditions, but also boundary conditions. In this paper, the following
conditions are considered:
u¯0(τ) = ue(τ), (46a)
u¯j(0) = 0, ˙¯uj(0) = 0, (46b)
where ue(τ) is a general temporal excitation.
Within the framework of the method of multiple scales, the problem to be solved at the
different orders of perturbation in the present case is given by:
ε1 : MD2T0uˆ
(0)
j + γ
2
c
1∑
p=−1
Kpuˆ
(0)
j+p = 0, (47a)
ε2 : MD2T0uˆ
(1)
j + γ
2
c
1∑
p=−1
Kpuˆ
(1)
j+p = −2MDT1DT0uˆ(0)j − 2ζˆmγc
1∑
p=−1
CpDT0uˆ
(0)
j+p (47b)
− 2γ2cDX0
(
e−iµ0X0
) 0∑
p=−1
K1pu˜
(0)
j+p − γˆ2Φf
(
uˆ
(0)
j − vˆ(0)j
)2
,
subject to:
uˆ
(0)
0 (τ) = ε
−1ue(τ), (47c)
uˆ
(0)
j (0) = 0,
˙ˆu
(0)
j (0) = 0. (47d)
Let’s consider the localized excitation (boundary condition) is given by a time-harmonic
displacement applied at j = 0, i.e.
ue(τ) = UeΦpe
iω¯pτ+φp + εUeΦse
iω¯sτ+φs, (48)
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where ω¯p is the normalized angular frequency of excitation (or primary frequency), U
(p)
e , φp
and U
(s)
e , φs are the magnitude and phase angles relative to the primary and subharmonic
components, respectively, with U
(s)
e ≪ U (p)e , and c.c. stands for the complex conjugate.
In the case of a forced problem, the zeroth-order solution to the problem should satisfy the
solvability conditions under the constraints imposed by the initial and boundary conditions
(Eq. (47)), which applied to Eq. (40) become:
Uˆ
(p)
R (0, T1) = ε
−1U (p)e cos φp, Uˆ
(p)
R (X1, 0) = 0, (49a)
Uˆ
(p)
I (0, T1) = ε
−1U (p)e sin φp, Uˆ
(p)
I (X1, 0) = 0, (49b)
Uˆ
(s)
R (0, T1) = ε
−1U (s)e cosφs, Uˆ
(s)
R (X1, 0) = 0, (49c)
Uˆ
(s)
I (0, T1) = ε
−1U (s)e sinφs, Uˆ
(s)
I (X1, 0) = 0. (49d)
III.3. Numerical implementation
To numerically solve the set of first-order reaction-advection equations describing the dy-
namics of the slow-long wave modulations of a locally resonant metamaterial with quadratic
local interaction, one can make use of a pseudo-discretization, the so-called method of lines.
It consists in discretizing only the spatial component of the system of partial differential
equations, transforming the problem to a set of ordinary differential equations (ODEs) to be
solved using a standard ODE integration technique. Herein, our interest is in the dynamics
of right-going waves, in which νp > 0 is positive and νs is either positive (case propagative-
propagative) or purely imaginary, which means zero velocity. Thus, using finite differences,
a downwind spatial discretization is employed. For the temporal discretization, the implicit
backward Euler scheme is used in association with a Newton-Raphson procedure, to solve
the residue equation including nonlinear source terms.
IV. CONCLUSIONS
In this paper, it was shown that the consideration of nonlinearity in resonant inclusions
of metamaterials bring about interaction between propagating and evanescent waves. Using
a perturbation method in terms of multiple time and space scales, the possibility of energy
exchange between these waves is revealed. This nonlinear mechanism is responsible for
emergent attenuation zones in the metamaterial that do not occur in the linear regime.
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Appendix A: Consequences of considering multiple space scales
Let’s assume a linear and uniform dispersive medium. The relation between the non-
dimensional wavenumber µ0 and the angular frequency ω¯0 in this case is given by:
µ0 = µ0(ω¯0), (A1)
where ω0 ∈ ℜ and µ0 might be complex.
Assuming a perturbation in both the wavenumber and the angular frequency. They can
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be written in series expansion as:
µ = µ0 + εµ1 + ε
2µ2 + · · · , (A2a)
ω¯ = ω¯0 + εω¯1 + ε
2ω¯2 + · · · (A2b)
Considering two time and space scales within the framework of the method of multiple
scales, such that T0 = τ , T1 = ετ , X0 = j, X1 = εj, with ε≪ 1 being a small dimensionless
parameter, the zeroth-order solution for a problem can be written as:
u
(0)
j = U0(X1, T1)e
i(ω¯0T0−µ0X0), (A3)
where U0(X1, T1) is the complex wave modulation function.
Assuming the long space and slow time are independent variables, one can express the
complex wave modulation as:
U0(X1, T1) = U¯0e
iω¯1T1e−iµ1X1 (A4)
The zeroth-order approximation of the neighbouring interaction among chain masses is
described by:
f (0)x = −u(0)j−1 + 2u(0)j − u(0)j+1. (A5)
Substituting the zeroth-order solution (Eqs. (A3) and (A4)) in (A5), yields:
f (0)x = U¯0e
i(ω¯0T0+ω¯1T1)
(−eiµ1eiµ0 + 2− e−iµ1e−iµ0) . (A6)
Taylor expansion of a exponential function about zero provides:
eεx = 1 + εx+O(ε2x2). (A7)
Assuming µ1 small, a good approximation for f
(0)
x is given by:
f
(0)
x ≃ U¯0ei(ω¯0T0+ω¯1T1) (−(1 + iεµ¯1)eiµ0 + 2− (1− iεµ¯1)e−iµ0)
≃ U¯0ei(ω¯0T0+ω¯1T1) ((2− eiµ0 − e−iµ0) + iεµ¯1(e−iµ0 − eiµ0)) .
(A8)
Using a central difference scheme, the following are valid:
DX0
(
e−iµ0X0
)
=
1
2
(e−iµ0 − eiµ0), (A9a)
D2X0
(
e−iµ0X0
)
=(+eiµ0 − 2 + e−iµ0). (A9b)
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Then, substituting (A9) into (A8), yields:
f (0)x ≃ U¯0ei(ω¯0T0+ω¯1T1)
(−D2X0 (e−iµ0X0)− 2(−iµ1ε)DX0 (e−iµ0X0)) . (A10)
Using (A7) and (A9), one can write:
(−iµ1ε) ≃ 1
2
(
e−iµ1ε − e+iµ1ε) = εDX1 (e−iµ1X1) . (A11)
Thus, the neighbouring interaction force can be expressed as:
f (0)x ≃ U¯0ei(ω¯0T0+ω¯1T1)
(−D2X0 (e−iµ0X0)− ε2DX0 (e−iµ0X0)DX1 (e−iµ1X1)) . (A12)
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