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In conformal field theory (CFT) on simply connected domains of the Riemann sphere, the nat-
ural conformal symmetries under self-maps are extended, in a certain way, to local symmetries
under general conformal maps, and this is at the basis of the powerful techniques of CFT. Confor-
mal maps of simply connected domains naturally have the structure of an infinite-dimensional
groupoid, which generalizes the finite-dimensional group of self-maps. We put a topological
structure on the space of conformal maps on simply connected domains, which makes it into a
topological groupoid. Further, we (almost) extend this to a local manifold structure based on
the infinite-dimensional Fre´chet topological vector space of holomorphic functions on a given
domain A. From this, we develop the notion of conformal A-differentiability at the identity.
Our main conclusion is that quadratic differentials characterizing cotangent elements on the
local manifold enjoy properties similar to those of the holomorphic stress-energy tensor of CFT;
these properties underpin the local symmetries of CFT. Applying the general formalism to CFT
correlation functions, we show that the stress-energy tensor is exactly such a quadratic differen-
tial. This is at the basis of constructing the stress-energy tensor in conformal loop ensembles.
It also clarifies the relation between Cardy’s boundary conditions for CFT on simply connected
domains, and the expression of the stress-energy tensor in terms of metric variations.
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1 Introduction
Thanks to two-dimensional conformal covariance, correlation functions in conformal field theory
(CFT) transform, under conformal maps, in simple ways (see for instance [1, 2, 3]). Although
this conformal symmetry is useful, it is not by itself powerful enough to give rise to the large
machinery of CFT and the multitude of nontrivial results. In order to do so, one must consider
some locality principles of quantum field theory, which point to the existence of quantum fields
whose own correlation functions are holomorphic functions of the position. It is such holomorphic
quantum fields like the stress-energy tensor, with their special analytic properties, that form
the basis for rigorous algebraic constructions of CFT (for instance, vertex operator algebras
and representations [4]). This paper is the first part of a work aimed at understanding these
infinitesimal “local conformal symmetries” through a geometric framework of derivatives with
respect to conformal maps. Here we develop some basic notions of first derivatives in general,
and show that certain fundamental aspects of CFT on simply connected domains, having to
do with the stress-energy tensor, arise from studying such derivatives without the need for
an underlying quantum field theory structure. We then apply the general formalism to CFT
correlation functions on simply connected domains, where the stress-energy tensor is identified
with a conformal derivative.
1.1 Main idea
Since correlation functions in CFT are conformally covariant, the only non-trivial variations are
those in their conformal moduli space (this is the moduli space of the domain with punctures
where local fields insertions are present). This moduli space is finite-dimensional, and one can
analyze small moduli parameter variations by taking derivatives. It is well known that moduli
parameter derivatives are related to the stress-energy tensor [5]. We are interested in extending
such ideas to a more general context than CFT; in particular, to Schramm-Loewner evolution
(SLE) (see the review for physicists [6]) and conformal loop ensembles (CLE) [7, 8, 9], where
random variables are generically supported on extended regions, by opposition to local fields
of CFT. In such cases, the conformal moduli space is infinite dimensional, hence one needs an
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infinite-dimensional analysis. Conformal derivatives provide a general framework for such an
analysis. One obtains moduli space variations by making transformations that are conformal
on the boundary of the domain and on the support of the random variables or local fields, but
singular in some region inside the domain.
Small variations with respect to singular conformal maps were used in [10] in the context
of identifying the stress-energy tensor in SLE at zero central charge (that is, at the value κ =
8/3 where conformal restriction holds). The idea of [10] is as follows. One considers a CFT
correlation function of primary fields, say on the Riemann sphere, 〈∏j Oj(zj)〉Cˆ, and its image
under a map g, given by
∏
j(∂g(zj))
δj (∂g(zj))
δ˜j 〈∏j Oj(g(zj))〉Cˆ. If g is conformal on Cˆ (a
Mo¨bius map), then the image under g is equal to the initial correlation function: this is conformal
covariance. However, if g is not conformal on Cˆ, then we are making a variation in the moduli
space, so the image is different. If we choose
gǫ(z) = z +
ǫ2e2iθ
w − z
then gǫ is not conformal on Cˆ (this is essentially a Joukowsky transform). In [10], it was noticed
(by a very simple and direct calculation) that the “derivative”
lim
ǫ→0
8
πǫ2
∫ 2π
0
dθ e−2iθ

∏
j
(
∂gǫ(zj)
)δj(
∂gǫ(zj)
)δ˜j 〈∏
j
Oj(gǫ(zj))
〉
Cˆ
−
〈∏
j
Oj(zj)
〉
Cˆ


exactly reproduces the right-hand side of the conformal Ward identities,
〈T (w)
∏
j
Oj(zj)〉Cˆ =
∑
j
(
δj
(w − zj)2 +
1
w − zj
∂
∂zj
)
〈
n∏
j=1
Oj(zj)〉Cˆ.
This gives a geometric interpretation to the algebraic formula T (w) = L−21(w) that identifies
the holomorphic stress-energy tensor T (w) with a descendent of the identity field 1(w) (the pole
at z = w in gǫ(z) corresponds to the application of L−2).
The geometric properties of the Joukowsky transform lead to an interpretation of T (w) in
the context of SLE [10], and this construction was generalized to (the dilute regime of) CLE [11],
which has a nonzero central charge. We note that the idea of relating small singular conformal
transformation to the stress-energy tensor was also discussed in a different way in [12].
In the present paper, we put these ideas in a more general and geometric context, generalizing
not only to non-primary fields, but also to situations that a priori lie outside QFT considerations.
1.2 The construction
The space of simply connected domains of the Riemann sphere (of hyperbolic type), along with
the conformal maps between them, forms a groupoid C. We put a non-Hausdorff topology on
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this groupoid that correspond to a certain compact convergence of conformal maps, and that
makes maps that are analytic continuation of each other inseparable. Interpreting as a tangent
bundle the vector bundle based on C where each fiber is the topological space of vector fields on
the corresponding domain (isomorphic to the topological space of holomorphic functions), we
(almost) arrive at a notion of local Fre´chet manifold. We study the derivatives on this manifold
at the groupoid element given by the identity map on a domain A (conformal A-derivatives).
These derivatives are based on the notion of Hadamard derivatives on topological vector spaces.
They are elements of the continuous dual of the space of holomorphic vector fields on A, which
are classes of quadratic differentials (on domains of the Riemann sphere) parametrized by their
singularity structure in A. In each class one can choose a differential almost holomorphic on the
complement Cˆ \ A. We show that when there is stationarity under Mo¨bius maps near to the
identity, then it is a holomorphic differential (which we call the global holomorphic A-derivative),
and it coordinate-transforms under Mo¨bius transformations of the coordinates on C. Further, if
there is stationarity under conformal maps on domains complementary to A (essentially, whose
exterior does not intersect that of A), then the global holomorphic A-derivative coordinate-
transforms under transformations of coordinates on C corresponding to conformal maps on Cˆ\A.
When this general theory is applied to CFT, where we take conformal derivatives of correlation
functions on simply connected domains, we show that identifying the stress-energy tensor in
correlation functions with the conjugation of a global holomorphic derivative reproduces the
conformal Ward identities and the boundary conditions of Cardy [13]. The conjugation involves
an object formed by ratio of partition functions, the relative partition function, which is Mo¨bius
invariant. In particular, the one-point function of the stress-energy tensor is a global holomorphic
derivative of the logarithm of the relative partition function. We argue that this is in agreement
with the well-known CFT formula relating metric variations of the partition function to one-
point averages of the stress-energy tensor. Our main results are expressed in the three theorems
of Section 3 and the single theorem of Section 4.
We note that in the context of the CLE construction [11], the transformation and analytic
properties of the global holomorphic derivative proved here are essential, as well as the fact,
also proved here, that the conformal Ward identities in CFT can be expressed using this general
derivative concept. It was also in the context of CLE that the one-point average of the stress-
energy tensor was first identified with the global holomorphic derivative an object that can be
seen as the CLE equivalent of the CFT relative partition function.
1.3 Relations with some previous works
Many previous works are related to the present one. However, we have not seen in the literature
either the theorems of Section 3 or those of Section 4; nor have we seen the concept of relative
partition function.
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Analytic geometry of CFT. At the initial stages of the development of CFT in the physics
community, there was a strong interest in understanding the geometro-analytic meaning of
various aspects of CFT; in particular of the identification of the stress-energy tensor with metric
variations. In the important work [5], these metric variations are naturally associated with
variations of conformal structures of compact Riemann surfaces with punctures; such variations
are described by Beltrami differentials µ, which form the tangent space in this formulation.
Equation (6) of [5] states that the CFT partition function Z, which depends on the Riemann
surface and on the choice of metric on it, satisfies
i
2π
∫
dz dz¯ T (m¯,m, z)µ(z, z¯) = −Z−1 δµZ, (1.1)
where δµZ is the infinitesimal variation of Z in the direction µ, T (m¯,m, z) is the one-point
function of the stress-energy tensor T (z) at the point z on the Riemann surface characterized
by the moduli m¯,m, and on both sides a particular metric has been chosen whereby the scalar
curvature is constant and the volume is 1 (since z 7→ T (m¯,m, z) is not a quadratic differential
because of the conformal anomaly, this is important for the left-hand side to be well defined).
By contrast, here, conformal maps rather than conformal structures are the objects that
are affected by infinitesimal variations, and such variations are described by holomorphic vector
fields h rather than Beltrami differentials. Equation (1.1) is to be compared with a formula that
follows from Section 4:
1
2πi
∫
(dz h(z) + dz¯ h¯(z¯)) 〈T (z)O(w)〉 = −Z−1∇h(Z〈O(w)〉), (1.2)
where the correlation function 〈·〉 is evaluated on a simply connected domain C, O(w) repre-
sents a product of fields at non-coincident points w1, w2, . . . ∈ C away from z, the contour of
integration on the left-hand side is counter-clockwise in C and does not surround any point wi,
h is a holomorphic function on a simply connected domain whose complement is surrounded
by the contour of integration, ∇h is the associated conformal derivative, and Z is the relative
partition function.
In principle, the result (1.2) could be deduced from an adaptation of (1.1) to the context of
boundary CFT on simply connected domains with punctures (based on the formal relation µ ∝
∂¯h), where the punctures are the points w1, w2, . . .. Further, it is likely that both formulations –
variations of conformal structures and variations of conformal maps – can be connected, through
the theory of quasiconformal maps. Developing this connection, however, is beyond the scope
of this paper. Note that the use of infinitesimal variations of conformal maps, rather than
conformal structures, seems better adapted to the application to SLE and CLE [11]. Note also
our use of the relative partition function rather than the partition function, which has nicer
transformation properties (Mo¨bius invariance).
Geometry of the Virasoro group and Teichmu¨ller theory. Differentiable manifolds of
conformal maps occur in many situations, and have been related to CFT (and to string theory)
in various works in the past.
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The Fre´chet manifold Diff(S1)/S1 of orientation-preserving diffeomorphisms of the circle
modulo rigid rotations can be seen as a set of conformal maps through conformal welding
[14, 15]; also, the universal Teichmu¨ller space is a Banach manifold of conformal maps [16]. In
fact, it turns out that Diff(S1) has a natural complex-analytic embedding into the universal
Teichmu¨ller space [17]. The universal Teichmu¨ller space can further be represented using an
open ball in the space of L∞ functions on the unit disk (the space of Beltrami differentials)
[16]. Hence, there are natural relations between variations of Beltrami differentials, variations
of certain conformal maps, and variations of elements in Diff(S1), and all these variations have
interpretations through infinite-dimensional manifolds. These have been studied extensively in
the literature (see e.g. [18, 15, 19, 20, 21]), and in particular in the context of SLE [22, 23, 12].
Further, the Fre´chet Lie group Diff(S1) is closely connected to CFT: it has an essentially unique
central extension, the Virasoro-Bott group, whose Lie algebra is the Virasoro algebra. Combined
with the concept of geometric quantization (or the orbits method in representation theory) one
obtains a geometric understanding of CFT – see for instance [19, 18, 24].
In these contexts, the sets of conformal maps are proper subsets of the set of conformal
maps on a fixed simply connected hyperbolic domain (in particular, there is the requirement
that they have a quasi-conformal extension to the plane), and the tangent space can be seen as a
proper subset of the set of holomorphic functions on this domain. Technically, our construction
differs in two points: (1) our tangent space is the Fre´chet space of all holomorphic vector fields,
and we use the particularities of this space to obtain our precise statements (e.g. about the
dual space); (2) we do not fix the domain: we consider the groupoid of hyperbolic domains,
with all conformal maps between them. Hence in particular, the theorems of Section 3 have no
immediate equivalent in the context of the universal Teichmu¨ller space or of Diff(S1).
Most importantly, the motivation for our construction is the different physical point of view
that we take: we consider CFT as a statistical field theory, or a measure theory. The Lie group
Diff(S1) or the manifold Diff(S1)/S1 are useful when quantizing a system of field configurations
on the circle or when using representations of the Virasoro algebra for an algebraic construction
of CFT, but we believe they are not natural when considering random objects on a domain of the
Riemann sphere. In particular, Diff(S1) (or its central extension) cannot be the right symmetry
group for CFT, as it has a real Virasoro Lie algebra, whereas it is its complexification that is
needed. This may be related to the fact that we need Euclidean field theory, Wick rotated as
compared to a theory obtained by quantization on the circle.
Conformal maps between domains are the right symmetries, and the structure obtained is
that under composition of conformal maps rather than composition of S1-diffeomorphisms. This
is a groupoid, a notion which was also introduced in this context in [12]. It also gives rise to
different Lie-theoretic structures than those implied by the Diff(S1) picture. Seeing a simply
connected hyperbolic domain as a one-dimensional complex (non-compact) manifold, and in
analogy with manifold theory of diffeomorphisms of compact manifolds [25, 26, 27], we then
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think of the tangent space as the space of holomorphic vector fields, whose natural topology
is that of compact convergence. It is not natural to consider only the subspace implied by
the Diff(S1) picture. Further, for the topology to behave well under compositions of maps, we
introduce a certain compact convergence topology on the space of maps where both initial and
final domains may vary (see Section 2). Finally, it is the interplay between conformal variations
on domains with disjoint complements that gives the most interesting results. Note in this
connection that the Kirillov action of the Virasoro algebra on conformal maps [28], as obtained
from the Diff(S1) picture, essentially combines conformal variations in two such complementary
sectors. Only its complexification contains both types of variations separately. Hence in this
sense, our approach provides a way of giving a global structure to this complexification (other
ways are the Neretin semigroup [29], and the finite conformal transformations in the operator
formalism of CFT developed in [30]).
1.4 Organization of the paper
The paper is organized as follows. In Section 2, we describe the topological groupoid structure
of conformal maps, and we overview some ideas as to the generalization of various Lie groups
concepts to this groupoid, in order to have a local manifold structure (we do not construct a
Lie groupoid structure). In Section 3, we develop the concept of conformal differentiability in
a general setup, and prove the main general theorems of the paper. In Section 4, we apply
the general theory to the case of CFT correlation functions (reviewing their main properties
first), and prove the main theorem relating conformal Ward identities and boundary conditions
to global holomorphic derivatives. We also provide arguments for the relation with one-point
averages of the stress-energy tensor. Finally, in Section 5, we present our conclusions.
2 Groupoid of conformal maps of simply connected domains
Let us consider the set of doublets C = {(g,A)} where A is any simply connected domain of
the Riemann sphere (we will implicitly restrict our attention to the non-trivial cases where A
is of hyperbolic type, i.e. conformal to the disk), and g : A → Cˆ is a univalent conformal map
(we will denote by g : A։ B the statement that g is a univalent conformal map of A onto B).
This space can naturally be given the structure of a groupoid, generalizing that of a group: the
product (g,A)(g′ , A′) = (g ◦ g′, A′) is defined if and only if A = g′(A′); associativity holds; for
every A there is an identity (id, A); every (g,A) has an inverse (g−1, g(A)).
Recall that a Lie group is a manifold with a group structure such that the group operations
are differentiable maps. Although the related notion of Lie groupoid exists (see [31] for a
nice introduction with examples), it seems to be too restrictive for the construction that we
want to develop. Indeed, for the Lie algebroid one considers vector fields that fix the initial
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domain of the maps (so that one can implement left-invariance); but this does not hold if one
follows, by analogy with diffeomorphisms of compact manifold, the usual ways of constructing
the exponential map, based on the Fre´chet manifold of holomorphic vector fields. Hence, we
make a slightly different construction, using a non-Hausdorff topology to account for analytic
continuations and the changing initial domain, and putting on C structures making it possible
to define the analogue of a Lie derivative along left-invariant trajectories. We put emphasis on
smooth paths rather than on the standard manifold structure. This is in a sense along the lines
of a theory of diffeomorphisms of non-compact manifolds – these are geometrically much more
complicated than for compact manifolds (see e.g. the comments in e.g. [27]), and it is known that
manifolds based on smooth paths are the right objects of have Lie groups of diffeomorphisms of
non-compact manifolds (see the comment in the introduction of Chapter IX of [32]).
The main idea is to describe local deformations around a point (g,A) by the holomorphic
vector fields on A. We will discuss the following (see for instance the text [33] for standard Lie
group theory):
• The topological groupoid C;
• The vector bundle T C over C where the fibre above (g,A) is the vector space of holomorphic
vector fields on the one-complex-dimensional manifold A;
• Left and right actions of C on the fibers;
• Left-invariant local sections and the associated trajectories;
• Continuous injections of the holomorphic vector fields above (g,A) into a neighborhood of
(g,A), constructed using the trajectories of left-invariant local sections.
This will lead to a natural differentiability concept giving rise to conformal derivatives.
Note that something similar can be done with nonunivalent conformal functions on the
Riemann sphere, interpreted as conformal maps between hyperbolic Riemann surfaces realized
as multiple covers of (parts of) the Riemann sphere. We will not need this more general set-up
here.
Consider the vector spaces H(A) of holomorphic functions on simply connected domains A.
We will put structures on the groupoid C by deriving them from an explicit representation of
C on {H(A) : A simply connected domain} (this should be compared with defining matrix Lie
groups via their fundamental representation). It turns out to be natural to represent C via right
actions. For all B ⊇ A, we define the right action of (g,B) ∈ C on f ∈ H(A) by:
H(g(A)) → H(A)
f 7→ f · (g,B) := f ◦ g (2.1)
where on the right-hand side, g is restricted to the domain A.
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2.1 Topological vector spaces
We will put on the space H(A) of holomorphic functions on A the topology of compact conver-
gence. This topology may be induced from a distance function; for instance, on D (the open
unit disk), it is given by
dF (h, h
′) :=
∞∑
r=1
2−r
pr(h, h
′)
1 + pr(h, h′)
, pr(h, h
′) := sup(|h(z) − h′(z)| : z ∈ (1− 2−r)D) (2.2)
for any h, h′ ∈ H(D). According to this topology, a sequence of conformal maps that converges
is one whose maps converge uniformly on any compact subset of D. This is a Fre´chet space [34].
Further, we will denote by H>(A) the space of holomorphic vector fields, or (−1, 0)-differentials,
on A. In local coordinates this can be identified with the space of holomorphic functions, and
we put the topology on H>(A) induced from that on local-coordinates holomorphic functions
(this topology is coordinate independent). If we use the global coordinates Cˆ = C ∪ {∞} for
the Riemann sphere, then the space H>(A) is the space of functions holomorphic on A− {∞},
with the condition that if h ∈ H>(A) and ∞ ∈ A, then the function h(z)/z2 has a holomorphic
extension to ∞. Let g : A ։ B. Under this change of coordinates, holomorphic vector fields
transform as1
Hg : H>(A) → H>(B)
h 7→ (h∂g) ◦ g−1. (2.3)
Note that Hg1Hg2 = Hg1◦g2 for any g2 : A։ B and g1 : B ։ C. Also, for g : A։ B, the map
Hg is a homeomorphism H>(A)→ H>(B).
Naturally, for all B ⊇ A, the action of the vector field h ∈ H>(B) on f ∈ H(A) is defined by
H(A) → H(A)
f 7→ f · h := h∂f (2.4)
where on the right-hand side, h is restricted to the domain A.
2.2 The topological groupoid C and the A-topology
The topology on C should specialize to that of compact convergence when, in a sequence (gn, An),
only the first members gn of the pairs are considered. Also, this topology should take into
consideration that (g,A) and (g,B) act in the same way on f ∈ H(A) if A ⊆ B; that is, it should
not separate points whose first members are the same, and whose second members are ordered
according to the partial order of set inclusion. Given a compact subsetK of the simply connected
domain A and a number r > 0, let us defined the open neighborhood Nr,K of (g,A) ∈ C by
Nr,K =
{
(g′, A′) : max{d(g(z), g′(z)) : z ∈ K} < r , A′ ⊃ K}
1Here and below, juxtaposition means the point-wise product of functions, ◦ is the composition and has priority
over point-wise product, and ∂ is the holomorphic derivative; we will also use ∂¯ for the anti-holomorphic derivative.
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D1 D2
D3
, ,
Figure 1: A representation of growing domains where gn are conformal.
where d be the distance function for the round metric of the Riemann sphere (we will take
it normalized so that its maximum is 1). The topology on C is that generated by all such
neighborhoods.
Clearly, this topology is not Hausdorff, since, in agreement with our requirements, if g is
conformal on B then the points (g|A, A) and (g,B) with A ⊂ B do not have disjoint neigh-
borhoods. Consider the set N [(g,A)] of points of C that are in all neighborhoods of (g,A),
that is N [(g,A)] := {(g′, A′) : A ⊆ A′, g′|A = g}. We will define convergence in C in a way
that takes into account that N [(g,A)] 6= (g,A) (contrary to a Hausdorff topology): a sequence
(gn, An) : n ∈ N converges to (g,A) if for all neighborhoods M of (g,A), there exists a m
such that for all n > m, N [(gn, An)] ∩M 6= ∅. According to this topology, then, a sequence
(gn, An) : n ∈ N converges to (g,A) if and only if:
1. (see figure 1) the functions gn can be conformally and univalently continued to simply
connected domains A′n ⊇ An, and there exists a sequence D1,D2, . . . of simply connected
domains Dn ⊆ A′n such that Dn ⊆ Dn+1 and limn→∞Dn = A (set-theoretically – that is,
∪nDn = A);
2. the sequence of conformally continued functions gn : n ∈ N converges to g compactly on
A:
lim
n→∞
sup{d(gn(z), g(z)) : z ∈ Dn} = 0.
We will also say that sequences or families (gn, An) and (g
′
n, A
′
n) (over n) are inseparable if for
every n, (gn, An) and (g
′
n, A
′
n) do not have disjoint neighborhoods.
Further, we may put a topology on the space of objects (the domains) in the groupoid C by
simply inducing it from the topology on C under the identification A ↔ (id, A). This makes C
into a topological groupoid.
As will become clear below, the domain A in pairs (g,A) ∈ C has two natural meanings:
one is that of the domain of the function g (it is from this meaning that the topology on C
is constructed), the other is that of a choice of coordinates for the space of deformations of g.
The latter justifies seeing the requirements above for a sequence to converge to (g,A) as a local
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topology around (g,A), determined by A. This will be called the A-topology. The A-topology
is metrizable. Given two points (g,B) and (g′, B′), let us define the A-distance between them
as
DA :=
∞∑
r=1
2−r
{
sup{d(g(z), g′(z)) : z ∈ Ar} (Ar ⊂ B ∩B′)
1 (otherwise)
(2.5)
where Ar : r = 1, 2, . . . are increasing subsets of A with ∪∞r=1Ar = A. Then the neighborhoods
of (g,A) in the topology induced by DA are the same as those in the topology on C.
Finally, we note that it is a simple matter to generalize this to domains with higher connec-
tivity. We will not make use of the general case, except for the local topology around the identity
in the case of annular domains (i.e. doubly connected). This can be derived from the simply
connected case as follows, with the use the theorem of Appendix B. For two simply connected
domains A and B such that Cˆ \ A ⊂ B, the set A ∩ B is an annular domain (and any annular
domain is of this type). Given such A and B, the neighborhoods of (id, A ∩ B) are generated
by the sets of (g,C) such that, on annular domains C, we have g = gA ◦ gB where gB is in a
B-neighborhood of id and gA is in a A-neighborhood of id
2. The same local topology is obtained
by taking g = g˜B ◦ g˜A instead (for g˜A and g˜B in a A-neighborhood and a B-neighborhood of id,
respectively).
2.3 The vector bundle over C and local sections
Above each point (g,A) ∈ C we raise the fiber H>(A). That is, we form the vector bundle T C
(analogous to the tangent bundle of Lie groups) defined by the projection π : T C → C with
π−1((g,A)) = H>(A). We may put on H> := {(h,A) : h ∈ H>(A), A simply connected domains}
a topology similar to that of C (which is the compact convergence topology when we restrict
to H>(A) for a fixed A), and the full vector bundle structure can be obtained by using local
continuous sections that are left- and right-invariant.
Left and right actions of C on elements of H> are easy to obtain using the explicit represen-
tations (2.1) and (2.4). Let A ⊆ B ⊆ C be simply connected domains. For h ∈ H>(C), we find
that (g,B) · h acts on f ∈ H(g(A)) as f · (g,B) · h = h∂g ∂f ◦ g. On the other hand, let A ⊆ B
and g(B) ⊆ C. For h ∈ H>(C), we find that h · (g,B) acts on f as f · h · (g,B) = h ◦ g ∂f ◦ g.
Hence, we will refer to the maps
h 7→ h∂g and h 7→ h ◦ g (2.6)
as left and right actions of (g,B) on h ∈ H>(C) respectively3. Note that the homeomorphism
Hg is the left action of g followed by the right-action of g−1 (but not the inverse, because left
2It may seem more natural to replace gA by gA′ in a A
′-neighborhood of id, for A′ = Cˆ \ gB(Cˆ \A). However,
since these are neighborhoods of the identity, this leads to the same definition, and the one given above is more
convenient.
3Note that the former does not satisfy the defining property of a left action; its proper understanding is
obtained through the application to f , as is described.
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and right actions do not commute). Note also that the left action is just the application of the
vector field on the acting conformal map.
It is natural to associate to any vector h ∈ H>(B) above the point (id, B), the local sections
Lh,B := N [{(g,A) 7→ h∂g |A : (g,A) ∈ C, A ⊆ B}], (2.7)
Rh,B := N [{(g,A) 7→ h ◦ g |A : (g,A) ∈ C, g(A) ⊆ B}].
Here, the symbol N indicates that we must add elements (g′, A′) ∈ N [(g,A)] for elements (g,A)
in the set displayed, and associate to them the analytic continuation to A′ of the corresponding
vector field, if it exists. The local section Lh,B is left-invariant, while Rh,B is right-invariant.
Both local sections are described by linear operators on the original vector h, and are continuous;
hence they partially complete the vector bundle structure of T C.
2.4 Trajectories on invariant local sections
Following the usual arguments in the context of Lie groups, we construct trajectories associated
to left-invariant local sections. Consider a map T → C : t 7→ (gt, At) where T ⊂ R is an open
interval containing 0. Denote A := A0 and g := g0, and let h ∈ H>(A). Choosing T small
enough and fixing h and g, there exists a continuous map t 7→ (gt, At) such that gt is compactly
differentiable with respect to t on At, and such that the differential equation
d
dt
f · gt = f · gt · h (2.8)
holds for all f ∈ H(∩t∈T gt(At)). This differential equation is equivalent to
d
dt
gt = h∂gt, (2.9)
where on the right-hand side of (2.9), we have the vector Lh,A((gt, At)). We may choose the
domains At to be non-decreasing as |t| → 0 in such a way that ∪t∈TAt = A. Having fixed the
domains At, the map t 7→ (gt, At) is unique.
Let us denote the particular solution where g0 = id by (g
id
t , At). By left-invariance, we have
in general
gt = g ◦ gidt (2.10)
where we must choose At such that g
id
t (At) ⊂ A. An explicit solution for gidt is obtained by:∫ gidt (z)
z
du
h(u)
= t ⇔ gidt (z) = f−1(f(z) + t)
where
h(z) = 1/∂f(z). (2.11)
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This solution immediately implies that gidt also satisfies the differential equation
d
dt
gidt = h ◦ gidt . (2.12)
On the right-hand side, we now have the vector Rh,A((g
id
t , At)). Hence this is the equation for a
trajectory along the right-invariant local section characterized by h. That is, an identity-passing
trajectory is both left- and right-invariant. A similar statement is of course also true for Lie
groups. In combination with (2.10), eq. (2.12) gives in general
d
dt
gt = Hg(h) ◦ gt. (2.13)
That is, in general, in order to describe a left-invariant trajectory as a right-invariant one, we
need to conjugate the vector fields by g before constructing the right-invariant section – again
in analogy with Lie groups.
We may shift back by right action the trajectory described by (2.12) in such a way that it
passes by (id, g(A)) at t = 0, instead of (id, A): we construct g˜idt = g ◦ gidt ◦ g−1, and we see
that this is an identity-passing trajectory along both the left- and right-invariant local sections
characterized by Hg(h). The analogy with Lie groups here is that of a change of coordinates:
the conjugation of Lie algebra elements is a Lie algebra isomorphism corresponding to a linear
change of coordinates on the tangent space. Hence, in the pairs (g,A) ∈ C, the member A may
be seen as characterizing the coordinate system on the tangent space.
Equations (2.9) and (2.12) imply that
h ◦ gidt = h∂gidt , (2.14)
which is the infinitesimal version of Gǫ◦gt = gt◦Gǫ for some conformal maps Gǫ = id+ǫh+o(ǫ).
The solution also shows that gidt ◦ gid−t = id for all t in a neighborhood of 0, hence that
gidt ◦ gidt′ = gidt′ ◦ gidt = gidt+t′ . (2.15)
Despite this, the trajectory passing by the identity, t 7→ (gidt , At) : t ∈ T , does not in general
form a semigroup in C, because of the disagreement amongst the domains. Yet, it is inseparable
from a semigroup: there exists another trajectory that cannot be topologically separated from
t 7→ (gidt , At) and that itself forms a semigroup in C (the trajectory t 7→ (gidt , B) for some
B ⊆ ∩t∈TAt). Although in general there is disagreement amongst the domains for t 7→ (gidt , At)
to form a semigroup, we expect that it be possible to choose At : t ∈ T in such a way that, for
all t, t′, t+ t′ ∈ T , we have gidt′ (At′) = At if At′ ⊆ At+t′ , and gidt′ (At+t′) = At otherwise. Finally,
note that if T can be extended to all of R, then we have a one-parameter subgroup of C; this,
we expect, will only occur if gt are conformal maps that preserve A.
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2.5 Continuous injections and the A∗-topology
Let H(A) ⊂ H>(A) be a neighborhood of 0. For every A, there exists such a neighborhood such
that the map
expA : H(A) → C
h 7→ expA(h) := (gid1 , A1)
(2.16)
is well defined, where t 7→ (gidt , At) is the left-invariant trajectory as in Subsection 2.4. This is
the exponential map from the tangent space to C at the point (id, A), and it is a continuous
injection.
Certainly, expA cannot be a homeomorphism onto a neighborhood of (id, A), because it
selects specific domains. Let us consider instead the map N ◦ expA : h 7→ N [expA(h)]. It is
continuous, and it is a “Hausdorff injection” (two points, in its image, that are separable, have
distinct pre-images). If it maps onto a neighborhood of (id, A), and if its inverse is continuous,
then it can be seen as a “Hausdorff homeomorphism”, and we may have a structure similar to
that of a manifold.
However, it is likely that N ◦ expA does not map onto a neighborhood of (id, A). Indeed, all
maps gid1 in the image of expA satisfy the condition (2.14), and it is not obvious that there are
neighborhoods of (id, A) where such an equation holds. More precisely, let
S(A) = N [{(g,B) ∈ C : B ⊆ A, g(B) ⊆ A, ∃ h ∈ H>(A) | h ◦ g = h∂g}] (2.17)
Then it may be that for all neighborhoods M of (id, A), there are elements (g,B) ∈ M such
that (g,B) 6∈ S(A). Note that this is not surprising: the Lie exponential map in the Lie group
theory of diffeomorphisms of compact manifolds is known not to be a homeomorphism [27, 26],
contrary to the finite-dimensional case. Unfortunately, here we do not have an alternative
homeomorphism to obtain a more manifold-like structure.
Yet, if we take on S(A) the topology induced by C, then N ◦ expA is at least a local home-
omorphism of H(A) around 0, onto a neighborhood of (id, A) in S(A) (i.e. the pre-image of a
sequence that tends to (id, A) in S(A) is a sequence that tends to 0). Indeed, take A = D for
simplicity, and consider some (g,B) ∈ S(D) and the function q(z) = f(g(z)) − f(z) where f is
defined in (2.11). The function q is defined and holomorphic on some domain in D. Taking its
derivative, we find ∂q(z) = ∂g(z)/h(g(z)) − 1/h(z) = 0, hence q(z) = q is a constant, which
we can always choose to be q = 1 by an appropriate choice of the scale of h; this defines the
pre-image h. Inverting, we have g(z) = f−1(f(z) + 1), hence g(z) = gid1 (z). Choosing (g,B)
near enough to (id,D), we find that f is large enough, hence that h is small enough to be in
H(D). Hence, we may see H(A) as a true tangent space for S(A) at (id, A). This local topology
around (id, A) will be referred to as A∗-topology:
A∗-topology = A-topology ∩ S(A).
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The injection (2.16) can be generalized to one in a neighborhood of (g,A) by left action:
(g exp)A(h) := (g ◦ gid1 , A1). It can also be generalized by right action: (exp g)g−1(A)(h) :=
(gid1 ◦ g,A1). Note that a combination of a left and right actions gives a change of coordinates:
(g exp g−1)A(h) = expg(A)(Hg(h)). Using these and the one-parameter semigroup property dis-
cussed in Subsection 2.4, as well as differentiability concepts for infinite-dimensional topological
vector spaces, one can then show particular cases of differentiability of the product and inverse
operations in C, in analogy with the basic property of Lie groups. However, besides a full man-
ifold structure, a more complete description would require much more (e.g. the analogue of a
Baker-Campbell-Hausdorff formula).
2.6 Lie derivatives and conformal differentiability
The conformal derivative is simply the Lie derivative on the groupoid of conformal maps asso-
ciated with left-invariant local sections. However, the property of differentiability itself should
be more than the existence of Lie derivatives. On C, we cannot immediately take that on linear
topological spaces, because we do not have a homeomorphism to the tangent space; but restrict-
ing to the A∗-topology around (id, A), we may. Hence, given a real function f on C, we may
define A∗-differentiability at (id, A) by the fact that there exists an element ∇Af((id, A)) (the
differential of f at (id, A)) of the continuous dual H>∗(A) of H>(A) such that
lim
h→0
f(expA(h))− f((id, A))−∇Af((id, A))h
d
(A)
F (h, 0)
= 0 (2.18)
where d
(A)
F is the distance (2.2) induced by (2.3) on H
>(A) (this is essentially Fre´chet differen-
tiability). This of course implies that for all h ∈ H>(A),
lim
η→0
f(expA(ηh)) − f((id, A))
η
= ∇Af((id, A))(h) (2.19)
where the limit exists locally uniformly around h. It is important here that we require that
∇Af((id, A)) be not only a linear functional on H>(A), but also a continuous one (which is not
automatic in infinite dimension).
Thanks to the local homeomorphism expA around (id, A) in the A
∗-topology, it is possible
to define continuous paths ((gη , Aη) : η > 0) lying in S(A) that tend to id at η → 0 and that
are (right-)differentiable at η = 0. More explicitly, these are all continuous paths tending to
(id, A) as η → 0 with the property that gη is compactly right-differentiable at η = 0 on A. If
the local homeomorphism expA were in fact a true homeomorphism (which we haven’t proven),
then, thanks to continuity of the linear functional ∇Af((id, A)), the statement above for (2.19)
implies that for any such path ((gη , Aη) : η > 0), we have
lim
η→0
f((gη , Aη))− f((id, A))
η
= ∇Af((id, A))(h). (2.20)
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Figure 2: a) A 2-dimensional representation of the topological vector space H>(A) and of the
locally homeomorphic A∗-topology. Bold lines represent segments of rays on H>(A), and their
corresponding paths gt in the A
∗-topology. b) The relation between the A∗-topology and the
A-topology, with a path that is compactly differentiable at 0 on A.
for some h ∈ H>(A).
Conformal differentiability can be seen as an extrapolation of these concepts to the full A-
topology around (id, A). Since expA is not necessarily a homeomorphism to a neighborhood of
(id, A), the existence of the continuous dual as in (2.18) or (2.19) is not quite enough. One way
of defining conformal differentiability is to ask additionally for a certain “Lipshitz continuity”.
Given two continuous paths ((gη , Aη) : η > 0) and ((g
′
η , A
′
η) : η > 0) tending to (id, A) as η → 0,
let us consider the A-distance Dη between (gη , Aη) and (g
′
η , A
′
η) (see (2.5)). Then a function
f is A-differentiable at (id, A) if there exists a continuous dual ∇Af((id, A)) such that (2.19)
holds for all h ∈ H>(A), and if additionally, for any two continuous paths ((gη , Aη) : η > 0) and
((g′η , A
′
η) : η > 0) tending to (id, A) as η → 0, we have
lim
ǫ→0
sup
{
f((gη, Aη))− f((g′η, A′η))
Dη
: η ∈ (0, ǫ)
}
<∞. (2.21)
These conditions imply that for any continuous path ((gη , Aη) : η > 0) tending to (id, A) as
η → 0 with the property that gη is compactly right-differentiable at η = 0 on A, (2.20) holds
for some h ∈ H>(A). In fact, requiring that (2.20) holds for any such path can be seen as
another way of defining A-differentiability, weaker that the former (this is essentially Hadamard
differentiability). In the rest of this paper, we will use this latter definition (which we will make
more explicit in the next section).
Note that gη being compactly right-differentiable at η = 0 on A may be interpreted by saying
that the path approaches the identity “tangentially” to a ray emanating from the identity by
the exponential map. Figure 2 gives a (simplistic) pictorial representation of what the relation
between the A-topology, the A∗-topology and the compactly differentiable paths could look like.
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3 Conformal differentiability
We now make more precise the notion of differentiation that we will use. This notion is based
on the geometric ideas of the previous section, but it can be defined essentially independently
from them. Notions of differentiability on linear topological spaces are reviewed and studied in
[35]. Further, calculus on Fre´chet manifolds is studied quite extensively in [26], and in the more
general context of the convenient setting (where one only needs a bornology) in [32]. What we
use here is essentially a variant of Hadamard differentiability [35], and we base our definition on
smooth paths, as in the “dynamical” understanding of the tangent space [32]. We do not use
the definition of continuous differentiability of [26], because it is simpler to ask immediately for
the existence of a continuous linear functional rather than to derive it from the Fre´chet manifold
structure. Note that certain higher conformal derivatives are studied in [36], again based on
notions of smooth paths (again, as should be natural in view of the comment in the introduction
of Chapter IX of [32]).
In the rest of the paper, for simplicity, we omit the explicit domain A in referring to points
in C; the use of the notion of A-topology will guarantee that there is no ambiguity.
3.1 Paths
Let F(A) be the set of one-parameter families (gη : η > 0) of maps A-converging to the identity
id and compactly right-differentiable at η = 0:
F(A) =

(gη : η > 0) :
lim
η→0
gη = id (A-topology)
lim
η→0
G ◦ gη ◦G−1 − id
η
exists compactly on C


where C 6∋ ∞ is a coordinate patch, and G : A։ C is a Mo¨bius coordinate map. It is important
to note that since we are not considering any particular set of domains associated to gη , the
restriction that gη be univalent can be lifted: any family of conformal maps gη : η > 0 with
gη → id compactly on A, is such that there exists a family Aη : η > 0 of simply connected
domains with ∪η>0Aη = A such that gη is univalent on Aη. Further, for any g : A։ B, we have
F(A) = g−1 ◦ F(B) ◦ g. (3.1)
Given G = (gη : η > 0) ∈ F(A), the right-derivative of gη at η = 0 is an element of H>(A); we
will denote it by ∂G. We find
∂(g ◦ G ◦ g−1) = Hg∂G. (3.2)
Of course, with G ∈ F(D), we may simply take ∂G := limη→0 gη−idη . For an explicit general
description, we may make use of the global coordinates Cˆ on the Riemann sphere. Let us denote
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by Aη ⊂ A domains where gη is conformal, such that limη→0Aη = A. Let us choose some
a ∈ Cˆ \ A. If a =∞, let us define h(a)η through
gη(z) = z + ηh
(∞)
η (z). (3.3)
We have that h
(∞)
η is holomorphic on Aη and converges compactly on A as η → 0. If a 6=∞, let
us define h
(a)
η through
gη(z) = a+
z − a
1− ηz−ah
(a)
η (z)
. (3.4)
We have that h
(a)
η (z)/(z − a)2 is a holomorphic function of z on Aη and converges compactly on
A as η → 0. With G ∈ F(A), we can define unambiguously
(∂G)(z) :=


lim
η→0
h(∞)η (z) (a =∞)
(z − a)2 lim
η→0
h
(a)
η (z)
(z − a)2 (a 6=∞)
(3.5)
for any a ∈ Cˆ \ A, where in all cases, the limit written exists compactly and is holomorphic for
z ∈ A.
Note that for any given h ∈ H>(A) and any chosen a ∈ Cˆ \ A, we can always form a
corresponding family (gη , η > 0) ∈ F(A) by gη = expA(ηh), or alternatively by
gη(z) = z + ηh(z) (a =∞) (3.6)
or
gη(z) = a+
z − a
1− η(z−a)h(z)
(a 6=∞). (3.7)
These families, of course, are different for different a, although they lead to the same h (they
approach the identity along the same tangent).
3.2 Continuous duals
Let H<(A) be the vector space of quadratic (i.e. (2, 0)-) differentials on A; these are conjugate
to the (−1, 0)-differentials H>(A) under contour integrals. In local coordinates, H<(A) can of
course be identified with the space of holomorphic functions. In global coordinates Cˆ, it is the
space of functions holomorphic on A, with the requirement that if u ∈ H<(A) and ∞ ∈ A, then
u(z) = O(z−4) as z →∞.
According to the general theory (recalled below), for any Υ ⊂ H>∗(A), there exists an annular
subdomain U ⊂ A sharing a boundary component with A (which we will refer to as an annular
neighborhood of ∂A inside A), and a quadratic differential γ ∈ H<(U), such that for every
h ∈ H>(A),
Υh =
∮
z:~∂A−
dz γ(z)h(z) +
∮
z:~∂A−
d¯z¯ γ¯(z¯)h¯(z¯). (3.8)
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The notation z : ~∂A− means that the (rectifiable, closed) contour lies in U and goes once in a
positive direction around the interior of A. Here and below, we normalize the complex integration
measure by
∮
dz/z =
∮
d¯z¯/z¯ = 1.
Naturally, we can add to γ any quadratic differential on A without changing the result.
Hence, a more unique way of characterizing the linear functional is by giving an element of the
quotient space H<(U)/H<(A): a class of functions {γ+u : u ∈ H<(A)}. Further, we may wish to
choose particular representatives of these classes. Let A = D, and consider the global coordinates
Cˆ, whereby H<(D) ∼= H(D) canonically. By Cauchy’s integral formula, given a γ in the class, we
can write in a unique way γ = u+ v where u ∈ H(D) and v ∈ H(Cˆ \ D) with v(∞) = 0. Since γ
is a quadratic differential on U , we see that v is in fact a quadratic differential on Cˆ \ D except
possibly for a singularity of order 3 at ∞. We will denote by H<a (A) the space of quadratic
differentials on A with a singularity of maximal order 3 at a ∈ A. In global coordinates, these
are functions that are holomorphic on A except for a pole of maximal order 3 at a if a 6=∞, with
a behavior O(z−4) as z →∞ if∞ ∈ A and a 6=∞ or O(z−1) if a =∞. Reverting to the abstract
Riemann sphere, these global-coordinate arguments imply that for any class {γ+u : u ∈ H<(A)}
and for any a ∈ Cˆ \A, there is a unique member of the class that is in H<a (Cˆ \ A). Hence, since
integrals as in (3.8) always represent continuous linear functionals, we have
H>∗(A) ∼= H<a (Cˆ \A). (3.9)
A particularly important subspace, which we will denote by H>∗G (A) ⊂ H>∗(A), is that which
is perpendicular to (i.e. annihilates) the subspace of global vector fields (vector fields on Cˆ).
Clearly in this case, the unique member of H<a (Cˆ \ A) characterizing the functional must have
no singularity at the point a (hence it is the same for any a), and we have
H>∗⊥ (A)
∼= H<(Cˆ \A). (3.10)
Further, we can define a process of continuation along the spaces H<a (A). Given simply
connected domains A and A′ such that A ∩ A′ is simply connected and that a, a′ ∈ A ∩ A′, we
will say that γ ≃ γ′ if γ ∈ Ha(A), γ′ ∈ Ha′(A′) and there exists a u ∈ H<(Cˆ \ (A ∩ A′)) such
that γ|A∩A′ = γ′|A∩A′ + u|A∩A′ (where u|A∩A′ is the analytic continuation of u to A ∩A′). This
u is of course unique, and can indeed be analytically continued to A ∩ A′, where it has two
maximal-order-3 singularities, one at a the other at a′. Moreover, given such γ, a, A, a′ and A′,
there is a unique γ′ such that γ ≃ γ′. For general a, A, a′ and A′, we then say that γ ≃ γ′ if the
congruence holds as above along a chain that connects a, A to a′, A′. If the quadratic differential
γ is non-singular, then this process is the usual analytic continuation (of quadratic differentials).
In (3.8), we can deform the integration contour (hence the domain A) if we deform accordingly
γ ∈ H<a (Cˆ \ A) following this congruence, as long as we stay in a region of holomorphy of the
holomorphic vector field h.
The main lemma leading to (3.8) is as follows. Let us start with H>∗(D) and use global
coordinates. In such coordinates, this is canonically H∗(D), the continuous dual of H(D). The
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monomials
Hn,s(z) = e
iπs/4zn, n = 0, 1, 2, . . . , s = ± (3.11)
form a basis in H(D): any function h ∈ H(D) can be written as a convergent series
h =
∑
n≥0,s=±
cn,s(h)Hn,s, (3.12)
and the linear functionals cn,s are continuous, since they are given by
cn,s(h) = Re
[∮
dz z−n−1e−iπs/4h(z)
]
. (3.13)
Here, the contour lies in D and surrounds the point 0 once counter-clockwise.
Lemma 3.1 (see, for instance, [37, 34]). For the space H∗(D) of continuous linear functionals
on H(D), we have:
(a) Any Υ ∈ H∗(D) is completely characterized by the sequence {ΥHn,s : n = 0, 1, 2, . . . , s =
±}, in such a way that for any h ∈ H(D), we have the convergent series
Υh =
∑
n≥0,s=±
cn,s(h)ΥHn,s. (3.14)
(b) Any Υ ∈ H∗(D) is such that
γ(z) :=
1
2
∑
n≥0,s=±
z−n−1e−iπs/4ΥHn,s (3.15)
defines a function of z that is holomorphic on Cˆ \ D.
(c) Any Υ ∈ H∗(D) is completely characterized by the class of functions
C := {γ + u : u ∈ H} (3.16)
where γ is given by (3.15), in such a way that for any h ∈ H(D), we have
Υh =
∫
z:~∂D−
dz α(z)h(z) +
∫
z:~∂D−
d¯z¯ β¯(z¯) h¯(z¯) ∀ α, β ∈ C. (3.17)
The function defined by (3.15) is the unique member of the class C that is holomorphic
on Cˆ \ D and that vanishes at ∞. If (3.17) holds for some given α, β holomorphic on an
annular neighborhood of ∂D inside D, and for all h ∈ H(D), then it must be that α, β ∈ C.
(d) In the sense of (a), the set H∗(D) is the set of all sequences {bn,s ∈ R : n = 0, 1, 2, . . . , s =
±} such that ∑
n≥0,s=±
|cn,s(h) bn,s| converges ∀ h ∈ H. (3.18)
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(e) In the sense of (c), the set H∗(D) is the set of all classes {γ + u : u ∈ H} such that γ is
holomorphic on an annular neighborhood of ∂D inside D.
Elementary proofs of all these statements are presented in Appendix A (other proofs can be
found in, for instance, [37, 34]).
For the general case H>∗(A), we may use conformal transport to generalize points (c) and (e)
above: by the homeomorphism (2.3), we can always write a continuous linear functional ΥA on
H>(A) as ΥA = ΥH−1g for some g : D ։ A and some Υ ∈ H>∗(D). Then, the discussion above
immediately leads to the following.
Lemma 3.2 With A a simply connected domain, for the space H>∗(A) of continuous linear
functionals on H>(A), we have:
(a) Any ΥA ∈ H>∗(A) is completely characterized by the class
CA := {γ + u : u ∈ H<(A)} (3.19)
with γ ∈ H<(U) for some annular neighborhood U of ∂A inside A, in such a way that for
any h ∈ H, we have
ΥAh =
∫
z:~∂A−
dz α(z)h(z) +
∫
z:~∂A−
d¯z¯ β¯(z¯) h¯(z¯) ∀ α, β ∈ CA. (3.20)
The function γ in (3.19) can be chosen, for any given a ∈ Cˆ \A, as the unique member of
CA that is in H<a (Cˆ \ A). Moreover, if (3.20) holds for some given α, β ∈ H<(U), and for
all h ∈ H>(A), then it must be that α, β ∈ CA.
(b) In the sense of (a), the set H>∗(A) is the set of all classes {γ + u : u ∈ H<(A)} such that
γ ∈ H<(U) for some annular neighborhood U of ∂A inside A.
A simple consequence of Lemma 3.2 is the following quadratic-differential transformation
property of the classes characterizing continuous linear functionals.
Lemma 3.3 With A and B simply connected domains, if CB is the class characterizing the
functional ΥB ∈ H>∗(B), then
CA = (∂g)2 (CB ◦ g) ≡ {(∂g)2(α ◦ g) : α ∈ CB} (3.21)
is the class characterizing ΥA = ΥBHg, for any conformal g : A։ B.
3.3 Definition of the conformal derivative
In order to simplify later applications, we will consider, instead of functions on subsets of C,
functions on some abstract set Ω on which there is an action of g ∈ C in a A-neighborhood of
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the identity (for some simply or doubly connected domain A). We will denote by g · Σ, for g in
a A-neighborhood of id, the action of g on the point Σ ∈ Ω. This defines a neighborhood of Σ
in Ω, which we will also call A-neighborhood. Throughout, the symbols Ω and Σ (as well as Σ′,
etc.) will be used with this meaning. We may think of Σ as being, for instance, a closed subset
of a domain of Cˆ. For g in a A-neighborhood, the action must satisfy two properties: id ·Σ = Σ,
and if g acts on Σ, then g′ · Σ = g · Σ for all g′ ∈ N [g]. Further, given A and A′ simply or
doubly-connected domains, a A-neighborhood NA(Σ) of a point Σ ∈ Ω and a A′-neighborhood
NA′(Σ
′) of another point Σ′ ∈ Ω will be said to be connected by g for a g : A։ A′, if there exists
a bijective map g · : NA(Σ)→ NA′(Σ′), with Σ′ = g ·Σ, such that for any g˜′ in a A′-neighborhood
of id, we have
g−1 · g˜′ · g · Σ = (g−1 ◦ g˜′ ◦ g) · Σ. (3.22)
The condition in this definition immediately implies that for any g˜ in a A-neighborhood of id,
we have g · g˜ · g−1 · Σ′ = (g ◦ g˜ ◦ g−1) · Σ′. Note that we will not need any more properties of
actions of maps in C than those stated here.
We will study differentiability at Σ of R-valued functions f on a A-neighborhood in Ω.
The restriction to R-valued functions is for simplicity, and also because the applications to
probability functions that occur in the context of CLE involve such real functions (this can
easily be generalized, for instance, to any normed R- or C-linear space). Below, when we talk
about functions without more specification, we will think of R-valued functions on Ω.
Definition 3.4 Let A be a simply connected domain. An R-valued function f on a A-neighborhood
of Σ in Ω is A-differentiable at Σ if there exists a continuous linear functional ∇Af(Σ) on H>(A)
such that the following limit exists and gives
lim
η→0
f(gη · Σ)− f(Σ)
η
= ∇Af(Σ)h (3.23)
for any (gη : η > 0) ∈ F(A), where h = ∂(gη : η > 0).
In parallel with the usual terminology, we will call∇Af(Σ) the conformal derivative or differential
of f at Σ, and ∇Af(Σ)h the directional derivative of f at Σ in the direction h. For convenience,
we will denote by
∇hf(Σ) := ∇Af(Σ)h (3.24)
the directional derivative. In this notation, ∇h · (Σ) can be seen as an element of the tangent
space at Σ. Clearly, our notation suggests that there may be a real function ∇hf on Ω, and a
map ∇Af from Ω to continuous linear functionals on H>(A); however, for our purposes it will
mostly be sufficient to fix Σ. Note that the notation ∇hf(Σ) suggests that this is independent
of A, and only depends on h (for given f and Σ); this is very natural, and we will show that it
is indeed the case.
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From Lemma 3.1, we have, in the case where A = D, that an R-valued function f is D-
differentiable at Σ ∈ Ω if and only if
fn,s(Σ) := lim
η→0
f((id + ηHn,s) · Σ)− f(Σ)
η
exists (3.25)
for all n = 0, 1, 2, 3, . . . and s = ±, and
lim
η→0
f(gη · Σ)− f(Σ)
η
=
∑
n≥0,s=±
cn,s(h)fn,s(Σ) converges (3.26)
for any {gη, η > 0} ∈ F(D), where h = ∂{gη : η > 0}. We may refer to the numbers fn,s(Σ) as
the partial derivatives of f at Σ.
From Lemma 3.2, we also have:
Corollary 3.5 An R-valued function f is A-differentiable at Σ ∈ Ω if and only if there exists a
class
∆Af(Σ) := {γ + u : u ∈ H<(A)} (3.27)
where γ ∈ H<(U) for an annular neighborhood U of ∂A inside A, such that
lim
η→0
f(gη · Σ)− f(Σ)
η
=
∫
z:~∂A−
dz α(z)h(z) +
∫
z:~∂A−
d¯z¯ β¯(z¯) h¯(z¯) ∀ α, β ∈ ∆Af(Σ) (3.28)
for any (gη , η > 0) ∈ F(A), where h = ∂(gη : η > 0).
The class ∆Af(Σ) will be referred to as the holomorphic A-class of f at Σ. For any a ∈ Cˆ \ A,
there is a unique member of this class given by
{z 7→ ∆Aa;zf(Σ)} ∈ H<a (Cˆ \A) (3.29)
(here, z should be seen as a point on the abstract Riemann sphere). These will be called
holomorphic A-derivatives of f at Σ (and their complex conjugates ∆¯Aa;z¯f(Σ) := ∆
A
a;zf(Σ),
anti-holomorphic A-derivatives). In the case A = D and a = ∞, we simply have, in global
coordinates,
∆D∞;zf(Σ) =
1
2
∑
n≥0,s=±
z−n−1e−iπs/4fn,s. (3.30)
Note that (3.28) has an intuitive interpretation: it gives us the A-derivative in the direction
h in a form where h is essentially integrated along ∂A, as if we were “summing” over small
contributions from derivatives with respect to all points of the boundary of the domain A.
3.4 General properties
We first consider properties under change of coordinates on a neighborhood of Σ:
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Proposition 3.6 Let A be a simply connected domain and g : A ։ A′ a map connecting a A-
neighborhood of Σ to a A′-neighborhood of Σ′ = g ·Σ. Let f be a function on the A-neighborhood
of Σ, and define f ′ := f ◦ g−1. If f ′ is A′-differentiable at Σ′, then f is A-differentiable at Σ,
and
∆Af(Σ) = (∂g)2
(
∆A
′
f ′(Σ′)
)
◦ g. (3.31)
Proof. From (3.1), (3.2) and (3.22), we have, for (gη : η > 0) ∈ F(A),
lim
η→0
(f ′ ◦ g)(gη · g−1 · Σ′)))− (f ′ ◦ g)(g−1 · Σ′)
η
= lim
η→0
f ′((g ◦ gη ◦ g−1) · Σ′)− f ′(Σ′)
η
= ∇f ′(Σ′)Hgh
so that we find differentiability, with ∇f(Σ) = ∇f ′(Σ′)Hg. With Lemma 3.3, this completes the
proof.
Hence, the holomorphic A-class transforms like a quadratic differential. This transformation
property is purely a class property, and in fact, generically, no member function of this class,
“fixed” in some way, transforms like this. However, since the holomorphic A-derivative is a
(singular) quadratic differential on a complement domain, it does have a simple transformation
property under Mo¨bius maps g = G:
∆Aa;zf(Σ) = ∂G(z)
2∆A
′
G(a);G(z)f
′(Σ′). (3.32)
Note that in general, the position of the singularity changes.
We next address the question of the independence upon A of the directional derivative
∇hf(Σ) = ∇Af(Σ)h.
Proposition 3.7 Consider a function h ∈ H>(A)∩ H>(B) for two simply connected domains A
and B with A ∩B 6= ∅. If f is both A-differentiable and B-differentiable at Σ, then we have∫
z:~∂A−
dz αA(z)h(z) =
∫
z:~∂B−
dz αB(z)h(z) ∀ αA ∈ ∆Af(Σ), αB ∈ ∆Bf(Σ) (3.33)
so that in particular
∇Af(Σ)h = ∇Bf(Σ)h. (3.34)
Proof. First, let us consider the case where the complements of A and B have a non-empty
intersection, Cˆ \ A ∩ Cˆ \ B 6= ∅. Let us choose a point a ∈ Cˆ that is not in A ∪ B. Then,
we can form the family G = (gη : η > 0) ∈ F(A) ∩ F(B) such that h = ∂G by using (3.6) or
(3.7) as appropriate (depending on a). From Definition 3.4, we can write two relations like
(3.23) for exactly the same limit (the same left-hand side), using A-differentiability and B-
differentiability, so that we obtain (3.34). Moreover, from Corollary 3.5, we can also write two
relations like (3.28) for the same limit, and repeat the process with the replacement h 7→ ih.
Taking linear combinations in order to isolate the holomorphic part, we obtain (3.33).
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Now let us consider the case where the complements of A and B have empty intersection.
Then, the space H>(A) ∩ H>(B) is in fact H>(Cˆ), the six-dimensional space of functions of the
form (in global coordinates) h(z) = a+bz+cz2, a, b, c ∈ C. For any such h = ∂G we can form the
family G = {gη : η > 0} of global conformal transformations gη(z) = ((1 + ηb)z + ηa)/(1− ηcz).
This family is in F(C) for any simply connected domain C, in particular for C = A and C = B.
Hence, by the same reasoning as above, we obtain (3.33) and (3.34).
It is important to realize that in (3.33), generically, we are not merely making a change of
the integration contour: we are at the same time changing the function that is being integrated,
since in general αA(z) and αB(z) have different singularity structures outside of A ∩B.
It is instructive to look at some simple examples of holomorphic A-derivatives. In the case
A = Cˆ \ D, we may use the transformation property (3.31) with G(z) = 1/z, as well as the
expression (3.30). Let us introduce the functions Hn,s(z) = e
iπs/4zn for integers n < 0, as well
as the corresponding negative-index partial derivatives
fn,s = lim
η→0
f((id + ηHn,s) · Σ)− f(Σ)
η
(3.35)
which exist for all n ≤ 2 if f is Cˆ\D-differentiable. Writing G◦(id+ηHn,s)◦G = id−ηH2−n,s+
O(η2), and after a shift and change of sign of n, we obtain
∆
Cˆ\D¯
0;z f(Σ) = −
1
2
∑
n≤2, s=±
z−n−1e−iπs/4fn,s. (3.36)
Note that it is holomorphic on D except for a pole of order 3 at z = 0. In an entirely similar way,
using the scale transformation g(z) = rz for real r > 0, as well as a re-scaling of the parameter
η, we obtain the following formulae:
∆rD∞;zf(Σ) = ∆
D
∞;zf(Σ), ∆
Cˆ\rD
0;z f(Σ) = ∆
Cˆ\D
0;z f(Σ). (3.37)
These equalities have a generalization: a theorem that allows us to change the domain of
differentiability. It is based on the idea that if f is A-differentiable at Σ, then it should also be
B-differentiable at Σ for any B such that A ⊆ B, because small conformal transformations on
B necessarily produce small conformal transformations on A. This is true, and the following
proposition gives us also the relation between the holomorphic derivatives for different domains
of differentiability, for fixed f and Σ.
Proposition 3.8 If a function f is A-differentiable at Σ for some simply connected domain A,
then it is also B-differentiable at Σ for any simply connected domain B ⊇ A. Moreover we have,
for any a ∈ Cˆ \B,
∆Aa;zf(Σ) = ∆
B
a;zf(Σ). (3.38)
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Proof. Let us consider ∇hf(Σ) for any given h ∈ H>(B). Certainly, we also have h ∈ H>(A), so
that we can write (3.28) by A-differentiability. There, we can choose, for a as in the proposition,
α(z) = ∆Aa;zf(Σ) and its complex conjugate for β¯(z¯). Contour deformation from ∂A
− to ∂B−
can be performed since the singularity at a is never crossed. Using Corollary 3.5, we find B-
differentiability and α is in the holomorphic B-class. In particular, α(z) is the unique member
identified with ∆Ba,zf(Σ).
A simple corollary of Proposition 3.8 is the following statement.
Corollary 3.9 If a function f is both A-differentiable and B-differentiable at Σ for some simply
connected domains A and B whose complements have non-empty intersection, Cˆ \ (A ∪B) 6= ∅,
then
∆Ba;zf(Σ) = ∆
A
a;zf(Σ) (3.39)
for any a ∈ Cˆ \ (A ∪B).
Proof. By Proposition 3.8, we know that f is C-differentiable for any simply connected C that
includes A ∪ B. Then, from Proposition 3.8 again, ∆Aa;zf(Σ) = ∆Ca;zf(Σ) and ∆Ba;zf(Σ) =
∆Ca;zf(Σ).
This corollary is very close to Proposition 3.7 proved above, but does not directly imply it
and is not directly implied by it. Proposition 3.7 tells us about the equality of certain directional
derivatives (hence of the conformal derivatives on a subspace) for any simply connected domains
A and B with non-empty intersection; whereas Corollary 3.9 tells us about the equivalence of the
holomorphic derivatives (but the corresponding conformal derivatives may act on very different
spaces), with the requirement that the exteriors of A and B have non-empty intersection.
Let Ξf(Σ) be the set of all simply connected domains A such that f is A-differentiable at
Σ. Define an equivalence relation ≃ between elements of Ξf(Σ) by requiring that A ≃ B if they
are such that Cˆ \ A and Cˆ \ B have non-empty intersection, completing by transitivity. Then,
from the relation ≃ defined in Subsection 3.2 and from Corollary 3.9, we immediately find:
Corollary 3.10 Let A,B ∈ Ξf(Σ), and a ∈ Cˆ \ A, b ∈ Cˆ \ B. If A ≃ B, then ∆Aa,·f(Σ) ≃
∆Bb,·f(Σ).
We can partition the set Ξf(Σ) into equivalence classes Ξif(Σ) (parametrized by an index i)
under ≃, which we will call sectors. When there is no ambiguity, we will denote by [A] the sector
Ξif(Σ) such that A ∈ Ξif(Σ). If there is more than one sector in the partition, we will say that
the derivative of f at Σ is multi-partite; otherwise, we will say that it is complete. See figure 3
for an example.
For any sector Ξif(Σ), we can define the corresponding fundamental set ∩A∈Ξif(Σ)A. The
complement of this set in Cˆ is a region of holomorphy of the holomorphic derivative ∆Aa;zf(Σ)
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Figure 3: An example: Σ is the unit circle centered at 0, Ω is the space of smooth loops in Cˆ.
There are two natural sectors for the derivative of any differentiable function f at Σ: [A] and
[B]. The fundamental holomorphy region of the sector [A] is Cˆ \ D, and that of the sector [B]
is D.
for any A ∈ Ξif(Σ) (up to, possibly, a pole of order 3 at z = a), and will be called the
fundamental holomorphy region of the sector. Note that the fundamental set contains the non-
trivial singularity structure of the holomorphic derivatives, and that this singularity structure
is a characteristic of the sector.
3.5 Global stationarity and global holomorphic derivatives
The most important concept for the applications that we will be looking at is that of global
holomorphic derivative, or simply global derivative: it is the holomorphic derivative in the
cases where f is invariant under displacements of Σ by global conformal transformations in a
neighborhood of the identity. The holomorphic derivative ∆Aa;zf(Σ) then has no singularity at
a, and it does not depend on a or on the particular choice of the domain in the sector [A]. As
a consequence, the global derivative also enjoys simple transformation properties.
We will say that f is globally stationary at Σ if it is stationary at Σ along any one-parameter
subgroup of global conformal maps. We have:
Theorem 3.1 If f is A-differentiable at Σ for some simply connected domain A and globally
stationary at Σ, then the quadratic differential (as a function of z)
∆[A]z f(Σ) := ∆
A
a;zf(Σ) (3.40)
is independent of the choice of domain in the sector [A], and is independent of a ∈ Cˆ \ A, for
any A. Also, it is a non-singular quadratic differential on the fundamental holomorphy region
associated to that sector. For any given A, the unique member of the holomorphic A-class that
is non-singular on Cˆ \ A is ∆[A]z f(Σ).
Proof. If f is globally stationary at Σ, then ∇Af(Σ) ∈ H>∗⊥ (A). Hence, from (3.10), Corollary
3.10, and the fact ≃ is the usual analytic continuation for non-singular quadratic differentials,
the theorem follows.
27
The quadratic differential in this theorem is the global holomorphic derivative of f at Σ
associated to the sector [A]. From (3.32), we immediately obtain:
Theorem 3.2 Let A, A′, f , f ′, Σ and Σ′ be as in Proposition 3.6, with g = G : A ։ A′ a
Mo¨bius map. If f ′ is A′-differentiable at Σ′ and globally stationary at Σ′, then
∆[A]z f(Σ) = (∂G(z))
2∆
[A′]
G(z)f
′(Σ′). (3.41)
Proof. The assumptions of the theorem imply that f is globaly stationary at Σ, and from
Proposition 3.6, is A-differentiable at Σ. Hence, the global derivative of f at Σ exists by
Theorem 3.1. Equation (3.32) gives the result.
Since ∆
[A]
z f(Σ) is a quadratic differential, the content of the relation (3.41) is that the global
derivative of f ′ ◦ G at Σ can be obtained from that of f ′ at G(Σ) by conformally transporting
it by G, if G is a Mo¨bius map. This is completely analogous to the behavior of the operator
∂z (the derivative at a point), where a coefficient appears under a change of coordinates (z is
a coordinate). The coordinate-independent way to describe it is to discuss the operator h(z)∂z
where h is a (−1, 0)-differential. In our case, a change of coordinates around Σ is reproduced
by a conformal transport of the quadratic differential (note that we do not have to choose coor-
dinates on the Riemann sphere itself). Hence, the global holomorphic derivative is a derivation
on functions on the A∗-manifold in a neighborhood of Σ, which is not valued in quadratic dif-
ferentials, but rather in “moving” quadratic differentials, fixed once a coordinate system at Σ is
chosen. A coordinate-independent description could be one where coordinate systems around Σ
and on the Riemann sphere are tied together - but this provides an invariant definition under
Mo¨bius maps only. We will see below in what situation this can be made into a truly invariant
definition.
Note that if in fact f is invariant under global conformal transformations (not just station-
ary), then we can also use f ′ = f in (3.41). This relation then has another interpretation: it
indicates how to transport the quadratic differential under Mo¨bius transport of the points at
which we differentiate.
Using global derivatives, we can obviously write
∇hf(Σ) =
∫
z:~∂A−
dz h(z)∆[A]z f(Σ) +
∫
z:~∂A−
d¯z¯ h¯(z¯)∆¯
[A]
z¯ f(Σ) (3.42)
for any h holomorphic on A. Deforming the contours, the analytic properties of the global
derivative make it possible to relate it directly to the directional derivative in the direction
given by the vector field (in global coordinates)
h(w)(z) =
1
w − z (3.43)
for w ∈ Cˆ \A, w 6=∞. Indeed, we have
∇h(w)f(Σ) = ∆[A]w f(Σ) + ∆¯[A]w¯ f(Σ) (3.44)
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and the inverse equation can be written in different ways, for instance:
∆[A]w f(Σ) =
1
2
∑
±
e∓iπ/4∇e±iπ/4h(w)f(Σ) =
1
2π
∫ 2π
0
dθ e−iθ∇eiθh(w)f(Σ). (3.45)
This in fact suggests that we should define a regularized holomorphic derivative in general,
even if there is no global stationarity, as follows, in global coordinates on the Riemann sphere:
∆[A]z f(Σ) :=
(
∆Az;wf(Σ)− singular terms about w = z
)
w=z
= ∆A∞;zf(Σ) (if ∞ 6∈ A). (3.46)
The equality follows from Corollary 3.10: we simply have to evaluate, for w ∈ C in the fun-
damental holomorphy region associated to [A], the contour integral
∫
z:~∂A−
dz 1w−z∆
A
a;zf(Σ) in
two ways: putting a = ∞, or putting a = w. In both cases, the contour can be deformed to
a small contour surrounding w, giving the result stated. What we obtain is a function on the
Riemann sphere (here in global coordinates) that is not naturally a quadratic differential; further
it is not in general an element of an holomorphic A-class. However, it indeed specializes to the
global derivative (in global coordinates) when there is global stationarity. Naturally, Equations
(3.44), (3.45) hold as well when there is no global stationarity, using the regularized holomorphic
derivative.
We now introduce an object associated to the global derivatives that will turn out to play
an important role below. We know, by Proposition 3.6, that under the conditions of that
proposition, (∂g(z))2∆
[g(A)]
g(z) (f ◦ g−1)(g · Σ) = u(z) + ∆
[A]
z f(Σ) for some u ∈ H<(A). That is,
there is an object u that tells us how to transport the global derivative in order to reproduce
a change of coordinates around Σ under conformal maps that are not Mo¨bius. We refer to this
object as the A-connection of f at Σ associated to a conformal transformation g : A→ B, and
denote it by:
Θ[A]z;gf(Σ) := ∆
[A]
z f(Σ)− (∂g(z))2∆[g(A)]g(z) (f ◦ g−1)(g · Σ). (3.47)
This, as function of the point z on the Riemann sphere, defines a quadratic differential on A. It
tells us how to transform the global holomorphic derivative upon change of coordinates at Σ that
are not Mo¨bius maps – it is not simply a change-of-coordinate transformation of a quadratic
differential, but involves a supplementary term, a quadratic differential on the complement
domain.
Theorem 3.2 is simply saying that the A-connection is zero for Mo¨bius maps. Using the
analytic properties of the global derivative, the A-connection can be written in an integral form:
Θ[A]w;gf(Σ) =
∫
z:~∂A−
dz
w − z (∂g(z))
2∆
[g(A)]
g(z) (f ◦ g−1)(g · Σ) (w ∈ A). (3.48)
A similar integral form holds for the global derivative:
∆[A]w f(Σ) =
∫
z:~∂A−
dz
w − z (∂g(z))
2∆
[g(A)]
g(z) (f ◦ g−1)(g · Σ) (w ∈ Cˆ \ A). (3.49)
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From the definition of the A-connection, it is easy to derive its transformation property:
Θ
[A]
w;g1◦g2f(Σ) = Θ
[A]
w;g2f(Σ) + (∂g2(w))
2Θ
[g2(A)]
g2(w);g1
(f ◦ g−12 )(g2 · Σ). (3.50)
By the duality A ↔ Cˆ \ A in (3.10), it seems natural to interpret the A-connection in terms of
conformal Cˆ \ A-derivatives. Theorem 3.3 below, which is our main theorem for this section,
indeed gives the A-connection such an interpretation.
If we wanted to generalize (3.41) to any transformation g that is conformal on A, we would
obviously encounter problems in establishing the analytic structure on Cˆ \ A, since there g
is not analytically constrained. In order to resolve this, we rather attempt to generalize it
to transformations that are conformal on Cˆ \ A, i.e. outside A. We cannot directly use the
class transformation properties that we have introduced, because they hold for transformations
conformal on A. In effect, though, what we will use are similar transformation properties, but
for derivatives associated to doubly-connected domains (although we do not explicitly introduce
all the details of this kind of derivative). This is ultimately the reason, in the theorem below,
for asking for certain continuity properties of the derivatives: such continuity properties would
guarantee the existence of the doubly-connected-domain derivative.
Theorem 3.3 Consider two simply connected domains A and B such that Cˆ \ A ⊂ B (see,
e.g. figure 3). Consider a conformal map g : B ։ B′ connecting a A ∩ B-neighborhood of Σ
to a A′ ∩ B′-neighborhood of Σ′ = g · Σ, with A′ = Cˆ \ g(Cˆ \ A). Consider a function f on the
A ∩B-neighborhood of Σ, and define f ′ = f ◦ g−1. Suppose that:
1. f ′ is both A′-differentiable and B′-differentiable at Σ′ and globally stationary at Σ′;
2. all directional A′-derivatives (resp. B′-derivatives) exist uniformly on a B′-neighborhood
(resp. A′-neighborhood) of Σ′;
3. all directional A′-derivatives (resp. B′-derivatives) are B′-continuous (resp. A′-continuous)
at Σ′;
(in both points 2 and 3, one of the two possibilities only needs to be assumed). Then f is
A-differentiable at Σ, and for w ∈ Cˆ \A,
∆[A]w f(Σ)− (∂g(w))2 ∆[A
′]
g(w)f
′(Σ′) = Θ[B]w;gf(Σ). (3.51)
Proof. For simplicity, we consider only the case where neither A nor A′ ∩ B′ contain ∞, and
where w 6=∞. This is without loss of generality: it can always be achieved by applying a global
conformal transformation on the domains and by conjugating g by such a transformation. We
also use global coordinates. Let us consider the limit
lim
η→0
f(gη · Σ)− f(Σ)
η
= lim
η→0
f ′((g ◦ gη ◦ g−1) · Σ′)− f ′(Σ′)
η
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where (gη : η > 0) ∈ F(A), which we can write as gη = id + ηhη with hη → h ∈ H(A) compactly
on A. Writing g′η = g ◦ gη ◦ g−1 = id + ηh′η , we have that, for all η small enough, 1) g′η is
conformal on A′ ∩ B′η with B′η → B′ as η → 0, 2) h′η is holomorphic on A′ ∩ B′η, and 3) h′η
compactly tends to h′ = (∂g h) ◦ g−1 as η → 0. The theorem of appendix B shows that we can
write g′η = g
′
η;A ◦ g′η;B , where g′η;B is conformal on B′η and g′η;A is conformal on Cˆ \ g′η;B(Cˆ \A′).
It also shows that we have, for z ∈ A′ ∩B′η,
g′η;B(z) = z + η
∫
y:~∂(B′η)
−
dy
∂g′η;B(y)h
′
η(y)
g′η;B(y)− g′η;B(z)
g′η;A(z) = z + η
∫
y:~∂(A′)−
dy
∂g′η;B(y)h
′
η(y)
g′η;B(y)− z
.
Then, g′η;B tends to id as η → 0 (in the B′-topology). Hence, we find that (g′η;B : η > 0) ∈ F(B′)
and (g′η;A : η > 0) ∈ F(A′), with
∂(g′η;B : η > 0) =
∫
y:~∂(B′)−
dy
h′(y)
y − z =: h
′
A(z)
∂(g′η;A : η > 0) =
∫
y:~∂(A′)−
dy
h′(y)
y − z =: h
′
B(z).
Note that h′A(z) + h
′
B(z) = h
′(z) for z ∈ A′ ∩ B′, and that h′A ∈ H(A′) and h′B ∈ H(B′). Then,
we have
lim
η→0
f ′(g′η · Σ′)− f ′(Σ′)
η
= lim
η→0
f ′(g′η;A · g′η;B · Σ′)− f ′(g′η;B · Σ′)
η
+ lim
η→0
f ′(g′η;B · Σ′)− f ′(Σ′)
η
= ∇h′Af
′(Σ′) +∇h′Bf
′(Σ′) (3.52)
where we used uniformity of the existence of the limit limη→0
f ′(g′η;A·Σ˜)−f
′(Σ˜)
η for Σ˜ in a B
′-
neighborhood of Σ′, as well as B′-continuity of the resulting directional derivative ∇h′Af ′(Σ˜).
Clearly, we could as well have written g′η = g
′
η;B ◦ g′η;A, where g′η;A is conformal on A′ and g′η;B
is conformal on Cˆ \ g′η;A(Cˆ \ B′η). Repeating the process by essentially interchanging A and B,
we would obtain again the equation above, except that it would be under the conditions of the
uniform existence of the limit limη→0
f ′(g′η;B·Σ˜)−f
′(Σ˜)
η for Σ˜ in a A
′-neighborhood of Σ′, as well
as A′-continuity of the resulting directional derivative ∇h′Bf ′(Σ˜). Since both h′A and h′B are
continuous linear functionals of h′, we have shown A-differentiability of f at Σ.
Then, with (3.43) and w ∈ Cˆ \A, we have, using (3.45),
∆[A]w f(Σ) =
1
2
∑
s=±
e−isπ/4 lim
η→0
f(gη · Σ)− f(Σ)
η
where
gη(z) = z + ηe
isπ/4h(w)(z).
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Here, for lightness of notation, we keep the dependence on w and s implicit. Using the general
result (3.52), with h′ expressed in terms of h(w) instead of hη , this gives
∆[A]w f(Σ) =
∫
z:~∂(A′)−
dz h′A(z)∆
[A′]
z f
′(Σ′) +
∫
z:~∂(B′)−
dz h′B(z)∆
[B′]
z f
′(Σ′)
=
∫
z:~∂(A′)−
dz h′(z)∆[A
′]
z f
′(Σ′) +
∫
z:~∂(B′)−
dz h′(z)∆[B
′]
z f
′(Σ′)
=
∫
z:~∂A−
dz (∂g(z))2h(w)(z)∆
[A′]
g(z)f
′(Σ′) +
∫
z:~∂B−
dz (∂g(z))2h(w)(z)∆
[B′]
g(z)f
′(Σ′)
= (∂g(w))2 ∆
[A′]
g(w)f
′(Σ′) +
∫
z:~∂B−
dz (∂g(z))2h(w)(z)∆
[B′]
g(z)f
′(Σ′).
In the second step we used holomorphy of h′A on A
′ and of h′B on B
′, as well as the respective
holomorphy on complement domains of the global derivatives ∆A
′
z f
′(Σ′) and ∆B
′
z f
′(Σ′) along
with the behavior O(z−4) as z →∞ (we only need O(z−1)). In the last step, we evaluated the
first integral similarly using holomorphy. The theorem follows from (3.48).
Hence, the theorem gives us the somewhat surprising relation(
∆[A]w −∆[B]w
)
f(Σ) = (∂g(w))2
(
∆
[Cˆ\g(Cˆ\A)]
g(w) −∆
[g(B)]
g(w)
)
(f ◦ g−1)(g · Σ). (3.53)
This is surprising, because the quadratic differentials involved have very different analyticity
properties, and the derivatives involved are with respect to very differente families of conformal
maps. An immediate and useful consequence of the theorem is the following corollary.
Corollary 3.11 In the context of theorem 3.3, if the B′-derivative of the function f ′ at Σ′ is
zero, or equivalently if the B-derivative of f at Σ is zero (that is, if f ′ is B′-stationary at Σ′, or
equivalently if f is B-stationary at Σ), then
∆[A]w f(Σ) = (∂g(w))
2 ∆
[A′]
g(w)f
′(Σ′). (3.54)
That is, the quadratic-differential transformation property holds exactly in this case. Since A
and B have no exterior point in common, they can be in different sectors (as in the situations
that we will be considering), in which case this corollary is a somewhat non-trivial result (if A
and B are in the same sector, then the corollary is trivial because both sides vanish).
Formula (3.54) means that when there is domain stationarity, there is an invariant definition
of the conformal derivative whereby changes of coordinates on the A∗-local manifold that are
conformal on neighborhoods of Cˆ \ A, are tied with changes of coordinates of the quadratic
differential on the Riemann sphere. If there is invariance under transformations conformal on
B, instead of merely domain stationarity, then f ′ = f in (3.54). Hence, in this case we can
interpret the formula as a transport formula under such changes of coordinates: the quadratic
differential is transported in the natural way.
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Applications of formulas (3.51) and (3.54) to CFT and CLE indeed involve an interpretation
as transport equations, instead of change-of-coordinate equations. Assuming that f is also
A′-differentiable and globally stationary at Σ′, Equation (3.51) can be written
Γ[A]w;gf(Σ) := ∆
[A]
w f(Σ)− (∂g(w))2 ∆[A
′]
g(w)f(Σ
′) (3.55)
= Θ[B]w;gf(Σ)− (∂g(w))2∆[A
′]
g(w)(f − f ◦ g−1)(Σ′)
If there is no domain stationarity (let alone conformal invariance), this object still has a nice
interpretation in CFT. From the definition of Γ
[A]
w;gf(Σ) (3.55), it transforms as
Γ
[A]
w;g1◦g2f(Σ) = Γ
[A]
w;g2f(Σ) + (∂g2(w))
2Γ
[Cˆ\g2(Cˆ\A)]
g2(w);g1
f(g2 · Σ).
Moreover, Γ
[A]
w;gf(Σ) is holomorphic on the fundamental holomorphy region of the sector [A],
and it vanishes if g is a global conformal map and there is global invariance. If Γ
[A]
w;gf(Σ) is in
fact independent of Σ, then the analytic structure, transformation properties and vanishing for
global conformal maps can be solved by the Schwarzian derivative {g,w},
Γ[A]w;gf(Σ) =
c
12
{g,w}. (3.56)
It turns out that this form is explicitly observed in the example of the stress-energy tensor in
the next section (see Subsection 4.4), as well as in the example of the CLE construction in [11].
In these cases, c corresponds to the central charge of the model.
3.6 Other simple relations
Most of the usual properties of derivatives of course hold for conformal derivatives. For instance,
we have the chain rule for the holomorphic derivative ∆Aa;z: with a differentiable function F :
R→ R,
∆[A]a;z(F ◦ f)(Σ) = F ′(f(Σ))∆[A]a;zf(Σ). (3.57)
Moreover, it is also possible to study functions of many arguments: Σ = Σ1 × Σ2, for instance.
As usual, if 1) both partial derivatives of f with respect to Σ1 and Σ2 exist, 2) all partial
directional derivatives with respect to Σ1 exist uniformly in a neighborhood of Σ2, and 3) all
partial directional derivatives with respect to Σ1 are continuous at Σ2, then we have that f is
differentiable as a function of Σ, and that
∆
[A]
a;z |Σf(Σ) = ∆
[A]
a;z |Σ1
f(Σ1 ×Σ2) + ∆[A]a;z |Σ2f(Σ1 × Σ2). (3.58)
Here, we introduced the notation |Σ in order to indicate the argument with respect to which
the derivative is taken. Finally, the application to functions valued in a general real-linear
space is obtained by linearity. There is the usual subtlety when taking complex-valued functions
f : Ω→ C, as they can be seen as valued in the two-dimensional real-linear space R2 ∼= C, or in
the one-dimensional complex-linear space C. Since the conformal derivative itself is a real-linear
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operator, this does not lead to any ambiguity. But the holomorphic derivative extends the field
by mapping real-valued functions to complex-valued functions, hence can more naturally be seen
as a linear operator on the complex-linear space of complex-valued functions. That is, in the
natural definition
∆[A]a;zf(Σ) = ∆
[A]
a;z(Re ◦ f)(Σ) + i∆[A]a;z(Im ◦ f)(Σ), (3.59)
we may see the imaginary number i as an element of the field, not simply a basis element for
the linear space R2. The natural definition for the anti-holomorphic derivative simply takes the
complex conjugate of the real and imaginary parts separately:
∆¯
[A]
a¯;z¯f(Σ) = ∆¯
[A]
a¯;z¯(Re ◦ f)(Σ) + i∆¯[A]a¯;z¯(Im ◦ f)(Σ). (3.60)
4 Applications to CFT
4.1 Singularity structure and conformal Ward identities
Lie-group invariance in field theory often implies the existence of local fields satisfying local
conservations laws. Conformal invariance in two dimensions, in particular, leads to the existence
of the stress-energy tensor, whose conservation laws essentially imply that it must be composed
of two components: one holomorphic and one anti-holomorphic [1, 38] (for tutorials, see, for
instance, [2, 3]). In quantum field theory, conservation laws are broken at the locations of
other local fields, in a way that is exactly determined by their transformation properties – this
is encoded into the Ward identities. Accordingly, conformal Ward identities express the fact
that the stress-energy tensor, in conformal field theory, is not holomorphic/anti-holomorphic at
the location of other local fields: there are poles, whose coefficients are fixed by the conformal
transformation properties of these local fields [1, 38].
In general, the transformation properties of local fields can be written as
(g · O)(g(z)) =
∑
i
qi(∂g(z), ∂
2g(z), . . . , ∂ng(z))O(i)(g(z)), (4.1)
where qi(x1, x2, . . . , xn) are of the form x
αi
1 x¯
βi
1 times polynomials in x1, x¯1, x2, x¯2, . . . , xn, x¯n, and
the sum over i is finite. This has the meaning that if the model is considered on a domain C or
on the Riemann sphere C = Cˆ, then correlation functions are invariant,
〈
n∏
j=1
(g · Oj)(g(zj))〉g(C) = 〈
n∏
j=1
Oj(zj)〉C , (4.2)
for transformations g conformal on C (we use global coordinates and take the positions of the
fields to be different from∞ for simplicity). It is important that, by locality, the properties (4.1)
do not depend on the region C where the theory is considered, or on the boundary conditions.
Note that we obtain constraints on the correlation functions by taking g(C) = C; otherwise
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(4.2) can be seen as defining correlation functions on other domains of Cˆ (or on more general
open sets if g is multiply-valued on C), once they are known on some standard domain (say
C = H).
Let us denote by T (w) and T¯ (w¯), respectively, the fields representing the holomorphic and
anti-holomorphic components of the stress-energy tensor at the point w. In order to extract the
pole structure, one may use the formal relation4
(gη · O)(gη(z)) =
(
1 + η
∮
z
[
dwh(w)T (w) + d¯w¯ h¯(w¯)T¯ (w¯)
]
+ o(η)
)
O(z) (4.3)
expressing the fact that the contour integral of the stress-energy tensor generates infinitesimal
conformal transformations. Here, (gη : η > 0) ∈ F(A) for some domain A such that z ∈ A,
and h = ∂(gη : η > 0). In particular, if q(∂g(w), ∂
2g(w), . . .) = (∂g(w))δ(∂¯g¯(w¯))δ˜ (this is the
transformation property of primary fields of conformal dimensions δ and δ˜), one immediately
finds the pole structures
T (w)O(z) ∼ δ
(w − z)2O(z) +
1
w − z
∂
∂z
O(z), T¯ (w¯)O(z) ∼ δ˜
(w¯ − z¯)2O(z) +
1
w¯ − z¯
∂
∂z¯
O(z).
Relation (4.3) uniquely fixes the pole structure of T (w)O(z) (and its conjugate) at w = z for
any transformation properties (4.1).
Note that the stress-energy tensor itself transforms in a determined way [1]:
(g · T )(g(w)) = (∂g(w))2T (g(w)) + c
12
{g,w} (4.4)
(and similarly for the anti-holomorphic component) where {g,w} is the Schwarzian derivative:
{g,w} = ∂
3g(w)
∂g(w)
− 3
2
(
∂2g(w)
∂g(w)
)2
. (4.5)
The constant c is a characteristic of the CFT model under study (it is the central charge of the
Virasoro algebra satisfied by the modes of the stress-energy tensor).
4.2 Boundary conditions and extended conformal Ward identities
If one considers a CFT model on the Riemann sphere Cˆ, then it is possible to express fully
and exactly the effect of inserting the stress-energy tensor into a correlation function: the exact
function is deduced from the exact pole structure, along with holomorphy away from the poles
on the whole Riemann sphere [1]. For instance, if Oj are primary fields of conformal dimensions
4This relation may be made precise by understanding it as holding inside appropriate correlation functions, or
more algebraically as a relation in the context of vertex operator algebras.
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δj , δ˜j , then
〈T (w)
n∏
j=1
Oj(zj)〉Cˆ =
n∑
j=1
(
δj
(w − zj)2 +
1
w − zj
∂
∂zj
)
〈
n∏
j=1
Oj(zj)〉Cˆ
〈T¯ (w¯)
n∏
j=1
Oj(zj)〉Cˆ =
n∑
j=1
(
δ˜j
(w¯ − z¯j)2 +
1
w¯ − z¯j
∂
∂z¯j
)
〈
n∏
j=1
Oj(zj)〉Cˆ.
In order to actually fix the overall constant (allowed by holomorphy), one uses the fact that
correlation functions factorize at large distances (here we use the Euclidean distance), and that
the average of the stress-energy tensor on the plane C is 0 by rotation covariance.
If one considers a CFT model on domains in Cˆ, however, there is no immediate simple
formula, because the analytic structure of the stress-energy tensor outside the domain is not
fixed; rather, certain boundary conditions are fixed. Yet, on simply connected domains it is still
possible to obtain simple formulae, where the effect of the boundary conditions is obtained by
putting local fields outside of the domain of definition (the resulting formulae only depend on
the CFT model through the central charge, something that is true only for simply connected
domains). Indeed, in general, if the real line is a boundary component, then the boundary
condition along it was found by Cardy [13] to be simply T (x) = T¯ (x), x ∈ R. Hence, for
a CFT model on the upper half-plane H, we may analytically extend correlation functions
〈T (w)∏nj=1Oj(zj)〉H, as functions of w, towards the lower half-plane L, and fix the pole structure
there – this is a type of reflection property. The pole structure on L is simply given by the known
pole structure of 〈T¯ (w¯)∏nj=1Oj(zj)〉H found for w ∈ H, but with the variable w¯ replaced by w.
For instance, with primary fields we have
〈T (w)
n∏
j=1
Oj(zj)〉H =
n∑
j=1
(
δj
(w − zj)2 +
1
w − zj
∂
∂zj
+
δ˜j
(w − z¯j)2 +
1
w − z¯j
∂
∂z¯j
)
〈
n∏
j=1
Oj(zj)〉H.
Here again we used the fact that correlation functions factorize at large distances, and that
the average of the stress-energy tensor on H is 0 by covariance. Then, we can simply apply
a conformal transformation mapping H to any other simply connected domain, and use the
transformation property (4.4).
Since the transformation property (4.4) involves the Schwarzian derivative, in general the
insertion of the stress-energy tensor for models on simply connected domains C will involve a
“disconnected term”, equal to 〈T (w)〉C 〈
∏n
j=1Oj(zj)〉C . It is convenient to consider connected
correlation functions,
〈T (w)
n∏
j=1
Oj(zj)〉(c)C = 〈T (w)
n∏
j=1
Oj(zj)〉C − 〈T (w)〉C 〈
n∏
j=1
Oj(zj)〉C . (4.6)
Connected correlation functions transform as if the holomorphic component of the stress-energy
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tensor were a primary field of conformal dimensions 2, 0. That is, we have
(∂g(w))2〈T (g(w))
n∏
j=1
(g · Oj)(g(zj))〉(c)g(C) = 〈T (w)
n∏
j=1
Oj(zj)〉(c)C (4.7)
(∂¯g¯(w¯))2〈T¯ (g¯(w¯))
n∏
j=1
(g · Oj)(g(zj))〉(c)g(C) = 〈T¯ (w¯)
n∏
j=1
Oj(zj)〉(c)C .
Note that, in particular, we find
〈T (w)
n∏
j=1
Oj(zj)〉(c)H = 〈T (w)
n∏
j=1
Oj(zj)〉H, 〈T (w)
n∏
j=1
Oj(zj)〉(c)
Cˆ
= 〈T (w)
n∏
j=1
Oj(zj)〉Cˆ.
For models defined on multiply-connected domains C, there is no simple way of extracting
the exact stress-energy tensor insertions. This ultimately is due to the fact that the exact form,
in the multiply-connected case, depends on the boundary conditions on the various boundary
components. However, let us consider C to be a disk with circular holes inside it – this can
always be achieved by conformal transformations. In this case, it is possible to reduce the effect
of the boundary conditions to single isolated singularities in each of the components of the
complement Cˆ\C. Indeed, it is always possible to map conformally the disk or the complement
of any of its holes to H. Applying the boundary condition T (x) = T¯ (x), x ∈ R, by reflection
we can extend the region where the analytic structure is known beyond H – only poles will
appear. Mapping back to C, we have extended the region towards the exterior of the disk or the
inside of the holes. Since in order to map disks (or global transform thereof) to H we can use
global conformal transformations, there is no Schwarzian derivative involved, and no additional
singularity is incurred through the transformation properties of the local fields. Repeating the
process, we can extend the region up to single points (where poles accumulate) in each component
of Cˆ\C. At these points, additional singularities may be present. These additional singularities
contain all the information about the boundary conditions on each boundary component. For
instance, for the one-point function 〈T (w)〉C , we find analyticity everywhere except for such
single isolated singularities in each component of Cˆ \ C. For connected correlation functions,
however, we expect there to be no additional singularities: connected correlation function can be
evaluated exactly simply by adding the poles coming from the local fields and all their reflective
images (this is expected to form a convergent series).
The exact determination of connected correlation functions of the stress-energy tensor, in
terms of correlation functions not involving it, is what we will refer to as the extended conformal
Ward identities. In a sense, they not only tell us about the singularities produced by local fields,
but also about those associated to the domain boundary.
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4.3 Extended conformal Ward identities from conformal derivatives
We do not yet have all the tools to assess the multiply-connected case, but we may show how
the extended conformal Ward identities are expressed using conformal derivatives in the case
where the region of definition C is Cˆ or a simply connected domain thereof.
In order to apply conformal differentiability on connected correlation functions, we need to
specify the space Ω on which the correlation functions are seen to act. Let us fix a positive
integer n representing the fixed number of local fields in the correlation functions. Local fields,
in our context, are naturally seen as forming a linear space F over some ring of functions on
C; in this sense, then, the transformation properties (4.1) make any conformal transformation
g into an endomorphism of F . Since these transformation properties only involve finitely many
coefficients, it is sufficient to assume that F is finite-dimensional. Denote by D the space of
simply connected domains ∪{Cˆ}, that is, the regions of definition that we look at. We consider
2n+ 1-tuplets
Σ = (C; z1, . . . , zn;O1, . . . ,On) ∈ D × Cn ×F⊗n (4.8)
and take Ω to be the subspace determined by restricting zj ∈ C and zi 6= zj for i 6= j. Then,
clearly we define the function f : Ω→ C via
f(Σ) = 〈
n∏
j=1
Oj(zj)〉C . (4.9)
The family of conformal transformations acting on Ω that we consider is that of all maps
conformal on C, as well as all maps in a A-neighborhood of the identity for any simply connected
domain A ⊃ (Cˆ \ C) ∪ S for S = {z1, z2, . . . , zn} ⊂ C. The former set of maps acts on C in the
natural way, g · C = g(C), and the latter set may also be seen as acting on C: we define g · C
in this case to be Cˆ if C = Cˆ, and to be the simply connected domain bounded by g(∂C) and
containing {g(zj) : j = 1, . . . , n} otherwise (if g is near enough to the identity, it is single valued
on ∂C). Then, we define the action of g on Ω, for g as above, via
g · Σ = (g · C; g(z1), . . . , g(zn); g · O1, . . . , g · On). (4.10)
Note that this indeed gives an action consistent with the composition of conformal maps.
We have:
Theorem 4.1 With Σ, C and S as above, and with Cˆw = Cˆ \ N(w) where N(w) is a simply
connected open neighborhood of w in C \ S (see figure 4):
A. The Cˆw-global holomorphic derivative of f at Σ exists.
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Figure 4: The domain C (bounded by the bold circle and containing w, z1), and the domain Cˆw
(shaded area).
B. Connected correlation functions of the stress-energy tensor components on C can be ex-
pressed as global holomorphic derivatives of f at Σ:
〈T (w)
n∏
j=1
Oj(zj)〉(c)C = ∆[Cˆw]w f(Σ), 〈T¯ (w¯)
n∏
j=1
Oj(zj)〉(c)C = ∆¯[Cˆw]w¯ f(Σ). (4.11)
Proof. The initial observation is that, from CFT, correlation functions 〈∏nj=1Oj(zj)〉H and
〈∏nj=1Oj(zj)〉Cˆ are infinitely differentiable functions of {z1, z2, . . . , zn} ∈ R2n (for non-colliding
points zj lying in the domain of definition H or Cˆ). Along with (4.2), this implies that f is Cˆw-
differentiable. Note that by (4.2), we may in fact reduce the space of “inequivalent” correlation
functions (i.e. that are not related by a product of functions of the individual positions) to a
finite number of copies of open sets in H and C (the moduli space), so that Cˆw-differentiability
is essentially reduced to differentiability on a finite-dimensional manifold. Moreover, from (4.2)
we clearly have
f(g · Σ) = f(Σ) ∀ g conformal on C. (4.12)
In particular, we have global stationarity, hence by Theorem 3.1 the global derivative exists.
This proves A.
For the proof of B, first note that if C contains ∞, then ∆[Cˆw]w f(Σ) vanishes as w → ∞, so
that we have the correct asymptotic condition. The proof then involves three steps: showing
that ∆
[Cˆw]
w f(Σ) and ∆¯
[Cˆw]
w¯ f(Σ) transform in agreement with (4.7), showing that they have the
correct analytic structure for w ∈ C, and showing that for C = H, they satisfy the correct
boundary condition on R. Then, by the discussion above, the equalities follow.
It will sometimes be convenient to consider the real and imaginary parts of f separately; we
will denote by f the vector formed by these separated functions: f = (Re ◦ f, Im ◦ f).
The first step follows immediately from Theorem 3.2 in the case where C = Cˆ. Otherwise, it
uses Corollary 3.11 (which follows from Theorem 3.3) as follows. The invariance formula (4.12)
implies that for any g : B ։ B′ conformal on a domain B ⊃ C, we have that (f ◦ g)(Σ) =
f(Σ), this being true on a B-neighborhood of Σ, and also that f ◦ g is B-differentiable at Σ.
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Moreover, the conditions of Theorem 3.3, with A = Cˆw and B as said, are clearly satisfied.
These considerations in fact hold true for the real and imaginary parts of f independently (i.e.
hold for f). Replacing Cˆ \ g(N(w)) by Cˆg(w) (which we can of course do), we have
∆[Cˆw]w f(Σ) = (∂g(w))
2 ∆
[Cˆg(w)]
g(w) f(g · Σ). (4.13)
For simplicity, let us restrict to C = D. Let us write g(z) = g˜(rz) for some r < 1, and consider
g˜ conformal on C. The right-hand side of (4.13) exists at r = 1 and is continuous as r → 1−
for any fixed w ∈ C and Σ ∈ Ω. This is because the Cˆg(w)-neighborhood and Cˆg(w)-derivative
of f at g ·Σ exist for all r ∈ (0, 1], because g ·Σ represents, as a function of r, a continuous path
lying entirely in the moduli space for r ∈ (0, 1], and because we have infinite differentiability on
the moduli space (and recall that the moduli space is a manifold). Hence we may take the limit
r → 1− on both sides. Similar arguments may be provided for other choices of C, and we find
that (4.13) holds for all g conformal on C. Hence, it holds for f itself, in agreement with (4.7),
which concludes the first step.
For the second step, we write Σ = Σ0 ×Σ1 ×Σ2× · · · ×Σn, with Σ0 = C and Σj = (zj ,Oj).
The Cˆw-differentiability and continuity conditions leading to (3.58) certainly hold at Σ, hence
we have, for instance in the holomorphic case,
∆[Cˆw]w f(Σ) =
n∑
j=0
∆Cˆwa;w |Σjf(Σ).
Here, we may take a to be any fixed point in N(w). On the right-hand side, every term may
have a pole of order up to 3 at w = a (if ∞ ∈ Cˆw), but they cancel out since on the left-hand
side there is no such singularity. Hence, we may simply omit these singularities. Here, it is
convenient to simply subtract these singularities in each term on the right-hand side, hence to
use the regularized holomorphic derivatives. That is, we have
∆[Cˆw]w f(Σ) =
n∑
j=0
∆Cˆww |Σjf(Σ). (4.14)
For the first term, involving Σ0, note that we can extend the space of conformal maps acting on
C simply by omitting the requirement that they be conformal on S. Then, we see that we have
A-differentiability as function of Σ0 for any simply connected A such that ∂C ∈ A, so that the
first term provides a holomorphic contribution to ∆Cˆww f(Σ) for w ∈ C. If C = Cˆ, then obviously
no Σ0-derivative needs to be taken, so the first term is 0. Hence, the singularities in C may only
come from the derivatives with respect to Σj for j = 1, . . . , n. The conformal derivative formula
(3.28) can be written, in the case of the first factor Σ1 for instance, as
〈gη · O1(gη(z1))
n∏
j=2
Oj(zj)〉C (4.15)
= f(Σ) + η
∫
z:~∂Cˆw
dz h(z)∆
[Cˆw ]
a;z |Σ1
f(Σ) + η
∫
z:~∂Cˆw
d¯z¯ h¯(z¯) ∆¯
[Cˆw]
a¯;z¯ |Σ1
f(Σ) + o(η)
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for any {gη : η > 0} ∈ F(Cˆw). From (3.45) and the form of the coefficient functions qi in (4.1),
it is clear that only finite-order poles can occur, and, in Cˆ, only at w = z1, in the function
∆
[Cˆw]
a;z |Σ1
f(Σ) (except for the singularity at z = a). In order to establish exactly what these poles
are, we only have to compare (4.15) with (4.3). Since in (4.15) we may evaluate the contour
integrals by deforming them in Cˆw, we see that the singularity of ∆
[Cˆw]
a;z |Σ1
f(Σ) in Cˆw is uniquely
fixed by that of T (z)O1(z1), and we conclude that it is the correct singularity for the stress-energy
tensor. The singularity at the point w = a, outside Cˆw, is taken away in ∆
[Cˆw]
w |Σ1
f(Σ), without
affecting other singularities. Since similar statements hold for anti-holomorphic counterparts,
we find that ∆
[Cˆw]
w f(Σ) and ∆¯
[Cˆw]
w¯ f(Σ) have the correct pole structure in C. This concludes the
second step.
For the third step, let us specialize to C = H. We will show that
∆[Cˆw]w f(Σ) =
n∑
j=1
(
∆
[Cˆw]
w |Σj
+ ∆¯
[Cˆw]
w |Σj
)
f(Σ). (4.16)
Since the right-hand side is holomorphic on Cˆ \ (S ∪ S¯), the left-hand side may be analytically
extended to that region, and we may specialize to w ∈ R. There, by complex conjugation, we
see that ∆Cˆww f(Σ) = ∆¯
Cˆw
w f(Σ), hence putting together real and imaginary parts we obtain the
correct boundary condition on R.
In order to show (4.16), let us consider derivatives with respect to Σ0, and write, using (3.45),
∆
[Cˆw]
w |Σ0
f(Σ) =
∫ 2π
0
dθ e−iθ
2π
∇hw,θ |Σ0f(Σ)
where
hw,θ =
eiθ
w − z (θ ∈ R).
Consider gη(z) = z + ηhw,θ(z). We can find G′ = {g′η : η > 0} ∈ F(Cˆw¯) such that gη(R) =
g′η(R) ∀ η > 0. Indeed, for any gη there is a unique g′η conformal on H such that g′η(R) = gη(R),
with, for instance, the normalization g′η(z) ∼ z + O(1/z) as z → ∞. Consider Gη := g−1η ◦ g′η,
which is such that Gη(R) = R. For any fixed z away from w and w¯, g
′
η(z) and Gη(z) have
convergent Taylor expansions in η about η = 0. It is easy to see that with Gη(z) = z−ηeiθ/(w−
z) − ηe−iθ/(w¯ − z) + O(η2) we find g′η(z) = z − ηe−iθ/(w¯ − z) + O(η2). Hence, ∂G′ = −hw¯,−θ,
so that we have
∇hw,θ |Σ0f(Σ) = −∇hw¯,−θ |Σ0f(Σ).
We then get
∆
[Cˆw]
w |Σ0
f(Σ) = −
∫ 2π
0
dθ eiθ
2π
∇hw¯,θ |Σ0f(Σ) = −∆¯
[Cˆw¯]
w |Σ0
f(Σ).
But since ∆¯
[Cˆw¯]
w f(Σ) = 0 by (4.12), we obtain
∆
[Cˆw]
w |Σ0
f(Σ) =
n∑
j=1
∆¯Cˆww |Σj f(Σ),
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which, along with (4.14), shows (4.16).
The proof of Theorem 4.1 makes it clear that we can subdivide the action of the global
derivative into its action on the various arguments of the correlation functions. In particular, if
Dn(w) is the differential operator representing the pole structure of the holomorphic component
of the stress-energy tensor,
〈T (w)
n∏
j=1
Oj(zj)〉(c)C ∼ Dn(w)〈
n∏
j=1
Oj(zj)〉C ,
with on Cˆ
〈T (w)
n∏
j=1
Oj(zj)〉(c)
Cˆ
= Dn(w)〈
n∏
j=1
Oj(zj)〉Cˆ,
then we have on simply connected domains C
〈T (w)
n∏
j=1
Oj(zj)〉(c)C =
(
Dn(w) + ∆
Cˆw
w |C
)
〈
n∏
j=1
Oj(zj)〉C ,
where the regularized holomorphic derivative acts on C in the way explained above (i.e. it acts
on ∂C by conformal transformations). For instance, with primary fields, and re-writing the
regularized holomorphic derivative as an integral, we have
〈T (w)
n∏
j=1
Oj(zj)〉(c)C =

 n∑
j=1
(
δj
(w − zj)2 +
1
w − zj
∂
∂zj
)
+
∫
z:−~∂C−
dz
1
w − z∆
Cˆw
z |C

 〈 n∏
j=1
Oj(zj)〉C .
(4.17)
In this form, it is apparent that the boundary of the domain of definition can be considered
as a “continuum of zero-dimensional primary fields”, where ∆Cˆwz |C can be interpreted as the
holomorphic derivative with respect to the part of the boundary near z.
4.4 One-point average
It is well known [38] that the one-point average of the stress-energy tensor on a domain C can
be expressed via a variation of the partition function ZC on C under a metric change, in a
neighborhood of the flat, Euclidean metric (see (C.8)). This seems to point to an expression of
the one-point average in terms of a conformal derivative. It turns out that the global holomorphic
derivative ∆Cˆww used to reproduce the extended conformal Ward identities above can be used to
reproduce as well the one-point average. However, the one-point average cannot simply be the
global derivative of a partition function: the latter is not globally stationary in general. There is
a particular ratio of partition functions, which we call relative partition function, that is globally
stationary (in fact, globally invariant). This paticular ratio is inspired by results in the context
of CLE [11], where a relative partition function is defined using CLE renormalized probability
functions.
42
D
C
w
Figure 5: The domains C and D (bounded by the bold circles and with w ∈ D ⊂ C), and the
domain Cˆw (shaded area), in formula (4.19).
The relative partition function Z(C|D), depending on two domains C and D with D ⊂ C,
is defined as
Z(C|D) =
ZCZCˆ\D
ZC\D
(4.18)
(up to a constant factor). Our main formula in this subsection is that the one-point average can
be expressed as
〈T (w)〉C = ∆[Cˆw]w | ∂C∪∂D logZ(C|D) (4.19)
for w ∈ D (see figure 5).
The derivative is taken with respect to ∂C ∪ ∂D, where the action of conformal maps in a
Cˆw-neighborhood of id is by conformal transformation of the set ∂C ∪ ∂D (the transformed set
can then be interpreted as boundaries of two new simply connected domains C ′ and D′ with
D′ ⊂ C ′). In particular, the result of the derivative is independent of the domain D. This means
that, in general, correlation functions can be expressed as
〈T (w)
n∏
j=1
Oj(zj)〉C = Z(C|D)−1∆[Cˆw]w |Σ×∂D
(
Z(C|D)f(Σ)
)
where the derivative is with respect to Σ (4.8) (which includes C, with an action on ∂C in
agreement with that above) and ∂D, and conformal maps act on Σ × ∂D as g · (Σ × ∂D) =
g · Σ × g(∂D), with g · Σ as in (4.10). By the transformation property (4.4), we see that the
global derivative in (4.19) transforms in agreement with (3.55) and (3.56), where c is the central
charge. The derivation of (4.19) is reported in appendix C; it is based on CFT arguments,
and is far from being of mathematical rigor5. A more mathematically rigorous derivation for
corresponding objects in the context of CLE is found in [11].
5 Conclusions
In the present paper, we have developed the notion of derivative on groupoids of conformal
maps with (almost) a local manifold structure near to the identity. The main conclusion is that
5This derivation appeared already in the preprint [11].
43
some fundamental aspects of CFT appear naturally in this general geometric context. More
precisely, our first main result is that such a derivative, when there is global stationarity, can be
described using an object with a clean analytic structure and simple transformation properties
under conformal maps. Our second main result is that this object is, in fact, intimately related
to the stress-energy tensor: it exactly reproduces the extended conformal Ward identities (the
conformal Ward identities and the boundary conditions) for connected correlation functions.
We also provided arguments indicating that it also reproduces the one-point averages of the
stress-energy tensor.
Natural paths for extending and applying this work include: studying the full differentiable
manifold of conformal maps (i.e. not just around the identity); extending to higher derivatives
and stress-energy tensor descendants (a first part of which was done in [36]); generalizing to
manifolds involving Lie groups so as to connect with other holomorphic symmetry currents in
CFT; applying the formalism to deduce the form of the stress-energy tensor and other symmetry
currents in other probabilistic theories connected to CFT (e.g. the Gaussian field); analyzing
derivatives of functions characterizing other mathematical objects that may have close links with
conformal maps; generalizing to a description of massive QFT.
Acknowledgments
I would like to thank D. Bernard and J. Cardy for asking questions in August 2008 that
led to the present work, as well as C. Hagendorf, K. Kytola and, in particular, D. Meier for
encouragements and helpful discussions. I also acknowledge support form an EPSRC First
Grant, “From conformal loop ensembles to conformal field theorey” EP/H051619/1.
A Proof of structure of the continuous dual H∗
We give an elementary proof of lemma 3.1.
Proof. Certainly, the set {ΥHn,s : n = 0, 1, 2, . . . , s = ±} is part of the characterisation of Υ.
Consider h(N) =
∑
n=0,...,N, s=± cn,sHn,s. Then Υh
(N) is given by (3.14) by linearity. But since
limN→∞ h
(N) = h in H, we have limN→∞Υh
(N) = Υh by continuity. This shows (a).
If {an,s : n = 0, 1, 2, . . . , s = ±} is a series of coefficients for some h, an,s = cn,s(h), then
so is any reassignment of signs of the an,ss, because of absolute convergence of Taylor series
in the disk of convergence. Hence, convergence of the r.h.s. of (3.14) implies that (3.18) is
true (with bn,s = ΥHn,s) for all Υ ∈ H′. Suppose that we have a sequence of nonnegative reals
{bn,s : n = 0, 1, 2, . . . , s = ±} such that the following is not true: ∃C > 0, r ∈ [0, 1) | ∀n ≥ 0, s =
± : bn,s ≤ Crn. That is, suppose that ∀C > 0, r ∈ (0, 1) : ∃n, s | bn,s > Crn. Let us construct
the function C(r) = 1/(1− r), and the function n(r) that gives the smallest nonnegative integer
such that bn(r),s > C(r)r
n for some s. Since C(r) → ∞ as r → 1−, then the sequence N of
44
strictly increasing integers that n(r) takes as r → 1− is an infinite sequence. We also consider
the sequence S of the doublets (n, s) for all n ∈ N , with the corresponding values of s such that
bn(r),s > C(r)r
n. Let us construct the sequence with elements an,s given by 1/bn,s for (n, s) ∈ S,
and 0 otherwise. For any given n, there is a r ∈ (0, 1) such that an,s < C(r)−1r−n < r−n;
moreover, as n increases, this r increases. Then, for any r0 ∈ (0, 1), we have that an,s < r−n0 for
all n large enough. Hence, an,s = cn,s(h) for some h ∈ H, because
∑
n,s an,sHn,s(z) converges for
any |z| < r0. On the other hand, the series
∑
n,s an,sbn,s diverges (is infinite) because an,sbn,s = 1
for (n, s) ∈ S and 0 otherwise, and S is an infinite sequence. This shows that if (3.18) holds,
then ∃C > 0, r ∈ (0, 1) | ∀n ≥ 0, s = ± : |bn,s| ≤ Crn. As a consequence, any Υ ∈ H′ gives rise
to a function γ in (3.15) that is holomorphic on Cˆ \ D. This shows (b).
Since then (3.17) gives rise to the correct action of Υ on the basis, and gives rise to a
continuous mapping, by (a) it is true that the class C completely characterizes any Υ ∈ H′. If
two functions w1 and w2 are both in C, then w1 − w2 is holomorphic on D, and if additionally
both are holomorphic in Cˆ \ D, then w1 − w2 is holomorphic on Cˆ. Since w1(∞)− w2(∞) = 0,
it must be that w1 − w2 = 0. Suppose the relation (3.17) holds for all h, and both for α = α1
and for α = α2. We can always isolate the holomorphic part by taking linear combinations of
the cases with h and with ih, so that by subtracting, we have
∫
z:~∂D−
dz h(z) (α1(z)−α2(z)) = 0
for all h ∈ H. Since α1 − α2 is holomorphic on an annulus with ∂D as part of its boundary,
we can write (by Cauchy’s integral formula) α1 − α2 = w1 + w2 where w1 is holomorphic on
D, and w2 is holomorphic on Cˆ \ D (i.e. in a neighborhood of this closed set). We are left with∫
z:~∂D−
dz h(z)w2(z) = 0. Taking h(z) = z
n for n = 0, 1, 2, 3, . . ., we show that all coefficients of
the Taylor expansion of w2(z) about ∞ are zero, hence that w2 = 0. Hence, α1 − α2 = w1 ∈ H,
so that α1 and α2 are in the same class. A similar argument holds for β. Thanks to (b), this
shows (c), and then immediately implies (e).
Since any sequence {ΥHn,s : n = 0, 1, 2, . . . , s = ±} with the condition that ∃C > 0, r ∈
(0, 1) | ∀n ≥ 0, s = ± : |ΥHn,s| ≤ Crn gives rise to a function (3.15) holomorphic on Cˆ \ D,
hence to a continuous functional, and since this condition is a consequence of (3.18), this shows
that (3.18) is sufficient. Since (3.18) was shown to be necessary above, this completes the proof
of (d).
B Factorisation of conformal maps on annular domains
In this appendix, we work out one result that is needed in the proof of Theorem 3.3. In order
to make the derivation clearer, we will employ a simpler notation than what is used in that
proof. Consider two simply connected domains A and B such that Cˆ \ A ⊂ B; then A ∩ B is
an annular domain of Cˆ. If a conformal map g on A ∩B is near enough to the identity, then it
can be factorized: we can write it as a composition gA′ ◦ gB of a map gB conformal on B and a
map gA′ conformal on A
′ = Cˆ \ gB(Cˆ \ A). We express this result more precisely as follows (we
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will use the phrase winding annular subdomain of an annular domain D to designate an annular
subdomain C ⊂ D that separates the boundary components ∂D).
Theorem6
I. Consider two simply connected domains A and B such that Cˆ \ A ⊂ B. For any compact
subset α ⊂ A∩B that contains some winding annular subdomain of A∩B, there exists a r > 0
such that any map g conformal on A ∩B satisfying:
1. max
(
d(g(z), z) : z ∈ α) < r where d(·, ·) is the distance in the round metric on the Riemann
sphere,
2. there are open neighborhoods NA ⊂ A ∩ B of ∂A and NB ⊂ A ∩ B of ∂B such that
g(NA) ∩ g(NB) = ∅,
is factorizable: there exist a map gB conformal on B and univalent on Cˆ \ A, and a map gA′
conformal on A′ = Cˆ \ gB(Cˆ \A), such that
g = gA′ ◦ gB (B.1)
on A ∩B.
We may always simplify the problem by considering, instead of g, the map g ◦ G2 for some
fixed Mo¨bius map G2. Hence, we may assume without loss of generality that ∞ 6∈ A ∩B (in
fact we may take B = D). Likewise, we may consider, instead of g, the map G1 ◦ g for some
fixed Mo¨bius map G1; then we may assume without loss of generality that ∞ 6∈ g(A ∩B). We
will assume these two properties. Further, we may replace the round-metric distance d(·, ·) by
the plane distance | · − · |; we will do this in the following.
Then, we can also modify the maps gB and gA′ without changing g by writing g = gA′ ◦
G−1 ◦G◦gB with G another Mo¨bius map. Thanks to this, we can assume without loss generality
that 1) if ∞ ∈ B, then gB(w) = w + O(1/w) as w → ∞, and 2) if ∞ ∈ A, then ∞ ∈ A′ and
gA′(w) = w + O(1/w) as w → ∞ (note that ∞ is contained in A or B, but not both, by our
previous assumption).
II. By choosing g, gB and gA′ as above, the following integral equations hold:
gB(z) = z +
∫
y:~∂B−
dy
∂gB(y) (g(y) − y)
gB(y)− gB(z) (z ∈ B) (B.2)
gA′(z) = z +
∫
y:~∂A−
dy
∂gB(y) (g(y) − y)
gB(y)− z (z ∈ A
′). (B.3)
6There is a more general theorem of factorization, not needing the smallness condition of g; a proof of this
more general theorem using the uniformization theorem for Riemann surfaces can be found in [40], and earlier
proofs in [39, 41]. But the present theorem is sufficient, and its present proof has some content which may be of
interest besides the particular problem at hand.
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The right-hand side of (B.2) should be understood as the analytic continuation of an expression
with contour and argument in a subdomain of B where gB is univalent.
Proof
We may consider A ∩B and g satisfying the assumptions above, and look for r and α such
that the point 1 of part I holds.
Let us first prove that with an appropriate choice of r, there must be a winding annular
subdomain C of A ∩B where g is univalent.
The minimal distance between ∂B and ∂A is finite and non-zero. Let us choose r > 0 such
that α ⊂ A∩B contains the closure of a winding annular subdomain C ′ ⊂ A∩B with the minimal
distance between the two components of ∂C ′ being greater than 4r. Then, with |g(z)−z| < r for
z ∈ α, we now show that the map g is univalent on the winding annular subdomain C with ∂C
at every point a distance 2r from ∂C ′. Indeed, suppose it is not univalent there. Then consider
z1, z2 ∈ C such that g(z1) = g(z2) and z1 6= z2. Consider also a smooth, simple, unwinding
curve γ ∈ C from z1 to z2. Then g(γ) is a smooth loop a distance less than r away from C. The
loop g(γ) may have double or higher order points; if it does, we look at the pre-image of these
points on γ and choose new z1 and z2 such that g(γ) is a simple loop. Then, there must be parts
of the boundary of g(C ′) on both simply connected components of Cˆ \ g(γ). This is because
g−1 is conformal in a neighborhood of the loop g(γ), hence can be analytically continued from
there, and is doubly valued in a neighborhood of g(z1) = g(z2). Hence the analytic continuation
in any simply connected component of Cˆ \ g(γ) must give rise to a branch point, which would
map to a non-conformal point of g. This has to be shielded by the boundary of g(A∩B), hence
also by the boundary of g(C ′). Since, then, there are parts of the boundary of g(C ′) on both
simply connected components of Cˆ \ g(γ), and since the loop is a distance less than r from C,
hence more than r from ∂C ′, this means that parts of the boundary ∂C ′ are mapped further
away than a distance r, a contradiction with the condition |g(z) − z| < r for z ∈ α.
Suppose that we find a factorization g = gA˜′ ◦gB˜ on C = A˜∩ B˜, where g is univalent, instead
of a factorization (B.1) on A ∩ B (with A˜ ⊂ A and B˜ ⊂ B simply connected domains, and
A˜′ = Cˆ \ gB˜(Cˆ \ A˜)). Suppose also that gB˜ is univalent on B˜. Clearly, then, gA˜′ = g ◦ g−1B˜ is
univalent on the annular domain A˜′ ∩ gB˜(B˜), hence on A˜′.
Then, we may extend the factorization to one that is valid on the whole A ∩ B by analytic
continuation.
Indeed, the definition gA′′ = g ◦ g−1B˜ agrees with gA˜′ on A˜′ ∩ gB˜(B˜), and extends analytically
(but not necessarily univalently) to A′′ ∩ gB˜(B˜) with A′′ = Cˆ \ gB˜(Cˆ \ A), since ∂A′′ ⊂ gB˜(B˜),
g−1
B˜
(∂A′′) = ∂A, and g is conformal on A∩ B˜. We will use the same symbol gA′′ for the resulting
analytic map extended to all of A′′. The conformality conditions ∂g(z) = ∂gA′′(gB˜(z))∂gB˜(z) 6= 0
and ∂gB˜(z) 6= 0 for z ∈ A ∩ B˜ further guarantee that gA′′ is in fact conformal on A′′.
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Hence we have a factorization g = gA′′ ◦gB˜ on A∩ B˜. The definition gB = g−1A′′ ◦g agrees with
gB˜ on A∩ B˜, and we may try to extend it analytically (but not necessarily univalently) to A∩B.
The two possible obstructions are if g maps B \ B˜ outside of gA′′(A′′), the domain of g−1A′′ , or
if the analytic continuation is multiply-valued because of the (possible) multiple-valuedness of
g−1A′′ . But gA′′((∂A
′′)−) is g(∂A−), hence the second condition in part I of the theorem guarantees
g(B \ B˜) to be in gA′′(A′′). Moreover, the analytic continuation will be unique, because two
topologically different paths in gA′′(A
′′) between two given points must cross gA′′((∂A
′′)−), and
single-valuedness of g on C as well as the second condition of part I of the theorem forbids
the image under g of any path in B \ B˜ to cross gA′′((∂A′′)−). We will use the same symbol
gB to designate the resulting analytic map extended to all of B. The conformality conditions
∂g(z) = ∂gA′′(gB(z))∂gB(z) 6= 0 and ∂gA′′(gB(z)) 6= 0 for z ∈ A ∩B further guarantee that gB
is in fact conformal on B.
Finally, gB = gB˜ on Cˆ \ A so that gB is univalent on Cˆ \ A as well, and so that A′′ = A′.
Then, we recover the factorization (B.1) (renaming gA′′ = gA′) for the full domain A ∩B.
Hence, it is sufficient to assume g to be univalent on A∩B. Moreover, by analytic continuation
arguments as above, we may assume that both ∂A and ∂B are smooth, by replacing A and B
by appropriate subdomains. Then, we are looking for a factorization (B.1) for gB : B → B′
conformal univalent on B and gA′ conformal (and hence also univalent) on Cˆ \ gB(Cˆ \ A).
Let us write
g(z) = z + h(z). (B.4)
Certainly, h is holomorphic on A ∩ B. Suppose that for two conformal maps gB (univalent
conformal on B) and gA′ (univalent conformal on A
′), the following equations hold:
gB(z) = z +
∫
y:~∂B−
dy
∂gB(y)h(y)
gB(y)− gB(z) (z ∈ B) (B.5)
gA′(z) = z +
∫
y:~∂A−
dy
∂gB(y)h(y)
gB(y)− z (z ∈ A
′). (B.6)
Then we have, for z ∈ A ∩B,
gA′(gB(z)) = gB(z) +
∫
y:~∂A−
dy
∂gB(y)h(y)
gB(y)− gB(z) .
Replacing the term gB(z) by its expression (B.5), we find
gA′(gB(z)) = z +
∫
y:~∂(A∩B)−
dy
∂gB(y)h(y)
gB(y)− gB(z) = z + h(z) = g(z)
where the second equation is obtained by Cauchy’s theorem. Hence, if the integral equation (B.5)
has a univalent conformal solution on B, and that the resulting gA′ from (B.6) is conformal on
A′, we have found a factorization. This factorization has the properties required for part II of
the theorem, hence this would also prove part II.
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The integral equation for gB can be written for its inverse g
−1
B as follows (with B
′ = gB(B)):
g−1B (z) = z −
∫
y:~∂(B′)−
dy
h(g−1B (y))
y − z (z ∈ B
′). (B.7)
From there, it is obvious that g−1B is holomorphic on B
′−{∞} (with the correct behavior around
z =∞), and we only need to check that ∂g−1B (z) 6= 0 there and that g−1B is univalent on B′.
We now show that for h “small enough” (as in the theorem), there is a solution giving gB
and gA′ with the right properties.
The first part of the strategy is essentially to show that the process of solving the integral
equation (B.7) recursively, starting with g−1B (z) = z, converges to a holomorphic function. Let
us write
(g−1B )n(z) = z +Rn(z)
with R0(z) = 0 and
Rn+1(z) = −
∫
y:~∂B˜
dy
h(y +Rn(y))
y − z (B.8)
for some simply connected domain B˜ ⊂ B (different from the B˜ in the first part of the proof).
Clearly, Rn+1(z) is holomorphic for z in a neighborhood of B˜, if y+Rn(y) ∈ A∩B for y ∈ ∂B˜.
Let us denote by |Rn| the supremum of |Rn(z)| for z ∈ B˜. Let us choose B˜ as well as another
simply connected domain A˜ ⊂ A in such a way that A˜ ∩ B˜ is a non-empty winding annular
subdomain of A ∩ B, and that the smallest distance S between ∂B˜ and ∂B is the same as the
smallest distance between ∂A˜ and ∂A. Let us also choose a number a ∈ (0, S), and denote
S − a = R > 0. Then, if |Rn| < R we indeed find y +Rn(y) ∈ A ∩B for y ∈ ∂B˜. We will show
by induction that for h small enough on A ∩ B, the condition |Rm| < R for all m ≤ n implies
|Rn+1| < R, which shows that Rn is holomorphic on a neighborhood of B˜ for all n.
Let us then assume that |Rm| < R for all m ≤ n, and consider the differences δn(z) =
Rn+1(z)−Rn(z). They satisfy
δn(z) = −
∫
y:~∂B˜
dy
h(y +Rn(y))− h(y +Rn−1(y))
y − z .
We now bound the integral involved. For a function j holomorphic on A˜ ∩ B˜, where |j(z)|
has a finite supremum denoted by |j|, we can always bound the absolute value of the integral∫
y:~∂B˜
dy j(y)/(y − z) by ℓ|j|/d(z) for z ∈ B˜ − A˜, where ℓ is the length of ∂B˜ and d(z) is the
distance from z to ∂B (we imagine taking an integration path along ∂B−). For z ∈ A˜ ∩ B˜,
we can move the integration path away from z before bounding the absolute value, and we can
always keep it far enough by bringing it through z if necessary and taking the residue at y = z.
More precisely, take γ ⊂ A˜∩ B˜ to be the curve at all points equidistant to ∂A˜ and ∂B˜. Consider
the components C+ and C− of Cˆ \ γ = C+ ∪ C−, the first containing the domain B˜ − A˜. For
z ∈ C+, we could still take the integration path to be ∂B˜−; for z ∈ C−, we could take the
integration path to be ∂A˜−. In the first case, the bound is still ℓ|j|/d(z); in the second case, it
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is ℓ′|j|/d′(z) + |j| with ℓ′ the length of ∂A˜ and d′(z) the distance from z to ∂A˜. We can define
the function q(z) by absorbing all factors:
q(z) =
{
d(z)/ℓ z ∈ C+
d′(z)/(ℓ′ + d′(z)) z ∈ C− ∩ A˜ ∩ B˜.
Then, we have ∣∣∣∣
∫
y:~∂B˜
dy
j(y)
y − z
∣∣∣∣ ≤ |j|q(z) .
Note that q(z) is an increasing function for z ∈ B˜ − A˜ going away from B˜ ∩ A˜, and that it has
an infimum on B˜ that is greater than 0, i.e.
q := inf(q(z) : z ∈ B˜) ≥ min
(
d
2ℓ
,
d
2ℓ′ + d
)
.
where d is the smallest distance between ∂A˜ and ∂B˜.
In our case, we have j(y) = h(y +Rn(y))− h(y +Rn−1(y)). We write this as
(Rn(y)−Rn−1(y))
∮
dx
h(x)
(x− y −Rn(y))(x − y −Rn−1(y) .
We can take the x contour to be the oriented boundary ~∂X of the winding annular subdomain
X of A ∩ B which is such that ∂X is at each point a distance a/2 +R from A˜ ∩ B˜. Then, for
y ∈ A˜ ∩ B˜, we can bound the absolute value of the contour integral by LX |h|X/(a/2)2 where
LX is the length of ∂X, and |h|X is the supremum of |h(z)| on X. Hence, we have
|j(y)| ≤ γX |h|X |δn(y)|
where γX = 4LX/a
2. Then, we find, for z ∈ B˜,
|δn(z)| ≤ γX |h|X |δn−1|
q(z)
where |δn| is the supremum of |δn(z)| for z ∈ A˜∩B˜. Since d(z) increases as z ∈ B˜ goes away from
A˜ ∩ B˜, the number |δn| is also the supremum of |δn(z)| for z ∈ B˜. Solving for this supremum
(because by assumption, the bound holds for smaller n as well), this gives
|δn| ≤
(
γX |h|X
q
)n
|δ0|.
For |h|X small enough so that
γX |h|X < q, (B.9)
we can now bound |Rn+1|:
|Rn+1| ≤
n∑
m=0
|δm| ≤
∞∑
m=0
(
γX |h|X
q
)m
|δ0| ≤ |δ0|
1− γX |h|Xq
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and since |δ0| = |R1|, we have, using the previous method and R1(z) =
∫
y:~∂B˜ dy
h(y)
y−z ,
|δ0| ≤ |h|
q
where |h| is the supremum of h(z) on A˜ ∩ B˜. Hence, we find the bound
|Rn+1| ≤ |h|
q − γX |h|X ≤
|h|X
q − γX |h|X .
Then, for
|h|X
q − γX |h|X < R (B.10)
we indeed find that |Rn+1| < R, which completes the induction. Note that given the domains
A,B, A˜, B˜ and the number a, the quantities γX , q and R are fixed, as well as the domain X
determining where the supremum of |h(z)| is taken. Condition (B.10) can be solved for |h|X ,
giving
|h|X < q
γX +R−1 . (B.11)
Hence, this condition is stronger than (B.9), so is sufficient.
Now we can show that with (B.11) (in fact, only (B.9) is required), Rn converge uniformly
as n→∞ on B˜, implying that there is a holomorphic solution to (B.7) with B′ replaced by B˜.
Indeed, we have that the sequence δn(z) : n = 0, 1, 2, 3, . . . converges uniformly and exponentially
to 0 for z ∈ B˜. Hence, the series R∞(z) =
∑∞
n=0 δn(z) also converges uniformly for z ∈ B˜
(because the remainder of the mth partial sum satisfies |∑∞n=m δn(z)| ≤ |δ0|(γX |h|X/q)m/(1 −
γ|h|X/q)→ 0 as m→∞ uniformly for z ∈ B˜). Hence, the limit of the sequence of holomorphic
functions Rn : n = 0, 1, 2, 3, . . . is a function R∞ that is holomorphic on B˜, and bounded on B˜
by
|R∞| < |h|X
q − γX |h|X < R. (B.12)
The limit can be taken on both sides of (B.8), and uniform convergence gives the result.
Let us now consider the function
g−1B (z) = z +R∞(z), (B.13)
which solves (B.7) (with B′ replaced by B˜). This function is not only holomorphic, but also
conformal on B˜ for all |h|X small enough (possibly smaller than the bound (B.11)). Indeed, we
can bound the absolute value of ∂R∞(z) by bounding∣∣∣∣
∫
y:~∂B˜
dy
R∞(y)
(y − z)2
∣∣∣∣
using similar techniques as those above, and using (B.12); this guarantees that for |h|X small
enough, |∂R∞(z)| < 1.
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Note that g−1B in (B.13) compactly tends to the identity as |h|X → 0. Hence, for all |h|X
small enough, there is a domain B˜′ inside B˜ where g−1B (z) is univalent conformal, and this
domain tends to B˜ as |h|X → 0. Then, inverting, we have found a solution gB to (B.5), where
B is replaced by B− = g
−1
B (B˜
′). The function gB is univalent conformal on B−, and by the
construction above, we know that B− ⊂ B. For |h|X → 0, we have that B− → B. Hence,
by taking |h|X small enough, we can guarantee that ∂A ⊂ B−. Then, we can construct gA′
by (B.6). The function gA′ is analytic on A
′ = Cˆ \ gB(Cˆ \ A). The domain A′ tends to A as
|h|X → 0, so that the function gA′ converges compactly to the identity on A. Hence, for |h|X
small enough, gA′ is univalent conformal on a domain A
′
− ⊂ A′. Again by choosing |h|X small
enough, we can guarantee that the domain A− = Cˆ\g−1B (Cˆ\A′−) has its boundary inside B−, i.e.
∂A− ⊂ B−, since A− → A as |h|X → 0 and ∂A ⊂ B−. That is, we have found a factorization
(B.1) on A− ∩B−, a winding annular subdomain of A ∩B.
By the analytic continuation argument already stated above, and using the fact that g is
univalent on A ∩B (by our simplifying assumption), we get a factorization on A ∩B.
Hence, we have found a factorization on A ∩ B, with gB univalent conformal on B and gA′
univalent conformal on A′. Note that we can always choose a and R small enough so that X
is close enough to A˜ ∩ B˜ in order for X to be inside the compact set α. With our previous
arguments to extend to the non-univalent case, this completes the proof.
C Derivation of the one-point average formula
First, we need to describe how a conformal transformation of the domain of definition of a
partition function is connected to a change of metric.
A conformal transformation of the domain of definition can be seen as a result of two steps: a
re-parametrization of the initial domain, which obviously keeps the partition function invariant
but changes the metric by an overall space-dependent factor, and a Weyl transformation that
brings back the original metric, but under which the partition function transforms [42]. We use
the standard setup where the trace of the bulk stress-energy tensor is zero, hence the metric we
use is flat in the bulk (there is no trace anomaly, see for instance [3]) – it can be taken as the
Euclidean metric. Then, we consider a partition function on g(A) with that metric, and in the
first step, we use A as a parameter space for the domain g(A). The metric it gives on A (in the
bulk) is obtained by |dz|2 7→ |dz|2|∂g(z)|2. In the second step, the Weyl transformation with a
factor e−σ(x) = |∂g(z)|−2 brings the metric back to the Euclidean metric on A, and we have a
partition function on A.
The transformation of the CFT partition function under a Weyl transformation was found
by Polyakov in the context of random surfaces [42]: for A any appropriate domain (say, any
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domain with piecewise smooth boundary), we have
Zg(A) = e
c
48π
SA(σ)ZA (C.1)
where c is the CFT central charge and SA(σ) is the Liouville action of σ on A,
SA(σ) =
∫
A
d2x
√
η
(
1
2
ηab∂aσ∂bσ +Rσ + µ(e
σ − 1)
)
. (C.2)
Here, ηab is the metric on A (and η is its determinant), R is the associated scalar curvature and
µ is some UV-divergent, non-universal (i.e. lattice-model-dependent) scale. Our choice for ηab
is the Kronecker delta δab in the bulk of A.
In general, with curved boundaries, the curvature must have a non-zero contribution sup-
ported on the boundary. It is important that the integral in the Liouville action (C.2) covers the
boundary of A (which is the meaning of the notation
∫
A), so that it gets a non-zero contribution
from this term. We will not need a precise description of the boundary term of the metric, but
only some properties of the resulting contribution to the Liouville action. We will need that
the contribution of the boundary ∂A to the Liouville action SA(σ) only depends on the linear
curvature along ∂A (besides the value of the function σ on ∂A). We will denote this contribution
by S~∂A(σ), where
~∂A is the oriented boundary of A, counter-clockwise around the interior of A.
Clearly, the partition function in general is not invariant under global conformal maps.
Hence, we cannot define the global derivative on it. However, it turns out that there is a
certain ratio of partition functions, which we call the relative partition function, that is globally
invariant. This particular ratio was inspired by results in the context of CLE [11]. The relative
partition function Z(C|D), depending on two domains C and D with D ⊂ C, is defined as
Z(C|D) =
ZCZCˆ\D
ZC\D
(C.3)
up to a constant factor. Let us consider a map g that is conformal on Cˆ \D and maps it to a
domain of Cˆ. Then, there is also a map g♯ conformal on C such that g♯(∂C) = g(∂C). Similarly
to the case of correlation functions, we see Z(C|D) as a function of ∂C and ∂D, keeping ∂D on
the component C of Cˆ \ ∂C. Let us consider the ratio
Z(g♯(C)|g(D))
Z(C|D) =
Zg♯(C)
ZC
Zg(Cˆ\D)
Z
Cˆ\D
ZC\D
Zg(C\D)
. (C.4)
We will argue that this ratio is in fact independent of ∂D, unity for g a global conformal
transformation, and, in some sense, universal. We will then provide further CFT arguments to
show, from this formula, that the global derivative ∆
[Cˆw]
w logZ(C|D) reproduces the stress-energy
tensor one-point average.
First, using the transformation property (C.1), we find
Z(g♯(C)|g(D))
Z(C|D) = exp
c
48π
[
SC(σ
♯) + S
Cˆ\D(σ)− SC\D(σ)
]
= exp
c
48π
[
SC(σ
♯) + S
Cˆ\C(σ) + S~∂C(σ
♯)− S~∂C(σ)
]
(C.5)
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Note the careful inclusion/exclusion of domain boundaries in the Liouville actions. The last
expression clearly is independent of ∂D. Also, suppose g is a global conformal transformation.
Then we can choose g♯ = g so that σ♯ = σ, and we are left with exp c48πSCˆ(σ) (there is no
boundary contribution). This is independent of C; that it should be 1 can then be obtained
simply by sending C → Cˆ and D → ∅ (assuming continuity). In order to argue that the right-
hand side of (C.5) is universal in some way, we need to argue that it is mostly independent of µ
(the parameter in the Liouville action (C.2)). Since eσ = |∂g|2, the µ-terms in SC(σ♯)+SCˆ\C(σ)
can be combined into an integration over Cˆ by change of coordinates; this then provides an
overall factor that is independent of σ. This factor is seen to be 1 by setting σ = 0 (that is,
g = id). As for the expression S∂C(σ
♯)− S∂C(σ), there is a non-trivial metric on ∂C, which we
did not specify; but we expect that the resulting combination of µ-terms is universal.
Second, we want to evaluate the derivative ∆
[Cˆw]
w | ∂C∪∂D of logZ(C|D) and show that it is the
stress-energy tensor. Since this is the first derivative, the terms that are quadratic in σ in the
Liouville actions do not contribute. Also, as we argued above the bulk µ-terms cancel out, and
the bulk curvature terms are zero since the bulk metric is flat7. This means that we are left
only with the boundary contributions to the Liouville actions. Hence we find:
∆
[Cˆw]
w | ∂C∪∂D logZ(C|D) =
c
48π
∆
[Cˆw]
w | σ
[
S~∂C(σ
♯)− S~∂C(σ)
]
σ=0
. (C.6)
Note that with an appropriate renormalization of the partition function ZRC , we could guar-
antee that S
Cˆ\C(σ)−S~∂C(σ) = SCˆ\C(σ) (that is, the boundary contributions simply get a minus
sign for an opposite linear curvature of the boundary). Then, we would obtain
∆
[Cˆw]
w | ∂C∪∂D logZ(C|D) =
c
48π
∆
[Cˆw]
w | σ
[
SC(σ
♯) + S
Cˆ\C(σ)
]
σ=0
= ∆
[Cˆw]
w | ∂C log(Z
R
CZ
R
Cˆ\C
). (C.7)
On the right-hand side, we have not a single partition function, but a product. Again, this
product guarantees that the derivative in directions of small global conformal transformations
is zero. Yet, there is no ambiguity as to “where” the stress-energy tensor is inserted: the point
w must lie in C, and the analytic continuation of the function of w that is obtained does not
reproduce the derivative at points w outside C.
But let us come back to (C.6). Evaluating it directly would need a more precise understanding
of the boundary terms in the Liouville actions. However, there is way of relating these boundary
contributions to the stress-energy tensor without an explicit evaluation. Indeed, the stress-energy
tensor may in fact be defined as the field generating the variation of the partition function under
a change of metric η 7→ η + δη [38]:
δ logZA =
1
2
∫
A
d2x 〈δηab(x)T ab(x)〉A. (C.8)
7There is a subtlety with the point at∞ when the domain contains it: it takes all the curvature of the Riemann
sphere. However, a careful calculation with the metric d2x/(1 + |z|2/R2)2, where the curvature is re-distributed,
shows that the limit R → ∞ of the curvature term of the Liouville action gives zero contribution to the first
derivative.
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Here, A is some domain, and T ab is the symmetric stress-energy tensor in the canonical nor-
malization (in this normalization, the charge
∫
dxT 0a(x, y), in the quantization on the line,
generates xa-derivatives with coefficient 1). With tracelessness T aa = 0, it is related to the
holomorphic and anti-holomorphic components T and T¯ via
T = −2πTzz = −π(Txx − iTxy), T¯ = 2πTz¯z¯ = π(Txx + iTxy). (C.9)
This involves both a “change of coordinates” z = x + iy, z¯ = x − iy, as well as a change of
normalization in order to guarantee the correct CFT normalization of T and T¯ .
Under a transformation g = id+h that is conformal on the domain of definition, with h small,
the metric changes diagonally, δηab = (∂h + ∂¯h¯)δab, so that we obtain the one-point function
of the trace of the stress-energy tensor in (C.8). This trace is zero except at the boundary,
hence we are left with a boundary integration, as expected by the previous considerations. If
we take h(z) = ǫw−z for some small complex ǫ, we can evaluate ∆
Cˆw
w logZA by extracting the
part proportional to ǫ in δ logZA, and discarding the part proportional to ǫ¯, as long as w 6∈ A.
If w ∈ A, we have to find a function h♯ that has the same infinitesimal effect on ∂A but that is
holomorphic on A. In this way, we could evaluate both terms on the right-hand side of (C.6):
the first term by evaluating δ logZC under h
♯, the second by evaluating δ logZ
C\N(w)
under h
and discarding the part that is integrated along ∂N(w).
Finding h♯ in general is complicated. The simplest way to evaluate δ logZC under h
♯ is
rather to evaluate δ logZC\N(w) under h and take the limit where N(w) → ∅ – we just make a
puncture at w. Evaluating the contribution of the puncture can be done via (C.8), where the
bulk metric change δηab is singular at w, and not diagonal there. Denoting this contribution by
δ logZC [puncture], we simply find that
c
48π
∆
[Cˆw]
w |σS~∂C(σ
♯)
∣∣∣
σ=0
=
c
48π
∆
[Cˆw]
w |σS~∂C(σ)
∣∣∣
σ=0
+ δ logZC [puncture]
and hence that
∆
[Cˆw]
w | ∂C∪∂D logZ(C|D) = δ logZC [puncture]. (C.10)
This formula quite directly leads to the one-point function of the stress-energy tensor (see below).
In terms of the expression (C.7), these considerations suggest that the product ZRCZ
R
Cˆ\C
takes
care of the boundary conditions, upon inserting the bulk stress-energy tensor, by a “method
of images.” Also, we see that the presence of the domain D in the relative partition function
Z(C|D) has the important effect of cancelling the boundary contributions to the singular metric
change, so that only the puncture contribution remains.
The calculation of δZC [puncture] goes as follows. In general, for a transformation of coor-
dinates δxa = va(x, y), the metric change is δηab = ∂avb + ∂bva. In our case, we simply have
δz = h(z), so that
∂xvx + ∂yvy = ∂h+ ∂¯h¯, ∂xvx − ∂yvy = ∂¯h+ ∂h¯, ∂xvy + ∂yvx = −i(∂¯h− ∂h¯).
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Using the formulae [38]
∂
∂z
1
w − z =
∂
∂z¯
1
w¯ − z¯ = −πδ
2(z − w)
it is straightforward to arrive at
δηabT
ab = −2πδ2(z − w) ((ǫ+ ǫ¯)Txx − i(ǫ− ǫ¯)Txy) .
Hence, using (C.9) and (C.8) and keeping the ǫ part only we obtain (4.19).
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