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ANNEALED BROWNIAN MOTION IN A HEAVY TAILED
POISSONIAN POTENTIAL
By Ryoki Fukushima1
Tokyo Institute of Technology
Consider a d-dimensional Brownian motion in a random poten-
tial defined by attaching a nonnegative and polynomially decaying
potential around Poisson points. We introduce a repulsive interac-
tion between the Brownian path and the Poisson points by weighting
the measure by the Feynman–Kac functional. We show that under
the weighted measure, the Brownian motion tends to localize around
the origin. We also determine the scaling limit of the path and also
the limit shape of the random potential.
1. Introduction.
1.1. The model. Consider a random potential defined by attaching the
shape function vˆ(x) = |x|−α ∧ 1 (d < α < d + 2) around a Poisson point
process (ω =
∑
i δωi ,P) with unit intensity as follows:
Vω(x) =
∑
i
vˆ(x− ωi).
Suppose we are also given the standard Brownian motion ({Xt}t≥0,{Px}x∈Rd)
on Rd. In this paper, we are interested in the long time behavior of a Brow-
nian motion under the annealed path measure defined by
Qt(A) =
1
Zt
E⊗E0
[
exp
{
−
∫ t
0
Vω(Xs)ds
}
:A
]
,
where Zt denotes the normalizing constant
Zt = E⊗E0
[
exp
{
−
∫ t
0
Vω(Xs)ds
}]
.
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The weight exp{− ∫ t0 Vω(Xs)ds} introduces a repulsive interaction between
the Brownian path and Poisson points. Since the averages are taken over
both the path and the configuration, it is natural to expect that ω tends
to rarefy in a region around the origin and the path favors to stay there.
However, it is often challenging to prove that such a localization is typical
under Qt.
1.2. Earlier studies. We mention some early studies which are related to
ours. When α > d+ 2, which is referred to as the light-tailed case, Donsker
and Varadhan [4] determined the asymptotics of the normalizing constant
E⊗E0
[
exp
{
−
∫ t
0
Vω(Xs)ds
}]
(1.1)
= exp
{
− inf
U : open
{λ1(U) + |U |}td/(d+2)(1 + o(1))
}
as t goes to ∞, where |U | and λ1(U) stand for the volume of U and
the smallest Dirichlet eigenvalue of −∆/2 in U , respectively. It follows
from Faber–Krahn’s inequality that the unique minimizer of the above vari-
ational problem is the ball with a certain radius R0, up to translation.
This result suggests that the dominant contribution to the right-hand side
of (1.1) comes from the following strategy: there exists x ∈ Rd such that
ω(B(x,R0t
1/(d+2))) = 0 and the Brownian motion {Xs}0≤s≤t stays in the
ball. Indeed, one can easily see that this specific event gives the correct lower
bound. Motivated by this observation, Sznitman [12] (d= 2) and Povel [11]
(d≥ 3) proved that the above confinement is typical under the annealed path
measure when vˆ has compact support. They also proved that the scaled pro-
cess {t−1/(d+2)Xt2/(d+2)s}s≥0 converges to a Brownian motion conditioned to
stay in a ball with radius R0 and random center. See also Bolthausen [1] for
a similar result in two-dimensional discrete space setting.
On the other hand, in the heavy tailed case d < α < d + 2, Pastur [10]
(first term) and Fukushima [5] (second term) determined the asymptotics of
the normalizing constant
E⊗E0
[
exp
{
−
∫ t
0
Vω(Xs)ds
}]
(1.2)
= exp{−a1td/α − (a2 + o(1))t(α+d−2)/(2α)}
as t→∞, where
a1 = ωdΓ
(
α− d
α
)
,
(1.3)
a2 = inf
φ∈W 1,2(Rd),
‖φ‖L2=1
{∫
1
2
|∇φ(x)|2 +C(d,α)|x|2φ(x)2 dx
}
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with ωd being the volume of the unit ball, C(d,α) > 0 a constant and
W 1,2(Rd) the usual Sobolev space. The constant C(d,α) admits an explicit
expression ασd2d Γ(
2α−d+2
α ) with σd the surface area of the unit sphere. As
in the light-tailed case, the correct lower bound of (1.2) can be given by
considering a specific strategy:
(St1) Vω(0) = a1
d
αt
−(α−d)/α + o(t−(α−d+2)/(2α));
(St2) Vω(x)−Vω(0) =C(d,α)t−(α−d+2)/α|x|2+ o(t−(α−d+2)/(2α)) for |x|<
Mt(α−d+2)/(4α);
(St3) sup0≤s≤t |Xs|<Mt(α−d+2)/(4α);
(St4) Lt =
1
t
∫ t
0 δXs ds is, after the diffusive scaling with spatial factor
t(α−d+2)/(4α), weakly close to φ1(x)
2 dx, where
φ1(x) =
(√
2C(d,α)
pi
)d/4
exp
{
−
√
C(d,α)
2
|x|2
}
is the unique minimizer of (1.3).
Let us informally explain how this strategy gives the correct lower bound.
The first event (St1) has probability
P
(
Vω(0) = a1
d
α
t−(α−d)/α + o(t−(α−d+2)/(2α))
)
≥ exp
{
−a1α− d
α
td/α + o(t(α+d−2)/(2α))
}
.
The second event (St2) introduces no extra cost since conditioned on (St1),
its probability is not too small. In fact, it is close to 1 when α > 2, and even
when α≤ 2, it is only polynomially small. As for the third and fourth events,
Donsker and Varadhan’s large deviation principle shows that
P0((St3) and (St4) hold)(1.4)
≥ exp
{
−t(α+d−2)/(2α)
∫
1
2
|∇φ1(x)|2 dx+ o(t(α+d−2)/(2α))
}
after letting M →∞. Summarizing the above, we obtain the correct lower
bound
E⊗E0
[
exp
{
−
∫ t
0
Vω(Xs)ds
}
: (St1)–(St4) hold
]
≥ exp
{
−a1td/α
− t(α+d−2)/(2α)
(∫
1
2
|∇φ1(x)|2 +C(d,α)|x|2φ1(x)2 dx+ o(1)
)}
.
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From this observation, it is natural to ask whether the above strategy is
typical under Qt or not.
Remark 1.1. Our model can be viewed as an example of diffusion in
a spatially correlated random potential. There are several results, mainly
concerning the asymptotics of Zt, for such models. See, for example, [8]
(discrete space) and [6, 7] (continuous space).
1.3. Results. The results of the present paper show that the events (St1)–
(St4) consisting the optimal strategy in the last subsection are, with appro-
priate modifications, typical under the annealed path measure Qt. Moreover,
the scaling limit of the path is also identified. The first result is about the
path localization (St3).
Theorem 1.1. For any δ > 0,
lim
t→∞
Qt
(
sup
0≤s≤t
|Xs| ≤ t(α−d+2)/(4α)(log t)1/2+δ
)
= 1.
Remark 1.2. The logarithmic correction corresponds to the M →∞
operation in (1.4). The power 1/2 is natural in view of Theorem 1.5 below.
The second result says that the random potential viewed from its local
minimum looks like the quadratic function
pt(x) =C(d,α)t
−(α−d+2)/α|x|2,
that is, (St2) is typical. It also turns out that the barycenter mLt of the
occupation time measure Lt =
1
t
∫ t
0 δXs ds is close to a local minimizer of Vω.
Theorem 1.2. Let mt(ω) be the point where Vω attains the minimum
in B(0, t(α−d+2)/(4α) log t). Then there exists ε0 > 0 such that
lim
t→∞
Qt(sup{|Vω(x)− Vω(mt(ω))− pt(x−mt(ω))| :
|x−mt(ω)| ≤ t(α−d+2)/(4α) log t} ≤ t−(α−d+2)/(2α)−ε0)(1.5)
= 1.
Moreover,
lim
t→∞
Qt(|mt(ω)−mLt |< εt(α−d+2)/(4α)) = 1(1.6)
for any ε > 0.
Remark 1.3. A statement similar to (1.5) is proved by Gru¨ninger and
Ko¨nig [9] for the parabolic Anderson model on Zd with so-called “almost
bounded potentials.” They call this phenomenon “potential confinement.”
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From Theorems 1.1 and 1.2, we can deduce scaling limits of the path,
occupation time measure, and local minimum of the potential. We introduce
the scale function r(t) = t(α−d+2)/(4α) and define the scaled process by X˜s =
r(t)−1Xr(t)2s. (The dependence of X˜ on t is omitted, but this does not seem
to cause any confusion.) Let us begin with the result for the occupation time
measure L˜t =
1
tr(t)−2
∫ tr(t)−2
0 δX˜s ds, which implies that (St4) is typical. Let
m˜t(ω) = r(t)
−1mt(ω) and νm denote the measure with density
φ1(x−m)2 =
(√
2C(d,α)
pi
)d/2
exp{−
√
2C(d,α)|x−m|2}.
Theorem 1.3. For any f ∈Cc(Rd) and ε > 0,
lim
t→∞
Qt
(∣∣∣∣
∫
f dL˜t−
∫
f dνm˜t(ω)
∣∣∣∣< ε
)
= 1.(1.7)
Next we state results on the local minimum of Vω. It turns out that there
is a gap between the expected value of Vω(mt(ω)) and the right-hand side
of (St1). Moreover, the fluctuation of Vω(mt(ω)) is even larger than the gap
when α< 2.
Theorem 1.4. The following hold:
(i) Qt[Vω(mt(ω))] = a1
d
α t
−(α−d)/α − (
√
C(d,α)
8 + o(1))t
−(α−d+2)/(2α);
(ii) t(2α−d)/(2α){Vω(mt(ω))−Qt[Vω(mt(ω))]} converges in law to the Gaus-
sian random variable with variance ασdΓ(
3α−d+1
α ).
We finally state the result on the scaling limit of the path. We write Rm0
for the law of the Ornstein–Uhlenbeck process starting at the origin with
generator −∆/2 +
√
2C(d,α)〈x−m,∇〉. We call m the center.
Theorem 1.5. The process {X˜s}s≥0 under Qt converges as t→∞ in
law to the Ornstein–Uhlenbeck processes with random centers∫
dm
(√
C(d,α)√
2pi
)d/2
exp
{
−
√
C(d,α)
2
|m|2
}
Rm0 .
Remark 1.4. It becomes clear in the proof that the random center m
corresponds to m˜t(ω) = r(t)
−1mt(ω). Hence roughly speaking, this theorem
means that {X˜s}s≥0 behaves like the Ornstein–Uhlenbeck process centered
at m˜t(ω).
1.4. Organization of the paper. We briefly comment on the outline of
the proof and the organization of the paper. The main difficulty lies in the
proof of Theorem 1.1 and Theorem 1.2. They are closely related in the sense
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that the path localization implies the potential confinement and vice versa.
But of course we need another input to leave the circular argument. The
key idea is that we actually need only a weaker result than Theorem 1.1 to
deduce the potential confinement. We prove such a weak localization in Sec-
tion 2 by using crude estimates. Then in Section 3, we show that it indeed
implies a potential confinement (Proposition 3.1), which is a slight modifica-
tion of Theorem 1.2. Given the potential confinement, Theorem 1.1 follows
by repeating a part of argument in Section 2, and it is done in Section 4.
In the end of Section 4, we show (1.6) of Theorem 1.2 by combining The-
orem 1.1 and Proposition 3.1, and it completes the proof of Theorem 1.2.
Sections 5, 6 and 7 are devoted to prove Theorems 1.3, 1.4 and 1.5, respec-
tively.
1.5. Notation. For functions f, g : [0,∞)→R, we say f(t) =O(exp{g(t)})
if there exists c > 0 such that f(t) =O(exp{cg(t)}) as t→∞.
2. Weak localization. In this section, we prove the following weaker ver-
sion of Theorem 1.1.
Proposition 2.1. There exists M1 > 0 such that
lim
t→∞
Qt
(
sup
0≤s≤t
|Xs| ≤M1t(α−d+6)/(8α)
)
= 1.
We use the notation
ht = a1
d
α
t−(α−d)/α,
which is expected to be the typical height of the bottom of Vω under Qt as
explained in the Introduction. We first show that min0≤s≤t Vω(Xs) cannot
be too far from ht.
Lemma 2.1. For any M ∈R and sufficiently large t,
P
(
min
x∈(−t,t)d
Vω(x)− ht <Mt−(3α−3d+2)/(4α)
)
≤ exp
{
−a1α− d
α
td/α +Mt(α+3d−2)/(4α) − |M |t(α+d−2)/(2α)
}
.
Proof. The event in the left-hand side concerns infinitely many points,
but we can reduce it to finite points since Vω is smooth where it is small.
Indeed, if Vω(x)< 1, then obviously
Vω(x) =
∑
i
|x− ωi|−α ∧ 1 =
∑
i
|x− ωi|−α,
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and in particular mini |x − ωi| > 1. Since there exists c0 > 0 such that
|∇|x|−α|< c0|x|−α for |x|> 1, it follows that
|∇Vω(x)| ≤
∑
i
|∇|x− ωi|−α| ≤
∑
i
c3|x− ωi|−α = c0Vω(x)< c0,
when Vω(x)< 1. Therefore one can find N > 0 such that
P
(
min
x∈(−t,t)d
Vω(x)− ht <Mt−(3α−3d+2)/(4α)
)
≤ P
(
min
x∈(−t,t)d∩t−NZd
Vω(x)− ht < (M + t−1)t−(3α−3d+2)/(4α)
)
≤ (2t+1)dNP(Vω(0)− ht < (M + t−1)t−(3α−3d+2)/(4α)).
To bound the probability in the last line, we use the asymptotics of the
moment generating function
E[exp{−sVω(0)}] = exp{−a1sd/α +O(e−s)} as s→∞,(2.1)
which is proved in Lemma 1 of [5]. Taking s= t(1 + t−(d+2−α)/(4α)) in (2.1)
and using Chebyshev’s inequality, one can see by a straightforward calcula-
tion that
P(Vω(0)− ht < (M + t−1)t−(3α−3d+2)/(4α))
≤ exp
{
−a1α− d
α
td/α +Mt(α+3d−2)/(4α) − (|M |+ ε)t(α+d−2)/(2α)
}
for some small ε > 0. 
Lemma 2.2.
Qt
(
min
0≤s≤t
Vω(Xs)− ht /∈ t−(3α−3d+2)/(4α)[−2a2,2a2]
)
=O(exp{−t(α+d−2)/(2α)}).
Proof. We shall only give the proof of
Qt
(
min
0≤s≤t
Vω(Xs)− ht > 2a2t−(3α−3d+2)/(4α)
)
=O(exp{−t(α+d−2)/(2α)}).
The other half can be shown by a similar argument. (See also Lemma 2.5
where a stronger statement is proved.) Note first that
P0(X[0,t] 6⊂ (−t, t)d) =O(exp{−t})(2.2)
by a simple application of the reflection principle and that
E⊗E0
[
exp
{
−
∫ t
0
Vω(Xs)ds
}
: min
0≤s≤t
Vω(Xs)> 2a1t
−(α−d)/α
]
≤ exp{−2a1td/α}.
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From these bound and (1.2), it follows that
Qt
(
{X[0,t] 6⊂ (−t, t)d} ∪
{
min
0≤s≤t
Vω(Xs)> 2a1t
−(α−d)/α
})
=O(exp{−t(α+d−2)/(2α)}).
Next, for each k ∈N, let us introduce two events
Ek =
{
min
0≤s≤t
Vω(Xs)− ht − 2a2t−(3α−3d+2)/(4α) ∈ t−1[k, k+1)
}
,
Fk =
{
min
x∈(−t,t)d
Vω(x)− ht < 2a2t−(3α−3d+2)/(4α) + t−1(k+1)
}
.
Then, it follows by the fact Ek∩{X[0,t] ⊂ (−t, t)d} ⊂ Fk and Lemma 2.1 that
E⊗E0
[
exp
{
−
∫ t
0
Vω(Xs)ds
}
:Ek ∩ {X[0,t] ⊂ (−t, t)d}
]
≤ exp
{
−a1 d
α
td/α − 2a2t(α+3d−2)/(4α) − k
}
P(Fk)
≤ exp{−a1td/α − 2a2t(α+d−2)/(2α) +1}.
Dividing both sides by Zt and summing over k ∈ [0,2a1td/α+1]∩Z, we find
Qt
(
{X[0,t] ⊂ (−t, t)d}
∩
{
min
0≤s≤t
Vω(Xs)− ht ∈ [2a2t−(3α−3d+2)/(4α),2a1t−(α−d)/α]
})
=O(exp{−t(α+d−2)/(2α)}),
and the proof is complete. 
Let us define a low level set of Vω by
Lt,ω = {x ∈Rd :Vω(x)≤ ht + 2a2t−(3α−3d+2)/(4α)}.
Then Lemma 2.2 above shows that Qt(X[0,t]∩Lt,ω 6=∅)→ 1. In what follows,
we are going to show that if x ∈ Lt,ω, then Vω is bounded below by a certain
quadratic function in an annulus around x. This has two consequences which
lead us to the weak localization bound:
(i) each connected component of Lt,ω is not too large;
(ii) once the Brownian motion hits a connected component of Lt,ω, it is
difficult to escape from a neighborhood of it.
Let us start by evaluating the Laplace transform of Vω(x) + Vω(y). We do
it as a special case of a more general asymptotic formula for the Laplace
functional which we shall make repeated use of in the sequel. We write mµ
for the barycenter
∫
xµ(dx) for a probability measure µ on Rd.
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Proposition 2.2. Let ε ∈ (0,1/α). For any probability measure µ sup-
ported inside B(0, t1/α−ε),
E[exp{−t〈µ,Vω〉}]
= exp
{
−a1td/α − (C(d,α) + o(1))t(d−2)/α
∫
|z −mµ|2µ(dz)
}
as t→∞. In particular,
E
[
exp
{
− t
2
(Vω(x) + Vω(y))
}]
≤ exp{−a1td/α − c1t(d−2)/α|x− y|2}(2.3)
for c1 = C(d,α)/5 and x, y ∈ Rd with |x− y|< t1/α−ε when t is sufficiently
large.
Proof. We may assume mµ = 0 by translation invariance of Poisson
point process. By a well-known formula for Laplace functional of Poisson
point process,
−logE[exp{−t〈µ,Vω〉}]
=
∫
(1− e−t
∫
vˆ(z−y)µ(dz))dy
=
∫
(1− e−tvˆ(−y))dy+
∫
(e−tvˆ(−y) − e−t
∫
vˆ(z−y)µ(dz))dy.
This first term is easily shown to be a1t
d/α + O(e−t); see Lemma 1 of [5].
We pick a positive constant
0< δ <
ε
α+2
and divide the second term into the integrals over {|y|< t1/α−δ} and {|y| ≥
t1/α−δ}. For the first region, we know
min
{
tvˆ(−y), t
∫
vˆ(z − y)µ(dz)
}
≥ tαε
by the assumption on µ, and hence the contribution form this part is neg-
ligible. For the second region, we may replace vˆ by v(·) = | · |−α and by a
change of variable, it follows that∫
|y|≥t1/α−δ
(e−tvˆ(−y) − e−t
∫
vˆ(z−y)µ(dx))dy
= td/α
∫
|η|≥t−δ
e−|η|
−α
(1− e−
∫
|η−t−1/αz|−α−|η|−αµ(dz))dη.
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By Taylor’s theorem, we can find bounded functions R2 and R3 such that
|η− t−1/αz|−α − |η|−α
= t−1/α〈z,∇v(η)〉+R2(z, η)t−2/α|z|2|η|−α−2
= t−1/α〈z,∇v(η)〉+ 12t−2/α〈z,Hessv(η)z〉+R3(z, η)t−3/α|z|3|η|−α−3
for |η| ≥ t−δ and |z| ≤ t1/α−ε. Using this second line and recalling that mµ =
0, we get ∣∣∣∣
∫
|η− t−1/αz|−α − |η|−αµ(dz)
∣∣∣∣≤ ‖R2‖∞O(t−2ε+δ(α+2)),
when |η| ≥ t−δ. This right-hand side is o(1), thanks to our choice of δ, and
thus we can use the inequality |1− e−a − a|< a2 which holds for small a to
obtain∫
|η|≥t−δ
e−|η|
−α
(1− e−
∫
|η−t−1/αz|−α−|η|−αµ(dz))
=
1
2
∫
|η|≥t−δ
e−|η|
−α
t−2/α
∫
〈z,Hessv(η)z〉µ(dz)dη
(2.4)
+
∫
|η|≥t−δ
e−|η|
−α
t−3/α
∫
R3(z, η)|z|3µ(dz)|η|−α−3 dη
+O
(∫
|η|≥t−δ
e−|η|
−α
(
t−2/α
∫
R2(z, η)|z|2µ(dz)
)2
|η|−2α−4 dη
)
.
A computation shows that the first term in the right-hand side of (2.4)
equals
1
2
t−2/α
∫ 〈
z,
∫
|η|≥t−δ
Hessv(η)e
−|η|−α dηz
〉
µ(dz)
= (C(d,α) + o(1))t−2/α
∫
|z|2µ(dz).
The other terms in (2.4) turn out to be smaller order than this: indeed by
the assumption on µ:
(i) the second term is bounded by t−2/α
∫ |z|2µ(dz) multiplied by
O(t−1/α) sup{|z| : z ∈ suppµ}= o(1);
(ii) t−2/α
∫ |z|2µ(dz) itself is of o(1), and the third term has smaller order
than it as its square. 
From the above lemma, we can deduce controls on Vω(x) + Vω(y) for all
x, y within an intermediate distance.
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Lemma 2.3. For any ε ∈ (0,1/α), there exists R> 0 such that
lim
t→∞
Qt(Vω(x) + Vω(y)> 2ht + c1t
−(α−d+2)/α|x− y|2
for all x, y ∈ (−2t,2t)d with Rt(α−d+6)/(8α) < |x− y|< t1/α−ε)(2.5)
= 1.
Proof. We prove that for sufficiently large R> 0,
Qt(Vω(x) + Vω(y)≤ 2ht + c1t−(α−d+2)/α|x− y|2)
(2.6)
=O(exp{−t(α+d−2)/(2α)})
uniformly in x, y ∈Rd with Rt(α−d+6)/(8α) < |x−y|< t1/α−ε. One can deduce
(2.5) from this by dividing (−2t,2t)d into small cubes and using the union
bound, just as in the proof of Lemma 2.1.
To prove (2.6), we may restrict our consideration to the event
E =
{
min
0≤s≤t
Vω(Xs)− ht ≥−2a2t−(3α−3d+2)/(4α)
}
by Lemma 2.2. Then denoting the event in (2.6) by Fx,y, we have
E⊗E0
[
exp
{
−
∫ t
0
Vω(Xs)ds
}
:E ∩ Fx,y
]
≤ exp
{
−a1 d
α
td/α +2a2t
(α+3d−2)/(4α)
}
P(Fx,y).
Now a simple large deviation bound with the help of (2.3) shows
P(Fx,y)≤ exp
{
−a1α− d
α
td/α − c1
2
R2t(α+3d−2)/(4α)
}
uniformly in x, y ∈ Rd with Rt(α−d+6)/(8α) < |x− y|< t1/α−ε. Therefore by
taking sufficiently large R, we obtain
Qt(E ∩ Fx,y) =O(exp{−t(α+3d−2)/(4α)}).
Since α+3d−24α >
α+d−2
2α for α< d+2, this completes the proof. 
Let AR(x) denote the annulus B(x,2Rt
(α−d+6)/(8α))\B(x,Rt(α−d+6)/(8α))
around x ∈Rd. The above lemma implies that
lim
t→∞
Qt(for any x ∈ Lt,ω ∩ (−t, t)d,
(2.7)
Vω >ht + c1R
2t−(3α−3d+2)/(4α) on AR(x)) = 1.
As a consequence, if c1R
2 > 1, then every connected component of Lt,ω ∩
(−t, t)d is contained in a ball with radius Rt(α−d+6)/(8α) with high probabil-
ity. Therefore Proposition 2.1 reduces to the following.
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Proposition 2.3. There exists R> 0 such that
lim
t→∞
Qt
(
sup
0≤s≤t
dist(Xs,Lt,ω)≤ 2Rt(α−d+6)/(8α)
)
= 1.
Proof. We use two lemmas whose proofs are given later. The first one
is a lower bound for Zt in terms of a random eigenvalue, which is not explicit,
but much more precise than (1.2).
Lemma 2.4. There exists c2 > 0 such that
Zt ≥ c2t−2dE[exp{−tλω1 ((−t, t)d)}].
The second one is an upper bound for the eigenvalue.
Lemma 2.5. For any ε > 0,
lim
t→∞
Qt(λ
ω
1 ((−t, t)d)≤ ht + εt−(3α−3d+2)/(4α)) = 1.
Let G be the intersection of {X[0,t] ⊂ (−t, t)d}, {X[0,t] ∩ Lt,ω 6= ∅} and
the events in (2.7) and in Lemma 2.5. As we have proved limt→∞Qt(G) = 1
above, we restrict ourselves to G. Though we drop ∩G from the notation
for simplicity, it is assumed throughout the proof. Now, let us introduce
stopping times
H0 = inf{s ∈ [0, t] : dist(Xs,Lt,ω)> 2Rt(α−d+6)/(8α)},
H1 = inf{s ∈ [0, t] :Xs ∈Lt,ω}.
We first consider the caseH0 >H1. In this case, we further introduce random
times defined by
H2 = inf{s ∈ [H1, t] :Xs /∈B(XH1 ,2Rt(α−d+6)/(8α))},
H3 = sup{s ∈ [H1,H2] :Xs ∈B(XH1 ,Rt(α−d+6)/(8α))},
which satisfy H1 <H3 <H2 <H0 < t. Let us define Ek = {H3 ∈ [k, k + 1)},
S = {H2 −H3 > t(α+d−2)/(2α),H2 < t} (slow crossing) and F = {H2 −H3 ≤
t(α+d−2)/(2α),H2 < t} (fast crossing). Note that for s ∈ [H3,H2], we have
Xs ∈AR(XH1) and hence
Vω(Xs)≥ ht + c1R2t−(3α−3d+2)/(4α)
≥ λω1 ((−t, t)d) + t−(3α−3d+2)/(4α)
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for sufficiently large R> 0. We use the strong Markov property at H2 to see
E⊗E0
[
exp
{
−
∫ t
0
Vω(Xs)ds
}
:S ∩Ek
]
≤ E
[
E0
[
exp
{
−
∫ k+1
0
Vω(Xs)ds
}
× exp{−(H2 − k− 1)(2.8)
× (λω1 ((−t, t)d) + t−(3α−3d+2)/(4α))}1S∩Ek
×EXH2
[
exp
{
−
∫ t−H2
0
Vω(Xs)ds
}
:X[0,t−H2] ⊂ (−t, t)d
]]]
.
Now from a uniform bound
sup
x∈Rd
Ex
[
exp
{
−
∫ s
0
Vω(Xs)ds
}
:X[0,s] ⊂ (−t, t)d
]
(2.9)
≤ c(d)(1 + (sλω1 ((−t, t)d))d/2) exp{−sλω1 ((−t, t)d)}
on Feynman–Kac semigroup (see Theorem 3.1.2 in [13]) and the fact H2 −
k− 1> t(α+d−2)/(2α) − 1 on S ∩Ek, it follows that
E⊗E0[exp{−
∫ t
0 Vω(Xs)ds} :S ∩Ek]
E[exp{−tλω1 ((−t, t)d)}]
=O(exp{−t(d+2−α)/(4α)}).(2.10)
As for the fast crossing, we proceed as in (2.8) and use the Markov property
at time k to get
E⊗E0
[
exp
{
−
∫ t
0
Vω(Xs)ds
}
:F ∩Ek
]
≤ E
[
E0
[
exp
{
−
∫ k
0
Vω(Xs)ds
}
exp{−(H2− k− 1)λω1 ((−t, t)d)}1Ek
× PXk(sup{|Xs −X0| : 0≤ s≤ t(α+d−2)/(2α)}>Rt(α−d+6)/(8α))
×EXH2
[
exp
{
−
∫ t−H2
0
Vω(Xs)ds
}
:X[0,t−H2] ⊂ (−t, t)d
]]]
.
Since we have
PXk(sup{|Xs −X0| : 0≤ s≤ t(α+d−2)/(2α)}>Rt(α−d+6)/(8α))
= P0(sup{|Xs| : 0≤ s≤ t(α+d−2)/(2α)}>Rt(α−d+6)/(8α))(2.11)
=O(exp{−t(d+2−α)/(4α)}),
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it follows that
E⊗E0[exp{−
∫ t
0 Vω(Xs)ds} :F ∩Ek]
E[exp{−tλω1 ((−t, t)d)}]
=O(exp{−t(d+2−α)/(4α)})
just as before. Summing (2.10) and (2.11) over k ∈ [0, t] ∩ Z and using
Lemma 2.4, we obtain
lim
t→∞
Qt
(
sup
s∈[H1,t]
|Xs|> 2Rt(α−d+6)/(8α)
)
= 0.(2.12)
In the other case H0 <H1, we introduce random times defined by
H˜2 = sup
{
s ∈ [0, t] : sup
0≤s≤t
dist(Xs,Lt,ω)> 2Rt(α−d+6)/(8α)
}
,
H˜3 = inf{s ∈ [H˜2, t] : dist(Xs,Lt,ω)≤Rt(α−d+6)/(8α)},
which satisfy H0 < H˜2 < H˜3 <H1 < t. By using H˜2 and H˜3 instead of H2
and H3, respectively, one can show that
lim
t→∞
Qt
(
sup
s∈[0,H1]
|Xs|> 2Rt(α−d+6)/(8α)
)
= 0
by the same argument as above. 
Proof of Lemma 2.4. We start by introducing the notation
Tωt f(x) =Ex
[
f(Xt) exp
{
−
∫ t
0
Vω(Xs)ds
}
:X[0,t] ⊂ (−t, t)d
]
.
Since we know from (2.2) that
Zt = E[T
ω
t 1(0)] + o(Zt),
we consider the first term on the right-hand side.
Using translation invariance with respect to P, we find
Zt = E⊗E0
[
exp
{
−
∫ t
0
Vω(Xs)ds
}]
=
1
(2t)d
E
[∫
(−t,t)d
Ex
[
exp
{
−
∫ t
0
Vω(Xs)ds
}]
dx
]
≥ 1
(2t)d
E
[∫
(−t,t)d
Tωt 1(x)dx :λ
ω
1 ((−t, t)d)≤ 1
]
(2.13)
=
1
(2t)d
E[〈Tωt 1,1〉 :λω1 ((−t, t)d)≤ 1]
≥ 1
(2t)d
E[〈φω1 ,1〉2 exp{−tλω1 ((−t, t)d)} :λω1 ((−t, t)d)≤ 1],
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where φω1 is the L
2-normalized nonnegative eigenfunction associated with
λω1 ((−t, t)d). Since ‖Tω1 ‖1→∞ ≤ (2pi)−d/2, we have
0≤ exp{−λω1 ((−t, t)d)}φω1 (z) = Tω1 φω1 (z)≤ (2pi)−d/2〈φω1 ,1〉
for any z ∈ (−t, t)d. Therefore on {λω1 ((−t, t)d)≤ 1},
〈φω1 ,1〉2 ≥ (2pi)de−2 sup
z∈(−t,t)d
φω1 (z)
2 ≥ (2pi)de−2(2t)−d,
where we have used suppφω1 ⊂ (−t, t)d together with ‖φω1 ‖2 = 1 in the second
inequality. Coming back to (2.13), we obtain
Zt ≥ (2pi)
de−2
(2t)2d
E[exp{−tλω1 ((−t, t)d)} :λω1 ((−t, t)d)≤ 1]
for t≥ 1. We can drop {λω1 ((−t, t)d)≤ 1} from the right-hand side since
E[exp{−tλω1 ((−t, t)d)} :λω1 ((−t, t)d)> 1]≤ e−t = o(Zt). 
Proof of Lemma 2.5. The argument is similar to that for Lemma 2.2.
We may restrict ourselves to {X[0,t] ⊂ (−t, t)d} thanks to (2.2). Then by
(2.9), it follows that
E⊗E0
[
exp
{
−
∫ t
0
Vω(Xs)ds
}
:X[0,t] ⊂ (−t, t)d, λω1 ((−t, t)d)> 3a1t−(α−d)/α
]
≤ exp{−2a1td/α}c(d) sup
λ>0
(1 + λd/2)e−λ/3
= o(Zt).
Next we show that
E⊗E0
[
exp
{
−
∫ t
0
Vω(Xs)ds
}
:X[0,t] ⊂ (−t, t)d,
λω1 ((−t, t)d)− ht − εt−(3α−3d+2)/(4α) ∈ t−1[k− 1, k)
]
(2.14)
=ZtO(exp{−t(α+d−2)/(2α)})
uniformly in k ∈ N ∩ [0,3a1td/α + 1]. Using (2.9) again, we can bound the
above left-hand side by
E[c(d)(1 + (tλω1 ((−t, t)d))d/2) exp{−tλω1 ((−t, t)d)} :
λω1 ((−t, t)d)− ht − εt−(3α−3d+2)/(4α) ∈ t−1[k− 1, k)]
(2.15)
≤ td exp{−tht − εt(α+3d−2)/(4α) − k+1}
× P(λω1 ((−t, t)d)≤ ht + εt−(3α−3d+2)/(4α) + t−1k)
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for sufficiently large t. To estimate the last probability, we use an inequality
P(λω1 ((−t, t)d)≤ λ)≤ (2t)dN(λ),
where N(λ) is the integrated density of states of −1/2∆ + Vω; see, for ex-
ample, [2], Chapter VI, for the definition of integrated density of states and
also the above inequality. The asymptotics of N(λ) has been determined up
to the second term in Theorem 3 of [5]:
N(λ) = exp{−l1λ−d/(α−d) − (l2 + o(1))λ−(α+d−2)/(2(α−d))}
as λ ↓ 0, where
l1 =
α− d
α
(
d
α
)d/(α−d)
a
α/(α−d)
1 , l2 = a2
(
da1
α
)(α+d−2)/(2(α−d))
.
Substituting ht + εt
−(3α−3d+2)/(4α) + t−1k into λ, one can find a constant
c3 > 0 satisfying
P(λω1 ((−t, t)d)≤ ht + εt−(3α−3d+2)/(4α) + t−1k)
≤ exp
{
−a1α− d
α
td/α + εt(α+3d−2)/(4α) + k− (a2 + c3ε2)t(α+d−2)/(2α)
}
for all k ∈N∩ [0,3a1td/α+1] by a straightforward calculation. (It suffices to
take c3 so small that
(1 + x)−d/(α−d) ≥ 1− d
α− dx+ c3x
2
for all x∈ [0,4α/d].) From this and (2.15), the desired bound (2.14) follows.
Summing over k, we obtain
E⊗E0
[
exp
{
−
∫ t
0
Vω(Xs)ds
}
:X[0,t] ⊂ (−t, t)d,
λω1 ((−t, t)d) ∈ (ht + εt−(3α−3d+2)/(4α),3a1t−(α−d)/d]
]
= ZtO(exp{−t(α+d−2)/(2α)}),
and we are done. 
As a corollary to the weak localization, we obtain an upper bound on the
variance of Lt. In contrast to Proposition 2.1, the bound is of correct order,
and this will be crucial in the next section.
Corollary 2.1. For any M2 ≥ 2a2C(d,α) ,
lim
t→∞
Qt
(∫
|x−mLt |2Lt(dx)<M2t(α−d+2)/(2α)
)
= 1.
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Proof. In view of Proposition 2.1, we only need to show
lim
t→∞
Qt
(∫
|x−mLt |2Lt(dx)≥
2a2
C(d,α)
t(α−d+2)/(2α),
suppLt ⊂B(0,M1t(α−d+6)/(8α))
)
= 0.
But it follows from Proposition 2.2 that if Lt lies in the above event,
E
[
exp
{
−
∫ t
0
Vω(Xs)ds
}]
= E[exp{−t〈Lt, Vω〉}]
= exp
{
−a1td/α − (C(d,α) + o(1))t(d−2)/α
∫
|x−mLt |2Lt(dx)
}
≤ exp{−a1td/α − (2a2 + o(1))t(α+d−2)/(2α)}
= o(Zt). 
3. Potential confinement. We prove the following version of Theorem 1.2
in this section by using the weak localization result. It will be used in next
section to complete the proof of Theorem 1.1. The proof of Theorem 1.2 will
be completed at the end of next section with the help of Theorem 1.1.
Proposition 3.1. There exists an ε > 0 such that
lim
t→∞
Qt(sup{|Vω(x)− Vω(mLt)− pt(x−mLt)| :
|x−mLt | ≤ 2t(α−d+2)/(4α) log t}< t−(α−d+2)/(2α)−ε)
= 1.
We define the weighted measure by
dPµt
dP
=
e−t〈µ,Vω〉
E[e−t〈µ,Vω〉]
for each probability measure µ on Rd. Under Pµt , ω is a Poisson point process
with intensity e−t
∫
vˆ(x−y)µ(dx) dy. We take M2 as in Corollary 2.1 and define
a class of probability measures on Rd by
Pwl =
{
µ : suppµ⊂B(0,M1t(α−d+6)/(8α)),
∫
|x−mµ|2µ(dx)<M2t−(α−d+2)/(2α)
}
,
where “wl” stands for “weakly localized.”
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Proposition 3.2. There exists an ε > 0 such that uniformly in µ ∈Pwl,
lim
t→∞
P
µ
t (sup{|Vω(x)− Vω(mµ)− pt(x−mµ)| :
|x−mµ| ≤ 2t(α−d+2)/(4α) log t}< t−(α−d+2)/(2α)−ε)
= 1.
Let us first see that this immediately implies Proposition 3.1. Indeed,
denoting the event in Proposition 3.2 by PCt(µ), we obtain
Qt(PCt(Lt))≥Qt(PCt(Lt),Lt ∈Pwl)
=
1
Zt
E0[E[e
−t〈Lt,Vω〉]PLtt (PCt(Lt)) :Lt ∈ Pwl]
∼ 1
Zt
E0[E[e
−t〈Lt,Vω〉] :Lt ∈Pwl]
=Qt(Lt ∈Pwl)→ 1
as t→∞ by Proposition 2.1 and Corollary 2.1.
To prove Proposition 3.2, we first compute the expectation of Vω(x) −
Vω(mµ) and then bound the variance.
Lemma 3.1. There exists an ε > 0 such that uniformly in x ∈
B(0,2t(α−d+2)/(4α) log t) and µ ∈Pwl,
E
µ
t [Vω(x)− Vω(mµ)] = pt(x−mµ) + o(t−(α−d+2)/(2α)−ε)
as t→∞.
Proof. By a well-known formula for Poisson point process,
E
µ
t [Vω(x)− Vω(mµ)]
=
∫
(vˆ(x− y)− vˆ(mµ − y))e−t
∫
vˆ(z−y)µ(dz) dy.
We assume mµ = 0 by translation. Pick δ > 0 so small that
α− d+ 6
8α
<
1
α
− δ and δ(α+ 2)< d+ 2−α
2α
.(3.1)
Then uniformly in µ ∈Pwl,∣∣∣∣
∫
|y|≤t1/α−δ
(vˆ(x− y)− vˆ(−y))e−t
∫
vˆ(z−y)µ(dz) dy
∣∣∣∣
≤ exp{−t inf{|z − y|−α : |z| ≤M1t(α−d+6)/(8α), |y| ≤ t1/α−δ}+O(log t)}
=O(exp{−tαδ}),
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and hence this part is negligible. On the other hand, if |y|> t1/α−δ , we can
replace vˆ in the integrand by v(·) = | · |−α and hence∫
|y|>t1/α−δ
(vˆ(x− y)− vˆ(−y))e−t
∫
vˆ(z−y)µ(dz) dy
= t−(α−d)/α
∫
|η|>t−δ
(|η− t−1/αx|−α − |η|−α)e−
∫
|η−t−1/αz|−αµ(dz) dη.
Let us write Dt(η,x) = |η− t−1/αx|−α − |η|−α for short and further decom-
pose the integral in the last line as
t−(α−d)/α
∫
|η|>t−δ
Dt(η,x)e
−|η|−α
(3.2)
+Dt(η,x)(e
−
∫
Dt(η,z)µ(dz) − 1)e−|η|−α dη.
Let us first see that the first term of (3.2) gives us the desired quantity.
We use the following expansions of Dt(η, ·), which immediately follow from
Taylor’s theorem.
Lemma 3.2. For |z| ≤M1t(α−d+6)/(8α) and |η|> t−δ, there exist bounded
functions R1, R2 and R3 such that
Dt(η, z)
=R1(z, η)t
−1/α|z||η|−α−1(3.3)
= t−1/α〈z,∇v(η)〉+R2(z, η)t−2/α|z|2|η|−α−2(3.4)
= t−1/α〈z,∇v(η)〉+ 12 t−2/α〈z,Hessv(η)z〉+R3(z, η)t−3/α|z|3|η|−α−3.(3.5)
Using (3.5), one can deduce
t−(α−d)/α
∫
|η|>t−δ
Dt(η,x) exp{−|η|−α}dη
= t−(α−d+2)/αC(d,α)|x|2 +O(t−(α−d+2)/(2α)−ε)
for some ε > 0 by a straightforward calculation. [Note that
∫ ∇v(η)e−|η|−α dη =
0 by symmetry.]
Now let us turn to the estimate of the second term of (3.2). As a conse-
quence of (3.4), we have∣∣∣∣
∫
Dt(η, z)µ(dz)
∣∣∣∣ = ‖R2‖∞|η|−α−2t−2/α
∫
|z|2µ(dx)
(3.6)
=O(tδ(α+2)−(d+2−α)/(2α))
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uniformly in |η|> t−δ and µ ∈ Pwl, where we have used mµ = 0. Thanks to
our choice of δ, the last line goes to 0 as t→∞. Therefore we may use an
inequality |e−a − 1| ≤ 2|a| valid for small a in the second term of (3.2) to
obtain
t−(α−d)/α
∣∣∣∣
∫
|η|>t−δ
Dt(η,x)(e
−
∫
Dt(η,z)µ(dz) − 1)e−|η|−α dη
∣∣∣∣
≤ 2t−(α−d)/α
∫
|η|>t−δ
|Dt(η,x)|
∣∣∣∣
∫
Dt(η, z)µ(dz)
∣∣∣∣e−|η|−α dη.
Applying (3.3) and (3.4) to Dt(η,x) and Dt(η, z), respectively, and then
using the variance bound for µ, one can easily conclude that the above
right-hand side is of order O(t−(α−d+2)/(2α)−ε) for some ε > 0. 
Proof of Proposition 3.2. Throughout the proof we assume µ ∈Pwl,
and all the estimates below are supposed to be uniform in µ. We further
assume mµ = 0 for simplicity. That this causes no loss of generality will
become clear in the argument below. In view of Lemma 3.1, it suffices to
estimate the maximum of
|Vω(x)− Vω(0)−Eµt [Vω(x)− Vω(0)]|
=
∫
(vˆ(x− y)− vˆ(−y))(ω(dy)− e−t
∫
vˆ(z−y)µ(dz) dy)
among |x| ≤ r(t) log t [recall r(t) = t(α−d+2)/(4α)]. Fix δ > 0 as in (3.1). We
first show that the region {|y| ≤ t1/α−δ}makes only a negligible contribution.
Let us introduce the notation
ω¯µt (dy) = ω(dy)− e−
∫
vˆ(z−y)µ(dz) dy.
Observe that∣∣∣∣
∫
|y|≤t1/α−δ
(vˆ(x− y)− vˆ(−y))ω¯µt (dy)
∣∣∣∣
≤
∫
|y|≤t1/α−δ
|vˆ(x− y)− vˆ(−y)|(ω(dy) + e−t
∫
vˆ(z−y)µ(dz) dy)
≤
∫
|y|≤t1/α−δ
ω¯µt (dy) + 2
∫
|y|≤t1/α−δ
e−t
∫
vˆ(z−y)µ(dz) dy
since 0 < vˆ ≤ 1. The first term has zero Eµt -mean, and its variance, which
equals half of the second term, is seen to be of O(exp{−tαδ}) by the same
argument as in the proof of Lemma 3.1. Therefore, Chebyshev’s inequality
yields
lim
t→∞
P
µ
t
(
sup
x∈Rd
∣∣∣∣
∫
|y|≤t1/α−δ
(vˆ(x− y)− vˆ(−y))ω¯µt (dy)
∣∣∣∣< t−(α−d+2)/(2α)−ε
)
= 1
for any ε > 0.
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On the remaining part {|y|> t1/α−δ}, we may replace vˆ by v(·) = | · |−α.
Then it follows by Lemma 3.2 that∣∣∣∣
∫
|y|>t1/α−δ
(vˆ(x− y)− vˆ(−y))ω¯µt (dy)
∣∣∣∣
≤
∣∣∣∣
〈
x,
∫
|y|>t1/α−δ
∇v(y)ω¯µt (dy)
〉∣∣∣∣
+
∣∣∣∣
〈
x,
∫
|y|>t1/α−δ
Hessv(y)ω¯
µ
t (dy)x
〉∣∣∣∣(3.7)
+ |x|3
∣∣∣∣
∫
|y|>t1/α−δ
R3(x, t
−1/αy)|y|−α−3ω¯µt (dy)
∣∣∣∣
=: I1(x) + I2(x) + I3(x).
Let us start with I3(x). As we did for {|y| ≤ t1/α−δ}, we can bound the
integral as
sup
|x|≤r(t) log t
∣∣∣∣
∫
y>t1/α−δ
R3(x, t
−1/αy)|y|−α−3ω¯µt (dy)
∣∣∣∣
≤
∫
|y|>t1/α−δ
‖R3‖∞|y|−α−3ω¯µt (dy)(3.8)
+ 2
∫
|y|>t1/α−δ
‖R3‖∞|y|−α−3e−
∫
|z−y|−αµ(dz) dy.
The second term on the right-hand side can be seen to be of O(t−(α−d+3)/α),
by using the change of variable y = t1/αη and then (3.6) to replace
∫ |η −
t−1/αz|−αµ(dz) by |η|−α. Since |x|3t−(α−d+3)/α = O(t−(α−d+2)/(2α)−ε) uni-
formly in |x| ≤ r(t) log t for some ε > 0, the second term is negligible. By the
same way, we can show that
Varµt
(∫
|y|>t1/α−δ
‖R3‖∞|y|−α−3ω¯µt (dy)
)
(3.9)
=
∫
|y|>t1/α−δ
‖R3‖2∞|y|−2α−6e−
∫
|z−y|−αµ(dz) dy
is of order O(t−(2α−d+6)/α). Therefore by using Chebyshev’s inequality, we
obtain
P
µ
t
(
sup
|x|≤r(t) log t
|x|3
∣∣∣∣
∫
|y|>t1/α−δ
‖R3‖∞|y|−α−3ω¯µt (dy)
∣∣∣∣≥ t−(α−d+2)/(2α)−ε
)
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≤ Pµt
(∣∣∣∣
∫
|y|>t1/α−δ
‖R3‖∞|y|−α−3ω¯µt (dy)
∣∣∣∣≥ t−5(α−d+2)/(4α)−ε/2
)
=O(t−(3d+2−α)/(2α)+ε),
which goes to 0 as t→∞ for sufficiently small ε.
As for I1 and I2, we use variance bounds
Varµt
(∫
|y|>t1/α−δ
∇v(y)ω¯µt (dy)
)
=O(t−(2α−d+2)/α),
Varµt
(∫
|y|>t1/α−δ
Hessv(y)ω¯
µ
t (dy)
)
=O(t−(2α−d+4)/α),
which follow by routine arguments. Given these bounds, one can easily con-
clude that
lim
t→∞
P
µ
t
(
sup
|x|≤r(t) log t
(I1(x) + I2(x))< t
−(α−d+2)/(2α)−ε
)
= 1
for some ε > 0. 
Remark 3.1. Inspecting the above proof, one can easily improve the
bound as
lim
t→∞
Qt(sup{|Vω(x)− Vω(mLt)−Eµt [Vω(x)− Vω(mLt)]| :
|x−mLt | ≤ 2t(α−d+2)/(4α) log t}< t−β)
= 1
for any β <min{3α−d+24α , α−d+64α }. This will be used in Section 6.
4. Strong localization. In this section, we accomplish the proof of The-
orem 1.1. Loosely speaking, we do this by simply repeating the argument
for Proposition 2.1 but in the correct scale. Recall that we used an annulus
AR which was much larger than the correct scale r(t) = t
(α−d+2)/(4α) in the
proof of Proposition 2.1. It was because we had control of Vω only at points
in the intermediate distance from Lt,ω; see Lemma 2.3. Now that Proposi-
tion 3.1 is available, we have the control of Vω near mLt and can work in
the correct scale.
Proof of Theorem 1.1. Set G = {Lt ∈ Pwl} ∩ PC(Lt). As we have
already shown limt→∞Qt(G) = 1, we restrict ourselves to G. Though we
drop ∩G from the notation for simplicity, it is assumed throughout the
proof.
We first fix q ∈ Zd and assume mLt ∈ q + [0,1)d. Let us set R =
√
2M2
and define
H1(q) = inf{s≥ 0 : |Xs − q| ≤Rt(α−d+2)/(4α)}.
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Clearly {H1(q) < t} ⊃ {Lt ∈ Pwl} ∩ {mLt ∈ q + [0,1)d}. Note also that on
PC(Lt), we have
λω1 ((−t, t)d)≤ Vω(mLt) + (a2 + o(1))t−(α−d+2)/(2α)(4.1)
by an application of the Rayleigh–Ritz variational formula together with a
simple cut-off argument.
Now, fix δ ∈ (0,1/2), and define
H2(q) = inf{s≥ 0 : |Xs − q|> t(α−d+2)/(4α)(log t)1/2+δ}.
We first consider the case H1(q)<H2(q)≤ t. In this case, set
H3(q) = sup{s≤H2(q) : |Xs − q| ≤ 12 t(α−d+2)/(4α)(log t)1/2+δ}.
Then for s ∈ [H3(q),H2(q)] and c < C(d,α)/4,
Vω(Xs)≥ Vω(mLt) + ct−(α−d+2)/(2α)(log t)1+2δ
≥ λω1 ((−t, t)d) +
c
2
t−(α−d+2)/(2α)(log t)1+2δ
by Proposition 3.1 and (4.1). Let us define Ek,l(q) = {H3(q) ∈ [k, k + 1),
H2(q) ∈ [l, l + 1)} for integers 0 ≤ k ≤ l ≤ t− 1. Suppose first that l − k >
t(α−d+2)/(2α) (slow crossing). Then using the Markov property at time l and
then (2.9) exactly the same way as in the proof of Proposition 2.1, we obtain
E⊗E0
[
exp
{
−
∫ t
0
Vω(Xs)ds
}
:Ek,l(q)
]
≤ E
[
c(d)2(1 + (tλω1 ((−t, t)d))d/2)2 exp{−(k+1)λω1 ((−t, t)d)}
× exp
{
−(l− k− 1)
(
λω1 ((−t, t)d) +
c
2
t−(α−d+2)/(2α)(log t)1+2δ
)}
(4.2)
× exp{−(t− l)λω1 ((−t, t)d)}
]
=O(exp{−(log t)1+2δ})E[exp{−tλω1 ((−t, t)d)}].
For the case l− k ≤ t(α−d+2)/(2α) (fast crossing), we again proceed as in the
proof of (2.8) to see
E
[
exp
{
−
∫ t
0
Vω(Xs)ds
}
:Ek,l(q)
]
≤ E[c(d)2(1 + (tλω1 ((−t, t)d))d/2)2 exp{−tλω1 ((−t, t)d)}
(4.3)
× P0(sup{|Xs| : 0≤ s≤ t(α−d+2)/(2α)}> t(α−d+2)/(4α)(log t)1/2+δ)]
≤O(exp{−(log t)1+2δ})E[exp{−tλω1 ((−t, t)d)}].
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Summing (4.2) and (4.3) over 0 ≤ k ≤ l ≤ t− 1 and using Lemma 2.4, we
find that
Qt(H1(q)<H2(q)≤ t,mLt ∈ q+ [0,1)d) =O(exp{−(log t)1+2δ}).
The other case H2(q) < H1(q) ≤ t can also be treated in the same way as
above by using
H˜3(q) = sup{s ∈ [0,H1(q)) : |Xs − q|> t(α−d+2)/(4α)(log t)1/2+δ},
H˜2(q) = inf{s≥ H˜3(q) : |Xs − q| ≤ 12 t(α−d+2)/(4α)(log t)1/2+δ}
instead of H3(q) and H2(q), respectively. Consequently, we obtain
Qt(H2(q)≤ t,mLt ∈ q+ [0,1)d) =O(exp{−(log t)1+2δ}).
Since the possible values of q are only polynomially many due to the weak
localization result, we can sum over q to see
lim
t→∞
Qt
(
sup
s∈[0,t]
|Xs −mLt | ≤ 2t(α−d+2)/(4α)(log t)1/2+δ
)
= 1.
Finally observe that on the event in the left-hand side, we have |mLt | ≤
2t(α−d+2)/(4α)(log t)1/2+δ since X0 = 0. Therefore we arrive at the desired
conclusion,
lim
t→∞
Qt
(
sup
s∈[0,t]
|Xs| ≤ 4t(α−d+2)/(4α)(log t)1/2+δ
)
= 1.

By the strong localization result, it, in particular, follows that mLt is close
to mt(ω), which completes the proof of Theorem 1.2.
Proof of Theorem 1.2. Fix ε > 0 so small that Proposition 3.1 holds.
Then, for sufficiently large t,
t(α−d+2)/(4α)−ε/4 < |x−mLt |< 2t(α−d+2)/(4α) log t
implies Vω(x) > Vω(mLt). Therefore, mLt is within t
(α−d+2)/(4α)−ε/4 from
the minimizer of Vω in B(mLt ,2t
(α−d+2)/(4α) log t). On the other hand, The-
orem 1.1 implies mLt ∈ B(0, t(α−d+2)/(4α) log t), and thus the above mini-
mizer is nothing but mt(ω). It is now easy to deduce Theorem 1.2 from
Proposition 3.1. 
5. Scaling limit of the occupation time measure. We prove Theorem 1.3
in this section. Given Theorems 1.1 and 1.2, it is more or less straightfor-
ward. Indeed, what we do is, replacing Vω by a quadratic function, using
the Girsanov formula, and applying the large deviation principle for the
Ornstein–Uhlenbeck process.
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Proof of Theorem 1.3. Let us introduce the event
G1 =
{
sup
0≤u≤t
|Xu|< r(t)(log t)3/4
}
.
By Theorem 1.1 and Proposition 3.1, we know that
Qt(L˜t ∈A)
=Qt(L˜t ∈A,G1 ∩ PC(Lt)) + o(1)
=
1
Zt
E⊗E0
[
exp
{
−
∫ t
0
Vω(Xs)ds
}
: L˜t ∈A,G1 ∩ PC(Lt)
]
+ o(1),
and thus we may concentrate on G1 ∩ PC(Lt). On this event, we have
exp
{
−
∫ t
0
Vω(Xs)ds
}
1PC(Lt)∩G1
≤ exp{−tVω(mLt) + o(t(α+d−2)/(2α))}
× exp
{
−C(d,α)
∫ tr(t)−2
0
|X˜s −mL˜t |2 ds
}
1G1 .
Let q ∈ t−1Zd and f ∈Cc(Rd). We integrate the above over
F (q, f) =
{
‖mL˜t − q‖∞ ≤ (2t)−1,
∣∣∣∣
∫
f dL˜t−
∫
f dνq
∣∣∣∣> ε
}
.
Note that if |q|> 2 log t, then F (q, f)∩G1 =∅. Hence we assume |q| ≤ 2 log t
in what follows. Since∫ tr(t)−2
0
|X˜s −mL˜t |2 ds=
∫ tr(t)−2
0
|X˜s − q|2 ds+ o(t(α+d−2)/(2α))
on G1 ∩F (q, f), we have
E⊗E0
[
exp
{
−
∫ t
0
Vω(Xs)ds
}
:PC(Lt)∩G1 ∩ F (q, f)
]
≤ exp{−a1td/α + o(t(α+d−2)/(2α))}
×E0
[
exp
{
−C(d,α)
∫ tr(t)−2
0
|X˜s − q|2 ds
}
:G1 ∩F (q, f)
]
.
By the scaling invariance of Brownian motion and the Girsanov formula, it
follows that the right-hand side equals
exp{−a1td/α − (a2 + o(1))t(α+d−2)/(2α)}Rq0
[
ψ(−q)
ψ(Xtr(t)−2 − q)
: G˜1 ∩ F˜ (q, f)
]
,
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where
ψ(x) = exp
{
−
√
C(d,α)
2
|x|2
}
,
G˜1 =
{
sup
s∈[0,tr(t)−2]
|Xs| ≤ log t
}
,
F˜ (q, f) =
{
‖mLtr(t)−2 − q‖∞ ≤ (2t)−1,
∣∣∣∣
∫
f dLtr(t)−2 −
∫
f dνq
∣∣∣∣> ε
}
.
Recalling |q| ≤ 2 log t, we have
ψ(−q)
ψ(Xtr(t)−2 − q)
=O(exp{(log t)2})
on G˜1. It is well known that Ls under R
q
0 satisfies the full large deviation
principle with rate s in the space of probability measures equipped with weak
topology, and the rate function has unique zero at νq; see, for example, [3].
Therefore, we arrive at
1
Zt
E⊗E0
[
exp
{
−
∫ t
0
Vω(Xs)ds
}
:PC(Lt)∩G1 ∩F (q, f)
]
≤ exp{o(t(α+d−2)/(2α))}Rq0
(∣∣∣∣
∫
f dLtr(t)−2 −
∫
f dνq
∣∣∣∣> ε
)
≤ exp{δ(ε)t(α+d−2)/(2α)}
for some δ(ε)> 0. Summing over q ∈ t−1Zd ∩B(0,2 log t) and replacing mLt
by mt(ω) using Theorem 1.2, we obtain (1.7). 
6. Fluctuation of the local minimum of the potential. We prove Theo-
rem 1.4 in this section. The argument is similar to that in Section 3, but we
need a better control on
∫ |x−mL˜t |2L˜t(dx). We deduce it from Theorem 1.3.
Proof of Theorem 1.4. We first prove
lim
t→∞
Qt
(∣∣∣∣
∫
|x−mL˜t |2L˜t(dx)− (8C(d,α))
−1/2
∣∣∣∣> ε
)
= 0(6.1)
for any ε > 0. To this end, recall that Corollary 2.1 allows us to assume∫
|x−mL˜t |2L˜t(dx)≤M2.
Under this assumption,∣∣∣∣
∫
|x−mL˜t |2L˜t(dx)−
∫
|x−mL˜t |2νmL˜t (dx)
∣∣∣∣> ε
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implies∣∣∣∣
∫
(|x−mL˜t |2 ∧M)L˜t(dx)−
∫
(|x−mL˜t |2 ∧M)νmL˜t (dx)
∣∣∣∣> ε2
for sufficiently large M . Since
∫ |x|2ν0(dx) = (8C(d,α))−1/2 , (6.1) follows
from Theorem 1.3. Now let us define the class of probability measures on
R
d by
Pεloc :=
{
µ : suppµ⊂B(0, t(α−d+2)/(4α) log t),
∣∣∣∣
∫
|x−mµ|2µ(dx)− (8C(d,α))−1/2
∣∣∣∣< εt−(α−d+2)/(2α)
}
.
By Theorem 1.1 and (6.1), we know that limt→∞Qt(Lt /∈ Pεloc) = 0 for any
ε > 0.
Now let us prove Theorem 1.4(i). It suffices to show the assertion with
mt(ω) replaced by mLt in view of (1.6) and Lemma 3.1. For µ ∈ Pεloc, the
same argument as for Lemma 3.1 yields
E
µ
t [Vω(mµ)]
=
∫
vˆ(mµ − y)e−t
∫
vˆ(z−y)µ(dz) dy
(6.2)
= a1
d
α
t−(α−d)/α
−
(
α− d+2
α
C(d,α) + o(1)
)
t−(α−d+2)/α
∫
|x−mµ|2µ(dx),
where o(1) is uniform in µ. Then it follows
Qt[Vω(mLt)]
∼ 1
Zt
E0[E[e
−t〈Lt,Vω〉]ELtt [Vω(mLt)] :Lt ∈ Pεloc]
= a1
d
α
t−(α−d)/α − α− d+2
α
√
C(d,α)
8
t−(α−d+2)/(2α)
+ εO(t−(α−d+2)/(2α)),
and letting ε ↓ 0, we get Theorem 1.4(i).
Let us turn to Theorem 1.4(ii). It suffices to consider the assertion with
mt(ω) replaced by mLt again. Indeed, as is mentioned in Remark 3.1, we
have
lim
t→∞
Qt(|Vω(mt(ω))− Vω(mLt)− Eµt [Vω(mt(ω))− Vω(mLt)]|< t−β) = 1
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for any
2α− d
2α
< β <min
{
3α− d+ 2
4α
,
α− d+ 6
4α
}
.
Now it follows by a well-known formula for the characteristic functional for
Poisson point process that for µ ∈ Pεloc,
logEµt [exp{iθt(2α−d)/(2α)(Vω(mµ)− Eµt [Vω(mµ)])}]
=
∫
(eiθt
(2α−d)/(2α)vˆ(mµ−y) − 1− iθt(2α−d)/(2α)vˆ(mµ − y))
× e−t
∫
vˆ(z−y)µ(dz) dy.
Using Taylor’s theorem, replacing
∫
vˆ(z− y)µ(dz) by v(mµ− y), and chang-
ing variable, one can show that
logEµt [exp{iθt(2α−d)/(2α)(Vω(mµ)−Eµt [Vω(mµ)])}]
∼−θ
2
2
∫
t(2α−d)/α|y|−2αe−t|y|−α dy
=−θ
2
2
ασdΓ
(
3α− d+1
α
)
.
We leave the details to the reader. From this, Theorem1.4(ii) follows by the
same way as above. 
7. Scaling limit of the process. In this section, we prove Theorem 1.5.
Given the strong localization and the potential confinement, we can basically
follow the argument in [12]. We write Bt for B(mt(ω), r(t) log t).
Proof of Theorem 1.5. We define the good events by
G1(s) =
{
sup
0≤u≤s
|Xu|< r(t)(log t)3/4
}
,
G2 =
{
sup
x∈Bt
|Vω(x)− Vω(mt(ω))− pt(x−mt(ω))| ≤ t−(α−d+2)/(2α)−ε0 ,
|mt(ω)| ≤ r(t)(log t)3/4
}
.
Note that X[0,t] ⊂ Bt on G1(t) ∩G2. Due to Theorems 1.1 and 1.2, it suf-
fices to show that for any T > 0 and f , a bounded continuous function on
C([0, T ],Rd),
lim
t→∞
Qt[f(X˜) :G1(t) ∩G2]
=
∫
dm
(√
C(d,α)√
2pi
)d/2
exp
{
−
√
C(d,α)
2
|m|2
}
Rm0 [f(X)]
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with an obvious abuse of notation. Let λωi (Bt) denote the ith smallest eigen-
value of −∆/2+ Vω(x)− Vω(mt(ω)) in Bt with the Dirichlet boundary con-
dition and φω the L
2-normalized nonnegative principal eigenfunction. Let
us further denote by ψω the L
2-normalized nonnegative principal eigenfunc-
tions of −∆/2 + pt(x−mt(ω)) on Rd.
Lemma 7.1. (i) λωi (Bt) = Vω(mt(ω))+ (a2+O(t
−ε0))t−(α−d+2)/(2α) uni-
formly in i ∈ {1,2} and ω ∈G2.
(ii) There exists c3 > 0 such that for any ω ∈G2,
λω2 (Bt)− λ1ω(Bt)≥ c3t−(α−d+2)/(2α).
(iii) supω∈G2‖φω − ψω‖2 → 0 as t→∞.
Proof. It may be assumed that mt(ω) = 0 by a spatial shift. Let λ
pt
i (U)
denote the ith smallest eigenvalue of −∆/2 + pt(x) in U with the Dirichlet
boundary condition. Recall that when U =Rd, the corresponding eigenfunc-
tions are products of the Hermite polynomials multiplied by the Gaussian
density with variance
√
r(t)/2C(d,α). In particular, they are of
O(exp{−(log t)2}) near ∂Bt. Thus, by using the Rayleigh–Ritz variational
formula and a standard cut-off argument, one can show that
λpti (Bt) = λ
pt
i (R
d) +O(exp{−(log t)2}).(7.1)
Since
|(λωi (Bt)− Vω(mt(ω)))− λpti (Bt)| ≤ t−(α−d+2)/(2α)−ε0(7.2)
on G2, the first assertion follows. Moreover, we know
λpt2 (R
d)− λpt1 (Rd) = r(t)−2λp12 (Rd)− r(t)−2λp11 (Rd)
(7.3)
≥ c3t−(α−d+2)/(2α)
for some c3 > 0 by a scaling and the fact that −∆/2+C(d,α)|x|2 has positive
spectral gap. From (7.1)–(7.3), the second assertion follows.
Next, we introduce the Dirichlet form (Eω,D(Eω)) associated with −∆/2+
pt(x) on L
2(Rd). Then φω ∈ D(Eω) since φω has compact support and∫ |∇φω|2 dx <∞. Let us decompose φω as γtψω +√1− γ2t ψ2 by using ψ2 ∈
D(Eω) with unit L2-norm and orthogonal to ψω with respect to Eω(·, ·) +
(·, ·)L2 . Note that we have
Eω(ψω, ψ2) = ((−∆/2 + pt)ψω, ψ2)L2 = λpt1 (Rd)(ψω, ψ2)L2
since ψω is an eigenfunction. Hence in fact Eω(ψω, ψ2) = (ψω, ψ2)L2 = 0, and
it follows that
Eω(φω, φω) = γ2t Eω(ψω, ψω) + (1− γ2t )Eω(ψ2, ψ2)
(7.4)
= γ2t λ
pt
1 (R
d) + (1− γ2t )Eω(ψ2, ψ2).
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Now for ω ∈G2, one can easily find
Eω(φω, φω)
=
1
2
∫
|∇φω(x)|2 dx
+
∫
(Vω(x)− Vω(0))φω(x)2 dx+ o(t−(α−d+2)/(2α))
= λω1 (Bt)− Vω(0) + o(t−(α−d+2)/(2α))
= λpt1 (R
d) + o(t−(α−d+2)/(2α)),
where the last line is due to part (i). On the other hand, by the variational
formula and (7.3),
Eω(ψ2, ψ2)≥ λpt2 (Rd)≥ λpt1 (Rd) + c3t−(α−d+2)/(2α).
Substituting these relations into (7.4), we obtain γ2t → 1 as t→∞. Finally,
since both φω and ψω are nonnegative, γt must converge to 1, and the last
assertion is proved. 
Let us define τ = t(α−d+2)/(2α)+ε0/2 and
F1(x,ω) =Ex
[
exp
{
−
∫ t−τ
0
Vω(Xs)ds
}
:G1(t− τ)
]
,
F2(x,ω) = 〈φω,1〉φω(x) exp{−(t− τ)λω1 (Bt)}
for the ease of notation. Note that τ > Tr(t)2 for sufficiently large t. Apply-
ing the Markov property at time τ , we find that the numerator of Qt[f(X˜) :
G1(t)∩G2] is
E⊗E0
[
f(X˜) exp
{
−
∫ t
0
Vω(Xs)ds
}
:G1(t)∩G2
]
= E
[
E0
[
f(X˜) exp
{
−
∫ τ
0
Vω(Xs)ds
}
(7.5)
×F1(Xτ , ω) :G1(τ)
]
:G2
]
.
To replace F1 by F2 in this expression, we estimate the difference as∣∣∣∣E0
[
f(X˜) exp
{
−
∫ τ
0
Vω(Xs)ds
}
× (F1(Xτ , ω)−F2(Xτ , ω)) :G1(τ)
]∣∣∣∣
(7.6)
BROWNIAN MOTION IN POISSONIAN POTENTIAL 31
≤ ‖f‖∞
∫
p(1,0, x)Sωτ−1|F1(·, ω)− F2(·, ω)|(x)dx
≤ ‖f‖∞
(∫
p(1,0, x)2 dx
)1/2
‖Sωτ−1|F1(·, ω)−F2(·, ω)|‖2,
where p(t, x, y) denotes the transition kernel of the Brownian motion and
{Sωs }s≥0 the semigroup generated by −∆/2 + Vω in Bt with the Dirichlet
boundary condition. Now, it is well known that ‖Sωs ‖L2→L2 = exp{−sλω1 (Bt)}
and also by considering eigenfunction expansion, one can deduce from Lem-
ma 7.1(ii) that
‖F1(·, ω)− F2(·, ω)‖2
≤ |Bt|1/2 exp{−(t− τ)(λω1 (Bt) + c3t−(α−d+2)/(2α))}
on G2. Therefore for sufficiently large t,
RHS of (7.6)≤ exp
{
−tλω1 (Bt)−
c3
2
t(α+d−2)/(2α)
}
.(7.7)
Coming back to (7.5) and replacing F1 by F2, we arrive at
LHS of (7.5) = E
[
E0
[
f(X˜)φω(Xτ ) exp
{
−
∫ τ
0
Vω(Xs)ds
}
:G1(τ)
]
× 〈φω,1〉e−(t−τ)λω1 (Bt) :G2
]
(7.8)
+O(exp{−t(α+d−2)/(2α)})E[exp{−tλω1 (Bt)}].
Recall that the last term is of o(Zt) due to Lemma 2.4.
Lemma 7.2. Uniformly in ω ∈G2,
E0
[
f(X˜)φω(Xτ ) exp
{
−
∫ τ
0
Vω(Xs)ds
}
:G1(τ)
]
(7.9)
= e−τλ
ω
1 (Bt)+o(1)(ψω(0)R
m˜t(ω)
0 [f(X)] +O(exp{−(log t)2})).
Proof. Let us use the orthogonal decomposition φω = γtψω+
√
1− γ2t ψ2
in the proof of Lemma 7.1. Denoting the left-hand side of (7.9) by T (φω),
we have
T (φω) = γtT (ψω) +
√
1− γ2t T (ψ2).(7.10)
We begin with the first term in the right-hand side. We know γt → 1 by
Lemma 7.1(iii) and on G2,
T (ψω) = E0
[
f(X˜)ψω(Xτ ) exp
{
−
∫ τ
0
Vω(Xs)ds
}
:G1(τ)
]
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≤ exp{−τVω(mt(ω)) + t−ε0/2}
×E0
[
f(X˜)ψω(Xτ ) exp
{
−
∫ τ
0
pt(Xs −mt(ω)) ds
}
:G1(τ)
]
thanks to our choice of τ . On the other hand, it follows by the Girsanov
transform and Brownian scaling that
R
m˜t(ω)
0 [f(X) :X[0,tε0 ] ⊂ r(t)−1Bt]
= ea2E0
[
f(X)
ψω(r(t)Xr(t)−2τ )
ψω(0)
× exp
{
−
∫ τ
0
pt(r(t)Xr(t)−2s −mt(ω)) ds
}
:G1(τ)
]
.
Combining the above estimates and using Lemma 7.1(i), we obtain
γtT (ψω) = e
−τλω1 (Bt)+o(1)ψω(0)R
m˜t(ω)
0 [f(X) :X[0,tε0/2] ⊂ r(t)−1Bt].
Finally, by the very same argument as for the proof of the strong localization,
it follows that
R
m˜t(ω)
0 (X[0,tε0/2] 6⊂ r(t)−1Bt) =O(exp{−(log t)2})
on G2. [We have used the second condition in G2 to control ψω(0).]
Next, we estimate the second term on the right-hand side of (7.10). This
is rather easy since by the same argument as that for (7.7), it follows
|T (ψ2)| ≤ ‖f‖∞ exp{−(τ − 1)(λω1 (Bt) + c3t−(α−d+2)/(2α))}
≤ ‖f‖∞ exp
{
−τλω1 (Bt)−
c3
2
tε0
}
.

Substituting (7.9) into (7.8) and dropping o(Zt) term, we obtain
Qt[f(X˜) :G1(t)∩G2]
∼ 1
Zt
E[e−tλ
ω
1 (Bt)〈φω,1〉(ψω(0)Rm˜t(ω)0 [f(X)]
+O(exp{−(log t)2})) :G2].
The term O(exp{−(log t)2}) is negligible in view of Lemma 2.4 and the
fact that |〈φω,1〉| ≤ ‖φω‖L2(Bt)‖1‖L2(Bt) grows at most polynomially fast.
Therefore we arrive at the expression
Qt[f(X˜) :G1(t)∩G2]
∼
∫
1
Zt
E[e−tλ
ω
1 (Bt)〈φω,1〉 :G2, m˜t(ω) ∈ dm](7.11)
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×
(√
C(d,α)√
2pir(t)
)d/4
exp
{
−
√
C(d,α)
2
|m|2
}
Rm0 [f(X)].
Since E[e−tλ
ω
1 (Bt)〈φω,1〉 :G2, m˜t(ω) ∈ dm] defines a translation invariant mea-
sure on B(0, (log t)3/4), it is a constant multiple of the Lebesgue measure. We
can determine the constant asymptotically by setting f = 1, and it follows
that the right-hand side of (7.11) converges to∫
dm
(√
C(d,α)√
2pi
)d/2
exp
{
−
√
C(d,α)
2
|m|2
}
Rm0 [f(X)].

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