Recently, the precise performance of the Generalized LASSO algorithm for recovering structured signals from compressed noisy measurements, obtained via i.i.d. Gaussian matrices, has been characterized. The analysis is based on a framework introduced by Stojnic and heavily relies on the use of Gordon's Gaussian min-max theorem (GMT), a comparison principle on Gaussian processes. As a result, corresponding characterizations for other ensembles of measurement matrices have not been developed. In this work, we analyze the corresponding performance of the ensemble of isotropically random orthogonal (i.r.o.) measurements. We consider the constrained version of the Generalized LASSO and derive a sharp characterization of its normalized squared error in the large-system limit. When compared to its Gaussian counterpart, our result analytically confirms the superiority in performance of the i.r.o. ensemble. Our second result, derives an asymptotic lower bound on the minimum conic singular values of i.r.o. matrices. This bound is larger than the corresponding bound on Gaussian matrices. To prove our results we express i.r.o. matrices in terms of Gaussians and show that, with some modifications, the GMT framework is still applicable.
I. INTRODUCTION A. Setup
Consider the classical problem of signal reconstruction of a structured signal x 0 ∈ R n from linear compressed and noisy measurements y = Ax 0 + z ∈ R m . Here A is the measurement matrix with compression rate δ := m n < 1 and z is the noise vector. A standard method for recovering x 0 is to solve a convex optimization program that enforces our prior knowledge about the distribution of the noise vector and the structure of the unknown signal. We model z as a zero-mean Gaussian vector with covariance matrix σ 2 I. Also, assume f : R n → R to be a convex function that induces the structure of x 0 , e.g. 1 -norm for sparsity, nuclear norm for low-rankness, etc.. A popular algorithm in this direction is the Generalized 2 2 -LASSO that solveŝ x σ := arg min
for a regularization parameter λ ≥ 0. We measure the performance of (1) with the Normalized Squared Error (NSE):
and are interested in characterizing its behavior as a function of n, m, f , x 0 , σ and λ. To get a handle on this question, it is common to model the sampling matrix A as chosen at
The work of B. Hassibi was supported in part by the National Science Foundation under grants CNS-0932428, CCF-1018927, CCF-1423663 and CCF-1409204, by the Office of Naval Research under the MURI grant N00014-08-0747, by the Jet Propulsion Lab under grant IA100076, by a grant from Qualcomm Inc., and by King Abdulaziz University. random from some ensemble. In particular, two prominent models for the measurement matrix are: (a) Gaussian: The entries of A are i.i.d. standard normal. This assumption is primarily motivated by: (i) the wellunderstood and remarkable properties of the gaussian ensemble, (ii) the so-called universality property, i.e. many results turn out to hold true for matrices with i.i.d. entries drawn from a wide class of probability distributions. (b) Isotropically Random Orthogonal (i.r.o.): The matrix A is sampled uniformly at random from the manifold of roworthogonal matrices satisfying AA T = I m . Such orthogonal matrices are occasionally referred to as being "Haar distributed". Matrices with orthogonal rows are often preferred in practice because their condition number is one and the do not amplify the noise. As a result they have superior noise performance, something we shall also observe in this paper too. Furthermore, certain classes of orthogonal matrices, such as Fourier, discrete-cosine and Hadamard allow for fast multiplication and reduced complexity.
B. Background
Understanding the reconstruction performance of (1) has been a subject that has attracted enormous research attention over the past two decades or so. However, it is only recently that precise analysis in the noisy case has been developed.
1) Noiseless Case: In the noiseless case it has been shown [1] that the unique solution to min {x|y=Ax} f (x) is the true vector x 0 if the compression rate δ satisfies δ > ω 2 f,x0 .
(
Here, ω 2 f,x0 is a geometric measure of the complexity of f and x 0 , defined in Section II. The bound in (3) is precise in the sense that the same number of measurements is also necessary [2] . This result is universal over the measurement matrix A over both the Gaussian and the i.r.o. ensemble: A appears in the optimality conditions only through its nullspace, which in both cases is an isotropically random subspace in R n of dimension n − m.
2) Noisy Case: Most results in the noisy case are orderwise in the sense that they hold only up to unknown numerical constants. Gaussian Ensemble: Precise bounds on the NSE of the Generalized LASSO with Gaussian measurements have appeared only very recently. To the best of our knowledge, the first such results appear in [3] , [4] when 1 regularization is used in (1) . More recently, Stojnic introduced in [5] a novel framework, which is based on the use of Gordon's Gaussian min-max Theorem (GMT) [6, Lem. 3.1]. The framework has proved to be powerful (also, see [7] ) and has resulted in simple, yet precise bounds on the NSE of the Generalized LASSO [5] , [8] - [10] . Those results resemble (3) for the noiseless case. To get a flavor, consider the constrained version 1 of (1) (C-LASSO) which solveŝ
It was shown in [5] , [8] that the NSE of (4) under Gaussian measurements is upper bounded by
.
The bound is precise (or asymptotically tight) since it is shown to be achieved with equality in the limit σ → 0. I.r.o. Ensemble : Unlike the noiseless case, in the noisy setting i.r.o. matrices exhibit different recovery performance than that of Gaussians. Using the replica method from statistical physics and through extensive simulation results, [11] , [12] derive expressions that characterize the NSE of (1) and report that orthogonal constructions provide a superior performance compared to their Gaussian counterparts. As mentioned in [11] , even though it provides a powerful tool for tackling hard analytical problems, the replica method still lacks mathematical rigor in some parts [11] . As a follow up to these reports, and also driven by the fact that orthogonal constructions are easier to implement in practical applications [12] , it is of interest to prove precise bounds on the achieved NSE; ones that would resemble those of [5] , [8] , [10] for Gaussian constructions. Towards this direction, Oymak and Hassibi showed in [13] that the noisy performance of i.r.o. matrices is at at least as good as that of Gaussians. To conclude this, they proved that the minimum conic singular value (mCSV) of the former can be no smaller than that of the latter. mCSVs appears naturally as a measure of noise robustness performance (e.g. [1, Cor. 3.3]), thus, the achieved NSE of i.r.o. can be no worse than that of Gaussians. Adding to this, [13] conjectures a formula to bound the NSE of (4) when A is i.r.o..
C. Contribution
We prove in Theorem 2.1 that when the measurement matrix A is i.r.o., then the NSE of (4) in the high-SNR regime (σ → 0) behaves precisely as 2 :
)
As is the case for the Gaussian ensemble (cf. (5)), we conjecture this to be the worst-case value of the NSE over all σ. Since 1 − ω 2 f,x0 < 1, when compared to (5) , our result implies the superiority in performance of the i.r.o. ensemble when compared to the Gaussian one. In particular, this establishes rigorously the conjecture raised in [13] . Our second result in Theorem 2.2 derives a high-probability lower bound on the mCSV of i.r.o. matrices. The bound is seen to exceed the corresponding well-known bound for Gaussian matrices.
D. Approach
The set of techniques available for dealing with i.r.o. matrices is limited compared to the variety of methods available for working with Gaussian matrices. Nonetheless, we are able to prove (6) based on a modification of the same framework [7] that led to corresponding results for the Gaussian case [5] , [8] - [10] , [14] . As mentioned, the framework builds upon the GMT, a comparison lemma on Gaussian processes. In particular, [5] , [8] use the fact that a 2 = max u 2≤1 u T a to write (4) as: (7) to which GMT is directly applicable. In contrast, when A is i.r.o., it is not at all obvious how to use GMT. To start with, there is no Gaussian matrix. The key idea here is to equivalently express an i.r.o. matrix as:
with G ∈ R m×n having entries i.i.d. standard Gaussian and where (GG T ) −1/2 is the inverse of the square-root of the positive definite (with probability one) m × m matrix GG T . Substituting this expression in (4), the LASSO objective is closer but not yet quite of the form required by GMT. In particular, the slick trick that led to (7) is not enough here and additional ideas are required. Using these we are able to bring (4) into the desired format; the argument is sketched is Section III-C. Once this is done, what remains is to apply the framework of [5] , [7] to conclude with the desired.
II. RESULT A. Setup
Let x 0 ∈ R n , y = Ax 0 + σv ∈ R m and convex f : R n → R. The constrained Generalized LASSO (C-LASSO) solves (4). The reconstruction vectorx depends explicitly on A, f, x 0 , and, implicitly on σ, v through the measurement vector y. Define the NSE of (4) as in (2). 1) Assumptions: The matrix A ∈ R m×n , m < n is modeled to have orthogonal rows AA T = I m , and the joint probability density of its elements remains unchanged when A is pre-and post-multiplied by any orthogonal matrices Φ ∈ R m×m , Θ ∈ R n×n , i.e., p(ΦAΘ) = p(A). We say that A is i.r.o. 3 . The noise vector v has entries i.i.d. standard normal N (0, 1), f : R n → R is assumed convex and continuous, and, x 0 is not a minimizer of f . Popular regularizers include the 1 -norm, nuclear-norm, 1,2 -norm etc. (please refer to [1] , [2] for further examples).
2) Large system limit:
Our results hold in an asymptotic regime in which the problem dimensions grow to infinity. We consider a sequence of problem instances {A, v, x 0 , f } m,n as in (4) indexed by m and n such that both m, n → ∞. In each problem instance, A, v and f satisfy the assumptions of Section II-A.1. Furthermore,x and NSE(σ) denote the output of (4) and the corresponding NSE. To keep notation simple, we avoid introducing explicitly the dependence of variables on the problem dimensions m, n.
3) NSE: Define the worst-case and asymptotic NSE as wNSE := sup σ>0 NSE(σ), and aNSE := lim σ→0 NSE(σ), respectively. The importance of studying the aNSE stems from the fact that wNSE = aNSE in several cases (including C-LASSO for Gaussian measurements, also see [8] , [10] , [16] ). Theorem 2.1 precisely characterizes aNSE. We conjecture that the same expression predicts wNSE. 
The Gaussian width is a geometric measure of the size of the tangent cone. It is similarly defined for any set; the definition above is specific to our application. Please refer to [1] , [2] for detailed discussions on its role in asymptotic convex geometry and on its properties. We also need the definition of the minimum conic singular value (mCSV) of a matrix A. This can be defined for any cone in R n . To avoid introducing extra notation, we only define it with respect to the tangent cone of a function. Definition 2.3 (Minimum conic singular value): Let A ∈ R m×n . The minimum conic singular value of A with respect to the tangent cone of f at x 0 ∈ R n is defined as,
Note that σ min (A; R n ) is the minimum singular value of A.
B. Results
Our results hold in the asymptotic linear regime, where m, n and ω f,x0 all grow to infinity such that m/n → δ ∈ (0, 1) and
where δ, ω f,x0 are constants independent of the problem dimensions, e.g. m,n. In particular, assume the setup as in Section II-A.2 under this linear regime and let A be distributed i.r.o. If δ > ω 2 f,x0 , then, the following limit holds in probability
. number of measurements m 
and ρ := ω f,x0 /χ + 1 − δ. For all ζ > 0, with probability 1 in the limit n → ∞, σ min (A; T f (x 0 )) is lower bounded by
C. Remarks 1) C-LASSO: Comparison to Gaussian case: For an i.i.d Gaussian matrix with entries of variance 1/n, it has been shown in [8] that aNSE /n ≈ ω 2 f,x0 /(δ − ω 2 f,x0 ). This is strictly greater than the expression of Theorem 2.1, proving that the i.r.o. ensemble has strictly superior noise performance. Note that when ω 2 f,x0 < δ 1, the two formulae are close to each other. This agrees with the fact that the entries of a very "short" i.r.o. matrix are effectively independent for many practical purposes [17] . Finally, observe that both bounds approach infinity as the compression rate δ approaches ω 2 f,x0 . Of course, this agrees with the phase transition in the noiseless case (cf. (3)) which is same for both ensembles.
Interpretation: As seen the formula of Theorem 2.1 closely resembles the corresponding results for the Gaussian case. Thus, most of the remarks made for the Gaussian case (e.g. [10] ) regarding the role of the involved parameters, the geometric nature of the bound and its generality directly transfer to our case. It is useful to remark that ω 2 f,x0 admits precise high-dimensional approximations either in closedform, or ones that are numerically tractable, for a number of useful instances of f and x 0 , e.g. [1] , [2] , [8] . For a mere illustration, if f = · 1 and x 0 a k-sparse signal with k/n → ρ, then ω 2 f,x0 ≤ 2ρ(log(1/ρ) + 1). wNSE: We conjecture that wNSE = aNSE. In this case, Theorem 2.1 would prove a tight upper bound on NSE(σ) for any σ. Simulation results in Figure 1 support the claim.
Universality: The authors in [13] show numerical evidence that partial Discrete Cosine Transform (DCT) matrices obtained by randomly sampling m rows of the DCT matrix without replacement, and similarly sampled Hadamard (HDM) matrices exhibit the same NSE performance as the i.r.o. ensemble. Our simulations in Figure 1 confirm this and, thus, Theorem 2.1 appears to predict the NSE of random DCT and HDM matrices as well. Understanding of the behavior of such ensembles is of great practical importance due to their favorable attributes [12] .
2) Minimum conic singular value: Comparison to Gaussian case: A standard application of the GMT shows that the mCSV of a matrix with i.i.d. entries N (0, 1/n) is lower bounded by √
δ − ω f,x0 , e.g. [1, Cor. 3.3] . The bound of Theorem 2.2 exceeds that, which is a strong indication that i.r.o. matrices are strictly better conditioned than corresponding Gaussian ones. See Fig. 2 for an illustration.
Sanity test:
When ω 2 f,x0 < δ 1, the entries of the i.r.o. behave almost as if they are independent [17] . As expected, then, in this regime the bound of Theorem 2.2 approaches √ δ − ω f,x0 , which coincides with the bound on Gaussians. On the other hand, when δ = 1, it can be seen that, as expected, the expression of Theorem 2.2 approaches one.
Tightness: Theorem 2.2 provides no guarantees on the exactness of the derived lower bound. This is also the case for the corresponding result on the mCSV of Gaussian matrices. Proving (or disproving) the exactness of the bounds is an open research problem.
General cones: Of course, the bound of Theorem 2.2 holds for the minimum singular value of A with respect to any cone, not necessarily a tangent cone or even a convex cone. One just needs to replace ω f,x0 with the Gaussian width of the corresponding cone. Also, a non-asymptotic version of Theorem 2.2 is possible, and will be included in the extended version of the paper.
III. PROOF OUTLINE Here, we outline the main steps of the proof. We focus on Theorem 2.1. The proof of Theorem 2.2 follows along the same ideas and is further discussed in the Appendix 4 . Due to space considerations we limit our attention to showing the steps and modifications required to apply GMT in the case of i.r.o. matrices. In contrast to this part of the proof, which involves several new ideas, after we have transformed the problem into one where the GMT framework is applicable, then the rest is along the lines of [5] , [8] - [10] . This latter part and some technical details not discussed here are deferred to the Appendix. We re-write (4) by changing the decision variable to be the error vector w := x − x 0 :
We evaluate the limiting behavior lim σ→0 ŵ 2 /σ 2 . Throughout, we write · instead of · 2 .
A. Formulation in terms of Gaussians
We begin with a simple Lemma that provides a simple characterization of i.r.o. matrices in terms of Gaussians. Let X 1/2 denote a square-root of a matrix X ∈ R m×m , and X −1/2 its inverse (if it exists). Also, for random variables x and y with the same distribution, we write x ∼ y. Proof: It can be readily confirmed that AA T = I m . We need to prove that the distribution of A remains invariant after pre-and post-multiplication with orthogonal matrices of appropriate sizes. Let Φ ∈ R n×n , Θ ∈ R m×m be any orthogonal matrices. First, AΘ ∼ (GG T ) −1/2 GΘ = ((GΘ)(GΘ) T ) −1/2 GΘ. Recall that the Gaussian distribution is invariant under orthogonal transformations, i.e. G ∼ GΘ, to conclude from the above that AΘ ∼ A. Next, G ∼ ΦG. Also, it can be directly verified that Φ(GG T ) −1/2 Φ is the inverse of a square-root of of ΦGG T Φ. With these, A ∼ ((ΦG)(ΦG) T ) −1/2 ΦG = Φ(GG T ) −1/2 G = ΦA.
Next, we use Lemma 3.1 to write the objective function in (8) in terms of Gaussian matrices. Lemma 3.2 (LASSO Objective): Assume A ∈ R m×n is i.r.o. and v ∈ R m is standard Gaussian, independent of each other. Then, for any w ∈ R n , (Aw − σv) ∼ (GG T ) −1/2 G(σq − w), where G ∈ R m×n and q ∈ R n have entries i.i.d. N (0, 1) and are independent of each other.
Proof: Let A, G, v, q as in the statement of the Lemma. For any row-orthogonal Q ∈ R m×n , v ∼ Qq. Furthermore, provided that q is independent of the distribution of Q, the same is then true for v. Hence, letting Q = A, we have (Aw − σv) ∼ A(w − σq). Apply Lemma 3.1 to conclude with the desired.
B. Convex Gaussian min-max Theorem
We get a handle on (8) and its optimal value via analyzing a different and simpler optimization problem, which we call Auxiliary Optimization (AO) problem. The machinery that allows this relies on Gordon's Gaussian min-max theorem (GMT) [6, Lem. 3.1] . In fact, we require a stronger version of the GMT. Inspired by work of Stojnic [5] , Thrampoulidis et. al [7] obtain a tight version of the GMT under additional convexity assumptions that are not present in its original
