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Resumen
Debido al aumento de la demanda de aplicaciones relacionadas con la inspeccio´n
y el reconocimiento en las que se precisa el uso de UAVs, la reconstruccio´n de
ima´genes panora´micas se ha convertido en un campo en el que actualmente se
investiga muy activamente por los expertos en visio´n por computador. Por lo
tanto, este proyecto tiene como objetivo el desarrollo de un algoritmo capaz de
crear ima´genes panora´micas, que sea capaz de hacerlo de tal manera que sea un
algoritmo: lo suficientemente ra´pido para trabajar en tiempo real, con el cual se
pierda la menor cantidad de informacio´n posible, que se pueda integrar fa´cilmente
en el sistema del UAV y que se pueda aprovechar para incorporar en el futuro
otras te´cnicas relacionadas con la deteccio´n de objetos o la odometr´ıa visual.
Para cumplir con los objetivos de trabajo en tiempo real y mı´nima perdida de
informacio´n, se propone un me´todo de reconstruccio´n controlada, en el que se
evalu´a y se selecciona en todo momento las ima´genes que van a formar parte de
la panora´mica. Tambie´n, el algoritmo evalu´a cuando no se puede continuar con
la creacio´n de la panora´mica y se debe empezar con otra ra´pidamente sin perder
informacio´n. Por u´ltimo, para cumplir con el objetivo de fa´cil integracio´n en el
sistema, se propone el uso de la estructura ROS, que se basa en el intercambio de
mensajes entre diferentes nodos (subsistemas).
Keywords: Panoramic image, UAV, Inspection, Feature Matching, Monocular ca-
mera
Abstract
Due to the rising of application demand related to inspection and survey in
which are required UAVs, panoramic image reconstruction has become a field
where, currently, computer vision experts actively dive in it. Therefore, the
objective of this project is to develop a algorithm cable to create panoramic
images, so that it is a algorithm: fast enough to work in real time, in which lower
possible data will be lost, simple to integrate within the whole UAV system and
functional to include other techniques in the future such as object detection an
visual odometry. To reach the objectives related to real time and lower data losing,
it is proposed a method of checked reconstruction. In that method, a evaluation
and a selection of the capture images is done constantly to find the best image to
merge with the panorama. Besides, the algorithm decide the moment in that the
reconstruction must stop and a when a new panoramic quicly must be create before
losing information. Finally, to reach the objectives related to simple integration,
it is proposed using the framework ROS that is based on exchanging messages
between diferent nodes.
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CAPI´TULO 1:
INTRODUCCIO´N
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Actualmente, existe una gran cantidad de aplicaciones, tanto militares como
civiles, relacionadas con la toma de datos ae´reos. El uso de Veh´ıculos Ae´reos no
Tripulados (UAVs), se ha generalizado para llevar a cabo tareas importantes en
dichas aplicaciones. En un principio, los UAVs solo se utilizaban en el a´mbito
militar, debido a su coste y la complejidad de su disen˜o. Su uso en aplicaciones
civiles se ha extendido gracias ha que, esta complejidad y este coste, se ha reducido
considerablemente en los u´ltimos an˜os en parte gracias al uso de Multi-Rotores.
Por otro lado, la adquisicio´n de datos ae´reos, ha mejorado mucho debido al gran
incremento de la eficiencia de las unidades de computacio´n.
1.1. UAVS
Aunque se puede categorizar a los UAVs de muchas maneras diferentes,
en este trabajo se hara´ un resumen de las ma´s relevantes y de esta manera,
saber que alternativas se tienen en el momento de decidir que sistema utilizar.
Se puede realizar una clasificacio´n de estos basada en: el tipo de misio´n
(destinados a aplicaciones de topograf´ıa, fotograf´ıa ae´rea, salvamento, combate,
Anti incendios...), su taman˜o, su alcance o autonomı´a y su forma de mantener
la sustentacio´n. Las clasificaciones se han llevado acabo segu´n [1], en el caso de
taman˜o y alcance o autonomı´a; segu´n [2], en el caso del tipo de misio´n.
1.1.1. Clasificacio´n por taman˜o
Si se realiza una clasificacio´n de los UAVs por taman˜o, se pueden organizar en:
UAVs Muy Pequen˜os, que a su vez se puede dividir en Micro o Nano UAVs; en
Pequen˜os; en Medianos; y por u´ltimo, en Grandes. Normalmente, la eleccio´n entre
un tipo y otro de UAV estara´ relacionada con el peso de la carga de pago que se
desee transportar, con el tiempo de autonomı´a requerido en la aplicacio´n y el coste
del sistema, entre otros muchos factores.
UAVs Muy Pequen˜os
Dentro de esta clase, se encuentran los UAVs que tienen el taman˜o de un
gran insecto de 30 a 50 cm de longitud. Existen dos tipos de UAVs pequen˜os
dentro de esta categor´ıa. Uno de los tipos mencionados, son los UAVs que
su disen˜o incorpora alas parecidas a las de un insecto o un pa´jaro y el otro
tipo de UAVs son los que incorporan alas giratorias, ma´s parecidas a las de
una aeronave. Estos u´ltimos suelen ser los ma´s grandes de las dos categor´ıas.
La eleccio´n entre el primer tipo de alas y las alas giratorias esta basada en
el tipo de maniobrabilidad que se desea a la hora de controlar el dron. Las
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alas de insecto o pa´jaro, permiten un aterrizaje en superficies ma´s pequen˜as
y menos estables. Esto u´ltimo proporciona al UAV vigilancia continua sin
tener que gastar energ´ıa en la sustentacio´n.
UAVs Pequen˜os
Dentro de los UAVs Pequen˜os, pueden ser categorizados los drones que al
menos tengan un taman˜o mayor a 50 cm y que pueden llegar a uno o dos
metros. Muchos de estos UAVs son de ala fija y tienen que ser lanzados por
la mano del operario para hacerlos despegar.
UAVs Medianos
Los UAVs Medianos, son los UAVs demasiado grandes para ser transportados
por una persona, pero adema´s, son mucho ma´s pequen˜os que una aeronave
ligera. Estos normalmente tienen un ala que puede llegar a medir 10 m y
pueden llevar cargas de pago de hasta 200 Kg. En esta categor´ıa existen
tanto drones de ala fija como de alas giratorias.
UAVs Grandes
En esta categor´ıa, principalmente se encuentran los UAVs que son destinados
a operaciones de combate.
1.1.2. Clasificacio´n por alcance y autonomı´a
Segu´n el alcance y la autonomı´a de vuelo, se pueden diferenciar los siguientes
tipo de UAVS:
UAVs de cercano alcance y bajo coste. Esta clase incluye los UAVs con
un alcance de 5 Km y una autonomı´a de 20 a 45 minutos.
UAVs de corto alcance. En esta clase se incluyen los UAVs que tienen un
alcance de 50 Km y un tiempo de autonomı´a de 1 a 6 horas. Estos drones
son normalmente usados en aplicaciones de reconocimiento y vigilancia.
UAVs de medio alcance. En este tipo de UAVs se incluyen los de alta
velocidad que pueden trabajar en radios de 650 Km. Estos drones aparte
de trabajar en aplicaciones de reconocimiento y vigilancia, tambie´n suelen
hacerlo en aplicaciones relacionadas con la recogida de datos meteorolo´gicos.
UAVs de largo alcance. Estos UAVs tambie´n suelen trabajar en misiones
de reconocimiento y vigilancia, con la diferencia de que tienen una autonomı´a
de 36 horas y suelen trabajar en radios de 300 Km.
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1.1.3. Clasificacio´n por tipo de tecnolog´ıa de sustentacio´n
A continuacio´n, se explicara´n los diferentes tipos de drones segu´n el tipo de
tecnolog´ıa que estos utilizan para mantenersen flotando en el aire. Adema´s, se
realizara´ un resumen de las desventajas y ventajas de cada uno.
UAVs Multirotor
Los multirotor son lo tipos de drones ma´s comunes usados por profesionales
y aficionados. Estos drones son usados en aplicaciones comunes, como por
ejemplo las aplicaciones relacionadas con fotograf´ıa ae´rea e inspeccio´n.
Adema´s, en la actualidad, son muy usados para propo´sitos relacionados con
el ocio y las carreras.
Dentro de esta categor´ıa, existen cuatro tipos de drones segu´n el nu´mero
de rotores que le proporcionan sustentacio´n. Existen los Trico´pteros,
que contienen tres rotores; los Cuadrico´pteros, con cuatro rotores; los
Hexaco´pteros, con seis rotores; y los Octaco´pteros, que poseen ocho rotores.
Los UAVs Multirotor, son la opcio´n ma´s facil y barata de colocar una ca´mara
en el aire, ya que otorgan un excelente control en posicio´n. Por lo tanto, son
perfectos para capturar ima´genes. Por otro lado, tienen el inconveniente de
que esta´n muy limitados en autonomı´a y velocidad, hacie´ndolos una mala
eleccio´n para adquirir datos en grandes superficies, para monitorizacio´n por
largos periodos de tiempo y largas distancias de inspeccio´n (por ejemplo,
inspeccio´n de carreteras o v´ıas fe´rreas). A pesar de que la tecnolog´ıa
esta mejorando continuamente, los UAVs Multirotor siguen siendo muy
ineficientes, requiriendo una gran cantidad de energ´ıa solo para elevarse y
mantenerse en el aire. Con las bater´ıas actuales, siguen estando limitados a
un tiempo de vuelo de 20 a 30 minutos llevando una ca´mara como carga de
pago.
UAVs de Ala Fija
Los drones de ala fija son totalmente diferentes en disen˜o y construccio´n
que los multirotor. A diferencia de estos u´ltimos, los UAVs de ala fija no
utilizan energ´ıa cuando esta´n planeando, necesitando u´nicamente de esta
para moverse hacia delante y no para contrarrestar la fuerza de la gravedad
como lo hacen los multirotor. Por esta razo´n, los UAVs de ala fija son capaz
de cubrir largas distancias y estudiar grandes superficies. Adema´s de su
eficiencia, es posible usar motores de combustio´n como fuente de energ´ıa,
pudiendo algunos UAVs estar en el aire durante 16 horas o ma´s.
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Obviamente, la desventaja de utilizar un dron de ala fija es que no se puede
mantener flotando en una posicio´n. Esto u´ltimo hace que este tipo de drones
sea excluido de algunas aplicaciones que requieran capturar ima´genes ae´reas.
Otras desventajas de utilizar este tipo de UAVs es que, segu´n el taman˜o,
pueden tener un sistema de despegue o aterrizaje complejos (adicionalmente
se puede requerir el uso de catapultas para despegar, o tambie´n, paraca´ıdas
o redes para recuperarlo con seguridad). Solo los drones de ala fija pequen˜os,
como se menciono´ en la clasificacio´n por taman˜o, pueden ser lanzados con la
mano por un operario para su despegue y pueden aterrizar con la panza (sin
tren de aterrizaje).
Otras desventajas que se pueden relacionar con los UAVs de ala fija, son las
habilidades necesarias para volarlos y el precio elevado que tienen. Como se
menciono arriba, se requiere de otras tecnolog´ıas para despegar y aterrizar o
de una pista de aterrizaje, lo que encarece ma´s su uso. Al contrario que
los cuadro´pteros por ejemplo (el control de un cuadro´ptero se puede ir
aprendiendo sobre la marcha), los UAVs de ala fija precisan de mayor destreza
en el despegue, en el vuelo y en el aterrizaje.
UAVs con un solo rotor
El disen˜o y la estructura de un UAV con un solo rotor es bastante similar
al de los helico´pteros. Al contrario que los multirotor, un modelo de un solo
rotor esta compuesto por un rotor de gran taman˜o que le otorga sustentacio´n,
ma´s un rotor ma´s pequen˜o en la cola que controla el heading (o a´ngulo de
navegacio´n) de este.
El UAV con un solo rotor es mucho ma´s eficiente que un multirotor y tambie´n
puede poseer un motor de combustio´n como en el caso de los UAV de ala fija,
lo que le proporciona mayor tiempo de vuelo. En aerodina´mica, cuanto mayor
sea el taman˜o de las he´lices y cuanto ma´s lenta sea su velocidad de giro, ma´s
eficiente suele ser el drone. Adema´s, gracias al taman˜o de sus he´lices, el UAV
de un solo rotor es capaz de transportar mayor carga de pago y sensores ma´s
pesados, como por ejemplo un escaner laser LIDAR.
Las desventajas de utilizar este tipo de UAVs, radican en la alta complejidad,
su elevado costo y el alto riesgo de operacio´n que poseen. Tambie´n, aunque
por un lado tienen la ventaja de mantenerse flotando en un posicio´n en
concreto, por otro lado no son tan estables como los drones multirotor.
Adema´s, estos veh´ıculos tambie´n demandan un entrenamiento especial para
maniobrar el despegue y el aterrizaje, aunque no precisan de plataformas ni
catapultas para hacerlo.
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VTOL Hı´brido: de Ala Fija + Multirotor
Este tipo de UAV mezcla algunos beneficios de los drones de ala fija con
la habilidad de poder despegar y aterrizar verticalmente, adema´s de poder
mantenerse flotando en una posicio´n. El disen˜o ma´s comu´n para este tipo de
veh´ıculos, se basa en un ala fija con motores de elevacio´n vertical fijados en
la estructura. Otros disen˜os, incluyen una he´lice en la cola que proporciona
un empuje hacia delante al UAV. Tambie´n, existen veh´ıculos en los cuales
sus rotores pueden pivotar, de tal manera que estos cumplen la funcio´n de
despegue y aterrizaje vertical, ma´s la funcio´n de propulsar el dron hacia
delante.
Debido a la complejidad de muchas de las configuraciones de los VTOLs
h´ıbridos, hasta que no se desarrollaron los autopilotos, giro´scopos y
acelero´metros modernos, ha sido una tarea complicada mantener estables
estos tipos de UAVs.
1.1.4. Clasificacio´n segu´n la aplicacio´n
En esta clasificacio´n, se describen numerosas a´reas en el sector civil en las cuales
los UAVs pueden ser utilizados. En la tabla 1.1.4, se ensen˜a un resumen de esta
clasificacio´n que divide los UAVs en seis tipos segu´n [2].
El uso de UAVs para prevenir desastres o ayudar una vez ocurridos, es de gran
importancia. Por ejemplo, los UAVs pueden ser utilizados en desastres naturales
como incendios forestales, inundaciones, terremotos y tormentas para observar y
analizar la situacio´n a trave´s de la toma de datos en tiempo real. De manera
frecuente, el a´rea donde ocurre un terremoto o un huraca´n, queda de tal manera
que los oficiales y equipos encargados de actuar en dichas a´reas son incapaces de
acceder a ellas. En situaciones de emergencia, la monitorizacio´n en tiempo real
de datos es esencial. Al mismo tiempo, los UAVs pueden servir de apoyo en las
operaciones de bu´squeda y rescate.
En [3], Ged F. Griffin estudia el uso de UAVs en misiones de gestio´n de
desastres y explica el tipo de carga de pago necesaria, a parte de las capacidades
y los beneficios que proporciona el uso de drones, clasifica´ndolo todo por misio´n.
Los sensores ma´s utilizados en este tipo de misiones son: sensores Electroo´pticos
(referidos normalmente a las ca´maras), sensores Infrarrojos de barrido frontal
(FLIR), esca´neres LIDAR, radares de tipo SAR y detectores qu´ımicos. Las
capacidades ma´s relevantes de los UAVS pueden ser: ra´pida reconstruccio´n
del mapa de la zona del desastre, proporcionar informacio´n en tiempo real y
proporcionar soporte en la comunicacio´n. Esto u´ltimo conlleva algunos beneficios,
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Aplicaciones Civiles Ejemplos
Prevencio´n y Gestio´n de Desastres: • Prevencio´n de fuegos forestales
• Monitorizacio´n de inundaciones
• Evaluacio´n de dan˜os en terremotos
• Bu´squeda de supervivientes
• Asegurar a´reas golpeadas por huracanes
Proteccio´n del Medio Ambiente: • Monitorizacio´n pesca ilegal
• Control de fugas de petroleo
• Renaturalizacio´n
• Monitorizacio´n de emisiones
Investigaciones cient´ıficas: • Estudio geolo´gico
• Estudio Atmosfe´rico
• Estudio de huracanes
• Observacio´n de volcanes
• Agricultura y Silvicultura
Proteccio´n de Infraestructuras: • Inspeccio´n de tuberias de gas y fuel
• Inspeccio´n de l´ıneas electricas
• Inspeccio´n de vias fe´rreas
Seguridad: • Vigilancia costera
• Vigilancia en eventos con publico
Misiones de Comunicacio´n: • UVAs como sustitutos de sate´lites
• Comunicaciones de banda ancha
• Rele de comunicaciones
Tabla 1.1: Clasificacio´n de las diferentes Aplicaciones Civiles que desempen˜an los
UAVs
como por ejemplo: reduccio´n del riesgo de dan˜o a los oficiales; identificar accesos
seguros y rutas de salida, para el personal de emergencia y los evacuados; y
reduccio´n del coste de operaciones por hora de vuelo.
Otro uso de los UAVs, esta relacionado con proteger infraestructuras cr´ıticas.
Esto u´ltimo incluye la proteccio´n de tuber´ıas de gas o fuel, de las l´ıneas ele´ctricas,
la observacio´n de ra´ıles, carreteras y rutas mar´ıtimas. Es necesario que la red de
tuber´ıas (por ejemplo de gas natural) se encuentre en constante monitorizacio´n
para prevenir accidentes y fugas de gas incontrolables.
1.2. Descripcio´n del problema
El objetivo principal de este proyecto, es desarrollar un software capaz
de construir ima´genes panora´micas destinado a aplicaciones de inspeccio´n y
reconocimiento, principalmente aplicaciones donde el escenario sea la fachada de
un edificio, una carretera o pista, una v´ıa fe´rrea o un campo de cultivo visto
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desde una perspectiva ae´rea. Para tal propo´sito, se quiere utilizar un UAV (un
Hexaco´ptero) y una ca´mara monocular, formando un sistema sencillo y asequible
de captura de ima´genes ae´reas.
El primer problema que se presenta, es que solo se posee una ca´mara con un solo
objetivo para crear la imagen panora´mica, es decir, no se posee ningu´n otro sensor
como por ejemplo: una ca´mara RGB-D (ca´mara este´reo), un radar, un baro´metro,
un sensor inercial o un sensor la´ser (el autopiloto si posee una IMU, un baro´metro
y un gps, pero no son sensores muy precisos). Solo con una ca´mara monocular, no
se puede saber la distancia a la que se encuentra el dron del suelo o de una fachada.
Por lo tanto, es necesario realizar la alineacio´n de las ima´genes (para unirlas) sin
tener ningu´n conocimiento de la posicio´n del dron respecto al escenario, haciendolo
de tal manera que no se note la transicio´n entre ambas ima´genes. Para esto, es
necesario utilizar algu´n me´todo que encuentre similitudes entre ellas y luego las
deforme de alguna manera para poder realizar la alineacio´n. Para este proyecto,
se resolvera´ este problema proyectando todas las ima´genes al plano de la imagen
panora´mica utilizando la matriz de rotacio´n y la escala calculada a partir de la
matriz de Homograf´ıa. Esto soluciona el problema porque se asume que la primera
imagen es totalmente paralela al plano del escenario, pero tiene el inconveniente
de que si se comete algo de error se ira´ acumulando a lo largo de la reconstruccio´n.
Tambie´n, es muy importante que la ca´mara monocular se encuentre debida-
mente calibrada, teniendo conocimiento de la distancia focal y de la posicio´n del
centro o´ptico (en unidades de pixel) para realizar correctamente las proyecciones
de las ima´genes y, adema´s, conocer el valor de la distorsio´n para corregirla antes
de que esta afecte a los resultados.
Otro objetivo, es la realizacio´n de la construccio´n de la panora´mica en tiempo
real. Esto es muy u´til para realizar acciones con los datos obtenidos en tiempo real,
como por ejemplo: detectar objetos, hacer tracking de ellos y marcarlos o marcar su
trayectoria en la panora´mica etc. Tambie´n, se ahorra tiempo y memoria al no tener
que guardar todos los frames de las ima´genes tomadas o al no tener que realizar un
postprocesado de las ima´genes. El inconveniente de trabajar en tiempo real, es que
no es un problema fa´cil de resolver y se puede perder informacio´n en la construccio´n
que luego no se puede recuperar, algo que no ocurrir´ıa con un postprocesado
supervisado. Para resolver el problema de trabajar en tiempo real, primero, se
evaluara´n los mejores me´todos para realizar el proceso de buscar caracter´ısticas
y hacer el Matching entre las ima´genes. Tambie´n, se modificara´ la escala de la
imagen en diferentes pasos del algoritmo para ver como mejora la velocidad de
este, siempre intentando perder la menor cantidad posible de informacio´n.
Debido a que trabajar en tiempo real, no permite una supervisacio´n humana
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de como se esta reconstruyendo la panora´mica, es imprescindible tener un control
de la realizacio´n de esta cuando se haga a bordo. Para esto, se implementara´ un
sistema que evalu´e las ima´genes y elija la mejor de ellas para realizar la unio´n de
la nueva imagen a la panora´mica.
1.3. Exposicio´n de los Cap´ıtulos del proyecto
Este documento esta organizado en siete cap´ıtulos. En el Cap´ıtulo 2 se presenta
el Estado del Arte, donde se exponen trabajos relacionados y previos a este, y donde
se comparan algunas metodolog´ıas utilizadas con las propuestas en este proyecto.
En el Cap´ıtulo 3, se explica en detalle el algoritmo propuesto para realizar la
reconstruccio´n de la panora´mica y el modelo matema´tico utilizado para entender
mejor el algoritmo, a parte del funcionamiento de este.
Despue´s, en el Cap´ıtulo 4, se estudian los resultados del algoritmo, a partir de
tres experimentos. Estos experimentos determinan si se puede trabajar en tiempo
real y bajo que condiciones. Tambie´n, se determinan los cuellos de botella y los
errores ma´s t´ıpicos ocasionados en la reconstruccio´n, as´ı como la duracio´n de esta.
En el Cap´ıtulo 5, se concluye con todo lo expuesto en los cap´ıtulos anteriores
a este y sobretodo con lo obtenido en los resultados de los experimentos. Adema´s,
en este cap´ıtulo se proponen trabajos futuros que mejorar´ıan la eficiencia del
algoritmo y la calidad de los resultados.
A continuacio´n, en el Cap´ıtulo 6, se realiza un ana´lisis de la normativa vigente
sobre operaciones relacionadas con el pilotaje de aeronaves por control remoto.
En u´ltimo lugar, en el Cap´ıtulo 7 se presenta un presupuesto detallado basado
en el trabajo realizado en laboratorio y se propone el disen˜o de un Hexaco´ptoro
para la realizacio´n de experimentos ae´reos. Para terminar, en este cap´ıtulo se
exponen dos aplicaciones en las que ser´ıa u´til el uso de un UAV con el sistema
propuesto en este proyecto y como mejorar´ıan el trabajo que actualmente se realiza
en ellas.
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En este cap´ıtulo, se presentara´n y se analizara´n algunos trabajos relacionados
con el enfoque propuesto en este proyecto. Todo esto, con el fin de comparar las
diferentes te´cnicas utilizadas. En primer lugar, se describira´n los distintos me´todos
expuestos en los trabajos relacionados con la reconstruccio´n de panora´micas.
Despue´s, se centrara´ la atencio´n en los proyectos relacionados con la creacio´n de
las panora´micas a partir de ima´genes ae´reas. Por u´ltimo, se pasara´ a explicar los
diferentes me´todos utilizados para reconstruir panora´micas en tiempo real.
2.3.1. Reconstruccio´n de ima´genes Panora´micas
En primer lugar, se va a dividir el proceso de crear una panora´mica en diferentes
partes, que servira´n de apoyo para explicar los diferentes me´todos que existen para
ello. Shikha Arya en su trabajo [4] divide el procesos de adherir dos ima´genes en
tres partes: calibracio´n de la imagen, registro de la imagen y Blending (Unir las
ima´genes de manera que la transicio´n entre ellas se haga de forma suave). En este
proyecto, se ha dividido este proceso, an˜adiendo una parte ma´s que se considera
importante: la forma en la que la imagen es adquirida (adquisicio´n de la imagen).
Adquisicio´n de la imagen
La adquisicio´n de la imagen, es el primer paso que hay que realizar para
crear la panora´mica. Adquirir una imagen se puede definir como el proceso
de capturar una escena gracias a la luz. Para que la construccio´n de la
panora´mica se haga de forma satisfactoria, la imagen debe ser capturada
correctamente.
Para adquirir la imagen, se debe tener en cuenta como va a ser el proceso de
reconstruccio´n, ya que segu´n el algoritmo utilizado se debe hacer la captura
de la imagen de una manera espec´ıfica. Por ejemplo, para este proyecto
las capturas de las ima´genes consecutivas, se deben realizar manteniendo el
sensor lo ma´s paralelo posible al escenario u objeto (el procedimiento exacto
se explicara´ ma´s adelante). Otros proyectos, como el de Murtadha Alomran
y Douglas Chai [5] para adquirir la ima´genes, utilizan un tr´ıpode de tal
manera que la ca´mara queda restringida a un solo eje de rotacio´n, de esta
manera se puede capturar en un radio de 360 grados obteniendo as´ı ima´genes
panora´micas del entorno que rodea la ca´mara. Este tipo de restriccio´n de la
ca´mara suele ser el ma´s t´ıpico en la reconstruccio´n de panora´micas utilizando
una sola ca´mara, para ellos es necesario tener localizado el centro de rotacio´n
correctamente [6] si no se quiere tener defectos en los resultados. Otros
trabajos, como [7] exponen me´todos con los que no hace falta controlar el
movimiento de la ca´mara o restringir como las ima´genes son tomadas.
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Para este proyecto, referente a la captura de las ima´genes, se propone un
me´todo ra´pido pero que comprende ciertas restricciones y asunciones. En
primer lugar, el escenario u objeto que se va fotografiar, tiene que ser
totalmente plano (como la fachada de un edificio) o se tiene que encontrar
a una distancia suficiente alta para considerarse plano (como la tierra vista
desde el UAV). Adema´s, el resultado de la panora´mica depende de como se
ha capturado la primera imagen. Esto u´ltimo, es debido a que el me´todo
deformara´ las ima´genes consecutivas a la primera, de tal manera que se
proyecten todas al plano que forma esta. Con esto, se permite que el algoritmo
no necesite de un postprocesado para construir la panora´mica, ya que esta
se va construyendo a medida de que se van capturando las ima´genes.
Calibracio´n de la imagen
La calibracio´n de la imagen, es usada para minimizar la diferencia existente
entre modelo ideal de la lente de la ca´mara y el modelo real. Tambie´n algunos
defectos como la distorsio´n o las diferentes exposiciones de la ca´mara pueden
ser reducidas.
En este proyecto, se propone realizar una ecualizacio´n del histograma de
las ima´genes antes de buscar caracter´ısticas en ellas. De esta manera, se
mejora el contraste de las ima´genes reduciendo los efectos producidos por la
exposicio´n. Como se ha mencionado, ecualizar la imagen ayudara a encontrar
mejor las caracter´ısticas de esta, pero no compensara´ la iluminacio´n en la
imagen resultante. Otros trabajos como [8], proponen compensar los defectos
producidos por la exposicio´n de la ca´mara. Con esto, se intenta no tener
cambios bruscos de iluminacio´n entre las ima´genes y eliminar el ghosting. El
problema de estos me´todos, es que son me´todos postproceso que comparan
la intensidad de los p´ıxeles a lo largo del dataset de ima´genes capturadas.
Tambie´n, suelen ralentizar mucho el algoritmo, pero a cambio de ima´genes
panora´micas con mejor transicio´n con respecto a la iluminacio´n.
Registro de la imagen
En este punto, se define la te´cnica que sera´ utilizada para alinear las ima´genes
que van a ser utilizadas para realizar la panora´mica. Se suelen diferenciar dos
te´cnicas. La primera compara la intensidad de los p´ıxeles de una imagen con
la intensidad de los p´ıxeles de la otra, utilizando para ello algu´n me´todo de
minimizacio´n y as´ı conseguir la alineacio´n de las ima´genes [9]. Estas te´cnicas
se suelen definir como te´cnicas directas. En este proyecto nos centraremos en
el segundo tipo de te´cnicas, el cual se basa en la bu´squeda de caracter´ısticas
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que puedan compartir ambas ima´genes. Estas caracter´ısticas son comparadas
usando una serie de descriptores locales en cada imagen.
Los me´todos basado en caracter´ısticas suelen estar divididos en: deteccio´n
de las caracter´ısticas, generacio´n de descriptores globales, Matching o
emparejado de las caracter´ısticas, obtencio´n de una matriz de Homograf´ıa y
alineacio´n de las ima´genes [10].
La deteccio´n de caracter´ısticas es crucial para algunas aplicaciones como el
SLAM (Simultaneus Location And Mapping) [11], la odometr´ıa visual [12]
o la deteccio´n de objetos [13]. Algunos detectores de caracter´ısticas esta´n
basados en la deteccio´n de corners, mientras que otros se basan cambios de
textura de la imagen. Para que la deteccio´n de las caracter´ısticas se haga de
la mejor manera posible, es necesario encontrar un me´todo que sea invariante
respecto a la traslacio´n, la rotacio´n, la escala, una transformacio´n af´ın y la
presencia de ruido.
Para alinear ambas ima´genes, es necesario obtener alguna matriz de
transformacio´n que permita esto. Normalmente, se utiliza un me´todo
iterativa denominado RANSAC, bastante robusto, que ayuda a obtener la
matriz de Homograf´ıa la cual permite alinear ambas ima´genes (a partir de
la deformacio´n de una de ellas). La matriz de Homograf´ıa, adema´s contiene
informacio´n de la matriz de transformacio´n homoge´nea entre la posicio´n de
una captura y otra.Algunos trabajos relacionados donde usan RANSCAC
son: [14] y [10]. En este proyecto se utilizara´ RANSAC despue´s de aplicar un
me´todo de Matching entre las caracter´ısticas.
La te´cnica de alineacio´n global usada con ma´s frecuencia es la te´cnica de
Bundle adjustment, la cual es una te´cnica de fotogrametr´ıa usada para
combinar mu´ltiples ima´genes en una misma escena de tres dimensiones. En
este paso, primero se calcula una estimacio´n inicial de las caracter´ısticas en
un entorno 3D y una estimacio´n de las posiciones de la ca´mara. Despue´s, se
aplica el algoritmo de Bundle adjustment para obtener los valores o´ptimos
de la reconstruccio´n 3D, para ello se minimiza la probabilidad logar´ıtmica de
los errores de proyeccio´n entre el conjunto de puntos predicho y el observado,
usando para ello un algoritmo de mı´nimos cuadrados.
En este proyecto no se hara´ una reconstruccio´n del escenario 3D ni una
alineacio´n global, la alineacio´n de las ima´genes se realizara a partir de la
deformacio´n de una de ellas teniendo en cuenta la matriz de Rotacio´n y la
traslacio´n en unidades de pixel.
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Blending
El u´ltimo paso par crear la panora´mica, es unir las ima´genes. En un algoritmo
de Blending, en primer lugar se debe elegir la superficie de composicio´n
(por ejemplo, una superficie plana, cil´ındrica, esferoidal, etc.) y entonces
decidir como unir estas ima´genes para obtener la panora´mica deseada.
En este proyecto, la superficie de composicio´n la determinara la primera
imagen y sera´ el plano de proyeccio´n de esta. Existen diferentes me´todos
de Blending, alguno de ellos basados en el gradiente y en descomponer la
imagen piramidalmente. En este proyecto se utiliza un me´todo basado en
suavizar y difuminar los bordes de las ima´genes, aunque los dos mencionados
anteriormente son los me´todos ma´s utilizados debido a sus resultados, estos
van difuminando la panora´mica a medida que va creciendo debido a el uso
de gradientes [15].
Adema´s, en este proyecto, se propone incluir diferentes me´todos a lo largo del
proceso de reconstruccio´n que ayuden a obtener un mejor resultado de la imagen
panora´mica. Uno de esos me´todos es buscar de forma optima (perdiendo la menor
informacio´n posible) las costuras de las ima´genes, es decir, la linea de unio´n entre
una imagen y otra. Tambie´n se propone un sistema de evaluacio´n de las ima´genes
que van ser adheridas a la panora´mica, eligiendo la que el algoritmo considere
mejor en cada momento. Esta eleccio´n, sera´ basada en la correcta deformacio´n de
la imagen y en el porcentaje de superposicio´n de la panora´mica respecto a esta.
Este sistema de evaluacio´n, tambie´n decidira´ si se debe detener la reconstruccio´n
de la panora´mica para empezar con una nueva.
2.3.2. Creacio´n de ima´genes panora´micas a partir de
ima´genes ae´reas
En aplicaciones ae´reas que conllevan el uso de UAVs, se utilizan ca´maras que
no solo sufrira´n un movimiento de traslacio´n, sino que tambie´n sufrira´n rotaciones
debido a los movimientos del dron, haciendo la construccio´n de panora´micas
una tarea ma´s complicada. Comparado con otros me´todos como [16], los cuales
necesitan una velocidad constante y una orientacio´n fija, el me´todo propuesto
contiene menos restricciones. El me´todo propuesto en este proyecto, permite
movimiento libres en el eje x e y de la ca´mara, as´ı como movimientos de Yaw
del dron. Adema´s, este me´todo tolera pequen˜os movimientos de Roll y Pitch que
sera´n corregidos en la transformacio´n de las ima´genes, corrigiendo tambie´n los
cambios de escala producidos por los movimientos en z. Sin embargo, unir muchas
14
Aerial Panoramic Image Reconstruction for Inspection and Survey P.
Juan Camilo Soto Trivin˜o
ima´genes puede conllevar que estos movimiento vayan generando cierto error que
se va acumulando.
Algunos trabajos, proponen otros me´todos para no acumular error en largas
reconstrucciones. Uno de estos me´todos, es georeferenciar las ima´genes usando
ima´genes sate´lites como referencia ([17] y [18]). Otros enfoques, que impiden la
acumulacio´n de error son los me´todos basados en posiciones [19], los cuales usan
un sensor extra como un GPS/INS para obtener directamente posiciones de la
ca´mara. Sin embargo, estos me´todos necesitan sensores de alta precisio´n y alto
coste para determinar correctamente las posicio´n de la ca´mara.
Comparado con los me´todos descritos arriba, el me´todo propuesto en este
proyecto, esta solo basado en la captura de ima´genes, sin necesidad de obtener
otro tipo de datos.
2.3.3. Reconstruccio´n de ima´genes Panora´micas en tiempo
real
En [20], se explica que el uso de Bundle Adjustmet para minimizar el error
de reproyeccio´n no es posible en aplicaciones de tiempo real, ya que el tiempo
computacional es muy alto e incrementa cada vez que se toma una nueva imagen
[21]. Por otro lado, el trabajo mencionado se basa en un algoritmo de extraccio´n
de caracter´ısticas y estimacio´n de una matriz de transformacio´n. La matriz de
transformacio´n que obtiene es una matriz de Homograf´ıa y [20] utiliza esta matriz
para deformar la imagen obtenida en el plano de la primera. A diferencia de
[20], el me´todo propuesto en este trabajo descompone la matriz de Homograf´ıa,
corrigiendo el error producido por la rotacio´n antes de alinear la imagen. Esto
u´ltimo permite una alineacio´n ma´s exacta de las caracter´ısticas de las ima´genes,
ya que se puede realizar ajustando por una error de mı´nimos cuadrados la distancia
entre los dos conjuntos de caracter´ısticas en solo dos dimensiones.
En [22], se propone un me´todo que se denomina “Separating Axis Theorem
(SAT)”. Este me´todo, es usado para detectar colisiones entre objetos [23]. En el
caso de [22], utilizan una implementacio´n de este me´todo en 2D para no tener que
buscar caracter´ısticas en toda la imagen panora´mica, ya que esto har´ıa cada vez
ma´s lento el algoritmo de deteccio´n a medida de que la panora´mica crece. Para
esto u´ltimo, en el algoritmo que se propone en este trabajo, se ha implementado un
me´todo muy sencillo que tiene en cuenta que la panora´mica se va reconstruyendo
a medida de que el dron avanza. Este me´todo, crea una regio´n de intere´s alrededor
de la u´ltima zona actualizada de la panora´mica y la va actualizando a medida
que se van capturando ima´genes. Visto de otra manera, es como hacer un tracking
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del UAV dentro de la panora´mica de tal manera que solo tenga que detectar
caracter´ısticas en la zona de intere´s y no a lo largo de toda la panora´mica. En [24],
se propone otro me´todo para no tener que buscar caracter´ısticas a lo largo de toda
la panora´mica cada vez que se captura una nueva imagen. Ellos denominan este
me´todo como Bag-of-Words, que utiliza un diccionario jerarquizado, permitiendo
indexar ra´pidamente las ima´genes y asociarlas a una palabra como muestra [25].
16
CAPI´TULO 3:
ALGORITMO PROPUESTO
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En este cap´ıtulo, se explicara´ de forma detallada el funcionamiento de todo
algoritmo propuesto. Primero se empezara´ con un breve resumen, para despue´s
desarrollar cada una de las partes en diferentes secciones.
El algoritmo de reconstruccio´n, empieza con un la adquisicio´n de una
nueva imagen. La primera imagen adquirida, debe cumplir con una serie de
especificaciones (debe ser tomada con el sensor lo ma´s paralelo posible al objeto).
Las siguientes ima´genes tomadas, se deben adquirir de tal manera que el sensor
solo realice movimientos en el plano 2D definido por la posicio´n de la ca´mara en
el instante en la que obtiene el primer frame. Movimientos de Yaw del dron son
permitidos, sin afectar al resultado de la panora´mica. Tambie´n, son permitidas
pequen˜as rotaciones en Pich y en Roll, aparte de pequen˜os movimientos en el eje
Z, pero sera´n considerados ruido a tratar. La segunda imagen adquirida, ya no tiene
tanta importancia que la primera, ya que si es necesario el algoritmo la desechara´.
Una vez se ha realizado la unio´n de las dos primeras ima´genes, la imagen resultante
es considerada la imagen panora´mica y a partir de este punto, las nuevas ima´genes
capturadas se adhieren a esta.
Despue´s de realizar la captura de una nueva imagen, se buscan caracter´ısticas
con un algoritmo de deteccio´n (en este caso el algoritmo de deteccio´n de corners
AGAST). Las caracter´ısticas obtenidas de la imagen y de la panora´mica con
AGAST, sera´n denominadas a partir de este punto como Keypoints. Para mejorar
la deteccio´n de los Keypoints, a priori se mejora la textura de la imagen aplicando
una ecualizacio´n de su histograma. Una vez hallados estos Keypoints, se crean
unos descriptores binarios que contienen la informacio´n local de estos, usando
el algoritmo FREAK. Posteriormente, los Keypoints de una de las ima´genes,
se emparejan con las Keypoints de la otra, usando un algoritmo de Matching
(emparejado) y la matriz de descriptores obtenida de ambas ima´genes en el paso
anterior. Los dos conjuntos de caracter´ısticas obtenido despue´s del Matching, sera´n
denominado como Good Features.
Utilizando los Good Features, se utiliza el me´todo iterativo RANSAC para
obtener caracter´ısticas de las ima´genes que mejor se ajusten a una matriz de
Homograf´ıa. Estas caracter´ısticas sera´n denominadas Inliers y son utilizadas para
calcular la matriz de Homograf´ıa a partir de mı´nimos cuadrados. Despue´s de
una correcta evaluacio´n de la matriz de Homograf´ıa (si no es valida la matriz
de Homograf´ıa, se capturara´ otra imagen), se descompone esta de tal manera
que se obtiene la matriz de Rotacio´n. Esta matriz de Rotacio´n, sera´ la utilizada
para deformar la imagen actual a un plano paralelo de la panora´mica. Despue´s de
deformar dicha imagen, y obtener la proyeccio´n de los Inliers de esta utilizando
tambie´n la matriz de Rotacio´n (que se denominara´n Inliers Proyectados), se calcula
18
Aerial Panoramic Image Reconstruction for Inspection and Survey P.
Juan Camilo Soto Trivin˜o
la escala necesaria para que la distancia entre dos Inliers de la panora´mica y la
distancia entre los dos Inliers Proyectados referentes a los dos primeros, sea la
misma. Una vez calculada esta escala, se utiliza para deformar la nueva imagen
capturada teniendo esta vez en cuenta tanto la matriz de Rotacio´n como la escala.
A partir de este punto, los Inliers Proyectados son los que se han obtenido en esta
deformacio´n. La escala mencionada tambie´n es utilizada para realizar una segunda
evaluacio´n, en la que se desecha la imagen como no se encuentre entre dos umbrales
definidos.
En este punto, se alinea la imagen deformada con la imagen panora´mica a
partir de mı´nimos cuadrados, haciendo corresponder los Inliers de la panora´mica
con los Inliers Proyectados.
Una vez se han alineado ambas ima´genes, se procede a calcular un valor
aproximado del porcentaje de superposicio´n entre ambas. En este proyecto, este
porcentaje vendra´ determinado por el a´rea de superposicio´n y el a´rea de la imagen
deformada. Para el ca´lculo del porcentaje de superposicio´n, que puede comprender
desde la deformacio´n de la imagen hasta la obtencio´n de este, se puede realizar
con las ima´genes reducidas para mejorar la eficiencia del algoritmo.
A continuacio´n, otra evaluacio´n es producida. Esta vez, se evalu´a el porcentaje
de superposicio´n. Si este porcentaje es menor a un umbral (el 30 %), se captura
una nueva imagen. Si el porcentaje se encuentra entre dos umbrales definidos
como Umbral Superior y Umbral Inferior, la imagen se guardara´ en la memoria y
se evaluara´ posteriormente para elegir entre un conjunto de ima´genes capturadas
para seleccionar la mejor. Si el umbral esta por debajo del Umbral Inferior, se
procedera´ a la seleccio´n de la mejor imagen entre las guardadas en memoria.
Despue´s de seleccionar la mejor imagen para formar parte de la panora´mica,
se calcula los p´ıxeles que aportara´ la panora´mica y esta en la nueva panora´mica
resultante. A este me´todo se le denominara´ me´todo de bu´squeda de Costuras y se
podra´ procesar con las ima´genes reducidas.
Por u´ltimo, se utilizara´ Feather Blending para adherir la imagen seleccionada
a la panora´mica y hacerlo de forma que no se note la transicio´n entre estas dos.
Si, dos ima´genes capturadas, consecutivas, no pasan alguna de las evaluaciones
propuestas, se detendra´ la reconstruccio´n de la panora´mica y se empezara´ con una
nueva.
Tambie´n, para este algoritmo, se propone que la bu´squeda de Keypoints en la
panora´mica se realice en una regio´n de intere´s, de esta manera no sera´ necesaria
la deteccio´n de caracter´ısticas en toda la panora´mica. Esta regio´n, rodea la u´ltima
zona actualizada de la panora´mica, teniendo en cuenta que la nueva imagen
capturada se superpondra´ a dicha zona.
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El pseudoco´digo del algoritmo propuesto en este proyecto se puede observar en
el Algoritmo 1 del Anexo I.
3.4. Modelo matema´tico
En esta seccio´n, se expondra´ el modelo matema´tico utilizado para dar una
visio´n de como se proyectan los puntos tridimensionales (de los objetos capturados)
en una imagen y de como se pueden transformar los p´ıxeles de una imagen para
cambiar de perspectiva entre las diferentes posiciones que ha tomado la ca´mara.
En primer lugar, se explicara´ que es una matriz de transformacio´n homoge´nea,
como funciona el modelo Pin Hole y como se define la matriz de Homograf´ıa.
Despue´s, se describira´ como se obtiene la matriz de Homograf´ıa a partir de dos
ima´genes y como se puede descomponer esta´ para obtener una matriz de Rotacio´n.
Por u´ltimo, se explicara´ como se puede utilizar esta matriz de Rotacio´n para
cambiar la perspectiva en la imagen capturada.
Para que este modelo funcione, es necesaria una correcta calibracio´n de la
ca´mara para evitar acumulacio´n de errores por culpa de la distorsio´n. Tambie´n, esta
calibracio´n es necesaria para obtener la matriz de para´metro Intr´ınsecos. Z.Zhang,
propone en el siguiente trabajo [26] una manera sencilla y flexible de calibrar la
ca´mara utilizando solo la ca´mara y un po´ster que muestra diferentes patrones.
3.4.1. Modelo Pin Hole y matriz de Homograf´ıa
Para este proyecto, las diferentes posiciones que toma la ca´mara van a ser
denominadas como Frames. En la Figura 3.1, se puede observar dos Frames
consecutivos (F1 y F2) que se encuentran enfrente del plano del objeto.
En la Figura 3.1, se muestra como el Frame F2 ha sido rotado y trasladado
con respecto al primer Frame. Tambie´n se muestra, que el eje de coordenadas del
sistema F1 esta configurado en un a´ngulo ideal, es decir, el eje z1 atraviesa de forma
perpendicular el plano del objecto. La matriz, capaz de realizar un cambio de base
a un vector tridimensional desde el primer Frame al segundo Frame, se denomina
matriz de Transformacio´n Homoge´nea y se puede observar en la Fo´rmula 3.1. Esta
matriz esta compuesta por una matriz de Rotacio´n 1R2 y un vector de Traslacio´n
1t2. Un dato a tener en cuenta es que si ambos Frames comparten el mismo centro
o´ptico (centro del sistema de coordenadas), el vector de traslacio´n tendra´ todas sus
componentes con un valor igual a cero. Por otro lado, si la matriz de Rotacio´n es la
matriz identidad, los ejes de coordenadas de ambos Frames deben de ser paralelos.
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1T2 =
[
1R2
1t2
0 1
]
(3.1)
Figura 3.1: Punto representado en dos Frames diferentes
Un punto en el espacio tridimensional, contenido en el plano del objeto, sera´
denotado como P1i y P2i si esta´ visto desde el sistema de coordenadas F1 y F2,
respectivamente. Este punto puede ser normalizado o proyectado, como se puede
observar en la Ecuacio´n 3.2 y 3.3.
m1i =
(
x1i
z1i
,
y1i
z1i
,
z1i
z1i
)
= (x′1i, y
′
1i, 1) (3.2)
m2i =
(
x2i
z2i
,
y2i
z2i
,
z2i
z2i
)
= (x′2i, y
′
2i, 1) (3.3)
Una vez el punto ha sido normalizado en alguno de los dos sistemas de
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coordenadas, se puede obtener su posicio´n como pixel en la imagen multiplicando
dicho punto por la matriz de Para´metros Intr´ınsecos k 3.4 como muestra en
la Ecuacio´n 3.5. Estando, la matriz de Para´metros Intr´ınsecos, formada por la
distancia focal expresada en unidades de pixel (fx y fy) y el centro de la imagen
(ox y oy).
k =
 fx 0 ox0 fy oy
0 0 1
 (3.4)
p = Km (3.5)
En las Ecuaciones 3.6 y 3.7, se puede observar como es el cambio de
coordenadas del punto proyectado al sistema de la imagen en F1. Como resultado
de las operaciones, se obtienen los vectores (u1i, v1i) y (u2i, v2i), que son p´ıxeles
pertenecientes a la primera y segunda imagen, respectivamente. Un ejemplo de la
posicio´n del sistema de coordenadas en la imagen, se puede observar en la Figura
3.3 a).
u1i = fx · x′1i + ox (3.6)
v1i = fy · y′1i + oy (3.7)
La Ecuacio´n 3.8, permite transformar un pixel de la segunda imagen p2i de tal
manera que sufra un cambio de perspectiva, es decir, que pase de ser visto desde
F2 a ser visto desde F1. De esta manera, se podra´ saber la posicio´n de la proyeccio´n
del punto tridimensional en la primera imagen.
s · p1i = γkHk−1p2i (3.8)
En la Ecuacio´n 3.8, se define s como un factor de escala y H como la matriz
de Homograf´ıa Euclidiana, compuesta por la matriz de Rotacio´n, la matriz de
Traslacio´n y la normal al plano (ver Ecuacio´n 3.9).
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H = 1R2 +
1t2
d2
nT (3.9)
3.4.2. Estimacio´n de la matriz de Homograf´ıa
Para el ca´lculo de la matriz de Homograf´ıa, se ha utilizado el me´todo iterativo
denominado RANSAC [27] (acro´nimo ingle´s de RANdom SAmple Consensus) de
la manera en la que se describe en el libro de Richard Hartley y Andrew Zisserman
[28]. Los pasos seguidos en este proyecto para la estimacio´n de la matriz de
Homograf´ıa (ver Figura 3.2), desde que se obtienen los Good Features, son los
siguientes:
Primero, el algoritmo selecciona aleatoriamente cuatro parejas de carac-
ter´ısticas de los conjuntos de puntos denominados en este proyecto Good
Features. Siendo GF el conjunto referente a la panora´mica y GF ′ el referen-
te a la nueva imagen capturada.
En segundo lugar, se calcula una metrix de Homograf´ıa utilizando los cuatro
pares de puntos y uno de los me´todos ba´sicos de estimacio´n [29].
Despue´s, se determina que puntos del conjunto Good Features son Inliers,
es decir, que puntos cumplen con la Formula 3.10. Donde gfi es un Good
Feature de la panora´mica, gf ′i es su respectiva pareja de la imagen capturada
y H la matriz de Homograf´ıa hallada en el punto anterior.
Distancia cuadra´tica (gfi, H · gf ′i) < 2, 5 (3.10)
Los puntos que han sido determinados como Inliers, se van guardando en
otros dos conjuntos de puntos creados. Obteniendo as´ı los conjuntos Inl
y el conjunto Inl′ referidos a la imagen panora´mica y la nueva imagen,
respectivamente.
Por u´ltimo, despue´s de un nu´mero determinado de iteraciones (dependiendo
del nu´mero de Inliers), se recalcula la matriz de homograf´ıa H por mı´nimos
cuadrado, utilizando los conjuntos Inl e Inl′.
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Figura 3.2: Estimacio´n de la matriz de Homograf´ıa mediante RANSAC
3.4.3. Cambio de perspectiva en la imagen capturada
Para eliminar el ruido producido por la rotacio´n de la ca´mara, se transforman
todos los p´ıxeles de la imagen con la matriz de Rotacio´n obtenida (ver Ecuacio´n
3.11). Esta transformacio´n, es ana´loga a haber rotado sistema de coordenadas del
Frame de la ca´mara, cambiando el punto de vista del escenario (ver Figura 3.3).
Como resultado de la rotacio´n, se obtiene una imagen paralela al escenario y a la
primera imagen capturada.
p′2i = k(
1R2)k
−1p2i (3.11)
Esta rotacio´n no es suficiente, ya que lo que se desea es que los ejes x e y de
los Frames de la Figura 3.1 se encuentren en el mismo plano. Hasta este punto, los
planos que forman dichos ejes, son paralelos entre s´ı. Para conseguir que ademas
dichos ejes este´n en el mismo plano, hay que escalar los puntos de la imagen. Por
esto u´ltimo, se aplica la Ecuacio´n 3.12, dando como resultado la nueva posicio´n de
los p´ıxeles de la segunda imagen en la nueva imagen.
p′′2i = s · p′2i (3.12)
Para obtener el factor de escala s, primero se selecciona dos pares de puntos
emparejados (puntos del mismo objeto que aparezcan en ambas ima´genes) ma´s
lejanos. A continuacio´n, los dos puntos de la segunda imagen son transformados
utilizando la Ecuacio´n 3.11. La distancia entre los dos puntos de la primera imagen
l1 y los dos puntos de la segunda l2 son comparados como muestra la Ecuacio´n
3.31 para obtener el valor de s.
s =
l1
l2
(3.13)
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Figura 3.3: Cambio de perspectiva en la imagen capturada; a: Formas observadas
desde la primera imagen, b: Formas observadas desde la primera imagen, y c:
Segunda imagen transformada
3.4.4. Obtencio´n de la matriz de Rotacio´n
El me´todo utilizado para la descomposicio´n de la matriz de Homograf´ıa, en
una Matriz de Rotacio´n y un Vector de Traslacio´n, es el propuesto por Oliver
Faugeras [30]. Este me´todo esta basado en la Descomposicio´n en Valores Singulares
de la matriz de Homograf´ıa. En [31], se obtiene que la matriz de Homograf´ıa esta
compuesta por otra matriz diagonal Λ que contiene los valores singulares de esta,
y por otras dos matrices ortogonales, como muestra la Ecuacio´n 3.14.
H = UΛVT (3.14)
Esta matriz Λ, a su vez, se puede considerar tambie´n una matriz de Homograf´ıa,
pudiendo adoptar la forma que se puede ver en la Ecuacio´n 3.15. Obtener los
componentes RΛ, tΛ y nΛ, es fa´cil cuando el resultado es una matriz diagonal.
Primero que todo, tΛ se puede eliminar fa´cilmente de las tres ecuaciones vectoriales
que se obtienen de la Ecuacio´n 3.15. Despue´s se impone que RΛ sea una matriz
ortogonal, con lo que se consigue que se puedan calcular las componentes de nΛ de
forma lineal a partir de un nuevo conjunto de ecuaciones que relacionan unicamente
las componentes con los tres valores singulares como se ensen˜a en [30]. Como
resultado, se obtiene 8 conjuntos de RΛ, tΛ y nΛ.
Λ = RΛ + tΛ · nTΛ (3.15)
A partir de este punto, con los valores obtenidos de Λ y sus componentes, se
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puede aplicar las Ecuaciones 3.16, 3.17, y 3.18 para obtener las tres componentes
R, t y n (hallar el vector de traslacio´n y la normal al plano, es necesario para los
pasos que detallara´n a continuacio´n).
R = URΛV
T (3.16)
t = U · tΛ (3.17)
n = V · nΛ (3.18)
Como se puede observar, este me´todo da como resultado ocho soluciones
posibles, es decir, ocho conjuntos compuestos por: una matriz de Rotacio´n, de
un vector de traslacio´n y de un vector normal al plano. Adema´s, no todas las
soluciones que nos da este me´todo son f´ısicamente posibles. El siguiente paso para
obtener la matriz de Rotacio´n es quedarse solo con una de las ocho soluciones.
El primer paso que hay que seguir, y que permite reducir el nu´mero de
soluciones a cuatro, es imponer la restriccio´n [32] de que ambos Frames F1 y F2,
representados en la Figura 3.1, deben estar en el mismo lado del plano del objeto; o
lo que es lo mismo, que la distancia desde F1 a F2 no puede ser mayor a la distancia
que hay entre F1 y el plano del objeto. La Ecuacio´n 3.19 define matema´ticamente
la restriccio´n que se impone y se puede reescribir como la Ecuacio´n 3.20.
1t2 · n < d (3.19)
1 + nTRTt < d (3.20)
Esta restriccio´n, da como resultado dos soluciones completamente diferentes y
sus contrarios (componentes de t y n con signo cambiado). La siguiente restriccio´n
(que se basa en que todos los puntos que aparecen en la imagen, deben estar
en frente de la ca´mara), dara´ como solucio´n un conjunto y su contrario. Para esta
imposicio´n, es necesario tener un conjunto de puntos que aparezcan en las ima´genes
tomadas y la matriz K de para´metros intr´ınsecos. Los pasos a seguir, para eliminar
dos de las soluciones, son los siguientes:
Primero, como muestra la Ecuacio´n 3.21, se debe reproyectar el punto de la
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imagen al plano normalizado.
m1i = k
−1 · p1i (3.21)
Despue´s, para que la solucio´n sea valida, cada punto reproyectado y
multiplicado por su normal (como muestra la Ecuacio´n 3.22), debe dar como
resultado un valor positivo. Lo mismo se puede comprobar utilizando el
Frame F2 y las ecuacio´n descrita en la Fo´rmula 3.23.
mT1i · n1i > 0 (3.22)
mT2i (R · ni) > 0 (3.23)
Despue´s de esta u´ltima restriccio´n, ya solo tenemos dos conjuntos (el conjunto
R, t y n, y el conjunto R, −t y −n). Para saber cual de los dos conjuntos es el
correcto, hay que comparar el cambio de posicio´n de un punto (de una imagen a
otra) con el signo de tx y ty. Por ejemplo: si tx es positivo, la componente p1x tiene
que ser mayor a p2x por el movimiento y las coordenadas de la ca´mara.
3.5. Ecualizacio´n del histograma
Como se ensen˜a en [33], el contraste de la imagen puede mejorar si se realiza una
ecualizacio´n de su histograma. El funcionamiento de los algoritmos estudiados en la
seccio´n 3.6 (detectores y descriptores de caracter´ısticas) se basa en la comparacio´n
local de la intensidad de los p´ıxeles. Por lo tanto, si mejora el contraste, el resultado
de la extraccio´n de caracter´ısticas de la imagen tambie´n mejorara´, originando un
emparejado entre los puntos de ambas ima´genes (matching) ma´s preciso.
La ecualizacio´n del histograma, implica transformar este histograma en otro
con una distribucio´n ma´s uniforme, de tal manera que el nu´mero de p´ıxeles de la
imagen este´ repartido a lo largo de todo el rango de intensidades (en este proyecto
se trabajara´ con la imagen en escala de grises de 0 a 255). En la Figura 3.4 se puede
observar a la izquierda el resultado del histograma en una de las ima´genes ae´reas
estudiada en los experimentos (ima´genes del Lago) y a la derecha, el resultado del
histograma despue´s de ser ecualizado.
El primer paso para obtener el histograma ecualizado, es calcular la funcio´n de
distribucio´n acumulativa de H(i), obteniendo H ′(i) de la ecuacio´n 3.24.
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Figura 3.4: Dibujo del Histograma antes y despue´s de ser Ecualizado (eje
horizontal normalizado de 0 a 255 y eje vertical normalizado de 0 al nu´mero
ma´ximo de pixeles)
H ′(i) =
∑
0≤j<i
H(j) (3.24)
Si el histograma fuese ideal (una linea horizontal), el resultado de la distribucio´n
acumulativa ser´ıa una linea recta con cierta pendiente de la forma 3.25.
H(i′) = (i′ + 1)
No de p´ixeles
256
(3.25)
Si se igualan ambas distribuciones (calculada e ideal) y se despeja i′, se obtiene
el nuevo valor de intensidad para cada nivel de gris como se muestra en la
Ecuacio´n 3.26. Por u´ltimo, se crea una Look-Up Table (tabla de consulta donde
se asocia cada i con la i′ correspondiente) para que el algoritmo sea ma´s eficiente
computacionalmente.
i′ = parteentera(H(i) · 256
No de p´ixeles
(3.26)
Por u´ltimo, se sustituye cada pixel de la imagen con una intensidad i (que puede
ir de 0 a 255) por el pixel i′ correspondiente, utilizando para ello la Look-Up Table
creada. En las ima´genes de la Figura 3.5 (arriba una imagen del Lago en escala
de grises y abajo esa misma imagen pero despue´s de ecualizar su histograma), se
puede observar como el uso esta te´cnica mejora considerablemente el contraste de
la imagen.
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Figura 3.5: Ecualizacio´n del Histograma usando el dataset del Lago como ejemplo
3.6. Extraccio´n de caracter´ısticas en las Ima´ge-
nes
Como ya se menciono´ antes, en este proyecto el Matching entre las ima´genes se
realizara´ a partir de las caracter´ısticas que comparten estas. En este apartado, se
detectara´n, a trave´s de un algoritmo, las caracter´ısticas ma´s significativas de cada
una de las ima´genes. Los puntos donde se localizan esta´s caracter´ısticas sera´n
denominados como Keypoints. Adema´s, se utilizara´ otro algoritmo para extraer
informacio´n de los Keypoints y de los p´ıxeles vecinos que se encuentren a un radio
de estos. La informacio´n extra´ıda se guardara´ en una matriz a la cual se le llamara´
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Matriz de Descriptores, donde cada una de las filas de esta matriz hace referencia
a la informacio´n extra´ıda de cada uno de los Keypoints.
Es necesario que el algoritmo trabaje a tiempo real para cumplir con uno de los
objetivos propuestos y la deteccio´n de los Keypoints es la tarea que mayor coste
computacional supone, por lo tanto se elegira´ un algoritmo que pueda cumplir con
el objetivo mencionado. El algoritmo elegido para la localizacio´n de KeyPoints
es AGAST (Adaptive and Generic AST) [34]. AGAST es un algoritmo de alta
velocidad para la deteccio´n de corners basada en la intensidad de los puntos
estudiados y sus vecinos. La velocidad de procesamiento de AGAST es bastante
mayor comparada con la velocidad de otros detectores de caracter´ısticas, pero tiene
la desventaja de poseer baja repetibilidad al hacer zoom o cambiar el punto de vista
de la imagen. Esto u´ltimo se puede observar en el estudio hecho por A. Canclini y
M. Cesana en [35], donde comparan AGAST con FAST, BRISK, CenSurE, ORB,
SURF y SIFT. Tambie´n, hay que tener en cuenta, que este algoritmo trabaja mejor
en situaciones donde hay una cantidad suficiente de corners y que otros algoritmos
trabajar´ıan mejor en situaciones donde hay muchos cambios de contraste. En la
Figura 3.6, se pueden observar en color verde los Keypoints obtenidos en una regio´n
de la panora´mica (la u´ltima actualizada) y en la nueva imagen candidata a formar
parte de la panora´mica.
Figura 3.6: Keypoints encontrados en la region de interes de la panora´mica y en
la nueva imagen adquirida
El algoritmo utilizado para obtener la Matriz de Descriptores es FREAK [36],
un “descriptor” binario que devuelve una fila de unos y ceros por cada descriptor
(fila de la matriz). Esta basado en el funcionamiento de la retina y compara la
intensidad de los p´ıxeles vecinos, utilizando para esto c´ırculos que se distribuyen
con mayor intensidad en las zonas cercanas al pixel estudiado. Segu´n [37], que
recomienda el uso de BRISK como descriptor, FREAK es ma´s ra´pido que este
pero ma´s eficiente computacionalmente hablando. Por otro lado, [38] menciona
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que FREAK es mejor que BRISK y ORB cuando existen cambios en el punto de
vista de la imagen. Por estas razones, se ha elegido este algoritmo entre los otros
propuestos en los trabajos mencionados.
3.7. Matching de las ima´genes
Los Keypoints y sus correspondientes descriptores extra´ıdos en la seccio´n 3.6,
sera´n utilizados para emparejar puntos relacionados de la zona de superposicio´n
existente entre la panora´mica y la imagen capturada. Por cada descriptor de cada
imagen, se buscara´ el mejor descriptor de la otra imagen que mejor encaje. Para
esto u´ltimo, se utilizara´ un me´todo basado en la bu´squeda de los vecinos ma´s
cercanos (KNN) implementado en FLANN (Fast Library for Approximate Nearest
Neighbors). FLANN es una librer´ıa con muchos algoritmos de bu´squeda de los
vecinos ma´s cercanos, ma´s ra´pidos que realizar una bu´squeda exhaustiva utilizando
KNN, pero que a costa de esto pierden algo de precisio´n. Para este proyecto, se
ha utilizado el algoritmo KD-tree debido a la investigacio´n realizada por Muja y
Lowe [39].
KD-tree es un me´todo basado en un a´rbol binario en el cual, cada nodo
divide un subconjunto de datos en otros subconjuntos ma´s pequen˜os. El conjunto
de descriptores de la primera imagen (denominados datos de entrenamiento),
crean esta estructura tipo a´rbol. Entonces, empezando por la ra´ız del a´rbol, se
va descendiendo y seleccionando a que nodo pertenece un descriptor de la otra
imagen (denominados datos de consulta). Cuando se llega al u´ltimo nodo, este es
seleccionado como el mejor candidato para el detector que esta consultando.
El Mathing de descriptores, ayuda a eliminar gran cantidad de Keypoints
teniendo en cuenta que no todos se encuentran en el a´rea de superposicio´n entre
las ima´genes, pero no filtra todos los puntos de tal manera que se pueda calcular
una matriz de Homograf´ıa correcta con ellos. Por esta razo´n, se utiliza el me´todo
RANSAC para obtener los Keypoints que mejor se ajustan a una matriz de
Homograf´ıa (Inliers), a partir de los Good Matches obtenidos al utilizar KD-tree.
En la seccio´n 3.4.2, se estudia como se usa RANSAC para obtener esta matriz y los
Inliers. En la Figura 3.7, se puede observar los descriptores emparejados despue´s
de utilizar el me´todo descrito en esta seccio´n, y en la Figura 3.8 los puntos que
han quedado como resultado al utilizar RANSAC.
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Figura 3.7: Good Fetures encontrados despu´es del Matching de los descriptores
Figura 3.8: Inliers encontrados despu´es de utilizar RANSAC
3.8. Bu´squeda de “costuras” entre las imagenes
En este punto, se calcula la linea de “costura” entre la panora´mica y la nueva
imagen, es decir, en este punto se obtiene una linea de corte en cada imagen que
separa los p´ıxeles que se van a incluir en la panora´mica resultante de los que no.
Para calcular esta costura, se ha utilizado el me´todo basado en recorte de grafos
propuesto por Vivek Kwatra y Arno Scho¨dl [40].
Este me´todo, define cada pixel en la regio´n de superposicio´n como un
nodo. Tambie´n, define la primera y la segunda imagen como la regio´n A y B,
respectivamente. Por u´ltimo, conecta los p´ıxeles adyacentes mediante una l´ınea
que denomina arco, para despue´s asignar una etiqueta a cada uno de los arcos.
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El valor de las etiqueta se calcula a partir de la Ecuacio´n 3.27 denominada por
los creadores del me´todo como matching quality cost. En dicha ecuacio´n, s y t se
refieren a la posicio´n de dos nodos adyacentes, mientras que A y B son los colores
de los p´ıxeles a los que apuntan en las diferentes ima´genes. Por ejemplo, B(s) es el
color del pixel s en la imagen B. Los arcos conectados a p´ıxeles que se encuentran
fuera de la regio´n de superposicio´n, son etiquetados con un valor infinito.
M = ‖A(s)−B(s)‖+ ‖A(t)−B(t)‖ (3.27)
Finalmente, el problema de recorte de grafos se resuelve dibujando un camino
que divide las regiones A y B. Dicho camino, recorrera´ la regio´n de superposicio´n
pasando por los arcos que tengan una etiqueta con un valor menor que los dema´s.
Esto se puede observar en la Figura 3.9, donde la l´ınea roja es la que indica
que p´ıxeles son los que aportara´ cada imagen. Los p´ıxeles que se encuentren a la
izquierda de dicha l´ınea, son los que aportara´ la imagen A; mientras que los p´ıxeles
que se encuentren a la derecha, sera´n los que porte la imagen B.
Figura 3.9: Camino encontrado que determina la l´ınea de “costura” entre las dos
ima´genes
3.9. Unio´n de las ima´genes usando Feather
Blending
Una vez elegidos los p´ıxeles que aportara´ cada imagen, se une la imagen
panora´mica con la nueva imagen, realizando dicha unio´n por la zona de corte
calculada en el apartado anterior. Para posicionar ambas ima´genes en el plano
2D que conformara´ la nueva panora´mica, se utiliza como referencia la coordenada
del corner superior izquierdo de ambas ima´genes. Adema´s, para que la transicio´n
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en los puntos de costura sea suave, se utiliza el me´todo Feather Blending para la
unio´n de dichas ima´genes.
Entre los me´todos de Blending estudiados por Zhe Zhu y Jiaming Lu [41], para
este proyecto, se estudiaron dos: Multi-band Blending y Feather Blending.
Feather Blending, es un me´todo que simplemente combina linealmente las dos
ima´genes usando las Formulas 3.28,3.29,3.30. Donde, α es un valor que se multiplica
por la intensidad de las componentes RGB de cada pixel. Este valor, va de 0 a 1,
siendo αc el valor de α en la costura de la imagen. A medida que los p´ıxeles se
alejan localmente de la costura de la imagen hacia el interior de esta, el valor de
α va creciendo hasta se vale 1. En sentido contrario, a medida que los p´ıxeles se
alejan de la costura hacia fuera de la imagen, α va decreciendo hasta valer 0. La
Figura 3.10, muestra como cambia α en la zona local del conjunto de puntos que
forman la linea de costura.
I(x, y)izq = (α ·R,α ·G,α ·B) (3.28)
I(x, y)drch = ((1− α) ·R, (1− α) ·G, (1− α) ·B) (3.29)
Iblend = I(x, y)izq + I(x, y)drch (3.30)
Para el uso del me´todo Multi-band Blending, primero se computa una Pira´mide
Gausiana en cada una de las ima´genes (hay que especificar el nu´mero de niveles
que se quiera utilizar). En segundo lugar, a partir de las pira´mides Gausianas, se
calculan las pira´mides Laplacianas de cada una de las ima´genes. Despue´s, se une
cada nivel de la pira´mide Laplaciana de una imagen con el nivel correspondiente
de la otra. Por u´ltimo, a partir de todas las ima´genes unidas (en todos los niveles)
se reconstruye la nueva imagen panora´mica. Este me´todo, funciona muy bien sin
buscar costuras en las ima´genes, y adema´s no produce ghosting.
En este proyecto, se ha propuesto el uso de Feather Blending, ya que la
transformacio´n de la intensidad de los p´ıxeles solo se realiza localmente alrededor
de las costuras. Por otro lado, me´todos como Multi-band blending hacen uso de
pira´mides gaussianas que se aplican a lo largo de toda la panora´mica una y otra
vez en cada iteracio´n, provocando que a medida que crece la panora´mica esta se
emborrone.
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Figura 3.10: Valor de α a lo largo de la imagen al usar Feather Blending
3.10. Seleccio´n de la mejor imagen para realizar
el Blending
El me´todo para encontrar las L´ıneas de Costura en las ima´genes y el Feather
Blending, requieren mucho coste computacional (en los resultados se puede
observar el tiempo de ejecucio´n en los dos puntos mencionados). Por lo tanto, no
es posible unir las ima´genes a la panora´mica a la velocidad a la que se capturan.
Adema´s, no es conveniente que la panora´mica final contenga mucha densidad de
ima´genes por el siguiente motivo:
El metodo Feather Blending, como se menciono´ arriba, emborrona el a´rea
alrededor de la costura para que no se note la transicio´n de una imagen a
otra.
Si la panora´mica resultante, esta compuesta por muchas ima´genes, tambie´n
lo estara´ por muchas costuras. Esto u´ltimo ocasionara´ que la imagen
panora´mica pierda definicio´n.
El caso mencionado arriba, ocurre cuando el porcentaje de superposicio´n entre
las ima´genes es elevado. El caso contrario, en el que el tanto por ciento de
superposicio´n es bajo, podr´ıa originar que no se encuentre un nu´mero suficiente
de caracter´ısticas para obtener una matriz de Homograf´ıa correcta.
Para este proyecto, se ha creado un me´todo que filtra las ima´genes utilizando
un umbral del tanto por ciento de superposicio´n entre al imagen y la panora´mica.
Adema´s, este me´todo selecciona la mejor imagen observando cuanto a cambiado
el taman˜o de cada una de ellas despue´s de ser proyectada (la seleccio´n de la mejor
imagen es llevada a cabo entre las ima´genes que se encuentren dentro del umbral).
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Como se observara´ en el apartado de los experimentos, es aconsejable cambiar
el umbral segu´n la aplicacio´n y de esta manera llevar la reconstruccio´n de la
panora´mica a su punto ma´s o´ptimo.
3.10.1. Obtencio´n del Porcentaje de Superposicio´n entre
ima´genes
Cada vez que se captura una nueva imagen, como se ha comentado en los
puntos anteriores, se buscan las caracter´ısticas en comu´n entre esa nueva imagen
y la u´ltima zona actualizada de la panora´mica. Despue´s, se obtiene la Matriz de
Homograf´ıa para posteriormente calcular la matriz de rotacio´n que proyecta la
nueva imagen.
En este punto del algoritmo, se proyecta la u´ltima Imagen capturada y se
coloca (gracias a los Inliers) en el lugar correspondiente de la panora´mica. En
este momento, se tiene que ambas ima´genes contienen p´ıxeles que comparten la
misma posicio´n en el espacio. Esto u´ltimo se puede observar en la Figura 3.12. Para
determinar cual es el a´rea de la regio´n que comprende los p´ıxeles que comparten
ambas ima´genes:
Primero, se crean dos ma´scaras (dos ima´genes binarias del mismo taman˜o y
posicio´n que las originales). Estas ma´scaras, tienen siempre un valor en la
escala de grises de 255. En la Figura 3.11, a) corresponde a la ma´scara de la
panora´mica, mientras que b) a la de la nueva imagen capturada.
Despue´s, se realiza una operacio´n lo´gica AND, dando como resultado una
tercera ma´scara donde todos los p´ıxeles blancos, son p´ıxeles que comparten
tanto la ma´scara de la panora´mica como la de la imagen proyectada. En la
Figura 3.11.b) se pinta en azul el resultado de la operacio´n AND encima de
la segunda ma´scara.
A continuacio´n, utilizando el algoritmo [42] se obtiene un conjunto de puntos
que define el contorno del a´rea superpuesta.
Con el conjunto de puntos obtenido, se calcula el a´rea de superposicio´n
utilizando un me´do basado en el teorema de Green [43].
Para calcular el a´rea de la imagen proyectada, se utiliza la ma´scara que hace
referencia a esta imagen y se determina su a´rea a partir de los dos me´todos descritos
en los dos u´ltimos puntos de arriba.
A partir de la Fo´rmula 3.31 se obtiene el tanto por ciento de superposicio´n.
Como la imagen panora´mica crece a la vez que se van an˜adiendo nuevas ima´genes
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Figura 3.11: Calculo del area de superposicio´n a partir del uso de ma´scaras. a)
se corresponde con la ma´scara de la panora´mica y b) con la de la nueva imagen
capturada. El a´rea de superposicio´n se muestra en azul en c).
Figura 3.12: A´rea de superposicio´n entre dos imagenes
a esta, en el divisor de la Ecuacio´n 3.12 se debe colocar el a´rea de la imagen
proyectada. Si se utilizara el a´rea de la imagen panora´mica, a medida que creciese
esta el valor del tanto por ciento ir´ıa disminuyendo hasta acercarse a cero.
%Superposicio´n =
A´reaSuperposicio´n
A´reaImg.Proyectada
· 100 (3.31)
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3.10.2. Seleccio´n de la mejor imagen
Despue´s de filtrar las ima´genes usando el umbral del tanto por ciento de
superposicio´n, hay que determinar que imagen sera´ an˜adida a la panora´mica. Para
determinar que imagen sera´ la mejor candidata, primero se compara el a´rea de cada
una de estas ima´genes con el a´rea de la misma imagen pero proyectada (como se
muestra en la Formula 3.32).
Despue´s de la comparacio´n, se elige como la mejor imagen la que de como
resultado el valor absoluto ma´s pequen˜o. Este me´todo se basa en que se puede
interpretar que la ca´mara se ha mantenido lo ma´ximo posible dentro del plano de
la primera captura, si no hay mucha diferencia entre el a´rea original y el a´rea de
la imagen proyectada.
∆A´rea = | A´reaImg.Capturada − A´reaImg.Proyectada | (3.32)
3.11. Creacio´n de una nueva panora´mica
Debido a que el algoritmo de este proyecto se basa en que la ca´mara del UAV
debe de estar lo ma´s paralela posible al plano, se ha disen˜ado un me´todo que
obliga al algoritmo a crear una panora´mica adicional en el caso de que esto no se
cumpla. El nu´mero de panora´micas que se cree, sera´n las necesarias hasta que la
reconstruccio´n acabe.
Para empezar con la creacio´n de una nueva imagen panora´mica, hay que
determinar que factores indica que es el momento preciso de hacerlo. En este
proyecto, se realiza una serie de evaluaciones al lo largo del algoritmo para cada
captura.
La primera evaluacio´n, que se debe hacer y que descartar´ıa la imagen que se
esta evaluando, es comprobar que se han encontrado suficientes Good Features
para poder estimar la matrix de Homograf´ıa. Una vez se ha calculado la matriz de
Homograf´ıa, se realiza otra evaluacio´n, poco compleja, de cuanto cambia el a´rea
de la imagen si esta es proyectada. Para esto u´ltimo, se siguen los siguientes pasos:
Se cogen los cuatro puntos correspondientes a las cuatro esquinas de la
imagen original.
A continuacio´n, se multiplica cada uno de los puntos por la matriz de
Homograf´ıa obteniendo las cuatro esquinas de la imagen proyectada.
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Se divide el a´rea del pol´ıgono que resulta de unir las cuatro esquinas obtenidas
en el apartado anterior (las de la imagen proyectada), con el a´rea del pol´ıgono
que se obtiene al unir las cuatro esquinas de la imagen original.
Si el resultado de esa divisio´n resulta que es mayor a 2 o menor a 0,5, se
descarta la imagen que se esta evaluando.
El siguiente paso es proyectar la imagen y evaluar el tanto por ciento de
superposicio´n que existe entre ella y la panora´mica. Si este porcentaje es menor al
30 % no se garantizar´ıa que los Features encontrados este´n bien distribuidos y que,
por lo tanto, la matriz de transformacio´n sea correcta. Como las dos anteriores,
esta evaluacio´n tambie´n descartar´ıa la imagen actual que se esta´ verificando.
Si dos ima´genes capturadas consecutivas no cumplen, cada una, con alguna
de las evaluaciones descritas arriba, se guarda la imagen panora´mica actual y se
empieza a reconstruir una nueva. Un diagrama de este apartado se puede ver en
la Figura 3.13.
Figura 3.13: Bucle de evaluacio´n de las nuevas ima´genes capturadas
3.12. Uso de Clustering para segmentar facha-
das
Debido a que el algoritmo propuesto en este proyecto tiene en cuenta que el
objeto que se esta observando es totalmente plano, puede surgir ciertos problemas
si se quiere realizar la reconstruccio´n de una fachada, ya que esta contiene ventanas.
Tambie´n, el algoritmo puede coger caracter´ısticas del fondo del escenario (por
ejemplo en las equinas de los edificios) llegando a ocasionar que se incumpla la
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asuncio´n mencionada. Por esta´s razones, se ha introducido un algoritmo basado
en K-Means para crear una ma´scara que solo permita buscar caracter´ısticas en
el frontal de la fachada, como se muestra en la Figura 3.14. Una vez segmentada
la fachada, se aplica una dilatacio´n de la ma´scara para no perder detalles en las
esquinas que puedan servir para obtener caracter´ısticas.
Figura 3.14: Uso de clustering para segmentar la fachada. Imagen original de la
fachada a), grupos depue´s de usar K-Means b) e imagen binaria despue´s de usar
un threshold c).
K-Means es una algoritmo que detecta grupos en un conjunto de pixeles dado.
Esto lo hace sin necesidad de supervisar o corregir los resultados de la agrupacio´n
[44].
40
CAPI´TULO 4:
EXPERIMENTOS Y
RESULTADOS
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En esta seccio´n se realizara´ una serie de experimentos para poner a prueba el
algoritmo propuesto. Se evaluara´ tanto la velocidad del me´todo como la calidad
de los resultados.Tambie´n, se modificara´n ciertos para´metros, como los umbrales
de superposicio´n o los factores de escala para ver como estos afectan al resultado.
Para tales propo´sitos, se utilizara´n cuatro datasets diferentes. Dos de estos
datasets esta´n compuestos por ima´genes sueltas con un porcentaje de superposicio´n
ya definido. Los dos datasets restantes son v´ıdeos que ayudara´n a comprobar el
funcionamiento del algoritmo en tiempo real. Ma´s informacio´n sobre estos datasets,
y de como sera´n denominados en este proyecto, se puede ver a continuacio´n:
Ima´genes Urbanas 1. El primer dataset, consiste en ima´genes tomadas a
780 metros sobre un a´rea urbana. Las ima´genes fueron capturadas por un
UAV que volaba en l´ınea recta, consiguiendo un porcentaje de superposicio´n
entre ima´genes del 60 % y cada imagen tiene un taman˜o de 1000x642 p´ıxeles.
Ima´genes Urbanas 2. El segundo dataset, consiste tambie´n en ima´genes
ae´reas pero con un taman˜o de 1500x1001 pixeles. Este junto al primer dataset
se ha obtenido de [45].
Vı´deo Mural. El siguiente dataset, es un v´ıdeo de un mural tomado con un
Smart-phone generando ima´genes de 1920x1080 p´ıxeles a 30 fps. Con este
v´ıdeo se podra´ comprobar los resultados en estructuras verticales.
Vı´deo Lago. El u´ltimo dataset, es un v´ıdeo de los alrededores de un lago
tomado con un UAV que mantiene una ruta aleatoria y genera ima´genes de
1280x676.
Los experimentos se han llevado a cabo en un estacio´n de tierra (el algoritmo
no ha sido ejecutado en pleno vuelo), pero una configuracio´n del Hardware del
UAV para el propo´sito de este proyecto es propuesta en la seccio´n 6.18. La unidad
de procesamiento utilizada en los experimentos esta´ compuesta por:
Una CPU Intel i5-2410M a 2.3 GHz
Una memoria RAM de 4GB
Una Tarjeta Gra´fica NVIDIA GEFORCE GT520M de 512 mb.
Para comprobar el funcionamiento en tiempo real, los frames de los datasets
Vı´deo Lago o Vı´deo Mural son le´ıdos en un hilo de procesamiento, como se har´ıa
con las ima´genes de la ca´mara del UAV. Mientra las ima´genes del v´ıdeo van
avanzando, en otro hilo esta´ corriendo el algoritmo de reconstruccio´n. De esta
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manera, si por ejemplo, han pasado 10 frames del v´ıdeo mientras el programa esta
ejecutando la unio´n de una imagen a la panora´mica, estos frames se perdera´n,
cogiendo el programa el frame nu´mero 11 cuando le corresponda coger una nueva
imagen.
En el primer experimento, se estudiara´ como cambia el tiempo de ejecucio´n en
diferentes partes del algoritmo segu´n se van uniendo cada vez ma´s ima´genes a la
panora´mica. Adema´s
En la tabla 4.2, se muestra un resumen de los datasets utilizados en cada uno
de los experimentos as´ı como los para´metros que se modificara´n o se medira´n.
Tabla 4.2: Resumen de los experimentos realizados
A partir de este punto, para resumir las gra´ficas y las tablas donde se quiera
estudiar el tiempo de ejecucio´n, se agrupara´n los diferentes pasos del algoritmo en
cinco partes:
El Matching: que agrupa desde la captura de una nueva imagen, hasta la
obtencio´n de las Good Features.
La estimacio´n de la matriz de Rotacio´n: que contiene los pasos del ca´lculo
de la matriz de Homograf´ıa, de la descomposicio´n de esta y de la evaluacio´n
de dicha matriz.
El ca´lculo del porcentaje de Superposicio´n: que abarca la deformacio´n de las
ima´genes, el ca´lculo del tanto po ciento de superposicio´n y de la evaluacio´n
de este porcentaje.
La bu´squeda de las Costuras de las ima´genes.
La Unio´n de la imagen captura con la imagen panora´mica.
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4.13. Resultado de los tiempos y el nu´mero de
inliers segu´n el nu´mero de ima´genes
Para este experimento se han construido dos panora´micas: una a partir de
20 ima´genes (ver Figura II.25) del dataset Ima´genes Urbanas 2 y otra a partir
de 12 ima´genes del dataset Ima´genes Urbanas 1, que se puede ver en la Figura
II.24. El resultado de estas panora´micas se pueden ver en las Figuras II.26 y II.27
del Anexo II, respectivamente. El objetivo de este experimento, es estudiar como
cambia el tiempo de ejecucio´n en cada una de las partes del algoritmo, descritas en
la introduccio´n de cap´ıtulo y como cambia el nu´mero de Inliers, a medida que va
creciendo la imagen panora´mica. Para esto u´ltimo, se han observado dos ejemplos
diferentes, que son las dos panora´micas construidas con los datasets mencionados
antes.
En este experimento, la recontruccio´n de las panora´micas se han llevado a
cabo con un factor de escala de 0.4 (en el dataset Ima´genes Urbanas 2 ) para los
pasos: bu´squeda de las Costuras de las ima´genes y el ca´lculo del porcentaje de
Superposicio´n. Mientras que, los pasos restantes se han realizado con las ima´genes
con resolucio´n original. De igual manera, se ha procedido con el dataset Ima´genes
Urbanas 1 ), pero con un factor de escala de 0.6. Escalar la imagen en estos pasos,
ayuda a que la ejecucio´n del programa sea ma´s fluida. Esto u´ltimo, se vera´ en la
seccio´n 5.16.
En la gra´fica 4.15 (donde se estudia como cambia los tiempos en funcio´n de
las tres primeras partes del algoritmo) se puede observar como, aproximadamente
desde que la panora´mica contiene 14 ima´genes hasta las 18 ima´genes, hay un ligero
aumento en los tres tiempos. Tambie´n, se puede ver como estos tres tiempos decaen
en la adicio´n de las dos u´ltimas ima´genes a la panora´mica. Por u´ltimo, se puede
observar que el tiempo en la unio´n de las dos primeras ima´genes es alto en las
l´ıneas del Matching y de la Superposicio´n. Esto u´ltimo puede ser debido, en el
caso del Matching, al gran nu´mero de caracter´ısticas que tiene que encontrar y
emparejar en la primera unio´n.
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Figura 4.15: Gra´fica no Ima´genes - Tiempo en segundos (Matching, Matriz de
rotacio´n y Superposicio´n), del dataset Ima´genes Urbanas 2
En la gra´fica 4.16, se puede ver claramente como le cuesta cada vez ma´s al
algoritmo el proceso de unir la nueva imagen a la panora´mica. En el caso de la
bu´squeda de Costuras, el tiempo no sigue ningu´n patro´n a medida que aumentan
las ima´genes en la panora´mica y es el proceso ma´s lento del algoritmo. Tambie´n
cabe destacar, que la l´ınea de buscar Costuras acaba muy abajo desde donde
empezo´. Esto u´ltimo, puede ser causado por la deformacio´n de las ima´genes y
como esta´s van perdiendo textura a medida a la que avanza la reconstruccio´n de
la panora´mica.
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Figura 4.16: Gra´fica no Ima´genes - Tiempo en segundos (Costuras y Union de
ima´genes), del dataset Ima´genes Urbanas 2
En el tiempo total (ver Gra´fica 4.17), se puede observar como la l´ınea que
marca el tiempo de bu´squeda de costuras es el cuello de botella del algoritmo, ya
que la l´ınea del tiempo total tiene la forma de esta (ver Gra´fica 4.16)ma´s un offset
que se podr´ıa definir como la suma de los tiempos restantes.
Figura 4.17: Gra´fica no Ima´genes - Tiempo total(s), del dataset Ima´genes Urbanas
2
En la Gra´fica 4.18, se puede observar la tendencia descendente que tiene la
l´ınea Ima´genes - Inliers. Tambie´n, se puede ver que el nu´mero de Inliers desciende
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mucho (de 160 a 20), pudie´ndose traducir este descenso como que al algoritmo
cada vez le cuesta ma´s encontrar caracter´ıstica en la imagen panora´mica. Este
descenso de caracter´ısticas, puede ser producido por el error acumulado en cada
iteracio´n que va escalando las ima´genes haciendo que se deformen demasiado.
Figura 4.18: Gra´fica no Ima´genes - Inliers, del dataset Ima´genes Urbanas 2
A continuacio´n, se intentara´ contrastar las conclusiones con otro ejemplo (con
el otro dataset). En la Gra´fica 4.19, la u´nica similitud que encontramos con la
Gra´fica 4.15, es el descenso de los tiempos en las u´ltimas ima´genes. Este descenso
puede ser provocado por la disminucio´n de caracter´ısticas encontradas en le imagen
panora´mica.
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Figura 4.19: Gra´fica no Ima´genes - Tiempo en segundos (Matching, Matriz de
rotacio´n y Superposicio´n), del dataset Ima´genes Urbanas 1
En la Gra´fica 4.20, se puede seguir observando tres comportamientos parecidos
a la Gra´fica 4.16. El primero de ellos, es que el ca´lculo de las Costuras de la
ima´genes sigue siendo el proceso ma´s lento de todos. El segundo comportamiento
parecido, es que el proceso de Unir la nueva imagen capturada con la panora´mica
sigue una tendencia ascendente a medida que va creciendo la panora´mica. Por
u´ltimo, se puede observar en la gra´fica que el tiempo de bu´squeda de Costuras
acaba muy por debajo de donde empezo´, igual que en el ejemplo anterior.
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Figura 4.20: Gra´fica no Ima´genes - Tiempo en segundos (Costuras y Union de
ima´genes), del dataset Ima´genes Urbanas 1
En la Gra´fica 4.21, se puede ver como el tiempo total sigue dependiendo mucho
del tiempo de bu´squeda de costuras y adema´s del tiempo del Matching.
Figura 4.21: Gra´fica no Ima´genes - Tiempo total(s), del dataset Ima´genes Urbanas
1
En este experimento, tambie´n se observa que la Gra´fica 4.22 no Ima´genes -
Inliers, sufre un descenso a medida que las ima´genes que constituyen la panora´mica
van aumentando, de igual manera que en el ejemplo anterior.
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Figura 4.22: Gra´fica no Ima´genes - Inliers, del dataset Ima´genes Urbanas 2
En este experimento se puede concluir que, comparando los tiempos obtenidos
en los dos ejemplos, estos guardan bastante similitud. En primer lugar, el cuello
de botella del algoritmo se encuentra en el proceso que se encarga de encontrar las
Costuras entre la imagen capturada y la imagen panora´mica. En segundo lugar, el
proceso de adherir una nueva imagen a la panora´mica se vuelve cada vez ma´s lento
a medida de que esta crece. Tambie´n, se puede observar que el tiempo del Matching,
del ca´lculo del tanto por ciento de Superposicio´n y de la estimacio´n de la matriz
de Rotacio´n, suele ser muy constante, soliendo caer cuando la reconstruccio´n esta
apunto de detenerse por alguno de los motivos evaluados. Por u´ltimo, debido a la
deformacio´n que sufre las ima´genes que se van uniendo a la panora´mica y que se
va acumulando ma´s error a medida que esta crece, el nu´mero de Inliers (nu´mero
caracter´ıstica de ambas ima´genes de las que se obtiene la matriz de Homograf´ıa)
va descendiendo con el crecimiento de esta.
4.14. Resultados obtenidos al modificar el factor
de escala en algunos me´todos
Para este experimento solo se va a trabajar con un dataset (Ima´genes Urbanas
2) y se va a estudiar como cambia el tiempo de ejecucio´n del algoritmo, al aplicar
un factor de escala en alguno de los procesos. Tambie´n, se determinara´ como afecta
este cambio de escala a la calidad de la imagen resultante. Para todo ello, se van
a construir 7 panora´micas con solo 10 Ima´genes (cada panora´mica) del dataset.
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Los tiempos comparados, sera´ la media de cada uno de los tiempos de ejecucio´n
(Matching, calcular Superposicio´n, estimar matriz de rotacio´n, buscar Costuras,
Unir imagen capturada, tiempo total) para cada imagen an˜adida a la panora´mica.
Las 7 panora´micas construidas tendra´n las siguientes especificaciones respecto a
la escala de la ima´genes:
Panora´mica 1. Todo el proceso de creacio´n se realizara con las ima´genes a
taman˜o original (1500x1001).
Panora´mica 2. El proceso de buscar las Costuras (como se observo en la
seccio´n 5.16, es el proceso ma´s lento) se hara´ con el taman˜o de las ima´genes
por un factor de escala de 0,6. El resto de los procesos se realizara´n a taman˜o
normal.
Panora´mica 3. El factor de escala en el proceso de buscar las Costuras se
reducira´ a 0,4. El resto de los procesos se realizara´n a taman˜o normal.
Panora´mica 4. El proceso de calcular el tanto por ciento de Superposicio´n se
hara´ con el taman˜o de las ima´genes por un factor de escala de 0,6. El resto
de los procesos se realizara´n a taman˜o normal.
Panora´mica 5. El factor de escala en el proceso de calcular el tanto por ciento
de Superposicio´n se reducira´ a 0,4. El resto de los procesos se realizara´n a
taman˜o normal.
Panora´mica 6. Las ima´genes, desde que se capturan se reducira´n con un
factor de escala de 0,6. Todos los procesos se realizara´n con las ima´genes
reducidas.
Panora´mica 7. En este caso, el factor de escala es de 0,4 y se aplicara´
al taman˜o de las ima´genes desde que se capturen. Todos los procesos se
realizara´n con las ima´genes reducidas.
En la Tabla 4.3, se puede ver un resumen de como se han construido las 7
panora´micas y en la Tabla 4.4, se puede observar los resultados de los tiempos de
la reconstruccio´n.
51
Aerial Panoramic Image Reconstruction for Inspection and Survey P.
Juan Camilo Soto Trivin˜o
Tabla 4.3: Factores de escala aplicados en las 7 panora´micas
Tabla 4.4: Tiempos de reconstruccio´n de las 7 panora´micas (cambiando la escala
de las ima´genes)
Si se echa un vistazo a la Tabla 4.4, los tiempos ma´s pequen˜os se corresponden
con la reduccio´n del taman˜o de las ima´genes en el proceso de buscar las Costuras
y con la reduccio´n del taman˜o de estas en todos los procesos. Cabe destacar, que
el u´ltimo caso incluye el primero ma´s los procesos restantes y por eso es el caso
ma´s ra´pido. Tambie´n, es importante darse cuenta que si se aplica el factor de
escala desde que se captura la imagen, se perdera´ mucha informacio´n en la imagen
resultante. Si se comparan, el taman˜o de la tercera y la se´ptima panora´mica (las
panora´micas que se construyeron ma´s ra´pido), como es lo´gico, el resultado del
taman˜o de la primera es mayor al doble que el de la u´ltima (1829x2500 frente a
684x783)
En conclusio´n, si se aplica un reescalado que reduzca el taman˜o de las ima´genes
para calcular las Costuras de estas, se reducira´ considerablemente el tiempo total
de procesamiento del algoritmo y sin perder casi informacio´n en la panora´mica
resultante.
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4.15. Resultados obtenidos al modificar del Por-
centaje de Superposicio´n
Ya que los v´ıdeos permiten obtener diferentes porcentajes de superposicio´n
entre las ima´genes, se utilizara´n los datasets Vı´deo Mural y Vı´deo Lago, para
estudiar como afecta este porcentaje a los tiempos de ejecucio´n, al nu´mero de
Inliers y al taman˜o resultante de la panora´mica. Adema´s, tambie´n se examinara´ en
este apartado que evaluacio´n de las mencionadas en la seccio´n 3.11 suele ser la que
detiene el proceso de reconstruccio´n de la imagen panora´mica para empezar con
otro. Este porcentaje de superposicio´n se modificara´ cambiando el umbral superior
e inferior que permite que las ima´genes capturadas sean posibles candidatas a
formar parte de la panora´mica. Las pruebas se realizara´n con un umbral superior
del 75 %, 70 %, 65 % y 55 % de Superposicio´n, y el umbral inferior sera igual al
superior menos el 15 %. Adema´s, la simulacio´n de este experimento se ha llevado
a cabo de tal manera que el algoritmo piensa que recibe las ima´genes desde una
ca´mara y no desde los datasets, pudie´ndose probar tambie´n el funcionamiento del
programa en tiempo real.
Para este experimento, se utilizara´ un factor de escala para reducir la imagen en
los procesos de bu´squeda de las Costuras de las ima´genes y para calcular el tanto
por ciento de Superposicio´n. Este escalado sera´ de 0,33 en el caso del dataset Vı´deo
Mural y de 0,5 en el caso del dataset Vı´deo Lago. Los resultados del experimento
se pueden ver en las Figuras II.28 y II.29, donde se han representado las mejores
panora´micas obtenidas en este experimento.
Tabla 4.5: Tiempo de ejecucio´n - dataset Vı´deo Lago
En los resultados de la Tabla 4.6, se puede observar que no existe mucha
diferencia en el tiempo de ejecucio´n al cambiar el porcentaje de Superposicio´n.
En este caso, se podr´ıa utilizar el menor porcentaje que se ha probado, ya que
como la imagen tiene buena resolucio´n casi siempre se va a encontrar un nu´mero
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Tabla 4.6: Tiempo de ejecucio´n - dataset Vı´deo Mural
Tabla 4.7: Informacio´n de los resultados - dataset Vı´deo Lago
suficiente de Inliers en las ima´genes. En el caso del experimento del lago al 55 %
de Superposicio´n, el nu´mero de Inliers medio de las tres panora´micas es bajo (ver
Tabla 4.7). Esto u´ltimo puede provocar que se creen matrices de transformacio´n
con cierto error y que este error se vaya acumulando.
Utilizar un porcentaje de superposicio´n menor, permite crear panora´micas ma´s
grandes con un menor nu´mero de ima´genes. Por ejemplo, en la Tabla 4.8 se puede
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Tabla 4.8: Informacio´n de los resultados - dataset Vı´deo Mural
observar como con un 55 % de Superposicio´n se construye una panora´mica ma´s
grande que usando un 65 %, utilizando adema´s dos imagenes menos.Como ya se
menciono´, en el caso del experimento con el Mural, se obtiene un nu´mero alto
de Inliers debido a la resolucio´n, pero la resolucio´n de las ima´genes del Lago es
menor y por lo tanto el porcentaje de superposicio´n si afecta al nu´mero de Inliers
encontrados.
Tambie´n, en los experimentos (por ejemplo en las panora´micas creadas en el
Lago (ver Figura II.28), se puede ver como un cambio en la altitud del UAV puede
provocar cambios de escala y de percepcio´n muy grandes.
Por u´ltimo, se ha demostrado con este experimento que se puede trabajar a
tiempo real como muestran los tiempos de las tablas 4.6 y 4.5.
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CAPI´TULO 5:
CONCLUSIO´N Y
TRABAJOS FUTUROS
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5.16. Conclusio´n
Como conclusio´n, en este proyecto se ha propuesto un algoritmo basado en
la deteccio´n de caracter´ısticas para la reconstruccio´n de panora´micas destinado a
aplicaciones que necesiten trabajar en tiempo real y sin perder mucha informacio´n
a cambio. En primer lugar, se ha propuesto una serie de aplicaciones en las que
este este algoritmo ser´ıa gran utilidad. En segundo lugar, se ha explicado porque
se ha elegido un me´todo de creacio´n de panora´micas basado en la deteccio´n
de caracter´ısticas y se han estudiados los pasos t´ıpicos a seguir en el proceso
de reconstruccio´n. Despue´s, teniendo estos pasos en cuenta, se ha determinado
cuales formara´n parte del algoritmo de reconstruccio´n planteado en este trabajo.
A partir de estudios realizados en otros trabajos, se han elegido los me´todos
ma´s convenientes teniendo en cuenta el objetivo de este. Por otro lado, se han
propuestos cambios en el proceso de reconstruccio´n como mejorar la textura antes
de detectar las caracter´ısticas, alinear las ima´genes teniendo en cuenta los Inliers,
calcular el porcentaje de superposicio´n entre las ima´genes, y escalar las ima´genes
a conveniencia segu´n el me´todo que se este aplicando. Adema´s, se ha propuesto un
sistema de evaluacio´n de ima´genes que elige la mejor entre un conjunto seleccionado
a priori. Tambie´n, se ha utilizado este sistema para detectar errores de Matching
entre ima´genes y determinar cuando empezar una nueva reconstruccio´n. Por
u´ltimo, se ha realizado una serie de experimentos para comprobar si el algoritmo
es capaz de trabajar en tiempo real, que configuracio´n de los para´metros de este
es la ido´nea y como afecta los diferentes escenarios, y la resolucio´n de la imagen,
a los resultados.
Referente a los resultados obtenidos en los experimentos, se puede concluir
que el me´todo propuesto cumple con los objetivos pero con ciertos requisitos. Por
ejemplo, en los experimentos de la Seccio´n se ha podido observar que el tiempo
medio de adherir una imagen a la panora´mica, (ma´s el tiempo de evaluar una
imagen) se puede reducir un 84 % con solo escalar la imagen para realizar el paso
de buscar las l´ıneas de costura, permitiendo pasar de un tiempo con el que ser´ıa
imposible trabajar en tiempo real a otro con el que si ser´ıa posible. Esto u´ltimo,
como se observo en los experimentos, apenas an˜ade errores en los resultados. Estos
errores que an˜ade son pra´cticamente imperceptibles, encontra´ndose solo en las
zonas de unio´n entre las ima´genes y sin provocar perdida de informacio´n.
Tambie´n se pudo ver en los experimentos, que aunque el tiempo medio de
ejecucio´n, al reducir el taman˜o de la imagen, es los suficientemente bajo para
trabajar en tiempo real, existen momentos en los que el tiempo total puede llegar
a los 2, 4 segundos (ver Gra´fica 4.16). Esto u´ltimo puede causar que haya que
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limitar la velocidad de traslacio´n del UAV para que le de tiempo a reconstruir la
panora´mica sin perder informacio´n, teniendo en cuenta que para la reconstruccio´n
de fachadas hay que limitarla ma´s esta velocidad, debido a que con menor
movimiento se consigue un porcentaje de superposicio´n mucho ma´s pequen˜o que
en el caso de una reconstruccio´n ae´rea.
Centra´ndose en los resultados de las ima´genes panora´micas obtenidas, se puede
concluir que el taman˜o de estas y el nu´mero de ima´genes que las componen, esta´n
bastante relacionados con: la resolucio´n de las ima´genes de entrada, la textura,
como de bien el UVA se mantiene a la misma distancia del escenario y el porcentaje
de superposicio´n. El resultado de las panora´micas, se ve ma´s afectado por este
u´ltimo, si las ima´genes tienen menos textura y menos resolucio´n, como se puede
pudo observar en los resultados de la Seccio´n 4.15. Adema´s, en esta seccio´n tambie´n
se pudo comprobar que se puede utilizar el algoritmo en tiempo real y que el
me´todo de evaluacio´n funciona correctamente, empezando la construir de una
nueva panora´mica cuando: la anterior ya ha acumulado mucho error, hay cambios
de nivel en el escenario que provoca que el UAV no se pueda mantener a la misma
distancia de este y cuando se ha capturado la primera imagen con cierto angulo
respecto al plano.
5.17. Trabajos futuros
A lo largo de los experimentos se observo, que donde el algoritmo es ma´s
lento es para realizar el Matching y encontrar las costuras entre la panora´mica
y la imagen capturada. En esta seccio´n, se propone algunas mejoras en estos y
otros procesos para agilizar el algoritmo. Tambie´n, se proponen otros cambios
para obtener mejores resultados en el aspecto de la imagen panora´mica.
Las primeras dos mejoras son relacionadas con agilizar el Matching de las
ima´genes. Sobretodo la parte de deteccio´n y descripcio´n de caracter´ısticas. En
primer lugar, se propone el almacenamiento de los descriptores y los Keypoints de
la imagen panora´mica desde que se empieza a evaluar la primera imagen hasta que
se selecciona una para el Blending. De esta manera, buscar Keypoints y extraer
los descriptores solo se hara´ una vez por Blending y no cada vez que se capture
una imagen para ser evaluada. Una vez este´n estos datos guardados, se podra´n
comparar con los de las nuevas ima´genes capturadas para hacer el Matching. La
segunda mejora que se propone en estos dos procesos, es el uso de Multithreading
(Multihilo), ya que as´ı se puede dividir la imagen en dos, cuatro o ma´s cuadrantes
(segu´n el nu´mero de hilos y nu´cleos que tenga el procesador), detectando lo
Keypoints y obteniendo los descriptores de cada cuadrante en paralelo. Despue´s
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de haber calculado cada grupo de descriptores por separado, se puede reconstruir
la matriz de descriptores total para hacer el Matching con los descriptores de la
otra imagen. Tambie´n, se realizar´ıa un estudio para saber como mejorar´ıa estas
dos nuevas implementaciones al tiempo de ejecucio´n del algoritmo.
Por otro lado, para mejorar el aspecto de la panora´mica y crear panora´micas con
mayor nu´mero de ima´genes, (y que por lo tanto abarquen mayor a´rea) se propone
para el futuro crear una funcio´n de coste para la eleccio´n de la mejor imagen. Para
este trabajo, se ha implementado el proceso de seleccio´n de tal manera que se elije
la mejor mejor imagen teniendo en cuenta solo como cambia la imagen deformada
respecto a la original (ver seccio´n 3.10). La funcio´n de coste que se propone para
los trabajos futuros podr´ıa estar formada por: el nu´mero de Inliers encontrados
para esa imagen, una variable que describa como esta´n distribuidos estos Inliers
en la imagen y como cambia la imagen deformada respecto a la original. Cada uno
de estos para´metros se podr´ıan multiplicar por un peso y se podr´ıa encontrar el
mejor valor de cada uno de los pesos de forma experimental. Por u´ltimo, la imagen
ser´ıa seleccionada teniendo en cuenta el valor de esta funcio´n, por lo tanto estos
pesos deben tener el signo correcto para que cuanto ma´s pequen˜o sea el resultado
de la funcio´n, mejor sea la imagen para ser adherida a la panora´mica.
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CAPI´TULO 6:
MARCO REGULADOR
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De manera informativa y para el conocimiento de la ley que se aplica en el
uso de aeronaves no tripuladas en entornos relacionados con la implementacio´n
realizada en este trabajo, en este cap´ıtulo se realizara´ un ana´lisis de la normativa
especifica. En primer lugar, se expondra´ cual es la agencia espan˜ola que trabaja
para que se cumplan las normas de seguridad de trasporte ae´reo en Espan˜a. A
continuacio´n, se hablara´ del Real Decreto-ley8/2014, de 4 de julio, en cuya seccio´n
6a se recoge el re´gimen temporal para las operaciones con aeronaves pilotadas
por control remoto, enfatizando en que se puede hacer con un dron en la actual
regulacio´n espan˜ola y los requisitos necesarios para grabar en exteriores.
En Espan˜a, AESA (Agencia Estatal de Seguridad Ae´rea) es el organismo que
vela por el cumplimiento de la normativa de aviacio´n civil en todo el conjunto de la
actividad aerona´utica. En la Ley 28/2006, de 18 de julio se autoriza la creacio´n de
la agencia para la ejecucio´n de funciones de ordenacio´n, supervisio´n e inspeccio´n de
la seguridad del transporte ae´reo. AESA, tambie´n evalu´a los riesgos que se pueden
producir en la seguridad del transporte ae´reo mediante: la deteccio´n de amenazas,
el ana´lisis y la evaluacio´n de los riesgos, y un proceso de control y mitigacio´n del
riesgo. Adema´s, tiene la potestad de sancionar si se producen infracciones de las
normas de aviacio´n civil. En el Real Decreto 184/2008, de 8 de Febrero, se aprueba
el Estatuto de AESA, por lo tanto a parte de regirse por la Ley de las Agencias
estatales, esta agencia tambie´n lo hace por su propio estatuto.
La seccio´n 6a Real Decreto-ley 8/2014, de 4 de julio, se recoge el re´gimen
temporal para las operaciones con drones de peso inferior a los 150 kg al despegue,
en el que se establecen las condiciones de explotacio´n de estas aeronaves para la
realizacio´n de trabajos te´cnicos y cient´ıficos. En esta seccio´n, se expondra´n los
puntos ma´s significativos de esta ley teniendo en cuenta las posibles aplicaciones
de este proyecto.
En primer lugar, mencionar que lo que se establece en esta ley no exime al
responsable de la aeronave del resto de la normativa que se aplica.
Por ejemplo, en la proteccio´n de datos o la toma de ima´genes ae´reas, sea el
caso de vuelos fotograme´tricos, hay que solicitar un permiso ante el
Consejo Superior Geogra´fico. Ni tampoco exime, de la responsabilidad
del operador por los dan˜os causados por la operacio´n o la aeronave.
Respecto al registro de la aeronave, las aeronaves civiles pilotadas por control
remoto cuya masa ma´xima al despegar sea mayor de 25 kg deben estar
inscritas en el registro de matr´ıcula de aeronaves y deben tener
un certificado de aeronavegabilidad. Quedando exentas de este requisito las
aeronaves con un masa menor o igual a 25 kg.
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Actualmente se pueden utilizar drones para realizacio´n de trabajos ae´reos
como son: actividades de investigacio´n y desarrollo, levantamientos
ae´reos, observacio´n y vigilancia ae´rea incluyendo filmacio´n y
actividades de vigilancia de incendios forestales, operaciones de
emergencia, bu´squeda y salvamento. Pero hasta el momento, las
operaciones que se pueden realizar se limitan a zonas no pobladas y
al espacio ae´reo no controlado.
Las actividades ae´reas de trabajos te´cnicos o cient´ıficos en
condiciones meteorolo´gicas visuales podra´ ser realizadas bajo una serie
de restricciones que se exponen en el Real Decreto-ley. Por ejemplo, la
normativa permite a un UAV de hasta 25 Kg, grabar en exteriores, de
d´ıa y en condiciones meteorolo´gicas favorables, en zonas fuera de
aglomeraciones de edificios en ciudades, pueblos o lugares habitados o de
reuniones de personas al aire libre. Tambie´n hay que tener en cuenta que que
sebe hacer en espacio ae´reo no controlado, dentro del alcance visual
del piloto, a una distancia de e´ste no mayor de 500 m. y a una altura
no mayor de 120 m sobre el terreno. Adema´s, el operador debe tener la
documentacio´n relativa en cima, debe tambie´n disponer de un manual de
operaciones y haber realizado las operaciones de mantenimiento debidas.
Para la realizacio´n de fotograf´ıas o filmaciones con cualquier tipo de
aeronaves, tripuladas o no, es necesario cumplir con la Orden de Presidencia
del Gobierno de 14 de marzo de 1957. Si va a operar en Zonas Restringidas
al Vuelo Fotogra´fico (RVF) se debera´ contactar con el Estado
Mayor del Aire. En el resto de casos (Zonas No Restringidas al Vuelo
Fotogra´fico (NRVF)) no es necesaria su consulta.
Todos los pilotos de drones, indistintamente del taman˜o de la aeronave,
debera´n acreditar que poseen los conocimientos teo´ricos necesarios
para obtener una licencia de piloto, lo que se puede hacer de tres formas:
tener o haber tenido en los u´ltimos 5 an˜os cualquier licencia de piloto,
demostrar de forma fehaciente que disponen de los conocimientos teo´ricos
para obtener la licencia o (si el peso ma´ximo al despegue no es superior
a 25 Kg) por medio de un certificado ba´sico o avanzado emitido por una
organizacio´n de formacio´n aprobada (ATO) tras superar un curso.
Para el realizar actividades ae´reas de trabajos te´cnicos o cient´ıficos, tambie´n
se debera´ comunicar a la Agencia Estatal de Seguridad Ae´rea con
una antelacio´n mı´nima de cinco d´ıas al d´ıa del inicio de la operacio´n.
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En este cap´ıtulo se propondra´ una tabla con el presupuesto necesario para
llevar a cabo un proyecto semejante al estudiado en este trabajo, y se expondra´n
algunas aplicaciones en las que el uso de un sistema UAV con el algoritmo de
reconstruccio´n de panora´micas (y junto a una ca´mara monocular), podr´ıa generar
un gran impacto en el sector referente a dichas aplicaciones.
6.18. Presupuesto
En esta seccio´n se muestra una planificacio´n aproximada del tiempo necesario
para llevar a cabo el proyecto (teniendo en cuenta aproximadamente el tiempo
personal que ha sido invertido en el), para realizar un ca´lculo del coste de ejecucio´n.
Esto, junto al coste del material y el los dispositivos referentes al sistema del UAV,
formara´n el presupuesto para llevar a cabo un proyecto de la misma envergadura.
Aunque los experimentos se han realizado en una estacio´n de tierra, en esta
seccio´n se detalla el presupuesto para el montaje de un Hexacoptero, con una
ca´mara monocular y una unidad de procesamiento como se muestra en el cap´ıtulo
1, 2 y 3 de las Tabla 6.9, 6.10 y 6.11, respectivamente. Con la configuracio´n del
montaje dada en este presupuesto, se pueden realizar pruebas tanto de inspeccio´n
de fachadas como de fotograf´ıas ae´reas con un plus de velocidad de procesamiento
comparado comparado con el que se ha tenido en las pruebas realizadas en este
proyecto.
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Tabla 6.9: Cap´ıtulo 1 del presupuesto: estructura del UAV
Tabla 6.10: Cap´ıtulo 2 del presupuesto: sensores
Tabla 6.11: Cap´ıtulo 3 del presupuesto: sistemas
El desarrollo del trabajo se ha divido en cinco etapas diferentes para estimar
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el tiempo total que se ha dedicado a la realizacio´n del proyecto. Las 5 fases o
etapas en las que se ha divido son: etapa de investigacio´n, etapa de disen˜o y
arquitectura, etapa de programacio´n, etapa de pruebas o experimentos y etapa de
documentacio´n. El tiempo aproximado, teniendo en cuenta las fechas en las que
se realizo el proyecto es:
Tiempo en etapa de investigacio´n = 40 d´ıas · 5 horas/d´ıa = 200 horas
Tiempo en etapa de disen˜o y arquitectura = 10 d´ıas · 5 horas/d´ıa = 50 horas
Tiempo en etapa de programacio´n = 30 d´ıas · 5 horas/d´ıa = 150 horas
Tiempo en etapa de pruebas = 20 d´ıas · 5 horas/d´ıa = 100 horas
Tiempo en etapa de documentacio´n = 20 d´ıas · 5 horas/d´ıa = 100 horas
En el cap´ıtulo 4o del presupuesto de la Tabla 6.12 se puede observar el total de
horas y el precio total de la mano de obra. En este precio, no se ha incluido futuro
mantenimiento del sistema, el cual debe incluir el precio de la mano de obra para
futuras mejoras y corregimiento de errores en el programa.
Tabla 6.12: Cap´ıtulo 4 del presupuesto: mano de obra
Finalmente, en la Tabla 6.13, se encuentra un resumen con el total de cada uno
de los cap´ıtulos del presupuesto ma´s el total del proyecto.
Tabla 6.13: Resumen de los cap´ıtulos del presupuesto
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6.19. Aplicaciones propuestas en las que las
ima´genes panora´micas ser´ıan de utilidad
La primera aplicacio´n que se propone, ser´ıa de gran utilidad en el manteni-
miento de las pistas de aterrizaje, as´ı como de gran impacto en el sector y que
ayudar´ıa a agilizar la tarea de inspeccio´n en ellas. Segu´n la gu´ıa para el manteni-
miento de las pistas de acuerdo al Anexo 14 de la OACI (Organizacio´n de aviacio´n
civil internacional), es necesario el mantenimiento adecuado de la superficie de la
pista asegurando una adecuada profundidad de textura, as´ı como tipos y niveles de
friccio´n adecuados. OACI promueve el drenaje de superficie, as´ı como la elimina-
cio´n del caucho y los contaminantes de la superficie de la pista como una pra´ctica
regular. Tambie´n, Para mantener las marcas de pista en condiciones o´ptimas, los
aeropuertos necesitan evaluar las marcas para determinar si se necesita remarcado
o so´lo se requiere mantenimiento (algunos criterios para determinar si es necesario
este remarcado son mencionados en el informe del IPRF 01-G-002-05-1, Manual
de Marcado de Aero´dromos).
Por lo tanto, segu´n lo descrito arriba, se utilizar el algoritmo desarrollado en
este trabajo para la creacio´n de una panora´mica en la que se pueda visualizar de
manera eficaz la acumulacio´n de caucho en la pista y el estado de las marcas (en
la imagen de la Figura 6.23, se puede observar tanto la acumulacio´n de caucho,
como las marcas de la pista). Para ello, se ha realiza un experimento en el que a
partir de una ortofoto obtenida desde la base de datos de Bing Maps creada por
Microsoft, se a obtenido un dataset de 20 ima´genes de la pista de aterrizaje del
aeropuerto de Seattle, con una resolucio´n de 830x740 Las ima´genes del dataset se
pueden observar en la Figura II.30 y el resultado de la panora´mica en la Figura
II.31, ambos en el Anexo II.
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Figura 6.23: Acumulacio´n de caucho y marcas de la pista de aterrisaje del
aeropuerto de seattle
En un sistema destinado a la comprobacio´n del estado de las carreteras, se
podr´ıa hacer uso de la creacio´n de ima´genes panora´micas junto a la odmetr´ıa
visual y la deteccio´n de objetos a partir de la deteccio´n de caracter´ısticas. Estas
te´cnicas, se mezclar´ıan utiliza´ndose de tal manera que:
Mediante la deteccio´n de caracter´ısticas, se localizar´ıan las sen˜ales que
marcan los puntos kilome´tricos de las carreteras.
Usando el resultado de la imagen panora´mica, se visualizar´ıan posibles
defectos en el tramo de la carretera.
Si existe algu´n defecto o algo que se quiera remarcar en la carretera, con la
odometr´ıa visual se sabra´ la posicio´n de esta marca, referente a los puntos
kilome´tricos y lo hara´ con ma´s exactitud que usando el gps.
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Este me´todo de marcado de los puntos kilome´tricos ser´ıa de gran ayuda para
agilizar la labor de deteccio´n de imperfecciones en el marcado y en el pavimento
de la carretera.
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Anexo I: Pseudoco´digo del algoritmo
Algorithm 1: Creacio´n de Ima´genes Panora´micas
Input: Ima´genes capturadas F
Output: Ima´genes Panora´micas Pano
1 Define: Frame inicial Fi, Frame actual Ft, Keypoints iniciales kpi[ ],
keypoints actuales kpt[ ], Nu´mero de keypoints (N , M), n ∈ N , m ∈M ,
n = m, x ∈ n, Inliers iniciales inlri, Inliers actuales inlrt, Inliers
Proyectados inlrtp, Homograf´ıa H, Matriz de Rotacio´n R, Estado de la
Homograf´ıa state, Distancias di, dt, Corners Ct, Ci y porcentaje de
Superposicio´n PercV O
2 begin
3 Fi ← ObtenerNuevoFrame( )
4 while OverlapP recent = OvMinThresh do
5 Ft ← ObtenerNuevoFrame( )
6 (kpt(N), kpi(M)) ← DetectarKeypoints(Ft, Fi)
7 (mpt(n), mpi(m)) ← MatchinKeypoints(kpt(N), kpi(M), thresh)
8 (inlrt(n), inlri(m), H) ← RANSAC(mpt(n), mpi(m))
9 state← Validar(H)
10 if state = noV alido then
11 goto step 3
12 R← DescomponerHomograf´ıa(H)
13 inlrtp(n)← Proyectar(inlrt(n))
14 dt ← calsDist(inlrtp(n))
15 di ← calsDist(inlri(m))
16 scale← dt
di
17 if 0.5< scale <2 then
18 goto step 3
19 (Ct, Ci) ← CalcularCorners(Ft, Fi)
20 PercV O ← CalcularPorcentajeSuperposicio´n(Ct, Ci)
21 if 55 %< PercV O <75 % then
22 Ft ← Guardar()
23 else
24 Continue
25 Pano← AdherirImagen(Ft,Fi)
26 Fi ← Ft
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Anexo II: ima´genes panora´micas creadas
en los experimentos
Figura II.24: Dataset Ima´genes Urbanas 1, compuesto por 12 ima´genes
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Figura II.25: Dataset Ima´genes Urbanas 2, compuesto por 20 ima´genes
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Figura II.26: Imagen panora´mica construida con el dataset Ima´genes Urbanas 1
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Figura II.27: Imagen panora´mica construida con el dataset Ima´genes Urbanas 2
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Figura II.28: Image´n panora´mica al 75 % de Superposicio´n - dataset Vı´deo Lago
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Figura II.29: Image´n panora´mica al 55 % de Superposicio´n - dataset Vı´deo Mural
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Figura II.30: Dataset del aeropuerto de Seattle
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Figura II.31: Panora´mica del aeropuerto de Seattle (reconstruccio´n de la ortofoto)
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