The Monte Carlo integration and event generation package BASES/SPRING V1.0 S. Kawabata, Comput. Phys. Commun. 41 (1986) 127, has been upgraded so as to generate events with 50 independent variables, and to integrate functions with an alternating sign. Its ability to integrate real functions with indefinite sign is found to be useful in the numerical evaluation of interference effects among various amplitudes. Besides these changes, its program structure has been completely reformed. Key words: Multi-dimensional integration, Monte Carlo simulation, event generation and four momentum vector generation
cesses of our interest. As far as the numerical integration by BASES is concerned, it is easy to extend the dimension of integral. However, the event generation requires a huge memory space with the previous generation algorithm of SPRING.
Method of solution
BASES/SPRING is suited for the integration and generation of a very singular function. The number of those independent variables which give the function a singular behavior is usually small. Then, if we divide the subspace spanned by these singular variables into hypercubes, the number of hypercubes becomes not too large. Applying the previous BASES/ SPRING algorithm only to this subspace and handling the other variables as additional integral variables, we could extend the dimension of integral and event generation up to 50 variables.
Typical running time
The running time is essentially determined by the complexity of the function program which gives the differential cross section of an elementary process. If we take the process e+e-~ u~y as an example, the two dimensional integration and the generation of 10000 events require 4.4 seconds in total on a FACOM M780 computer.
LONG WRITE-UP
Introduction
The numerical integration and event generation package BASES/SPRING V1.0 has been applied to many elementary processes [2] . In recent years very high energy e+e -colliders, JLC (KEK), NLC (SLAC), and CLIC (CERN), are being studied as future plans. At the energies of these machines, the number of final state particles in some elementary processes is so high that we cannot apply the version V1.0 directly because of its limited number of dimensions (ten at maximum). Extension of the number of dimensions is easy for the integration package BASES, but it is not for the event generation package SPRING. Before discussing this point, it is useful to describe the algorithm of the version V1.0 briefly. BASES integrates a function by means of the importance and stratified sampling method.
In order to realize the importance sampling each variable axis is divided into Nregio n regions, each of which is subdivided into m subregions. In total each variable axis has Ng( = Nregio n × m) subregions. The numbers Nregio n and m are determined from the dimension of integral Ndi m automatically by BASES. The full integral volume is covered by a grid of Ng sd~" subregions. We call a subspace of the integral volume a hypercube which is spanned by the regions of each variable axis.
In each hypercube, sample points of a definite number Nsampl~ are taken, and the integral and its variance are evaluated. The estimate of integral and its variance are calculated by summing up results of all hypercubes. We call this process an iteration. A cumulative estimate and its error are calculated from the results of all iterations statistically.
Execution of BASES consists of the grid optimization and the integration steps.
At the first iteration of the former step the grid is uniformly defined for each variable axis. After each iteration the grid is adjusted so as to make the sizes of subregions narrower at the parts with the larger function value and wider at the parts with the smaller one. In this way a suited grid to the integrand is obtained.
In the integration step, the probability to select each hypercube and the maximum value of the function in it are calculated as well as the estimate of integral with the frozen grid determined in the former step.
In SPRING, a hypercube is sampled according to its probability, calculated by BASES, and a point in the hypercube is selected by sampleand-reject method for which the maximum value of the function is used. If the grid is sufficiently optimized, a high efficiency of generating a set of values of the independent variables (i.e. event generation) can be achieved.
The difficulty in the straightforward extension of the number of dimensions in BASES/SPRING V1.0 can be easily seen by considering a 25 dimensional case (i.e. 25 independent variables). Even though we suppose to have only two regions for each variable axis, there are Ncube = 225 hypercubes in total. The calculation of such a huge number Ncube of probabilities requires much CPU time and their storage space is also too large. It seems to be unrealistic.
By assuming, however, an additional condition to the integrand, this difficulty can be avoided. The algorithm of the new version BASES/ SPRING V5.1 is described in the next section, and its program structure and usage are shown in Section 3. In Section 4 we will discuss its test run.
Algorithm of version 5.1
In usual practice the function of our interest has only a limited number of variables that cause its singular behavior. We call such kind of variables wild variables. The rest variables, on which the function depends weakly, are called gentle variables. If we divide only the subspace spanned by the wild variables into hypercubes, the number of hypercubes is not too large. Thus, by applying the BASES/SPRING V1.0 algorithm only to this subspace and by handling the gentle variables as additional integral variables, we can overcome the difficulty in the event generation of higher dimensions.
In order to see the difference between the old and the new algorithms, we consider the following integral of three dimensions:
l=i/f(x, y, z) dx dy dz. 
where z is sampled in the full range of z variable. Since the importance sampling takes place even for the gentle variable z, the numerical integration converges fast enough. An efficient event generation is guaranteed if the function = f(x j, y J, z) dx j dy j F J(z) fj-thhypercubes has similar dependences on z for all j. The numbers of hypercubes are N3gio, and Nr2egio, in the old and the new algorithms, respectively, where Nregio ~ is the number of regions per variable. Generally speaking, if Ndi m and Nwija are the numbers of independent variables and the wild variables (Nwila_<Ndim), respectively, the number of hypercubes Ncube is given by Nc.b~ = N N~ (old) " "region = Nregio.
(new).
In version 5.1, the maximum number of wild variables is equal to 15.
Program structure and usage
In the old version, users must prepare many subprograms, e.g. USERIN, FUNC, USROUT, S P I N I T, S P E V N T, S P T E R R etc. according to the specification of each subprogram. This complexity seems to give a pedestrian a high threshold to use this package. Furthermore, the program flow is completely controlled by the BASES/SPRING package, and the numerical integration and the event generation are designed to be successively performed by two separate procedures. This makes it less flexible particularly in the event generation, to pass generated events to detector simulation and data analysis. In order to dissolve these inconveniencies, the program structure has been completely reformed.
Program components
When we study an elementary process, we first calculate the effective cross section by integrating the differential cross section with some kinematical cuts by B AS ES, generate events of four momentum vectors of final state particles by s P R I N 6, pass through a detector simulation program to simulate the experimental data, and then I0  II  12  13  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35 analyze the resultant simulation data to compare with real data.
If the process has a few particles in the final states, the numerical integration and the event generation do not take much computing time. It is better to carry out the simulation study in one procedure for simplicity. If the process has many final state particles, however, the numerical integration takes much computing time. It is then recommended to separate the integration part from the other parts consisting of the event generation and the detector simulation, etc. Since in the present version the numerical integration and the event generation are carried out by calling subroutines B A S E S and s P R I N G, respectively, the simulation study can be performed either in one procedure or in separate two or more procedures. In any case users are requested to prepare main and function programs. In addition to the subroutines BASES and SPRING, a set of subroutines, described below, are prepared for use. It should be noticed that all the real variables used in the system are defined to be of double precision.
BSINIT: To set the BASES/SPRING parameters equal to defaults.
B S D I M S:
To set the numbers of dimensions and the wild variables, and the lower and the upper limits of the integral variables. B SGR I D: To set the sampling flags for the integral variables. B S P ARM: To set the parameters for integration. BASES: To make numerical integration and to prepare the probability information for event generation. BSINFO: To print a parameter list and convergency behavior of the integration. BHPLOT: To print histograms and scatter plots, taken in the integration. s P R I N G: To generate an event with weight one. S PINFO: To print statistical information about the event generation. SHPLOT: To print histograms and scatter plots, taken in the event generation. B SW R I T: To store the probability information into a file. B S R E A D: To restore the probability information from a file.
An example of outputs from B S I N F 0, B H-PLOT, SPINFO, and SHPLOT is shown and explained for the test run output in Section 4.
The program flow is fully controlled by the main program written by users. Its specification is described in the next subsection together with the usage of these subroutines.
Main program
The main program can be divided into the initialization part of BASES/SPRING, the numerical integration part, and the event generation part. A list of the main program for the test run is given in Fig. 1 as an example.
(1) Initialization of BASES / SPRING
At the beginning, BS I N I T is called to set the parameters for BASES/SPRING equal to default values. Then the parameters for the integration and event generation are to be initialized to their proper values, which are passed to the system through the labeled commons BPA RM I and B P A R M 2. ,all real parameters in these two labeled commons are to be given with double precision. The content of common BPARM1 is as follows; The true number of sample points Nc~ 'l differs from a given number NCALL, which is automatically determined by the following algorithm.
The number of regions per variable Nregio n is determined as the maximum number which satisfies the two inequalities: The content of common B P A R M 2 is as follows;
COMMON/BPARM2/ACC1, ACC2, ITMX1, ITMX2
A C C 1 : The desired accuracy of integration for the grid optimization step in units of percent. A C C 2: The desired accuracy of integration for the integration step in units of percent. ITMXl: The number of iterations for the grid optimization step. I r M X 2: The number of iterations for the integration step.
For those users, who do not like to set these parameters directly on the labeled commons, a set of subprograms is prepared.
To set the dimension, the number of wild variables, the lower and upper limits of integral variables,
where X L and x u are arrays with the double precision real numbers.
To set the flag I G,
CALL BSGRID(NDIM, IG),
where I G is an integer array. Unless this routine is called, all integral variables are sampled by the importance sampling method as the default.
To set the number of sample points per iteration, the required accuracies and the maximum numbers of iterations both for the grid optimization and the integration steps,
where ACC1 and Ace2 are to be given by the double precision real numbers. In addition to the initialization of the BASES/SPRING parameters, parameters and constants, like center of mass energy, beam energy, kinematical cut values, the fine structure constant and the numerical value of "rr, etc., should be set and be passed to the function program F U N C through some labeled commons to calculate the differential cross section.
When we make histograms and scatter plots of some variables, their initialization should be done here. The system has a proper histogram package, whose description is given in Subsection 3.4.
(2) Numerical integration
In the grid optimization step, sizes of the subregions for each variable are optimized to the behavior of integrand iteration by iteration, starting from a uniform size of subregions, as briefly described in Section 1. The algorithm for the grid optimization is identical to that of the old version and VEGAS, whose more detailed description is found in Refs. [1] and [3] .
In the integration step, by fixing the grid determined in the grid optimization step a cumulative estimate of the integral is calculated as well as the probability information for each hypercube spanned by the wild variables.
The both steps are terminated when the estimated accuracy of the integral reaches a required value (A C C 1 / A C C 2) or the number of iterations exceeds a given number (I TMX 1 / I TMX2).
The estimate of the integral and its error etc.
of the integration step are returned to users in the arguments of the subroutine BASE S as follows:
CALL BASES (FUNC, ESTIM, ERROR, CTIME, IT1, IT2).
F UNC: The name of a function program, whose specification is described in Subsection 3.3. E ST I M: A cumulative estimate of the integral. E R R 0 R: The standard deviation of the estimate of the integral. c r I M E: The computing time used by the integration step in seconds. I r 1: The number of iterations made in the grid optimization step. r r 2: The number of iterations made in the integration step.
The tables of the convergency behavior of the integral both for the grid optimization and the integration steps are printed out on the standard output device. We can also keep these tables in a file by calling the subroutine B S I N F O, for example,
CALL BSINFO(LU).
The file allocated to the logical unit L 0 should be opened in the initialization step (1) . The contents of the tables are described in Subsection 4.2.
When histograms and scatter plots are made, they can be printed on a logical unit LU by
CALL BHPLOT(LU).
Subroutines 13 s I N F 0 and 13 H P k 0 T do not need to be called, unless outputs from them are required.
If the numerical integration and the event generation are separately performed by different procedures, the probability information made by BASES should be stored on a file by calling 13SWR I T, for instance, as follows;
CALL BSWRIT(LN).
The file allocated to the logical unit LN must be opened at the initialization step (1). Furthermore, at the beginning of the event generation program and just after the initialization of BASES/SPRING described above, subroutine 13 s R E A D should be called to restore the probability information from the file as follows; CALL BSREAD(LN), then the event generation can be carried out.
(3) EL'ent generation
After the integration events can be immediately generated by calling S p R I N G. For each call of subroutine S p R I N G a set of values of independent variables is generated with weight one. The calling sequence of s p R I N G is as follows;
MXTRY) .
F U N C : The name of a function program. MXTRY: The maximum number of trials to generate one event.
At the first call of S o R I N G a cumulative probability distribution over all the hypercubes is calculated from the differential one, prepared by BASES. This cumulative distribution is used to sample a hypercube according to its probability. After a hypercube is sampled in this way, a point is selected in this hypercube by the importance sampling method and is examined whether it is accepted or not. When this point is not accepted, another point is sampled in the same hypercube and tested again. If the grid is not optimized enough, there is a possibility to get into an infinite loop of generation. To avoid this occurrence the number of trials to get an event is limited to M X r R V whose recommended number is 50. The case where an event could not be generated even by M X T R V trials is called mis-generation. If the number of mis-generations exceeds M X V R Y, a warning message is printed.
The event generation by s P R I N 6 determines only a set of values of independent variables of the function program. Users should calculate the four-momentum vectors from this set of variables. S**3*CV**2+2.*S**2*W*XK,CA**2÷2.*S**2*W*XK*CV**2÷2.*S**2*CA**2* EM**2+2.*S**2*CV**2~EM**2-4.*S*W*XK*CA*z2*EM**2-4.zS*W*XK*CV**2* EM,*2-~.*W*~2*XK*,2*CA**2*EM**2+4.*W**2*XK**2*CV**2*EM**2)/(2.* DIzD2)-(D2zSI*EM**2)z(CA**2+CV*~2)/DI**2+D2*EM**2*(-S~CAs~2-SzCV Since the kinematics of the process is calculated in the function program, it is better to use the result of kinematics for calculating the fourmomentum vectors.
After the event generation, statistical information about the generation can be obtained by calling s P I N F 0 as follows:
A recipe for writing a function program is:
(1) Calculate the kinematical variables by which the differential cross section is described from the integral variables, X(i) for i = 1 to N D I M. An example of FUNC for the process e+e---* ruFuS, is given in Fig. 2 .
Histogram package
where L U is the logical unit of an output device. Histograms and scatter plots can be also printed on the logical unit LO by CALL SHPLOT(LU) .
Function program
In the function program the value of the integrand is calculated at the sample point fed by BASES. A set of numerical values of integral variables is passed through the argument of the function program. A typical structure of function program is as follows; The system has a proper histogram package, by which histograms and scatter plots of any variables can be printed. A characteristic of this package is that there are two kinds of histograms, the one is called "original histograms" and another is "additional histograms".
The original histogram is quite useful to check whether the frequency distribution of generated events really reproduces the distribution calculated in the integration stage. On the other hand the additional histogram prints only the frequency distribution of the generated events. A detailed description of these two kinds of histograms is found in Subsection 4.2.
The maximum numbers of histograms and scatter plots are 50 for each. If the initialization routine x H I N I X (or D H I S I T) is called more than 50 times, subsequent calls are neglected. Usage of this histogram package is as follows;
(1) To initialize histograms and scatter plots the following routines are to be called: 
Test of algorithm
For the test of the new version we tate the process e+e-~ uFy as an example, which was also used in Ref. [1] . The integral variables are energy and polar angle of the photon. As shown in histograms of the test run output, the photon energy distribution has sharp peaks at zero and the Z ° mass, while the angular distribution has forward and backward peaks. In order to demonstrate that the new algorithm works well, we tested our program in the following three cases: 
CALL SHPLOT(LU)
where L U is a logical unit number.
Examples of histograms and scatter plots printed by BHPLOT and SHPLOT are shown in the test run output.
As summarized in Table 1 , cases (1) and (2) give a consistent result and almost identical speed of convergency. The result of integration is not affected by the difference of algorithms. The efficiency of event generation by the new algorithm is slightly lower than that of the old one, but still Case (1) is by the old algorithm. Cases (2) and (3) are by the new version with the importance and uniform samplings for the gentle variable, respectively. It-1 and It-2 are the numbers of iterations for the grid optimization and the integration steps, respectively. The generation efficiency is defined to be the ratio of the number of accepted events to that of trials. The CPU time for generation is the computing time consumed to generate 10k events and calculate their four-momentum vectors.
high. This result shows that the new algorithm works very well. When we sample the polar angle variable uniformly (case (3)), the convergency of the integration is much worse than the other two cases and the efficiency of event generation is very low. It is very reasonable, since the sampling of the photon polar angle is never optimized.
It is, however, noted that the uniform sampling may give much faster convergence than the importance one for those variables whose distributions are known to be nearly flat. The reason is as follows. The importance sampling is done by using the distribution taken at the previous iteration. If this distribution has some bias due to less statistics of sampling, the resultant importance sampling is also biased. Although this bias is usually canceled during many iterations, it requires much computing time to reach a stable answer.
Output from BASES~SPRING
As the test run output, we take case (2) . There are four sets of outputs, the outputs from the numerical integration part by calling B S I N F O and B H P L 0 T, and from the event generation part by calling SPINFO and SHPLOT. ITMXl: the maximum number of iterations for the grid optimization step, A C C 1: the desired accuracy in the grid optimization step, I TMX2: the maximum number of iterations for the integration step, and ACC2: the desired accuracy in the integration step are listed. As the computing time information, the consumed CPU time (in units of hour, minute, and second) each for the grid optimization step, the integration step, and the overhead by the remainders is printed. Furthermore the expected computing time for generating 1000 events is estimated by assuming 70% of generation efficiency.
On the second page of the output, the convergency behavior for the grid optimization step is printed, which consists of the result of each iteration and the cumulative result up to the iteration. In the result of each iteration, the iteration number, the hit rate of the kinematically allowed region, the fraction of sample points resulting in negative function values, the estimate of the integral, and its accuracy are included. The cumulative result consists of the cumulative estimate of the integral, its error, and its accuracy. Since at the first iteration sampling points are uniformly distributed, the estimate of integral results in a smaller value than the final one, while its accuracy is worse than the final one. They converge to some final values due to the grid optimization.
On the third page of the output, the convergency behavior for the integration step is printed, whose content is identical to that for the grid optimization step. It is quite important to check if the estimate of the integral and its accuracy are stable in each iteration. If they fluctuate more than 5tr, a warning message is printed on a standard output device. This may happen either when the number of sampling points per iteration is too small or the choice of integral variables is inadequate for the behavior of the differential cross section.
(2) Output from BHPLOT BHP LOT prints histograms and scatter plots made during the numerical integration.
The first and the last bins of a histogram are underflow and overflow bins. The first column shows the lower value of each histogram bin. The second column represents the estimated differential value and its error after the characters "+-", both of which are to be multiplied by a factor 10 xx shown by "E xx". On the right hand side of these columns a histogram of the differential values is drawn both in the linear scale with the character "*" and in the logarithmic scale with the character "0". If negative values exist in some bins only the linear scale histogram is displayed.
A scatter plot represents only the relative height of a function. The height of the function value is described by ten characters: 1, 2, 3 .... , 8, 9, and *, while the depth (for negative function values) is displayed by the other ten characters: a, b, c .... , h, i and #. The point which results in a negative value but larger than the threshold of level "a" is indicated by the character "-", while the point describing a positive value less than the threshold of level "1" is given either by the character "÷" (if a negative value exists somewhere) or by the character "." (if only positive values exist). statistical error of each bin is represented by the characters "()". If the error is smaller than the two character space, only the frequency is shown by the character "0". The histogram filled during the integration is represented by the character The additional histogram is to be initialized just before starting the event generation. Since there are no corresponding data made in the integration step, only the frequency distribution of events is displayed both in the linear and the logarithmic scales.
On the first page of the output, a histogram displaying the number of trials to obtain an event is always printed in the format of an additional histogram. If this histogram has a sharp peak at the first bin, the efficiency of generation is high.
Then the original histograms and the additional histograms are successively printed if they are defined.
The scatter plots printed by S H P L 0 T describe only the frequency distribution in terms of the relative height with ten levels.
(3) Output from S P I N F 0
S P I N F 0 prints statistics of event generation, which consists of the generation efficiency, the number of generated events, the computing time each for the event generation by s P R I N G, for its overhead, and for the other part consumed by the calculation of four-momentum vectors and detector simulation, etc. The maximum number of trials M X T R Y and the number of mis-generations are also printed.
(4) Output from SHPLOT
SHPLOT prints histograms and scatter plots made during event generation. There are two kinds of histograms as mentioned in Subsection 3.4.
The original histogram is to be defined before the numerical integration by calling B A S E S. The contents of the histogram filled during the integration is compared with the frequency distribution made in the event generation. This comparison is made in the logarithmic scale, where the
Conclusion
As the test elementary process we took a simple example: e+e-~ (Z °) ---, uF~/. The physical conditions for the integration are taken to be identical to those of Ref. [4] (the center of mass energy W = 105 GeV and the polar angle cut for the photon 165 ° > 0 v > 15°), except for the energy threshold of the photon E~ > 1/W GeV. Besides this test the new algorithm was applied to the process e+e ---* t-tZ °, where t ~ bff and Z ° -~ff [5] . In this calculation, two variables were used to distinguish the different helicity combinations and another one to select decay modes of Z ° and W ~, respectively, in addition to 20 variables for the phase space. The new version worked well even for this 23-dimensional integration and event generation.
By using the new version, we can integrate even a singular function and reproduce the behavior of the function by generating events with weight one. There are, however, the following restrictions:
(1) The maximum number of wild variables is limited to 15. (2) There should be no strong correlation among the wild variables. If it exists, singular points may run continuously along a diagonal line of the integral volume, and our algorithm cannot be applied. We should carefully choose the integral variables to avoid such correlations.
In spite of these limitations, this new version of BASES/SPRING will be useful for many applications in the field of very high energy physics. 
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