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Abstract—This paper proposes a collaborative ﬁltering ap-
proach that uses users’ reviews to produce item descriptions that
represent a consensus of users regarding items’ features. While
earlier works focused on using structured metadata to represent
items, recent approaches study how to use user-provided text,
such as reviews, to produce better insights about the semantics
in the content. Some involved problems, such as noise, personal
opinions and false information are reduced by an algorithm
based on sentiment analysis and natural language processing.
We provide an evaluation using the MovieLens dataset, and the
results are promising when compared to recommenders based
only on structured metadata.
Keywords—Recommender Systems; Collaborative Filtering;
Item Representation; Unstructured Information; Sentiment Analy-
sis;
I. INTRODUCTION
With the increasing data availability on the Web, growing
efforts are necessary to develop and enhance recommender
systems, since these tools assist users to deal with the infor-
mation overload problem [12]. In order to generate such rec-
ommendations, there are two traditional mechanisms reported
in the literature [2]: content-based and collaborative. In the
content-based approach, the data selection is performed by
attribute associations, where each item is deﬁned by its own
characteristics. In the collaborative ﬁltering (CF) approach,
the recommendation is performed by item or user association
relying on ratings provided by the users.
Beyond the traditional mechanisms to generate recommen-
dations for a single user, there is a growing effort nowadays
to consider additional and unstructured data produced by the
same or other users when consuming the content [8]. For
instance, user reviews are a great source of information that
can help consumers deciding whether it is worth buying or
consuming a particular product. Usually, those users manually
check such source of information prior the consumption, but
automatic techniques could smooth this task by incorporating
such analysis into the ﬁltering process, resulting in better
recommendations. Indeed, when there is a consensus of many
users about the quality of a particular product, the probability
it will be liked by other users is higher.
Nevertheless, a set of challenges has to be dealt with
when using user-provided text for representing items [3]; for
instance, the reviews are prone to the occurrence of noise,
such as misspelling, false information, and personal opinions
that are valid only for the review’s author. In addition, there is
a requirement for natural language processing tools to analyze
text, extract and organize relevant information about a subject.
Finally, another challenge is how to apply such additional data
into the ﬁltering process so that effective recommendations can
be generated according to the user’s preferences.
Thus, this paper proposes a ﬁltering approach which uses
the consensus of users’ opinions about different aspects of
the content in order to improve the accuracy of recommen-
dations. First, the reviews of a variety of users are processed
by means of natural language processing tools in order to
extract candidate features and personal sentiment regarding
each feature. After that, the algorithm creates a representation
of items which contains the consensus of the users about the
most relevant features. We simulate the consensus concept by
applying an average of all users’ sentiment towards a feature.
For instance, an average positive sentiment towards a feature
could indicate that many users agree that this feature has a
positive aspect. Finally, this representation is used to compute
the similarity of items which will be later used in a CF
approach based on k nearest neighbors.
The main advantage of our approach is that it can be
recommended to a user items similar to those he liked in the
past, where this similarity is dictated by the common opinion
regarding the quality of different features related to the items.
This paper is structured as follows: in Section II we present
some related works that deal with user reviews; in Section III
we present a simple use scenario that illustrates the goals of
this approach; in Section IV we detail our work; in Section
V-B we present our results and in Section VI we present some
conclusions and future work.
II. RELATED WORK
While previous work about content-based recommenders
make use of structured metadata about their items, e.g. genres
and casting in a movie recommender, recent works explore the
use of unstructured information for the item characterization.
A recent survey about works related to this research area can
be found in [8]. Reviews created by Web users are a valuable
resource since they provide a large semantic load related to the
utility of items and/or the preferences of the review’s author
[6]. Such information may be related to the item as a whole
(e.g. the movie was great) or to speciﬁc features of these (e.g.
the actor’s performance in that movie was poor).
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Recent works use these reviews to extract feelings related
to inherent characteristics of an item. Qumsiyeh and Ng [11]
propose a system capable of generating recommendations for
different multimedia items, using information extracted from
databases available in several trusted sites. Their method cal-
culate the sentiment (positive or negative) and degree (level of
appraisal) of each considered aspect of an item: genres, actors
and reviews. Kim et al. [7] proposed a personalized search
engine for movies, called MovieMine, based on previous re-
views of a user and their ratings assigned to other items. In this
system, the user types a query that is expanded by the selection
of existing keywords in his previous reviews, allowing the
search key to be customized for each individual. In the system
proposed by Aciar et al. [1], text mining techniques are applied
to transform opinions about items into ontologies that deﬁne
both the skill and knowledge of the user about an item and its
characteristics. The recommendation is made through analysis
in the instances of the ontology where it is considered the
ability of the consumer, his experience and how he is interested
in speciﬁc characteristics (inferred from the user query).
These previous works use reviews in a content-based
scenario, but there are other works that use textual information
in the context of collaborative ﬁltering. Lu et al. [9] propose
an approach that identiﬁes topics by clustering phrases in
textual comments and assigns user sentiment for them. It is
done afterwards an aspect rating prediction, resulting in several
ratings that are combined to make a prediction on the overall
rating in the review. Ganu et al. [5] propose a restaurant review
recommender that performs a user soft clustering based on
topics and sentiments found in their reviews. In their work, it
is produced text-based ratings, and their values are compared
to the regular star rating system in several scenarios, such
as neighborhood and latent factors models. Finally, those two
rating systems are compared to the soft clustering recommen-
dation model proposed.
The technique proposed in this paper differs from the afore-
mentioned works since it is a collaborative ﬁltering approach
that uses user reviews and sentiment analysis to solely describe
items. Instead of trying to map users’ preferences through a
sentiment based clustering, or an user neighborhood model,
in this scenario the users’ preferences are mapped by ﬁnding
their top rated items’ k nearest neighbors (kNN).
III. A BASIC USE SCENARIO
In order to bring a better understanding for the goals of
the present proposed work, we present a simple use scenario
where it is illustrated the system’s usage and beneﬁts for the
user.
Fig. 1. An Illustrated Use Scenario
Peter enjoys watching movies that have nice effects and a
lot of well performed action scenes, but doesn’t care about its
plot: as long as a ﬁlm presents beautiful scenarios and effects,
and some action such as explosions, gun shots or car chases,
it could be a possible good movie for him. Peter would like to
receive recommendations that are generated by these speciﬁc
features already presented. Instead of browsing on-line reviews
to see other people’s opinions about movies, Peter relies on
a system that performs automatically this task and gives him
recommendations. This system receives ratings that Peter gives
about the movies he has already watched as knowledge about
his preferences. The movies, in turn, are described as a set
of features with a level of appreciation (good, bad or neutral)
that are a consensus, or an average, of the impressions of the
reviews’ authors. In this sense, Peter will receive suggestions
of movies that the majority of reviews state that they have
great effects and action scenes, despite their plots.
Figure 1 shows an example of Peter’s scenario. There are
two movies, A and B, each with two reviews. Movie A receives
reviews that appraise its effects and action features such as
explosion and gun, but also says that the plot is bad, while
Movie B shows that the plot is very good but the features that
Peter likes are either neutral or absent. Based on these pieces
of information, the system decides that Movie A is a good
recommendation for Peter, while Movie B is not.
IV. PROPOSED WORK
In order to accomplish the task described in previous sec-
tion, we propose in this paper an approach for creating items’
representations for a collaborative ﬁltering scenario by using
text reviews. For that, we use natural language processing
(NLP) tools to produce a vector-based item representation
where each position reﬂects a feature (plot, explosion, etc.),
and its score represent the overall sentiment (positive, neutral
or negative) towards that feature.
In this section, we describe the whole process of creating
the items’ representations. We ﬁrst present the natural language
processing tool we are using (Section IV-A) and the sentiment
analysis tool (Section IV-B) which provides us a score that
reﬂects the sentiment of a sentence in a text. Next, we present
our research setting and detail how we used those tools for
producing the features vectors (Sections IV-C and IV-D).
Finally, we present the recommendation algorithm used for
testing our approach (Section IV-E).
A. Stanford CoreNLP
The Stanford’s natural language processing tool, called
Stanford CoreNLP1, provides a set of NLP tools for text
processing. It takes raw English text input and generates
a complete structured analysis of the most common NLP
routines. For each text ﬁle, its output is a graph-form XML ﬁle
with all previously set relevant annotation. Stanford CoreNLP
is a free, open-source framework written in Java. It requires
Java 1.6+ to function.
Stanford CoreNLP is an integrated framework for several
language analysis tools, called annotators. Some of the relevant
annotators comprised in this tool are: tokenizer, sentence
1http://nlp.stanford.edu/software/corenlp.shtml
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splitter, lemmatizer, part-of-speech (POS) tagger [15], named
entity recognizer, parser [14], co-reference resolution system
and the sentiment analysis tool [13].
For our proposal, we use the default annotators imple-
mentation applied in our reviews dataset. We use some of
the aforementioned annotators for generating processed texts:
tokenizer, sentence splitter, lemmatizer, POS tagger, parser and
the sentiment analysis tool.
B. Stanford Sentiment Analysis Tool
Most sentiment prediction algorithms compute scores by
looking into isolated words’ sentiment and perform a sum
of those scores. The Stanford CoreNLP sentiment analysis
tool [13] is a novel approach since it uses a deep learning
model that is capable of using the sentence structure to provide
sentiment analysis in a sentence level. In this sense, this tool
computes the sentiment based on the meaning that each word
composes in phrases.
Since most movie features are nouns, such as “script” and
“effect”, and nouns are generally neutral sentiment words, it
is a good idea to use a sentiment analysis tool that relies
on sentence-level scoring. Instead of assigning a polarity by
checking the isolated word’s sentiment, which would lead us
to several features with a neutral (zero) value, the score is
assigned based on the sentiment of the sentence that contains
that word. Another justiﬁcation is that this model can deal
with negation sentences, which often presents a set of negated
positive words.
In this work, we use this sentiment analysis tool for pro-
ducing scores for features based on their sentences’ sentiments.
It is performed an average of all reviews’ sentences sentiments
related to each feature. In this way, we achieve a consensus of
many users towards a speciﬁc feature in an item.
C. Data Acquisition
For this work, we decided to apply our research in a movies
recommendation domain, since there is a vast set of datasets
and information available on the Internet. In this way, we
combined two different sources of information in order to
produce a representative set of items’ descriptions: the well
known MovieLens2 dataset and the set of movies descriptions
provided by the Internet Movie Database3 (IMDb).
The MovieLens is a Web site that provides movies rec-
ommendations for their users. The research group GroupLens4
has provided three datasets gathered from the MovieLens Web
site, that differ mainly on the number of users, number of
movies and their interactions. The two smaller datasets, Movie-
Lens100k and MovieLens1M, provide demographic informa-
tion about their users, while the largest one, MovieLens10M,
provides user tags. All of them provide movies’ genres as items
metadata. In our experiments, we selected the MovieLens100k
dataset because it is the smallest and hence easier and faster
to obtain additional metadata from outer information sources,
such as the IMDb.
2http://movielens.umn.edu/
3http://www.imdb.com/
4http://www.grouplens.org/
The IMDb is a Web site that contains information about
movies. It provides structured metadata, such as genre, length,
casting, direction, among others. It also provides unstructured
information, such as synopses and user reviews. Unstructured
texts are a great source of information since they provide
a lot of semantics, and they are the focus in our work.
We collected from this Web site both structured metadata
and unstructured content from the movies. In the ﬁrst case,
structured descriptions consist of genres, actors, directors and
writers, which are used as baseline in our experiments. In the
second case, we collected users reviews to be used in our
approach. On average, the ﬁrst 10 reviews for each of the
1682 movies of the MovieLens dataset were gathered from
IMDb, resulting in a total of 15851 text documents. It is worth
mentioning that not all movies had the 10 reviews. For future
work, other sources of reviews will be consulted so that we
could obtain more reviews for each item.
D. Data Modeling
The items’ representation vectors were produced by apply-
ing a few heuristics from the Stanford CoreNLP framework to
extract the features and their corresponding sentiment from its
output. Figure 2 illustrates and summarizes these steps.
Fig. 2. The process for generating item representations.
Initially, all the reviews were processed using the Stanford
CoreNLP tool. According to Subsection IV-A, the following
annotators were used: tokenizer, sentence splitter, lemmatizer,
POS tagger, parser and the sentiment analysis tool. For each
text document, a XML ﬁle was produced containing the whole
text divided into sentences. Each of these sentences, in turn,
has its sentiment and a parser; they are split into tokens and
each of them has its lemma and its POS tag.
In the next step, the output provided by the NLP tool is pro-
cessed to create a set of candidate features, which we will name
as vocabulary. This vocabulary will be ﬁltered as explained
later, and the resulting set of terms will comprise the features
of each and every item of our dataset. In information retrieval,
features are selected using any kind of tokens and employing
several heuristics to reduce the number of keywords, such as
stop-word removal [10]. Since we’re dealing particularly with
one data domain, i.e. the movies domain, and movies’ features
are often nouns such as “effects”, “plot” or “direction”, we
decided to rely only on the POS tag to select our features. In
this sense, we selected as candidate features only those with the
part-of-speech tag corresponding to singular and plural nouns.
One particularity of the Stanford CoreNLP POS tagging is
that misspelled words tend to be tagged as nouns. Given that,
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a great number of candidate features are just noise that would
affect the accuracy of the recommender system. For instance, a
misspelled word would generate in our item vs. feature matrix
a column where probably only one item would have a value
different than zero – the item that have the misspelled word
among its reviews. The effect that it generates is that we
would have a much more sparse matrix, which could lower
the capacity of generating good recommendations.
We perform a feature selection based on the item frequency
of a feature to reduce the number of candidate features and
consequently the sparsity of the resulting sentiment matrix that
will feed our recommender algorithm. Let F be the vocabulary
and I the set of items, the item frequency IFf of a feature f
is given by Equation 1:
IFf =
|I|∑
i
kif , (1)
where kif is equal to 1 if an item i contains that feature or 0
if it doesn’t.
The IFf is then compared with a threshold t to decide if the
feature is removed or maintained in our vocabulary: if the value
of the TFf is higher then t, the feature should be maintained
in the vocabulary. We produced four vocabularies by setting
thresholds t1 = 1, t2 = 30, t3 = 100 and t4 = 200. These
thresholds are used to reduce the noise, and consequently,
the dimensionality and sparsity of the matrices. We carry our
experiments with all four vocabularies, as described in Section
V.
The next step is to produce the sentiment matrix. Each
position represents the overall sentiment of the item’s reviews
according to a feature. To achieve that, for each feature in each
item, we group the sentences related to them in the reviews
and analyze their sentiment score. The Stanford CoreNLP
sentiment analysis tool classiﬁes sentences in ﬁve sentiment
levels: Very Negative, Negative, Neutral, Positive and Very
Positive. We converted this classiﬁcation into a {−2,+2}
rating system and assigned as a feature score the average rating
of the related sentences. A zero value indicates that either it’s
a neutral sentiment about a feature or an item simply doesn’t
have that feature.
Since the recommender algorithm accepts only binary
matrices in the form of indexes for the item descriptions, our
sentiment matrices needed to be converted to this format. Our
ﬁrst effort was to turn only positive values to 1, indicating that
our representation only considered positive aspects of the items
as their features. All neutral and negative sentiments turned to
zero in this representation. But as indicated in the evaluation
section of this paper (Section V-B), this representation hasn’t
provided good results: we missed all the negative part of the
sentiment matrices. To incorporate both positive and negative
aspects of our matrices, we divided a feature column into two
columns: positive values were set as one in the ﬁrst column,
while negative values were set as one in the second column.
We used an interval α to adjust the relevance of the intensity
of the sentiment level in the matrices binarization process.
We set four intervals: α1 = {−0.1, 0.1}, α2 = {−0.5, 0.5},
α3 = {−1, 1}, α1 = {−1.5, 1.5} and evaluated their impact
in the recommender’s accuracy. Figure 3 gives an example of
this process, using α1.
Fig. 3. Matrix binarization with α set to {-0.1,0.1}
E. The Recommender Algorithm
For evaluating our item vs. feature sentiment matrices, we
used a collaborative ﬁltering algorithm based on k nearest
neighbors which computes the correlation among items using
their attribute vectors. We adopted the MyMediaLite Recom-
mender System Library5 [4], whose algorithm’s implemen-
tation is called ItemAttributeKNN. MyMediaLite is an open-
source library that contains several algorithms implementations
regarding the CF scenario. Because it is an open source library,
anyone can use and develop algorithms for it. Furthermore,
MyMediaLite contains many evaluation routines used in this
area such as the MAE, RMSE, Precision@K, MAP, among
others. It also provides implementations of data sampling, such
as cross-validation.
The ItemAttributeKNN algorithm is similar to traditional
item-based kNN, but instead of computing the correlation
among items using rating vectors [2], the similarity of items
is accomplished by measuring the distance among boolean
vectors containing the presence or absence of each attribute.
For this work, we used the cosine measure since it’s the most
common measure applied to vectors representations [2] and the
distance is based on the angle between two instance’s vectors
instead of the its absolute distance. The cosine measure can
be represented as follows:
cos( wi1, wi2) =
∑K
j=1 wj,i1wj,i2√∑K
j=1 w
2
j,i1
√∑K
j=1 w
2
j,i2
, (2)
where wi1 and wi2 are the items’ vectors and K is the number
of attributes (features) of those vectors.
The item prediction is done by computing an weighted
average of the ratings of an item’s k nearest neighbors. If no
neighbors can be found, then a rating is done by a fall-back
prediction, e.g. using user and/or item biases.
V. EXPERIMENTAL EVALUATION
This section presents an experimental evaluation we con-
ducted on our proposed items’ representation technique based
on users’ reviews. In this paper, we used the ItemAttributeKNN
recommender algorithm, provided by the MyMediaLite Rec-
ommender Systems Library. This algorithm takes as an input
a rating matrix and a item attribute binary matrix. It also uses
a routine that allows the rating matrix to be divided in n parts,
5http://mymedialite.net/
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making it possible to perform a n-fold cross-validation for
testing and validation. We decided to perform a 10-fold cross-
validation for each of the item attribute matrices. We chose as
evaluation metrics the precision at 10 (prec@10) and the mean
average precision (MAP). A brief description of these metrics
can be seen in the following section, while the experimental
results are shown in Section V-B.
A. Evaluation Metrics
For evaluation, we use the prec@10 and MAP measures.
Both metrics are already implemented in the MyMediaLite
library, and are used to analyze the results in a rank format
(item recommendation instead of rating prediction). Since this
algorithm produces a rank of k most relevant recommenda-
tions, these are two good measures for evaluation.
The precision measure is characterized as a reason of how
many relevant items were return considering the size of the
whole produced rank. The precision at k (prec@k), in turn,
measures how many relevant items were returned in relation
to a small sample of the rank: the k ﬁrst items. It can be seen
as:
prec@k =
#(retrieved items in K)
K
. (3)
We use this measure with k = 10. One drawback of this
measure is that it gives a brute percentage of relevant items in a
rank but it doesn’t consider their relative position on the rank.
In this sense, one can have many relevant items returned, but
they may be at the bottom of the list, and that’s not interesting
in a user perspective: users tend to see only a few of the top
results and ignore the rest.
The MAP measure solves this problem by giving more
relevance for early items in a rank. It is a measure that produces
a value which corresponds to the average of j queries, where
each query produces a rank and a score that is the average of
different n precision levels. Formally, let the set of relevant
items for a query qj ∈ Q be {i1, . . . , imj}, and Rjk be the set
of results returned from the ﬁrst item until the ik item, then
the MAP can be measured as [10]:
MAP =
1
|Q|
|Q|∑
j=1
1
mj
mj∑
k=1
prec@Rjk. (4)
B. Evaluation Results
As mentioned earlier, we collected structured metadata
such as actors, directors, genres and writers to constitute our
baseline for comparison. We constructed four binary matrices,
each corresponding with one of these metadata, where a value
1 means that a item has this metadata and a value 0 means
it doesn’t. Table I presents the results for prec@10 and MAP
for these baseline matrices.
TABLE I. THE PRECISION AT 10 AND MAP RESULTS FOR THE
BASELINE METADATA MATRICES.
prec@10 MAP
Actors 0.01862 0.02598
Directors 0.03818 0.03476
Genres 0.03622 0.0336
Writers 0.02905 0.03232
For our approach, we constructed four vocabularies (i.e. set
of features), with four different thresholds: 1, 30, 100, 200. For
each of these vocabularies, we constructed a sentiment matrix,
which was then used to generate ﬁve binary matrices: one
where we consider only the positive aspects, and other four
where we consider both positive and negative aspects with α
intervals. Table II and Figures 4 and 5 present all the results
obtained for prec@10 and MAP for these matrices.
It is possible to note that our ﬁrst approach, i.e. using
only positive aspects, already presented better results than our
baseline except for the last threshold (200), but they weren’t
so expressive. On the other hand, by using both negative and
positive parts of our sentiment matrix (α1, ..., α4), we were
able to produce much better results for some of the α intervals
we set. The results showed that the tighter the interval was, the
better the obtained results. In particular, for α3 some results
were already worse than our ﬁrst approach, especially for
our shorter vocabularies (those with higher threshold). In this
sense, we chose the tightest α1 as the optimal interval.
Fig. 4. Graphic comparing the precision at 10 of the proposed item attributes
matrices.
Fig. 5. Graphic comparing the MAP of the proposed item attributes matrices.
From all obtained results, the ﬁrst vocabulary achieved the
best, but the matrix size and sparsity are signiﬁcantly higher.
The second vocabulary achieved 0.002 points less than the ﬁrst
in both prec@10 and MAP measures, which is a very small
difference. However, the ﬁrst vocabulary is much bigger than
the ﬁrst: while it contains almost 13,000 features, the other
has over 3,000. Consequently, its not worth using a bigger
number of features, since having a smaller dimensionality
saves computer resources and thus, the algorithm provides
faster recommendations. In this sense, we selected as our
optimal model the threshold 30 with α1 matrix. As it can be
seen in Figure 6, the results obtained by the optimal model
outperform in almost twice the best baseline result.
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TABLE II. THE PRECISION AT 10 AND MAP RESULTS FOR ALL MATRICES PRODUCED BY THE PROPOSED APPROACH.
Threshold 1 Threshold 30 Threshold 100 Threshold 200
Only positive prec@10 0.04594 0.04623 0.0433 0.03776
MAP 0.03753 0.03684 0.0354 0.03157
α1 = {−0.1, 0.1} prec@10 0.06134 0.05944 0.05473 0.04724
MAP 0.04773 0.04575 0.04189 0.03731
α2 = {−0.5, 0.5} prec@10 0.05776 0.05519 0.051 0.04136
MAP 0.04495 0.04361 0.03993 0.03396
α3 = {−1, 1} prec@10 0.05002 0.04896 0.0416 0.03358
MAP 0.04176 0.03959 0.03449 0.03006
α4 = {−1.5, 1.5} prec@10 0.02575 0.02501 0.02413 0.02183
MAP 0.02392 0.02349 0.02316 0.02188
Fig. 6. Graphic comparing the precision at 10 and MAP of the most
signiﬁcant result of our approach.
It is worth noting that the threshold 30 was optimal for our
setting. With a different amount of items or reviews per items,
some previous evaluation would be necessary. For instance,
if the reviews set is smaller, we would have fewer words’
incidence, leading us to use a smaller threshold. On the other
hand, it can be seen that the tightest the interval α is, the less
sparse is the binary matrix, which will help to increase the
accuracy of the recommendation.
VI. CONCLUSION AND FUTURE WORK
In this paper, we proposed a collaborative ﬁltering approach
which uses users’ reviews to produce item descriptions that
represent a consensus of users regarding items’ features. The
technique’s description was presented in details, along with
an experimental evaluation which compares the proposal with
baselines based on structured metadata.
From our evaluation, we found out that the proposed
approach outperforms the baseline, but the results still can be
improved. One of the drawbacks of our experiment is that some
items didn’t have a sensitive number of reviews – some had
one or two, while others didn’t have reviews at all. We leave for
future work to use different review bases in order to suppress
this problem. Another troubling drawback is the binary aspect
of the recommender algorithm we used. By transforming the
sentiment matrix into a binary matrix, much of the semantics
it caries are lost. We also leave for future work to extend
this algorithm’s implementation so it can accept multivalued
matrices as weights for each item’s attribute.
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