Abstract. A. Schinzel and H. Zassenhaus had the following conjecture regarding algebraic integers: If α = 0 is an algebraic integer of degree n which is not a root of unity, then there exists a constant c > 0 such that
Introduction
In algebra, an algebraic integer of degree n is a complex root α of an irreducible monic polynomial P(x) (a polynomial whose leading coefficient is 1) of degree n with integer coefficients, its minimal polynomial [7] . The other roots of P(x) are called the conjugates of α . A theorem of Kronecker states that if α is an algebraic integer such that α and all of its conjugates in the complex numbers have absolute value 1, then α is a root of unity. Here, a root of unity is a complex number that equals 1 when raised to some integer power n . Furthermore, Schinzel and Zassenhaus [15] posed the following conjecture:
If α = 0 is an algebraic integer of degree n which is not a root of unity, then there exists a constant c > 0 such that
where |α| = max 1 i n |α i | is said to be the maximal modulus of α , α 1 = α and α 2 , ··· , α n are the conjugates of α . This conjecture and some related issues such as Lehmer's conjecture [10] attracted a series of investigation on the maximal modulus of algebraic integers in the past couples of decades, see e.g. [1, 2, 4, 9, 12, 13, 14, 16] . Some progresses have already been made. Dobrowolski [5] first showed that [13] .
In this paper, we move a further step in this direction and provide some partial solutions to Schinzel and Zassenhaus's conjecture by virtue of some spectral properties of matrices. The main results are given in the next section.
The results
The following lemma of matrix spectrum is useful. The necessity in Lemma 1 is obvious while the sufficiency is not easy to see.
, the set of n × n matrices over Z. Suppose A is non-singular. For i = 1, ···, n, let λ i be characteristic roots of A (i.e., roots of its characteristic polynomial det(λ I − A) = 0 ). The necessary and sufficient condition for λ i , i = 1, ··· , n , to be roots of unity is
As is customary, the spectral radius of a square matrix is defined as the supremum among the absolute values of its eigenvalues. The next lemma gives a lower bound for the spectral radius of a complex matrix. 
Proof. By definition, we have an irreducible polynomial P(x):
P(x) = x n + a 1 x n−1 + ··· + a n−1 x + a n ,
where a i ∈ Z for i = 1, ···, n , such that α 1 , ··· , α n are solutions of the equation
Thus, from (1) it is straightforward to check that P(x) is the characteristic polynomial of matrix A, that is, P(x) = det(xI − A), where I is the n × n identity matrix. Therefore, α 1 , ··· , α n are the eigenvalues of A.
As for (i), since the product α 1 α 2 ··· α n is not a root of unity, by Lemma 1, we obtain
Since A ∈ M n (Z), then detA ∈ Z. In view of (2), we have
It follows from Lemma 2 that
Consequently, we have |α| 1 + ln 2 n as desired.
As for (ii), we similarly have
By Lemma 2, we analogously derive
which concludes the proof of Theorem 1.
In the next result, we do not exclude the case α being the root of unity.
THEOREM 2. For k ∈ N and k > 1 , let α = 0 be an algebraic integer of degree n
where |α| = max 1 i n |α i |, α 1 = α and α 2 , ··· , α n are the conjugates of α .
Proof. Since M(α) = |α 1 α 2 ··· α n | = k , there must be some i such that |α i | k . Without loss of generality, we assume
In what follows, we consider two situations separately: (a) |α 2 ··· α n | 1, and (b) |α 2 ··· α n | < 1.
As for the case (a), we obtain from (3) that
Note that α is not a root of unity by our assumption. Therefore, by Theorem 1 we have
As for the case (b), we denote by
for ε ∈ (0, 1). Via (3) and the assumption M(α) = k , we obtain
On the other hand, since n 1−ε ε ln k , we have
and then
Combining (4) with (5) yields
which finishes the proof of Theorem 2.
We remark that in the above result we do not consider the boundary situation M(α) = 1 , which has been treated in Theorem 2 in the work [9] .
