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The second-order singular elliptic differential operator 
T,u : = $ c Dj(ajlD8u) + qu 
I 
with D1 : = ia, + bj 
is considered on Com(Rn\{O}) cL2(Rfl; k)( n E N). Conditions in addition to 
the usual ones are imposed on the coefficients which make TO bounded from 
below but still allow rather “strong negative” singularities of Q in the origin. 
The essential self-adjointness of such operators is proved with the help of 
a criterion due to Walter [22]. 
It is shown that the fundamental requirement of this criterion, namely, the 
operator inequality T,, > (1 + 6)e20(S > 0, D a suitable function exhausting 
R”\(O)) is closely connected with a, in special cases, well-known inequality 
of Hardy [7l. (A systematic presentation of generalized Hardy’s inequalities 
with or without boundary terms is given which is based on the behavior of 
Jdt/t”-lp(t) [p smallest eigenvalue of (all)] near 0 or 03.) In the special case 
the essential self-adjointness of TO is established for 
B > (1 - PY - [(n - 2 + 2pY212 
the constant being the best possible. Setting p = 0 this improves a result due 
to Jargens [9; cf. also his lectures delivered at the Univ. of Colorado, 19701 
who obtained fi > 1. 
For the general one-dimensional Sturm-Liouville operator, a new criterion 
for the limit point case at x = 0 complementing known criteria of Sears and 
Friedrichs [Dunford-Schwartz, “Linear Operators II,” p. 1605f.l is obtained. 
(At the same time an erroneous assumption lot. cit. concerning Friedrichs’ 
criterion is corrected.) 
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1. INTRODUCTION 
In R,” := Rm\{O} (setting R+l := (0, 00) we may assume n > 1) 
we consider the differential expression 
with Dj := iaj + bj (l-1) 
under the following conditions: 
ail(-), bj(*), q(*) real, A(*) > 0; (9 
ajz E CV;), bj E Cl(R+“), q E Q~.loc(R+Y, k E CO(R+“); (ii) 
the matrix (ajz(x)) is symmetric and positive definite for every x E R+n. (iii) 
Then by 
T,u = Du for all u E COm(R+‘2) = D(T,) 
a symmetric operator T,, on COm(R+n) CL2(Rn; k) can be associated 
with (1.1). 
In our main theorem (Theorem 2) we shall impose further condi- 
tions on the coefficients of (1.1) which make T,, bounded from below. 
Nevertheless these conditions are weak enough to allow “rather 
strong” negative singularities for the potential in the origin. Theo- 
rem 2, establishing the essential self-adjointness of such operators, is 
proved with the help of a criterion due to J. Walter [22] (stated as 
Theorem l), which in contrast to the well-known criteria, e.g., of 
Jorgens [9, lo], Triebel [20] or Walter [21] does not require a certain 
pointwise estimate for the potential, but rather a global one for the 
operator itself, namely, T, > (1 + S) e20(6 > 0). This operator ine- 
quality proves to be closely connected with an inequality of Hardy 
[7, p. 2461, the latter being well-known at least in certain special 
cases. Inequalities of Hardy’s type have been widely used, firstly to 
establish the semiboundedness of operators or to investigate the 
1 Writing, 
Q.,I,,~(R+~) := (f 1 for every compact subset K C R+n there exists a number 
C,(f) such that s ( x - y 14--n--a If(y)/” dy < C,(j) for all x E K} 
KnbIly--xl Q 11 
where oi > 0 is a fixed number. For n = 1 we define Q,,,,,(R+‘) := L&,(0, a)) (if 
n = 1 it is even sufficient to assume q EL&&O, co); see section 4). For n = 2, 3 one 
can show Q,J,,(R+“) = .%(R+.“h f or n > 4 q EL&JR+“) with p > n/2 is sufficient 
to assure q E Q,,&R+“). 
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nature of their spectrum (Birman [I, p. 47ff., p. 681, Friedrichs 
[4, 51; Glazman [6, p. 1561, TkaEenko [19], Walter [23]) and secondly 
to prove embedding theorems as well as theorems concerning the 
relative boundedness of operators and forms (Kato [13, pp. 307, 
345f., 3501, Triebel Zoc. cit.). So far, however, such inequalities do not 
seem to have been applied to show the essential self-adjointness of 
operators. 
For the special operator 
T,,u(x) = --d&c) + ,8 1 x 1--2 u(x) (x E R+n), 
which is a familiar testing operator, our theorem yields the essential 
self-adjointness for /I > 1 - [(rz - 2)/212, the constant 1 - [(n - 2)/2’J2 
being the best possible. At present the case 1 > /3 > 1 - [(n - 2)/212 
could only be treated by the method of separation of the variables. 
Restricting our theorem to the case n = 1, we obtain for the general 
Sturm-Liouville operator a new criterion for the occurrence of the 
limit point case at x = 0, complementing well-known criteria of 
Friedrichs and Sears (Dunford-Schwartz [3, pp. 1415, 1502, 16051; 
unfortunately, Friedrichs’ result is stated there under an incorrect 
assumption [see Section 41). 
2. SOME GENERALIZATIONS OF AN INEQUALITY DUE TO HARDY 
In this section the inequalities necessary for the proof of our 
Theorem 2 are provided. For the sake of a systematic treatment we 
present rather more than is needed later. Although all these inequal- 
ities are essentially known, we are perhaps justified in proving them 
again here, firstly because all these results are rather scattered in the 
literature and secondly because our proof incorporating ideas of 
[2, 4, and 51 clearly h s ows the importance of the integral (2.2) below, 
for the kind of inequality to be obtained: viz., a “normal” Hardy’s 
inequality if it is convergent in at least one endpoint of (I, m), and 
a Hardy’s inequality with a boundary term if it is divergent in both 
endpoints. 
Let p(e) be a function defined on an interval (1, m) (- co < I < 
m<co if n=l, O<Z<m<co if n>2) having the following 
properties: 
PC*) > 0 a.e. on (I, m), 1 ELM&, m). 
P 
(2.1) 
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Then 
(s E v, 4, fi E NJ (2.2) 
defines a function on (1, m), y E (1, m> being arbitrary. (By this notation 
we imply that y = I or y = m is permitted provided the integral 
(2.2) is still convergent.) For n = 1 the importance of this function 
has already been known for a long time in spectral theory. Denoting 
the surface element of the n-dimensional unit sphere by dw, we 
abbreviate the spherical means of a complex-valued function u(a) by 
%L(r) : = (j,,,=, I u(rS)I” dw,)1’2T 
where Y:= 1x1 and x~S(Z,rn):={yly~R”, Z<]JJ[ <m}. If 
1z = 1 y,( 1 x 1) be replaced by 1 U(X) /, x is then understood to denote 
a point of the interval (I, m) on the real line. 
LEMMA 1. Besides (2.1) assume u E Cl(S(Z, rn)),~P/~ Vu EL2(S(Z, m)). 
(a) If h,(e) < co and lim inf,,l+ 9Jr) = 0, then 
(2.3) 
and for arbitrary R, E (I, m] 
s , s(z JJ(I x I) I w412 dx b ; I,,, R ) p(, x ,)[, !$!&(, x ,)I” dx (2.4 3 0 
holds. 
(b) If h,(e) = CO, then 
and for arbitrary R, E (1, y) we have 
s I u(x)l” S(Z,Ro) p(i x I)[1 x I"-"'& x l)l"dx < m. 
(c) If h,(m) < a~ and lim inf,,,- p,(r) = 0, then 
(2.5) 
(2.6) 
lirn ~u2(r) _ 0 -- 
r-tm- h,(r) ’ 
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and for arbitrary R, E [Z, m) 
holds. 
(d) If h,(m) = CO, then 
and for arbitrary R, E (y, m) we have 
s I W” ~- S(Rgd P(i x /)[I x i"-'h,(i x I)]" dx < O"' 
(The constant l/4 in (2.4) and (2.7) is the best possible.) 
Proof. Without loss of generality we may assume u(m) to be real. 
Suppose 1 < r < R < m, y E (1, r) u (R, m}. Putting 
~44 := WMl x W”” b E w, 4, 
a simple integration leads us to 
1 =-- s U”(X) 4 S(r.R) p(j X I)[1 X In--l h,,(I X /)I2 dx + J S(T,Rj ‘(I x ‘) hy(’ ’ ‘)(v’(x))2dx 
The plus sign is valid for y E (I, r), the minus sign .for y E (R, m}. 
Because of 
we have 
vu’(r) < ( j,,,=, PWW dw,)1’2, 
1 %(‘-) - ‘Pu(~‘>~~ d 1 j;, +&q- j . 1 j;, t”-‘p(t) I,,,=, (Vu(t[))2 dw, dt I. 
(2.10) 
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Let the assumptions of (a) be satisfied. Then assertion (2.3) can 
immediately be derived from (2.10) if we let r’ tend to I+ on that 
particular sequence on which y,(r’) --+ 0. 
Choosing y = I in (2.9) we get 
s , s(r R) P(I x Iww dx 3 ; j,,, R) $)(I x ,)[, x”&m dx - ; # - 
(2.11) 
The inequality (2.4) follows now at once from (2.3) and (2.11) in the 
limit r --+ Z+. 
If the assumption of (b) holds we choose y E (R, m> in (2.9) and 
find 
j , s(r g(l x wu(x))"dx 2; j,,, R)p(l x /)[I x";2h,(l x I)]" dx - f g$ ' Y 
(2.12) 
from which, taking the limit r + I+, (2.6) can be inferred. Since we 
have 
the existence of the left-hand side for r -+ If, which was just estab- 
lished, implies 
1iI;sef # = 0. (2.13) 
On account of 
s * s(~ R)p(I x) 44 x INv(x>)" fix d2 j,,, R) f4 x m4x))2 dx 
+24J u”(x) S(7.R) PO x I>[1 x P--l Ml x I>I” dx 
the integral on the left exists for r + Z+. Hence we obtain from (2.8) 
the existence of 
and consequently together with (2.13) the assertion (2.5). 
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The statements in (c) and (d) are, of course, mere rewritings of 
those of (a) and (b). 
To see that the constant l/4 is the best possible cf. [7, p. 2431. 1 
(2.12) shows that a boundary term remains if (2.2) diverges at both 
endpoints of (I, m) (unless further restrictions be imposed on the 
functions u). In this case, the following Lemma 2 provides a modified 
Hardy’s inequality dispensing with this boundary term which would 
be inappropriate for our purposes. Lemma 2 is also useful if (2.2) 
converges say at m, but at the same time a lower estimate for 
with arbitrary &, E (I, m) is required. 
LEMMA 2. Besides (2.1) assume k(e) > 0 a.e. on S(Z, m), k and l/K 
locally essentially bounded on S(Z, m); u E Cl(S(Z, m)) nL2(S(Z, m); k), 
p1i2 Vu E L2(S(Z, m)). 
(a) Suppose h,(a) = co. Then for given arbitrary numbers r,, , 
R, with Z < T,, < R, < y < m there exists a number C, > 0 such that 
s s(l R 9 0 
) $4 x I) I Wx)12 dx 
3 a I 
I W” 
s(a,r,) p(I x I)[/ x p-1 h,(l x I)]” dx - co ’ O4 +’ (2*14) 
(b) Suppose h,( -) = 00. Then for given arbitrary numbers rl , R, 
with 1 < y < R, < rl < m there exists a number C, > 0 such that 
s S(R 1. ,,$(I x I) I w412 dx 
z $ s 
I44l” __ 
S(r,,m) p(1 xI)[[ xp-1 h,(l x I)]” dx - c1 ’@, *I- 
[(*, -) denotes the scalar product in the Hilbert space L2(S(Z, m); k). 
Of course, the choice y = Z or y = m is only permitted if h,(a) < co.] 
Proof. It suffices to prove (a). Again we may assume u(e) 
to be real. We choose any two numbers r. , R, such that 
1 < r. < R, < y < m holds. According to the mean value theorem 
for integrals there exists a number r” E (Y, , R,) (depending on u) and 
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according to our assumptions on K(s) there exists a constant k, > 0 
such that 
P-lp,2(q(Ro - ro) = 1; F1tpu”(Y) dr 
= 
s S(r, *RJ 
u”(x) dx Q ; I 
U”(X) k(x) dx. 
0 S(r0* Rd 
Now taking the limit I --+ I+ in (2.12) and observing 
we obtain 
r”“-llzy(r”) > r,“-lh&o) 
co : = [2kor,n-1h&o)(Ro - Yo)]-’ 
is a positive number (independent of U) with which our proposition 
holds. 1 
Historical remarks. For YZ = 1, Lemma 1 is essentially contained 
in the appendix of Friedrichs’ paper [S]. (2.4) and (2.7), however, are 
in fact generalizations of an older inequality due to Hardy [7, p. 24612. 
Choosing p(x) = x2+ on (0, co) (a # 1 real) Hardy’s result [the 
special case cy = 2 was given for the first time in Math. 2. 6 (1920), 
314-317; and the case of arbitrary 01 # 1 appeared in Messenger of 
Math. 57 (1928), 12-161 follows from (2.4) with Ii, = 00 if 01 > 1, 
and from (2.7) with R, = 0 if 01 < 13. Friedrichs does not seem to 
* As Hardy’s result deals with LMmctions (2.4) and (2.7) are in this respect 
specializations. A generalization for LVunctions was given by V. N. Sedov and 
published in [14]. 
8 For OL = 1 we only obtain a modified Hardy’s ineqtiality unless we change the 
domain of definition of p(x) = x (this has been done by Birman [l, p. 481 who 
considers (1, co). 
580/10/1-8 
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have known Hardy’s work on the subject. On the other hand Fried- 
richs’ paper has been rather outlying for most authors generalizing 
Hardy’s inequality subsequently (we mention only Redheffer [16], 
TkaEenko [19], and Walter [23]). 
For n = 3 Courant derived a special case of (2.7), that is, p(e) = 1 
on S(R, , m) = S(0, 00) = R+3, in the 2nd German edition of [2, 
1930; ibid. p. 388, English translation p. 4461 also apparently without 
knowledge of Hardy’s one-dimensional result. In Friedrichs’ paper 
[4, P. 71Of.l (app earing about two years before the one on the one- 
dimensional case), (2.5) and (2.6) of Lemma 1 and (2.14) of Lemma 2 
can be found for the special case p(e) = K(a) = 1 on R+“(r E (0, co) 
arbitrary if n = 2, y = co if n > 3). Recently, Redheffer [16, p. 2691 
published results similar to those of Lemma 1 also for arbitrary 
n E N, but under somewhat stronger assumptions on p(e). 
In order to derive our main result of the following section we shall 
need (2.4) and (2.14) only, and both inequalities only for Com(R+lt)- 
functions, but in [12] the full contents of Lemmas 1 and 2 will be 
used to give an explicit characterization of the domain of definition 
of the Friedrichs extension TF , for a large class of operators T,, of 
the form (1.1). 
3. ESSENTIAL SELF-ADJOINTNESS OF T, IN C,,m(R+m) 
In [22] Walter proved the following: 
THEOREM 1. Let G be a domain of Rn(n > I), and suppose that 
the conditions (i) to (iii) are satisjied by the coeficients of T, on G. Let 
p(m) and o(e) be two nonnegative functions dejined on G having the 
following properties: 
(a) On every compact subset of G, p and cr satisfy a uniform 
Lipschitz condition; (3.1) 
(3.4) 
(if G is not bounded co is regarded as a point of aG). 
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(b) Assume that there exists a constant 6 > 0 such that 
(T,u, u) > (1 + 6)(e2%, u) fog all u E Corn(G). 
Then T,, is essentially self-adjoint. 
(3.5) 
It is always possible to satisfy (3.1)-(3.4), even with p = 0. In 
general, however, it is not possible to satisfy these conditions with 
u = 0 (see our example below), but if it is possible, the semibounded- 
ness of T,, implies already its essential self-adjointness which is the 
result of Stetkar-Hansen [18]. 
We now assume G = R+n again. To complete our list of assump- 
tions for (1.1) we denote by a+(.) and u-(m) the greatest and smallest 
eigenvalue of (ai,(* respectively, and define for r E (0, co) 
U(Y) := f$; a-(x), A(r) := yg$ a+(x), K(r) := y-$-i K(x). 
Suppose: 
There are constants M, > 0, R, > 0, and &, such that 
PO 
P(X) 3 I for 0 < 1 
x 
1 < R, (4 
for R, < 1 x 1 < co 
(4(lxl):=I~“‘~/; ~=Oif~o(lxl)<~,y~(Ro,~} Y 
arbitrary otherwise ) ;
& ,$, U&X) b,(x) b,(x) is bounded for 0 < I x I < R, ; (v) 
112 
dt < cc and jr [$$I”’ dt = co for some r E (0, co); (vi) 
There exists a constant KY,, > 0 such that 
2 > k(x) (jr’ [f&l”’ dtr2 for 0 < I x I < R, . 
(vii) 
THEOREM 2. Under the assumptions (i)-(C) To is essentially self- 
adjoint if fro > K, - l/4. 
Proof. On account of (vi), 
p(x) := Jr’ [$#-I”’ dt for 1 x I > 0 
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and 1 -log 1: [$$-I”‘& =: u0 for 1 x 1 > r0 
u(x) := 
-log ,I’ [+]1’2 dt for 0 < 1 x 1 < r0 
(r,, E (0, R,) sufficiently small to secure o(e) > 0) are functions having 
the required properties (3.1)-(3.4). Using the inequality 
1 %PP)(D,u) 3 (1 - c) 1 %xGw(a,u) - (1/c - 1) c %V, I u I2 
for E E (0, l), we obtain 
(To% 4 
Because of (iv) and (v) there exist constants Mi > 0 (i = 1, 2) such 
that 
(To% 4 2 (1 - 4 j,, R ) 
* 0 
~~l~I~l~~12~~-~~/~--1)M,~~~~n~l~12~~~ 
. 0 
+po j s lu12kdx. s&d 
(2.4) (if h,(m) < cc) or (2.14) (if h,(e) = co) show that there exists a 
constant C, > 0 (= 0 if h,(a) < co) such that 
(Tou, 4 3 W - ~)/4 + PO] j,, r ) 
* 0 
u(I x l)[l ,' &cl x ljp dx 
- (1 - 6) co - (u, 24) - [(l/c - 1) MI + A&J * (u, u). 
Finally assumption (vii) yields 
(Tou, 4 b [Cl - <J/4 $: &I K,-’ jS(0,70) ( jb”’ [$$f],, df)-2 I u I2 k dx 
- MM(U, a> (3.6) 
for all u E Com(R+n)(~ E (0, 1) arbitrary, 
W) := (1 - 4(Co + w/4 + J42). 
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Now, if /3,, > K, - l/4 E E (0, 1) can be chosen so small that 
s.= 416o-vG--/4)1-- . 
4Ko 
>c) . 
Having fixed E we put 
p : = M(r) + [( 1 - ~)/4 + ,!I J K;le% 
and consider T, := T,, + PI (I unit operator) on Com(R+“). From 
(3.6) we obtain for all II E Com(R+“) 
= (1 + S)(e2%, u) 
so that T,, is essentially self-adjoint according to Theorem 1. Hence 
T, = T, - PI is also essentially self-adjoint [8, p. 18 1, Theorem 31. 1 
COROLLARY 1. If 
l/2 
dt=co and jr [s]1’2dt = co (vi’) 
for some r E (0, a~) then assumption (vii) is superfluous, and T,, is 
essentially self-adjoint if &, > -l/4 (in the absence of the b,(e) even if 
Al 2 - l/4). 
In this case the essential self-adjointness of T, follows from its 
semiboundedness which under the stated conditions on & is secured 
by (2.4) and (2.14). F or n = 1 (vi’) and the boundedness of To from 
below, form a criterion for the limit point case to occur at x = 0 and 
x = co which is due to Rellich [17, p. 3531. 
COROLLARY 2. If the bj(.) are absent, Theorem 2 may be reformul- 
ated as follows: Suppose (i)-(iii) and (vi) hold. Then T,, is essentially 
self-adjoint if constants 6 > 0, M, >, 0, and R, > 0 exist such that 
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EXAMPLE. 
(X E R+“, n E N, p < 1 arbitrary) on C,“(R+“) CL2(Ra). 
ASSUMPTIONS. bi( -) E C1(R+n) real, p( *) E Q=,&R+“); there exist 
constants M0 > 0, Ml > 0, R, > 0, and /I such that 
q(x) >, ly$"-2u' ;; ioc; 7; ,G<R'. 
ASSERTION. For /3 > (1 - ~1.)~ - [(n - 2 + 2p)/212 T,, is essen- 
tially self-adjoint. The constant is the best possible. 
Proof. Suppose p # -(n - 2)/2. Then (vii) is satisfied with 
&I = [(l -PO - 2 + z412 andy=Oory=coforp<-(n-2)/2 
or p > -(n - 2)/2, respectively. If p = -(n - 2)/2, (3.5) can 
easily be proved directly for /3 > (1 - P)~. 
To see that the constant (1 - PL)~ - [(n - 2 + 2p)/212 is sharp we 
set 
b,(x) = 0 (j = l,..., n), 
q(x) = {V”(l - /A)2 - [(n - 2 + 2/.4/2]2) 1 X ]-@-2u) (x E R+‘$ 
and consider (H,?)(*) Hankel function of the first kind and order v, 
VEC) 
h*(v; x) := 1 x I- (n - 2+2&d/2 @)((l _ p)-lk* , x pI> 
(K* := (&l + 4/2”“). 
Then 
(To T 2.1) h*(v; *) = 0, 
and consequently (h,(v; e), (T,, f i1) u) = 0 for all u E C,,co(R+lt). 
Choosing v E [0, 1) (or purely imaginary) we have h, ELM. Hence 
T,, cannot be essentially selfadjoint. 1 
Putting p = 0 and Z+(m) = 0 in (3.8) and (3.9) we arrive at the example 
mentioned in the introduction. Our condition /3 > 1 - [(n - 2)/212 
improves a result of Jorgens [9, p. lo], [lo, p. 1 If.] who obtained fi> 1. 
Note that T,, is bounded from below even if fi > -[(n - 2 + 2p)/212. 
For a characterization of its Friedrichs extension see [I 1, 121. 
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4. THE ONE-DIMENSIONAL STURM-LIOUVILLE OPERATOR 
Let us consider 
w4 := &“) L{-(p(x) u’(x))’ + q(x) u(x)} (-co < z < x < m < 03) 
(4.1) 
under the following weak assumptions: 
p(.) > 0 a.e. on (1, m), t 40&, m); 
P 
(4.2) 
k(*) > 0 a.e. on (I, m), k and k locally essentially bounded; (4.3) 
q ELioc(Z, m) real. (4.4) 
Then (4.1) does not define an operator on Com(Z, m) CL2(Z, m; R) any 
longer. Now the “minimal” operator L,,’ to be associated with (4.1) has 
to be defined via the following “maximal” operator L, 
Lu = Du 
bY 
for all u E D(L) = {V 1 z, E L2(Z, m; k), pei’ locally absolutely 
continuous on (I, m), Dv E L2(Z, m; k)} 
L;u = Du 
for all u E D(L,‘) = { v 1 v E D(L), v(x) = 0 for I < x < Z1(v) 
and m,(v) < x < m} 
(see Naimark [15, p. 172f.l). L,, ’ is essentially self-adjoint if and only 
if we have limit point case at both ends of the interval (in which case 
L is the closure of I,,‘). Thus specializing (3.7) to n = 1 we obtain 
COROLLARY 3. Let the assumptions (4.2) to (4.4) be satisjied on 
(0, a] (a > 0 arbitrary). Suppose 
I[ 1 x K(t) 1’2 0 p(t) dt < co, 
and 
liz$f I( 11 [$$1’2 dt)’ & [&) + 4p(s~ky2(x) ] 1 > ‘* c44 
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Thzn we have limit point case for Du = Au at x = 0 (pu’ locally 
absolutely continuous, A E C). 
As far as the assumption (4.5) is concerned our criterion is related 
to the following one: 
liEj;f j( I[ [$$l” df)2 & [n(x) - (‘(:$F))’ ] 1 > 3/4. (4*7) 
(9 := (kp)-lj4) which can be derived from a criterion of Sears [3, 
p. 14151 by L a iouville transformation, but in contrast to our criterion 
(4.6), (4.7) q re uires strong smoothness assumptions for p and K. For 
the special case 
k(x) = x2”‘, p(x) = x2- (1 +Pl- P2 > 09 P2 < l/2) 
both (4.6) and (4.7) yield the same condition on q(e), that is, 
lizjff x2-2uBq(x) > (1 + p1 - 11.2)2 - [(l - 2p2)/212. 
It would be interesting to know more about the interdependence of 
(4.6) and (4.7) for sufficiently smooth p and K. 
On the other hand, the expression l/K[q + (1/4ph,2)] suggests a 
comparison with a criterion due to Friedrichs [3, p. 15021: 
1 
lig@f K(X) [ n(x) + 4P($Q(X) I 
>---co (4.8) 
which is, of course, much stronger than (4.6). (4.8), however, is based 
on the additional hypothesis 
s z h(t) h,(t) dt =oc). (4.9) 0 
So our criterion (4.6) complements the one of Friedrichs if (4.9) 
(and (4.5)) is convergent. 
In [3, lot. cit. and p. 16051, (4.8) is given under an erroneous 
assumption, that is, h,,(m) = cc instead of (4.9). A counterexample is 
p(x) = x6/4, k(x) = 1, 4(x) = 0 for x E (0, a]. 
Then (4.8) and h,(v) = cc but limit circle case at x = 0. 
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Note Added in Proof We whould like to draw the reader’s attention to a recent 
paper of U.-W. Schmincke [Math. Z. 124 (1972), 47-501 in which a partial answer 
is given to the question whether fi = 1 - [(n - 2)/2]* can be admitted in the assertion 
on p. 126 (with p = 0, b,(.) = 0). 
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