Introduction
Global path planners for autonomous mobile robots have been demonstrated to map optimal routes in structured environments. The search for the optimum path from a given starting point to a destination is usually formulated as a graph search problem. Over the years, much progress has been made in efficient methods for global motion planning in static environments. A number of both exact and approximate approaches in this field (see, for example, Latombe, 1991; Hwang & Ahuja, 1992; LaValle, 2006) . However, real world scenarios are intrinsically dynamic due to the presence of non-modelled obstacles, both static and moving. Path planning in such environments is an area of active research. Different methods have also been proposed (Heero, 2006; Jaillet & Simeon, 2004) . Some approaches use robot sensors to build a model of the environment incrementally even when the real world is static. In such circumstances, a new path must be calculated every time the model is updated. The online integration of this new information in a global map is usually complex and time consuming. Path planning with dynamic objects can be addressed by using explicit time representation to convert the problem into an equivalent static one that can then be solved using an existing static planner. However, this increases the dimensionality of the representation and requires exact motion models for moving objects (Szczerba & Chen, 1995; Hsu et al., 2002) . Note that, in many circumstances (such as the presence of people near the robot in a tour-guide autonomous application), it is not possible to explicitly model the unpredictable behaviour of humans and robot movements with a time-extended representation (Philipsen et al., 2007) . In contrast to previous works, our global path planning approach is able to take into account the effect of persistent delays caused by unpredictable objects (such as people in corridors or lobbies) by considering these delays for future path planner executions.
Problem statement
Depending on the nature of the problem, different optimality criteria can be used to minimize the overall cost of the proposed path. Although the most frequently used cost function is based on the branch length between two nodes, in many cases it is more attractive to minimize traveling time rather than the distance traveled by the robot. Our approach focuses on problems in which this metric is of interest.
Due to the presence of non-modeled obstacles (both static and dynamic) in the environment, the robot must be able to avoid unexpected obstacles by means of a reactive behavior. This causes deviations from the original trajectory and possibly delays accomplishment of planned tasks. The research on enhancing global path planning described in this chapter is intended for mobile robots navigating in partially known indoor environments. The method is based on a graph approach that adapts graph weights by integrating traveling time measurements from real task executions when the robot repeatedly follows the same paths. The technique uses periodic measurements of time and the positions reached by the robot while moving towards the goal to modify the costs of the branches (Diéguez et al., 2007) . These weights are good options for branch costs while the robot moves in the presence of nonmodeled obstacles. Consequently, when trying to minimize the time needed to move from any given point to any given destination in dynamic environments, the search for a time-optimal path in a static global map produces better quality results than the use of a distance metric. Another important aspect of our approach is its independence of the existence of a local motion planner or reactive guidance modules in the robot navigation architecture. This is especially attractive because it makes it possible to incorporate the time delay caused by non-modeled obstacles even in a situation where obstacles cannot be included in the map, such as people walking in crowded corridors or in a waiting room. Likewise, it makes the costs of the branches more realistic because they represent the time needed to travel in the environment. In simulations and real experiments, results are generally better than using only the information on the obstacles stored in the global map, while the computational cost is significantly lower. In order to illustrate the above problem statement, Figure 1 shows a simple test carried out with a mobile robot system developed in our Lab (Diéguez et al., 1998) . Two possible trajectories are available to arrive at point 4 from point 1. Initially, segments 1-3-4 are chosen by the path planning algorithm because this is the shortest path, but three static nonmodelled obstacles (grey boxes) found in the environment cause an increase in traveling time. Broken lines represent the actual trajectories followed to avoid the obstacles. Table 1 summarizes the results of two experiments with the robot at a constant speed of 0.5 m/sec. These non-modeled obstacles caused an important increase in the time needed to follow segment 1-3. Our global path planner recognizes this kind of situation and, as a consequence, selects segments 1-2-3-4 in further path planner executions. We propose a different approach to dealing with global path planning in the presence of non-modelled obstacles that uses an aggregate time-cost function to find an optimal global path. The method uses traveling time and position measurements to calculate the time cost of each branch. We also propose a geometric method to modify the cost value, for each graph branch involved in the paths, to include the traveling time information. Although our approach does not eliminate the need for a local motion planner in our mobile robot navigation architecture (Diéguez et al., 2003) , it enables incorporation of the time delay caused by non-modelled obstacles even in the situation where these obstacles cannot be included in the map (waiting rooms or crowded corridors). It makes the cost of the branches more realistic because the time necessary to travel in the environment is represented. In many real experiments, results are generally better than using only the information on the obstacles stored in the global map, while the computational cost is significantly lower. For this reason, our method is especially attractive for incorporating the effects of mobile obstacles to the planning process. The rest of the chapter is organized as follows: Section 3 presents the global path planning algorithm and briefly describes the skeleton (structure that represents the free space of the environment) building algorithm; the cost adaptation algorithm based on traveling time is outlined in Section 4; and some simulated results are given in Section 5. The evaluation of a real experiment with our mobile robot system is detailed in Section 6. Finally, some conclusions are given in Section 7.
Global path planning algorithm
The global path planning algorithm uses all currently available information about the static obstacles in a workspace to find the shortest path. In our approach, two different data structures were combined for this purpose: a cell map which containing prior knowledge of the workspace, and a path graph which is a topological representation of the free space. The cell map was created from a CAD map of the environment, whereas the path graph was created from the cell map using a wave front expansion algorithm generating a skeleton (Latombe, 1991) . The skeleton is a connectivity network representing all possible routes in the free space and their intersections. The graph obtained this way allows two points anywhere in the workspace to be linked. The search for a feasible path is reduced to a graph search problem. In our method, both data structures were combined to accelerate the computation of the skeleton and to minimize search time for the optimum path. The path resulting from a simple concatenation of the branches selected by the global path planner is called the skeleton route (see Table 2 for a summary of definitions). This trajectory may contain undesirable bends and detours that are unsuitable for the path. For this reason, once the skeleton route is obtained, a segment route is generated removing these imperfections and converting the route into a sequence of straight segments. Each segment is then linked to its adjacent one using smooth curves. This smoother version of the segment route is passed to the navigation module of the robot, in accordance with the model proposed in Diéguez et al. (1995) .
Definition Skeleton
Any type of connectivity network representing the free space (e. g. a Voronoi diagram) Node Intersections in the skeleton Branch A portion of the skeleton between two intersections (nodes)
Optimum path
Fastest path between two points in the skeleton Segment A straight line composed of any (optimal) trajectory
Real trajectory
Route actually traveled by the robot
Segment threshold
A distance limit to a segment to compute control points
Control point
Point of the real trajectory close to a segment path Table 2 . Basic term definitions related to the global path planning algorithm
The segment route is used in our approach to adapt the weighting factors for each branch of the skeleton route. These costs are calculated from accumulated statistics of traveling times while the robot is moving through the workspace along different routes. These statistics were used to make the weights associated with each branch of the skeleton route closer to reality. The method to calculate the optimum path consists of the following steps:
Step 1: Creating the cell map. An internal representation based on a cell map is constructed from a map of the environment stored in an external file.
Step 2: Building the skeleton of free space using an obstacle growth algorithm. A distance wave-front flows around the obstacles through all the free space in the environment. The skeleton is the set of cells where two or more wave-fronts meet (Latombe, 1991) . The technique developed, unlike that used in similar algorithms, does not need to compute or store any values, making it possible to compute the skeleton rapidly and easily.
Step 3: Constructing a graph. This graph is the topological representation of the previously calculated skeleton. We have chosen this data structure because it is best suited to perform searches. A graph branch is a series of points linking two places in the free space. A graph node represents a point where two or more branches meet. Two nodes can be connected by one or more branches. A branch cost is initially defined as the estimated elapsed time for a robot to move from one node to another. The location of a node is represented by its coordinates. The graph is pruned and this reduction is transposed to the skeleton, thus eliminating irrelevant branches.
Step 4: Computing the optimum route using an exhaustive search algorithm on the graph.
We implemented a breadth-first search strategy without repeating states (Russell & Norvig, 1995) . Although in comparison with other non-informed methods this search strategy often requires a great amount of memory when working with cluttered environments, the memory problem does not arise in indoor structured environments due to the short number of generated states. The path thus computed in the skeleton is called the skeleton route. This path is shortened by linking points of maximum visibility in the skeleton route. This is the path used to evaluate the traveling time function described in Section 4. The segments of the shortest path are then connected with arcs of circumferences and a velocity reference is assigned to each segment. Figure 2 shows a workspace describing the components used in our global path planner. The skeleton and the shortest path to arrive at the bottom right corner from the top left corner generated by the path planner are also depicted.
Description of the skeleton building algorithm
The algorithm developed to build the skeleton avoids the computation of potential field values and so dramatically reduces execution time. The algorithm iteratively grows all the obstacles (i.e. it thins the free space). The skeleton is the set of cells where these layers meet. This can be interpreted as a wave-front expansion, with each cell where two or more wave fronts meet set as a skeleton cell. For the implementation of this algorithm, we only need the cell map. Each layer (wave front) is generated by labeling the neighboring cells of the previous layer with a temporary value. Thus, the layers use alternate cell values, it being necessary only two different temporary values. Thus, the range of values necessary can be represented by a single byte for each cell. In order to generate each layer, a mask-based case identification method is used. This method functions on the basis of considering each cell and its eight immediate neighbors. The 3x3 resulting matrix is compared with the contents of a table with all possible cases to decide whether the central cell should be labeled as part of the layer or should be left empty. Only free (empty) cells are considered, so the 3x3 case can be represented by an 8-bit number (one bit for each cell surrounding the central one). This table only needs, therefore, to reflect 255 different cases. When no more of the empty cells of the map can be labeled (that is, it cannot be incorporated as part of a layer), the algorithm terminates. The remaining empty cells constitute the skeleton. Figure 3 shows two examples where the central cell must remain empty and another two cases where the central cell should be labeled as part of the current growing layer.
www.intechopen.com F F G G Figure 3 . The first two cases must leave the central cell empty. In the other two situations, the central cell must be labeled as part of the current growing layer (G means "grow" and F means "free")
This algorithm is faster and uses less memory than the usual potential field-based wave front expansion methods. Moreover, the skeleton computed in such way is the most distant skeleton from the obstacles, leading to a lower probability of collision.
A geometric method for branch weighting factor calculation
This section describes the improvement incorporated in the global path planning algorithm in order to take into account statistical measurement of traveling time. The proposed method employs a geometric approach to modifying the weight of each branch according to the time spent by a robot navigating along the global path. The algorithm first maps each point of the actually performed route on the segment route. Each route segment is then associated with its corresponding branches and finally, the results are fused with the previous traveling time weights.
Mapping a real route on the segment route
Given a set of coordinate points actually performed by the mobile robot, a group of control points are selected. Control points are points common to both trajectories. Moreover, a coordinate point in the real route, which is close enough (a fixed distance threshold) to the segment path, can be regarded as a control point. Control points are employed as temporal references for traveling time assignment to the segments. Let us assume two consecutive control points (p i , p i+1 ) relating to the same segment whose length is l j (Figure 4) . The traveling time between the points is t i , and s i is a span over this segment, and it is assumed that their contribution to the traveling time of the segment is t i * s i /l j . This means that the contribution to the segment traveling time is the time difference between both points weighted by the share of the segment spanned. Therefore, the final traveling time of a segment is the accumulation of all the contributions made by each pair of points related to the segment.
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Figure 5. Mapping two control points in different segments
When a pair of consecutive control points spans more than one segment (or even fractions of segments), a similar procedure is implemented ( Figure 5 ). Let us denote again by s i the span over the segment route. Considering as l j. the portion of the segment affected by the pair of points (note that l j differs from the total length only for the first and the last segments), it is assumed, once more, that the contribution to the traveling time of the segment j is t i * s i / l j . In the case of the segment being totally subtended by the pair of control points, l j equals its total length. Thus, once all the contributions of the control points in the segment have been established, the traveling time weight for a segment j is calculated as:
where i ranges from 1 to the total number of control points in the segment. To summarize, the procedure for this stage is as follows: i. Find the corresponding segment for each control point and the related information (distance, etc). ii.
Remove the control points further than a threshold from its corresponding segment. iii.
Remove all the control points corresponding to the same end of the segment, except for the first and last control points. iv.
Remove intermediate control points until only two control points in each segment remain. v.
Compute and assign the traveling time weighting for each segment.
Mapping segment route on branch route
The aim of the second phase of the algorithm is to transfer the segment traveling time to the branches of the graph that make up the skeleton route. We only consider the control points that are the ends of segments (except for the first and the last one) because they are common points for both routes. Let us denote by sj the span of the segment on the skeleton route. The velocity v i for the segment j is defined as S j /T j ; and T i is its traveling time weight. Thus, the traveling time weight for each branch is the accumulation of the weighted contributions of each segment related to this branch. Calling l ij the portion of the branch i subtended by segment j, the increase of traveling time for the branch due to the segment is v j * l ij . The total time weight for a branch j is:
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Fusion of costs
The weighting factors so far computed for each branch of the skeleton route are fused with the previously existing values using the following formula:
3) The confidence measure (c) is a function of the confidences computed in the two previous phases. The factor α(c) has a value between 0 and 1, and takes into account deviation of the new traveling time from the existing one. The cost of each branch is calculated as a weighted sum of the costs calculated so far and a constant that is a function of the length of the branch. This approach makes the final value more stable.
Simulation results
This section presents the behavior of the described technique in a series of simulations. Figure 6 depicts the simulation environment perceived by the sensors of our robot. This map corresponds to a real environment in the Santiago de Compostela Conference Center (Spain) (Fernández et al., 2008) , with corridors, rooms, lobbies and stands. Table 3 . Estimated and simulated times (in seconds) for three alternative routes between the start and the goal Figure 7 shows the initial position as a circle on the left, and the destination as a circle on the right. In order to reach the goal, the robot has three candidate routes, summarized in Table  3 . Figure 7 . Simulation: skeleton of the environment, branch labels, and start and destination points for the route A series of tests simulating navigation by the robot in the presence of non-modeled obstacles was carried out by performing the three trajectories summarized in Table 3 and depicted in Figure 8 . Each skeleton route was transformed into a segment route (straight segments) actually fed to the robot, as can be also seen in Figure 8 . However branches 6 and 7 are www.intechopen.com located in narrow and busy corridors that slow down the robot run. This situation is numerically shown in Table 4 . The delays are caused by both static and dynamic obstacles. The static obstacles make the robot step aside from the desired path, and the dynamic ones make the robot slow down or even stop until the obstacle (e.g. a person or another robot) has passed. In this case, there is no deviation from the segment route but, even so, a significant time delay is caused. conservative (10%-90%) 50%-50% sharp (90%-10%) Figure 9 . Branch weight convergence with different fusion ratios After several simulations it becomes clear that the deviation from the initial cost differs depending on the branch under consideration (see Table 4 ). The initial weight is a function of the length of the branch. It must be pointed out that a constant speed along the whole trajectory was used in all the simulated experiments. In order to study the relationship between fusion coefficient and branch weight convergence, several fusion ratios were used. The results can be seen in Figure 9 . As expected, conservative fusion coefficients lead to slower and smoother convergence curves.
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Based on this weight information, the global path planner updates the costs of the involved branches. Further executions of the global path planner choose trajectory A instead B or C, thus avoiding the aforementioned narrow, crowded corridors.
Experimental results with a real robot
In this section we summarize the results of a series of real-time experiments carried out with our mobile robot in the School of Engineering in the University of Vigo. The robot (called Rato) used in these experiments is based on a modified B21 RWI platform. It is equipped with a ring of 24 sonar proximity sensors and 24 bumpers on the enclosure connected with four CAN slave modules that are attached to the computer through a CAN-USB adapter card. The robot is also equipped with a SICK PLS 200 laser range finder. This sensor measures the distance to obstacles in the vicinity of the robot. A layered software architecture is used, consisting of task scheduling, path planning, navigation, and obstacle avoidance components, each of which relies on the abstraction provided by the previous level. The robot architecture is implemented as a collection of asynchronous processes. IPC (Inter Process Communication), developed at Carnegie Mellon's Robotics Institute, is used to integrate the system and interprocess communication (Simmons, 1994) . The global path planning method described here is included in this hierarchical navigation architecture ( Figure 10 ). This navigation system combines a reactive part (BEAM module) with a deliberative one represented by the navigator and task planner modules. The advantages of both systems are thus obtained; a quick response to events that require it, and the effectiveness of the deliberative systems, as actions are regulated by references obtained by planning.
The tasks requested by the user are handled by the task planner that determines the places to visit and the order in which to do so. As long as there are tasks to be completed, this module is in charge of the selection of new destinations as the previous destinations are reached.
The goal point and the estimated position are used by the path planning module (Navigator) to determine how to travel efficiently from one location to another. The reactive system will follow this direction avoiding any obstacles that appear. The information obtained from the sensors is integrated into a grid that represents the robot's environment. This grid is used by the localization module to estimate position. Each module in Figure 10 is a Linux process that exchanges information with other modules using IPC, which provides a publication-subscription model. Each application registers with the the central server and specifies what types of messages it publishes and what types it listens for. Any message passed to the central server is immediately copied to all other subscribed processes. The dynamic path planning algorithm outlined earlier is implemented as a single process. The results under analysis come from different performances of the same global trajectory. The area of interest, along with the start and destination points (circles on the left and the right, respectively), are shown in Figure 12 . To reach the goal from the initial point, two routes can be used: route 1, through corridor A, and route 2, through corridors B and C. The initial weights of the branches are computed from their lengths as the estimated time to travel them. These cost values are computed assuming a constant speed along the whole trajectory.
Thus, the initial time cost for route 1 is 64.2 seconds and 97.0 seconds for route 2. The experiments run without people in the environment led to 68.7 seconds to complete route 1 and 107.1 seconds to complete route 2. Under normal conditions, corridor A is full of people (i. e. moving obstacles), causing a significant increase in the time it takes for the robot to traverse it. Thus, the average time needed to complete route 1 is 129.0 seconds, while for route 2 it takes 116.0 seconds, which is much closer to the a priori forecasted time.
The fusion of the previous and the new weights is shown in Tables 5 and 6 . It can be seen that the final costs of the crowded branches increase. The consequence is that further planning tasks will choose route 2 over route 1 (116.3 seconds for route 1 vs. 112.6 seconds for route 2). Table 6 . Initial, measured and fused branch weights for route 2
In order to limit the influence of rare situations, a conservative fusion strategy is used in practice (see Figure 13 ). The progression of the fusion result for route 2 is shown in Table 7 using two different fusion ratios: conservative (20% -80%) and sharp (75%-25%). 
Conclusions and future work
In this chapter we described a method to improve the best trajectory search for mobile robot path planning in structured environments with non-modelled obstacles. Our approach uses the experience of performed trajectories without a need to transpose information on unknown obstacles to the map for global path planning. In the proposed algorithm, the weighting factors of the skeleton branches involved in the path are modified as a function of the traveling time. These weights are good estimators of the branch costs when the robot is moving in the presence of unknown obstacles. Our method is especially attractive in terms of incorporating the effects of the presence of moving obstacles in the environment (for example, corridors crowded with people) in the planning process, since this obstacle information cannot be included in a map. Our approach does not eliminate the need for a local planner and its local map in our mobile robot architecture, but it reduces the number of times they will be used. In this book, new results or developments from different research backgrounds and application fields are put together to provide a wide and useful viewpoint on these headed research problems mentioned above, focused on the motion planning problem of mobile ro-bots. These results cover a large range of the problems that are frequently encountered in the motion planning of mobile robots both in theoretical methods and practical applications including obstacle avoidance methods, navigation and localization techniques, environmental modelling or map building methods, and vision signal processing etc. Different methods such as potential fields, reactive behaviours, neural-fuzzy based methods, motion control methods and so on are studied. Through this book and its references, the reader will definitely be able to get a thorough overview on the current research results for this specific topic in robotics. The book is intended for the readers who are interested and active in the field of robotics and especially for those who want to study and develop their own methods in motion/path planning or control for an intelligent robotic system.
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