El problema del anillo-estrella by Iranzo Sanz, José Ángel & Calvete Fernández, Herminia Inmaculada
Trabajo Fin de Ma´ster
El problema del anillo-estrella
Autor:
Jose´ A´ngel Iranzo Sanz
Directora:
Dra. Herminia I. Calvete Ferna´ndez
Ma´ster en Modelizacio´n Matema´tica, Estad´ıstica y Computacio´n

Pro´logo
Resumen
Sea G = (V,E ∪ A) un grafo mixto, donde V = {0, 1, . . . , n} es el conjunto de nodos,
E = {[i, j] : i, j ∈ V, i 6= j} es el conjunto de ejes y A = {(i, j) : i, j ∈ V } es el conjunto
de arcos. Cada eje e = [i, j] ∈ E tiene asociado un coste no negativo ce = cij y cada arco
a = (i, j) ∈ A, que representa la asignacio´n del nodo i al nodo j, tiene asociado un coste
no negativo da = dij.
El problema del anillo-estrella (Ring Star Problem, RSP) consiste en disen˜ar un ciclo
simple (anillo) que pasa por el nodo 0 usando los ejes de E y asignar cada nodo no
visitado por el anillo al nodo ma´s cercano del anillo usando los arcos de A. El objetivo es
minimizar el coste del ciclo mas el coste de las asignaciones. Este problema tiene numerosas
aplicaciones pra´cticas en el campo del disen˜o urbano de redes de telecomunicaciones.
Este trabajo se divide en cuatro cap´ıtulos. El primero sirve como introduccio´n y jus-
tificacio´n del problema, y plantea la relacio´n del RSP con su aplicacio´n pra´ctica en el
disen˜o de redes de telecomunicaciones.
En el segundo cap´ıtulo, se describe formalmente el problema, se detallan algunas de
las formulaciones como un problema de programacio´n lineal entera que se han propuesto
en la literatura y se describen los algoritmos utilizados para resolver dichos problemas.
Finalmente, se revisan algunas variantes del RSP.
En el tercer cap´ıtulo, se propone una transformacio´n del RSP en un problema del via-
jante generalizado (GTSP) que permite resolver el RSP aplicando las te´cnicas y algoritmos
existentes para el GTSP.
Por u´ltimo, en el cuarto cap´ıtulo, se propone un algoritmo evolutivo para resolver de
forma heur´ıstica el RSP y se muestran algunos de los resultados experimentales obtenidos
a partir de una implementacio´n del algoritmo en C++, cuyo co´digo se presenta en el
anexo.
Abstract
Let G = (V,E ∪ A) be a mixed graph, where V = {0, 1, . . . , n} is the node set,
E = {[i, j] : i, j ∈ V, i 6= j} is the edge set and A = {(i, j) : i, j ∈ V } is the arc set.
Each edge e = [i, j] ∈ E is associated with a nonnegative cost ce = cij and each arc
a = (i, j) ∈ A, which represents that node i is assigned to node j, is associated with a
nonnegative cost da = dij.
The Ring Star Problem (RSP) is the problem of designing a simple cycle (ring) that
passes through node 0 using the edges and then assigning each non-visited node to a visited
one using the arcs. The objective is to minimize the sum of ring and assignment costs. The
problem has many practical applications in the design of urban optical telecommunication
networks.
This report is divided into four chapters. The first one introduces and justifies the
problem, and discusses the use of the RSP to model real applications in the design of
telecommunications networks.
The second chapter states the problem, presents some of the integer linear program-
ming formulations proposed in the literature and describes algorithms used to solve these
problems. The chapter concludes with a review of some related problems.
In the third chapter a transformation of the RSP into a generalized traveling salesman
problem (GTSP) is proposed that allows us to solve the RSP using existing techniques
and algorithms for the GTSP.
Finally, in the fourth chapter an evolutionary algorithm to solve the RSP heuristically
is developed and some experimental results to prove its performance are shown. The
experiment is carried out with a C++ implementation of the algorithm, which is attached
at the end of this report.
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1Introduccio´n
1.1. Descripcio´n del problema
El problema del anillo-estrella (The Ring Star Problem, RSP) consiste en encontrar un
ciclo simple a trave´s de un subconjunto de nodos de un grafo, de manera que se minimiza
el coste total obtenido como la suma del coste del ciclo y el coste de asignacio´n de cada
uno de los nodos que no esta´n en el ciclo al nodo ma´s cercano que s´ı lo esta´.
Este problema aparece a menudo en problemas reales de disen˜o de redes de teleco-
municaciones. Una red de telecomunicaciones gene´rica esta´ formada por clientes, con-
centradores, una unidad central, una serie de enlaces que conectan cada cliente con un
concentrador y una red de conexiones que interconecta los concentradores o los conecta a
la unidad central. Una forma de abordar el disen˜o de estas redes consiste en utilizar cier-
tos clientes como concentradores, conectar cada uno de los clientes restantes a uno de los
utilizados como concentradores, formando as´ı estructuras de tipo estrella, e interconectar
los clientes-concentradores y la unidad central mediante una estructura de anillo. Puede
verse un ejemplo de esta estructura de tipo anillo-estrella en la Figura 1.1.
La estructura de tipo anillo se utiliza para disen˜ar gran parte de las redes de comu-
nicacio´n por fibra o´ptica con el fin de prevenir las pe´rdidas de conexio´n causadas por un
fallo puntual en algu´n punto de la red. El anillo se construye con un cable que contiene
un haz de fibras o´pticas. Se selecciona un cierto subconjunto de clientes en los que se
instalara´n concentradores, se interconectan los concentradores y se asigna cada cliente al
concentrador ma´s cercano. Cada cliente recibe dos hilos de fibra o´ptica que lo conectan
con la central de intercambio de datos (unidad central) a trave´s de los dos sentidos posibles
del anillo.
Supongamos que un cliente i que esta´ en el anillo esta´ comunica´ndose con otros a
trave´s de la porcio´n del anillo que parte de la unidad central en el sentido de las agujas
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Unidad central
Clientes
Figura 1.1: Ejemplo de estructura de tipo anillo-estrella
de reloj. Si un eje de esa porcio´n falla, es posible redirigir la informacio´n desde/hacia el
cliente i a trave´s de la porcio´n contraria del anillo, que no habr´ıa sido afectada por el
fallo. De esta manera se garantiza un servicio de comunicacio´n continua ante eventuales
fallos o rupturas de los cables de fibra o´ptica que trasmiten la informacio´n.
Por otro lado, la estructura anillo-estrella, en general, provoca un menor coste. En
efecto, el coste total de la red de comunicacio´n depende de varios factores tales como
el coste de los cables de fibra o´ptica o los dispositivos necesarios para la comunicacio´n,
pero, en general, el coste principal se debe a las excavaciones necesarias para enterrar los
tubos con cables de fibra o´ptica bajo tierra. Por tanto, las empresas de telecomunicaciones
tratan de reducir este coste tanto como sea posible. Supongamos que todos los clientes
salvo uno, el cliente i, esta´n localizados en un anillo circular y conectados entre s´ı mediante
un cable que recorre el anillo. Para conectar el nuevo cliente i a la red, puede ampliarse
el anillo para que pase por el nuevo cliente, lo que obliga a conectarlo con dos de los
clientes del anillo o, si la distancia a un cliente que ya este´ en el anillo es pequen˜a, puede
considerarse la posibilidad de conectar el nuevo cliente i con el cliente ma´s cercano del
anillo mediante un eje, lo que, en general, es menos costoso ya que los costes de excavacio´n
son menores. En este caso, las comunicaciones del cliente i se realizan a trave´s de este
eje, en el que se enterrar´ıa el tubo que contiene el cable. Si se produjera un fallo puntual
en este cable, el cliente i quedar´ıa desconectado de la red, mientras que el resto de los
clientes podr´ıan continuar comunicados. Generalmente, la empresa esta´ ma´s dispuesta a
asumir los inconvenientes generados por la incomunicacio´n de un cliente que el costo de
excavacio´n asociado a agrandar el anillo para la inclusio´n de un nuevo cliente.
En ocasiones la situacio´n real es ma´s compleja por lo que es necesario an˜adir ma´s
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condiciones al problema para que se ajuste ma´s fielmente a la realidad. Por ejemplo, en la
actualidad, el cable que interconecta los concentradores contiene, en su forma esta´ndar,
un haz de 100 fibras o´pticas que puede abastecer, a lo sumo, a 50 clientes. Si el nu´mero
de clientes es superior a 50 surge el problema de co´mo disen˜ar una red que llegue a todos
los clientes conservando las buenas propiedades de las soluciones de tipo anillo-estrella.
Una posibilidad consiste en disen˜ar una red con varios anillos-estrella conectados a una
misma unidad central, cada uno de ellos con una cantidad ma´xima de clientes asociados.
Adema´s, con este modelo se consigue au´n mayor fiabilidad, ya que si uno de los anillos
queda totalmente inutilizado, solamente los clientes de ese anillo quedan incomunicados.
Este problema, que generaliza el RSP, se denomina el problema del m-anillo-estrella con
restricciones de capacidad (The Capacitated m-Ring Star Problem, CmRSP).
1.2. Antecedentes
Aunque algunas variantes del problema de obtencio´n de una estructura de anillo-
estrella hab´ıan sido consideradas con anterioridad, el RSP con las caracter´ısticas que se
estudian en este trabajo fue introducido por Labbe´ et al. (2004), que formulan el problema
como un problema de programacio´n lineal entera y desarrollan un algoritmo de resolucio´n
exacto a partir de un me´todo de ramificacio´n y corte basado en ciertas propiedades del
poliedro definido por las restricciones. Posteriormente, Kedad-Sidhoum y Nguyen (2010)
proponen una nueva formulacio´n como un problema de programacio´n lineal entera, que
esta´ basada en caminos simples no dirigidos, y utilizan un algoritmo similar al propuesto
por Labbe´ et al. (2004) para su resolucio´n. Simonetti et al. (2011) proponen una nueva
formulacio´n que transforma el problema en uno de tipo Steiner Tree Problem (STP).
Basa´ndose en el problema transformado, desarrollan un nuevo algoritmo de resolucio´n del
problema basado en te´cnicas de ramificacio´n y corte.
Adema´s de los algoritmos exactos, basados en general en el uso de te´cnicas de ram-
ificacio´n y corte, en la literatura se ha propuesto el uso de algoritmos metaheur´ısticos
para resolver el problema. Pe´rez et al. (2003) proponen un algoritmo que combina proce-
dimientos de bu´squeda en entornos variables(Variable Neighbourhood Search, VNS) y
de bu´squeda tabu´ (Tabu Search, TS). Renaud et al. (2004) proponen un algoritmo que
combina heuristicas voraces y te´cnicas evolutivas. Dias et al. (2006) proponen un algorit-
mo metaheur´ıstico h´ıbrido para la resolucio´n del RSP basado en procedimientos Greedy
Randomized Adaptive Search Procedures (GRASP) y General Variable Neighbourhood
Search (GVNS).
En la literatura se han estudiado otros problemas directamente relacionados con el
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RSP. El problema del ciclo mediano (Median Cycle Problem, MCP), estudiado por Pe´rez
et al. (2003), Renaud et al. (2004) y Labbe´ et al. (2005), consiste en encontrar un ciclo
simple con el menor coste posible sujeto a un cota superior sobre el coste total de las
asignaciones de los nodos no visitados por el ciclo. En ocasiones el RSP aparece en la
literatura bajo el nombre del problema del ciclo mediano, aunque en este trabajo se dis-
tinguira´n ambos problemas, considerando el MCP una generalizacio´n del RSP. Lee et al.
(1998) consideran el problema del anillo-estrella con nodos de Steiner, que generaliza el
RSP an˜adiendo al problema original los llamados nodos de transicio´n (tambie´n conocidos
como nodos de Steiner o concentradores) que pueden ser utilizados para construir el anillo
solucio´n y, de esta manera, reducir costes. El uso de nodos de transicio´n tambie´n aparece
frecuentemente en la definicio´n del CmRSP, que ha sido estudiado por Baldacci et al.
(2007), Mauttone et al. (2007) y Naji-Azimi et al. (2010). El problema del anillo-estrella
multidepo´sito, introducido por Baldacci y Dell’Amico (2010), considera el problema de
disen˜ar una coleccio´n de anillos-estrella, cada uno de ellos partiendo de una unidad cen-
tral distinta. El problema del anillo-estrella bi-objetivo, estudiado por Liefooghe et al.
(2010), plantea el problema del anillo-estrella como un problema bi-objetivo, tratando de
minimizar simulta´neamente el coste del ciclo y el coste de las asignaciones de los clientes
no visitados.
2El problema del anillo-estrella (RSP)
2.1. Definicio´n del problema
El RSP puede ser formulado como un problema de optimizacio´n en teor´ıa de grafos.
Sea G = (V,E ∪ A) un grafo mixto donde V es el conjunto de nodos, E es el conjunto
de ejes y A el conjunto de arcos. Sea 0 el nodo central o nodo ra´ız por el que pasa
necesariamente cualquier anillo solucio´n del problema y sea U = V \ {0} el conjunto de
nodos que representan a los clientes. El conjunto E = {[i, j] : i, j ∈ V, i 6= j} representa
el conjunto de los posibles ejes del anillo. Cada uno de sus elementos e = [i, j] ∈ E tiene
asociado un coste no negativo ce = cij. El conjunto A representa las posibles asignaciones,
es decir, A = {(i, j) : i, j ∈ V } y el arco (i, j) representa la asignacio´n del nodo i al nodo
j. Cada arco a = (i, j) ∈ A tiene asociado un coste de asignacio´n no negativo da = dij.
El general, consideraremos dii = 0 para todo i ∈ V , pero podr´ıa considerarse que dii es,
por ejemplo, el coste requerido por utilizar el cliente i como concentrador, y en ese caso
se tendr´ıa dii ≥ 0.
Un anillo R es un ciclo simple que visita un subconjunto de nodos que incluye el nodo
central. Es decir, un anillo es un camino que comienza y acaba en el nodo 0 sin repetir
ninguno de los nodos por los que pasa (salvo el 0). Para facilitar la notacio´n denotaremos
a cada anillo como R = (VR, ER), siendo VR ⊆ V el conjunto de nodos que recorre el
anillo y ER ⊆ E el conjunto de ejes por los que pasa. De esta forma, un anillo de longitud
m = |VR| puede expresarse como una sucesio´n ordenada de nodos
R = [0 = r0, r1, r2, . . . , rm−1, rm]
que satisfacen que
VR = {0, r1, . . . , rm−1, rm}
ER = {[0, r1], . . . , [rm−1, rm], [rm, 0]}
5
6 El problema del anillo-estrella
Los nodos de V \ VR se asignan al nodo ma´s cercano en el anillo.
El coste del anillo R se define como la suma del coste de sus ejes:
cR =
∑
e∈ER
ce
Para cada nodo i ∈ V \ VR, se define el coste de su asignacio´n al anillo R como el menor
de los costes de asignacio´n de i a los nodos en VR. Por tanto, el coste de asignacio´n de los
nodos del grafo al anillo R es:
dR =
∑
i∈V \VR
min
j∈VR
dij
Teniendo en cuenta que el coste de asignacio´n de un nodo a s´ı mismo es cero, podemos
considerar que un nodo esta´ asignado a s´ı mismo si y solo si esta´ en el anillo. De esta
forma, el coste de asignacio´n del anillo puede reescribirse como:
dR =
∑
i∈V
min
j∈VR
dij
En la Figura 2.1 puede verse la representacio´n de una solucio´n del RSP.
i j
d
i j
cij
ij
Figura 2.1: Una solucio´n factible del RSP
Sea R el conjunto de anillos en G que pasan por el nodo 0. El objetivo del RSP es
encontrar un anillo R ∈ R tal que:
cR + dR = min
S∈R
{cS + dS}
El RSP generaliza el problema del viajante cla´sico (TSP), que aparece cuando A = ∅,
y es, por tanto, un problema NP-duro (Karp (1972)).
A continuacio´n se van a presentar distintas formulaciones del RSP como un problema
de programacio´n lineal entera mixta, que se han propuesto en la literatura. La primera
formulacio´n, basada en ciclos, fue propuesta por Labbe´ et al. (2004). Kedad-Sidhoum
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y Nguyen (2010) proponen una formulacio´n muy semejante basada en caminos simples.
Finalmente, Simonetti et al. (2011) proponen una transformacio´n del RSP al problema
del a´rbol de Steiner (Hwang y Richards (1992)) y presentan una formulacio´n para dicho
problema transformado.
2.2. Formulacio´n basada en ciclos (Labbe´ et al.)
Para cada eje e = [i, j] ∈ E, sea xe = xij la variable binaria que toma el valor 1 si el
eje e aparece en el anillo y toma el valor 0 en otro caso. Para cada arco a = (i, j) ∈ A, sea
ya = yij la variable binaria que toma el valor 1 si el nodo i se asigna al nodo j, que forma
parte del anillo, y toma el valor 0 en otro caso. Un nodo i se considera que esta´ asignado
a s´ı mismo si la variable yii = 1, es decir, si el nodo i esta´ en el anillo. Notemos que no es
necesario tener en cuenta las variables de tipo y0i, ya que para todo anillo debe cumplirse
y0i = 0 si i 6= 0 y y00 = 1.
Para facilitar la notacio´n, para cada subconjunto de nodos S ∈ V definimos:
E(S) = {[i, j] ∈ E : i, j ∈ S}
δ(S) = {[i, j] ∈ E : i ∈ S, j /∈ S}
Si S solo tiene un nodo, es decir S = {i}, para simplificar la notacio´n escribiremos δ(i)
en lugar de δ({i}). Para cada subconjunto de ejes E ′ ⊆ E, denotaremos
x(E ′) =
∑
e∈E′
xe
El problema RSP puede formularse como:
min
∑
e∈E
cexe +
∑
a∈A
daya (2.1a)
sujeto a
x(δ(0)) = 2 (2.1b)
x(δ(i)) = 2yii ∀i ∈ U (2.1c)∑
j∈V
yij = 1 ∀i ∈ U (2.1d)
x(δ(S)) ≥ 2
∑
j∈S
yij ∀S ⊂ U,∀i ∈ S (2.1e)
xe, ya ∈ {0, 1} ∀e ∈ E, a ∈ A (2.1f)
En esta formulacio´n, la restriccio´n (2.1b) asegura que el nodo 0 tiene grado 2, es decir,
existen exactamente dos ejes en la solucio´n que lo conectan con otros nodos. Ana´loga-
mente, la restriccio´n (2.1c) asegura que, en una solucio´n factible, un nodo i ∈ U esta´ en
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el anillo (yii = 1) si y so´lo si tiene grado 2. La restriccio´n (2.1d) garantiza que cada nodo
i ∈ U o bien pertenece al anillo (yii = 1) o bien esta´ asignado a un nodo j ∈ V (yii = 0 y
yij = 1).
La restriccio´n (2.1e) es una restriccio´n de conectividad ya que asegura que un subcon-
junto S ⊆ U esta´ conectado a su complementario por al menos dos ejes del anillo siempre
que al menos un nodo i ∈ S este´ asignado a otro j ∈ S. Adema´s, garantiza que la solucio´n
contiene un u´nico ciclo, es decir, sin la restriccio´n (2.1e) el modelo admitir´ıa soluciones
como la que se ilustra en la Figura 2.2, en la que se aprecia que el conjunto S y el nodo i
sen˜alados no cumplen esta restriccio´n.
S
i
Figura 2.2: Solucio´n no factible: no cumple la restriccio´n (2.1e)
La combinacio´n de las restricciones (2.1b), (2.1c) y (2.1f) garantiza que la solucio´n
contendra´ al menos un anillo que pasa por el nodo 0. La combinacio´n de las restricciones
(2.1b), (2.1c), (2.1d), (2.1e) y (2.1f) asegura que cada nodo que no esta´ en el anillo
esta´ asignado a un nodo que s´ı lo esta´.
Notemos que el modelo formulado en (2.1) impone, impl´ıcitamente, que el anillo visita
al menos tres nodos, incluido el nodo 0. Si el anillo visitase menos de tres nodos uno de
los que s´ı visitar´ıa ser´ıa el 0 y la restriccio´n (2.1b) no se cumplir´ıa, ya que se tendr´ıa
x(δ(0)) ≤ 2. El hecho de que el anillo visite al menos tres nodos aumenta la fiabilidad
de la solucio´n cuando se trata de problemas en redes de telecomunicaciones ya que, en
caso de fallo de uno de los ejes, permite redirigir la informacio´n evitando perdidas de
conexio´n. Si e´sta no fuera una restriccio´n del problema, e´ste podr´ıa resolverse fa´cilmente
por enumeracio´n ya que las soluciones que consisten en un anillo degenerado (so´lo el nodo
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0 o so´lo el nodo 0 y otro nodo) pueden ser enumeradas fa´cilmente.
Este modelo puede ser extendido para incorporar restricciones de capacidad en los
concentradores. Por ejemplo, si un nodo j en el anillo no puede servir a ma´s de lj clientes
externos, bastar´ıa an˜adir al modelo las restricciones:∑
(i,j)∈A
yij ≤ ljyjj ∀j ∈ V
Como se indica en Labbe´ et al. (2004), estas restricciones pueden complicar mucho la
resolucio´n del modelo.
Una de las caracter´ısticas de los problemas de programacio´n lineal entera es que la
introduccio´n de restricciones adicionales que son verificadas por las soluciones o´ptimas
facilitan, en muchos casos, la resolucio´n del problema ya que permiten mejorar las cotas
que se obtienen para el problema lineal relajado. Veamos algunas de las desigualdades
va´lidas para el conjunto de soluciones factibles enteras que fortalecen la relajacio´n lineal
del modelo (2.1).
Las desigualdades desarrolladas para el problema del politopo ciclo, estudiado por
Bauer (1997), son tambie´n va´lidas para el RSP. Consideremos las siguientes desigualdades:
x(E(H)) + x(T ) ≤
∑
i∈H
yii +
|T | − 1
2
(2.2)
para todo H ⊆ V y T ⊆ δ(H), satisfaciendo
(i) {i, j} ∩ {k, l} = ∅ para [i, j], [k, l] ∈ T si [i, j] 6= [k, l].
(ii) |T | ≥ 3 e impar.
Estas desigualdades son esta´ndares para problemas de ciclos y se deducen fa´cilmente como
suma de dos desigualdades. Utilizando las restricciones de tipo (2.1b) y (2.1c) para todo
i ∈ H y sabiendo que x(T ) ≤ x(δ(H)) se tiene que
2x(E(H)) + x(δ(T )) ≤ 2x(E(H)) + x(δ(H)) =
∑
i∈H
yii (2.3)
Por otro lado, utilizando que xe ≤ 1 para todo e ∈ T se tiene que
x(T ) ≤ |T | (2.4)
As´ı, sumando las desigualdades (2.3) y (2.4), dividiendo por dos y tomando la parte entera
en ambos lados obtenemos la desigualdad (2.2).
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Otra familia de desigualdades va´lidas aparece debido a que ciertas asignaciones son
incompatibles. En concreto, las variables yij e yik son incompatibles cuando j 6= k, es
decir
yij + yik ≤ 1 ∀j, k ∈ V, j 6= k (2.5)
Ana´logamente, se dan tambie´n la siguientes desigualdades
yij + yjk + yki ≤ 1 ∀i, j, k ∈ U diferentes (2.6)
Finalmente, combinando las restricciones (2.3), con S = {i, j, k} ⊆ U , y las restric-
ciones (2.5) obtenemos nuevas desigualdades va´lidas para el RSP:
x(δ(S)) ≥ 2(yij + yjk + yki) ∀i, j, k ∈ U diferentes (2.7)
2.2.1. Algoritmo
Para resolver el RSP, Labbe´ et al. (2004) proponen un algoritmo de ramificacio´n y
corte que permite encontrar un anillo, C, solucio´n o´ptima del RSP. Los algoritmos de
ramificacio´n y corte son usados para resolver problemas generales de programacio´n lineal
entera y combinan me´todos de ramificacio´n y acotacio´n con me´todos de planos de corte.
Los me´todos de ramificacio´n y acotacio´n son me´todos enumerativos que recorren im-
pl´ıcitamente todas las soluciones enteras factibles (Nemhauser y Wolsey (1999)). Aunque
el nu´mero de posibles soluciones aumenta de forma exponencial con respecto al numero
de variables del problema, los algoritmos de ramificacio´n y acotacio´n introducen reglas
para poder descartar conjuntos de soluciones sin evaluarlas una a una. En el proceso de
ramificacio´n se an˜aden restricciones al modelo que fuerzan a que una de las variables sea
entera y en el proceso de acotacio´n se permite cerrar ramas cuando se tiene la garant´ıa
de que las nuevas soluciones enteras que se introducira´n al ramificar no proporcionan un
valor o´ptimo para el problema original.
Los me´todos de corte, en cambio, son me´todos no enumerativos que introducen suce-
sivos cortes sobre la regio´n factible hasta localizar la mejor solucio´n entera. Un plano
de corte para un problema de programacio´n entera es una restriccio´n que reduce la re-
gio´n factible del problema relajado (sin restricciones de integridad) sin eliminar soluciones
factibles para el problema original.
Denotaremos por V (C) el conjunto de nodos en la solucio´n. A continuacio´n se describen
los pasos del algoritmo:
Paso 1: Inicializacio´n.
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Se inicializa el contador de iteraciones, t = 0, y se calcula una cota superior z del
RSP o´ptimo:
Empezando por V (C) = {0}, se inserta sucesivamente un nodo i /∈ V (C) que
minimice
L(i, λ) = λ inc(C, i) + (1− λ)(−dec(C, i))
donde inc(C, i) es el menor de los incrementos producido en el coste del anillo C al
insertar i, y dec(C, i) es el decrecimiento producido en el coste de asignacio´n. Esta
operacio´n se repite siempre y cuando L(i, λ) decrezca con una nueva insercio´n. El
ca´lculo se realiza para λ ∈ {0.1, 0.3, 0.5, 0.7, 0.9} y se selecciona la mejor solucio´n.
Los valores de λ se han elegido para generar cinco anillos, cada uno de los cuales
asigna un peso diferente al coste del anillo y al coste de asignacio´n.
Por otro lado se resuelve el subproblema lineal inicial que se formula como:
min
∑
e∈E
cexe +
∑
a∈A
daya
sujeto a
x(δ(0)) = 2
x(δ(i)) = 2yii ∀i ∈ U∑
j∈V
yij = 1 ∀i ∈ U
x0i ≤ yii ∀i ∈ U
Se inserta su solucio´n en la lista L.
Paso 2: Finalizacio´n o seleccio´n de un subproblema.
Si L = ∅ el algoritmo termina. En otro caso, se selecciona el subproblema de la lista
L con menor valor de la funcio´n objetivo y se va al Paso 3.
Paso 3: Solucio´n del subproblema.
Se actualiza la iteracio´n t = t+ 1. Sea z el valor de la funcio´n objetivo del subprob-
lema seleccionado. Si z ≥ z, se va al Paso 2. En otro caso, si la solucio´n es factible
para el RSP, se toma z = z, se actualiza C al nuevo anillo solucio´n e se vuelve al
Paso 2. En otro caso, se continu´a con el Paso 4.
Paso 4: Heur´ıstica basada en Programacio´n Lineal.
Si la solucio´n es fraccionaria y t es mu´ltiplo de 5, se aplica el siguiente procedimiento
heur´ıstico:
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Dada la solucio´n fraccionaria (x∗, y∗), se ordenan las variables x∗ij en orden decre-
ciente con respecto a los valores cij y se toman, uno a uno, los ejes asociados hasta
obtener el anillo C∗. Si el nodo 0 no esta´ en C∗, se introduce en la mejor posicio´n.
Finalmente, se aplica el procedimiento 2-opt desarrollado por Lin (1965) para tratar
de reducir el coste del anillo C∗. Sea z∗ el valor de la funcio´n objetivo de la solucio´n
C∗. Si z∗ ≤ z, se toma z = z∗ y se actualiza C a C∗. A continuacio´n se pasa al Paso
5.
Paso 5: Generacio´n y separacio´n de restricciones.
Se introducen hasta 300 restricciones de conectividad (2.1e) no satisfechas y las
restricciones (2.2), (2.6) y (2.7). Si no se pueden generar restricciones se va al Paso
6 y, en otro caso, al Paso 3.
Paso 6: Ramificacio´n.
Se crean dos subproblemas por ramificacio´n de una variable no entera yii o xij. La
primera estrategia de ramificacio´n consiste en encontrar una variable yii. Para ello,
se aplica la regla de ramificacio´n fuerte con las 5 variables yii con valor fraccionario
ma´s cercano a 0.5. Si todas estas variables son enteras, se selecciona una variable
xij usando el mismo criterio. Se insertan los dos subproblemas generados en L y se
continu´a al Paso 2.
2.3. Formulacio´n basada en caminos (Kedad-Sidhoum
y Nguyen)
Esta formulacio´n es similar a la presentada por Labbe´ et al. (2004) y, por tanto,
se utilizara´ la misma notacio´n que en la Seccio´n 2.2 para plantearla. Llamaremos s al
nodo 0 y an˜adiremos un nodo auxiliar t copia del nodo s obteniendo as´ı un nuevo grafo
G′ = (V ′, E ′ ∪ A′) donde V ′ = V ∪ {t}, E ′ = E ∪ {[s, t]} ∪ {[t, u] : [s, u] ∈ E} y A′ = A.
As´ı, una solucio´n del RSP en G consiste en un camino desde s hasta t en G′ que asigna
cada nodo que no esta´ en el camino a uno que si lo esta´ (excepto t).
La formulacio´n como un problema de programacio´n lineal entera mixta a partir del
grafo G′ es similar a la anteriormente presentada basada en ciclos. La funcio´n objetivo es la
misma y las restricciones que estaban relacionadas con el nodo 0, ahora esta´n expresadas
en funcio´n de s y de t. Tenemos as´ı:
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min
∑
e∈E′
cexe +
∑
a∈A′
daya (2.8a)
sujeto a
x(δ(s)) = 1, x(δ(t)) = 1 (2.8b)
x(δ(i)) = 2yii ∀i ∈ V ′ \ {s, t} (2.8c)∑
j∈V ′
yij = 1 ∀i ∈ V ′ \ {s, t} (2.8d)
x(δ(S)) ≥ 2
∑
j∈S
yij ∀S ⊆ V ′ \ {s, t},∀i ∈ S (2.8e)
xe, ya ∈ {0, 1} ∀e ∈ E ′, a ∈ A′ (2.8f)
En el trabajo se sen˜ala que es posible an˜adir desigualdades va´lidas al problema relajado
adaptando, cuando sea posible, las que se an˜adieron en la Seccio´n 2.2 para la formulacio´n
de Labbe´ et al. (2004). La ventaja principal de la formulacio´n introducida por Kedad-
Sidhoum y Nguyen (2010) es que permite an˜adir ciertas desigualdades a partir del poliedro
st-camino que no se dan para la formulacio´n basada en ciclos. En particular, se dan la
siguientes desigualdades st-camino blossom
x(δ(H) \ T )− x(T ) + (1− |T |)xst ≥ 1− |T | (2.9)
para todo H ⊆ V ′ y T ⊆ δ(H) con |T |+ |H ∩ {s, t}| impar.
2.3.1. Algoritmo
La idea general del algoritmo de ramificacio´n y corte usado por Kedad-Sidhoum
y Nguyen (2010) para resolver el RSP es similar a la del algoritmo desarrollado por
Labbe´ et al. (2004) descrito en la Seccio´n 2.2. La principal diferencia es que en el al-
goritmo propuesto por Kedad-Sidhoum y Nguyen (2010) se introducen las restricciones
st-camino blossom (2.9). Denotaremos con V (C) el conjunto de nodos en el st-camino
solucio´n C. La descripcio´n del algoritmo es la siguiente:
Paso 1: Inicializacio´n.
Se inicializa el contador de iteraciones t = 0 y se calcula una cota superior z del
RSP o´ptimo de la siguiente manera:
Empezando con V (C) = {s, t}, se inserta sucesivamente un nodo i /∈ V (C) que
minimice
L(i, λ) = λ inc(C, i) + (1− λ)(−dec(C, i))
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donde inc(C, i) es el menor de los incrementos producido en el coste del st-camino
C al insertar i y dec(C, i) es el decrecimiento producido en el coste de asignacio´n.
Esta operacio´n se repite siempre y cuando L(i, λ) < 0 con un nueva insercio´n.
Este proceso se realiza para λ ∈ {0.1, 0.3, 0.5, 0.7, 0.9} y se selecciona la mejor
solucio´n. Los valores de λ se han elegido para generar cinco soluciones, cada una
con pesos diferentes para el coste del anillo y el coste de asignacio´n.
Por otro lado se resuelve el subproblema lineal inicial que se formula como:
min
∑
e∈E′
cexe +
∑
a∈A′
daya
sujeto a
x(δ(s)) = 1, x(δ(t)) = 1
x(δ(i)) = 2yii ∀i ∈ V ′ \ {s, t}∑
j∈V ′
yij = 1 ∀i ∈ V ′ \ {s, t}
xe ∈ {0, 1}, ya ≥ 0 ∀e ∈ E ′, a ∈ A′
Se inserta su solucio´n en la lista L.
Paso 2: Finalizacio´n o seleccio´n de un subproblema.
Si L = ∅ el algoritmo termina. En otro caso, se selecciona el subproblema de la lista
L con menor valor de la funcio´n objetivo y se va al Paso 3.
Paso 3: Solucio´n del subproblema.
Se actualiza la iteracio´n t = t+ 1. Sea z el valor de la funcio´n objetivo del subprob-
lema seleccionado. Si z ≥ z se va al Paso 2. En otro caso, si la solucio´n es factible
para el RSP, se toma z = z, se actualiza C al nuevo anillo solucio´n y se vuelve al
Paso 2. En otro caso, se continu´a con el Paso 4.
Paso 4: Generacio´n y separacio´n de restricciones.
Se introducen restricciones de conectividad (2.8e) no satisfechas y restricciones blos-
som (2.9). Si no es posible generar restricciones se va al Paso 5 y, en otro caso, al
Paso 3.
Paso 5: Ramificacio´n.
Se crean dos subproblemas por ramificacio´n de una variable no entera yii o xij. La
primera estrategia de ramificacio´n consiste en encontrar una variable yii. Para ello,
se aplica la regla de ramificacio´n fuerte con las 5 variables yii con valor fraccionario
ma´s cercano a 0.5. Si todas estas variables son enteras, se selecciona una variable
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xij usando el mismo criterio. Se insertan los dos subproblemas generados en L y se
continu´a con el Paso 2.
2.4. Formulacio´n basada en el STP (Simonetti et al.)
Simonetti et al. (2011) proponen una transformacio´n del problema RSP en un prob-
lema de tipo STP (Steiner Tree Problem) con restricciones adicionales.
El Steiner Tree Problem (STP), tambie´n conocido como Minimum Steiner Arbores-
cence Problem, es una generalizacio´n del cla´sico problema del a´rbol de expansio´n mı´nima
(Minimum Spanning Tree Problem, MSTP). Sea un grafo G = (V ,A) donde cada uno
de sus arcos tiene asociado un cierto coste. En el MSTP se trata de encontrar el a´rbol
de mı´nimo coste que contiene todos los nodos de un grafo dado. En el STP, dado r ∈ V ,
denominado nodo ra´ız, y dado un conjunto R ⊆ V de nodos, denominados nodos termi-
nales, el objetivo del STP es encontrar el a´rbol de menor coste con ra´ız en r que contiene
los nodos de R.
2.4.1. Construccio´n del grafo transformado
Dado G = (V,E∪A), el grafo del RSP definido en la Seccio´n 2.1, se construye el grafo
dirigido G = (V ,A) sobre el que se plantea el STP. El grafo G se estructura en dos niveles
numerados como 1 y 2.
Para cada nodo i ∈ V se crean dos nodos en V , el nodo i1 en el nivel 1 y el nodo i2
en el nivel 2. Para el nodo 0, adema´s de los nodos 01 y 02, se crean en el correspondiente
nivel 2 nuevas copias denotadas como 0′1 y 0
′
2.
Para cada eje [i, j] ∈ E con i, j 6= 0, se crean en A los arcos (i1, j1) y (j1, i1). Adema´s,
para cada eje del tipo [0, i] ∈ E se incluyen en A los arcos (01, i1) e (i1, 0′1). El resto de
arcos de A son los de la forma (i1, i2) para todo i ∈ V , los (j1, i2) para todo (i, j) ∈ A con
i 6= 0 y, finalmente, los arcos (01, 0′1) y (0′1, 0′2). Por tanto,
V ={i1 : i ∈ U} ∪ {i2 : i ∈ U} ∪ {01, 02, 0′1, 0′2}
A ={(i1, j1), (j1, i1) : [i, j] ∈ E, i, j ∈ U} ∪ {(01, i1), (i1, 0′1) : [0, i] ∈ E} ∪ {(i1, i2) : i ∈ V }
∪ {(j1, i2) : (i, j) ∈ A, i ∈ U} ∪ {(01, 0′1), (0′1, 0′2)}
En la Figura 2.3 se muestra un ejemplo de un grafo y su correspondiente grafo trans-
formado en dos niveles.
En el grafo transformado, los arcos cuyo nodo inicial y final esta´n en el primer nivel se
16 El problema del anillo-estrella
1
2 3
0
(a) G = (V,E ∪A)
0 1 3 0'1 1 21 1 1
0 1 2 3 0'2 2 2 2 2
(b) Grafo transformado G = (V ,A)
Figura 2.3: Ejemplo de transformacio´n del RSP en STP
identifican con ejes del anillo. El resto de los arcos, es decir, los que tienen el nodo inicial
en el primer nivel y el nodo final en el segundo nivel, se identifican con asignaciones de
clientes que no esta´n en el anillo a clientes que s´ı lo esta´n.
Los costes que se asignan a los arcos de A se calculan de la siguiente manera. El coste
de los arcos (01, 0
′
1) y (i1, i2) para i1 ∈ V 1 es cero. Dado un arco (i, j) ∈ A, el arco asociado
(j1, i2) ∈ A tiene un coste de dij. Ana´logamente, dado un eje [i, j] ∈ E, i, j 6= 0, los arcos
asociados (i1, j1) y (j1, i1) en A tienen un coste de cij. Finalmente, para los nodos i ∈ V
vecinos del nodo 0, el coste de los arcos (01, i1) e (i1, 0
′
1) es c0i. En general, para cada arco
a ∈ A llamaremos ca al coste asignado a dicho arco. Se tiene, por tanto
c010′1 =0
ci1i2 =0 ∀i1 ∈ V 1
cj1i2 =dij ∀(i, j) ∈ A
ci1j1 =ci1j1 = cij ∀[i, j] ∈ E, i ∈ U, j ∈ U
c01i1 =ci10′1 = c0i ∀[0, i] ∈ E
Para definir el problema STP asociado al RSP es necesario identificar el nodo ra´ız
r y el conjunto de nodos terminales R. En este caso, el nodo ra´ız es r = 01 y R es el
conjunto de nodos del nivel 2 del grafo G. Adema´s, se necesita una restriccio´n adicional
que garantice que, en cualquier solucio´n del problema STP, para un nodo en el nivel 1
existe a los sumo un arco que parte de ese nodo y llega a otro nodo en el mismo nivel.
Esta restriccio´n adicional evita que puedan darse soluciones como la de la Figura 2.4.
En la Figura 2.4b se muestra una solucio´n factible para el problema STP. Sin embargo,
en la Figura 2.4a se observa que esta solucio´n no se identifica con ninguna solucio´n del
correspondiente RSP. Este problema STP con restricciones adicionales se denomina CSTP
(Constrained Steiner Tree Problem).
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1
2 3
0
(a) Solucio´n no
factible para el RSP
0 1 3 0'1 1 21 1 1
0 1 2 3 0'2 2 2 2 2
(b) Solucio´n factible para el STP
Figura 2.4: Ejemplo de solucio´n no factible para el RSP pero s´ı para el STP
Notemos que, por la construccio´n del grafo transformado G, la u´nica forma de llegar
al nodo 0′2 es a trave´s del arco (0
′
1, 0
′
2), es decir, incluyendo el nodo 0
′
1 en el a´rbol solucio´n.
De esta manera, la construccio´n del grafo G′ junto con la restriccio´n adicional garantizan
que una solucio´n factible del CSTP induce, sobre los nodos del nivel 1, un camino entre
los nodos 01 y 0
′
1. La Figura 2.5 ilustra la correspondencia entre una solucio´n del RSP y
una del CSTP.
1
2 3
0
(a) Solucio´n RSP
0 1 3 0'1 1 21 1 1
0 1 2 3 0'2 2 2 2 2
(b) Solucio´n CTSP
Figura 2.5: Ejemplo de solucio´n transformada
2.4.2. Formulacio´n del CTSP asociado al RSP
Para cada arco a = (i, j) ∈ A definimos la variable binaria xa = xij que toma el valor
1 si el arco a pertenece al a´rbol solucio´n y el valor 0 en otro caso. Con esta definicio´n, el
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CSTP sobre G se formula como el siguiente problema de programacio´n lineal entera:
min
∑
a∈A
caxa (2.10a)
sujeto a ∑
(i,j)∈A,j∈V1
xij ≤ 1 ∀i ∈ V1 (2.10b)
∑
(i,j)∈A
xij ≤ 1 ∀j ∈ V (2.10c)
∑
i∈V \S
∑
j∈S
xij ≥ 1 ∀S ⊆ V \ {01}, S ∩ V2 6= ∅ (2.10d)
xij ∈ {0, 1} ∀(i, j) ∈ A, i, j ∈ V1 (2.10e)
xij ∈ {0, 1} ∀(i, j) ∈ A, i ∈ V1, j ∈ V2 (2.10f)
La funcio´n objetivo (2.10a) busca la minimizacio´n del coste del a´rbol solucio´n. Las restric-
ciones (2.10b) limitan el nu´mero de arcos que parten de un nodo en el nivel 1 a otro en el
mismo nivel a uno. Las restricciones (2.10c) limitan a uno el nu´mero de arcos que llegan
a un nodo en la solucio´n. Las restricciones (2.10d), conocidas como cortes de Steiner,
aseguran que los nodos terminales (V2 = R) son alcanzados por la solucio´n. Puede verse
que, debido a los costes asignados a los arcos de G, estas restricciones fuerzan la existencia
de una solucio´n o´ptima cuyo subgrafo inducido sobre los arcos cuyos nodos esta´n en el
nivel 1 es un camino.
Simonetti et al. (2011) hacen notar que las restricciones (2.10f) se pueden relajar
a xij ≥ 0 en esta formulacio´n. Esto se debe a que hay un solucio´n o´ptima entera del
modelo siempre que se imponga que las variables de los arcos internos del nivel 1 sean
enteras. Observemos tambie´n que esta formulacio´n del CSTP admite soluciones factibles
que pueden contener ciclos. Sin embargo, dado que los costes de todas las variables son no
negativos y que la funcio´n objetivo es de mı´nimo, se observa que hay una solucio´n o´ptima
de tipo a´rbol de Steiner.
Simonetti et al. (2011) introducen una serie de restricciones adicionales con el fin de
mejorar las cotas del problema lineal relajado. Sen˜alan que por la propia construccio´n
del modelo CSTP, y haciendo uso de las restricciones (2.10d), se obtienen las siguientes
restricciones que son satisfechas por, al menos, una solucio´n o´ptima:∑
(i1,j1)∈A
xi1j1 = xj1j2 ∀j1 ∈ V1 \ {01} (2.11)
donde j2 es la copia correspondiente al nodo j1 en el nivel 2. Notemos que, para un par
de nodos j1 y j2, las restricciones (2.11) fuerzan a que el arco (j1, j2) este´ en la solucio´n
siempre que el nodo j1 este´ en la solucio´n.
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Tambie´n son va´lidas las restricciones (2.12) ya que en un a´rbol de Steiner o´ptimo, para
cada j1 ∈ V \ {01, 0′1}, si consideramos so´lo los arcos entre nodos del nivel 1, el nu´mero
de arcos que llegan y que dejan j1 debe ser el mismo:∑
(j1,i)∈A,i∈V1
xj1i =
∑
(i,j1)∈A,i∈V1
xij1 ∀j1 ∈ V1 \ {01, 0′1} (2.12)
Combinando las restricciones (2.11) y (2.12) para todo j1 ∈ V1 \ {01, 0′1} se obtiene
un nuevo conjunto de igualdades para el modelo (2.10) ma´s fuertes que las restricciones
(2.10b). Estas igualdades son:∑
(j1,i)∈A,i∈V1
xj1i = xj1j2 ∀j1 ∈ V1 \ {01, 0′1} (2.13)
La estructura y los costes del grafo G aseguran que existe una solucio´n o´ptima con
x0102 = 1 (2.14)
y los cortes de Steiner (2.10d) para S = {0′2} fuerzan la igualdad
x0′10′2 = 1 (2.15)
Tambie´n son va´lidas para este problema las desigualdades estudiadas por Bauer (1997).
Sea H ⊆ V1 un subconjunto de nodos y sean los conjuntos de arcos A(H) = {(i, j) ∈ A :
i, j ∈ H} y δ1(H) = {(i, j) ∈ A : i ∈ Hj ∈ V1 \ H}. Adema´s, sea T ⊆ δ1(H) y
T = {(j, i) ∈ A : (i, j) ∈ T}. Entonces, se tiene la siguiente desigualdad
∑
a∈A(H)
xa +
∑
a∈T∪T
xa ≤
∑
i∈H
xi1i2 +
|T | − 1
2
(2.16)
siempre que
(i) {i, j} ∩ {k, l} = ∅ para [i, j], [k, l] ∈ T si [i, j] 6= [k, l].
(ii) |T | ≥ 3 e impar.
Esta desigualdad, adecuadamente adaptada, aparece tambie´n en los modelos de Labbe´ et al.
(2004) y Kedad-Sidhoum y Nguyen (2010), y se obtiene de forma ana´loga.
As´ı, se puede reforzar el modelo (2.10) reemplazando las restricciones (2.10b) por
las igualdades (2.13) y an˜adiendo las ecuaciones (2.11), (2.14) y (2.15). Este modelo se
denomina RCSTM (Reinforced Constrained Steiner Tree Model).
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2.4.3. Algoritmo
Para resolver el RSP, Simonetti et al. (2011) proponen un algoritmo de ramificacio´n
y corte sobre el problema CSTP. As´ı, el algoritmo se basa en los siguientes puntos:
Punto 1: Conjunto de desigualdades inicial.
Se utiliza el algoritmo heur´ıstico de ascenso dual (Dual Ascent Heuristic, DAH)
introducido por Wong (1984) para generar un conjunto de desigualdades de Steiner
(2.10d) para la formulacio´n RCSTM.
Punto 2: Separacio´n de cortes.
En el algoritmo de ramificacio´n y corte, en cada nodo del a´rbol de bu´squeda, se
resuelve la relajacio´n lineal del RCSTM. Si en la solucio´n o´ptima todos las vari-
ables son enteras, se poda el nodo correspondiente por optimalidad. En otro caso
la solucio´n es racional y las desigualdades va´lidas que no se satisfacen han de bus-
carse resolviendo un problema de separacio´n. Se utiliza el algoritmo propuesto por
Fischetti et al. (1997) para calcular las desigualdades no satisfechas de tipo (2.16)
y el algoritmo propuesto por Koch y Martin (1998) para separar las desigualdades
de Steiner (2.10d).
Punto 3: Cotas superiores.
Para generar una buena solucio´n inicial para el RSP se utiliza un algoritmo heur´ıstico
GRASP desarrollado por Resende y Ribeiro (2005).
Punto 4: Estrategia de ramificacio´n.
La estrategia de ramificacio´n considera primero el conjunto de variables de tipo xi1i2
y, si todas ellas son enteras, las de tipo xi1j1 , eligiendo en ambos casos la variable
cuyo valor este´ ma´s pro´ximo a 0.5 en la solucio´n relajada.
2.5. Algunas variantes del RSP
2.5.1. El problema del ciclo mediano
El problema del ciclo mediano (Median Cycle Problem, MCP) es un problema muy
similar al RSP y en ocasiones ciertos autores califican como MCP los problemas RSP. Sin
embargo, puesto que habitualmente el MCP contiene restricciones adicionales a las del
RSP, consideraremos el MCP como un problema distinto.
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La diferencia entre el RSP y el MCP es que este u´ltimo an˜ade una cota superior d0 > 0
que limita el coste total de las asignaciones. Es decir, un anillo R solucio´n factible para el
RSP es solucio´n factible para el MCP si y so´lo si dR ≤ d0. Utilizando la misma notacio´n
que en la Seccio´n 2.2, debe cumplirse la restriccio´n:∑
a∈A
daya ≤ d0 (2.17)
Una formulacio´n del MCP como problema de optimizacio´n lineal entera es, por tanto,
la resultante de an˜adir la restriccio´n (2.17) al modelo (2.1), es decir:
min
∑
e∈E
cexe +
∑
a∈A
daya (2.18a)
sujeto a ∑
a∈A
daya ≤ d0 (2.18b)
x(δ(0)) = 2 (2.18c)
x(δ(i)) = 2yii ∀i ∈ U (2.18d)∑
j∈V
yij = 1 ∀i ∈ U (2.18e)
x(δ(S)) ≥ 2
∑
j∈S
yij ∀S ⊂ U,∀i ∈ S (2.18f)
xe, ya ∈ {0, 1} ∀e ∈ E, a ∈ A (2.18g)
Puede observarse que el MCP generaliza el RSP, que aparece cuando d0 es suficiente-
mente grande (d0 ≥
∑
a∈A
da).
En la literatura este problema ha sido abordado de diversas maneras. Pe´rez et al.
(2003) y Renaud et al. (2004) proponen me´todos heur´ısticos para resolver el problema.
Labbe´ et al. (2005) desarrollan la formulacio´n (2.18), que modela el MCP como un pro-
blema de optimizacio´n lineal entera y proponen una forma de resolucio´n exacta aplicando
te´cnicas de ramificacio´n y corte.
2.5.2. El problema del anillo-estrella bi-objetivo
Liefooghe et al. (2010) plantean modelar el problema RSP como un problema de
optimizacio´n multiobjetivo.
Un problema de optimizacio´n multiobjetivo (MOP) tiene como finalidad optimizar
un conjunto de n ≥ 2 funciones objetivo f1, f2, . . . , fn simulta´neamente. Cada funcio´n
objetivo puede ser minimizada o maximizada. En este caso supondremos sin pe´rdida de
generalidad que todas las funciones objetivo han de ser minimizadas.
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Sea X el conjunto de soluciones factibles del espacio de decisio´n. Para cada solucio´n
factible x ∈ X se considera un vector objetivo y ∈ Rn definido como y = f(x) =
(f1(x), . . . , fn(x)). Sea Y ⊆ Rn el conjunto de vectores objetivo, es decir, Y = {y ∈ Rn :
y = f(x), x ∈ X}.
Dados dos elementos y, y′ ∈ Y diremos que y ≤ y′ o que y domina a y′ si yi ≤ y′i para
todo i = 1, . . . , n e yi < y
′
i para algu´n i ∈ {1, . . . , n}.
Una solucio´n x ∈ X se dice que es eficiente si no existe ninguna otra que la domine,
es decir, si no existe x′ ∈ X tal que f(x′) ≤ f(x).
As´ı, un problema MOP puede formularse como:
“min” f(x) = (f1(x), . . . , fn(x))
sujeto a
x ∈ X
El significado de “ min ” esta´ referido a encontrar el conjunto de soluciones eficientes
del problema. Hay que tener en cuenta que al minimizar varias funciones objetivo de
forma simulta´nea lo ma´s probable es que exista una variedad de soluciones factibles y
eficientes diferentes. Cada una de estas soluciones obtendra´ mejores valores para unas
funciones objetivo y peores para otras. En Ehrgott (2005) puede encontrarse un ana´lisis
ma´s extenso de los problemas de optimizacio´n multiobjetivo as´ı como de diversos me´todos
de resolucio´n.
Liefooghe et al. (2010) modelan el RSP como un problema bi-objetivo, es decir, un
problema multiobjetivo con so´lo dos funciones objetivo. Utilizando la misma notacio´n que
en la Seccio´n 2.2, las funciones objetivo a minimizar ser´ıan:
f1(x, y) =
∑
e∈E
cexe
f2(x, y) =
∑
a∈A
daya
Es decir, por un lado ha de minimizarse el coste de los ejes del anillo y por otro el coste
de las asignaciones correspondientes de los nodos no pertenecientes al anillo.
Para resolver este problema Liefooghe et al. (2010) proponen un algoritmo evolutivo
elitista con bu´squeda local.
2.5.3. El problema del anillo-estrella con nodos de Steiner
El problema del anillo-estrella con nodos de Steiner (RSPS) fue estudiado por primera
vez por Lee et al. (1998). El RSPS generaliza el RSP considerando en el problema un
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conjunto de nodos adicional, denominados nodos de Steiner, nodos concentradores o nodos
de transicio´n. El propo´sito de estos nodos es el de poder ser utilizados como parte del
anillo, asigna´ndoles los nodos clientes que no pertenecen al anillo cuando sea necesario.
Los nodos de Steiner que no pertenecen al anillo no es necesario asignarlos a otros nodos
que s´ı pertenezcan, simplemente no se utilizan. En la Figura 2.6 se ilustra una solucio´n
factible para el problema RSPS.
Unidad central
Nodos clientes
Figura 2.6: Ejemplo de solucio´n del problema RSPS
El RSPS puede ser formulado como un problema de optimizacio´n en teor´ıa de grafos
ampliando ligeramente la notacio´n utilizada para modelar el RSP. Sea G = (V,E ∪A) un
grafo mixto donde V = {0} ∪ U ∪W es el conjunto de nodos, E es el conjunto de ejes
y A el conjunto de arcos. El nodo 0, igual que en el RSP, es el nodo central o nodo ra´ız
por el que pasa necesariamente cualquier anillo solucio´n del problema, U es el conjunto
de nodos que representan a los clientes y W es el conjunto de nodos que representan a
los nodos de Steiner. El conjunto de ejes E, el conjunto de arcos A y los costes de los
elementos de estos conjuntos se definen de forma ana´loga a los definidos en la Seccio´n 2.1.
Definimos para cada eje e ∈ E la variable binaria xe, que toma el valor 1 si el eje e
aparece en el anillo y el valor 0 en otro caso, y para cada arco (i, j) ∈ A la variable binaria
yij, que toma el valor 1 si el nodo cliente i se asigna al nodo j y el valor 0 en otro caso.
Adema´s, para cada j ∈ W , sea wj una variable binaria que toma el valor 1 si el nodo de
Steiner j pertenece al anillo y el valor 0 en otro caso.
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El problema SRSP puede formularse como:
min
∑
e∈E
cexe +
∑
a∈A
daya (2.19a)
sujeto a
x(δ(0)) = 2 (2.19b)
x(δ(i)) = 2yii ∀i ∈ V \W (2.19c)
x(δ(i)) = 2zii ∀i ∈ W (2.19d)∑
j∈V
yij = 1 ∀i ∈ U (2.19e)
x(δ(S)) ≥ 2
∑
j∈S
yij ∀S ⊂ V \ {0}, ∀i ∈ S (2.19f)
xe, ya, zj ∈ {0, 1} ∀e ∈ E, a ∈ A, j ∈ W (2.19g)
Para resolver este problema Lee et al. (1998) proponen un algoritmo exacto utilizando
te´cnicas de ramificacio´n y corte.
2.5.4. El problema del m-anillo-estrella
El problema del m-anillo-estrella con restricciones de capacidad (CmRSP) fue pro-
puesto inicialmente por Baldacci et al. (2007) y posteriormente estudiado tambie´n por
Mauttone et al. (2007) y Naji-Azimi et al. (2010).
Este problema consiste en encontrar un conjunto de m anillos con el menor coste
posible de forma que todos ellos pasen por la unidad central (nodo 0) y a trave´s de
ciertos nodos clientes y/o nodos de Steiner, asignando cada nodo cliente no visitado a
un nodo que s´ı pertenezca a uno de los anillos. El nu´mero de nodos clientes visitados y
asignados a cada anillo esta´ limitado por una cota superior Q, la capacidad del anillo,
que en problemas de telecomunicaciones hace referencia al grosor del cable utilizado para
construir el anillo o al nu´mero de fibras que contiene. Este problema generaliza al SRSP,
que aparece cuando m = 1 y la capacidad de los anillos Q es igual al nu´mero de nodos
clientes del problema.
En la Figura 2.7 se ilustra una solucio´n factible para el problema CmRSP.
La formulacio´n (2.20) del CmRSP como problema de programacio´n lineal entera, uti-
lizando la misma notacio´n que para el problema RSPS descrito en la Seccio´n 2.5.3, fue
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Unidad central
Nodos clientes
Figura 2.7: Ejemplo de solucio´n del problema CmRSP (m = 3, Q = 15)
propuesta por Baldacci et al. (2007):
min
∑
e∈E
cexe +
∑
a∈A
daya (2.20a)
sujeto a
x(δ(0)) = 2m (2.20b)
x(δ(i)) = 2yii ∀i ∈ U (2.20c)
x(δ(i)) = 2zii ∀i ∈ W (2.20d)∑
j∈V
yij = 1 ∀i ∈ U (2.20e)
x(δ(S)) ≥ 2
Q
∑
i∈U
∑
j∈S
yij ∀S ⊂ V \ {0}, S 6= ∅ (2.20f)
xe, ya, zj ∈ {0, 1} ∀e ∈ E, a ∈ A, j ∈ W (2.20g)
Para resolver este problema se han propuesto diversos algoritmos, tanto exactos como
heur´ısticos. Baldacci et al. (2007) proponen un algoritmo de resolucio´n utilizando te´cnicas
de ramificacio´n y corte sobre la formulacio´n (2.20). Mauttone et al. (2007) proponen un
algoritmo metaheur´ıstico que combina te´cnicas GRASP y de bu´squeda tabu´. Naji-Azimi
et al. (2010) proponen un algoritmo heur´ıstico basado en la aplicacio´n iterativa de varios
me´todos de bu´squeda local.
2.5.5. El problema del anillo-estrella multidepo´sito
El problema del anillo-estrella multidepo´sito (MDRSP) se define sobre una red que
consta de varias unidades centrales. Desde cada una de ellas puede partir uno o varios
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anillos, dependiendo de las restricciones que tenga asociada cada una de ellas. El objetivo
del MDRSP es disen˜ar un conjunto de anillos, partiendo cada uno desde una de las
unidades centrales, de forma que cada uno de los clientes este´ asociado a un u´nico anillo.
Como ocurr´ıa para el problema CmRSP, la capacidad de cada anillo esta´ limitada por
una cota superior Q ∈ N. Adema´s, para cada nodo central d existe una cota superior
md ∈ N que limita el nu´mero de anillos que pueden partir de dicho nodo central. Se
considera tambie´n que, adema´s del conjunto de clientes, el grafo consta de ciertos nodos
de transicio´n o nodos de Steiner. Cada uno de los nodos de Steiner puede ser visitado a
lo sumo por un anillo.
En la Figura 2.8 se ilustra una solucio´n factible para el problema del anillo-estrella
multidepo´sito.
Unidad central
Nodos clientes
Figura 2.8: Solucio´n factible del problema MDRSP
Este problema fue inicialmente propuesto por Baldacci y Dell’Amico (2010), quienes
presentaron una formulacio´n como problema de optimizacio´n lineal entera y propusieron
diversos procedimientos heur´ısticos para su resolucio´n.
Notemos que el MDRSP generaliza el problema RSP, que aparece cuando el conjunto
de nodos de Steiner es vac´ıo y existe una u´nica unidad central, el 0, de la que puede
partir un u´nico anillo (m0 = 1) cuya capacidad l´ımite es, al menos, Q = n. Por tanto, el
problema MDRSP es un problema NP-duro.
3Una transformacio´n del RSP en el
problema del viajante generalizado
3.1. Introduccio´n
En esta seccio´n se propone una reformulacio´n del RSP como un problema del viajante
generalizado (Generalized Traveling Salesman Problem, GTSP) sobre una red construida
apropiadamente. El GTSP se plantea sobre un grafo cuyos nodos esta´n distribuidos en
varios subconjuntos y resuelve el problema de encontrar un ciclo con el menor coste posible
que pasa por todos los subconjuntos dados. Por tanto, el ciclo, adema´s de establecer el
orden en el que se visita cada subconjunto, determina tambie´n que´ nodo o nodos se visita
en cada uno de ellos y en que´ orden. Si cada subconjunto esta´ formado por uno de los
nodos del grafo sobre el que se plantea el GTSP, el problema queda reducido al problema
del viajante cla´sico.
El GTSP fue introducido por Srivastava et al. (1969) que presentaron la versio´n
sime´trica del problema y propusieron un algoritmo de resolucio´n mediante programacio´n
dina´mica. Simulta´neamente, Henry-Labordere (1969) presento´ la versio´n asime´trica del
problema. Ambas versiones difieren en el tipo de grafo sobre el que se plantea el problema,
ya sea no dirigido o dirigido respectivamente. En la tesis doctoral de Noon (1988) aparece
un estudio detallado de este problema, de sus variantes y de algunos de los algoritmos de
resolucio´n existentes, tanto exactos como heur´ısticos. Se define, adema´s, la forma cano´nica
del GTSP en la que se considera que los subconjuntos en los que se divide el conjunto
total de nodos son disjuntos, que no hay arcos internos en dichos subconjuntos, es decir
arcos que conectan dos nodos del mismo subconjunto, y que un ciclo solucio´n del prob-
lema visita cada subconjunto exactamente una vez. Adema´s, si un problema no cumple
alguna de estas condiciones, Noon (1988) propone las transformaciones necesarias para
convertirlo a la forma cano´nica en tiempo polinomial.
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En este trabajo nos centraremos en el GTSP asime´trico, con subconjuntos no nece-
sariamente disjuntos, con la posible existencia de arcos internos y en el que un ciclo debe
visitar cada subconjunto una u´nica vez.
3.2. Construccio´n del grafo del problema GTSP trans-
formado
Sea G = (V,E ∪ A) el grafo del RSP tal y como aparece descrito en la Seccio´n 2.1.
Se define el conjunto de nodos Vˆ = {ij : (i, j) ∈ A, i 6= 0, i 6= j}. Consideramos el grafo
dirigido G′ = (V ′, A′), donde
V ′ = V ∪ Vˆ
A′ = A1 ∪ A2 siendo A1 = {(i, j), (j, i) : [i, j] ∈ E} y A2 = {(ij, j), (j, ij) : ij ∈ Vˆ }
Los arcos a ∈ A′ tienen asociado el coste c′a que se asigna de la siguiente manera. A
los arcos del conjunto A1, que provienen de los ejes de E, se les asigna el coste cij, a los
arcos del conjunto A2 que son de la forma (j, ij) ∈ A′ se les asigna coste 0 y a los que son
de la forma (ij, j) ∈ A′ se les asigna coste dij. Es decir,
c′ij = cij, c
′
ji = cij para todo eje [i, j] ∈ E
c′ijj = dij, c
′
jij
= 0 para todo arco (i, j) ∈ A
De esta manera, puede pensarse que los nodos del grafo G′ esta´n estructurados en dos
niveles, el nivel 0 que incluye los nodos originales, es decir el conjunto V y el nivel 1 en el
que esta´n los nuevos nodos creados Vˆ . Por la construccio´n del grafo G′, los nodos del nivel
1 no esta´n conectados entre s´ı. De hecho, cada nodo ij del nivel 1 so´lo esta´ conectado al
resto de nodos mediante dos arcos, uno de entrada y uno de salida, que lo conectan al
nodo j del nivel 0.
Si llamamos n al nu´mero de nodos del grafo G, mE al nu´mero de ejes y mA al nu´mero
de arcos propios el taman˜o del grafo transformado G′ es de n+mA nodos y 2mE + 2mA
arcos.
La transformacio´n que se propone en este trabajo establece una equivalencia entre un
ciclo C sobre el grafo G′ y un anillo R sobre el grafo G, de manera que C pasa por el nodo
i del nivel 0 si y so´lo si el nodo i pertenece al anillo R, y C pasa por el nodo ij del nivel 1
si y so´lo si el nodo i no esta´ en R y esta´ asignado al nodo j que s´ı esta´ en R. Puesto que
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un anillo R del RSP para que sea factible ha de contener el nodo 0, un ciclo equivalente
sobre el grafo G′ debera´ contener tambie´n el nodo 0, que se encuentra en el nivel 0.
En el grafo G′, para cada nodo i ∈ V , definimos el subconjunto de nodos Si como
Si = {i} ∪ {ij : ij ∈ Vˆ } ∪ {ji : ji ∈ Vˆ }
El GTSP sobre G′ consiste en encontrar un ciclo C, no necesariamente simple, que visita
exactamente una vez cada uno de los conjuntos Si. Notemos que los conjuntos Si no son
disjuntos y que existen arcos en A′ cuyos nodos inicial y final esta´n contenidos dentro de
un mismo Si, por lo que un ciclo que visita una u´nica vez Si puede contener varios nodos de
Si. En otras palabras, un conjunto Si es visitado una u´nica vez si el ciclo correspondiente
entra, y por tanto sale, una u´nica vez en el conjunto. En la Figura 3.1, a la izquierda se
muestra un grafo G y a la derecha su correspondiente grafo transformado G′.
1 2
4
30
(a) Grafo para el RSP
30
(b) Grafo para el problema transformado GTSP
Figura 3.1: Ejemplo de transformacio´n a un problema GTSP
Por construccio´n, un ciclo C solucio´n del GTSP pasa necesariamente por el nodo
0 ∈ V ′. Adema´s, para cada nodo i ∈ V , el ciclo C contiene o bien el nodo i o bien
un u´nico nodo del tipo ij ∈ Vˆ , ya que todos estos nodos pertenecen a Si y no existen
conexiones entre ellos.
Los nodos de tipo ij ∈ Vˆ pertenecen exactamente a dos subconjuntos, el Si y el Sj,
y no pueden aparecer repetidos dentro de un mismo ciclo C solucio´n factible del GTSP,
ya que ij so´lo esta conectado con el nodo j que pertenece so´lo a Sj. Por el contrario, los
nodos de tipo i ∈ V s´ı pueden aparecer repetidos dentro de un mismo ciclo C, hecho
que se ilustra en la Figura 3.2 en la que aparece a la izquierda una solucio´n factible del
RSP y a la derecha la solucio´n correspondiente del GTSP sobre el grafo transformado. En
cualquier caso, ninguno de los arcos a ∈ A′ puede aparecer repetidos dentro de un mismo
ciclo.
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(a) Solucio´n factible para el RSP (b) Solucio´n factible para el GTSP
Figura 3.2: Transformacio´n entre una solucio´n del RSP y una del GTSP
Notemos que, de esta forma, a cada solucio´n factible R del problema RSP se le puede
asociar una solucio´n factible C del GTSP con el mismo valor de la funcio´n objetivo sin
ma´s que considerar el ciclo formado por los arcos en el nivel 0 correspondientes a los ejes
de R, tomados en uno de los dos sentidos posibles, y los arcos del nivel 0 al nivel 1 y
viceversa correspondientes a las asignaciones del problema RSP. Ana´logamente, a cada
solucio´n factible C del GTSP se le puede asociar una solucio´n factible R del RSP sin ma´s
que considerar el anillo formado por los ejes correspondientes a los arcos del ciclo C en el
nivel 0.
Mediante esta transformacio´n, el problema RSP se puede resolver utilizando las te´cni-
cas y algoritmos desarrollados en la literatura para el problema GTSP. As´ı mismo, se han
desarrollado transformaciones, como la de Behzad y Modarres (2002), que permiten trans-
formar el problema GTSP en el problema del viajante cla´sico (TSP) y dar la posibilidad,
por tanto, de utilizar las te´cnicas desarrolladas para el TSP para resolver el RSP.
3.3. Formulacio´n matema´tica del problema GTSP trans-
formado
Utilizaremos la formulacio´n presentada por Noon (1988) para el problema GTSP
general para formular el problema transformado. Puesto que el grafo G′ del problema
transformado consta de nodos de tipo i ∈ V y de tipo ij ∈ Vˆ , en adelante cuando se
utilice la notacio´n de un solo ı´ndice (i, j, . . . ) nos estaremos refiriendo a nodos de V y
cuando se utilice la notacio´n ı´ndice-sub´ındice (ij, jk, . . . ) nos estaremos refiriendo a nodos
de Vˆ .
Para cada arco a ∈ A′, sea za la variable binaria que toma el valor 1 si el arco a
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pertenece al ciclo y el valor 0 en otro caso.
Llamaremos subciclo del GTSP a cualquier ciclo no degenerado contenido en la solu-
cio´n {za}a∈A′ que no pasa por todos los subconjuntos de nodos Si. Dado un subciclo T ,
denotaremos T al conjunto de todos los posibles subciclos y δ(T ) al conjunto de arcos de
A′ cuyo nodo inicial sea un nodo de T y cuyo nodo final no lo sea.
Teniendo en cuenta las caracter´ısticas del grafo transformado G′, el problema GTSP
general puede formularse como:
min
∑
a∈A′
c′aza (3.1a)
sujeto a ∑
(i,j)∈A′
zij +
∑
(ij ,j)∈A′
zijj = 1 ∀i ∈ V (3.1b)∑
(j,i)∈A′
zji +
∑
(j,ij)∈A′
zjij = 1 ∀i ∈ V (3.1c)∑
(j,ij)∈A′
zjij −
∑
(ij ,j)∈A′
zijj = 0 ∀ij ∈ Vˆ (3.1d)
∑
(j,i)∈A′
zji +
∑
(ji,i)∈A′
zjii −
 ∑
(i,j)∈A′
zij +
∑
(i,ji)∈A′
ziji
 = 0 ∀i ∈ V (3.1e)
∑
a∈δ(T )
za ≥ 1 ∀T ∈ T (3.1f)
xa ∈ {0, 1} ∀a ∈ A′ (3.1g)
La restriccio´n (3.1b) establece que para cada subconjunto Si existe un u´nico arco en el
ciclo solucio´n que sale del conjunto y, ana´logamente, la restriccio´n (3.1c) establece que
existe un u´nico arco de entrada al conjunto Si en el ciclo solucio´n. Las restricciones (3.1d)
y (3.1e) aseguran que para cualquier nodo, de Vˆ y V respectivamente, el nu´mero de arcos
entrantes del ciclo solucio´n es igual al nu´mero de arcos salientes. Por u´ltimo, la restriccio´n
(3.1f) permite prevenir que sean factibles soluciones con ciclos disjuntos o no conectados.

4Un algoritmo evolutivo para el RSP
Para la resolucio´n del problema RSP se propone en este trabajo un algoritmo gene´tico.
Los algoritmos gene´ticos son te´cnicas de bu´squeda estoca´stica inspiradas por la evolucio´n
biolo´gica que sucede en la naturaleza. Fueron introducidos por Holland (1975) y han sido
utilizados con e´xito para proporcionar buenas soluciones a un gran nu´mero de problemas
complejos. Cada solucio´n del problema considerado se codifica como una cadena de s´ımbo-
los que recibe el nombre de cromosoma o individuo. Cada posicio´n de la cadena es un gen
y el valor del s´ımbolo que ocupa esa posicio´n es un alelo. El algoritmo precisa tambie´n
una funcio´n ‘fitness’ que evalu´a la calidad de un individuo. Para comenzar el algoritmo, se
genera una poblacio´n de individuos y se evalu´a su calidad. En las sucesivas iteraciones, que
se corresponden con las generaciones, el algoritmo mantiene una poblacio´n de individuos.
A partir de la poblacio´n actual, se generan nuevos individuos (hijos) por la aplicacio´n de
operaciones de recombinacio´n (cruce) o mutacio´n. Tras evaluar la calidad de los nuevos
individuos, se seleccionan, mediante algu´n criterio, algunos de los padres y de los hijos
para formar la nueva poblacio´n. Los distintos algoritmos gene´ticos difieren en la forma de
codificacio´n de las soluciones, los operadores que aplican, la funcio´n fitness y el criterio
de seleccio´n de la nueva poblacio´n.
Para el problema del anillo estrella se han propuesto en la literatura algunos algoritmos
de tipo gene´tico. Renaud et al. (2004) proponen un algoritmo gene´tico que no usa el
operador mutacio´n. Liefooghe et al. (2010) proponen un algoritmo gene´tico adaptado al
problema del anillo-estrella bi-objetivo.
A continuacio´n se describen las caracter´ısticas del algoritmo propuesto.
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4.1. Codificacio´n de los individuos
Sea el grafo G = (V,E ∪ A) y n = |V |. Sea una solucio´n factible cuyo anillo asociado
es R. Inicialmente, se codifico´ cada individuo asigna´ndole el conjunto de nodos por los
que pasa el anillo R al que representa, en el orden en el que se recorren. Puesto que todos
los anillos deben contener al nodo 0 y no deben contener nodos repetidos, la codificacio´n
ser´ıa de la forma:
[0 = r0, r1, r2, . . . , rm]
con ri ∈ V \{0} para todo 1 ≤ i ≤ m y ri 6= rj para i 6= j. Sin embargo, al aplicar un oper-
ador de cruce, esta codificacio´n presenta ciertas dificultades para mantener la factibilidad
de las soluciones. Por ello, se decidio´ finalmente utilizar la codificacio´n propuesta por Bean
(1994). Esta codificacio´n ha sido utilizada para desarrollar diversos algoritmos evolutivos
para la resolucio´n de otros problemas de optimizacio´n en los que tambie´n es necesario
establecer un orden sobre un cierto subconjunto de nodos, como son el problema del
viajante, los problemas de planificacio´n de tareas, los problemas de rutas de veh´ıculos,
etc.
La codificacio´n de Bean (1994) se basa en un mecanismo de asignacio´n de co´digos
aleatorios. Cada nodo ri de un anillo [0 = r0, r1, r2, . . . , rm] tiene asignado un cierto co´digo
xi ∈ [0, 1], de forma que para cualquier par de nodos ri y rj del anillo, si ri precede a rj
entonces se tiene que xi ≤ xj. Por tanto, conocido el conjunto de nodos que pertenecen al
anillo y el co´digo que tiene asignado cada uno de ellos, basta con ordenar los co´digos en
orden creciente para conocer el orden en el que han de recorrerse los nodos del anillo. Si
dos o ma´s nodos de un anillo tienen asignado el mismo co´digo, el orden de dichos nodos
se decide arbitrariamente. Como estamos interesados en soluciones factibles, en las que el
nodo 0 debe pertenecer al anillo correspondiente, asignaremos el co´digo 0.00 al nodo 0 y
para que el 0 sea el primer nodo de la lista de nodos del anillo supondremos, sin pe´rdida
de generalidad, que el co´digo del resto de nodos es mayor que 0.
Por ejemplo, en un grafo con n = 8 nodos, para codificar el anillo [0, 3, 7, 4], se ge-
neran tres nu´meros aleatorios y se ordenan en orden creciente. Supongamos que estos
nu´meros son 0.27, 0.35 y 0.54. Este anillo puede representarse entonces como se indica en
la Figura 4.1, donde el signo ‘-’ indica que el nodo correspondiente no esta´ en el anillo y
esta´ asignado al nodo del anillo ma´s cercano.
Como se vera´ ma´s adelante, esta codificacio´n de los individuos no plantea problemas
de factibilidad al utilizar los operadores de cruce y mutacio´n.
La funcio´n fitness que permite evaluar la calidad de las soluciones, es decir, de los
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Nodo 0 1 2 3 4 5 6 7
Co´digo 0.00 - - 0.27 0.54 - - 0.35
Figura 4.1: Representacio´n mediante co´digos de una solucio´n del problema RSP
individuos de la poblacio´n, asigna a cada individuo el coste del anillo al que representa,
es decir, si un individuo representa el anillo R = (VR, ER) el fitness de dicho individuo es∑
e∈ER
ce +
∑
i∈V \VR
min
j∈VR
dij
4.2. Poblacio´n inicial
El taman˜o de la poblacio´n, N ∈ N, forma parte de los para´metros de entrada del
algoritmo y permanece constante generacio´n tras generacio´n. Para crear un individuo de
la poblacio´n inicial se genera un valor s de una variable aleatoria Uniforme en (0, 1). A
continuacio´n, se selecciona cada uno de los nodos del grafo (excepto el 0) con probabilidad
s, se generan tantos co´digos aleatorios como nodos han sido seleccionados y se asigna a
cada nodo seleccionado el co´digo generado. El individuo se construye entonces con el nodo
0 con el co´digo 0.00, los nodos seleccionados con sus respectivos co´digos y los nodos no
seleccionados sin co´digo.
Inicialmente se probaron tambie´n otras formas de generar la poblacio´n inicial que
fueron descartadas porque proporcionaban peores resultados experimentales. Entre estas
formas se probo´, por ejemplo, fijar la probabilidad s a priori, pero se ha observado que
se obtiene entonces una poblacio´n inicial sesgada que hace que el algoritmo converja
inicialmente de forma ma´s lenta. En particular, el criterio de tomar una probabilidad fija
s = 0.5 fue utilizado por Liefooghe et al. (2010) al resolver el problema del anillo-estrella
bi-objetivo mediante algoritmos evolutivos.
4.3. Operador de cruce o recombinacio´n
En el algoritmo propuesto se utiliza un operador de tipo cruce en un punto. Dados dos
individuos de la poblacio´n, denominados padres, que esta´n codificados como se ha indicado
en el Seccio´n 4.1, el operador de cruce en un punto se define de forma natural. En primer
lugar, se selecciona aleatoriamente una posicio´n para realizar el cruce, que divide cada
uno de los dos individuos padres en dos partes. Para obtener los dos hijos resultantes,
se combina la primera parte del primer padre con la segunda parte del segundo padre
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(primer hijo) y la primera parte del segundo padre con la segunda parte del primer padre
(segundo hijo). En la Figura 4.2 se muestran los padres y los hijos resultantes cuando
la posicio´n de cruce se encuentra entre los genes 2 y 3. As´ı, si los anillos padres son los
anillos [0, 4, 2, 3, 1] y [0, 3, 7, 4], se obtienen como hijos los anillos [0, 2, 3, 7, 4, 1] y [0, 4, 3].
Padre 1 Nodo 0 1 2 3 4 5 6 7
[0, 4, 2, 3, 1] Co´digo 0.00 0.71 0.27 0.33 0.01 - - -
Padre 2 Nodo 0 1 2 3 4 5 6 7
[0, 3, 7, 4] Co´digo 0.00 - - 0.27 0.54 - - 0.35
Hijo 1 Nodo 0 1 2 3 4 5 6 7
[0, 2, 3, 7, 4, 1] Co´digo 0.00 0.71 0.27 0.27 0.54 - - 0.35
Hijo 2 Nodo 0 1 2 3 4 5 6 7
[0, 4, 3] Co´digo 0.00 - - 0.33 0.01 - - -
Figura 4.2: Ejemplo de cruce en un punto
Segu´n el trabajo experimental de Renaud et al. (2004), se obtienen mejores resultados
si solamente se considera uno de los dos hijos que se generan al cruzar dos padres. Par-
tiendo de este hecho, consideraremos que al cruzar dos padres, el Padre 1 y el Padre 2,
so´lo se genera un Hijo formado a partir de la primera parte del Padre 1 y la segunda parte
del Padre 2, habiendo determinado dichas partes mediante un mismo punto de cruce.
El punto de cruce se selecciona de forma aleatoria eligiendo un nu´mero k al azar entre
1 y n − 2. El Hijo resultante retiene las caracter´ısticas de los nodos menores o iguales
que k del Padre 1 y los nodos mayores que k del Padre 2. Notemos que si fuese k = 0 o
k = n − 1 el Hijo resultante del cruce ser´ıa una copia del Padre 1 o del Padre 2, que no
resulta de intere´s ya que no an˜ade diversidad a la poblacio´n.
Los padres se eligen de forma aleatoria entre los individuos de la poblacio´n. Se han
probado tambie´n otras opciones basadas en el valor del fitness, como la seleccio´n por
torneo, pero han sido descartadas porque se obtuvieron peores resultados experimentales,
ya que se produc´ıa una convergencia prematura.
El nu´mero de padres seleccionados esta´ determinado por el valor de un para´metro
β ∈ [0, 1], que forma parte de los para´metros de entrada. Se generan bN(1− β)c hijos en
cada iteracio´n y, por tanto, es necesario seleccionar aleatoriamente 2bN(1 − β)c padres
entre los individuos de la poblacio´n para generarlos.
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4.4. Operador de mutacio´n
Para introducir aleatoriedad en la poblacio´n se introduce el operador de mutacio´n.
La probabilidad de mutacio´n, α ∈ [0, 1], forma parte de los para´metros de entrada del
algoritmo y generalmente toma valores pequen˜os, del orden de 1
n
.
El operador de mutacio´n selecciona, con probabilidad α, cada uno de los nodos del
grafo, salvo el 0, y muta el correspondiente anillo [0 = r0, r1, r2, . . . , rm] con co´digos
[0 = x0, x1, x2, . . . , xm]. Para cada nodo i seleccionado para mutar se procede de la sigu-
iente manera:
• Si el nodo i pertenece al anillo se elimina de e´ste junto con su co´digo y se asigna al
nodo ma´s cercano que pertenezca al anillo.
• Si el nodo i no pertenece al anillo se an˜ade a e´ste en la posicio´n que aumenta
menos el coste del ciclo. So´lo se tiene en cuenta el coste del ciclo y no los costes
de asignacio´n, ya que recalcular los costes de asignacio´n implica ma´s tiempo de
ejecucio´n del deseable para un proceso de mutacio´n. Si la posicio´n que aumenta
menos el coste del ciclo esta´ entre los nodos rj y rj+1 del anillo, se le asigna a i el
co´digo resultante de hacer el promedio entre los co´digos de rj y rj+1, es decir,
xi =
xrj + xrj+1
2
Si la posicio´n que menos aumenta el coste del ciclo esta´ entre los nodos rm y r0 = 0,
se le asigna a i el co´digo
xi =
xrm + 1
2
que an˜ade i al final del ciclo.
En cualquier caso, el coste del individuo mutado es distinto del individuo original, ya que
cambia el conjunto de ejes del anillo y las asignaciones de los ejes que quedan fuera del
anillo.
4.5. Operador de bu´squeda local (2-opt)
El me´todo 2-opt es un algoritmo de bu´squeda local propuesto por primera vez por
Croes (1958) para el problema del viajante. Su objetivo es mejorar la calidad de las
soluciones intercambiando la posicio´n de los nodos. Para ello, se buscan dos ejes en el
anillo que se crucen y se reordenan los nodos de forma que el cruce desaparezca. Diremos
38 El problema del anillo-estrella
que dos ejes pertenecientes al anillo, [ri, ri+1] y [rj, rj+1] con j > i+ 1, se cruzan si
criri+1 + crjrj+1 > crirj + cri+1rj+1
Si se cruzan, basta con considerar las conexiones [ri, rj] y [ri+1, rj+1] e invertir el orden
en el que se recorren los nodos entre ri+1 y rj, ambos inclusive, para que desaparezca ese
cruce. Hay que tener en cuenta, no obstante, que esta reordenacio´n puede dar lugar a
nuevos cruces. En la Figura 4.3 se muestra gra´ficamente la aplicacio´n del me´todo 2-opt.
Para invertir el orden de los nodos entre ri+1 y rj utilizando la codificacio´n de co´digos
basta con intercambiar el valor de xi+1+k por el de xj−k para 0 ≤ k < j−i−12 . Notemos
que, tras la modificacio´n, no es necesario recalcular las asignaciones de los nodos externos
al anillo, ya que el conjunto de nodos del anillo no var´ıa. Solamente var´ıa el conjunto de
ejes del anillo.
ri rj
ri 1+rj 1+
(a) Anillo con un cruce
ri rj
ri 1+rj 1+
(b) Anillo tras aplicar el me´todo 2-opt
Figura 4.3: Ejemplo de aplicacio´n del me´todo 2-opt
En el algoritmo propuesto, el operador de bu´squeda local recorre todos los pares de
nodos (i, j) con i < j hasta encontrar algu´n cruce. Si no se encuentran cruces, el individuo
no se modifica. En otro caso, se aplica la reordenacio´n de nodos 2-opt sobre el cruce
encontrado y se repite el proceso mientras sigan encontra´ndose cruces hasta un ma´ximo
de C veces, siendo C ∈ N un para´metro de entrada del algoritmo.
4.6. Seleccio´n de supervivientes
Para la seleccio´n de los individuos que pasan de una generacio´n a la siguiente se ha
elegido el criterio elitista. Es decir, se seleccionan los N mejores individuos (los de menor
fitness) entre los N individuos de la generacio´n actual correspondiente y los bN(1 − β)c
hijos generados con el operador de cruce y transformados con el operador de mutacio´n y
bu´squeda local. Notemos que el para´metro β ∈ [0, 1] indica el porcentaje de los mejores
individuos de la generacio´n actual que pasan directamente a la siguiente generacio´n.
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4.7. Criterio de parada
Entre los diversos criterios de parada posibles, en el algoritmo propuesto se han consid-
erado dos. El primero de ellos limita el nu´mero de iteraciones del algoritmo a un ma´ximo de
M ∈ N iteraciones. El segundo criterio permite asegurar cierta diversidad en la poblacio´n.
Para ello, en cada iteracio´n se comprueba si la diferencia entre el fitness del mejor anillo
encontrado hasta el momento y el fitness medio de la poblacio´n es menor que un cierto
ε ≥ 0, y en caso afirmativo el algoritmo se detiene. Notemos que el hecho de que el fitness
del mejor anillo sea cercano al fitness medio de la poblacio´n no implica directamente que
todos los individuos de la poblacio´n sean similares. Sin embargo, experimentalmente se
ha comprobado que es un buen criterio de parada ya que se activa tras varias iteraciones
en las que no ha habido mejora.
4.8. Descripcio´n del algoritmo
El algoritmo evolutivo que se propone en este trabajo hace uso de varios para´metros
de entrada que se resumen en la Tabla 4.1.
N ∈ N Taman˜o de la poblacio´n
M ∈ N Nu´mero ma´ximo de iteraciones
ε ∈ [0,∞] Diferencia entre el mejor individuo y la media de la poblacio´n
α ∈ [0, 1] Probabilidad de mutacio´n en cada gen de cada individuo
β ∈ [0, 1] Proporcio´n de individuos de una generacio´n que pasan a la siguiente
C ∈ N Nu´mero ma´ximo de veces que se repite el proceso de bu´squeda local
Tabla 4.1: Para´metros de entrada del algoritmo evolutivo
Fijados estos para´metros el algoritmo evolutivo realiza las siguientes etapas o pasos:
Paso 1: Inicializacio´n.
Se inicializa el contador de iteraciones t = 0 y se genera una poblacio´n inicial aleato-
ria con N individuos. A continuacio´n, se aplica a cada individuo de la poblacio´n
inicial el me´todo de bu´squeda local y se calcula su fitness.
Paso 2: Seleccio´n de padres y recombinacio´n.
Si t > M o´ la diferencia entre el menor fitness calculado y el fitness medio de la
poblacio´n actual es menor que ε el algoritmo termina. En otro caso, se seleccionan
aleatoriamente 2bN(1− β)c padres entre los individuos de la poblacio´n y se cruzan
por parejas, formando bN(1− β)c hijos.
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Paso 3: Mutacio´n.
Se aplica el operador de mutacio´n, con probabilidad α, sobre cada uno de los hijos.
Paso 4: Bu´squeda local.
Se aplica el operador de bu´squeda local con para´metro C sobre cada uno de los
hijos.
Paso 5: Evaluacio´n y seleccio´n de supervivientes.
Se calcula el fitness de los hijos y se reemplaza la poblacio´n actual por los N in-
dividuos, entre padres e hijos, cuyo fitness sea menor. Se actualiza el contador de
iteraciones, t = t+ 1, y se va al Paso 2.
4.9. Resultados experimentales
Se ha implementado en C++ el algoritmo que aqu´ı se presenta siguiendo el esquema
detallado en la Seccio´n 4.8. El co´digo completo de la implementacio´n se adjunta en el
Anexo I. Se han realizado pruebas sobre diversos tipos de grafo, generados con el mismo
co´digo, para comprobar la efectividad del algoritmo.
Los grafos utilizados para realizar las pruebas son grafos completos de tipo eucl´ıdeo
con n = 50, n = 100 y n = 200 nodos. El conjunto de nodos se ha escogido aleatoriamente
en el subconjunto [0, 1]×[0, 1] ⊂ R2, tomando como nodo central el primer nodo generado.
Sean V50, V100 y V200 los conjuntos de nodos correspondientes.
Para cualquier par de nodos i = (x1, x2) ∈ Vn y j = (y1, y2) ∈ Vn existe tanto el
arco (i, j) como el eje [i, j]. Los costes de dicho arcos y ejes se definen proporcionales
a la distancia eucl´ıdea entre los puntos (x1, x2) y (y1, y2). En concreto, se ha tomado
dij =
√
2∑
k=1
(xk − yk)2 y cij = 5dij.
El taman˜o de la poblacio´n que se utilizara´ en el algoritmo evolutivo, N , se ha elegido
proporcional al nu´mero de nodos del grafo, siendo las proporciones utilizadas del 20 % y
del 50 %.
La probabilidad de mutacio´n se ha elegido como α = 3
n
, el porcentaje de individuos
que pasa directamente de una generacio´n a la siguiente como β = 1 % y el nu´mero de
veces que se aplica como ma´ximo el me´todo 2-opt en el proceso de bu´squeda local como
C = d0.01ne. Los tres para´metros se han elegido respondiendo a distintos resultados
experimentales previamente realizados.
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Los para´metros del criterio de parada son los siguientes. El nu´mero ma´ximo de itera-
ciones se ha tomado suficientemente grande como para continuar con el algoritmo mientras
haya diversidad en la poblacio´n, por ello M = 104, y el valor ε = 10−10 de forma que el
algoritmo se detenga cuando todos los individuos de la poblacio´n tengan pra´cticamente
el mismo fitness.
Ejecutando treinta veces el algoritmo para cada una de las configuraciones posibles se
obtiene la Tabla 4.2 de resultados, que contiene los siguientes datos:
n: Nu´mero de nodos del grafo generado.
N : Taman˜o de la poblacio´n del algoritmo evolutivo.
Tiempo final: Tiempo medio de ca´lculo hasta que el algoritmo se detiene (segundos).
Tiempo anillo: Tiempo medio de ca´lculo hasta encontrar el mejor anillo (segundos).
Iteracio´n final: Iteracio´n, en media, en la que el algoritmo se detiene.
Iteracio´n anillo: Iteracio´n, en media, en la que el algoritmo encuentra el mejor anillo.
Fitness: Valor medio, mı´nimo y ma´ximo del mejor fitness encontrado.
n N
Tiempo Iteracio´n Fitness
final anillo final anillo medio mı´nimo ma´ximo
50 10 0,16 0,11 438,53 318,40 16,14 16,08 16,30
50 25 0,48 0,33 510,23 349,70 16,11 16,08 16,20
100 20 1,78 1,45 996,73 814,23 22,20 21,95 22,55
100 50 4,78 3,70 1055,30 820,10 22,08 21,95 22,21
200 40 22,30 19,32 1963,03 1709,97 30,08 29,70 30,99
200 100 59,31 49,88 2086,13 1767,67 29,99 29,69 30,83
Tabla 4.2: Resultados computacionales
Parece observarse que al aumentar el nu´mero individuos de la poblacio´n para resolver
un mismo problema las cotas obtenidas son mejores, sin embargo el tiempo de ca´lculo
tambie´n aumenta. Adema´s, para cada problema el rango de valores comprendido entre el
fitness mı´nimo y fitness ma´ximo es pequen˜o, por lo que se puede suponer cierta estabilidad
al obtener soluciones mediante este algoritmo.
La mejor solucio´n obtenida para cada uno de los tres grafos se muestra representada
gra´ficamente en las Figuras 4.4, 4.5 y 4.6.
Tambie´n se han realizado pruebas con un criterio de parada distinto, en el que solo
se tiene en cuenta el nu´mero ma´ximo de iteraciones M = 104 y no la diferencia entre el
fitness del mejor anillo y el fitness medio de la poblacio´n en cada iteracio´n. Por ejemplo,
utilizando el algoritmo evolutivo con una poblacio´n de 100 individuos sobre el grafo con
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Figura 4.4: Mejor solucio´n encontrada, grafo con 50 nodos
Figura 4.5: Mejor solucio´n encontrada, grafo con 100 nodos
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Figura 4.6: Mejor solucio´n encontrada, grafo con 200 nodos
200 nodos se ha obtenido que, tras 10 ejecuciones, se consigue un fitness medio de 29.91,
es decir, algo menor que el fitness medio obtenido mediante el criterio de parada inicial en
la misma situacio´n. El tiempo medio del algoritmo en este caso aumenta hasta los 301.09
segundos y la u´ltima mejora se realiza, en media, alrededor de la iteracio´n 5014. En la
Figura 4.7 puede verse una gra´fica en el que se muestra la velocidad con la que decrece el
valor medio del fitness del mejor anillo a medida que transcurren las iteraciones.
iteración
fi
t
n
e
s
s
Figura 4.7: Resultados para n = 200 y N = 100 durante 104 iteraciones
Para dar una idea del error que se comete al resolver un problema mediante este
algoritmo se han seleccionado varios problemas para los que se conoce una solucio´n exacta,
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en la mayor´ıa de los casos, o muy pro´xima. Los grafos sobre los que se ha resuelto el
problema RSP han sido seleccionados del conjunto de problemas TSPLIB (Reinelt (1991))
que contiene grafos con entre 50 y 200 nodos con formato 2-dimensional. Los costes de los
arcos y los ejes han sido definidos para obtener soluciones que visitan aproximadamente
el 100 %, el 75 %, el 50 % y el 25 % del total de nodos del grafo, de forma que para cada
par de nodos i, j ∈ V se define cij = dωlije y dij = d(10 − ω)lije para ω ∈ {3, 5, 7, 9},
siendo lij la distancia eucl´ıdea entre los nodos i y j.
Los para´metros de entrada del algoritmo evolutivo son α = 3
n
, β = 10−2, C = d0.01ne,
ε = 10−10 y M = 104. El nu´mero de individuos de la poblacio´n utilizada en el algoritmo
es, en todos los casos, M = 100. Los grafos de la base de datos TSPLIB sobre los que
se han realizado las pruebas son el eil51, rd100 y el kroA200, con 51, 100 y 200 nodos
respectivamente.
Ejecutando diez veces el algoritmo para cada una de las configuraciones posibles se
obtiene la Tabla 4.3 de resultados, que contiene los siguientes datos:
Grafo: Nombre del grafo sobre el que se aplica el algoritmo evolutivo.
ω: Para´metro de proporcionalidad para los costes de ejes y arcos.
O´ptimo: Valor o´ptimo encontrado por Labbe´ et al. (2004), salvo los casos marcados
con * en los que se trata de una cota superior.
Tiempo: Tiempo medio de ca´lculo hasta que el algoritmo se detiene (en segundos).
Fitness: Valor medio, mı´nimo y ma´ximo del mejor fitness encontrado.
%Error: Porcentaje de error relativo medio y mı´nimo.
El porcentaje de error relativo se calcula como 100(fit−opt)/opt siendo opt la solucio´n
dada por el algoritmo de ramificacio´n y acotacio´n descrito en Labbe´ et al. (2004) y fit la
solucio´n heur´ıstica obtenida mediante este algoritmo evolutivo. La solucio´n dada por su
algoritmo de ramificacio´n y acotacio´n no es la o´ptima en todos los casos, ya que ejecutaron
el algoritmo durante un tiempo ma´ximo de dos horas por problema. Los valores negativos
que aparecen en las columnas de %Error corresponden a problemas en los que la solucio´n
heur´ıstica del algoritmo evolutivo es mejor que la solucio´n encontrada por el algoritmo de
ramificacio´n y acotacio´n en dos horas.
Notemos que, en general, en las pruebas realizadas el algoritmo tiende a dar mejores
resultados a medida que aumenta el coste de los ejes con respecto al coste de los arcos.
Tambie´n se ha obtenido un error menor para los grafos con mayor nu´mero de nodos,
mejorando en algunos casos las cotas superiores de la solucio´n o´ptima que obtuvieron
Labbe´ et al. (2004) tras dos horas de ca´lculo.
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Grafo ω O´ptimo Tiempo
Fitness % Error
medio mı´nimo ma´ximo medio mı´nimo
eil51
3 1278 3,8 1358,7 1314 1404 6,31 2,82
5 1995 3,3 2102,9 2084 2148 5,41 4,46
7 2113 2,3 2167,3 2163 2178 2,57 2,37
9 1244 0,8 1280 1280 1280 2,89 2,89
rd100
3 23730 10,1 25041,1 23944 26001 5,53 0,90
5 37975 10,0 38733,9 38075 39733 2,00 0,26
7 40915 6,9 41168,6 41042 41417 0,62 0,31
9 31776 5,3 32601,6 32434 32789 2,60 2,07
kroA200
3 93699* 202,2 93925,2 92012 95810 0,24 -1,80
5 138885* 61,0 143808 140844 148639 3,54 1,41
7 158227 74,4 160230 158452 163382 1,27 0,14
9 124678* 45,3 123581 122808 124394 -0,88 -1,50
Tabla 4.3: Resultados experimentales sobre grafos de la TSPLIB
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Archivo: /main.cpp Página 1 de 2
#include <iostream>
#include <stack>
#include <stdlib.h>
#include <Anillo.h>
 
using namespace std;
 
/*En este archivo se muestra el conjunto de ordenes escritas en C++ para la
resolución del problema RSP sobre grafos aleatorios generados en el conjunto
[0,1]x[0,1]. El coste de ejes y arcos es proporcional a la distancia euclídea
entre los distintos nodos*/
 
int main(int argc, char *argv[]){
 
double d1, d2, mediaPob;
int k, r1, r2;
double itMax;
int n;//Número de nodos de la red
int tamPob;//Tamaño de la población
double beta;//Porcentaje de la población que pasa directamente a la siguiente generación
double pMutacion;//Probabilidad de mutación
double factor;//Factor que multiplica el coste de los ejes: c_ij = factor * d_ij
double eps;//Diferencia minima entre el fitness del mejor anillo y la media de la poblacion
GNUplot plotter;// Sirve para dibujar el grafo (es necesario tener instalado GnuPlot)
//Lectura de datos o inicialización por defecto
n= argc>1? atoi(argv[1]) : 100;
tamPob= argc>2? atoi(argv[2]) : 50;
beta= argc>3 ? atof(argv[3]) : 0.01;
pMutacion= argc>4? atof(argv[4]) : 1./double(n);
itMax=argc>5? atoi(argv[5]) : 1e4;
factor=argc>6? atoi(argv[6]) : 5;
eps=argc>7? atoi(argv[7]) : 1e-4;
vector<pair<double, double> >puntos(n);//Coordenadas de los nodos de la red
vector<vector<double> > coste(n);//Distancias euclideas entre los puntos
stack<Anillo> hijos;//Hijos
multiset<Anillo> poblacion;//Población
vector< multiset<Anillo>::const_iterator> posPob(tamPob);
//Generación de puntos aleatorios
set_random(2);//Semilla fija para la creación del grafo
for(int i=0; i<n;i++){
puntos[i]=make_pair(rand01(),rand01());
coste[i].resize(n);
}
//Cálculo de costes
for(int i=0; i<n; i++){
for(int j=0; j<n; j++){
d1=puntos[i].first-puntos[j].first;
d2=puntos[i].second-puntos[j].second;
coste[i][j]=coste[j][i]=sqrt(d1*d1+d2*d2);
}
}
//Cambio de semilla (para resolver un mismo problema con distintas poblaciones)
set_random(time(0));
//Llamada a la función de inicialización de los anillos
Anillo::setCostes(coste,factor);
//Inicio del Algoritmo Evolutivo
clock_t tiempo=clock();
Anillo mejorAnillo;
//Generación de la población inicial aleatoria
for(int i=0; i<tamPob; i++)
poblacion.insert(Anillo());
 
//Recombinaciones + Mutación + Búsqueda local
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for(int j=0; j<itMax; j++){
//Actualización del mejor anillo
if(poblacion.begin()->getFitness()< mejorAnillo.getFitness())
mejorAnillo = *(poblacion.begin());
//Actualización de la posición de cada anillo de la población y cálculo de la media
k=0; mediaPob=0;
for(multiset<Anillo>::const_iterator it= poblacion.begin(); it!=poblacion.end(); it++){
posPob[k++]=it;
mediaPob+=it->getFitness();
}
mediaPob/=tamPob;
//Criterio de parada
if(mediaPob-mejorAnillo.getFitness() < eps) break; 
//Selección aleatoria de los padres y cruce
for(int i=0; i<tamPob*(1-beta); i++){
r1=random2(0,tamPob-1);
r2=random2(0,tamPob-1);
hijos.push(Anillo(*(posPob[r1]),*(posPob[r2]), pMutacion));
}
//Adición de los nuevos hijos a la población y selección de los mejores
while(!hijos.empty()){
poblacion.insert(hijos.top());
hijos.pop();
poblacion.erase(--poblacion.end());
}
}
//Fin del algoritmo evolutivo
cout<<"\nCoste mejor anillo:"<< mejorAnillo.getFitness();
cout<<", tiempo de calculo : "<<(clock()-tiempo)/double(CLOCKS_PER_SEC)<<endl;
mejorAnillo.dibujar(puntos, plotter);
}
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#ifndef HEADER_ANILLO
#define HEADER_ANILLO
#include <MisFunciones.h>
#include <map>
#include <set>
#include <vector>
#include <gnuplot.h>
 
class Anillo{
private:
static int n;//Numero de nodos de la red
static std::vector<std::vector<double> > coste;//Matriz de costes
static int contador;//Contador de anillos
static double factor;//Factor que multiplica el coste de los ejes usados en el ciclo
static int maxCruces;//Nº máximo de cruces 2-opt que se quitan.
 
int id; //nº que identifica el anillo creado
std::multimap<double, int> valores; //Nodos del anillo ordenados por su código
std::set<int> nodos; //Nodos del anillo ordenados por el nº de cada nodo 
std::map<int, int> estrellas;//Nodos no asignados y el correspondiente nodo al que se asignan
double fitness; //Fitness del anillo
 
bool quitarCruce();// Deshace el primer cruce que encuentre. Devuelve false sii no hay ninguno.
void insertarNodo(const double & valor, const int & nodo);
 
public:
// IMPORTANTE: Antes de declarar cualquier elemento de la clase anillo hay que usar esta función
static void setCostes(const std::vector<std::vector<double> > & cost, const double & f); 
Anillo();//Genera un anillo aleatorio sobre una red de n nodos
Anillo(const Anillo & a1, const Anillo & a2, const double & pMutacion);
//Genera un anillo por cruce en un punto y le aplica el operador de mutación y el de búsqueda 
local.
const double & getFitness() const;
bool estaNodo(const int & nodo) const;
friend std::ostream& operator << (std::ostream& ostr, const Anillo & anillo);
bool operator < (const Anillo & anillo) const;
void operator = (const Anillo & anillo);
void dibujar(const std::vector<std::pair<double,double> > &  puntos, GNUplot & plotter) const;
};
 
 
#endif
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#include "Anillo.h"
 
vector<vector<double> > Anillo::coste;
int Anillo::n;
int Anillo::contador;
double Anillo::factor;
int Anillo::maxCruces;
 
 
 
void Anillo::setCostes(const vector<vector<double> > & cost, const double & f){
coste=cost;
n=coste.size();
factor= f;
contador=0;
maxCruces = ceil(n*0.01);
}
 
 
 
Anillo::Anillo(){
double minimo, aux;
int nodoMasCercano=0;
fitness=0;
id=contador++;
 
insertarNodo(0.,0);
double r=rand01();
for(int i=1;i<n;i++)
if(rand01()<r){
insertarNodo(rand01(),i);
}else
estrellas[i]=0;
//Optimización - Quitar cruces
for(int i=0; i<maxCruces && quitarCruce(); i++);
//Cálculo del coste del ciclo
for(multimap<double, int>::const_iterator it= valores.begin(); it!= --valores.end();){
fitness+=coste[it->second][(it++)->second];}
fitness+=coste[(--valores.end())->second][0];
fitness*=factor;
//Cálculo de las asignaciones
for(map<int, int>::iterator it= estrellas.begin();it!=estrellas.end(); it++){
minimo=1e20;
for(set<int>::const_iterator it2= nodos.begin(); it2!=nodos.end(); ++it2){
aux=coste[it->first][*it2];
if(aux<minimo){
minimo=aux;
nodoMasCercano=*it2;
}
}
fitness+=minimo;
it->second=nodoMasCercano;
}
}
 
 
 
Anillo::Anillo(const Anillo & a1, const Anillo & a2, const double & pMutacion){
double minimo, aux;
int nodoMasCercano=0, r=random2(1, n-2);
id=contador++;
fitness=0;
for(multimap<double, int>::const_iterator it= a1.valores.begin(); it!= a1.valores.end() ;it++){
if(it->second <= r){
insertarNodo(it->first, it->second);
}
}
for(multimap<double, int>::const_iterator it= a2.valores.begin(); it!= a2.valores.end() ;it++){
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if(it->second > r){
insertarNodo(it->first, it->second);
}
}
//Mutación - //Se selecionan 4*pMutacion*n nodos al azar y se mutan con probabilidad 1/4.
int nNodosElegidos = ceil(4*pMutacion*n);
for(int nn=0; nn<nNodosElegidos; nn++){
if(rand01()< 0.25){
r=random2(1, n-1);
if(estaNodo(r)){// Si está en el anillo se quita.
nodos.erase(r);
for(multimap<double, int>::iterator it=valores.begin(); it!=valores.end(); it++)
if(it->second==r){
valores.erase(it);
break;
}
}else{//Si no está se pone en la mejor posición para el ciclo.
int i, k=0;
double posI, posK=0, pos;
multimap<double, int>::const_iterator it= valores.begin();
minimo=1e20;
while(it!= --valores.end()){
posI=it->first; i=it->second;
posK=(++it)->first; k=it->second;
aux=coste[i][r]+coste[r][k]-coste[i][k];
if(aux<minimo){
minimo=aux;
pos=(posI+posK)/2.;
}
}
if(coste[k][r]+coste[r][0]-coste[k][0] < minimo){
pos=(1.+posK)/2.;
}
insertarNodo(pos,r);
}
}
}
//Búsqueda local - Quitar cruces
for(int i=0; i<maxCruces && quitarCruce(); i++);
//Cálculo del coste del ciclo
for(multimap<double, int>::const_iterator it= valores.begin(); it!= --valores.end();){
fitness+=coste[it->second][(it++)->second];
}
fitness+=coste[(--valores.end())->second][0];
fitness*=factor;
 
//Cálculo de las asignaciones
for(int i=1; i<n; i++){
if(!estaNodo(i)){
minimo=1e20;
for(set<int>::const_iterator it= nodos.begin(); it!=nodos.end(); ++it){
aux=coste[i][*it];
if(aux<minimo){
minimo=aux;
nodoMasCercano=*it;
}
}
fitness+=minimo;
estrellas[i]=nodoMasCercano;
}
}
}
 
 
 
bool Anillo ::quitarCruce(){
int r, s, rAnt, sPos, tamCiclo=valores.size();
double t=0; vector< multimap<double, int>::iterator> pos(tamCiclo);
for(multimap<double, int>::iterator it= valores.begin(); it!= valores.end(); it++) pos[t++]=it;
Jose´ A´ngel Iranzo Sanz 55
Archivo: /Anillo.cpp Página 3 de 4
for(int i=1; i<tamCiclo; i++){
for(int j=i+1; j<tamCiclo; j++){
rAnt= pos[i-1]->second;
r=pos[i]->second;
s=pos[j]->second;
sPos= j==tamCiclo-1 ? 0 : pos[j+1]->second;
if(coste[rAnt][s]+coste[r][sPos] < coste[rAnt][r]+coste[s][sPos]){
while(i<j){ swap(pos[i++]->second, pos[j--]->second);}
return true;;
}
}
}
return false;
}
 
 
 
const double & Anillo::getFitness() const{
return fitness;
}
 
 
 
void Anillo::insertarNodo(const double & valor, const int & nodo){
nodos.insert(nodo);
valores.insert(make_pair(valor,nodo));
}
 
 
 
bool Anillo::estaNodo(const int & nodo)const{
return nodos.find(nodo)!=nodos.end();
}
 
 
 
ostream& operator << (ostream& ostr, const Anillo & anillo){
ostr<<"Id = %"<<anillo.id<<"%";
int k=0;
multimap<double, int>::const_iterator it;
for(it= anillo.valores.begin(); it!= anillo.valores.end();it++){
 ostr<<it->second<<" ";
 if(k++>anillo.n) break;
}
return ostr;
}
 
 
 
bool Anillo :: operator < (const Anillo & anillo) const{
return fitness<anillo.fitness;
}
 
 
 
void Anillo :: operator = (const Anillo & anillo){
valores = anillo.valores;
nodos = anillo.nodos;
estrellas = anillo.estrellas;
fitness= anillo.fitness;
}
 
 
 
void Anillo::dibujar(const vector<pair<double,double > > & puntos, GNUplot & plotter) const{
ofstream fPuntos("puntos.txt"), fAnillo("puntosAnillo.txt"), fEstrella("puntosEstrella.txt");
string graf;
 
//Guardando puntos en fichero
for(vector<pair<double,double > >::const_iterator it = puntos.begin(); it!=puntos.end(); it++){
fPuntos<<it->first<<"\t"<<it->second<<endl;
}
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//Guardando puntos del anillo en otro fichero
for(multimap<double, int>::const_iterator it = valores.begin(); it!=valores.end(); it++){
fAnillo<<puntos[it->second].first<<"\t"<<puntos[it->second].second<<endl;
}
fAnillo<<puntos[0].first<<"\t"<<puntos[0].second<<endl;
//Guardando puntos de las estrellas en otro fichero
for(map<int, int>::const_iterator it = estrellas.begin(); it!=estrellas.end(); it++){
fEstrella<<puntos[it->first].first<<"\t"<<puntos[it->first].second<<endl;
fEstrella<<puntos[it->second].first<<"\t"<<puntos[it->second].second<<endl<<endl;
}
fPuntos.close();
fAnillo.close();
fEstrella.close();
graf+="set title \"fitness = "+doubleToStr(fitness)+"\"\n";
graf+="set xrange [0:1]\n";
graf+="set yrange [0:1]\n";
graf+="set label '0' at "+doubleToStr(puntos[0].first)+","+doubleToStr(puntos[0].second)+"\n";
graf+="unset key\n";
graf+="plot 'puntos.txt' lt rgb \"red\",";
graf+="'puntosAnillo.txt' with lines lt rgb \"blue\" lw "+doubleToStr(0.5*factor)+",";
graf+="'puntosEstrella.txt' with lines lt rgb \"green\" lw 0.5\n";
 
//system("gnuplot -persists graf.plt");
plotter(graf);
}
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#ifndef GNUPLOT_H_
#define GNUPLOT_H_
#include <fstream>
 
using namespace std;
 
class GNUplot{
 public:
GNUplot() throw(string);
~GNUplot();
void operator ()(const string& command);
 
protected:
FILE *gnuplotpipe;
};
#endif
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#include "gnuplot.h"
 
using namespace std;
 
 
 
GNUplot::GNUplot()throw(string){
gnuplotpipe=popen("gnuplot -persist","w");
if(!gnuplotpipe){
throw("¡No se encontro GNUPLOT!");
}
}
 
 
 
GNUplot::~GNUplot(){
fprintf(gnuplotpipe,"exit\n");
pclose(gnuplotpipe);
}
 
 
 
void GNUplot::operator()(const string& command){
fprintf(gnuplotpipe,"%s\n",command.c_str());
fflush(gnuplotpipe);
}
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#ifndef HEADER_MISFUNCIONES
#define HEADER_MISFUNCIONES
#include <fstream>
#include <math.h>
 
const std::string doubleToStr(const double & k);
void set_random(long);
long random2(long, long);
double rand01();
 
#endif
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#include<MisFunciones.h>
 
 
 
const std::string doubleToStr(const double & k){
char resultado[15];
    sprintf( resultado, "%f", k );
    return resultado;
}
 
 
 
//GENERADOR DE NÚMEROS ALEATORIOS sacado de NETGEN
 
/*** This is a portable random number generator whose origins are
 *** unknown.  As far as can be told, this is public domain software.*/
 
/*** portable random number generator */
 
/*** Note that every variable used here must have at least 31 bits
 *** of precision, exclusive of sign.  Long integers should be enough.
 *** The generator is the congruential:  i = 7**5 * i mod (2^31-1).
 ***/
 
#define MULTIPLIER 16807
#define MODULUS 2147483647
 
static long saved_seed;
 
 
/*** set_random - initialize constants and seed */
void set_random(long seed){
  saved_seed = seed;
  random2(0,1e3);//Sirve para desechar el primer random que depende mucho de la semilla
}
 
 
 
/*** random - generate a random integer in the interval [a,b] (b >= a >= 0) */
long random2(long a, long b){
  register long hi, lo;
 
  hi = MULTIPLIER * (saved_seed >> 16);
  lo = MULTIPLIER * (saved_seed & 0xffff);
  hi += (lo>>16);
  lo &= 0xffff;
  lo += (hi>>15);
  hi &= 0x7fff;
  lo -= MODULUS;
  if ((saved_seed = (hi<<16) + lo) < 0)
    saved_seed += MODULUS;
 
  if (b <= a)
    return b;
  return a + saved_seed % (b - a + 1);
}
 
 
/*** rand01 - genera un número aleatorio en (0,1) */
double rand01(){
return double(random2(1,1e9))/double(1e9+1);
}
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