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HETEROSKEDASTIC PCA: ALGORITHM, OPTIMALITY,
AND APPLICATIONS
By Anru Zhang∗, T. Tony Cai†, and Yihong Wu‡
University of Wisconsin-Madison, University of Pennsylvania, and Yale
University
Principal component analysis (PCA) and singular value decom-
position (SVD) are widely used in statistics, econometrics, machine
learning, and applied mathematics. It has been well studied in the
case of homoskedastic noise, where the noise levels of the contamina-
tion are homogeneous.
In this paper, we consider PCA and SVD in the presence of het-
eroskedastic noise, which is a commonly used model for factor analysis
and arises naturally in a range of applications. We introduce a gen-
eral framework for heteroskedastic PCA and propose an algorithm
called HeteroPCA, which involves iteratively imputing the diagonal
entries to remove the bias due to heteroskedasticity. This procedure
is computationally efficient and provably optimal under the general-
ized spiked covariance model. A key technical step is a determinis-
tic robust perturbation analysis on singular subspaces, which can be
of independent interest. The effectiveness of the proposed algorithm
is demonstrated in a suite of applications, including heteroskedastic
low-rank matrix denoising, Poisson PCA, and SVD based on het-
eroskedastic and incomplete data.
1. Introduction. Principal component analysis (PCA) and spectral
methods are ubiquitous tools in many fields including statistics, economet-
rics, machine learning, and applied mathematics. They have been exten-
sively studied and used in a wide range of applications. Recent examples
include matrix denoising (Donoho and Gavish, 2014; Shabalin and Nobel,
2013), community detection (Donath and Hoffman, 2003; Newman, 2013),
ranking from pairwise comparisons (Negahban et al., 2012; Chen and Suh,
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2015), matrix completion (Keshavan et al., 2010b; Sun and Luo, 2016),
high-dimensional clustering (Jin et al., 2016), Markov process and reinforce-
ment learning (Zhang and Wang, 2018), multidimensional scaling (Aflalo
and Kimmel, 2013), topic modeling (Ke and Wang, 2017), phase retrieval
(Candes et al., 2015; Cai et al., 2016), tensor PCA (Richard and Montanari,
2014; Zhang and Xia, 2018; Zhang and Han, 2018).
The central idea of PCA is to extract hidden low-rank structures from
noisy observations. The following spiked covariance model has been well
studied and used as a baseline for both methodological and theoretical de-
velopments for PCA (Johnstone, 2001; Baik et al., 2005; Baik and Silver-
stein, 2006; Paul, 2007; Donoho et al., 2018). Under this model, one observes
Y1, . . . , Yn
iid∼ N (µ,Σ0 + σ2Ip), where Σ0 = UΛU> is a symmetric low-rank
matrix and Ip is a p-dimensional identity matrix. The spiked covariance
model can be equivalently written as
(1.1) Yk = Xk + εk, Xk
iid∼ N(µ,Σ0), εk iid∼ N(0, σ2Ip), k = 1, . . . , n.
The goal is either to recover Σ0 or factor loadings U . Let Σˆ be the sam-
ple covariance matrix of Y1, . . . , Yn. In literature, asymptotic properties of
eigenvalues and eigenvectors of Σˆ have been well established and estimators
based on the eigen-decomposition of Σˆ have been introduced and extensively
studied. A key assumption here is that errors are homoskedastic, in the sense
that each εk is assumed to be spherically symmetric Gaussian.
1.1. Heteroskedastic PCA. In many applications, the noise can be highly
heteroskedastic, i.e., the magnitude of perturbation varies significantly from
entry to entry in the data matrix. For example, heteroskedastic noise nat-
urally appears in datasets with different types of variables. For various bi-
ological sequencing and photon imaging data, the observations are discrete
counts that are commonly modeled by Poisson, multinomial, or negative bi-
nomial distributions (Salmon et al., 2014; Cao et al., 2017) and are naturally
heteroskedastic. In network analysis and recommender systems, the obser-
vations are usually binary or ordinal, which are heteroskedastic. PCA is also
used in the analysis of spectrophotometric data to determine the number
of linearly independent species in rapid scanning wavelength kinetics ex-
periments (Cochran and Horne, 1977). The spectrophotometric data often
contain heteroskedastic noise since the measurements are based on averages
over varying lengths of time intervals.
Motivated by these applications, it is natural to relax the homoskedastic-
ity assumption in (1.1) and consider the following generalized spiked covari-
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ance model (Bai and Yao, 2012; Yao et al., 2015):
Y = X + ε, EX = µ, Cov(X) = Σ0,
Eε = 0, Cov(ε) = diag(σ21, . . . , σ2p),
ε = ((ε)1, . . . , (ε)p)
>; X, (ε)1, . . . , (ε)p are independent.
(1.2)
Here, Cov(X) is rank-r and admits the following eigenvalue decomposi-
tion: Cov(X) = Σ0 = UΛU
> with U ∈ Rp×r and Λ ∈ Rr×r; σ21, . . . , σ2p
are unknown and need not be identical. This model is also widely used as
the standard model in the factor analysis literature (see, e.g., Tipping and
Bishop (1999); Ghosh and Dunson (2009) and the references therein). Given
i.i.d. samples Y1, . . . , Yn drawn from (1.2), the goal is to estimate the factor
loadings U .
Due to the heteroskedasticity of the noise variances, it turns out that
the classical PCA can lead to inconsistent estimates. To see this, note that
performing PCA on {Y1, . . . , Yn} amounts to applying the regular SVD on
Y = [Y1, . . . , Yn], i.e., estimating U by leading left singular vectors of the
centralized sample matrix:
(1.3) Y − Y¯ 1>n , Y¯ =
1
n
n∑
k=1
Yk.
Moreover, the left singular vectors of Y− Y¯ 1>n are identical to eigenvectors
of the sample covariance matrix,
(1.4) Σˆ =
1
n− 1(Y − Y¯ 1
>
n )(Y − Y¯ 1>n )> =
1
n− 1
n∑
k=1
(Yk − Y¯ )(Yk − Y¯ )>.
Note that EΣˆ = Σ0 + diag(σ21, . . . , σ2p). When σ21, . . . , σ2p are the same, the
top eigenvectors of EΣˆ and Σ0 coincide; however, when σ21, . . . , σ2p are not
identical, the principal components of EΣˆ and those of Σ0 can differ signifi-
cantly due to the bias of Σˆ on diagonal entries. This shows the inadequacy of
regular SVD in the case of heteroskedastic noise. In addition to PCA in the
generalized spiked covariance model, this phenomenon similarly appears in
other problems with heteroskedastic noise, such as heteroskedastic low-rank
matrix denoising, Poisson PCA, SVD from incomplete and heteroskedastic
values. See later Section 3 for details.
To better cope with the bias incurred on the diagonal, Florescu and
Perkins (2016) introduced a method called the diagonal-deletion SVD in the
context of bipartite stochastic block model. The idea is to set the diagonal of
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Gram matrix to zero, then perform singular value decomposition. However,
it is a priori unclear whether zeroing out the diagonals is always the best
choice. In fact, we can construct explicit examples where diagonal-deletion
SVD is inconsistent (c.f., forthcoming Proposition 1).
In the paper, we introduce a novel method, called HeteroPCA, for het-
eroskedastic principal component analysis. Instead of zeroing out diagonal
entries of the sample covariance/Gram matrix, we propose to iteratively up-
date diagonal entries based on off-diagonals, so that the bias incurred on
the diagonal is significantly reduced and more accurate estimation can be
achieved.
The performance of the proposed procedure is studied both theoretically
and numerically. By proving matching minimax upper and lower bounds,
we show that HeteroPCA achieves the optimal rate of convergence among a
general class of settings under the generalized spiked covariance model. In
particular, the procedure provably outperforms regular SVD and diagonal-
deletion SVD.
The subspace perturbation bound plays a key role for theoretical analysis
of various PCA methods. Classic tools, such as Davis-Kahan and Wedin’s
theorems (Davis and Kahan, 1970; Wedin, 1972), bound the subspace esti-
mation error in terms of overall perturbation and spectral gap on the sample
covariance matrix. Due to the aforementioned bias on the diagonal entries
of the sample covariance matrix, these classic tools may not be suitable for
analyzing heteroskedastic PCA here. To tackle this difficulty, we develop a
new deterministic subspace perturbation bound (see Theorem 3 next), which
provides the key technical tool for analyzing HeteroPCA procedure and may
be of independent interest.
1.2. Applications and Related Literature. In addition to heteroskedastic
PCA in the generalized spiked covariance model, the newly established Het-
eroPCA algorithm is applicable to a collection of high-dimensional statistical
problems with heteroskedastic data. We also discuss in detail the applica-
tions of heteroskedastic low-rank matrix denoising, Poisson PCA, and SVD
based on heteroskedastic and incomplete data in Section 3. Moreover, our
result is also useful to a range of other applications, such as heteroskedastic
canonical correlation analysis, heteroskedastic tensor SVD, exponential fam-
ily PCA, community detection in bipartite stochastic network, and bipartite
multidimensional scaling.
This paper is related to several recent works on PCA for heteroskedas-
tic data. For example, Bai and Yao (2012); Yao et al. (2015) extended the
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theory of regular spiked covariance model to generalized one and studied
the eigenvalue limiting distribution of sample covariance matrix. Hong et al.
(2016, 2018a,b) considered PCA with heteroskedastic noise in an alternative
way. They introduced a model for heteroskedastic data, where the noise is
non-uniform across different samples but uniform within each sample. They
further studied the performance of regular SVD and established asymp-
totic distributions for both eigenvalue and eigenvector estimators. Our work
is also closely related to a substantial body of literature on factor model
analysis (Thomson, 1939; Lawley and Maxwell, 1962; Tipping and Bishop,
1999; Ghosh and Dunson, 2009; Bai and Li, 2012; Owen and Wang, 2016;
Wang and Fan, 2017). Various approaches have been developed for esti-
mating principal components in factor models, such as regression method
(Thomson, 1939), weighted least squares (Bartlett, 1937) EM (Tipping and
Bishop, 1999), and Bayesian MCMC (Ghosh and Dunson, 2009). The asymp-
totic theory was also extensively studied (Bai and Li, 2012; Wang and Fan,
2017). Departing from the previous results, this paper mainly concerns a
non-asymptotic framework, providing computational algorithm with prov-
able guarantees and allowing heteroskedastic noise within each sample; in
fact, the noise variances can be different among all entries of data (see the
heteroskedastic low-rank matrix denoising in Section 3.1). Since the regu-
lar SVD no longer achieves good performance when noise is heteroskedastic
(c.f., the forthcoming Proposition 1), we instead propose and analyze the
new procedure HeteroPCA. To the best of our knowledge, this is the first
paper that provides a frequentist approach for subspace estimation with
minimax optimal theoretical guarantees.
1.3. Organization of the Paper. The rest of the paper is organized as fol-
lows. After a brief introduction of notation and definitions (Section 2.1), we
focus on the generalized spiked covariance model, present the HeteroPCA
algorithm (Section 2.2), and develop matching minimax upper and lower
bounds for the proposed procedure (Section 2.3). Then, we introduce a de-
terministic robust perturbation analysis that serves as a key technical step
in our analysis (Section 2.4). We also illustrate main proof ideas of techni-
cal results in Section 2.5. Applications to other high-dimensional statistical
problems, including heteroskedastic matrix denoising, Poisson PCA, and
SVD based on heteroskedastic and incomplete data are discussed in Sec-
tion 3. Numerical results are presented in Section 4 and other applications
are briefly discussed in Section 5. The proofs of main results are given in
Section 6. The additional proofs and technical lemmas are provided in the
supplementary materials (Zhang et al., 2018).
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2. Optimal Heteroskedastic Principal Component Analysis.
2.1. Notation and Preliminaries. We use lowercase letters, e.g., x, y, z,
to denote scalars or vectors; we use uppercase letters, e.g, U,M,N to denote
matrices. For any sequences of positive numbers {ak} and {bk}, denote a . b
and b & a if there exists a uniform constant C > 0 such that ak ≤ Cbk for
all k. We also say a  b if a . b and a & b both hold. For any matrix
M ∈ Rp1×p2 , let λk(M) be the k-th largest singular value. Then, the SVD
of M can be written as M =
∑p1∧p2
k=1 λk(M)ukv
>
k . We also let SVDr(M) =
[u1 · · ·ur] be the collection of leading r left singular vectors and QR(M) be
the Q part of QR orthogonalization of M . The matrix spectral norm ‖M‖ =
sup‖u‖2=1 ‖Mu‖2 = λ1(M) and Frobenius norm ‖M‖F = (
∑
i,jM
2
ij)
1/2 =
(
∑
k λ
2
k(M))
1/2 will be extensively used throughout the paper. Let Ir, 0m×n,
and 1m×n be the r-by-r identity, m × n zero, and m × n all-one matrices,
respectively. Also let 0m and 1m denote the m-dimensional zero and all-
one column vectors. Denote Op,r = {U ∈ Rp×r : U>U = Ir} as the set of
all p-by-r matrices with orthonormal columns. For any U ∈ Op,r, we note
U⊥ ∈ Op,p−r as the orthogonal complement so that [U U⊥] ∈ Rp×p is a
complete orthogonal matrix.
Motivated by incoherence condition, a widely used assumption in the ma-
trix completion literature (Cande`s and Recht, 2009), we define incoherence
constant of U ∈ Op,r as
(2.1) I(U) =
p
r
max
i∈[p]
‖e>i U‖22.
sin Θ distance is used to quantify the distance between singular subspaces.
Specifically for any U1, U2 ∈ Op,r, define ‖ sin Θ(U1, U2)‖ , ‖U>1⊥U2‖ =
‖U>2⊥U1‖. For any square matrix A, let ∆(A) be A with all diagonal entries
set to zero and D(A) be A with all off-diagonal entries set to zero. Then
A = ∆(A) + D(A). We use C,C1, . . . , c, c1, · · · to respectively represent
generic large and small constants, whose values may differ in different lines.
2.2. Methods for Heteroskedastic PCA. Now we are in position to inves-
tigate the heteroskedastic principal component analysis in detail. Suppose
one observes i.i.d. copies Y1, . . . , Yn of Y from the generalized spiked covari-
ance model (1.2). Let Σˆ be the sample covariance matrix defined as (1.3)
(1.4). In order to estimate U , i.e., the leading principal components of Σ0,
the most natural estimator is U˜ = SVDr(Σˆ), i.e., the subspace composed of
first r left singular vectors of Σˆ. This idea is widely referred to as singular
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value thresholding (SVT) in literature (Donoho and Gavish, 2014; Chatter-
jee, 2015). The singular value shrinkage is another closely related method
that has been proposed and studied previously (Nadakuditi, 2014; Gavish
and Donoho, 2017; Donoho et al., 2018). By the well-known Eckart-Young-
Mirsky Theorem (Golub et al., 1987), SVT, or the regular SVD estimator,
is equivalent to the following optimization problem,
(2.2) U˜ = SVDr(Σ˜), where Σ˜ = arg min
Σ˜:rank(Σ˜)≤r
∥∥∥Σ˜− Σˆ∥∥∥ .
In particular, an important variant of Davis-Kahan’s theorem (Davis and
Kahan, 1970) given by Yu, Wang, and Samworth (Yu et al., 2014) yields
(2.3)
∥∥∥sin Θ(U˜ , U)∥∥∥ . ‖Σˆ− (Σ0 + βIp)‖
λr(Λ)
∧ 1
for any scalar β ≥ 0. Such a bound is sharp in the worst case. However,
as discussed earlier, EΣˆ = Σ0 + diag(σ21, . . . , σ2p) and the perturbation of
Σˆ− (Σ0 + βIp) need not be homogeneous for any scalar β ≥ 0 if σ21, . . . , σ2p
have different values. In other words, the diagonal entries of perturbation
matrix (Σˆ− Σ0 + βIp) may be significantly larger than the rest.
To achieve more robust estimates of U with provable guarantees, we pro-
pose the following simple and computationally feasible procedure. To be
specific, if perturbation Z has higher amplitude on the diagonal, we ignore
those diagonal entries of Z in (2.2) and consider
(2.4) Uˆ = SVDr(Mˆ), where Mˆ = arg min
Mˆ :rank(Mˆ)≤r
∥∥∥∆(Mˆ − Σˆ)∥∥∥ .
Since (2.4) is non-convex, we instead consider the following procedure.
Step 1 Initialize by setting the diagonal of Σˆ to zero: N (0) = ∆(Σˆ).
Step 2 For t = 0, . . ., perform SVD on N (t) and let N˜ (t) be its best rank-r
approximation:
N (t) = U (t)Σ(t)(V (t))> =
∑
i
λ
(t)
i u
(t)
i (v
(t)
i )
>, λ(t)1 ≥ · · · ≥ λ(t)m ≥ 0,
N˜ (t) =
r∑
i=1
λ
(t)
i u
(t)
i (v
(t)
i )
>.
Step 3 Update N (t+1) = D(N˜ (t)) + ∆(N (t)), i.e., replace the diagonal entries
of N (t) by those in N˜ (t). In other words,
(2.5) N
(t+1)
ij =
{
N
(t)
ij = Σˆij , i = j;
N˜
(t)
ij , i 6= j.
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Step 4 Repeat Steps 2-3 until convergence or the maximum number of itera-
tions is reached.
The pseudo-code of proposed procedure is summarized as Algorithm 1.
Algorithm 1 HeteroPCA
1: Input: matrix Σˆ, rank r, number of iterations T .
2: Set N (0) = ∆(Σˆ).
3: for t = 1, . . . , T do
4: Calculate SVD: N (t) =
∑
i λ
(t)
i u
(t)
i (v
(t)
i )
>, where λ(t)1 ≥ λ(t)2 · · · ≥ 0.
5: Let N˜ (t) =
∑r
i=1 λ
(t)
i u
(t)
i (v
(t)
i )
>.
6: Update diagonal entries: N (t+1) = D(N˜ (t)) + ∆(N (t)).
7: end for
8: Output: Uˆ = U (T ) = [u
(T )
1 · · · u(T )r ].
2.3. Theoretical Analysis. Denote
σ2max , max
i
σ2i , σ
2
sum ,
∑
i
σ2i .
Recall Σ0 = UΛU
>, λr(Λ) is the r-th singular value of Λ, which is also the
r-th largest eigenvalue of Σ0. We have the following theoretical guarantee
for Algorithm 1.
Theorem 1 (Heteroskedastic PCA: upper bound). Consider the gen-
eralized spiked covariance model (1.2), where X and ε are sub-Gaussian in
the sense that
max
q≥1,‖v‖2=1
q−1/2
(
E|v>Λ−1/2U>X|q
)1/q ≤ C,
max
q≥1,‖v‖2=1
q−1/2 (E|εi/σi|q)1/q ≤ C.
Let Y1, . . . , Yn be i.i.d. samples from (1.2). Assume that n ≥ Cr, σ2sum/λr(Λ) ≥
exp(−Cn), and ‖Λ‖/λr(Λ) ≤ C for constant C > 0. Then, there exists con-
stant cI > 0 such that if the incoherence constant I(U) = maxi
p
r‖e>i U‖22
satisfies I(U) ≤ cIp/r, then the output Uˆ of Algorithm 1 applied to the
sample covariance matrix Σˆ satisfies:
E
∥∥∥sin Θ(Uˆ , U)∥∥∥ . 1√
n
(
σsum + r
1/2σmax
λ
1/2
r (Λ)
+
σsumσmax
λr(Λ)
)
∧ 1,(2.6)
where ‖ sin Θ(·, ·)‖ is the sin Θ distance between two subspaces.
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Remark 1 (Interpretation of (2.6)). Let p˜ = σ2sum/σ
2
max. The upper
bound (2.6) can be rewritten as
(2.7) E
∥∥∥sin Θ(Uˆ , U)∥∥∥ . (√ p˜ ∨ r
n
σmax
λ
1/2
r (Λ)
+
√
p˜
n
σ2max
λr(Λ)
)
∧ 1.
Consider the homoskedastic PCA setting where σ21 = · · · = σ2p = σ2max. A
special case of Theorem 1 yields:
(2.8) E
∥∥∥sin Θ(Uˆ , U)∥∥∥ .√ p
n
(
σmax
λ
1/2
r (Λ)
+
σ2max
λr(Λ)
)
∧ 1.
Comparing (2.7) with (2.8), we see that a weighted average between p˜ ∨ r
and p˜ can be viewed as the “effective dimension” for heteroskedastic PCA.
Next, to establish the optimality of Theorem 1, we consider the following
class of generalized spiked covariance matrices:
Fp,n,r(σsum, σmax, ν) =
{
Σ = UΛU> +D :
D is non-negative diagonal,
∑
iDii ≤ σ2sum,maxiDii ≤ σ2max,
U ∈ Op,r, I(U) ≤ cIp/r, ‖Λ‖/λr(Λ) ≤ C, λr(Λ) ≥ ν
}
.
(2.9)
We establish the following minimax lower bound of heteroskedastic PCA for
covariance matrices in Fp,n,r(σsum, σmax, ν).
Theorem 2 (Heteroskedastic PCA: lower bound). Suppose
√
pσmax ≥
σsum ≥ σmax > 0. There exists constant C > 0, such that if p ≥ Cr, the
following lower bound holds,
(2.10)
inf
Uˆ
sup
Σ∈Fp,n,r(σsum,σmax,ν)
E
∥∥∥sin Θ(Uˆ , U)∥∥∥ & 1√
n
(
σsum + r
1/2σmax
ν1/2
+
σsumσmax
ν
)
∧1.
Remark 2. By combining Theorems 1 and 2, the proposed Algorithm 1
achieves the following optimal rate of convergence:
inf
Uˆ
sup
Σ∈Fp,n,r(σsum,σmax,ν)
E
∥∥∥sin Θ(Uˆ , U)∥∥∥  1√
n
(
σsum + r
1/2σmax
ν1/2
+
σsumσmax
ν
)
∧1.
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Remark 3 (Regular and diagonal-deletion SVDs in heteroskedastic PCA).
Noting that EΣˆ = UΛU>+ diag(σ21, . . . , σ2p) and E∆(Σˆ) = ∆(UΛU>), both
EΣˆ and E∆(Σˆ) may have different singular subspaces than U when het-
eroskedastic noise exists. Then, it may be less appropriate to estimate U
based on Σˆ itself or Σˆ with diagonal entries simply replaced by zero. In fact,
we can show that the regular SVD or diagonal-deletion SVD
UˆSVD = SVDr(Σˆ), Uˆ
DD = SVDr(∆(Σˆ))
may be inconsistent, even in the “fixed p, growing n” scenario, by the fol-
lowing lower bound argument.
Proposition 1. There exists a constant C > 0 such that if p ≥ Cr, we
have
sup
Σ∈Fp,n,r(σsum,σmax,ν)
E‖ sin Θ(UˆSVD, U)‖ &
(
σsum/n
1/2 + σmax
ν1/2
)
∧ 1,(2.11)
sup
Σ∈Fp,n,r(σsum,σmax,ν)
E‖ sin Θ(UˆDD, U)‖ & 1.(2.12)
When the covariance matrix Σ0 is approximately rank-r and there exists
a significant gap between λr(Σ0) and λr+1(Σ0), the proposed HeteroPCA
algorithm still achieves stable performance with provable guarantees.
Proposition 2 (HeteroPCA for approximately low-rank covariance).
Consider the generalized spiked covariance model (2.13). Suppose Σ0 =
U˜ΛU˜> is the eigenvalue decomposition, where U˜ = [U U⊥] and U is the
collection of leading r singular vectors. Assume X and ε are sub-Gaussian
in the sense that there exists a constant C0 > 0 such that
max
q≥1,‖v‖2=1
q−1/2
(
E|v>Λ−1/2U˜>X|q
)1/q ≤ C0,
max
q≥1,‖v‖2=1
q−1/2 (E|εi/σi|q)1/q ≤ C0.
Also assume that n ≥ Cr, σ2sum/λr(Λ) ≥ exp(−Cn) + exp(−Cp), and
‖Λ‖/λr(Λ) ≤ C for some constant C > 0. Then there exists some con-
stant cI > 0 such that if the incoherence constant I(U) = maxi
p
r‖e>i U‖22
satisfies I(U) ≤ cIp/r, then the output Uˆ of Algorithm 1 with input rank r
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and matrix Σˆ satisfies
E
∥∥∥sin Θ(Uˆ , U)∥∥∥
.
(
σsum +
√
rσmax
n1/2λ
1/2
r (Λ)
+
σsumσmax
n1/2λr(Λ)
+
((np)1/2 + p)λ
1/2
r+1(Λ)
nλ
1/2
r (Λ)
+
λr+1(Λ)
λr(Λ)
)
∧ 1.
2.4. A Deterministic Robust Perturbation Analysis. Next, we provide
a low-rank subspace perturbation analysis in a deterministic framework.
The theory developed here will play a key role for the heteroskedastic PCA
problem in Section 1.1. Let N,M,Z be deterministic symmetric matrices
that satisfy
(2.13) N = M + Z.
Here N is the observation, M ∈ Rp×p is the rank-r matrix of interest,
and Z ∈ Rp×p is the perturbation. For the heteroskedastic PCA problem,
N,M,Z correspond to the sample covariance matrix Σˆ, the samples covari-
ance matrix of the signal vectors ΣˆX , and their difference Σˆ − ΣˆX , respec-
tively. Let U ∈ Op,r consist of r singular vectors of M . As discussed earlier,
applying the proposed HeteroPCA (Algorithm 1) to the matrix N provides
an adaptive estimate of U that is unaffected by the significant corruption
on the diagonal of perturbation matrix Z. Next, we analyze the theoretical
property for the proposed Algorithm 1 under the general robust perturba-
tion model (2.13).
Theorem 3 (Robust sin Θ theorem). Suppose M ∈ Rp×p is a rank-r
symmetric matrix and U ∈ Op,r consists of the eigenvectors of M . Then
there exists a universal constant cI > 0 such that if
(2.14)
I(U)‖M‖
λr(M)
≤ cIp
r
,
(where I(U) = maxi
p
r‖e>i U‖22 is the incoherence constant defined in (2.1)),
then the output Uˆ of Algorithm 1 with input matrix Σˆ = N , rank r, number
of iterations T = Ω
(
log λr(M)‖Z‖ ∨ 1
)
satisfies
(2.15)
∥∥∥sin Θ(Uˆ , U)∥∥∥ . ‖∆(Z)‖
λr(M)
∧ 1
where ∆(Z) is the same as Z except that all diagonal entries are set to zero.
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Remark 4. We introduce the incoherence condition (2.14) here to avoid
those M that are too “spiky”. For example, consider M1 = e1e
>
1 and
M2 = e2e
>
2 . Then ∆(M1) = ∆(M2) and there is no way to distinguish
these two spiky matrices if one only has reliable off-diagonal observations.
Similar conditions, such as the “delocalized condition,” appear in recent
work on PCA from noisy and linearly reduced data (Dobriban et al., 2016).
The incoherence condition has been widely used in the matrix completion
literature (e.g., (Recht, 2011, Assumption A0)), where I(U) ≤ µ0 is often
assumed for some constant µ0 independent of p. In comparison, in view of
the trivial bound
I(U) =
p
r
max
1≤i≤p
‖e>i U‖22 ≤
p
r
· 1,
our assumption I(U) < cIp/r is much looser than those that are prevalent
in the matrix completion literature.
Compared to previous work on robust PCA (e.g., Cande`s et al. (2011))
that typically assumes corruptions have arbitrary amplitude but randomly
selected sparse support, our robust perturbation analysis here is fully deter-
ministic. In addition to Theorem 3, we also consider the subspace pertur-
bation analysis where significant entries appear in a known subset G rather
than the diagonal of perturbation Z and provide a more general performance
guarantee. See Section 6.2 for details.
Remark 5. In addition to Theorem 3, we actually consider a more gen-
eral situation where the corrupted entries lie in a more general set that need
not be diagonal. We also prove the performance guarantee for a counterpart
of Algorithm 1. See Section 6.2 for details.
The following lower bound shows that bounds for both the incoherence
condition (2.14) and the estimation error (2.15) are rate-optimal.
Proposition 3 (Robust sin Θ theorem: lower bound). Define the fol-
lowing collection of pairs of signal and perturbation matrices:
Dp,r(ν, δ, t) =
(M,Z) :
M = UΛU>, U ∈ Op,r,
I(U)‖M‖/λr(M) ≤ t,
‖∆(Z)‖ ≤ δ, λr(M) ≥ ν
 .(2.16)
Suppose 1 ≤ r ≤ p/2, t ≥ 4, one observes N = M + Z ∈ Rp×p. Then
(2.17) inf
Uˆ
sup
(M,Z)∈Dp,r(ν,δ,t)
∥∥∥sin Θ(Uˆ , U)∥∥∥ ≥ c( δ
ν
∧ 1
)
.
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If the incoherence constraint, i.e., I(U)‖M‖/λr(M) ≤ t, is weak in the sense
that t ≥ p/r, then
(2.18) inf
Uˆ
sup
(M,Z)∈Dp,r(ν,δ,t)
∥∥∥sin Θ(Uˆ , U)∥∥∥ ≥ 1/2.
2.5. Proof Sketches of Main Technical Results. We briefly discuss the
proofs of Theorems 1, 2, and 3 in this section. The detailed proofs are de-
ferred to Section 6 and the supplementary materials.
The proof of Theorem 1 consists of three main steps. First, we define
ΣˆX as the sample covariance matrix of signal vectors X1, . . . , Xn and E =
[ε1 · · · εn] as the noise matrix. We aim to develop a concentration inequality
for ∆
(
(n− 1)(Σˆ− ΣˆX)
)
, i.e., the off-diagonal part of perturbation. To this
end, we decompose (n− 1)(Σˆ− ΣˆX) into (XE>+EX>), (EE>), n(X¯E¯>+
E¯X¯>+ E¯E¯>), then bound them separately by heteroskedastic Wishart con-
centration inequality (Cai and Zhang, 2018a) and Lemma 3 in the supple-
mentary materials. Second, we develop a lower bound for λr(ΣˆX), i.e., the
least non-trivial singular value of the signal covariance matrix. Finally, we
apply the robust sin Θ theorem (Theorem 3), to complete the proof.
To show the lower bound in Theorem 2, it suffices to show the two terms
in (2.10) separately; c.f., (A.1) and (A.2) in the detailed proof. To show
each individual lower bound, we construct a series of “candidate matrices”
{U (k),Σ(k)}Nk=1 in Fp,n,r(σsum, σmax, ν) so that {U (k)}Nk=1 are well-separated
while distinguishing them apart based on random sample Y1, . . . , Yn ∼ N(0,Σ(k))
is impossible. This implies the desired lower bound by applying Fano’s
method.
The proof of Theorem 3 is the main technical contribution of this paper.
Specifically, we analyze how the estimation error Kt = ‖N (t) −M‖ at each
iteration decays. First, we obtain an initialization error bound. Then for each
t, we decompose Kt into four terms, bound them separately, and obtain an
inequality that relates Kt to Kt−1 (see (6.19)). By induction, this recursive
inequality leads to the exponential decay of Kt and implies the desired upper
bound. Note that Algorithm 1 can be viewed as successive compositions
involving the projection operator PU (·) and the diagonal-deletion operator
D(·). We thus introduce Lemma 1 to give sharp operator norm upper bounds
for compositions of PU (·) and D(·). At the heart of the proof of Theorem
3, this lemma is useful for bounding the error at both the initialization and
the subsequent iterations.
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3. More Applications in High-dimensional Statistics. In this sec-
tion, we consider a number of additional applications in high-dimensional
statistics, including the heteroskedastic low-rank matrix denoising, Poisson
PCA, and SVD based on heteroskedastic and incomplete data.
3.1. Heteroskedastic Low-rank Matrix Denoising. Suppose one observes
(3.1) Y = X + E,
where X is the low-rank matrix of interest and the entries of noise E are in-
dependent, zero-mean, but need not have a common variance. The goal is to
recover the singular subspace of X based on noisy observation Y . The prob-
lem arises naturally in a range of applications, such as magnetic resonance
imaging (MRI) and relaxometry (Candes et al., 2013; Shabalin and Nobel,
2013). This model can also be viewed as a prototype of various problems
in high-dimensional statistics and machine learning, including Poisson PCA
(Salmon et al., 2014), bipartite stochastic block model (Florescu and Perkins,
2016), and exponential family PCA (Liu et al., 2016). Let the sample and
population Gram matrices be N = Y Y > and M = XX>, respectively.
Then,
(EN)ij =
{
Mij , i 6= j;
Mij +
∑p2
k=1 Var(Eik), i = j.
Thus, entries of N are unbiased estimators only for the off-diagonal part of
M . Under the heteroskedastic setting that Var(Eij) are unequal, there can be
significant differences between EN,E∆(N), and M on the diagonal entries,
which may lead to significant perturbations on the diagonal of N − M .
Here, ∆(N) is the matrix N with diagonal entries set to zero. Since left
singular vectors of Y and X are respectively identical to those of N and M ,
the regular SVD or diagonal-deletion SVD on Y can result in inconsistent
estimates of the left singular subspace of X.
Compared to the regular or diagonal-deletion SVD on Y , the proposed
HeteroPCA provides a better estimator. We have the following theoretical
guarantees.
Theorem 4 (Upper bound for heteroskedastic matrix denoising). Con-
sider the model (3.1), where X ∈ Rp1×p2 is a fixed rank-r matrix and the
noise matrix E consists of independent sub-Gaussian entries Eij such that
EEij = 0,Var(Eij) = σ2ij, and maxq≥1 q−1/2(E|Eij/σij |q)1/q ≤ C. Suppose
the left singular subspace of X is U ∈ Op1,r. Assume that the condition
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number of X is at most some absolute constant C, i.e., ‖X‖ ≤ Cλr(X).
Denote
(3.2) σ2R = max
i
p2∑
j=1
σ2ij , σ
2
C = max
j
p1∑
i=1
σ2ij , σ
2
max = max
ij
σ2ij
as the rowwise, columnwise, and entrywise noise variances. Then there exists
a constant cI > 0 such that if U satisfies I(U) = max1≤i≤p1
p1
r ‖e>i U‖22 ≤
cIp1/r, Algorithm 1 applied to Y Y
> and rank r outputs an estimator Uˆ that
satisfies
E
∥∥∥sin Θ(Uˆ , U)∥∥∥
.
(
σC +
√
rσmax
λr(X)
+
σRσC + σRσmax
√
log(p1 ∧ p2) + σ2max log(p1 ∧ p2)
λ2r(X)
)
∧ 1.
(3.3)
If σmax . σC/max{
√
r,
√
log(p1 ∧ p2)} additionally holds, i.e., the variance
array {σ2ij} is not too “spiky,” we further have
(3.4) E
∥∥∥sin Θ(Uˆ , U)∥∥∥ . ( σC
λr(X)
+
σRσC
λ2r(X)
)
∧ 1.
Remark 6. Instead of HeteroPCA, one can directly apply the regular
SVD or diagonal-deletion SVD:
UˆSVD = SVD(Y ), and UˆDD = SVD
(
∆(Y >Y )
)
.
Following the proof of Proposition 1, one can establish the lower bound to
show that the proposed HeteroPCA outperforms the regular and diagonal-
deletion SVDs. In particular, if λr(X) & σR∨σmax
√
log(p1 ∧ p2) and σmax/σC &√
r, one can show that
E
∥∥∥sin Θ(Uˆ , U)∥∥∥  σC
λr(X)
,
E
∥∥∥sin Θ(UˆSVD, U)∥∥∥ & σC + σR
λr(X)
,
E
∥∥∥sin Θ(UˆDD, U)∥∥∥ & 1,
which illustrates the advantage of HeteroPCA.
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Remark 7. When σij = σmax for all 1 ≤ i ≤ p1, 1 ≤ j ≤ p2, the upper
bound of (3.3) reduces to
E
∥∥∥sin Θ(Uˆ , U)∥∥∥ . (√p1σmax
λr(X)
+
√
p1p2σmax
λ2r(X)
)
,
which matches the optimal rate for homoskedastic matrix denoising in lit-
erature (Cai and Zhang, 2016, Theorems 3 and 4).
3.2. Poisson PCA. Poisson PCA is an important problem in statistics
and engineering with a range of applications, including photon-limited imag-
ing (Salmon et al., 2014) and biological sequencing data analysis (Cao et al.,
2017). Suppose we observe Y ∈ Rp1×p2 , where Yij ind∼ Poisson(Xij) and
X ∈ Rp1×p2 is rank-r. Let X = UΛV > be the singular value decomposition,
where U ∈ Op1,r, V ∈ Op2,r. The goal is to estimate leading singular vec-
tors of X, i.e., U or V , based on Y . HeteroPCA is an appropriate method
for Poisson PCA since it can well handle the heteroskedasticity of Poisson
distribution. Although the aforementioned heteroskedastic low-rank matrix
denoising can be seen as a prototype problem of Poisson PCA, Theorem 4 is
not directly applicable and more careful analysis is needed since the Poisson
distribution has heavier tail than sub-Gaussian.
Theorem 5 (Poisson PCA). Suppose X is a nonnegative p1-by-p2 ma-
trix, rank(X) = r, λ1(X)/λr(X) ≤ C, Xij ≥ c for constant c > 0, U ∈ Op1,r
is the left singular subspace of X. Denote
(3.5) σ2R = max
i
p2∑
j=1
Xij , σ
2
C = max
j
p1∑
i=1
Xij , σ
2
∗ = max
i,j
Xij .
Suppose one observes Y ∈ Rp1×p2 , Yij ind∼ Poisson(Xij). Then there exists
constant cI > 0 such that if U satisfies I(U) = maxi
p1
r ‖e>i U‖22 ≤ cIp1/r,
the proposed HeteroPCA procedure (Algorithm 1) on matrix Y Y > and rank
r yield
E‖ sin Θ(Uˆ , U)‖
.
σC + rσmax
λr(X)
+
{
σR + σC + σmax
√
log(p2) log(p1)
}2 − σ2R
λ2r(X)
 ∧ 1.(3.6)
In addition, if σmax ≤ σC/max{r,
√
log(p1) log(p2)}, then
E
∥∥∥sin Θ(Uˆ , U)∥∥∥ . ( σC
λr(X)
+
σRσC
λ2r(X)
)
∧ 1.
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Remark 8. Similar results to Proposition 1 can be developed to show
the advantage of HeteroPCA over the regular and diagonal-deletion SVD.
3.3. SVD based on Heteroskedastic and Incomplete Data. Missing data
problems arise frequently in high-dimensional statistics. Let X ∈ Rp1×p2 be
a rank-r unknown matrix. Suppose only a small fraction of entries of X,
denoted by Ω ⊆ [p1]× [p2], are observable with random noise,
Yij = Xij + Zij , (i, j) ∈ Ω.
Here, each entry Yij is observed or missing with probability θ or 1 − θ
for some 0 < θ < 1 and Zij ’s are independent, zero-mean, and possibly
heteroskedastic. Let R ∈ Rp1×p2 be the indicator of observable entries:
Rij =
{
1, (i, j) ∈ Ω;
0, (i, j) /∈ Ω,
and R and Y are independent. Assume X = UΛV > is the singular value
decomposition, where U ∈ Op1,r and V ∈ Op2,r. We specifically aim to
estimate U based on {Yij , (i, j) ∈ Ω}. Denote Y˜ as the entry-wise product
of Y and R, i.e., Y˜ij = YijRij ,∀(i, j) ∈ [p1] × [p2]. Since EY˜ij = θXij and
Var(Y˜ij) are not necessarily identical for different (i, j) pairs, we can apply
HeteroPCA on Y˜ Y˜ > to estimate U . The following theoretical guarantee
holds.
Theorem 6. Let X be a p1-by-p2 rank-r matrix, whose left singular
subspace is denoted by U ∈ Op1,r. Assume that EY = X. Let Y consist of
sub-Gaussian entries in the sense that maxij ‖Yij‖ψ2 ≤ C. Here, ‖Y ‖ψ2 ,
supq≥1 q−1/2(|Y |q)1/q is the Orlicz-ψ2 norm of Y . Suppose 0 < θ ≤ 1 − c
for constant c > 0. There exists constant cI > 0 such that if U ∈ Op1×r
satisfies I(U)‖X‖/λr(X) ≤ cIp1/r, HeteroPCA applied to Y˜ Y˜ > outputs an
estimator Uˆ satisfying
(3.7)
∥∥∥sin Θ(Uˆ , U)∥∥∥ . max
{√
p2(θ + θ3p21) log(p1), θp1 log
2(p1)
}
θ2λ2r(X)
∧ 1
with probability at least 1− p−C1 .
Remark 9 (Comparison with matrix completion). Our work is related
to a substantial body of literature on low-rank matrix completion. For ex-
ample, Cande`s and Recht (2009); Cande`s and Tao (2010); Recht (2011) an-
alyzed the performance of nuclear norm minimization; Toh and Yun (2010)
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developed the accelerated proximal gradient descent algorithm and software
package NNLS 1; Mazumder et al. (2010) introduced the spectral regulariza-
tion algorithm for incomplete matrix learning and developed the software
package SoftImpute2; Keshavan et al. (2010a,b); Keshavan (2012); Jain et al.
(2013) analyzed the alternating gradient descent and spectral algorithm for
matrix completion with/without noise; Vaswani and Narayanamurthy (2017,
2018) studied the performance of regular SVD estimator when there are
missing values and the noise is non-isotropic and sparsely data-dependent;
Robin et al. (2019) studied the low-rank model for count data with missing
values; also see Cai and Wei (2018) for a recent survey of matrix comple-
tion. Different from previous matrix completion works, our goal here is to
estimate the singular subspace U ∈ Op1,r rather than the whole matrix
X ∈ Rp1×p2 . We apply HeteroPCA to impute the diagonal entries of XX>,
not the missing entries in X itself in most of the aforementioned matrix
completion literature.
In addition, in the case that the average amplitude of all entries is a
constant, ‖X‖2F /(p1p2)  1, and X has a good condition number, λ1(X) 
λr(X), Theorem 6 implies that as long as the expected sample size satisfies
(3.8)
E|Ω|  max
{
p
1/3
1 p
2/3
2 r
2/3 log1/3(p1), p1r
2 log(p1), p1r log(p1) log(p1p2)
}
,
the HeteroPCA estimator is consistent. This requirement is weaker than ones
in classic matrix completion literature (Cande`s and Tao, 2010; Keshavan
et al., 2010a; Recht, 2011)
|Ω| & (p1 + p2)r · polylog(p),
whose goal is to estimate the whole matrix X. When p2  p1, (3.8) implies
that HeteroPCA estimator is consistent, even if most columns of X are
completely missing. To the best of our knowledge, we are among the first to
give such a result.
Remark 10 (Time complexity). If the target matrix X is p1-by-p2
and rank-r, the time complexity of HeteroPCA, regular SVD, diagonal-
deletion SVD, OptShrink (Nadakuditi, 2014), and SoftImpute (Mazumder
et al., 2010) are O(|Ω|2/p2 + Tp21r), O(T (|Ω|r + r3)), O(|Ω|2/p2 + Tp21r),
O(T (|Ω|r + r3)), and O(T (|Ω| + p1p2r)), respectively. Here, T denotes the
number of iterations in each method.
1http://www.math.nus.edu.sg/~mattohkc/NNLS.html
2https://cran.r-project.org/web/packages/softImpute/index.html
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Remark 11. PCA based on heteroskedastic and incomplete data is an-
other closely related problem. Although most existing literature on PCA
with incomplete data focused on regular SVD methods under the homoskedas-
tic noisy setting (see, e.g., Lounici et al. (2014); Cai and Zhang (2016)), we
are able to achieve better performance by applying the proposed HeteroPCA
algorithm if the noise is heteroskedastic. To be more specific, suppose one ob-
serves incomplete i.i.d. samples Y1, . . . , Yn ∈ Rp from the generalized spiked
covariance model,
Y = X + ε ∈ Rp, EX = µ,Cov(X) = UΛU>,
Eε = 0,Cov(ε) = D = diag(σ21, . . . , σ2p),
ε = ((ε)1, . . . , (ε)p)
>; X, (ε)1, . . . , (ε)p are independent;
∀k = 1, . . . , n, Yk = (Y1k, . . . , Ypk)>, Y1, . . . , Yn are i.i.d. copies of Y ;
∀1 ≤ i ≤ p, 1 ≤ k ≤ n, Rik =
{
1, Yik is observable;
0, Yik is missing,
and {Rik}1≤i≤p,1≤k≤n are independent of Y1, . . . , Yn. To estimate the leading
factor loadings, i.e., U ∈ Op,r, we can first evaluate the generalized sample
covariance matrix,
Σˆ∗ = (σˆ∗ij)1≤i,j≤p, with σˆ
∗
ij =
∑n
k=1(Yik − Y¯ ∗i )(Yik − Y¯ ∗j )RikRjk∑n
k=1RikRjk
and Y¯ ∗i =
∑n
k=1 YikRik∑n
k=1Rik
.
Then estimate U by applying Algorithm 1 on Σˆ∗. A similar consistent upper
bound result to Theorem 6 can be developed for this procedure.
4. Numerical Results. In this section, we perform simulation studies
to further illustrate the merit of proposed procedure in singular subspace
estimation when heteroskedastic noise is in presence. All simulation results
below are based on the average of 1000 repeated independent experiments.
The average and the standard deviation of estimation errors are indicated
by markers and error bars, respectively.
We first consider PCA under the generalized spiked covariance model
(1.2). For various values of p, n, and r, we generate a p-by-r random ma-
trix U0 with i.i.d. standard Gaussian entries, w1, . . . , wp
iid∼ Unif[0, 1], and
σ1, . . . , σp
iid∼ Unif[0, 1]. The purpose of generating uniform random vec-
tors w, σ is to introduce heteroskedasticity into observations. Then, we let
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Fig 1. Average sin Θ loss of heteroskedastic PCA versus sample size n. Upper panel: r = 3;
lower panel: r = 5.
U = QR(U0diag(w)) ∈ Op,r and Σ0 = UU> ∈ Rp×p. We aim to recover
U based on i.i.d. observations {Yk = Xk + εk}nk=1, where X1, . . . , Xn
iid∼
N(0,Σ0), ε1, . . . , εn
iid∼ N(0, diag(σ21, . . . , σ2n)). We implement the proposed
HeteroPCA, diagonal-deletion, and regular SVD approaches and plot the
average estimation errors and standard deviation in sin Θ distance. We also
implement the classic factor analysis methods (Thomson, 1939; Lawley and
Maxwell, 1962), factanal function in R stats package, and the Bayesian
factor analysis method, MCMCfactanal function from R MCMCpack package
(Martin et al., 2011). The simulation results are summarized to Figure 1.
It can be seen that the proposed HeteroPCA estimator significantly outper-
forms other methods; the regular SVD yields larger estimation error; and
the diagonal-deletion estimator performs unstably across different settings.
This matches the theoretical findings in Section 2.
Next we study how the degree of heteroskedasticity affects the perfor-
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mance. Let
v1, . . . , vp
iid∼ Unif[0, 1], σ2k =
0.1 · p · vαk∑p
i=1 v
α
i
, k = 1, . . . , p.
In such case, σ2sum = σ
2
1 + · · · + σ2p always equals 0.1p and α characterizes
the degree of heteroskedasticity: the larger α results more imbalanced dis-
tribution of (σ1, . . . , σp); if α = 0, σ1 = · · · = σp and the setting becomes
homoskedastic. Now we generate U,Σ0 and {Yk, Xk, εk}nk=1 in the same way
as the previous setting. Due to computational issues of factor analysis meth-
ods, we only compare HeteroPCA with regular SVD and diagonal-deletion
estimator here. The average estimation errors for U are plotted in Figure
2. The results again suggest that the performance of diagonal-deletion es-
timator is unstable across different settings. When α = 0, i.e., the noise is
homoskedastic, the performance of HeteroPCA and regular SVD are com-
parable; but as α increases, the estimation error of HeteroPCA grows sig-
nificantly slower than that of the regular SVD, which is consistent with the
theoretical results in Theorem 1.
Then, we consider the problem of denoising a low-rank matrix with het-
eroskedastic noise discussed in Section 3.1. Let U0 ∈ Rp1×r and V0 ∈ Rp2×r
be i.i.d. Gaussian ensembles for (p1, p2) = (50, 200), (200, 1000) and r = 3.
To introduce heteroskedasticity, we also randomly draw w, v1 ∈ Rp1 , and
v2 ∈ Rp2 with i.i.d. Unif[0, 1] entries. Then we evaluate U = QR
(
U0 · diag(w)4
)
,
V = QR (V0), and construct the signal matrix X = (p1p2)
1/4 · UV >. The
noise matrix is drawn as Eij
ind∼ N(0, σ20 · σ2ij), where σij = (v1)4i · (v2)4j ,
σ0 varies from 0 to 2, 1 ≤ i ≤ p1, and 1 ≤ j ≤ p2. Based on the p1-by-
p2 observation Y = X + E, we implement HeteroPCA with input of Y Y
>,
regular-SVD, diagonal-deletion, and OptShrink (Nadakuditi, 2014) methods
and plot the average sin Θ distance error in Figures 3 (a) - (d). For each of
estimators Uˆ and Vˆ , we also estimate X by Xˆ = Uˆ Uˆ>Y Vˆ Vˆ > and plot the
Frobenius norm error in Figure 3 (e) and (f). As one can clearly see from
Figure 3, the proposed HeteroPCA outperforms other methods in all estima-
tions for U, V , and X, and the advantage of HeteroPCA is more significant
when the noise level increases.
Next, we consider the Poisson PCA problem. We generate U0 ∈ Rp1×r and
V0 ∈ Rp2×r with i.i.d. standard normal entries for (p1, p2, r) = (50, 500, 3)
or (200, 1000, 3). Similarly to previous settings, we introduce heteroskedas-
ticity by generating a vector w ∈ Rp1 with i.i.d. Unif[0, 1] entries. Let U =
|U0 · diag(w)4| ∈ Rp1×r, V = |V0| ∈ Rp2×r, X = λ(p1p2)1/4UV > ∈ Rp1×p2 ,
and Yij ∼ Poisson(Xij) independently. Here, λ > 0 measures the signal
strength. The performance of HeteroPCA, regular SVD, diagonal-deletion,
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Fig 2. Average sin Θ loss for heteroskedastic PCA versus heteroskedastic level α.
and OptShrink on estimation of left singular subspaces are provided in Fig-
ure 4. These plots again illustrate the merit of the proposed HeteroPCA
method.
Finally, in the following experiment we study SVD based on heteroskedas-
tic and incomplete data in the setting of Section 3.3. Generate Y,X,Z ∈
Rp1×p2 in the same way as the previous heteroskedastic SVD setting with
p1 = 50, 100, r = 3, 5, σ0 = .2, and p2 ranging from 800 to 3200. Each
entry of Y is observed independently with probability θ = 0.1. We aim to
estimate U based on {Yij : (i, j) ∈ Ω}. In addition to HeteroPCA, regu-
lar SVD, diagonal-deletion SVD, and OptShrink, we also apply the nuclear
norm minimization (Mazumder et al., 2010, Soft-Impute package)
Xˆ∗ = arg min
Xˆ∈Rp1×p2
∑
(i,j)∈Ω
(Y˜ij − Xˆij)2 + ν‖Xˆ‖∗, Uˆ = SVDr(Xˆ).
To avoid the cumbersome issue of parameter ν selection, we evaluate the
HETEROSKEDASTIC PCA 23
0
5
10
15
0.5 1.0 1.5 2.0
alpha
Fr
ob
en
ius
 N
or
m
 E
rro
r
method
HeteroPCA
Regular SVD
Diagonal−deletion
OptShrink
0.0
0.2
0.4
0.6
0.8
0.5 1.0 1.5 2.0
alpha
Si
n−
Th
et
a 
Di
sta
nc
e
method
HeteroPCA
Regular SVD
Diagonal−deletion
OptShrink
0.00
0.25
0.50
0.75
0.5 1.0 1.5 2.0
alpha
Si
n−
Th
et
a 
Di
sta
nc
e
method
HeteroPCA
Regular SVD
Diagonal−deletion
OptShrink
0
5
10
15
0.5 1.0 1.5 2.0
alpha
Fr
ob
en
ius
 N
or
m
 E
rro
r
method
HeteroPCA
Regular SVD
Diagon l−deletion
OptShrink
(a) p1 = 50, p2 = 200
0.00
0.25
0.50
0.75
1.00
0.5 1.0 1.5 2.0
alpha
Si
n−
Th
et
a 
Di
sta
nc
e
method
HeteroPCA
Regular SVD
Diagonal−deletion
OptShrink
0.00
0.25
0.50
0.75
1.00
0.5 1.0 1.5 2.0
alpha
Si
n−
Th
et
a 
Di
sta
nc
e
method
HeteroPCA
Regular SVD
Diagonal−deletion
OptShrink
0
10
20
30
40
50
0.5 1.0 1.5 2.0
alpha
Fr
ob
en
ius
 N
or
m
 E
rro
r
method
HeteroPCA
Regular SVD
Diagonal−deletion
OptShrink
0
5
10
15
0.5 1.0 1.5 2.0
alpha
Fr
ob
en
ius
 N
or
m
 E
rro
r
method
HeteroPCA
Regular SVD
Diagonal−deletion
OptShrink
(b) p1 = 200, p2 = 1000
Fig 3. Estimation errors of Uˆ (top left), Vˆ (top right), and Xˆ (bottom left) in heteroskedas-
tic matrix denoising.
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Fig 4. Estimation errors in Poisson PCA for a ranging value of signal strength λ
above nuclear norm minimization estimator for a grid of values of ν, then
record the outcome with the minimum sin Θ distance error ‖ sin Θ(Uˆ , U)‖.
From the results plotted in Figure 5, we can see that HeteroPCA significantly
outperforms all other methods.
5. Discussions. We consider PCA in the presence of heteroskedastic
noise in this paper. To alleviate the significant bias incurred on diagonal
entries of the Gram matrix due to heteroskedastic noise, we introduced a
new procedure named HeteroPCA that adaptively imputes diagonal entries
to remove the bias. The proposed procedure achieves optimal rate of con-
vergence in a range of settings. In addition, we discuss several applications
of the proposed algorithm, including heteroskedastic low-rank matrix de-
noising, Poisson PCA, and SVD based on heteroskedastic and incomplete
data.
The proposed HeteroPCA procedure can also be applied to many other
HETEROSKEDASTIC PCA 25
0.3
0.6
0.9
1000 2000 3000
p2
Si
n−
Th
et
a 
Di
sta
nc
e method
HeteroPCA
Regular SVD
Diagonal−deletion
SoftImpute
OptShrink
0.2
0.3
0.4
0.5
0.6
1000 2000 3000
p2
Si
n−
Th
et
a 
Di
sta
nc
e method
HeteroPCA
Regular SVD
Diagonal−deletion
SoftImpute
OptShrink
Fig 5. Average sin Θ distance error for SVD based on heteroskedastic and incomplete data.
Here, p1 = 50, r = 5, θ = .2 (Upper Panel) and p1 = 100, r = 3, θ = .2 (Lower Panel); p2
varies from 800 to 3200.
problems where the noise is heteroskedastic. First, exponential family PCA
is a commonly used technique for dimension reduction on non-real-valued
datasets (Collins et al., 2002; Mohamed et al., 2009). As discussed in the in-
troduction, the exponential family distributions, e.g., exponential, binomial,
and negative binomial, may be highly heteroskedastic. As in the case of
Poisson PCA considered in Section 3.2, the proposed HeteroPCA algorithm
can be applied to exponential family PCA.
In addition, community detection in social network has attracted signif-
icant attention in the recent literature (Fortunato, 2010; Newman, 2013).
Although most of existing results focused on unipartite graphs, bipartite
graphs, i.e., all edges are between two groups of nodes, often appear in prac-
tice (Melamed, 2014; Florescu and Perkins, 2016; Alzahrani and Horadam,
2016; Zhou and Amini, 2018). The proposed HeteroPCA can also be ap-
plied to community detection for bipartite stochastic block model. Similarly
to the analysis for heteroskedastic low-rank matrix denoising in Section 3.1,
HeteroPCA can be shown to have advantages over other baseline methods.
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The proposed framework is also applicable to solve the heteroskedastic
tensor SVD problem, which aims to recover the low-rank structure from the
tensorial observation corrupted by heteroskedastic noise. Suppose one ob-
serves Y = X + Z ∈ Rp1×p2×p3 , where X is a Tucker low-rank signal tensor
and Z is the noise tensor with independent and zero-mean entries. If Z is ho-
moskedastic, the higher-order orthogonal iteration (HOOI) (De Lathauwer
et al., 2000) was shown to achieve the optimal performance for recovering
X (Zhang and Xia, 2018). If Z is heteroskedastic, we can apply HeteroPCA
instead of the regular SVD to obtain a better initialization for HOOI. Simi-
larly to the argument in this article, we are able to show that this modified
HOOI yields more stable and accurate estimates than the regular HOOI.
Canonical correlation analysis (CCA) is one of the most important tools
in multivariate analysis for exploring the relationship between two sets of
vector samples (Hotelling, 1936). In the standard procedure of CCA, the core
step is a regular SVD on the adjusted cross-covariance matrix between sam-
ples. When the observations contain heteroskedastic noise, one can replace
the regular SVD procedure by HeteroPCA to achieve better performance.
Finally, it is interesting to further study PCA when the noise has het-
eroskedastic and dependent structure. Suppose one observes i.i.d. samples
{Yk}nk=1 that admits a signal-noise decomposition: Yk = Xk + εk. We still
assume the covariance matrix of Xk is low-rank. To ensure that the noise
and signal parts are distinguishable, some structural conditions on Cov(ε)
are required. In addition to the focus of this paper that Cov(ε) is diagonal, it
is interesting to explore other commonly-used high-dimensional covariance
structures, such as sparsity, bandedness, etc. These structures result in bias
in various index sets of the sample covariance matrix, other than the diago-
nal set discussed in this paper. HeteroPCA may be modified accordingly to
alleviate the bias in the sample covariance matrix.
6. Proofs. In this section, we prove the main results, namely, Theorems
1 and 3. For reasons of space, the remaining proofs are given in Section A
of the supplementary materials (Zhang et al., 2018).
6.1. Proofs for Heteroskedastic PCA.
Proof of Theorem 1. Based on the generalized spiked covariance model,
we introduce
E = [ε1, . . . , εn] ∈ Rp×n, γk = Λ1/2U>(Xk−µ) ∈ Rr, Γ = [γ1, . . . , γn] ∈ Rr×n.
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Then the observations can be written as
Yk = Xk + εk = µ+ UΛ
1/2γk + εk, or Y = µ1
>
n + UΛ
1/2Γ + E,
where µ ∈ Rp is a fixed vector, Eγk = 0,Cov(γk) = I, E has independent en-
tries, and Γ has independent columns. We also denote X¯ ∈ Rp, E¯ ∈ Rp, Γ¯ ∈
Rr as the averages of all columns of X,E, and Γ, respectively. Since Σˆ is
invariant after any translation on Y , we can assume µ = 0 without loss of
generality. The rest of the proof is divided into three steps for the sake of
presentation.
Step 1 We define ΣˆX = (XX
> − nX¯X¯>)/(n − 1) as the sample covariance of
signal vectors. The aim of this step is to develop a concentration inequal-
ity for Σˆ − ΣX . To this end, we consider the following decomposition of
n(Σˆ− ΣˆX),
(n− 1)(Σˆ− ΣˆX) = (n− 1)Σˆ− (XX> − nX¯X¯>)
=Y Y > − nY¯ Y¯ > − (XX> − nX¯X¯)
=(X + E)(X + E)> − (XX> − nX¯X¯>)− n
(
X¯X¯> + X¯E¯> + E¯X¯> + E¯E¯>
)
=XE> + EX> + EE> − n
(
X¯E¯> + E¯X¯> + E¯E¯>
)
.
(6.1)
We analyze each term of (6.1) separately as follows. Since E has indepen-
dent entries and Var(Eij) = σ
2
i , the rowwise structured heteroskedastic
concentration inequality (c.f., Cai and Zhang (2018a)) implies
E
∥∥∥EE> − EEE>∥∥∥ .√nσsumσmax + σ2sum.(6.2)
Since X is deterministic, E is random, and EE = 0, we have EEX> = 0.
By Lemma 3 in the supplementary materials,
EE
(∥∥∥EX> − EEX>∥∥∥ ∣∣∣X) = EE (∥∥∥EX>∥∥∥ ∣∣∣X)
.‖X‖
(
σC + r
1/4σmaxσC +
√
rσmax
) Cauchy-Schwarz
. ‖X‖ (σsum +√rσmax) .
(6.3)
Since E‖E¯‖22 =
∑p
i=1 E(E¯)2i =
∑p
i=1 σ
2
i /n = σ
2
sum/n, we have
EE
(
n
∥∥∥X¯E¯> + E¯X¯> + E¯E¯>∥∥∥)
≤EEn‖X¯E¯>‖+ EEn‖E¯X¯>‖+ EEn‖E¯E¯>‖
≤EE2n‖X¯‖2‖E¯‖2 + En‖E¯‖22
≤2n‖X¯‖2 · (E‖E¯‖22)1/2 + En‖E¯‖22 ≤ 2n1/2σsum‖X¯‖2 + σ2sum.
(6.4)
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Combining (6.2), (6.3), and (6.4), we have
EE
∥∥∥(n− 1)(Σˆ− ΣˆX)− EEE>∥∥∥
.
√
nσsumσmax + σ
2
sum + ‖X‖(σsum +
√
rσmax) + n
1/2‖X¯‖2σsum.
Noting that EEE> = ndiag(σ21, . . . , σ2p) is diagonal and ∆(·) is the oper-
ator that sets all diagonal entries to zero, we further have
EE
∥∥∥∆((n− 1)(Σˆ− ΣˆX))∥∥∥ = EE ∥∥∥∆((n− 1)(Σˆ− ΣˆX)− EEE>)∥∥∥
Lemma 5≤ 2EE
∥∥∥(n− 1)(Σˆ− ΣˆX)− EEE>∥∥∥
.
√
nσsumσmax + σ
2
sum + ‖X‖(σsum +
√
rσmax) + n
1/2‖X¯‖2σsum.
Since rank(ΣˆX) ≤ r, the eigenvectors of ΣˆX are U , and U satisfies the
incoherence condition: I(U) ≤ cIp/r, the robust sin Θ Theorem (Theorem
3) yields
EE
∥∥∥sin Θ(Uˆ , U)∥∥∥ . EE
∥∥∥∆((n− 1)(Σˆ− ΣˆX))∥∥∥
λr
(
(n− 1)ΣˆX
) ∧ 1
.
√
nσsumσmax + σ
2
sum + ‖X‖(σsum +
√
rσmax) + n
1/2‖X¯‖2σsum
λr
(
(n− 1)ΣˆX
) ∧ 1.
(6.5)
Step 2 Next, we study the expectation of the target function with respect to X.
We specifically need to study λr(nΣˆX), ‖X‖, and ‖X¯‖2. Since Γ ∈ Rr×n
has independent columns and each column is isotropic sub-Gaussian dis-
tributed, based on the random matrix theory (Vershynin, 2010, Corollary
5.35),
P
(√
n+ C
√
r + t ≥ ‖Γ‖ ≥ λr(Γ) ≥
√
n− C√r − t) ≤ exp(−Ct2/2).
In addition,
√
nΓ¯ ∈ Rr is a sub-Gaussian vector satisfying
max
q≥1
max
‖v‖2≤1
q−1/2
(
E|v> · √nΓ¯|q
)1/q ≤ C
for any v ∈ Rr. By the Bernstein-type concentration inequality (Ver-
shynin, 2010, Proposition 5.16),
P
(‖√nΓ¯‖22 ≥ r + C√rx+ Cx) ≤ C exp(−cx).
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If n ≥ Cr for some large constant C > 0, by setting t = c√n and x = cn
in the previous two inequalities, we have
(6.6) 2
√
n ≥ ‖Γ‖ ≥ λr(Γ) ≥
√
n/2, and ‖√nΓ¯‖2 ≤
√
n/3
with probability at least 1− C exp(−cn). When (6.6) holds,
λr(nΣˆX) =λr
(
n(XX> − nX¯X¯>)
)
= λr
(
nUΛ1/2(ΓΓ> − nΓ¯Γ¯>)Λ1/2U>
)
≥λr(Λ) · λr
(
ΓΓ> − nΓ¯Γ¯>
)
≥ λr(Λ)
(
λ2r(Γ)− ‖
√
nΓ¯‖22
)
(6.4)
≥ λr(Λ) (n/4− n/9) & nλr(Λ);
(6.7) ‖X‖ ≤ ‖UΛ1/2Γ‖ ≤ ‖Λ1/2‖ · ‖Γ‖
(6.6)
≤ 2√n‖Λ1/2‖ . √nλ1/2r (Λ),
where the last inequality is due to the assumption that ‖Λ‖/λr(Λ) ≤ C
for some constant C.
‖X¯‖2 = ‖UΛ1/2Γ¯‖2 ≤ ‖Λ1/2‖ · ‖Γ¯‖2 . λ1/2r (Λ).
By combining the previous three inequalities and (6.5), we know if (6.6)
holds,
EE
∥∥∥sin Θ(Uˆ , U)∥∥∥
.
√
nσsumσmax + σ
2
sum + (nλr(Λ))
1/2(σsum +
√
rσmax) + (nλr(Λ))
1/2(Λ)σsum
nλr(Λ)
∧ 1
.
(
σsum +
√
rσmax
(nλr(Λ))1/2
+
√
nσsumσmax + σ
2
sum
nλr(Λ)
)
∧ 1
.
(
σsum +
√
rσmax
(nλr(Λ))1/2
+
σsumσmax
n1/2λr(Λ)
)
∧ 1.
(6.8)
Here, the last “.” is due to σ2sum/(nλr(Λ)) ∧ 1 ≤ σsum/(nλr(Λ))1/2 ∧ 1.
Step 3 Finally,
E‖ sin Θ(Uˆ , U)‖ =E‖ sin Θ(Uˆ , U)‖1{(6.6) holds} + E‖ sin Θ(Uˆ , U)‖1{(6.6) does not hold}
(6.6)
.
(
σsum +
√
rσmax
(nλr(Λ))1/2
+
σsumσmax
n1/2λr(Λ)
)
∧ 1 + P ((6.6) does not hold)
.
(
σsum +
√
rσmax
(nλr(Λ))1/2
+
σsumσmax
n1/2λr(Λ)
)
∧ 1 + C exp(−cn)
.
(
σsum +
√
rσmax
(nλr(Λ))1/2
+
σsumσmax
n1/2λr(Λ)
)
∧ 1.
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The last inequality is due to the assumption that λr(Λ) ≥ c exp(−cn). There-
fore, we have finished the proof of this theorem.
6.2. Proof of Theorem 3. In this subsection we prove a more general
version of Theorem 3, where the corrupted entries lie in a known set G ⊂
[p]× [p] which need not be the diagonal. Recall the model (2.13), where we
observe a symmetric p× p matrix N = M +Z, where M is a rank-r matrix
of interest and Z is the perturbation. Our goal is to estimate U ∈ Op,r,
consisting of the eigenvectors of M . Extending the ideas of Algorithm 1 for
HeteroPCA, Algorithm 2 provides a robust estimate of U which iteratively
impute the values in the corrupted entries in G. In the special case where
G is the diagonal, i.e., G = {(i, i) : 1 ≤ i ≤ p}, Algorithm 2 reduces to
Algorithm 1.
Algorithm 2 Generalized HeteroPCA
1: Input: matrix Σˆ, rank r, number of iterations T , corruption subset G ⊆ [p]× [p].
2: Set N (0) = Γ(N).
3: for t = 1, . . . , T do
4: Calculate SVD: N (t) =
∑
i λ
(t)
i u
(t)
i (v
(t)
i )
>, where λ(t)1 ≥ λ(t)2 · · · ≥ 0.
5: Let N˜ (t) =
∑r
i=1 λ
(t)
i u
(t)
i (v
(t)
i )
>.
6: Update corrupted entries: N (t+1) = G(N˜ (t)) + Γ(Σˆ).
7: end for
8: Output: Uˆ = U (T ) = [u
(T )
1 · · · u(T )r ].
Next we give a performance guarantee for Algorithm 2. For any H ∈ Rp×p,
let G(H) be the matrix H with all entries but those in G set to zero and
Γ(H) = H −G(H). Define
(6.9) η = max
H∈Rm×m,rank(H)≤2r
‖G(H)‖
‖H‖ ,
which essentially measures the maximum perturbations due to the entries in
G on the singular subspace. We also assume that the set of corrupted entries
G is b-sparse in the sense that
max
i
| {j : (i, j) ∈ G} | ∨max
j
| {i : (i, j) ∈ G} | ≤ b,
i.e., the number of corrupted entries in each row and each column is at most
b. To overcome the “spiky” issue discussed in Remark 4, we again assume
the incoherence condition (6.10). We have the following theoretical results
for Algorithm 2.
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Theorem 7 (General robust sin Θ theorem). Assume G ∈ [p] × [p] is
b-sparse. Suppose one observes the symmetric matrix N = M + Z, where
rank(M) = r and Z is any symmetric perturbation, the eigenvectors of M
are U ∈ Op,r. If Uˆ is the output of Algorithm 1 with T = Ω(log λr(M)η‖Γ(Z)‖ ∨ 1)
iterations, there exists a universal constant c > 0 such that if the incoherence
condition
(6.10)
I(U)‖M‖
λr(M)
≤ cm
ηbr(b ∧ r)
is satisfied and η‖Γ(Z)‖ ≤ cλr(M), then the outcome of Algorithm 1 with
corrupted index set G satisfies
(6.11)
∥∥∥sin Θ(Uˆ , U)∥∥∥ . ‖Γ(Z)‖
λr(M)
∧ 1.
Remark 12. Although the exact characterization of η may be difficult
for general G, Lemma 5 in the supplement shows that η ≤√b ∧ (2r) for all
b-sparse G.
Next, we prove Theorem 7, as the proof of Theorem 3 would follow by
letting G be the diagonal index set.
Proofs of Theorem 7. To characterize how the proposed procedure
refines the estimation by initialization and iterations, we define T0 = ‖Γ(N−
M)‖ = ‖Γ(Z)‖ and Kt = ‖N (t) −M‖ for t = 0, 1, . . .. Since H = Γ(H) +
G(H), we have ‖H‖ ≤ ‖G(H)‖+ ‖Γ(H)‖ for all matrix H ∈ Rp×p.
Step 1. We first analyze the initial error satisfies
K0 =‖N (0) −M‖ = ‖Γ(N)−M‖ = ‖Γ(N −M)−G(M)‖
≤‖Γ(N −M)‖+ ‖G(M)‖ = ‖Γ(Z)‖+ ‖G(M)‖ = ‖Γ(Z)‖+ ‖G(PUMPU )‖
Lemma 1≤ ‖Γ(Z)‖+ I(U)rb
p
‖M‖ = T0 + I(U)rb
p
‖M‖.
Provided that I(U)rbp ‖M‖ ≤ λr(M)/(16η) in the assumption, we have
(6.12) K0 ≤ T0 + λr(M)/(16η).
Step 2. Next, we analyze the evolution of iterations. By definitions,
N˜ (t−1) =PU(t−1)N
(t−1), Γ(N (t)) = Γ(N (t−1)) = · · · = Γ(N),
G(N (t)) = G(N˜ (t−1)).
(6.13)
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Then for all t ≥ 0,
(6.14)
∥∥∥Γ(N (t) −M)∥∥∥ = ‖Γ(N −M)‖ = ‖Γ(Z)‖ = T0.
The analysis for ‖G(N (t)−M)‖ is more complicated. Recall U (t−1) is the
leading r principal components of N (t−1). Then,
∥∥∥G(N (t) −M)∥∥∥ (6.13)= ∥∥∥G(N˜ (t−1) −M)∥∥∥ = ∥∥∥G(PU(t−1)N (t−1) −M)∥∥∥
=
∥∥∥G(PU(t−1)N (t−1) − PU(t−1)M − PU(t−1)⊥ M)∥∥∥
≤
∥∥∥G(PU(t−1)(N (t−1) −M))∥∥∥+ ‖G(PU(t−1)⊥ M)‖
≤
∥∥∥G(PU (N (t−1) −M))∥∥∥+ ∥∥∥G((PU(t−1) − PU ) · (N (t−1) −M))∥∥∥
+
∥∥∥G(P
U
(t−1)
⊥
M
)∥∥∥ .
(6.15)
We bound these three terms separately:
– By Lemma 1,∥∥∥G(PU (N (t−1) −M))∥∥∥ ≤
√
I(U)rb(b ∧ r)
p
∥∥∥N (t−1) −M∥∥∥
=
√
I(U)rb(b ∧ r)
p
Kt−1.
(6.16)
– Note that U (t−1)(U (t−1))> and UU> are both positive semi-definite and
‖U (t−1)(U (t−1))>‖∨‖UU>‖ ≤ 1, we have ‖U (t−1)(U (t−1))>−UU>‖ ≤ 1.
By Lemma 1 in Cai and Zhang (2018b),∥∥∥U (t−1)(U (t−1))> − UU>∥∥∥ ≤2‖ sin Θ(U (t−1), U)‖ ∧ 1 = 2‖(U (t−1)⊥ )>U‖ ∧ 1
≤
(
2
∥∥∥(U (t−1)⊥ )>UU>M∥∥∥ · λ−1min(U>M)) ∧ 1
≤
(
2
∥∥∥(U (t−1)⊥ )>M∥∥∥ · λ−1r (M)) ∧ 1
≤
(
4‖N (t−1) −M‖
λr(M)
)
∧ 1 = 4Kt−1
λr(M)
∧ 1,
where the penultimate step follows from Lemma 7. Note that
rank((PU(t−1) − PU )(N (t−1) −M)) ≤ rank(PU(t−1) − PU )
≤rank(PU(t−1)) + rank(PU ) ≤ 2r,
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we have ∥∥∥G((PU(t−1) − PU ) · (N (t−1) −M))∥∥∥
≤η · ‖PU(t−1) − PU‖ · ‖N (t−1) −M‖ ≤ ηKt−1 ·
(
4Kt−1
λr(M)
∧ 1
)
.
(6.17)
– By Lemmas 1 and 7,
∥∥∥G(P
U
(t−1)
⊥
M)
∥∥∥ = ∥∥∥G(P
U
(t−1)
⊥
MPU )
∥∥∥ ≤
√
I(U)rb(b ∧ r)
p
∥∥∥P
U
(t−1)
⊥
M
∥∥∥
≤2
√
I(U)rb(b ∧ r)
p
∥∥∥N (t−1) −M∥∥∥ = 2
√
I(U)rb(b ∧ r)
p
Kt−1.
(6.18)
Combining (6.14)–(6.18), we have for all t ≥ 1,
Kt ≤‖Γ(N (t) −M)‖+ ‖G(N (t) −M)‖
≤T0 + 3
√
I(U)rb(b ∧ r)
p
Kt−1 +
4η
λr(M)
K2t−1,(6.19)
Step 3. Finally, we use induction to show that for all t ≥ 0,
(6.20) Kt ≤ 2T0 + λr(M)
η
2−(t+4).
The base case of t = 0 is proved by (6.12). Next, suppose the statement
(6.20) holds for t− 1. Then
Kt
(a)
≤T0 + 3
√
I(U)rb(b ∧ r)
p
Kt−1 +
4η
λr(M)
K2t−1
(b)
≤T0 + Kt−1
4
+Kt−1
(
8ηT0
λr(M)
+
1
4
)
(c)
≤T0 + Kt−1
2
(d)
≤ T0 + 2T0 + λr(M) · (1/2)
(t−1)+4/η
2
=2T0 + λr(M) · (1/2)t+4/η,
where (a) is (6.19); (b) is due to the assumption 144I(U)rb(b ∧ r) ≤
p and the induction hypothesis; (c) follows from the assumption T0 ≤
λr(M)/(64η); (d) is again by the induction hypothesis. Therefore, for all
t ≥ Ω(log λr(M)T0η ∨ 1) = Ω(log
λr(M)
η‖Γ(Z)‖ ∨ 1), we have Kt ≤ 3T0. Finally, the
desired (6.11) follows from Davis-Kahan’s sin Θ theorem, completing the
proof of Theorem 7.
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Remark 13. In fact, Theorem 7 implies Theorem 3. To see this, note
that if the corruption set G is the diagonal, i.e., G = {(i, i) : 1 ≤ i ≤ p}, we
have
b = max
i
{j : (i, j) ∈ G} ∨max
j
{i : (i, j) ∈ G} = 1,
η = max
M
‖D(M)‖/‖M‖ = max
M
max
i
|Mii|
‖M‖ = 1.
The next Lemma 1 provides an important technical tool for the proof of
robust sin Θ theorem (Theorem 3). It essentially shows that the operator
norm of the composition of linear maps G(PU ·) is much smaller than the
product of individual operator norms ‖G(·)‖ and ‖PU‖, provided that the
basis U is incoherent; the same conclusion also applies to G(·PV ).
Lemma 1. Assume G ⊆ [m1] × [m2] is b-sparse, i.e., maxj{i : (i, j) ∈
G} ∨ maxi{j : (i, j) ∈ G} ≤ b. Suppose U ∈ Om1,r and V ∈ Om2,r. Re-
call that G(A) is the matrix A with all entries in Gc set to zero, I(U) =
m1
r maxi ‖e>i U‖22, I(V ) = m2r maxi ‖e>i V ‖22, PU = UU>, and PV = V V >.
Then for any matrix A ∈ Rp1×p2, we have
‖G(PUA)‖ ≤
√
I(U)rb(b ∧ r)
m1
‖A‖, ‖G(APV )‖ ≤
√
I(V )rb(b ∧ r)
m2
‖A‖,
and ‖G(PUAPV )‖ ≤
√
I(U)I(V ) · rb√
m1m2
‖A‖.
In particular, recall that D(A) is the matrix A with all off-diagonal entries
set to zero. Suppose U ∈ Om,r. Then for any matrix A ∈ Rm×m,
‖D(PU (D(A)))‖ ≤ I(U)r
m
‖D(A)‖, ‖D(PUA)‖ ≤
√
I(U)r
m
‖A‖.
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Proof of Lemma 1.
‖G(PUA)‖ = max‖v‖2=1 ‖v
>G(UU>A)‖2 = max‖v‖2=1
m2∑
j=1
(
v>[G(UU>A)]·j
)21/2
= max
‖v‖2=1
m2∑
j=1
 ∑
i:(i,j)∈G
vi(UU
>A)i,j
21/2
≤ max
‖v‖2=1
m2∑
j=1
 ∑
i:(i,j)∈G
v2i
 ∑
i:(i,j)∈G
(UU>A)2i,j
1/2 ,
where the inequality is due to Cauchy-Schwarz. In particular, for any 1 ≤
j ≤ m2,∑
i:(i,j)∈G
(UU>A)2ij ≤
∑
i:(i,j)∈G
(
Ui· · (U>A)·j
)2
=
∑
i:(i,j)∈G
‖Ui·‖22 ·
∥∥∥(U>A)·j∥∥∥2
2
≤
∑
i:(i,j)∈G
I(U)r
m1
‖A‖2 ≤ I(U)rb
m1
‖A‖2.
Thus,
‖G(PUA)‖ ≤
√
I(U)rb
m1
‖A‖ max
‖v‖2=1
m2∑
j=1
 ∑
i:(i,j)∈G
v2i
1/2
=
√
I(U)rb
m1
‖A‖ · max
‖v‖2=1
m1∑
i=1
∑
j:(i,j)∈G
v2i
1/2
≤
√
I(U)rb
m1
‖A‖ · max
‖v‖2=1
(
m1∑
i=1
v2i b
)1/2
≤
√
I(U)rb2
m1
‖A‖.
Additionally, since rank(A) ≤ r and G is b-sparse,
‖G(PUA)‖2 ≤ ‖G(PUA)‖2F
=
∑
i,j
(
G(UU>A)
)2
ij
=
m2∑
j=1
∑
i:(i,j)∈G
(
Ui·(U>A)·j
)2
≤
m2∑
j=1
∑
i:(i,j)∈G
‖Ui·‖22 · ‖U>A·j‖22 ≤
m2∑
j=1
I(U)rb
m1
· ‖U>A·j‖22
=
I(U)rb
m1
· ‖U>A‖2F ≤
I(U)rb
m1
· r‖U>A‖2 ≤ I(U)r
2b
m1
‖A‖2.
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Combining previous two inequalities, we have
‖G(PUA)‖ ≤
√
I(U)rb(r ∧ b)
m1
‖A‖.
The proof for ‖G(APV )‖ ≤
√
I(V )rb(b ∧ r)/m2‖A‖ similarly follows. Next,
for any u ∈ Rm1 , v ∈ Rm2 such that ‖u‖2 = ‖v‖2 = 1, we have
u>G(PUAPV )v = u>G(UU>AV V >)v =
∑
(i,j)∈G
uivj
[
UU>AV V >
]
ij
≤
∑
(i,j)∈G
|uivj |‖Ui·‖2 · ‖U>AV ‖ · ‖Vj·‖2
≤
∑
(i,j)∈G
|uivj | ·
√
rI(U)
m1
· ‖A‖ ·
√
rI(V )
m2
≤
√
I(U)I(V )r√
m1m2
· ‖A‖ ·
∑
(i,j)∈G
u2i + v
2
j
2
≤
√
I(U)I(V )r√
m1m2
· ‖A‖ ·
∑
i
∑
j:(i,j)∈G
u2i
2
+
∑
j
∑
i:(i,j)∈G
v2j
2

≤br
√
I(U)I(V )√
m1m2
‖A‖,
which means
‖G(PUAPV )‖ ≤ br
√
I(U)I(V )√
m1m2
‖A‖.
For the diagonal operator D(·), since D(A) is a diagonal matrix, we have
D(A)ei = D(A)iiei and
‖D(PU (D(A)))‖ = max
i
|{PU (D(A))}ii| = maxi
∣∣∣e>i PUD(A)ei∣∣∣
= max
i
∣∣∣e>i PUei ·Aii∣∣∣ = max
i
‖U>ei‖22 · |Aii| ≤
I(U)r
m
‖D(A)‖,
‖D(PU (A))‖ = max
i
|(PUA)ii| = max
i
∣∣∣e>i UU>Aei∣∣∣
≤‖e>i U‖2 · ‖A‖ ≤
√
I(U)r
m
‖A‖.
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Supplement to “Heteroskedastic PCA: Algorithm,
Optimality, and Applications”
Anru Zhang, T. Tony Cai, and Yihong Wu
APPENDIX A: ADDITIONAL PROOFS
A.1. Additional Proofs for Heteroskedastic PCA.
Proof of Theorem 2. We only need to show the following two inequal-
ities to prove this theorem,
(A.1)
inf
Uˆ
sup
Σ∈Fp,n,r(σsum,σmax,ν)
E
∥∥∥sin Θ(Uˆ , U)∥∥∥ & ( σsum
(nν)1/2
+
σsumσmax
n1/2ν
)
∧ 1,
(A.2) inf
Uˆ
sup
Σ∈Fp,n,r(σsum,σmax,ν)
E
∥∥∥sin Θ(Uˆ , U)∥∥∥ & √rσmax
(nν)1/2
∧ 1.
We first consider (A.1). Since all parameters can be rescaled, we assume
ν = 1 without loss of generality. The proof is divided into three steps.
Step 1 In this step, we construct a series of “candidate covariance matrices” and
prove that they belong to the subset of covariance matrices in the theorem
statement. Let
(A.3) d = bσ2sum/(8σ2max)c ∨ 6, L = 2d1/(dcI)e.
Now, we impose the assumption that
(A.4) p ≥ 50 ∨ {2(r − 1)(1 + cI)/cI} ∨ {8/cI}.
Since σsum ≤ √pσmax, we must have
Ld
(A.3)
= 2d
⌈
1
dcI
⌉
< 2d
(
1
dcI
+ 1
)
=
2
cI
+ 2
(⌊
σ2sum
8σ2max
⌋
∨ 6
)
(A.4)
≤ p
4
+
σ2sum
4σ2max
∨ 12
(A.4)
≤ p
4
+ max
{p
4
,
p
4
}
=
p
2
.
(A.5)
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By Lemma 9, we can construct Q ∈ O(p−Ld),(r−1) with small incoherence
constant:
max
i
‖e>i Q‖22 ≤
1
bp−Ldr−1 c
≤ 1
p−Ld
r−1 − 1
(A.5)
≤ 1
p/2
r−1 − 1
(A.4)
≤ r − 1
(r − 1)(1 + cI)/cI − (r − 1) ≤ cI .
(A.6)
By the Varshamov-Gilbert bound (Massart, 2007, Lemma 4.7), we can
find series of vectors v(1), . . . , v(N) ⊆ {−1, 1}d with N ≥ exp(d/8), such
that
(A.7) ‖v(l) − v(k)‖22 ≥ d, for all 1 ≤ k 6= l ≤ N
Next, we construct a series of candidate covariance matrices for k =
1, . . . , N ,
U (k) =
[
u(k) 0(Ld)×(r−1)
0(p−Ld)×1 Q
]
∈ Rp×r,
u(k) =

1√
Ld(1+θ2)
(
1d + θv
(k)
)
...
1√
Ld(1+θ2)
(
1d + θv
(k)
)
1√
Ld(1+θ2)
(
1d − θv(k)
)
...
1√
Ld(1+θ2)
(
1d − θv(k)
)

∈ RLd;
Dij =
{
σ20, 1 ≤ i = j ≤ Ld;
0, otherwise,
σ20 = σ
2
max ∧ {σ2sum/(Ld)},
Σ(k) = U (k)(U (k))> +D.
Here, 0 ≤ θ ≤ 1 is a constant to be specified later; both 1√
Ld(1+θ2)
(1 +
θv(k)) and 1√
Ld(1+θ2)
(1 − θv(k)) are repeated for (L/2) times in the first
column of U (k). Then, all columns of U (k) are orthonormal and
max
1≤i≤p
‖e>i U (k)‖22 ≤max
{
(1 + θ)2
Ld(1 + θ2)
,max
i
‖e>i Q‖22
}
≤max
{
2
Ld
,max
i
‖e>i Q‖22
}
(A.3)(A.6)
≤ cI .
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Then U (k) satisfies the incoherence constraint of the class Fp,r(σsum, σmax, ν),
I
(
U (k)
)
=
p
r
max
i
‖e>i U (k)‖22 ≤ cIp/r.
In addition,
max
1≤i≤p
Dii = σ
2
max ∧ {σ2sum/(Ld)} ≤ σ2max,
p∑
i=1
Dii = Ld
(
σ2max ∧ {σ2sum/(Ld)}
) ≤ σ2sum,
λr
(
U (k)(U (k))>
)
= 1 = ν.
Therefore, Σ(1), . . . ,Σ(N) truly belongs to the class in the theorem state-
ment:
(A.8) Σ(1), . . . ,Σ(N) ⊆ Fp,n,r(σsum, σmax, ν).
Step 2 Next for any k 6= l, we prove that U (k), U (l) are well-separated and the
KL-divergence of X(k) and U (l) are bounded if X(k) ∼ N(0,Σ(k)), X(l) ∼
N(0,Σ(l)). Since σsum ≥ σmax, we have
σ20 =σ
2
max ∧
σ2sum
Ld
(A.3)
≥ σ2max ∧
σ2sum
2dd1/(dcI)e ≥ σ
2
max ∧
σ2sum
2d
(
1
dcI
+ 1
)
≥σ2max ∧
σ2sum
2
cI
+ 2 (bσ2sum/(8σ2max)c ∧ 6)
≥ σ2max ∧
σ2sum
2
cI
+ 12
≥ cσ2max;
dσ20 ≥cdσ2max = c
(bσ2sum/(8σ2max)c ∨ 6)σ2max ≥ c (σ2sum/(16σ2max))σ2max ≥ c′σ2sum
(A.9)
for some constants c, c′ > 0 that only rely on cI .
By the definition of (A.7), we have for any 1 ≤ k 6= l ≤ N ,∥∥∥sin Θ(U (k), U (l))∥∥∥ = (1− λ2r ((U (k))>U (l)))1/2 = (1− (u(k)>u(l))2)1/2
=
(
1− (L/2)
2
L2d2(1 + θ2)2
(
(1d + θv
(k))>(1d + θv(l)) + (1d − θv(k))>(1d − θv(l))
)2)1/2
=
(
1− 1
4d2(1 + θ2)2
(
2d+ 2θ2v(k)>v(l)
)2)1/2
=
1−(1 + θ2(v(k))>v(l)/d
1 + θ2
)21/2 .
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By (A.7), for any k 6= l, we have d ≤ ‖v(k) − v(l)‖22 ≤ 4d and
(v(k))>v(l) =
1
2
(
‖v(k)‖22 + ‖v(l)‖22 − ‖v(k) − v(l)‖22
)
=
1
2
(
2d− ‖v(k) − v(l)‖22
)
∈ [−d, d/2] .
Consequently,
(A.10)(
1−
(
1 + θ2/2
1 + θ2
)2)1/2
≤
∥∥∥sin Θ(U (k), U (l))∥∥∥ ≤ (1− (1− θ2
1 + θ2
)2)1/2
.
Provided that 0 < θ ≤ 1,
(A.11)(
1−
(
1− θ2
1 + θ2
)2)1/2
=
(
(1 + θ2)2 − (1− θ2)2
(1 + θ2)2
)1/2
=
2θ
1 + θ2
≤ 2θ,
(A.12)
(
1−
(
1 + θ2/2
1 + θ2
)2)1/2
=
(
θ2 + (3/4)θ4
)1/2
1 + θ2
≥ θ
2
.
Combining (A.10), (A.11), and (A.12), we have
(A.13)
θ
2
≤
∥∥∥sin Θ(U (k), U (l))∥∥∥ ≤ 2θ, ∀1 ≤ k 6= l ≤ N.
Suppose
X(k) =
[
X
(k)
1 . . . X
(k)
n
]
iid∼ N(0,Σ(k)), k = 1, . . . , N.
Next, we consider the Kullback-Leibler divergence between X(k) and X(l)
for any 1 ≤ k 6= l ≤ N . Note the following fact on the Kullback-Leibler
divergence between multivariate Gaussians: suppose X = [X1, . . . , Xn]
iid∼
N(0,Σ) and X ′ = [X ′1, . . . , X ′n]
iid∼ N(0,Σ′) are p-dimensional vectors. If
Σ and Σ′ are non-degenerating, then
DKL
(
X||X ′) = n
2
(
tr
(
(Σ′)−1Σ
)− p+ log(det Σ′
det Σ
))
.
Since Σ(k) and Σ(l) may be degenerating, one cannot directly apply the
previous formula to calculate their KL divergence. Instead, denote the top
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(Ld)-by-(Ld) sub-matrix of Σ(k) as
Σ˜(k) = u(k)u(k))> + D˜ ∈ R(Ld)×(Ld),
where u(k) =

1√
Ld(1+θ2)
(
1d + θv
(k)
)
...
1√
Ld(1+θ2)
(
1d + θv
(k)
)
1√
Ld(1+θ2)
(
1d − θv(k)
)
...
1√
Ld(1+θ2)
(
1d − θv(k)
)

∈ RLd, D˜ = σ20I.
By the structure of Σ(k), we know det(Σ˜(k)) = det(Σ˜(l)) for all 1 ≤
k, l ≤ N , and Σ(k)[1:Ld,1:Ld] = Σ˜(k), Σ
(k)
[(Ld+1):p,1:Ld] = 0, Σ
(k)
[1:Ld,(Ld+1):p] =
0, Σ
(k)
[(Ld+1):p,(Ld+1):p] = QQ
>. Here, Σ(k)[1:Ld,1:Ld] represents the subma-
trix formed by the first to Ld-th rows and first to Ld-th columns of
Σ(k); Σ
(k)
[1:Ld,(Ld+1):p] and Σ
(k)
[(Ld+1):p,(Ld+1):p] are defined in a similar fashion.
Then, 1) for any 1 ≤ k ≤ N and 1 ≤ i ≤ n, (X(k)i )[1:Ld] and (X(k)i )[(Ld+1):p],
i.e., the first Ld entries and the other entries of Xi, are two independent
vectors; 2) (X
(k)
1 )[(Ld+1):p], . . . , (X
(k)
n )[(Ld+1):p] are independent and iden-
tically distributed. Thus,
DKL
(
X(l)||X(k)
)
= DKL
(
X
(l)
[1:Ld,:]||X
(k)
[1:Ld,:]
)
=
n
2
(
tr
(
(Σ˜(k))−1Σ˜(l)
)
− Ld
)
.
Here, X
(k)
[1:LD,:] and X
(l)
[1:LD,:] represent the first LD rows of X
(k) and X(l),
respectively. Since u(k) is a unit vector, one can verify that
(Σ˜(k))−1 = σ−20 ILd +
(
1
σ20 + 1
− σ−20
)
u(k)(u(k))>,
(Σ˜(k))−1Σ˜(l) =ILd +
(
σ20
σ20 + 1
− 1
)
u(k)(u(k))> + σ−20 u
(l)(u(l))>
+
(
1
σ20 + 1
− σ−20
)
u(k)(u(k))>u(l)(u(l))>,
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and
DKL
(
X(l)||X(k)
)
=
n
2
(
Ld+
(
σ20
σ20 + 1
− 1 + σ−20
)
+
(
1
σ20 + 1
− σ−20
)(
(u(k))>u(l)
)2 − Ld)
=
n
2σ20(σ
2
0 + 1)
·
(
1−
(
(u(k))>u(l)
)2)
=
n
2σ20(σ
2
0 + 1)
∥∥∥sin Θ(U (k), U (l))∥∥∥2
(A.13)
≤ 2nθ
2
σ20(1 + σ
2
0)
.
(A.14)
Step 3 We finalize the proof by the generalized Fano’s lemma. Specifically by
(Yu, 1997, Lemma 3), we have
inf
Uˆ
sup
Σ∈Fp,r(σsum,σmax,ν)
E‖ sin Θ(Uˆ , U)‖
(A.8)
≥ inf
Uˆ
sup
Σ∈{Σ(l)}Nl=1
E‖ sin Θ(Uˆ , U)‖
(A.13)(A.14)
≥ θ
4
1− 2nθ2σ20(1+σ20) + log(2)
log(N)
 N≥3≥ θ
4
1− 2nθ2σ20(1+σ20) + log(2)
(d/8) ∨ log(3)

≥θ
4
1− 2nθ2σ20(1+σ20)
(d/8) ∨ log(3) −
log(2)
(d/8) ∨ log(3)

≥θ
4
1− 2nθ2σ20(1+σ20)
d/8
− log(2)
log(3)
 .
Now we set θ =
(
σ20(1+σ
2
0)
2n ·
(
d
32
))1/2∧1. Then, for uniform constant c > 0,
we have
θ ≥ c
(√
d
n
(σ0 + σ
2
0) ∧ 1
)
≥
c
(√
dσ20 +
√
dσ20 · σ20
)
√
n
∧ 1
(A.9)
≥ c (σsum + σmaxσsum)√
n
∧ 1.
Therefore,
inf
Uˆ
sup
Σ∈Fp,r(σsum,σmax,ν)
E‖ sin Θ(Uˆ , U)‖
≥c
(
σsum + σmaxσsum√
n
∧ 1
)
&
(
σsum
(nν)1/2
+
σsumσmax
n1/2ν
)
∧ 1,
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which has finished the proof for (A.1).
The proof of (A.2) is similar to (A.1): we still (a) first construct a series
of candidate covariance matrices, (b) prove separateness of these covariance
matrices and boundedness of KL divergence of random samples, and (c)
apply generalized Fano’s lemma to finalize the proof.
We still assume ν = 1 without loss of generality. Since σmax ≤ σsum,
(A.2) is directly implied by (A.1) (which has been just proved) when r is a
constant. Thus, we can assume r ≥ 50 in this part of proof without loss of
generality. By the Varshamov-Gilbert bound (Massart, 2007, Lemma 4.7),
we can find w(1), . . . , w(N) ⊆ {±1}r, such that
(A.15)
∥∥∥w(l) − w(k)∥∥∥2
2
≥ r for all 1 ≤ k 6= l ≤ N,
and N ≥ exp(r/8). Consider the following set of covariance matrices for
l = 1, . . . , N ,
A(l) =

(θw(l))>
1√
L
Ir
...
1√
L
Ir
0(p−dr−1)×r
 , A
(l) = U (l)R(l) is the QR orthogonalization;
Σ(l) = A(l)(A(l))> +D ∈ Rp×p, Dij =
{
σ2max, i = j = 1;
0, otherwise.
Here, L = d1/cIe; w(l) ∈ Rr has i.i.d. Rademacher entries; 0 < θ ≤√
(cI ∧ 1)/r is some parameter to be determined later; 1√LIr is repeated
for L times; by design, the noise only appears in the first entry of the vec-
tor, so that the conditions
max
i
Dii = D11 ≤ σ2max and
p∑
i=1
Dii = D11 ≤ σ2sum
naturally hold, provided that σsum ≥ σmax.
By the relationship between singular values of the matrix and its subma-
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trices (see (Cai and Zhang, 2018b, Lemma 2)), we have
λr
(
A(l)
)
≥ λr


1√
L
Ir
...
1√
L
Ir

 = 1,
‖A(l)‖ ≤
‖θw(l)‖22 +
∥∥∥∥∥∥∥

1√
L
Ir
...
1√
L
Ir

∥∥∥∥∥∥∥
2
1/2
,
which means
I(U (l)) =
p
r
max
i
‖e>i U (l)‖22 ≤
p
r
max
i
‖e>i A(l)(R(l))−1‖22
≤p
r
max
i
‖e>i A(l)‖22 · λ−2r (R(l))
≤p
r
max
{
θ2r,
1
L
}
· λ−2r (A(l)) ≤ cIp/r.
Therefore,
(A.16) Σ(1), . . . ,Σ(N) ∈ Fp,n,r(σsum, σmax, ν).
Again, suppose X(l) = [X
(l)
1 , . . . , X
(l)
n ]
iid∼ N(0,Σ(l)) for l = 1, . . . , N .
Next, we evaluate the sin Θ distances between each pair of (U (l), U (k)) and
the KL divergence among X(l)’s. Similarly to the proof for the first part of
this theorem, we introduce a “condensed version” of A(l),Σ(l), and X(l).
A˜(l) =
[
(θw(l))>
Ir
]
∈ R(r+1)×r, A˜(l) = U˜ (l)R(l) is the QR decomposition,
Σ˜(l) = A˜(l)(A˜(l))> + D˜ ∈ R(r+1)×(r+1), D˜ij =
{
σ2max, i = j = 1;
0, otherwise,
X˜(l) = [X˜
(l)
1 , . . . , X˜
(l)
n ], X
(l)
i = TX˜
(l)
i ∈ Rr+1,
where T =

1 01×r
0r×1 1√LIr
...
...
0r×1 1√LIr
0(p−Lr−1)×1 0(p−Lr−1)×r
 .
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Then, A˜(l), A(l), U˜ (l), and U (l) can be similarly related via T ,
(A.17) TA˜(l) = A(l), T U˜ (k) = U (k).
One can also verify that X˜(l)
iid∼ N(0, Σ˜(l)). Noting that
v(l) =
1√
1 + rθ2
(
1
−θw(l)
)
∈ Rr+1
is the orthogonal complement to A˜(l), we have∥∥∥sin Θ(U˜ (k), U˜ (l))∥∥∥ = ∥∥∥(v(l))>U˜ (k)∥∥∥ = ∥∥∥(v(l))>A˜(k)(R(l))−1∥∥∥
≥
∥∥∥(v(l))>A˜(k)∥∥∥ · λ−1r (A(l)) ≥
∥∥∥∥∥θw(l) − θw(k)√1 + rθ2
∥∥∥∥∥
2
1√
1 + rθ2
=
θ
1 + rθ2
∥∥∥w(l) − w(k)∥∥∥
2
.
Since 0 ≤ θ ≤√(cI ∧ 1)/r, we additionally have∥∥∥sin(U (k), U (l))∥∥∥ (A.17)= ∥∥∥sin(U˜ (k), U˜ (l))∥∥∥ ≥ θ
1 + rθ2
∥∥∥w(l) − w(k)∥∥∥
2
≥θ
2
∥∥∥w(l) − w(k)∥∥∥
2
(A.15)
≥
√
rθ
2
, for all 1 ≤ k 6= l ≤ N.
(A.18)
Next, we consider the KL divergence among these samples. Given the
linear relationship X(l) = TX˜(l), X(k) = TX˜(k) with non-singular map T ,
we have
DKL
(
X(l)||X(k)
)
= DKL
(
X˜(l)||X˜(k)
)
=
n
2
(
tr
(
(Σ˜(k))−1Σ˜(l)
)
− (r + 1) + log
(
det(Σ˜(k))
det(Σ˜(l))
))
.
Noting that
Σ˜(k) =
[
θ2r + σ2max θ(w
(k))>
θw(k) Ir
]
,
det(Σ˜(k)) = det(Σ˜(l)) by symmetry. By the matrix inversion formula and
calculation, one has
(Σ˜(k))−1 =
[
σ−2max −σ−2maxν(w(k))>
−σ−2maxνw(k) Ir + σ−2maxν2w(k)(w(k))>
]
,
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and
DKL
(
X(l)||X(k)
)
=
n
2
(
tr
(
(Σ˜(k))−1Σ˜(l)
)
− (r + 1)
)
=
n
2
(
(r + 1) + 2σ−2maxθ
2
(
r − (w(k))>w(l)
)
− (r + 1)
)
=
n
2
(
2σ−2maxθ
2(r − (w(k))>w(l))
)
≤nσ−2maxθ2r.
(A.19)
Finally, by generalized Fano’s lemma (Yu, 1997, Lemma 3),
inf
Uˆ
sup
Σ∈Fp,n,r(σsum,σmax,ν)
∥∥∥sin Θ(Uˆ , U)∥∥∥
(A.16)
≥ inf
Uˆ
sup
Σ∈{Σk}Nk=1
∥∥∥sin Θ(Uˆ , U)∥∥∥
(A.18)(A.19)
≥
√
rθ
4
(
1− nσ
−2
maxθ
2r + log(2)
r/8
)
.
Set θ = σmax/(32
√
n) ∧√(cI ∧ 1)/r. Given r ≥ 50, we have
1− nσ
−2
maxθ
2r + log(2)
r/8
≥ 1− r/32 + log(2)
r/8
≥ 1/3,
which means
inf
Uˆ
sup
Σ∈Fp,n,r(σsum,σmax,ν)
∥∥∥sin Θ(Uˆ , U)∥∥∥ & c(√ r
n
σmax ∧ 1
)
= c
(
r1/2σmax
(nν)1/2
∧ 1
)
.
for some constant c > 0 that only relies on cI . Thus, we have finished the
proof for (A.2).
Proof of Proposition 1. For both lower bounds, it suffices to con-
sider the rank-one case (r = 1), where Uˆ and U are unit vectors denoted by
uˆ and u.
In order to prove the lower bound (2.11) on uˆSVD, it suffices to show
sup
Σ∈Fp,n,r(σsum,σmax,ν)
E‖ sin Θ(uˆSVD, u)‖ & σsum
(nν)1/2
∧ 1,(A.20)
and
sup
Σ∈Fp,n,r(σsum,σmax,ν)
E‖ sin Θ(uˆSVD, u)‖ & σ
2
max
ν
∧ 1.(A.21)
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Note that (A.20) was implied by the minimax lower bound of Theorem
2. Thus we only need to show (A.21). By scaling σmax, without loss of
generality, we set ν = 1.
Let L = d 1cI e. Consider Σ = uu> +D, where
u =
[
1√
L
1L
0p−L
]
, Dij =
{
σ2max ∧ 1L , i = j = 1;
0, otherwise,
Then I(u) ≤ cIp/r, λr(uu>) = 1, and hence Σ ∈ Fp,n,r(σsum, σmax, ν) for
any σsum that satisfies σ
2
max ≤ σ2sum ≤ pσ2max. Let X1, . . . , Xn iid∼ N(0,Σ).
Then each Xk (ignoring the zero entries) can be expressed as
Xk =
1√
L
1Lγk + e1εk,
where γk ∼ N(0, 1) and εk ∼ N(0, σ2max ∧ 1L) are independent. Thus,
nΣˆ =XX> =
n∑
k=1
XkX
>
k
=
n∑
k=1
γ2k
L
1L1
>
L +
(
n∑
k=1
ε2k
)
e1e
>
1 +
(
n∑
k=1
γkεk√
L
)(
e11
>
L + 1Le
>
1
)
.
Note that
n∑
k=1
γ2k
L
∼ χ
2
n
L
,
n∑
k=1
ε2k ∼
(
σ2max ∧
1
L
)
χ2n,
n∑
k=1
γkεk√
L
∼
√
σ2max
L
∧ 1
L2
·N(0, 1) ·
√
χ2n.
By the tail bound of the χ2 distribution (c.f., (Laurent and Massart, 2000,
Lemma 1)) and the symmetry of the normal distribution,
n∑
k=1
γ2k
L
≤ n+ 4
√
n
L
,
n∑
k=1
ε2k ≥
(
σ2max ∧
1
L
)
(n−4√n), and
n∑
k=1
γkεk√
L
≥ 0
hold with probability at least some constant c > 0. Denote
a ,
∑n
k=1 ε
2
k/
√
L∑n
k=1 γ
2
k/L
, b ,
∑n
k=1 γkεk∑n
k=1 γ
2
k/
√
L
.
12 A. ZHANG, T. T. CAI, AND Y. WU
For large n, we have
(A.22) a ≥ 1
2
(√
Lσ2max ∧ (1/
√
L)
)
, b ≥ 0
with probability at least 0 < c < 1. Next, we introduce the following lemma
to characterize the leading singular vector of Σˆ.
Lemma 2. Let L ≥ 2. Consider A = 1L1>L +a
√
Le1e
>
1 +b
(
e11
>
L + 1Le
>
1
)
and the leading singular vector of A is uˆ, u = 1√
L
1L. If b ≥ 0, a ≥ 0, we
have
(A.23) ‖sin Θ(uˆ, u)‖ ≥ c(a ∧ 1)/L.
Proof of Lemma 2. The statement is clearly true when a = 0. Then
we can assume a > 0 in the following analysis. Since A is symmetric and all
entries of A are positive, the leading singular vector of A, i.e.,
uˆ = arg max
u∈RL,‖u‖2=1
|u>Au|,
must have the same signs for all its entries. Since A has the block structure,
such that Ai· = Ai′· and A·j = A·j′ for any 2 ≤ i, i′, j, j′ ≤ L, uˆ must have
the same structure in the sense that uˆi = uˆi′ for any 2 ≤ i, i′ ≤ L. Based
these, we can write uˆ as
uˆ =
(
z,
√
(1− z2)/(L− 1)1L−1
)>
for some 0 ≤ z ≤ 1. Then,
uˆ>Auˆ =
(
z +
√
(1− z2)(L− 1)
)2
+ a
√
Lz2 + 2bz
(
z +
√
(1− z2)(L− 1)
)
,
∂
∂z
(uˆ>Auˆ) =2
(
z +
√
(1− z2)(L− 1)
)(
1− z
√
L− 1
1− z2
)
+ 2
√
Laz
+ 2b
(
2z +
√
(1− z2)(L− 1)− z2
√
L− 1
1− z2
)
.
We analyze 2
(
z +
√
(1− z2)(L− 1)
)(
1− z
√
L−1
1−z2
)
+ 2
√
Laz and
2b
(
2z +
√
(1− z2)(L− 1)− z2
√
L−1
1−z2
)
separately as below.
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• If 0 ≤ z ≤ 1/√2, we immediately have
2z +
√
(1− z2)(L− 1)− z2
√
L− 1
1− z2 = 2z + (1− 2z
2)
√
L− 1
1− z2 ≥ 2z ≥ 0;
if 1/
√
2 < z ≤ 1/√L+ (a ∧ 1)/(10L), we must have L = 2, z ≤ 0.8, and
2z +
√
(1− z2)(L− 1)− z2
√
L− 1
1− z2 = 2z + (1− 2z
2)
√
L− 1
1− z2
≥
√
2 + (1− 2(.8)2) ·
√
1
1− (.8)2 > 0.
Provided that b ≥ 0, we always have
(A.24) 2b
(
2z +
√
(1− z2)(L− 1)− z2
√
L− 1
1− z2
)
≥ 0.
• Next, we consider Q , 2
(
z +
√
(1− z2)(L− 1)
)(
1− z
√
L−1
1−z2
)
+2
√
Laz.
When 0 ≤ z < 1/√L, by calculation we can verify that 1− z
√
L−1
1−z2 > 0,
which means Q > 0.
When 1/
√
L ≤ z ≤ 1/√L+ (a ∧ 1)/(10L) ≤ 1/√L+ 1/(10L), we have
0 ≤z +
√
(1− z2)(L− 1) ≤ 1√
L
+
1
10L
+
√
(1− 1/L)(L− 1)
=
√
L+
1
10L
.
(A.25)
For any 1/
√
L ≤ z ≤ 1/√L+ (a∧1)10L , we have(
1− z
√
L− 1
1− z2
)′
=−
√
L− 1
1− z2 −
z2
1− z2
√
L− 1
1− z2 = −
√
(L− 1)
(1− z2)3
≥−
√
(L− 1)
(1− .8)3 ≥ −4.63
√
L− 1.
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Thus, by Taylor’s theorem, there exists ξ ∈
[
1√
L
, 1√
L
+ a∧110L
]
such that(
1− z
√
L− 1
1− z2
)
=
(
1− z
√
L− 1
1− z2
)∣∣∣∣
z= 1√
L
+
(
z − 1√
L
)(
1− z
√
L− 1
1− z2
)′ ∣∣∣∣∣
z=ξ
,
≥0− 4.63√L− 1
(
z − 1√
L
)
≥ −4.63 · (a ∧ 1)
√
L− 1
10L
.
(A.26)
Therefore, for any a > 0 and 1/
√
L ≤ z ≤ 1/√L+ (a∧ 1)/(10L), we have
Q
(A.25)(A.26)
≥ − 2 · 4.65(a ∧ 1)
√
L− 1
10L
·
(√
L+
1
10L
)
+ 2
√
Laz
≥− 9.3(a ∧ 1)
√
L− 1
10L
(√
L+
1√
L
)
+
2
√
La√
L
> 0.
In summary of the previous two bullet points, for all 0 ≤ z ≤ 1/√L+ (a ∧
1)/(10L), we have
∂
∂z
(uˆ>Auˆ) > 0.
Now, if uˆ is truly the singular vector of A, z must be a stationary point
of uˆ>Auˆ, i.e., ∂∂z (uˆ
>Auˆ) = 0, which additionally means z ≥ 1/√L + (a ∧
1)/(10L). Finally, if uˆ is the leading singular vector of A, we have z ≥
1/
√
L+ (a ∧ 1)/(10L) and
‖ sin Θ(uˆ, u)‖
(Cai and Zhang, 2018b, Lemma 1)
≥ 1√
2
min ‖uˆ± u‖2 = 1√
2
‖uˆ− u‖2
≥ 1√
2
|uˆ1 − u1| = 1√
2
|z − 1/
√
L| ≥ (a ∧ 1)/(10
√
2L).
By Lemma 2 and L is of the constant order, the leading eigenvalue of nΣˆ,
i.e., uˆ ∈ Op,r, satisfies
E‖ sin Θ(uˆ, u)‖ ≥E [‖ sin Θ(uˆ, u)‖1{(A.23) holds}]
≥ c
L
(√
Lσ2max ∧ (1/
√
L)
2
∧ 1
)
· P((A.23) holds)
≥c (σ2max ∧ 1) & σ2maxν ∧ 1,
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which proves (A.21) and hence also (2.11).
Then we consider the lower bound (2.12) for uˆDD. Without loss of gener-
ality, we assume ν = 1, again. Let L = d1/cIe and set
u =

2√
5L
1L
1√
5L
1L
0(p−2L)
 , D = 0, Σ = uu> +D.
Then I(u) = (p/r) maxi ‖ui‖22 ≤ cI · p/r,
∑
iDii ≤ σ2sum,maxiDii ≤ σ2max
for any σ2sum, σ
2
sum ≥ 0. Thus, Σ ∈ Fp,n,r(σsum, σmax, ν). If X1, . . . , Xn iid∼
N(0,Σ), we have
Xk = uγk, γk ∼ N(0, 1).
nΣˆ =
n∑
k=1
XkX
>
k =
n∑
k=1
γ2k
 45L1L×L 25L1L×L 0L×(p−2L)2
5L1L×L
1
5L1L×L 0L×(p−2L)
0(p−2L)×L 0(p−2L)×L 0(p2L)×(p−2L)

Then we can write
∆(nΣˆ)/
n∑
k=1
γ2k =
 45L(1L×L − IL) 25L1L×L 0L×(p−2L)2
5L1L×L
1
5L(1L×L − IL) 0L×(p−2L)
0(p−2L)×L 0(p−2L)×L 0(p2L)×(p−2L)
 , R.
Since R is symmetric and u>R has a different direction than u, we know u
is not an eigenvalue of R. Consequently, u is not a singular vector of R. In
other words, if uˆDD is the leading singular vector of the diagonal-deletion
matrix of Σˆ, we have
‖ sin Θ(uˆDD, u)‖ =
√
1− uˆ>u ≥ c > 0.
Here, c only depends on the constant cI . We have thus finished the proof of
this proposition.
Proof of Proposition 2. Since Σˆ is invariant after translation on Y ,
we can assume that the mean vector µ = 0 without loss of generality. Let
Σ0 = U˜ΛU˜
> =
[
U U⊥
] [Λ1
Λ2
] [
U>
U>⊥
]
be the full eigenvalue decomposition of Σ0. Here, U˜ = [U U⊥] is the p-by-
p orthogonal matrix comprised of all eigenvectors of Σ0, U˜ = [U U⊥], Λ1
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and Λ2 are r-by-r and (p − r)-by-(p − r) non-negative diagonal matrices
containing the first r and the other (p − r) eigenvalues of Σ0, respectively.
We can also decompose Yk based on its principal components as
Yk = Xk + εk = UΛ
1/2
1 γ1k + U⊥Λ
1/2
2 γ2k + εk,
where the random scores satisfy E(γ>1k, γ>2k) = 0,Cov((γ>1k, γ>2k)) = I. We
can further write this decomposition in a matrix form,
Γ1 = [γ11 · · · γ1n], Γ2 = [γ21 · · · γ2n], Γ =
[
Γ1
Γ2
]
=
[
γ11 · · · γ1n
γ21 · · · γ2n
]
,
Y = X(1) +X(2) + E, X(1) = UΛ
1/2
1 Γ1, X
(2) = U⊥Λ
1/2
2 Γ2.
We divide the rest of the proof in three steps.
Step 1 Define ΣˆX = (XX
>−nX¯X¯>)/(n−1) and ΣˆX(1) = (X(1)X(1)>−nX¯(1)X¯(1)>)/(n−
1). By the same argument as the proof of Theorem 1, we can prove the
following average perturbation inequality for Σˆ− ΣˆX ,
EE
∥∥∥∆((n− 1)(Σˆ− ΣˆX))∥∥∥ . √nσsumσmax+σ2sum+‖X‖(σsum+√rσmax)+n1/2‖X¯‖2σsum.
Here, EE means the expectation with respect to the noise part E. In
addition, we can decompose (n−1)(Σˆ− ΣˆX(1)) in the similar way as (6.1):
(n− 1)(ΣˆX − ΣˆX(1)) =X(1)X(2)> +X(2)X(1)> +X(2)X(2)>
− n
(
X¯(1)X¯(2)> + X¯(2)X¯(1)> + X¯(2)X¯(2)>
)
.
Therefore,
EE
∥∥∥∆(nΣˆ− nΣˆX)∥∥∥ . √nσsumσmax + σ2sum + ‖X‖(σsum +√rσmax)
+ n1/2‖X¯‖2σsum + 2‖X(1)X(2)>‖+ ‖X(2)‖2 + 2n‖X¯(1)‖2‖X¯(2)‖2 + n‖X¯(2)‖22.
(A.27)
Noting that Σˆ(1) is rank-r and has singular subspace U , by the robust
sin Θ theorem (Theorem 3),
EE
∥∥∥sin Θ(Uˆ , U)∥∥∥ . (√nσsumσmax + σ2sum + ‖X‖(σsum +√rσmax) + n1/2‖X¯‖2σsum
(n− 1)λr(Σˆ(1))
+
2‖X(1)X(2)>‖+ ‖X(2)‖2 + 2n‖X¯(1)‖2‖X¯(2)‖2 + n‖X¯(2)‖22
(n− 1)λr(Σˆ(1))
)
∧ 1.
(A.28)
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We analyze each term above as follows. Specifically, we introduce the
following desirable probability event A, which happens if the inequalities
(A.29) – (A.31) all hold:
√
n+ C
√
p ≥ λ1
([
Γ1
Γ2
])
, λ1
([
Γ1
−Γ2
])
, λp
([
Γ1
Γ2
])
, λp
([
Γ1
−Γ2
])
≥ (√n− C√p) ∨ 0,
(A.29)
(A.30)
λr
(
ΣˆX(1)
)
≥ 5
36
λr(Λ), ‖X(1)‖ ≤ 2
√
n‖Λ1/2‖, ‖√nΓ¯(1)‖2 ≤
√
n/3,
(A.31) ‖Γ2‖ ≤ C(
√
n+
√
p), ‖Γ¯(2)‖2 ≤ C
√
p/n.
In the next two steps, we analyze each term in (A.28) given A hold, then
evaluate the probability that A holds.
Step 2 Now we assume A happens and (A.29)–(A.31) all hold. We plug in X(1) =
UΛ
1/2
1 Γ1 and X
(2) = U⊥Λ
1/2
2 Γ2 and obtain
‖X(1)X(2)>‖ = ‖X(2)X(1)>‖ ≤ ‖Λ1/21 ‖‖Λ1/22 ‖‖Γ1Γ>2 ‖
=
1
2
λ
1/2
1 (Λ)λ
1/2
r+1(Λ)
∥∥∥∥[Γ1Γ2
] [
Γ>1 Γ>2
]− [ Γ1−Γ2
] [
Γ>1 − Γ>2
]∥∥∥∥ ,∥∥∥∥[Γ1Γ2
] [
Γ>1 Γ>2
]− [ Γ1−Γ2
] [
Γ>1 − Γ>2
]∥∥∥∥
= max
w∈Rp:‖w‖2≤1
∣∣∣∣([Γ>1 Γ>2 ]w)2 − ([Γ>1 − Γ>2 ]w)2∣∣∣∣
≤max
{
λ21
([
Γ1
Γ2
])
, λ21
([
Γ1
−Γ2
])}
−min
{
λ2p
([
Γ1
Γ2
])
, λ2p
([
Γ1
−Γ2
])}
(A.29)
≤ (√n+ C√p)2 − {(√n− C√p) ∨ 0}2 ≤ C(√np+ p).
Thus,
‖X(1)X(2)>‖ ≤ C(√np+ p)λ1/21 (Λ)λ1/2r+1(Λ) . (
√
np+ p)λ1/2r (Λ)λ
1/2
r+1(Λ).
Similarly,
‖X(2)X(2)>‖ = ‖Λ1/22 Γ2Γ>2 Λ1/22 ‖ = ‖Λ2‖‖Γ2‖2
(A.31)
≤ C(n+ p)λr+1(Λ);
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2n‖X¯(1)‖2‖X¯(2)‖2 + n‖X¯(2)‖22
=2n‖UΛ1Γ¯1‖2‖U⊥Λ2Γ¯2‖2 + n‖UΛ1Γ¯2‖22
≤2nλ1/21 (Λ)λ1/2r+1(Λ)‖Γ¯1‖2‖Γ¯2‖2 + nλr+1(Λ)‖Γ¯2‖22
(A.30)(A.31)
. nλ1/2r (Λ)λ
1/2
r+1(Λ)
√
p/n+ nλr+1(Λ)p/n,
‖X¯(1)‖2 = ‖UΛ1Γ¯1‖2
(A.30)
≤ λ1/21 (Λ)‖Γ¯(1)‖2 . λ1/2r (Λ),
‖Xˆ(2)‖2 ≤ ‖Λ1/22 ‖‖Γ¯2‖2 . λr+1(Λ)
√
p/n,
‖X¯‖2 ≤ ‖X¯(1)‖2 + ‖X¯(2)‖2 ≤ λ1/2r (Λ) + λ1/2r+1(Λ)
√
p/n.
Summarizing all previous bounds, when A holds, we have
EE
∥∥∥sin Θ(Uˆ , U)∥∥∥ . (√nσsumσmax + σ2sum + ‖X‖(σsum +√rσmax) + n1/2‖X¯‖2σsum
nλr(ΣˆX(1))
+
2‖X(1)X(2)>‖+ ‖X(2)‖2 + 2n‖X¯(1)‖2‖X¯(2)‖2 + n‖X¯(2)‖22
nλr(ΣˆX(1))
)
∧ 1
.
(√
nσsumσmax + σ
2
sum + (
√
nλ
1/2
r +
√
pλ
1/2
r+1(Λ))(σsum +
√
rσmax)
nλr(Λ)
+
n1/2σsum(λ
1/2
r (Λ) + λ
1/2
r+1(Λ)
√
p/n)
nλr(Λ)
+
(
√
np+ p)λ
1/2
r (Λ)λ
1/2
r+1(Λ) + (n+ p)λr+1(Λ) + nλ
1/2
r (Λ)λ
1/2
r+1(Λ)
√
p/n+ nλr+1(Λ)p/n
nλr(Λ)
)
∧ 1
.
(
σsum +
√
rσmax
n1/2λ
1/2
r (Λ)
+
σsumσmax
n1/2λr(Λ)
+
(
√
np+ p)λ
1/2
r+1(Λ)
nλ
1/2
r (Λ)
+
λr+1(Λ)
λr(Λ)
)
∧ 1.
Here, the penultimate inequality is due to the following facts:
– σ
2
sum
nλr(Λ)
∧ 1 ≤ σsum
n1/2λ
1/2
r (Λ)
∧ 1;
– Since ab ∧ 1 ≤ (a+ b) ∧ 1 for any a, b ≥ 0,
√
pλ
1/2
r+1(Λ)(σsum +
√
rσmax)
nλr(Λ)
∧1 ≤
(
p1/2λ
1/2
r+1(Λ)
n1/2λ
1/2
r (Λ)
+
σsum +
√
rσmax
n1/2λ
1/2
r (Λ)
)
∧1;
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– By the same reason above,
n1/2σsumλ
1/2
r+1(Λ)
√
p/n
nλr(Λ)
∧ 1 ≤
(
σsum
n1/2λ
1/2
r (Λ)
+
(
pλr+1(Λ)
nλr(Λ)
)1/2)
∧ 1,
–
(
pλr+1(Λ)
nλr(Λ)
)
∧ 1 ≤
(
pλr+1(Λ)
nλr(Λ)
)1/2 ∧ 1,
Step 3 In this step, we evaluate the probability that the event A holds by giving
probability upper bounds for (A.29) – (A.31) as follows.
– Noting that
[
Γ1
Γ2
]
∈ Rp×n and
[
Γ1
−Γ2
]
∈ Rp×n are random matrices with
i.i.d. columns, by (Vershynin, 2010, Corollary 5.35),
P
(√
n+ C
√
p+ t ≥ all singular values of
[
Γ1
Γ2
] [
Γ1
−Γ2
]
≥ √n− C√p− t
)
≤ exp(−Ct2/2).
By setting t = C
√
p for large constant C > 0, we know (A.29) holds
with probability at least 1− C exp(−Cp).
– Since Γ1 ∈ Rr×n has isotropic sub-Gaussian columns, based on the ar-
gument of (6.6) in the proof of Theorem 1, (A.30) holds with probability
at least 1− C exp(−Cn).
– Noting that Γ2 is a (p − r)-by-n random matrix with i.i.d. isotropic
sub-Gaussian rows, by (Vershynin, 2011, Corollary 5.35),
‖Γ2‖ ≤ C(
√
n+
√
p)
with probability at least 1 − exp(−C(n + p)); by Bernstein-type con-
centration inequality (Vershynin, 2011, Proposition 5.16),
P
(
‖√nΓ¯(2)‖22 ≥ p+ C
√
px+ Cx
)
≤ C exp(−cx).
By setting x = Cp, we conclude that (A.31) holds with probability at
least 1− C exp(−Cp).
To sum up, the event A happens, i.e., (A.29) - (A.31) all hold, with prob-
ability at least 1− C exp(−Cn)− C exp(−Cp).
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Step 4 We finalize the proof in this step.
E
∥∥∥sin Θ(Uˆ , U)∥∥∥ = E∥∥∥sin Θ(Uˆ , U)∥∥∥ 1A + E∥∥∥sin Θ(Uˆ , U)∥∥∥ 1Ac
.σsum +
√
rσmax
n1/2λ
1/2
r (Λ)
+
σsumσmax
n1/2λr(Λ)
+
((np)1/2 + p)λ
1/2
r+1(Λ)
nλ
1/2
r (Λ)
+
λr+1(Λ)
λr(Λ)
+ C exp(−Cn) + C exp(−Cp)
.σsum +
√
rσmax
n1/2λ
1/2
r (Λ)
+
σsumσmax
n1/2λr(Λ)
+
((np)1/2 + p)λ
1/2
r+1(Λ)
nλ
1/2
r (Λ)
+
λr+1(Λ)
λr(Λ)
,
where the last inequality is due to σ2sum/λr(Λ) ≥ exp(−Cp) + exp(−Cn)
in the assumption. Finally, the trivial upper bound 1 always holds for
E
∥∥∥sin Θ(Uˆ , U)∥∥∥. We thus have finished this proof.
A.2. Additional Proofs for Robust sin Θ Theorem.
Proof of Proposition 3. We first develop the lower bound with the
incoherence constraint. We first assume δ/ν ≤ 1/√2. Let d = 2bp/(2r)c,
α, β ∈ Rd be unit vectors such that
α =
1√
d
(1, . . . , 1) , β =
1√
d(1 + θ2)
(1 + θ, . . . , 1 + θ, 1− θ, . . . , 1− θ) .
Clearly, f(θ) , ‖αα> − ββ>‖ is a continuous function of θ. One can verify
that f(0) = 0; f(1) = 1/
√
2, then there exists 0 ≤ θ ≤ 1 to ensure that
(A.32) ‖αα> − ββ>‖ = δ/ν.
Based on (A.32), we additionally construct
(A.33) U (1) =

α1Ir
...
αdIr
0(p−rd),r
 , U (2) =

β1Ir
...
βdIr
0(p−rd),r
 .
Here, 1√
d
Ir is repeated for d times in U
(1); both 1+θ√
d(1+θ2)
Ir and
1−θ√
d(1+θ2)
Ir
are repeated for d/2 times in U (2). LetM (1) = νU (1)(U (1))>,M (2) = νU (2)(U (2))>,
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Z(1) = 12(M
(2) −M (1)), Z(2) = 12(M (1) −M (2)). By such the construction,
λr(M
(1)) = λr(M
(2)) = ν, ‖M (1)‖/λr(M (1)) = ‖M (2)‖/λr(M (2)) = 1,
I(U (1)) =
p
r
max
i
‖e>i U (1)‖22 ≤
p
rd
=
p
r · 2bp/(2r)c <
p
r · 2(p/(2r)− 1) ≤ 2,
I(U (2)) =
p
r
max
i
‖e>i U (2)‖22 ≤
p(1 + θ)2
r · (d (1 + θ2)) ≤
p
r
· 2
d
=
p
r
· 1bp/(2r)c
≤
{
4 · 1 ≤ 4, if 2r ≤ p ≤ 4r;
p
r · 1p/(2r)−1 = 2pp−2r ≤ 4, if 4r + 1 ≤ p.
.
‖∆(Z(1))‖ =‖∆(Z(2))‖ Lemma 5≤ 2‖Z(2)‖ ≤ 2
∥∥∥∥12 (M (2) −M (1))
∥∥∥∥
=ν
∥∥∥αα> − ββ>∥∥∥ = δ,
which means (M (1), Z(1)), (M (2), Z(2)) ∈ Dp,r(ν, δ, t) for t ≥ 4. On the other
hand, by (Cai and Zhang, 2018b, Lemma 1),∥∥∥sin Θ(U (1), U (2))∥∥∥ ≥ 1
2
‖U (1)(U (1))> − U (2)(U (2))>‖
(A.33)
=
1
2
∥∥∥∥∥∥∥
 (α
2
1 − β21)Ir · · · (α1αd − β1βd)Ir
...
...
(αdα1 − βdβ1)Ir · · · (α2d − β2d)Ir

∥∥∥∥∥∥∥
=
1
2
‖αα> − ββ>‖ = δ/(2ν).
Given M (1) + Z(1) = M (2) + Z(2), we have
inf
Uˆ
sup
(M,Z)∈Dp,r(ν,δ,t)
∥∥∥sin Θ(Uˆ , U)∥∥∥
≥ inf
Uˆ
sup
(M,Z)∈{(M(1),Z(1)),(M(2),Z(2))}
∥∥∥sin Θ(Uˆ , U)∥∥∥
≥ inf
Uˆ
1
2
(∥∥∥sin Θ(Uˆ , U (1))∥∥∥+ ∥∥∥sin Θ(Uˆ , U (2))∥∥∥) ≥ 1
2
∥∥∥sin Θ(U (1), U (2))∥∥∥ = δ
4ν
.
Next, if δ/ν ≥ √2/2, let δ0 = ν ·
√
2/2. By the previous argument, one can
show
inf
Uˆ
sup
(M,Z)∈Dp,r(ν,δ,t)
∥∥∥sin Θ(Uˆ , U)∥∥∥ ≥ δ0
4ν
=
√
2
8
≥
√
2
8
(
δ
ν
∧ 1
)
.
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In summary, we must have
inf
Uˆ
sup
(M,Z)∈Dp,r(ν,δ,t)
∥∥∥sin Θ(Uˆ , U)∥∥∥ ≥ √2
8
(
δ
ν
∧ 1
)
in the first scenario that t ≥ 4.
Then we consider the second part that t ≥ p/r. Let
U (1) =
[
Ir
0(p−r)×r
]
, U (2) =
 0r×rIr
0(p−2r)×r

be two orthogonal matrices, M (1) = νU (1)(U (1))>,M (2) = νU (2)(U (2))>,
Z(1) = −M (1), Z(2) = −M (2). Then clearly, M (1) + Z(1) = M (2) + Z(2),
λr(M
(1)) = λr(M
(2)) ≥ ν, ‖∆(Z(1))‖ = ‖∆(Z(2))‖ = 0,
‖ sin Θ(U (1), U (2))‖ =
(
1− λr((U (1))>U (2))
)1/2
= (1− 0)1/2 = 1.
Moreover, for any t ≥ p/r,
I(U (1)) =
p
r
‖e>i U (1)‖22 =
p
r
≤ t, I(U (2)) = p
r
‖e>i U (2)‖22 =
p
r
≤ t.
We thus have (
M (1), Z(1)
)
,
(
M (2), Z(2)
)
∈ Dp,r(ν, δ, t)
if t ≥ p/r. Given M (1) + Z(1) = M (2) + Z(2), we have
inf
Uˆ
sup
(M,Z)∈Dp,r(ν,δ,t)
∥∥∥sin Θ(Uˆ , U)∥∥∥
≥ inf
Uˆ
sup
(M,Z)∈{(M(1),Z(1)),(M(2),Z(2))}
∥∥∥sin Θ(Uˆ , U)∥∥∥
≥ inf
Uˆ
1
2
(∥∥∥sin Θ(Uˆ , U (1))∥∥∥+ ∥∥∥sin Θ(Uˆ , U (2))∥∥∥) ≥ 1
2
∥∥∥sin Θ(U (1), U (2))∥∥∥ = 1
2
,
which has finished the proof of this theorem.
A.3. Proofs in Heteroskedastic Low-rank Matrix Denoising.
Proof of Theorem 4. First, we assume δ ∈ Rp1 , δi =
∑p2
j=1 σ
2
ij as the
row-wise summation of variances. Note that
Y Y > = XX> +XE> + EX> + EE>.
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Then, EY Y > = XX> + diag(δ). By the Wishart-type heteroskedastic con-
centration inequality (c.f., Cai and Zhang (2018a)),
E
∥∥∥EE> − diag(δ)∥∥∥ . σ2C + σCσR + σRσmax√log(p1 ∧ p2) + σ2max log(p1 ∧ p2),(A.34)
By Lemma 3 and ‖X‖ ≤ Cλr(X),
(A.35) E
∥∥∥XE>∥∥∥ . ‖X‖ (σC +√rσmax) . λr(X) (σC +√rσmax) .
By Lemma 5,∥∥∥∆(Y Y > −XX>)∥∥∥ = ∥∥∥∆(Y Y > −XX> − diag(δ))∥∥∥
≤2
∥∥∥Y Y > −XX> − diag(δ)∥∥∥ ≤ ∥∥∥XE> + EX> + EE> − diag(δ)∥∥∥
≤2
∥∥∥EE> − diag(δ)∥∥∥+ 4‖EX>‖.
(A.36)
Combining (A.34), (A.35), and (A.36), we have
E
∥∥∥∆(Y Y > −XX>)∥∥∥
.σ2C + σCσR + σRσmax
√
log(p1 ∧ p2) + σ2max log(p1 ∧ p2) + λr(X)
(
σC +
√
rσmax
)
.
(A.37)
Note that the eigen-subspace of XX> is the same as U , i.e., the left singular
subspace of X. Since I(U) ≤ cIp/r, the robust sin Θ theorem (Theorem 3)
implies
E
∥∥∥sin Θ(Uˆ , U)∥∥∥ ≤ CE‖∆(Y Y > −XX>)‖
λ2r(X)
∧ 1
.
(
σ2C + σCσR + σRσmax
√
log(p1 ∧ p2) + σ2max log(p1 ∧ p2) + λr(X) (σC +
√
rσmax)
λ2r(X)
)
∧ 1
.
(
σC +
√
rσmax
λr(X)
+
σCσR + σRσmax
√
log(p1 ∧ p2) + σ2max log(p1 ∧ p2)
λ2r(X)
)
∧ 1.
(A.38)
The last inequality is due to the fact that σC/λr(X) ∧ 1 ≤ σ2C/λ2r(X) ∧ 1.
In particular when σmax . σC/max{
√
r,
√
log(p1 ∧ p1)}, we have
√
rσmax
λr(X)
. σC
λr(X)
,
σRσmax
√
log(p1 ∧ p2)
λ2r(X)
. σCσR
λ2r(X)
,
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σ2max log(p1 ∧ p2)
λ2r(X)
∧ 1 . σ
2
C
λ2r(X)
∧ 1 ≤ σC
λr(X)
∧ 1.
We thus have
E
∥∥∥sin Θ(Uˆ , U)∥∥∥ . ( σC
λr(X)
+
σCσR
λ2r(X)
)
∧ 1.
A.4. Proofs in Poisson PCA.
Proof of Theorem 5. Denote E = Y − X ∈ Rp1×p2 . Recall the fol-
lowing tail probability bound of Poisson distribution (see, e.g., (Boucheron
et al., 2013, Pages 22-23)),
P (|Yij −Xij | ≥ t) ≤ 2 exp
(
−(t+Xij) log
(
1 +
t
Xij
)
+ t
)
, ∀t ≥ 0.
Next, we aim to show
P (|Yij −Xij | ≥ t) ≤ 2 exp
(
1− ct/√Xij) , ∀t > 0.(A.39)
for some uniform constant c > 0.
• If t <√Xij ,
P (|Yij −Xij | ≥ t) ≤ 1 ≤ 2 exp(1− t/
√
Xij), ∀t > 0.
• If √Xij ≤ t ≤ Xij/2, by Taylor expansion for log(1 + x/Xij),
(Xij + t) log
(
1 +
t
Xij
)
− t ≥ (Xij + t)
(
t
Xij
− t
2
2X2ij
)
− t
=
t2
Xij
− t
2
Xij
· Xij + t
2Xij
≥ t
2
Xij
− t
2
Xij
· 3
4
=
t2
4Xij
≥ t
4
√
Xij
− 1
16
.
Thus,
P (|Yij −Xij | ≥ t) ≤ 2 exp
(
1
16
− t
4
√
Xij
)
.
• If Xij/2 ≤ t ≤ 2Xij , we shall note that
∂
∂Xij
(
(t+Xij) log
(
1 +
t
Xij
))
= log
(
1 +
t
Xij
)
− t
Xij
≤ 0,
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then (t+Xij) log
(
1 + tXij
)
is a decreasing function of Xij . Thus,
P (|Yij −Xij | ≥ t) ≤2 exp
(
−(t+Xij) log
(
1 +
t
Xij
)
+ t
)
≤2 exp
(
−(t+ 2t) log
(
1 +
t
2t
)
+ t
)
≤2 exp (−(3 log(1.5)− 1)t)
≤2 exp
(
−√c(3 log(1.5)− 1)t/√Xij)
(Xij + t) log
(
1 +
t
Xij
)
− t ≥ (t+ t) log(1 + 1/2)− t.
• If t ≥ 2Xij ,
P (|Yij −Xij | ≥ t) ≤ 2 exp (−t log(1 + 2) + t)
≤2 exp
(
−t/√Xij · (√c(log(3)− 1))) .
In summary, (A.39) always hold, which means Eij/
√
Xij is a sub-exponential
distributed random variable. By the sub-exponential Wishart-type concen-
tration inequality (c.f., Cai and Zhang (2018a)),
E
∥∥∥EE> − EEE>∥∥∥ . σCσR+σ2C+σRσmax√log(p1) log(p2)+σmax log(p1) log(p2).
Suppose the right singular subspace of X is V ∈ Op2,r. By Lemma 4 and
‖X‖ ≤ Cλr(X),
E
∥∥∥XE>∥∥∥ . ‖X‖E‖EV ‖ . ‖X‖(σC + rσmax) . λr(X)(σC +√rσmax).
Now, the rest of the proof follows from the Inequality A.36 and the argu-
ments below in proof of Theorem 4. We can finally prove that
E
∥∥∥sin Θ(Uˆ , U)∥∥∥
.
(
σC + rσmax
λr(X)
+
σCσR + σRσmax
√
log(p1) log(p2) + σ
2
max log(p1) log(p2)
λ2r(X)
)
∧ 1.
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A.5. Proofs in SVD Based on Heteroskedastic and Incomplete
Data.
Proof of Theorem 6.
Step 1 We first derive bounds for some key quantities, including σ2B and ‖‖Bk‖‖ψ1
to be defined later, for the application of matrix concentration in the
next step. Based on the property of sub-Gaussian random variable and
‖Yij‖ψ2 ≤ C, Yij has bounded moments
E|Yij |α ≤ C, α = 1, 2, 3, 4.
Since (
EY˜ Y˜ >
)
ij
=
p2∑
k=1
EY˜ikY˜jk =
{ ∑n
k=1 θEY 2ik, i = j;∑n
k=1 θ
2EYikYjk, i 6= j.
=
{
θ(XX>)ii + θ
∑p2
k=1 Var(Zik), i = j;
θ2(XX>)ij , i 6= j,
(A.40)
we know ∆(EY˜ Y˜ >) = ∆(θ2XX>), i.e., EY˜ Y˜ > and θ2XX> share the off-
diagonal part. RecallD(·) and ∆(·) represent the diagonal and off-diagonal
part of the matrix, respectively.
Next, we establish a concentration inequality for
∥∥∥Y˜ Y˜ > − EY˜ Y˜ >∥∥∥. Note
the following decomposition,
(A.41)
Y˜ Y˜ >−EY˜ Y˜ > =
p2∑
k=1
(
Y˜·kY˜ >·k − EY˜·kY˜ >·k
)
,
p2∑
k=1
Bk, Bk = Y˜·kY˜ >·k −EY˜·kY˜ >·k .
Based on the assumption,
|EY˜ij |α = θE|Yij |α ≤ Cθ, α = 1, 2, 3, 4.
Then,
0 EBkB>k = E
(
Y˜·kY˜ >·k − EY˜·kY˜ >·k
)2
=EY˜·kY˜ >·k Y˜·kY˜ >·k − (EY˜·kY˜ >·k )2  EY˜·kY˜ >·k Y˜·kY˜ >·k ,
(A.42)
(A.43)
∣∣∣∣(EY˜·kY˜ >·k Y˜·kY˜ >·k )ij
∣∣∣∣ =
∣∣∣∣∣EY˜ik
(
p1∑
s=1
Y˜ 2sk
)
Y˜jk
∣∣∣∣∣ .
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If i 6= j, ∣∣∣∣∣EY˜ik
(
p1∑
s=1
Y˜ 2sk
)
Y˜jk
∣∣∣∣∣ =
∣∣∣∣∣∣EY˜ 3ikY˜jk + EY˜ikY˜ 3jk +
∑
s 6=i,j
EY˜ikY˜ 2skY˜jk
∣∣∣∣∣∣
≤E|Y˜ik|3 · E|Y˜jk|+ E|Y˜ik| · E|Y˜jk|3 +
∑
s 6=i,j
E|Y˜ik| · E|Y˜sk|2 · E|Y˜jk|
≤C(θ3(p1 − 2) + 2θ2);
(A.44)
if i = j,∣∣∣∣∣EY˜ik
(
p1∑
s=1
Y˜ 2sk
)
Y˜jk
∣∣∣∣∣ =
∣∣∣∣∣∣EY˜ 4ik +
∑
s 6=i
EY˜ 2ikY˜ 2sk
∣∣∣∣∣∣ ≤ C(θ2(p1 − 1) + θ).
Then,
σ2B ,
∥∥∥∥∥
p2∑
k=1
EB2k
∥∥∥∥∥ ≤
p2∑
k=1
∥∥EB2k∥∥ (A.42)≤ p2∑
k=1
∥∥∥EY˜·kY˜ >·k Y˜·kY˜ >·k ∥∥∥
≤
p2∑
k=1
(∥∥∥D(EY˜·kY˜ >·k Y˜·kY˜ >·k )∥∥∥+ ∥∥∥∆(EY˜·kY˜ >·k Y˜·kY˜ >·k )∥∥∥)
≤
p2∑
k=1
(
max
i
(
EY˜·kY˜ >·k Y˜·kY˜ >·k
)
ii
+
∥∥∥∆(EY˜·kY˜ >·k Y˜·kY˜ >·k )∥∥∥
F
)
(A.43)
≤ Cp2
θ2p1 + θ +
 ∑
1≤i 6=j≤p1
(
EY˜·kY˜ >·k Y˜·kY˜ >·k
)2
ij

1/2

(A.44)
≤ Cp2
(
θ2p1 + θ + p1(θ
3p1 + θ
2)
)
=Cp2(θ + θ
2p1 + θ
3p21) ≤ Cp2
(
θ + θ3p21
)
.
(A.45)
On the other hand,
σ2B ≥ max
1≤i≤p1
(
p2∑
k=1
EB2k
)
ii
,
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where
(
EB2k
)
ii
=
(
EY˜·kY˜ >·k Y˜·kY˜ >·k
)
ii
−
((
EY˜·kY˜ >·k
)2)
ii
=EY˜ 2ik
(
p1∑
s=1
Y˜ 2sk
)
−
p1∑
s=1
(
EY˜ikY˜sk
)2
=EY˜ 4ik +
∑
s 6=i
EY˜ 2ik · EY˜ 2sk −
(
EY˜ 2ik
)2 −∑
s 6=i
(EY˜ik)2(EY˜sk)2
≥EY˜ 4ik −
(
EY˜ 2ik
)2
= θEY 4ik − θ2EY 2ik ≥ (θ − θ2)EY 4ik.
Provided that θ ≤ 1− c for constant c > 0, we have
σ2B ≥max
i
(
p2∑
k=1
EB2k
)
ii
≥ (θ − θ2) max
i
p2∑
k=1
EY 4ik ≥
cθ
p2
max
i
(
E
p2∑
k=1
Y 2ik
)2
≥ cθ
p21p2
(
E
p1∑
i=1
p2∑
k=1
Y 2ik
)2
≥ cθ
p21p2
(E‖X‖2F )2 ≥
cθr2
p21p2
λ4r(X).
(A.46)
Next, we give an upper bound for ‖‖Bk‖‖ψ1 . Note that
‖Bk‖ =
∥∥∥Y˜·kY˜ >·k − EY˜·kY˜ >·k ∥∥∥ ≤ ‖Y˜·kY˜ >·k ‖+ ‖EY˜·kY˜ >·k ‖ ≤ ‖Y˜·k‖22 + ‖EY˜·kY˜ >·k ‖.
In particular, we set t = C1θp1 for sufficiently large constant C1 > 0.
Then,
E exp (‖Bk‖/t) ≤ E exp
{(
‖Y˜·k‖22 + ‖EY˜·kY˜ >·k ‖
)
/t
}
=E exp
(
‖Y˜·k‖22/t
)
· exp
(
‖EY˜·kY˜ >·k ‖/t
)
≤E exp
(
‖Y˜·k‖22/t
)
· E exp
(
‖Y˜·kY˜ >·k ‖/t
)
(by Jensen’s inequality)
=
(
E exp
(
‖Y˜·k‖22/t
))2
=
(
E
p1∏
i=1
exp
(
Y˜ 2ik/t
))2
=
p1∏
i=1
(
E exp
(
Y˜ 2ik/t
))2 ≤ p1∏
i=1
(
E exp(0/t)1{Rik=0} + E exp(Y
2
ik/t)1{Rik=1}
)2
Lemma 8≤
p1∏
i=1
((1− θ) + θ(1 + C/t))2 = (1 + Cθ/t)2p1 ≤ 1 + Cθp1/t ≤ 1 + C/C1 ≤ 2,
which means
(A.47) U
(1)
B , ‖‖Bk‖‖ψ1 = inf{b > 0 : E exp(‖Bk‖/b) ≤ 2} ≤ C1θp1.
HETEROSKEDASTIC PCA 29
Step 2 Next, we derive an upper bound for ‖∆(Y˜ Y˜ > − θ2XX>)‖ based on the
results of the previous step. By the Bernstein-type matrix concentration
inequality (c.f., Proposition 2 in Koltchinskii et al. (2011)), (A.45), (A.46),
and (A.47), we have∥∥∥∥∥
p2∑
k=1
Bk
∥∥∥∥∥ ≤C max
{
σB
√
log(p1), U
(1)
B log(p1) log
(
U
(1)
B
σB/
√
p2
)}
≤C max
{√
p2(θ + θ3p21) log(p1), θp1 log(p1) log
(
Cθ1/2p21p2
rλ2r(X)
)}
with probability at least 1− p−C1 . By (A.40) and (A.41), we further have
P (A) ≥ 1− p−C1 , where A is the event such that
A =
{∥∥∥∆(Y˜ Y˜ > − θ2XX>)∥∥∥
≤ C max
{√
p2(θ + θ3p21) log(p1), θp1 log(p1) log
(
Cθ1/2p21p2
rλ2r(X)
)}}
Step 3 Finally, we finalize the proof by using the robust sin Θ theorem. When the
event A holds, by Theorem 3, we have the following theoretical guarantee
for the HeteroPCA estimator applying to Y˜ Y˜ >,
∥∥∥sin Θ(Uˆ , U)∥∥∥ ≤ C‖∆(Y˜ Y˜ > − θ2XX>)‖
λr(θ2XX>)
∧ 1
≤
C max
{√
p2(θ + θ3p21) log(p1), θp1 log(p1) log
(
Cθ1/2p21p2
rλ2r(X)
)}
θ2λ2r(X)
∧ 1.
(A.48)
We discuss the bound above in two cases: first, if λ2r(X) ≥
√
p2p21/θ,
log
(
Cθ1/2p21p2
rλ2r(X)
)
≤ C log (p1p2) ;
second, if λ2r(X) ≤
√
p2p21/θ, we have∥∥∥sin Θ(Uˆ , U)∥∥∥ ≤ 1 ≤ C√p2(θ + θ3p21) log(p1)
θ2λ2r(X)
∧ 1.
Thus, if A holds, we always have
∥∥∥sin Θ(Uˆ , U)∥∥∥ ≤ C max
{√
p2(θ + θ3p21) log(p1), θp1 log(p1) log (p1p2)
}
θ2λ2r(X)
∧1.
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Proof of the Consistency Result in Remark 9. If ‖X‖ ≤ Cλr(X)
and ‖X‖2F ≥ cp1p2, we have
λ2r(X) ≥
1
C
‖X‖2 ≥ 1
Cr
r∑
i=1
λ2i (X) ≥
1
Cr
‖X‖2F ≥
p1p2
Cr
.
If
θ  max
{
r2/3 log1/3(p1)
p
2/3
1 p
1/3
2
,
r2 log(p1)
p2
,
r log(p1) log(p1p2)
p2
}
,
or equivalently
E|Ω|  max
{
p
1/3
1 p
2/3
2 r
2/3 log1/3(p1), p1r
2 log(p1), p1r log(p1) log(p1p2)
}
,
we have
E
∥∥∥sin Θ(Uˆ , U)∥∥∥ = E∥∥∥sin Θ(Uˆ , U)∥∥∥ 1A + E∥∥∥sin Θ(Uˆ , U)∥∥∥ 1Ac
≤
C max
{√
p2(θ + θ3p21) log(p1), θp1 log(p1) log(p1p2)
}
θ2λ2r(X)
∧ 1 + P(Ac)
≤
C max
{√
p2(θ + θ3p21) log(p1), θp1 log(p1) log(p1p2)
}
Cθ2p1p2/r
∧ 1 + p−C1 = o(1).
as p1, p2 →∞.
APPENDIX B: TECHNICAL LEMMAS
Lemma 3. Assume that E ∈ Rp1×p2 has independent sub-Gaussian en-
tries, Var(Eij) = σ
2
ij, σ
2
C = maxj
∑
i σ
2
ij, σ
2
R = maxi
∑
j σ
2
ij , σ
2
max = maxi,j σ
2
ij.
Assume that
‖Eij/σij‖ψ2 = max
q≥1
q−1/2{E(Eij/σij)q}1/q ≤ κ.
Let V ∈ Op2,r be a fixed orthogonal matrix. Then
(B.1) P (‖EV ‖ ≥ 2 (σC + x)) ≤ 2 exp
(
5r −min
{
x4
κ4σ2maxσ
2
C
,
x2
κ2σ2max
})
,
(B.2) E‖EV ‖ . σC + κr1/4(σmaxσC)1/2 + κr1/2σmax.
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Proof of Lemma 3. We first constructW ⊆ Br = {w ∈ Rr : ‖w‖2 ≤ 1}
as the `2 distance ε-net in r-dimensional space, such that |W| ≤ (1 + 2/ε)r
(Vershynin, 2011, Lemma 2.5). Since E ∈ Rp1×p2 has independent entries,
for each fixed w ∈ W, EV w ∈ Rp1 has independent entries and
Var ((EV w)i) =
p2∑
j=1
Var(Eij)·(V w)2j ≤
p2∑
j=1
σ2max(V w)
2
j ≤ σ2max‖V w‖22 ≤ σ2max,
p1∑
i=1
Var ((EV w)i) =
p1∑
i=1
p2∑
j=1
Var(Eij) · (V w)2j ≤
p2∑
j=1
σ2C(V w)
2
j ≤ σ2C .
Thus, we can rewrite the centralized ‖EV w‖22 as
‖EV w‖22 −
p1∑
i=1
Var((EV w)i) =
p1∑
i=1
(
(EV w)2i /Var((EV w)i)− 1
) ·Var((EV w)i)
Here,
p1∑
i=1
Var ((EV w)i) ≤ σ2C , max
i
Var((EV w)i) ≤ σ2max,
p1∑
i=1
Var2((EV w)i) ≤ σ2max
p1∑
i=1
Var((EV w)i) ≤ σ2maxσ2C .
By Bernstein-type concentration inequality (Vershynin, 2010, Proposition
5.16),
P
(‖EV w‖22 ≥ σ2C + t) ≤ 2 exp(−min{ t2κ4σ2maxσ2C , tκ2σ2max
})
.
Applying the union bound for all w ∈ W, we obtain
P
(
max
w∈W
‖EV w‖22 ≥ σ2C + t
)
≤ 2 (1 + 2/ε)r exp
(
−min
{
t2
κ2σ2Cσ
2
max
,
t
κ2σ2max
})
.
Next, suppose u∗ = arg max u∈Rr
‖u‖2≤1
‖EV u‖2. By definition of ε-net, there
exists w ∈ W, such that ‖u∗ − w‖2 ≤ ε and
‖EV ‖ =‖EV u∗‖2 ≤ ‖EV w‖2 + ‖EV (u∗ − w)‖2
≤ε‖EV ‖+ max
w∈W
‖EV w‖2.
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Namely, ‖EV ‖ ≤ maxw∈W ‖EV w‖2/(1− ε). Setting ε = 1/2, we have
(B.3) P (‖EV ‖ ≥ 2 (σC + x)) ≤ 2 exp
(
5r −min
{
x4
κ4σ2maxσ
2
C
,
x2
κ2σ2max
})
,
which has proved (B.1).
Next, we consider the expectation upper bound. For any x ≥ 0, P (‖EV ‖ ≥ x) ≤
1; for any x ≥ 2σC + 10κ
√
rσmax + 10κr
1/4(σmaxσC)
1/2,
P (‖EV ‖ ≥ x) ≤ 2 exp
(
5 log(r)−min
{
(x/2− σC)4
κ4σ2maxσ
2
C
,
(x/2− σC)2
κ2σ2max
})
≤2 exp
(
5 log(r)− (x/2− σC)
4
κ4σ2maxσ
2
C
)
+ 2 exp
(
5 log(r)− (x/2− σC)
2
κ2σ2max
)
≤2 exp
(
−(x/2− σC)
4
2κ4σ2maxσ
2
C
)
+ 2 exp
(
−(x/2− σC)
2
2κ2σ2max
)
.
Thus,
E‖EV ‖ =
∫ ∞
0
P (‖EV ‖ ≥ x) dx
=
∫ 2σC+10κ√rσmax+10κr1/4(σmaxσC)1/2
0
P (‖EV ‖ ≥ x) dx
+
∫ ∞
2σC+10κ
√
rσmax+10κr1/4(σmaxσC)1/2
P (‖EV ‖ ≥ x) dx
≤2σC + 10κ
√
rσmax + 10κr
1/4(σmaxσC)
1/2
+
∫ ∞
0
{
2 exp
(
− (x/2)
4
κ4σ2maxσ
2
C
)
+ 2 exp
(
− (x/2)
2
κ2σ2max
)}
dx
≤2σC + 10κ
√
rσmax + 10κr
1/4(σmaxσC)
1/2
+ 4κ(σmaxσC)
1/2
∫ ∞
0
e−x
4
dx+ 4κσmax
∫ ∞
0
−x2dx
≤C
(
σC + κr
1/4(σmaxσC)
1/2 + κσmax
√
r
)
.
We thus have finished the proof of (B.2).
Lemma 4 (Spectral Norm of Projected Random Matrix with indepen-
dent Sub-exponential Entries). Suppose E ∈ Rp1×p2 has independent sub-
exponential entries, Var(Eij) = σ
2
ij, σ
2
C = maxj
∑
i σ
2
ij, σ
2
max = maxi,j σ
2
ij.
Assume that
‖Eij/σij‖ψ1 = max
q≥1
q−1{E(Eij/σij)q}1/q ≤ C.
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Suppose V ∈ Op2,r is a fixed orthogonal matrix. Then,
E‖EV ‖2 . σ2C + r2σ2max.
Proof of Lemma 4. We divide the proof into four steps.
Step 1 First, we introduce an ε-net to reduce the matrix concentration problem
to a simpler vector one. Let W ⊆ Br = {w ∈ Rr : ‖w‖2 ≤ 1} be the
`2 distance ε-net in r-dimensional space, such that ε = 1/2 and |W| ≤
(1 + 2/(1/2))r = 5r (Vershynin, 2011, Lemma 2.5). Since E is a random
matrix with independent entries, for any fixed w ∈ W, the vector EV w
has independent entries,
E‖EV w‖22 =
p1∑
i=1
E(EV w)2i =
p1∑
i=1
Var((EV w)i)
=
p1∑
i=1
p2∑
j=1
Var(Eij) · (V w)2j ≤
p2∑
j=1
σ2C(V w)
2
j = σ
2
C .
(B.4)
Step 2 Then we establish the concentration for each entry of EV w, say (EV w)i.
Denote fij = σij(V w)j . We have
(B.5)
E(EV w)2i = Var
 p2∑
j=1
Eij(V w)j
 = p2∑
j=1
σ2ij(V w)
2
j =
p2∑
j=1
f2ij = ‖fi·‖22,
(B.6) max
i
‖fi·‖22 = max
i
p2∑
j=1
σ2ij(V w)
2
j ≤
(
max
i,j
σ2ij
)
·
p2∑
j=1
(V w)2j ≤ σ2max,
(B.7)
p1∑
i=1
‖fi·‖22 =
p1∑
i=1
p2∑
j=1
σ2ij(V w)
2
j ≤
p2∑
j=1
σ2C(V w)
2
j ≤ σ2C .
Note that
p2∑
j=1
Eij
σij
· σij(V w)j =
p2∑
j=1
Eij(V w)j = (EV w)i.
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By Bernstein-type concentration inequality (c.f., (Vershynin, 2010, Propo-
sition 5.16)),
P (|(EV w)i| ≥ t) = P
∣∣∣∣∣∣
p2∑
j=1
Eij
σij
· σij(V w)j
∣∣∣∣∣∣ ≥ t

≤2 exp
(
−cmin
{
t2
‖fi·‖22
,
t
‖fi·‖∞
})
≤2 exp
(
−cmin
{
t2
‖fi·‖22
,
t
‖fi·‖2
})
≤2 exp
(
−cmin
{
t
‖fi·‖2 −
1
4
,
t
‖fi·‖2
})
≤2 exp
( c
4
− ct/‖fi·‖2
)
.
(B.8)
Next, we consider Ti , (EV w)2i − ‖fi·‖22, i = 1, . . . , p1 and aim to estab-
lish the tail property of Ti. Suppose C1 and C˜ and two constants to be
determined later. Then,
E exp
(
|Ti|1/2
C1‖fi·‖2
)
= E exp
(∣∣(EV w)2i − ‖fi·‖22∣∣1/2
C1‖fi·‖2
)
≤E exp
( |(EV w)i|+ ‖fi·‖2
C1‖fi·‖2
)
=
∫ ∞
0
∂
∂t
(
E exp
(
t+ ‖fi·‖2
C1‖fi·‖2
))
P (|(EV w)i| ≥ t) dt
(B.8)
≤
∫ C˜‖fi·‖2
0
1
C1‖fi·‖2 exp
(
t+ ‖fi·‖2
C1‖fi·‖2
)
dt
+
∫ ∞
C˜‖fi·‖2
1
C1‖fi·‖2 exp
(
t+ ‖fi·‖2
C1‖fi·‖2
)
2 exp
(
c
4
− ct‖fi·‖2
)
dt
≤ C˜
C1
exp
(
C˜ + 1
C1
)
+
∫ ∞
C˜‖fi·‖2
2 exp( c4 +
1
C1
)
C1‖fi·‖2 exp
(
−
(
c− 1
C1
)
t
‖fi·‖2
)
dt
=
C˜
C1
exp
(
C˜ + 1
C1
)
+
2 exp
(
c
4 +
1
C1
−
(
c− 1C1
)
C˜
)
cC1 − 1 .
Let C˜ =
√
C1. We can see for large constant C1, E exp
( |Ti|1/2
C1‖fi·‖2
)
≤ 2.
Then,
‖Ti‖ψ1/2 , inf
{
α > 0 : E exp
(
|Ti/α|1/2
)
≤ 2
}
≤ C21‖fi·‖22.
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Step 3 In this step we establish the concentration inequality for the `2 norm of
the vector EV w. Noting that ETi = 0, by the tail inequality for sum of
heavy tail random variables (c.f., Lemma 6 in Hao et al. (2018)), we have
for any q ≥ 2,
(
E
∣∣‖EV w‖22 − E‖EV w‖22∣∣q)1/q =
(
E
∣∣∣∣∣
p1∑
i=1
Ti
∣∣∣∣∣
q)1/q
≤C
√q( p1∑
i=1
‖fi·‖42
)1/2
+ q2
(
p1∑
i=1
‖fi·‖2q2
)1/q
≤C
(
√
q
(
p1∑
i=1
‖fi·‖22 ·max
i
‖fi·‖22
)1/2
+ q2
(
p1∑
i=1
‖fi·‖22 ·max
i
‖fi·‖2q−22
)1/q )
(B.6)(B.7)
≤ C√qσCσmax + Cq2σ2/qC σ(2q−2)/qmax = C
√
qσCσmax + Cq
2(σC/σmax)
2/qσmax.
Set
(B.9) q = 2(r + 1) + log(σC/σmax),
we have(
E
∣∣‖EV w‖22 − E‖EV w‖22∣∣q)1/q ≤ C√qσCσmax + Cq2σmax , G.
By Markov inequality,
P
(∣∣‖EV w‖22 − E‖EV w‖22∣∣ ≥ t) = P (∣∣‖EV w‖22 − E‖EV w‖22∣∣q ≥ tq)
≤E
∣∣‖EV w‖22 − E‖EV w‖22∣∣q
tq
=
Gq
tq
.
Step 4 Finally, we apply the ε-net technique to derive the upper bound for
‖EV ‖22 = max‖w‖2≤1 ‖EV w‖22 from the concentration inequality of ‖EV w‖22
with fixed w. Applying the union bound, we have
P
(
max
w∈W
∣∣‖EV w‖22 − E‖EV w‖22∣∣ ≥ t)
≤|W| · P (∣∣‖EV w‖22 − E‖EV w‖22∣∣ ≥ t) ≤ Gq5rtq .
(B.10)
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Suppose u∗ = arg max u∈Rr
‖u‖2≤1
‖EV u‖2. By definition of ε-net, there exists
w ∈ W, such that ‖u∗ − w‖2 ≤ 1/2. Then,
‖EV ‖ = ‖EV u∗‖2 ≤ ‖EV w‖2+‖EV (u∗−w)‖2 ≤ max
w∈W
‖EV w‖2+‖EV ‖/2,
which means ‖EV ‖ ≤ maxw∈W ‖EV w‖2/(1−1/2) = 2 maxw∈W ‖EV w‖2.
Therefore,
E‖EV ‖22 ≤ 4Emax
w∈W
‖EV w‖22 ≤ 4 max
w∈W
(
E‖EV w‖22 +
∣∣‖EV w‖22 − E‖EV w‖22∣∣)
(B.7)
≤ 4σ2C + 4
∫ ∞
0
P
(∣∣‖EV w‖22 − E‖EV w‖22∣∣ ≥ t) dt
≤4σ2C + 4
∫ 5G
0
1 · dt+ 4
∫ ∞
5G
P
(∣∣‖EV w‖22 − E‖EV w‖22∣∣ ≥ t) dt
(B.10)
≤ 4σ2C + 20G+ 4
∫ ∞
5G
Gq5r
tq
dt = 4σ2C + 20G+
G(q − 1)
5q−1−r
(B.9)
≤ 4σ2C + 20G+
G(q − 1)
5(q−1)/2
≤ 4σ2C + CG
=4σ2C + C (r + log(σC/σmax))σCσmax + C (r + log(σC/σmax))
2 σ2max.
Finally, by arithmetic-geometric inequality,
(r + log(σC/σmax))σCσmax ≤ 1
2
σ2C +
1
2
(r + log(σC/σmax))
2σ2max
.σ2C + r2 + log2(σC/σmax)σ2max,
log2(σC/σmax)σmax . (σC/σmax)σmax = σ2C ,
we have
E‖EV ‖22 . σ2C + r2σ2max.
The following lemma provides a sharp bound for the operator norm of
matrix sparsification.
Lemma 5. If M ∈ Rm1×m2, rank(M) = r, G ⊆ [m1] × [m2], maxi |{j :
(i, j) ∈ G}| ≤ b,maxj |{i : (i, j) ∈ G}| ≤ b, then we have
‖G(M)‖ ≤
√
b ∧ r‖M‖, ‖Γ(M)‖ ≤ (
√
b ∧ r + 1)‖M‖.
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In particular, if M ∈ Rp×p is any square matrix and ∆(M) is the matrix
M with diagonal entries set to 0, then
‖∆(M)‖ ≤ 2‖M‖.
Here, the factor “2” in the statement above is sharp in the sense that such
a statement does not hold if one replaces it by any smaller value.
Proof of Lemma 5. If M ∈ Rm1×m2 , M can be seen as a linear opera-
tor from Rm2 to Rm1 . Note that
‖G(M)‖∞ , max
x∈Rm2
‖G(M)x‖∞
‖x‖∞ = maxi
m2∑
j=1
|G(Mij)| = max
i
∑
j:(i,j)∈G
|Mij |
≤max
i
√
b
 ∑
j:(i,j)∈G
|Mij |2
1/2 ≤ √bmax
i
‖Mi·‖2 ≤
√
b‖M‖;
‖G(M)‖1 , max
x∈Rm2
‖G(M)x‖1
‖x‖1 = maxj
m1∑
i=1
|G(Mij)| = max
j
∑
i:(i,j)∈G
|Mij |
≤max
j
√
b
 ∑
i:(i,j)∈G
|Mij |2
1/2 ≤ √bmax
j
‖M·j‖2 ≤
√
b‖M‖.
By Riesz-Thorin interpolation theorem (Katznelson, 2004, Chapter 4, Sec-
tion 1.2)3,
‖G(M)‖ ≤ (‖G(M)‖∞ · ‖G(M)‖1)1/2 ≤
√
b‖M‖.
Since rank(M) = r, we also have
‖G(M)‖ ≤ ‖G(M)‖F ≤ ‖M‖F ≤
√
r‖M‖.
The previous two inequalities yield
‖G(M)‖ ≤
√
b ∧ r‖M‖.
Finally,
‖Γ(M)‖ = ‖M −G(M)‖ ≤ (
√
b ∧ r + 1)‖M‖.
3Also see https://en.wikipedia.org/wiki/Riesz-Thorin_theorem.
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In particular, note that ∆(M) = M − D(M), ‖D(M)‖ = maxi |Mii| ≤
‖M‖, we have
‖∆M‖ = ‖M −D(M)‖ ≤ ‖M‖+ ‖D(M)‖ ≤ 2‖M‖.
Finally we provide an example to illustrate that the factor “2” above
is sharp. Suppose p ≥ 2, 1p is the p-dimensional all-one vector. Set M =
1p1
>
p − p2Ip. Then, ∆(M) = 1p1>p − Ip. Since the eigenvalues of 1p1>p are
{p, 0, . . . , 0}, the eigenvalues of (∆(M) = 1p1>p − Ip) and (M = 1p1>p − p2 ·
Ip) are {p− 1,−1, . . . ,−1} and {p/2,−p/2, . . . ,−p/2}, respectively. At this
point,
‖∆M‖
‖M‖ =
p− 1
p/2
= 2− 2
p
.
As p→∞, we can see the statement ‖∆M‖ ≤ (2− ε)‖M‖ does not hold in
general for any ε > 0.
Lemma 6. Suppose Ep1 ⊆ Sp1−1, Ep2 ⊆ Sp2−1 are ε-net in p1- and p2-
dimensional spheres, ε < 1/2, then for any symmetric matrix A ∈ Rp1×p1
and general B ∈ Rp1×p2,
‖A‖ ≤ maxv∈Ep1 |v
>Av|
1− 2ε , ‖B‖ ≤
maxu∈Ep1 ,v∈En u
>Bv
1− 2ε .
Proof of Lemma 6. Suppose v˜ ∈ Sp1−1 is the eigenvector of A cor-
responding to the eigenvalue with largest absolute value, then v˜ satisfies
v˜>Av˜ = ‖A‖. Since Ep1 is an ε-net of Sp1−1, there exists u ∈ Ep1 such that
‖u− v˜‖ ≤ ε. Thus,
‖A‖ =
∣∣∣v˜>Av˜∣∣∣ ≤ ∣∣∣v˜>A(v˜ − v)∣∣∣+ ∣∣∣(v˜ − v)>Av∣∣∣+ ∣∣∣v>Av∣∣∣
≤‖v˜‖2 · ‖v˜ − v‖2 · ‖A‖+ ‖v‖2 · ‖v˜ − v‖2 · ‖A‖+ max
v∈Ep1
∣∣∣v>Av∣∣∣
≤2ε‖A‖+ max
v∈Ep1
∣∣∣v>Av∣∣∣ ,
which implies ‖A‖ ≤ 11−2ε maxv∈Ep1
∣∣v>Av∣∣. Similarly, suppose u¯ and v¯ ∈
Sp1−1 are the left and right singular vectors of B corresponding to its largest
singular value. Then B satisfies u¯>Bv¯2 = ‖B‖, and there exists u ∈ Ep1 and
v ∈ Ep2 such that ‖u¯− u‖2 ≤ ε, ‖v¯ − u‖2 ≤ ε. Therefore,
‖B‖ =u˜>Bv˜ ≤ u>Bv + (u˜− u)>Bv + u˜>B(v˜ − v)
≤ max
u∈Ep1 ,v∈Ep2
u>Bv + ‖u˜− u‖2‖B‖ · ‖v‖+ ‖u˜‖2 · ‖B‖ · ‖v˜ − v‖2
≤2ε‖B‖+ max
u∈Ep1 ,v∈Ep2
u>Bv,
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which implies ‖B‖ ≤ 11−2ε maxu∈Ep1 ,v∈Ep2 u>Bv.
The following technical tool characterizes the spectral and Frobenius norm
of projections after SVD. The proof is provided in (Zhang and Xia, 2018,
Lemma 6).
Lemma 7. Suppose M,E ∈ Rp1×p2, rank(M) = r. If Uˆ = SVDr(M+E)
and Uˆ⊥ is the orthogonal complement of Uˆ , then∥∥∥PUˆ⊥M∥∥∥ ≤ 2‖E‖, ∥∥∥PUˆ⊥M∥∥∥F ≤ 2 min{√r‖E‖, ‖E‖F }.
The following lemma gives a upper bound for E exp(X2/t) for sub-Gaussian
distributed random variable X.
Lemma 8. Suppose X is a sub-Gaussian distributed random variable
such that
‖X‖ψ2 , max
q≥1
q−1/2(E|X|q)1/q ≤ B.
Then whenever t ≥ 4eB2, we have
E exp(X2/t) ≤ 1 +
√
8
pi
eB2/t.
Proof of Lemma 8. If t ≥ 4eB2,
E exp(X2/t)
=1 +
∞∑
k=1
E
X2k
tkk!
≤ 1 +
∞∑
k=1
(2k)k ·B2k
tk · √2pikk+.5 · e−k (Stirling’s Formula)
≤1 +
∞∑
k=1
(
2eB2
t
)k
1√
2pik
≤ 1 + 1√
2pi
∞∑
k=1
(
2eB2
t
)k
≤1 + 2eB
2/t√
2pi(1− 2eB2/t) ≤ 1 +
√
8
pi
eB2/t.
The following lemma gives a simple construction of orthogonal matrix of
arbitrary dimension that satisfies incoherence constraint.
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Lemma 9. Suppose p ≥ r ≥ 1. There exists a p-by-r matrix Q with
orthonormal columns, i.e., Q ∈ Op,r, such that
max
1≤i≤p
‖e>i Q‖22 ≤
1
bp/rc .
Proof. Let α = bp/rc, β = p− αr. Construct
Q =

Ir
...
Ir
Iβ 0β×(p−β)
R,
where the Ir block is repeated for α times in Q; R is the r-by-r diagonal
matrix with first β diagonal entries equal 1/
√
α+ 1 and the other diagonal
entries equal 1/
√
α. It is easy to check that all columns of Q are orthonormal,
i.e., Q ∈ Op,r. Moreover,
max
1≤i≤p
‖e>i Q‖22 ≤ min
1≤i≤r
R2ii =
1
α
=
1
bp/rc .
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