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Abstract
We represent a new quantitative variant of Voronovskaja’s theorem for Bernstein operator. This estimate improves the recent
quantitative versions of Voronovskaja’s theorem for certain Bernstein-type operators, obtained by H. Gonska, P. Pitul and I. Rasa
in 2006.
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1. Introduction
The classical Bernstein operator Bn : C[0,1] → C[0,1] is given by
Bn(f ;x) =
n∑
k=0
f
(
k
n
)
pn,k(x),
where pn,k(x) =
(
n
k
)
xk(1 − x)n−k , x ∈ [0,1].
The theorem of Voronovskaja was first proved in [9] and is given in the book of DeVore and Lorentz [1] as follows.
Theorem 1. If f is bounded on [0,1], differentiable in some neighborhood of x and has second derivative f ′′(x) for
some x ∈ [0,1], then
lim
n→∞n ·
[
Bn(f, x) − f (x)
]= x(1 − x)
2
· f ′′(x). (1.1)
If f ∈ C2[0,1], the convergence is uniform.
Our goal in this note is to describe the degree of this uniform convergence and to improve some estimates, obtained
very recently by H. Gonska, P. Pitul and I. Rasa in [4]. One of the main results there is
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400 G.T. Tachev / J. Math. Anal. Appl. 343 (2008) 399–404Theorem 2. Let L :C[0,1] → C[0,1] be a positive, linear operator reproducing linear functions. If f ∈ C2[0,1] and
x ∈ [0,1], then
∣∣∣∣L(f ;x) − f (x) − 12 · f ′′(x) · L
(
(e1 − x)2;x
)∣∣∣∣ 12 · L
(
(e1 − x)2;x
) · ω˜(f ′′, 1
3
·
√
L((e1 − x)4;x)
L((e1 − x)2;x)
)
. (1.2)
Here en :x ∈ [0,1] → xn, n = 0,1, . . . , are the monomial functions and ω˜(f, ·) denotes the least concave majorant
of ω(f, ·) given by
ω˜(f, ε) = sup
0xεy1, x =y
(ε − x)ω(f, y) + (y − ε)ω(f, x)
y − x
for 0 ε  1.
The proof of Theorem 2 relies on new estimates for the remainder in Taylor’s formula using the least concave
majorant of the modulus of continuity of the nth derivative of an n-times continuously differentiable function. One of
these estimates is∣∣∣∣L(f ;x) − f (x) − 12 · f ′′(x) · L
(
(e1 − x)2;x
)∣∣∣∣L
(
(e1 − x)2
2
· ω˜
(
f ′′; |e1 − x|
3
)
;x
)
. (1.3)
Application of the refined Voronovskaja’s-type Theorem 2 leads us to
Theorem 3. (See [4, Proposition 7.2].) For the Bernstein operator Bn, n 1, we have∣∣∣∣n · [Bn(f ;x) − f (x)]− 12 · f ′′(x) · x(1 − x)
∣∣∣∣ x(1 − x)2 · ω˜
(
f ′′, 1
3
√
n
)
. (1.4)
It was also observed in [4] that close to 0 and 1 an estimate better than (1.4) is available. Namely for x ∈ [0, 1
n
] ∪
[1 − 1
n
,1] the following holds:∣∣∣∣n · [Bn(f ;x) − f (x)]− 12 · f ′′(x) · x(1 − x)
∣∣∣∣ x(1 − x)2 · ω˜
(
f ′′, 1
n
)
. (1.5)
Even much better degree of approximation than that in (1.4) is possible. Our method to evaluate the right-hand side
of (1.3) is different from that proposed in [4].
We represent the remainder in Taylor’s formula as follows
R2(f ;x, t) := f (t) − f (x) − f ′(x)(t − x) − f ′′(x) (t − x)
2
2
= (t − x)
2
2
(
f ′′(ξx) − f ′′(x)
) (1.6)
for t, x ∈ [0,1], where ξx is a point between t and x. For L-linear positive operator reproducing linear functions we
obtain∣∣∣∣L(f ;x) − f (x) − 12 · f ′′(x) · L
(
(e1 − x)2;x
)∣∣∣∣L
(
(• − x)2
2
· ω(f ′′, x; |• − x|);x). (1.7)
Here we have used the local moduli of smoothness ω(f,x; δ(t, x)) defined as
ω
(
f,x; δ(t, x))= sup
h
{∣∣f (x + h) − f (x)∣∣: |h| δ(t, x), x, x + h ∈ [0,1]}. (1.8)
In the last definition δ(t, x) is a continuous positive function of x ∈ [0,1] for any t ∈ (0,1]. The averaged moduli of
smoothness τ we shall use are given by
τ
(
f ; δ(t,•)) := ∥∥ω(f,•, ; δ(t,•))∥∥∞, (1.9)
and as usual for the case of f ∈ C[0,1] we take ‖ · ‖C[0,1] in (1.9). The properties of τ -moduli and their applications to
many problems in approximation theory and numerical analysis can be found in the monograph [8]. These moduli were
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polynomials in [6]. Later as argument in the averaged moduli τ we use
δ
(
1√
n
,x
)
= 1√
n
·√x(1 − x) + 1
n
, n 1. (1.10)
The main result in this paper is the following variant of Voronovskaja’s theorem for Bernstein operator:
Theorem 4. For the Bernstein operator Bn, n 1, and f ∈ C2[0,1], we have∣∣∣∣n · [Bn(f ;x) − f (x)]− 12 · f ′′(x) · x(1 − x)
∣∣∣∣ c · x(1 − x) · τ
(
f ′′, δ
(
1√
n
,•
))
, (1.11)
where δ( 1√
n
,•) is defined in (1.10) and c is an absolute positive constant independent of f,n and x.
The crucial constructive characteristic of the functions, connected with the theory of algebraic polynomial approx-
imation, is the modulus of smoothness introduced by Ditzian and Totik in [2]. We recall the definition for the case of
the weight ϕ(x) := √x(1 − x) on the interval A = [0,1] and f ∈ L∞(A), r = 1,2, . . . , namely
ωϕr (f, t) := sup
0<ht
∥∥rhϕ(·)f (·)∥∥∞, (1.12)
where rhϕf (x) is a symmetric difference on A. We shall adopt the convention that the difference is 0 if one of the
values of f needed for its evaluation is at a point outside of A.
The related K-functional Kϕr (f, tr ) is given by
Kϕr
(
f, tr
) := inf
g
{‖f − g‖∞ + t r∥∥ϕrg(r)∥∥∞}. (1.13)
Here the infimum is taken over all g such that g(r−1) ∈ ACloc(A) and ‖ϕrg(r)‖∞ < ∞. The equivalence between the
modulus (1.12) and the K-functional (1.13) is well known. For example from Theorem 6.2 in [1] we get
c1 · ωϕr (f, t)Kϕr
(
f, tr
)
 c2 · ωϕr (f, t), 0 < t 
1
2r
, (1.14)
where c1 and c2 are constants which depend only on r . Let r = 1. It was proved in [5] that the same K-functional
from (1.13) can be characterized by τ(f, δ(t,•)). More precisely from Corollary 5.1 in [5] if we choose
δ(t, x) := t√x(1 − x) + t2,
we have
c3 · τ
(
f, δ(t,•))Kϕ1 (f, t) c4 · τ(f, δ(t,•)). (1.15)
If we set t := 1√
n
in (1.14) and (1.15) as a result of Theorem 4 we obtain
Theorem 5. For the Bernstein operator Bn, n 1, and f ∈ C2[0,1], we have∣∣∣∣n · [Bn(f ;x) − f (x)]− 12 · f ′′(x) · x(1 − x)
∣∣∣∣ c′ · x(1 − x) · ωϕ1
(
f ′′; 1√
n
)
, (1.16)
where c′ is an absolute positive constant.
In Section 2 we prove Theorem 4 and show some examples to explain its advantages according to Theorems 2
and 3.
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Let x be fixed. The application of (1.7) leads us to∣∣∣∣Bn(f ;x) − f (x) − 12 · f ′′(x) · x(1 − x)n
∣∣∣∣
∣∣∣∣Bn
(
(• − x)2
2
ω
(
f ′′, x; |x − •|);x)∣∣∣∣
= 1
2
n∑
k=0
pn,k(x) ·
(
k
n
− x
)2
ω
(
f ′′, x;
∣∣∣∣x − kn
∣∣∣∣
)
= 1
2
n∑
k=0
pn,k(x) ·
(
k
n
− x
)2
· ∣∣f ′′(yk) − f ′′(x)∣∣, (2.17)
where yk is a point between x and kn , i.e.
|yk − x|
∣∣∣∣ kn − x
∣∣∣∣.
We estimate as follows∣∣f ′′(yk) − f ′′(x)∣∣ ∣∣f ′′(yk) − G1,n(yk)∣∣+ ∣∣G1,n(yk) − G1,n(x)∣∣+ ∣∣G1,n(x) − f ′′(x)∣∣,
where G1,n(x) is the function Gk,n from Theorem 3.1 in [7] for k = 1. Hence
∣∣f ′′(yk) − f ′′(x)∣∣ 2‖f ′′ − G1,n‖ +
∣∣∣∣∣
k
n∫
x
∣∣G′1,n(ν)∣∣dν
∣∣∣∣∣
 2‖f ′′ − G1,n‖ +
∥∥∥∥δ
(
1√
n
,•
)
G′1,n
∥∥∥∥ ·
∣∣∣∣∣
k
n∫
x
δ−1
(
1√
n
, ν
)
dν
∣∣∣∣∣ := A + B.
From Theorem 3.1 in [7] restated for the interval [0,1] we have
A 2c1τ
(
f ′′, δ
(
1√
n
,•
))
and ∥∥∥∥δ
(
1√
n
,•
)
G′1,n
∥∥∥∥ c2τ
(
f ′′, δ
(
1√
n
,•
))
,
where c1, c2 > 0 are absolute positive constants independent of f and n. It is enough to consider 0 x  12 . Due to
the concavity of the function δ( 1√
n
, x) (see [3]) it is easy to verify that
1
δ( 1√
n
, ν)

√
| k
n
− x|√
| k
n
− ν|
· 1
δ( 1√
n
, x)
.
Therefore
B  c2 · τ
(
f ′′, δ
(
1√
n
,•
))
· 1
δ( 1√
n
, x)
·
∣∣∣∣ kn − x
∣∣∣∣
1
2 ·
∣∣∣∣∣
k
n∫
x
dν√
k
n
− ν|
∣∣∣∣∣
 c2 · τ
(
f ′′, δ
(
1√
n
,•
))
· 2
δ( 1√
n
, x)
·
∣∣∣∣ kn − x
∣∣∣∣.
Hence
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2
n∑
k=0
pn,k(x)
(
k
n
− x
)2
· (A + B)
 c1 · x(1 − x)
n
· τ
(
f ′′, δ
(
1√
n
,•
))
+ c2
2
· τ
(
f ′′, δ
(
1√
n
,•
))
·
n∑
k=0
pn,k(x)
(
k
n
− x
)2
·
∣∣∣∣ kn − x
∣∣∣∣ · 1
δ( 1√
n
, x)
 c1 · x(1 − x)
n
· τ
(
f ′′, δ
(
1√
n
,•
))
+ c2
2
· τ
(
f ′′, δ
(
1√
n
,•
))
· 1
δ( 1√
n
, x)
·
(
n∑
k=0
pn,k(x)
(
k
n
− x
)4) 12
·
(
n∑
k=0
pn,k(x)
(
k
n
− x
)2) 12
 c1 · x(1 − x)
n
· τ
(
f ′′, δ
(
1√
n
,•
))
+ c2
2
· τ
(
f ′′, δ
(
1√
n
,•
))
· 1
δ( 1√
n
, x)
· ϕ(x)√
n
·
[3(1 − 2
n
)ϕ4(x)
n2
+ ϕ
2(x)
n3
] 1
2
,
where in the last calculations we have used the Cauchy–Schwarz inequality and the representations of the second and
fourth moments of the Bernstein operator. Obviously
[3(1 − 2
n
)ϕ4(x)
n2
+ ϕ
2(x)
n3
] 1
2
 ϕ(x)√
n
·
[
3ϕ2(x)
n
+ 3
n2
] 1
2

√
3ϕ(x)√
n
·
(
ϕ(x)√
n
+ 1
n
)
=
√
3ϕ(x)√
n
· δ
(
1√
n
,x
)
.
With this the proof of Theorem 4 is completed.
Let us begin with some quantitative estimates of the argument of the modulus in Theorem 2.
Remark 1. If n > 2 we estimate
(n,x) =
√
Bn((e1 − x)4;x)
Bn((e1 − x)2;x) 
1√
n
· √2 · max
{√
x(1 − x) ·
√
3 − 6
n
; 1√
n
}
. (2.18)
Obviously close to 0 and 1 the estimate (2.19) leads to (n,x)
√
2
n
, which is better than that proposed in Theorem 3.
Otherwise when
√
x(1 − x) ·
√
3 − 6
n
 1√
n
it follows
(n,x) 1√
n
√
2
√
x(1 − x)
√
3 − 6
n
. (2.19)
Again we obtain a degree of approximation better than that proposed in Theorem 3. The reason is the term
√
x(1 − x)
which corresponds to the improvement of the approximation near the endpoints. The next example shows that this
term without additional term 1
n
is not possible to appear in the argument of the modulus in (1.2).
Example 1. Let f (x) = x3. The left-hand side of (1.2) for Bernstein operator is equal to |1−2x| · 1
n
and the right-hand
side of (1.2) after dropping the term x(1 − x) is ω˜(6t, δ3 ) = 2δ. If x is close to 0 and 1 in both sides of (1.2) we get
equal rates of convergence to 0 when n → ∞, i.e. O(n−1). Obviously if f (x) = 1, x, x2 in both sides of (1.2) we
have 0.
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ωϕr (f, t) 
 ωr(f, t), t → 0.
Hence our variant of Voronovskaja’s theorem, represented in Theorem 4 is better than that in Theorem 3. The following
example shows that in some cases the estimate in Theorem 5 is better than that in Theorem 2 and vice-versa.
Example 2. Let f ′′(x) = x lnx, x ∈ (0,1], f ′′(0) = 0. If x = 12 , then (n,x) ≈ 1√n . It is easy to compute
ω˜
(
f ′′, 1
3
(n,x)
)
≈ lnn√
n
, n → ∞.
On the other hand we have
ω
ϕ
1
(
f ′′, 1√
n
)
≈ 1√
n

 lnn√
n
, n → ∞.
But as mentioned in Remark 1 close to 0 and 1, (n,x)
√
2
n
and in this case
ω˜
(
f ′′, 1
3
(n,x)
)
≈ lnn
n

 ωϕ1
(
f ′′, 1√
n
)
.
The last conclusion shows that to combine the estimates with least concave majorant in Theorem 2 and with Ditzian–
Totik modulus in Theorem 5 we can take in the right-hand side the following expression:
x(1 − x) · min
{
ω˜
(
f ′′, 1
3
(n,x)
)
;ωϕ1
(
f ′′, 1√
n
)}
.
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