In this paper, we consider a reaction-diffusion boundary value problem in a three-dimensional thin domain. The very different length scales in the geometry result in an anisotropy effect. Our study is motivated by a parabolic heat conduction problem in a thin foil leading to such anisotropic reaction-diffusion problems in each time step of an implicit time integration method [7] . The reaction-diffusion problem contains two important parameters, namely ε > 0 which parameterizes the thickness of the domain and μ > 0 denoting the measure for the size of the reaction term relative to that of the diffusion term. In this paper we analyze the convergence of a multigrid method with a robust (line) smoother. Both, for the Wand the V-cycle method we derive contraction number bounds smaller than one uniform with respect to the mesh size and the parameters ε and μ.
Introduction
In this paper, we study a reaction-diffusion boundary value problem on the domain This bilinear form is continuous and elliptic on U ε . For given f ∈ L 2 ( ε ) we consider the following problem: find u ∈ U ε such that
For the discretization of this problem we use standard linear conforming finite elements on a nested family of uniform tetrahedral grids. To obtain a bound for the discretization error we use the Céa-lemma and a suitable interpolation operator. In a two-dimensional domain one can apply the standard Lagrangian interpolation operator even for such anisotropic problems. For the three-dimensonal case, however, this operator is not satisfactory. Instead we use a modified Scott-Zhang interpolation operator which is introduced in [1] . This operator conserves Dirichlet boundary conditions only on the upper and lower faces of the domain ε . As far as we know there is no variant of this operator that handles the problem with pure Dirichlet boundary conditions. Therefore we restrict our considerations to the combination of Dirichlet and Neumann boundaries as in (1) . Based on the modified Scott-Zhang interpolation operator we derive a finite element discretization error bound in which the dependence on the parameters ε and μ is explicit. To solve the discrete problem we consider a multigrid method with a symmetric z-line Gauss-Seidel smoother. The main topic of our paper is a convergence analysis of this method. For the multigrid W-cycle we analyze the convergence in the framework of the approximation and smoothing property. We prove robustness of the multigrid W-cycle method in the sense that (for sufficiently many smoothing iterations) its contraction number in the Euclidean norm is bounded by a constant smaller than one independent of all the parameters. On the basis of [11] and [12] we also prove a robustness result for the V-cycle multigrid method. Finally, we present numerical experiments that illustrate these robustness properties.
In the literature, the convergence of multigrid methods for anisotropic pure diffusion problems, i.e., a problem as in (2) with μ = 0, has been studied in [4] , [10] , [11] , [12] and [13] , [14] . In the latter papers, the robustness of smoothers is studied, whereas in the former the convergence of W-cycle and V-cycle algorithms is analyzed. These convergence analyses of multigrid methods are based on the standard Lagrangian interpolation operator and (thus) are restricted to the two-dimensional case. In [2] , a finite element method for the Poisson problem on three-dimensional domains with anisotropic mesh refinement is studied. For a multigrid scheme in which semicoarsening and line smoothers are combined, robust convergence of the V-cycle is shown. In all these analyses only the case μ = 0 is considered. In the present paper, we treat the three-dimensional case and consider the additional (reaction) parameter μ > 0.
Finite element discretization
From the Lax-Milgram lemma it follows that problem (2) has a unique solution. Note, that the very different length scales in the (x, y)-and the z-direction (for ε 1) result in an anisotropy effect.
Remark 1:
Instead of (2) we could also consider the weak formulation of the following anisotropic reaction-diffusion problem on the unit cube :
with a parameter λ = 1/ε 2 ≥ 1. The discrete versions of both formulations (2) and (3) lead to operators that have very similar anisotropy properties. In this paper we consider (2) because our research is motivated by a parabolic heat conduction problem in a foil, which is a domain of the form ε with ε 1 (cf. [7] ). An implicit time integration method applied to this parabolic problem leads to a problem of the form (2) in each time step.
For the discretization we apply a standard finite element method based on a uniform family of nested triangulations. The uniform subdivision of the domain is based on Kuhn's triangulation, as illustrated in Fig. 1 .
A stable regular (red) refinement strategy results in a family of consistent, nested triangulations (see [3] ), which is denoted by {T k } k≥0 . With T k we associate the mesh
Thus, this family of triangulations is regular in the sense that
holds. However, σ ∼ ε −1 and thus σ → ∞ for ε ↓ 0. In Fig. 2 , we show one particular hexahedron on level k and a typical tetrahedron T ∈ T k . Due to the degeneracy of the given domain ε , inside the elements T arbitrarily small angles appear for ε ↓ 0. On the other hand the maximum angles that occur are right angles meaning that a maximum angle condition is satisfied uniformly w.r.t. k and ε.
For the discretization of (2) we use conforming finite elements and piecewise linear functions (P 1 -elements) with respect to the sequence of nested triangulations {T k } k≥0 . This results in a hierarchy of nested finite element spaces
The discrete problem on level k is: find u k ∈ U ε,k such that
a b Due to the fact that a maximum angle condition is satisfied the spaces U ε,k are suitable for the spatial discretization of the parabolic problem from which (after implicit time integration) problem (2) originates.
Interpolation bounds
In our convergence analysis of the multigrid method we need finite element discretization error bounds. If we apply the standard approach based on the Céa-lemma then a key ingredient for obtaining such bounds is a suitable (quasi-)interpolation operator
This operator I k should be such that for all u ∈ H 2 ( ε ) the following error bounds hold:
with constants c 1 , c 2 independent of ε (and, as usual, also of k, u). We refer to [1] for an extensive treatment of interpolation operators for anisotropic finite element spaces. Here we briefly discuss a few issues that are relevant for the analysis in this paper. For the two-dimensional case uniform bounds as in (5)- (6) [1] ). Thus, there is a need for other (better) interpolation operators for anisotropic finite element spaces. Such operators are presented in [1] . In particular a modification of the original Scott-Zhang operator is introduced which can be shown to satisfy, for the three-dimensional case, both uniform bounds (5) and (6) . This operator is needed in the finite element discretization error analysis in the next section and therefore we describe how this operator is defined. A detailed discussion of this operator and its properties can be found in [1, Sect. 3.4] .
For the description of this modified Scott-Zhang operator we need some additional notation. Let {X i } 1≤i≤ñ k denote the set of vertices of the triangulation T k including those on the entire boundary (i.e., in particular on the Dirichlet boundary) and {φ i } 1≤i≤ñ k the corresponding standard nodal basis which generates the finite element space V ε,k . Note that we considerñ k vertices while n k denotes the dimension of the original finite element space U ε,k . For an element T ∈ T k we introduce the patch of surrounding elements
To each node X i we associate a planar subdomain σ i ⊂ ε with the following properties:
There exists a face E of some element T ∈ T k such that the projection of E on the x, y-plane is identical to the projection of σ i . (P4) If the projections of any two points X i and X j on the x, y-plane coincide then so do the projections of σ i and σ j .
In the triangulation T k all the vertices are contained in planes z = l ε(1/2) k , l = 0, . . . , 2 k , which are subdivided into faces (triangles). Such a subdivision and the corresponding degrees of freedom are shown in Fig. 3 for the case k = 1, l = 1.
One possibility to select the subdomains σ i is to assume a lexicographical numbering of the faces (see Fig. 3b ) which should be the same in all the planes and to associate to each node X i the face with maximum number. In this way the properties (P1)-(P3) Due to the refinement strategy used, on each fixed level k the corresponding subdivisions into faces are identical for all the planes and thus (P4) is fulfilled, too. Given these subdomains σ i the modified Scott-Zhang type interpolation operator
In Theorem 3.3 from [1] the following local stability and approximation property of the operator L k is given.
Theorem 1:
The modified Scott-Zhang operator L k defined in (7) satisfies the following estimates for all T ∈ T k and all u ∈ W l p (S T ):
The constant c is independent of k and ε.
Here |.| W m p (T ) denotes the seminorm in the Sobolev space W m p (T ) . Note that the term h |α| k ε α 3 represents the product of the length scales of the edges of T in the three coordinate directions. Due to the different length scales being exploited in (9) estimates of this kind are called anisotropic estimates. Theorem 3.3 in [1] is more general than the result formulated in Theorem 1. The former gives a similar result for more general (for example, higher order,) polynomial finite elements in d-dimensional spaces, with d = 2, 3.
Corollary 1:
The modified Scott-Zhang operator L k defined in (7) satisfies the following estimates:
for all u ∈ H 2 ( ε ) ∩ U ε and with constants c 1 , c 2 independent of k and ε. Moreover,
Proof: If in (9) we take p = q = 2, l = 2 and m ∈ {0, 1}, and sum over all T ∈ T k we obtain (using ε ≤ 1) the results in (10) and (11) .
Finite element discretization error bound
In this section, using a standard approach, we derive a finite element discretization error bound that is uniform w.r.t. the parameters μ and ε. We proceed with an elementary lemma.
holds.
Proof: It is sufficient to prove (12) in the dense subset C ∞ ( ε ) ∩ U ε . For u from this space we have
The unit outward pointing normal on the boundary ε := ∂ ε is denoted by n = (n x , n y , n z ) T and thus the lemma is proved.
Lemma 2:
Let u be the solution of the continuous problem (2) . Then the inequalities
hold.
Proof:
and thus (14) holds. Since the solution u of (2) lies in H 2 ( ε ) (see Remark 2) we can write − u = f − μu. Using Lemma 1 we get
which proves the result in (15).
Theorem 2:
Let u be the solution of the continuous problem (2) and u k the solution of the discrete problem (4). Then
holds, with a constant c independent of f, ε, μ and k.
Proof: We use the notation e k = u − u k . Since a(e k , v k ) = 0 for all v k ∈ U ε,k we get
and thus
Now we apply Nitsche's duality argument and use the interpolation results from Corollary 1. Let w ∈ U ε be such that a(w, v) = (e k , v) 0 for all v ∈ U ε . From Lemma 2 we get
We also have (due to the Céa-lemma)
Thus we get (with a constant c independent of k, ε and μ)
Hence, for h 2 k ≤ 1 μ we obtain
Combining this estimate with the one in (17) proves the theorem.
Multigrid convergence analysis
In this section, we investigate the convergence behaviour of a multigrid method applied to the discrete problem (4). We use the approach introduced by Hackbusch (see [8] ) based on the approximation and smoothing property. It is well-known that the anisotropy in the discrete problem (4) causes standard pointwise relaxation methods as the damped Jacobi method or the (symmetric) Gauss-Seidel method to smooth the error only in the direction corresponding to the strong couplings. This causes a (strong) deterioration in the rate of convergence of a multigrid method with such smoothers for ε ↓ 0. One possibility to deal with this problem is to keep pointwise relaxation but to adapt the strategy of grid coarsening, e.g. by doubling the mesh size only in the directions in which the error is smooth. An alternative approach, which is used in this paper, is to modify the smoothing procedure from pointwise relaxation to linewise relaxation meaning that the unknowns belonging to a line are updated simultaneously. Hackbusch (cf. [8] ) introduced the notion of a "robust smoother" for anisotropic problems. Such a smoother should be a fast iterative (or even direct) solver for the discrete problem in the limit case ε ↓ 0. In the problem that we consider in this paper we do not only have the anisotropy parameter ε but also the parameter μ in front of the reaction term.
In this section, using a fairly standard approach, we derive an approximation property, Theorem 3, and a smoothing property for the symmetric z-line GaussSeidel method, Theorem 4, in which the dependence of the bounds on ε, μ and k is explicit. Combination of these results immediately yields a uniform bound (< 1 for sufficiently many smoothing iterations) for the contraction number of the twogrid method and of the W-cycle iteration.
We introduce the isomorphism
In order to establish the norm equivalence
with a constant c independent of ε and k we use the scaled Euclidean scalar product
Standard arguments yield that for this scaled norm indeed the uniform norm equivalence (20) holds. Let the corresponding matrix norm (which is independent of ε) be denoted by · . Note that the adjoint
In an interior grid point the discrete problem has the stencil given in Fig. 4 . Note that for a point on the Neumann boundary only certain off-diagonal stencil entries in the x, y-plane change which does not affect the further analysis. For the prolongation and restriction in the multigrid method the canonical choice
is used. We use stationary linear iterative methods as smoothers and thus these are of the form
The corresponding iteration matrix is denoted by
We consider the damped z-line Jacobi method and the symmetric z-line GaussSeidel method as smoothers. For the matrix representation of the discrete operator (see the stencil notation in Fig. 4) we assume a z-line ordering of the grid points, i.e., within each line of unknowns in z-direction (the z-lines) the vertices are numbered from bottom to top while the z-lines themselves are ordered lexicographically in the x, y-plane. Let N k := 2 k − 1. The stiffness matrix can be decomposed as
Note that the upper and lower faces of ε are Dirichlet boundaries. The matrix L k is strictly lower block-triangular. The choice
defines a (damped) line Jacobi smoother, and
yields the symmetric line Gauss-Seidel method. In the convergence analysis and in the numerical experiments below we only consider the symmetric line GaussSeidel method. Similar results, however, can be obtained for the damped line Jacobi method if we use a damping factor ω = ω(ε, μ, k)
Based on these components a standard multigrid algorithm with ν 1 pre-and ν 2 post-smoothing iterations can be formulated (see [9] ) with an iteration matrix that satisfies the recursion
The choices γ = 1 and γ = 2 correspond to the V-and W-cycle, respectively. Results of numerical experiments with this method are presented in Sect. 6.
We now turn to the convergence analysis of this multigrid method. All constants (denoted by c or c i ) that appear in the analysis are independent of ε, μ and k.
The following lemma gives a result on the scaling of the stiffness matrix.
Lemma 3:
Let A k be the stiffness matrix from (21). Then the inequalities c 1 1
hold with constants c 1 > 0, c 2 independent of ε, μ and k.
Proof: Let e i denote the ith basis vector in R n k and S i := supp(φ i ) the support of the nodal basis function φ i . Then we have
with c 1 > 0, yielding the left inequality in (28). Using the inverse inequality
we get
Finally, we note that all the constants used in this proof are independent of ε, μ and k. 
holds with a constant c independent of ε, μ and k.
Proof:
We consider an arbitrary y k ∈ X k . Let w ∈ U ε , w k ∈ U ε,k and w k−1 ∈ U ε,k−1 be such that
Setting v = P k y k ∈ U ε,k in (31) we get the identity
Thus we obtain w k = P k A −1 k y k . Using the same line of argumentation it follows
Using a triangle inequality and h k−1 = 2h k we get
Due to the norm equivalence (20) we have
holds. Using the scaling property from Lemma 3 one easily derives the bound in (30).
We now turn to the smoothing property of the symmetric line Gauss-Seidel method for which the matrix W k in (26) is symmetric positive definite. We start with an elementary lemma.
Lemma 4: Let
For the lower block-triangular part L k of A k we have
The constants c 1 > 0 and c 2 are independent of ε, μ and k. Furthermore, for the smallest eigenvalue of the first summand in (25) we have
with c > 0 independent of ε and k. Since all three terms in (25) are symmetric positive definite we get the lower bound in (34). We now prove (35). From Fig. 4 we see that the matrix L k does not contain any entries depending on ε and that
which completes the proof.
For the symmetric line Gauss-Seidel method we have
The following result can be found in [9] .
Lemma 5: For all symmetric matrices B with 0 ≤ B ≤ I , the inequality
holds, where the function η 0 (ν) is defined by
Theorem 4 (Smoothing property):
For the symmetric z-line Gauss-Seidel smoother S k defined by (24) and (36) the following property holds:
with a constant c independent of ε, k, μ and ν.
Proof: The symmetric block Gauss-Seidel method corresponds to the splitting
k is well-defined and
Using the identity (for ν ≥ 1)
and Lemma 5 with B = I − C k we obtain
with c being independent of all the parameters. Using the result in Lemma 4 we get
In combination with the scaling property of A k in Lemma 3 we obtain the bound in (37).
As a direct consequence of the approximation and smoothing property we obtain the following main result. 
with C T independent of ε, μ, k, and ν.
Proof: From Theorem 3 and Theorem 4 we obtain
For the multigrid W-cycle we can apply Theorem 10.6.25 from [9] and thus obtain the following result. 
From the first bound in (39) we see that for fixed k and μ the norm of the two-grid iteration matrix tends to zero for ε ↓ 0. The same holds for the iteration matrix of the multigrid W-cycle. Thus we expect very fast convergence of the multigrid method for ε 1. This is confirmed by numerical experiments in the next section.
We now derive a convergence result for the multigrid V-cycle, based on the analysis given in [12] . We use the energy norm B A := A For fixed parameters ε and μ (not too large) the rate of convergence decreases with increasing refinement level. For fixed values of μ and k the rate of convergence increases if ε decreases.
We now turn to the W-cycle multigrid algorithm with ν 1 = 2 pre-and ν 2 = 0 post-smoothing iterations. Table 3 shows very fast convergence for ε 1 which is consistent with the first bound in (39). Furthermore, we clearly observe a uniform upper bound < 1 for the reduction number w.r.t. variation in all three parameters.
Finally, in the Tables 5 and 6 we show results for the V-cycle multigrid algorithm with ν 1 = 2 pre-and ν 2 = 0 post-smoothing iterations. These results show no significant differences compared to those for the W-cycle algorithm. 
