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abstract. For a complete noncompact connected Riemannian
manifold with bounded geometry, we prove a compactness result for
sequences of finite perimeter sets with uniformly bounded volume and
perimeter in a larger space obtained by adding limit manifolds at
infinity. We extends previous results contained in [Nar14a], in such a
way that the generalized existence theorem, Theorem 1 of [Nar14a] is
actually a generalized compactness theorem. The suitable
modifications to the arguments and statements of the results in
[Nar14a] are non-trivial. As a consequence we give a multipointed
version of Theorem 1.1 of [LW11], and a simple proof of the continuity
of the isoperimetric profile function.
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31 Introduction
In this paper we study compactness of the set of finite perimeter sets
with bounded volume and bounded perimeter, but with possibly un-
bounded diameter in a complete noncompact Riemannian manifold, as-
suming some bounded geometry conditions on the ambient manifold.
The difficulty is that for a sequence of regions some volume may dis-
appear to infinity. Given a sequence of finite perimeter sets inside a
manifold with bounded geometry, we show that up to a subsequences
the original sequence splits into an at most countable number of pieces
which carry a positive fraction of the volume, one of them possibly stay-
ing at finite distance and the others concentrating along divergent direc-
tions. Moreover, each of these pieces will converge to a finite perimeter
set lying in some pointed limit manifold, possibly different from the
original. So a limit finite perimeter set exists in a generalized multi-
pointed convergence. The range of applications of these results is wide.
The vague notions invoked in this introductory paragraph will be made
clear and rigorous in what follows.
1.1 Finite perimeter sets and compactness
In the remaining part of this paper we always assume that all the Rie-
mannian manifolds M considered are smooth with smooth Riemannian
metric g. We denote by Vg the canonical Riemannian measure induced
on M by g, and by Ag the (n − 1)-Hausdorff measure associated to
the canonical Riemannian length space metric d of M . When it is al-
ready clear from the context, explicit mention of the metric g will be
suppressed in what follows.
Definition 1.1. Let M be a Riemannian manifold of dimension n,
U ⊆ M an open subset, Xc(U) the set of smooth vector fields with
compact support on U . Given E ⊂ M measurable with respect to the
Riemannian measure, the perimeter of E in U , P(E,U) ∈ [0,+∞],
is
P(E,U) := sup
{∫
U
χEdivg(X)dVg : X ∈ Xc(U), ||X||∞ ≤ 1
}
, (1)
where ||X||∞ := sup
{
|Xp|gp : p ∈M
}
and |Xp|gp is the norm of the
vector Xp in the metric gp on TpM . If P(E,U) < +∞ for every open
set U , we call E a locally finite perimeter set. Let us set P(E) :=
P(E,M). Finally, if P(E) < +∞ we say that E is a set of finite
perimeter.
4Definition 1.2. We say that a sequence of finite perimeter sets Ej
converges in L1loc(M) to another finite perimeter set E, and we denote
this by writing Ej → E in L
1
loc(M), if χEj → χE in L
1
loc(M), i.e., if
V ((Ej∆E) ∩ U) → 0 ∀U ⊂⊂ M . Here χE means the characteristic
function of the set E and the notation U ⊂⊂M means that U ⊆ M is
open and U (the topological closure of U) is compact in M .
Definition 1.3. We say that a sequence of finite perimeter sets Ej
converge in the sense of finite perimeter sets to another finite
perimeter set E, if Ej → E in L
1
loc(M), and
lim
j→+∞
P(Ej) = P(E).
For a more detailed discussion on locally finite perimeter sets and
functions of bounded variation on a Riemannian manifold, one can con-
sult [JPPP07]. The following classical compactness theorem is found
in the literature in Theorem 1.19 of [Giu84], Theorem 3.23 [AFP00],
just to cite some good texts on the subject of finite perimeter sets or
[Mor09], [Fed69] for the general case of currents in the context of Eu-
clidean spaces. The following Riemannian analogue is an easy conse-
quence of that arguments and the theory of BV -functions in the Rie-
mannian context developed in [JPPP07] and thus we omit the proof.
Theorem 1.1. Let (Ωi)i∈N be a sequence of finite perimeter sets such
that there exists a positive constant C > 0 and a fixed large geodesic ball
B, satisfying V (Ωi)+P(∂Ωi) ≤ C, Ωi ⊆ B, for every i ∈ N. Then there
exists a finite perimeter set Ω ⊆ B such that Ωi tends to Ω, in L
1(M)
topology.
1.2 Isoperimetric profile and existence of isoperimetric
regions
Typically in the literature, we give the following definition.
Definition 1.4. The isoperimetric profile function (or briefly, the
isoperimetric profile) IM : [0, V (M)[→ [0,+∞[, is defined by
IM (v) := inf{A(∂Ω) : Ω ∈ τM , V (Ω) = v}, v 6= 0,
and IM (0) = 0, where τM denotes the set of relatively compact open
subsets of M with smooth boundary.
5However there is a more general context in which to consider this
notion that will be better suited to our purposes. Namely, we replace the
set τM with subsets of finite perimeter. By standard results of the theory
of sets of finite perimeter, we have that A(∂∗E) = Hn−1(∂∗E) = P(E)
where ∂∗E is the reduced boundary of E. In particular, if E has smooth
boundary, then ∂∗E = ∂E, where ∂E is the topological boundary of E.
In the sequel we will not distinguish between the topological boundary
and reduced boundary when no confusion can arise.
Definition 1.5. Let M be a Riemannian manifold of dimension n (pos-
sibly with infinite volume). We denote by τ˜M the set of finite perimeter
subsets of M . The function I˜M : [0, V (M)[→ [0,+∞[ defined by
I˜M (v) := inf{P(Ω) = A(∂Ω) : Ω ∈ τ˜M , V (Ω) = v}
is called the isoperimetric profile function (or shortly the isoperi-
metric profile) of the manifold M . If there exist a finite perimeter
set Ω ∈ τ˜M satisfying V (Ω) = v, I˜M (V (Ω)) = A(∂Ω) = P(Ω) such an
Ω will be called an isoperimetric region, and we say that I˜M(v) is
achieved.
Theorem 1.2 (A. Mun˜oz Flores [Flo15]). If Mn is complete then IM =
I˜M .
Proof: The proof of this fact is a consequence of the approximation
theorem for finite perimeter sets by a sequence of smooth domains, as
stated in the context of Riemannian manifolds in Proposition 1.4 of
[JPPP07], and of the article [Mod87], that permits to show that an
arbitrary finite perimeter set E could be approximated in L1loc-norm
by relatively compact domains Ω with smooth boundary and V (Ω) =
V (E). q.e.d.
Compactness implies always existence of isoperimetric regions, but
there are examples of manifolds without isoperimetric regions of some
or every volumes. For further information about this point the reader
could see the introduction of [Nar14a] and the discussion therein. So we
cannot have always a compactness theorem if we stay in a noncompact
ambient manifolds. If M is compact, classical compactness arguments
of geometric measure theory as Theorem 1.1 combined with the direct
method of the calculus of variations provide existence of isoperimetric
regions in any dimension n. For completeness we remind the reader that
if n ≤ 7, then the boundary ∂Ω of an isoperimetric region is smooth.
6More generally, the support of the boundary of an isoperimetric region
is the disjoint union of a regular part R and a singular part S. R is
smooth at each of its points and has constant mean curvature, while
S has Hausdorff-codimension at least 7 in ∂Ω. For more details on
regularity theory see [Mor03] or [Mor09] Sect. 8.5, Theorem 12.2.
The behavior of sequences of finite perimeter sets with bounded vol-
ume and bounded perimeter in noncompact ambient manifolds is car-
acterized, roughly speaking by a part that stays at finite distance and
a part that goes to infinity. In this paper, we describe exactly what
happens to the divergent part in the case of bounded geometry, which
in this context means that both the Ricci curvature and the volume of
geodesic balls of a fixed radius are bounded below. For any fixed v, we
can build an example of a 2-dimensional Riemannian manifold obtained
by altering a Euclidean plane an infinite number (or under stronger as-
sumptions, a finite number) of sequences of caps, diverging in a possibly
infinite number of divergent directions. Our main Theorem 1 shows that
is essentially all that can occur, in bounded geometry and that the limit
region could live in a larger space which includes the limits at infinity.
In particular if we start with a minimizing sequence of volume v for the
isoperimetric profile we obtain in the limit an isoperimetric region which
lies in a finite number of limit manifolds, because of the Euclidean type
isoperimetric constant for small volumes due to Theorem ...of Maheux
and Saloff Coste [], recovering Theorem 1 of [Nar14a].
1.3 Main Results
The first result of this paper is Theorem 1, which provides a generalized
compactness result for isoperimetric regions in a noncompact Rieman-
nian manifold satisfying the condition of bounded geometry. In the
general case, limit finite perimeter sets do not exist in the original am-
bient manifold, but rather in the disjoint union of an at most countable
family of pointed limit manifolds M1,∞, . . . ,MN,∞, obtained as limit of
N sequences of pointed manifolds (M,pij , g)j , i ∈ {1, . . . , N}, here N
is allowed to be ∞. When we start with a minimizing sequence, then
N < +∞ and we recover Theorem 1 of [Nar14a]. To prove Theorem 1,
we get a decomposition lemma (Lemma 2.2) for the thick part of a sub-
sequence of an arbitrary sequence with uniformly bounded volume and
area, but that is not contained in a fixed ball. Lemma 2.2 is interesting
for himself.
Now, let us recall the basic definitions from the theory of convergence
of manifolds, as exposed in [Pet06]. This will help us to state the main
7result in a precise way.
Definition 1.6. For any m ∈ N, α ∈ [0, 1], a sequence of pointed
smooth complete Riemannian manifolds is said to converge in the
pointed Cm,α, respectively Cm topology to a smooth manifold
M (denoted (Mi, pi, gi) → (M,p, g)), if for every R > 0 we can find
a domain ΩR with B(p,R) ⊆ ΩR ⊆ M , a natural number νR ∈ N,
and Cm+1 embeddings Fi,R : ΩR → Mi, for large i ≥ νR such that
B(pi, R) ⊆ Fi,R(ΩR) and F
∗
i,R(gi) → g on ΩR in the C
m,α, respectively
Cm topology.
It is easy to see that this type of convergence implies pointed Gromov-
Hausdorff convergence. When all manifolds in question are closed, the
maps Fi are global C
m+1 diffeomorphisms. So for closed manifolds we
can speak about unpointed convergence. What follows is the precise
definition of Cm,α-norm at scale r, which can be taken as a possible
definition of bounded geometry.
Definition 1.7 ([Pet06]). A subset A of a Riemannian n-manifold M
has bounded Cm,α norm on the scale of r, ||A||Cm,α ,r ≤ Q, if every
point p of M lies in an open set U with a chart ψ from the Euclidean
r-ball into U such that
(i): For all p ∈ A there exists U such that B(p, 110e
−Qr) ⊆ U .
(ii): |Dψ| ≤ eQ on B(0, r) and |Dψ−1| ≤ eQ on U .
(iii): r|j|+α||Djg||α ≤ Q for all multi indices j with 0 ≤ |j| ≤ m, where
g is the matrix of functions of metric coefficients in the ψ coordi-
nates regarded as a matrix on B(0, r).
We write that (M,g, p) ∈ Mm,α(n,Q, r), if ||M ||Cm,α ,r ≤ Q.
In the sequel, unless otherwise specified, we will make use of the
technical assumption on (M,g, p) ∈ Mm,α(n,Q, r) that n ≥ 2, r,Q > 0,
m ≥ 1, α ∈]0, 1]. Roughly speaking, r > 0 is a positive lower bound on
the injectivity radius of M , i.e., injM > C(n,Q, α, r) > 0.
Definition 1.8. A complete Riemannian manifold (M,g), is said to
have bounded geometry if there exists a constant k ∈ R, such that
RicM ≥ k(n − 1) (i.e., RicM ≥ k(n − 1)g in the sense of quadratic
forms) and V (B(M,g)(p, 1)) ≥ v0 for some positive constant v0, where
B(M,g)(p, r) is the geodesic ball (or equivalently the metric ball) of M
centered at p and of radius r > 0.
8Remark 1.1. In general, a lower bound on RicM and on the volume of
unit balls does not ensure that the pointed limit metric spaces at infinity
are still manifolds.
Remark 1.2. We observe here that Definition 1.9 is weaker than Def-
inition 1.7. In fact, using Theorem 72 of [Pet06], one can show that if
a manifold M has bounded Cm,α norm on the scale of r for α > 0 in
the sense of Definition 1.7 then M has Cm,β-locally asymptotic bounded
geometry in the sense of Definition 1.9, for every 0 < β < α, while in
general the converse is not true.
This motivates the following definition, that is suitable for most
applications to general relativity see for example [FN15].
Definition 1.9. We say that a smooth Riemannian manifold (Mn, g)
has Cm,α-locally asymptotic bounded geometry if it is of bounded
geometry and if for every diverging sequence of points (pj), there exist a
subsequence (pjl) and a pointed smooth manifold (M∞, g∞, p∞) with g∞
of class Cm,α such that the sequence of pointed manifolds (M,pjl , g)→
(M∞, g∞, p∞), in C
m,α-topology.
For a more detailed discussion about this point the reader could find
useful to consult [Nar14a].
Definition 1.10 (Multipointed Gromov-Hausdorff convergence). We
say that a sequence of multipointed proper metric spaces (Xi, di, pi,1, ..., pi,l, ...)
converges to the multipointed metric space (X∞, d∞, p∞,1, ..., p∞,l, ...),
in the multipointed Gromov-Hausdorff topology, if for every j we
have
(Xi, di, pi,j)→ (X∞, d∞, p∞,j),
in the pointed Gromov-Hausdorff topology.
Definition 1.11 (Multipointed C0-convergence). We say that a se-
quence of multipointed Riemannian manifolds (Mi, gi, pi,1, ..., pi,l, ...) con-
verges to the multipointed Riemannian manifold (M∞, g∞, p∞,1, ..., p∞,l, ...),
in the multipointed C0-topology, if for every j we have
(Mi, di, pi,j)→ (M∞, d∞, p∞,j),
in the pointed C0-pointed topology.
Remark 1.3. Multipointed C0-convergence is stronger than Multipointed
Gromov-Hausdorff convergence.
9Remark 1.4. The perimeter is lower semicontinuous with respect to
multipointed C0-topology. The volume is continuous with respect to mul-
tipointed Gromov-Hausdorff topology. This last assertion about volumes
is a deep result due to Tobias Colding [Col97].
Theorem 1 (Main: Generalized Compactness). Let Mn be a complete
Riemannian manifold with C0-bounded geometry. Let (Ωj) be a sequence
of finite perimeter sets with P(Ωj) ≤ A and V (Ωj) ≤ v. Then there
exist a subsequence (Ωjk) that we rename by (Ωk), k ∈ S ⊆ N, a double
sequence of points pik ∈ M
n, a finite perimeter set Ω ⊆ M˜ and a
sequence (p∞,i) of points of M˜ such that (Ωk, (pik))→ (Ω, (p∞,i)) in the
multipointed C0-topology.
Corollary 1 (Generalized existence [Nar14a]). Let M have C0-locally
asymptotically bounded geometry. Given a positive volume 0 < v <
V (M), there are a finite number N , of limit manifolds at infinity such
that their disjoint union with M contains an isoperimetric region of
volume v and perimeter IM (v). Moreover, the number of limit manifolds
is at worst linear in v. Indeed N ≤
[
v
v∗
]
+ 1 = l(n, k, v0, v), where v
∗ is
as in Lemma 3.2 of [Heb00].
Remark 1.5. Observe that if (M,g, p) ∈ Mm,α(n,Q, r) for every p ∈
M , then M have C0-bounded geometry. So Theorem 1 and of course
Corollary 1 applies to pointed manifolds M ∈ Mm,α(n,Q, r), hence a
posteriori also to manifolds with bounded (from above and below at the
same time) sectional curvature and positive injectivity radius.
Now we come back to the main interest of our theory, i.e., to extend
arguments valid for compact manifolds to noncompact ones. To this
aim let us introduce the following definition suggested by Theorem 1.
Definition 1.12. Let M be a C0-locally asymptotic bounded geome-
try Riemannian manifolds. We call D∞ =
⋃
iD∞,i a finite perime-
ter set in M˜ a generalized set of finite perimeter of M˜ and an
isoperimetric region of M˜ a generalized isoperimetric region, where
M˜ := {(N , q, gN ) : ∃(pj), pj ∈M,pj → +∞, (M,pj , g)→ (N , q, gN )}.
Remark 1.6. We remark that D∞ is a finite perimeter set in volume
v in
⋃˚
iM∞,i.
Remark 1.7. If D is a genuine isoperimetric region contained in M ,
then D is also a generalized isoperimetric region with N = 1 and
(M∞,1, g∞,1) = (M,g).
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This does not prevent the existence of another generalized isoperimetric
region of the same volume having more than one piece at infinity.
1.4 Plan of the article
1. Section 1 constitutes the introduction of the paper. We state the
main results of the paper.
2. In Section 2, we prove Theorem 1 as stated in Section 1.
3. In the Appendix we describe some useful links to the existing liter-
ature related with Theorem 1. In particular we give a multipointed
version of the pointed compactness Theorem 1.1 of [LW11]
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2 Proof of Theorem 1
The general strategy used in calculus of variations to understand the
structure of solutions of a variational problem in a noncompact ambi-
ent manifold is the Concentration-Compactness principle of P.L. Lions.
This principle suggests an investigation of regions in the manifold where
volume concentrates. For the aims of the proof, this point of view it is
not strictly necessary. But we prefer this language because it points the
way to further applications of the theory developed here for more general
geometric variational problems, PDE’s, and the Calculus of Variations.
The concentration compactness Lemma 2.1 of [Nar14a] or Lemma I.1 of
[Lio84] will be used in our problem, taking measures µj having densities
χDj , where χDj is the characteristic function of Dj which have bounded
volumes and bounded perimeter and in particular for an almost mini-
mizing sequence (Dj) defined below.
Definition 2.1. We say that (Dj)j ⊆ τ˜M (see Defn. 1.5) is an almost
minimizing sequence in volume v > 0 if
(i): V (Dj)→ v,
(ii): A(∂Dj)→ IM (v).
2.1 Proof of Theorem 1.
For what follows it will be useful to give the definitions below.
Definition 2.2. Let φ : M → N a diffeomorphism between two Rie-
mannian manifolds and ε > 0. We say that φ is a (1 + ε)-isometry if
for every x, y ∈M , (1− ε)dM (x, y) ≤ dN (φ(x), φ(y)) ≤ (1+ ε)dM (x, y).
For the reader’s convenience, we have divided the proof of Theorem
1 into a sequence of lemmas that in our opinion have their own inherent
interest.
Lemma 2.1. If v > 0 is fixed, then there exists M˜ := M
⋃N
i=1M∞,i
be a disjoint union of finitely many limit manifolds (M∞,i, g∞,i) =
limj(M,pi,j , g), such that IM˜ (v) = IM (v). Moreover IM˜ (v) is achieved
by a generalized isoperimetric region.
Proof: It is a trivial to check that IM ≥ IM˜ . Observe that when
dM (pij, plj) ≤ K for some constant K > 0, we have (Mi,∞, gi,∞) =
(Ml,j , gl,∞). Thus we can restrict ourselves to the case of sequences
diverging in different directions, i.e., dM (pi,j, pl,j) → +∞ for every i 6=
12
j. Then mimicking the proof of the preceding lemma, one can obtain
IM ≤ IM˜ . q.e.d.
Here we give the proof of Theorem 1, which is an intrinsic gener-
alization of [Mor94] adapted to the context of manifolds with bounded
geometry.
Lemma 2.2. [Bounded Volume and Area Sequence’s Structure] Let Mn
be a complete Riemannian manifold with bounded geometry. Let (Ωj)
be a sequence of finite perimeter sets with P(Ωj) ≤ A and V (Ωj) ≤ v.
Then there exist a subsequence (Ωjk) that we rename by (Ωk), a set
S ⊆ N, with k ∈ S, a natural number l ∈ (N \ {0}) ∪˚{+∞}, l sequences
of points (pik) ∈ M
n, l sequences of radii Rik → +∞, i ∈ {1, ..., l}, a
sequence of volumes vi ∈]0,+∞[, and areas Ai ∈ [0,+∞[ such that
(I): vi = limk→+∞ V (Ωik), where Ωik := Ωk ∩B(pik, Rik),
(II): 0 <
∑∞
i=1 vi = v¯ ≤ v,
(III): If V (Ωk)→ v, then v¯ = v,
(IV): Set Ai = limk→+∞P(Ωik), we get
lim
k→+∞
P(∪˚
∞
i=1Ωik) =
∞∑
i=1
Ai = A¯ ≤ A.
Remark 2.1. In (IV): A¯, could be strictly less than A even if P(Ωk)→
A. However there are cases in which A¯ is equal to A, as showed in
Corollary 2.1.
Proof:[of Lemma 2.2] This proof consist in finding a subsequence
Ωk of an arbitrary sequence Ωj of bounded volume and area that could
be decomposed as an at most countable union Ωk =
⋃N
i Ωik, with N
possibly equal to +∞. To this aim, we consider the concentration func-
tions
Q1,j(R) := Supp∈M{V (Ωj ∩BM (p,R))}.
Since Lemma 2.5 of [Nar14a] prevents evanescence in bounded geometry,
the concentration-compactness argument of Lemma I.1 of [Lio84] or
Lemma 2.5 of [Nar14a], provides a concentration volume 0 < v1 ∈
[m0(n, r = 1, k, v0, v), v].
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Suppose the concentration of volumes occurs at points p1j, a ... then
there exists E ⊆ R, with |R \E| = 0, S ⊆ N such that for every ǫk → 0
there exists Rǫk such that for every R ∈ E ∩ [Rǫk ,+∞[ there exists jk,R
satisfying the property that if j ≥ jk,R then
|V (B(pk,R, R) ∩ Ωj)− v1| ≤ εk. (2)
By the fact that the preceeding equation is true for every R ∈ E ∩
[Rǫk ,+∞[, we can associate to every k a radius R
′
1k satisfying
R′1,k+1 ≥ R
′
1,k + k, (3)
then by the coarea formula we get radii R1k ∈ [R
′
1,k, R
′
1,k+1] such that
P(B(pk,R1k , R1k) ∩ Ωj) ≤ A+
v
j
. (4)
We can set now Ω1k := B(pk,R1k , R1k)∩Ωk for k sufficiently large inside
S. If v1 = v then the theorem is proved with l = 1. If v1 < v2, we apply
the same procedure to the domains Ω′1k := Ωk\B(pk,R1k , R1k), observing
that V (Ω′1k) → v − v1, we obtain R2k, p2k, v2, A2. If v1 + v2 = v,
then we finish the construction and the theorem is proved in a finite
number of steps. If this does not happen then we obtain at the i-
th step a decomposition Ωk = Ω
′
ik∪˚
i
l=1Ωik. As k goes to infinity we
have V (Ωik) → vi and V (Ω
′
ik) → v −
∑i
l=1 vl, if V (Ωk) → v, and
P(∂Ω′ik)→ A−
∑i
l=1Al where,
Al := lim
k→+∞
P((∂Ωk) ∩B(plk, Rlk)),
if P(Ωk) → A. In any case P(Ω
′
ik) ≤ A + i
v
k
, so for k big enough
P(Ω′ik) ≤ 2A. At this stage we found a sequence (vi) of positive volumes
giving rise to a convergent series
∑∞
i=1 vi =: v¯ ≤ v. To prove that if
V (Ωj)→ v then v¯ = v we use the non evanescence Lemma 2.5 [Nar14a].
Indeed vi → 0 because
∑∞
i=1 vi is a convergent series, on the other end
an application of Lemma 2.5 of [Nar14a] to Ω′ik yields to
V (Ω′ik ∩B(pi,k+1, Ri,k+1)) =: vi+1,k ≥
V (Ω′ik)
n
P(Ω′ik)
n + 1
, (5)
but vi+1 ≥ vi+1,k so we obtain
lim
i→+∞
vi = lim
i→+∞
vi+1 ≥ lim
i→+∞
−→
limk→+∞vi+1,k ≥ C(n, k, v0, v)
(v − v¯)n
An + 1
> 0.
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This last inequality contradicts the fact that vi → 0, if v¯ < v. It remains
to prove (V), but this is a simple consequence of the definitions. q.e.d.
Corollary 2.1. LetMn be a complete Riemannian manifold with bounded
geometry. If (Ωj) is an almost minimizing sequence of volume v then
there exist a finite number N = N(n, v0, k, v) ∈ N \ {0}, a subsequence
(Ωjk) that we rename by (Ωk), k ∈ S ⊆ N, N sequences of points
(pik)i∈{1,...,N}, N sequences of radii (Rik)i∈{1,...,N} → +∞, when k →
+∞, N volumes vi ∈]0,+∞[, with i ∈ {1, ..., N}, N areas Ai ∈ [0,+∞[,
such that
(I): vi = limk→+∞ V (Ωik), where Ωik := Ωk ∩B(pik, Rik),
(II): 0 <
∑N
i=1 vi = v¯ ≤ v,
(III): If V (Ωk)→ v, then v¯ = v,
(IV): Ai = limk→+∞P(Ωik), moreover
∑N
i=1Ai = A¯ ≤ A
(V): If P(Ωk)→ A, then A¯ = A.
(VI): N ≤
[
v
v∗
]
+ 1, where v∗ = v∗(n, k, v0) can be taken equal to v¯ of
Lemma 3.2 of [Heb00]. In particular if v < v∗ then N = 1.
Proof: The proof goes along the same lines of Theorem 1 of [Nar14a].
We prove just that A¯ = A. In view of Theorem 1 of [FN14b] the isoperi-
metric profile in bounded geometry is continuous so it is enough to prove
(V) in the case of a minimizing sequence in volume v. Suppose, now,
that V (Ωk) = v and A = IM (v). From Lemma 2.2 we get a decompo-
sition of Ωk = Ω
′
k∪˚Ω˜k, where Ω˜k := ∪˚
∞
i=1Ωik (this infinite union in the
case of a minimizing sequence is in fact a finite union) and Ω′k := Ωk\Ω˜k.
It is easy to see that V (Ω′k) =: v
′
k → 0 and V (Ω˜k) =: v˜k → 0 as k → 0,
which implies
IM (v) = A = lim
k→+∞
IM (v˜k) ≤ lim
k→+∞
P(Ω˜k) = A¯.
The second equality is due to the continuity of the isoperimetric profile,
the remaining are easy consequences of the definitions. To obtain an
estimate on N , one way to proceed is to show that there is no dichotomy
for volumes less than some fixed v∗ = v∗(n, k, v0) > 0. Assuming the
existence of such a v∗, we observe that the algorithm produces v1 ≥
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v2 ≥ · · · ≥ vN . Furthermore, vN ≤ v
∗ ≤ vN−1 because it is the first
time that dichotomy cannot appear, which yields
v∗(N − 1) ≤ vN−1(N − 1) ≤
N−1∑
i=1
vi ≤
N∑
i=1
vi = v. (6)
Consequently
N ≤
[ v
v∗
+ 1
]
=
[ v
v∗
]
+ 1, (7)
where v∗ = v∗(n, k, v0) can be taken equal to v¯ of Lemma 3.2 of [Heb00].
On the other hand, one can construct examples such that for every v,
there are exactly N =
[
v
v∗
]
+1 pieces. So in this sense, the estimate (7)
is sharp and it concludes the proof of the theorem. q.e.d.
Now we prove Theorem 1.
Proof: By Gromov’s compactness theorem and a cumbersome di-
agonalization process there is a subsequence converging in the multi-
pointed Gromov-Hausdorff topology, by the results of [Col97] volumes
converges. Just assuming Gromov-Hausdorff convergence we don’t know
if perimeter converges, but the hypothesis of C0-bounded geometry en-
sures the convergence of perimeters. q.e.d.
Theorem 2.1. If Mn have C0 asymptotically bounded geometry, then
the isoperimetric profile IM is continuous on [0, V (M)[.
Proof: Take a sequence of isoperimetric regions Ωi ⊂M , such that
V (Ωi) = vi → v. Then apply generalized compactness to extract a
subsequence Ωk converging in the multipointed C
0 topology to a gen-
eralized isoperimetric region Ω of volume v. From the existence of the
generalized isoperimetric region Ω we deduce that IM is upper semi-
continuous as in Theorem 2.1 of [FN14a] and from lower semicontinuity
of the perimeter with respect to the multipointed C0 topology we get
lower semicontinuity of IM˜ = IM . q.e.d.
Remark 2.2. Using Theorem 2.1, we can prove easily Corollary 1
of [Nar14a] and Corollary 1 of [FN14a] without using Theorem 1 of
[FN14a]. Of course Theorem 1 of [FN14a] is stronger than Theorem
2.1 and have its own interest independently of the use that we did in
proving Corollary 1 of [FN14a].
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3 Appendix: weaker assumptions on the main
theorem
Definition 3.1 (Flat distance modulo ν of Ambrosio-Kircheim).
dZF ν(T1, T2) := inf {M(R) +M(S) : T1 − T2 = R+ ∂S + νQ,R ∈ Ik, S ∈ Ik+1}
Definition 3.2 (Intrinsic flat distance Lang-Wenger, Sormani-Wenger).
Let X,Y be two metric spaces carrying a current structure. Let us define
dF
ν(X,Y ) := inf
{
dZF (ϕ1(X), ϕ2(Y ))
}
,
where the infimum is taken over all isometric embeddings ϕ1 : X → Z
and ϕ2 : Y → Z, and d
Z
F ν is the flat distance modulo ν of Ambrosio-
Kircheim in Z.
Definition 3.3 (Pointed Intrinsic flat convergence Lang-Wenger, Sor-
mani-Wenger). Let (Xn, dn, pn), (X, d, p) be two pointed metric spaces
we say that they converges in the pointed intrinsic flat topology, if
for every R > 0 we have
dF (BXn(pn, R), BX(p,R))→ 0.
Definition 3.4. Let (X, d) be a metric space, given l distinct points
p1, ..., pl ∈ X, we call the (l + 2)-tuple (X, d, p1, ..., pl) an l-pointed
metric space. In the sequel we will allow to take even a countable
set of points of X and we will speak of a multipointed metric space
denoting by (X, d, (pj)j∈N) or (X, d, (pj)) when no confusion could arise.
Definition 3.5 (Multipointed intrinsic flat convergence). We say that
a sequence of multipointed current metric spaces (Xi, di, pi,1, ..., pi,l, ...)
converges to the multipointed current metric space (X∞, d∞, p∞,1, ..., p∞,l, ...),
in the multipointed intrinsic flat topology, if for every index j, we
have
(Xi, di, pi,j)→ (X∞, d∞, p∞,j),
in the pointed intrinsic flat topology.
Definition 3.6. Let (Z, dZ) be a metric space, the Hausdorff dis-
tance between A,B ⊆ Z is defined by
dHaus(A,B) := {ε : A ⊆ Uε(B)andB ⊆ Uε(A)} ,
where Uε(A) denote the ε-neighbourhood of a subset A ⊆ Z, i.e.,
Uε(A) := {x ∈ Z : dZ(x,A) ≤ ε}.
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Definition 3.7 (Gromov-Hausdorff distance). Let X,Y be two metric
spaces. Let us define
dGH(X,Y ) := inf
{
dZH(ϕ1(X), ϕ2(Y ))
}
,
where the infimum is taken over all isometric embeddings ϕ1 : X → Z
and ϕ2 : Y → Z, and d
Z
H is the Gromov-Hausdorff distance in Z.
Definition 3.8 (Gromov-Hausdorff convergence). A sequence of met-
ric spaces (Xn, dn) is said to converge to a metric space (X, d), if
dGH(Xn,X)→ 0, when n→ +∞.
Definition 3.9 (Pointed Gromov-Hausdorff convergence). Let (Xn, dn, pn)
be a sequence of pointed metric spaces with base point xn ∈ Xn. The se-
quence (Xn, dn, pn) is said to converge to a pointed metric space (X, d, x),
if for every R > 0 the sequence of closed balls B¯(xn, R), with the in-
duced metrics converges to the closed ball B¯(x,R) ⊆ X in the Gromov-
Hausdorff topology.
Remark 3.1. It is easy to see, from the definitions, that in general,
if two metric spaces have 0 Gromov-Hausdorff distance they do not be
necessarily isometric. For example is zero the G-H distance between a
metric space and any dense subspace of it, hence G-H limits are not
unique in general. However, if X, Y are two compact metric spaces
then they are isometric iff dGH(X,Y ) = 0. This ensures uniqueness of
limits of sequences of compact spaces that converges to another compact
space. Observe here that a sequence of compact metric spaces could have
noncompact G-H limits.
Definition 3.10. A metric space (X, d) is called proper, if for each
point x0 ∈ X, the distance function to x0, x 7→ d(x0, x) is a proper
function d(x0, ·) : X → R, i.e., if for each point x0 ∈ X and R > 0 the
closed ball B¯(x0, R) := {x ∈ X : d(x0, x) ≤ R} is compact.
Definition 3.11 (Multipointed intrinsic Gromov-Hausdorff convergence).
We say that a sequence of multipointed metric spaces (Xi, di, pi,1, ..., pi,l, ...)
converges to the multipointed metric space (X∞, d∞, p∞,1, ..., p∞,l, ...),
in the multipointed Gromov-Hausdorff topology, if for every j we
have
(Xi, di, pi,j)→ (X∞, d∞, p∞,j),
in the pointed Gromov-Hausdorff topology.
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Remark 3.2. We observe that if the sequence Xn satisfies a uniform
bounded geometry condition as in definition 1.8, then intrinsic flat con-
vergence implies Gromov-Hausdorff convergence.
Theorem 3.1. The perimeter is lower semicontinuous with respect to
intrinsic flat convergence. The volume is continuous with respect to
intrinsic flat convergence.
For the definitions needed in what follows we refer to [LW11].
Definition 3.12 ([LW11]). We say that a sequence (Tj) in Iloc,m(Z)
converges in the local flat topology to a current T ∈ Iloc,m(Z) if for every
bounded closed set B ⊆ Z there is a sequence (Sj) in Iloc,m+1(Z) such
that
(||T − Tj − ∂Sj ||+ ||Sj||) (B)→ 0.
Theorem 3.2. Let X be a complete metric space such that [X] induces
a current in Iloc,n(X), let Tk ∈ Iloc,n(X) a sequence. Suppose that X
is doubling or satisfy a curvature dimension condition with dimension
n, satisfy a 1-local Poincare´ inequality, an Euclidean type isoperimetric
inequality for small volumes, and
sup
n
{||Tk||(X) + ||∂Tk||(X)]} < C. (8)
Then there exist a subsequence (kj), a complete multipointed metric
space Z = (∪˚iZi, zi ∈ Zi, dZ), ϕij : X →֒ Z such that ϕij(xkj ) → zi
and (ϕij#(Tkj ) ⊆ Zi) converges in the local flat topology of Zi to some
T ∈ Iloc,n(Zi).
Proof:
(i): The arguments of Lemma 2.2 applies mutatis mutandis and this
produces a sequence of sequences of points (pj)i and volumes vi
(ii): Apply Theorem 1.1 of [LW11] together with a cumbersome diag-
onal argument to obtain limit spaces Zi and the theorem follows
easily.
q.e.d.
Remark 3.3. The preceding Theorem is a generalization of Theorem 1
in the more general setting of the theory of Sormani, Lang and Wenger.
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