Forecasting Long-and Short-Horizon Stock Returns in a Unied Framework
Abstract
If stock prices do not follow random walks, what processes do they follow? This question is important not only for forecasting purpose, but also for theoretical analyses and derivative pricing where a tractable model of the movement of underlying stock prices is needed. Although several models have been proposed to capture the predictability of stock returns, their empirical performances have not been evaluated. This paper evaluates some popular models using a Kalman Filter technique and nds that they have serious aws. The paper then proposes an alternative parsimonious state-space model in which state variables characterize the stochastic movements of stock returns. Using equal-weighted CRSP monthly index, the paper shows that (1) this model ts the autocorrelations of returns well over both short and longer horizons and (2) although the forecasts obtained with the state-space model are based solely on past returns, they subsume the information in other potential predictor variables such as dividend yields.
Considerable evidence has shown that stock returns are predictable and stock prices do not follow random walks. If stock prices do not follow random walks, what processes do they follow? This question is important not only for forecasting purpose, but also for theoretical analyses where a tractable model of the movement of underlying stock price is needed. For example, to solve an optimization problem of dynamic portfolio selection and consumption decision (such as in Merton's ICAPM), we h a v e to know the movement of stock prices; to price a option, we need to specify the stochastic process of the underlying stock price. Unfortunately, little progress has been made in this aspect. Some popular models, though proposed based on the observation of historical data, have never been tested empirically. For this reason, the academic analysis of predictability has not yet generated a profound impact on nancial practice and the Random Walk assumption still dominates.
This article tries to ll this gap. It rst evaluates the existing popular models using a standard data set: CRSP monthly returns. The evaluation results suggest that these models have serious shortcomings. Popular models are usually too restrictive to capture long and short horizon properties together. Specically, models which capture the properties of longhorizon returns typically do not have prediction power for short-horizon returns and do not t high frequency data; while models which can t high frequency data generally do not capture the characteristics of long-horizon returns. This paper proposes a more exible state-space model in which t w o state variables characterize the stochastic behavior of stock returns (prices). Although the model is highly parsimonious, it forecasts stock returns over both short and longer horizons surprisingly well.
The approach used in this paper is dierent from several others which h a v e been popular in the literature for detecting and/or characterizing the predictability of asset returns. The rst approach, which I will call the general regression approach, regresses asset returns on some plausible predictors such as dividend yields, interest rates, and some macroeconomic variables (Breen, Glosten and Jagannathan 1989 , Culter et al. 1989 , Fama and French 1988a , Fama and Schwert 1977 , Ferson 1991 , Keim and Stambaugh 1986 , and Zhou 1995 . This approach i s t ypically used to predict asset returns for the next period but is not used to characterize the stochastic movements of expected returns (e.g. the relationship between today's expected returns and tomorrow's expected returns).
Auto-regression is another popular approach (Bekaert and Hodrick 1992, Campbell 1991, Campbell and Ammer 1993, Campbell and Hamao 1992, Fama and French 1988a, Kandel and Stambaugh 1988) , including univariate regressions and vector auto-regressions (VARs). This approach regresses realized asset returns on their own lags, and possibly, some other predetermined variables.
One practical problem with this approach is that realized asset returns consist of at least two components: expected returns and unexpected innovations. The two components may h a v e rather dierent relations with future returns, but the auto-regression approach does not distinguish between these components. For this reason, the predictions based on this approach m a y be sub-optimal or even conditionally biased. The next section discusses this in detail.
Another problem associated with this approach (and the general regression approach too) is the lack of a structural interpretation. For example, dividend yields help to predict stock returns according to this approach, but the approach does not reveal causality b e t w een these variables.
The third approach is what I call the direct testing approach (Lo and MacKinlay 1988 and Summers 1988) . This approach uses some kind of statistical measures like variance-ratio tests to test if stock prices follow \random walks." However, this approach does not tell us what processes prices follow if the \random walk" hypothesis is rejected.
The work of Conrad and Kaul (1988) is also relevant to this paper. Conrad and Kaul use a state-space approach to study time-variation of expected returns. They focus on the predictability of high frequency weekly returns and they use a less exible model than proposed in this paper. As a result, their model does not t the low frequency data and especially, does not generate the typical pattern of negative autocorrelations of stock returns over longer horizons (say one year). The next section will discuss their model in details.
The rest of this paper is organized as follows. The next section evaluates a few popular models of expected stock returns which h a v e not been well examined empirically. Section 2 provides a new state-space model of stock returns to t the return process over both long and short horizons. Section 3 contains concluding remarks.
Evaluating Existing Popular Models
This section evaluates several popular models empirically. For the sake of comparability with previous literature, I use a standard data set: the Center for Research in Securities Prices (CRSP) equal-weighted monthly returns in this study. The data set runs from 1926 to 1994, but I reserve the rst year to construct the dividend-price ratios so that my sample period is from January 1927 to December 1994. All returns are transformed in logarithms and are multiplied by 100 to express them in percent per month. To obtain real returns, I deate the nominal returns by the monthly Consumer Price Index reported by Ibbotson Associates.
Since the CRSP data set has been well documented, I will not discuss this data set in detail. For the sake of comparison, I just report some relevant summary statistics{the rst-order auto-correlations of stock returns over various horizons in Table I . In the table, k represents the period length (in months), and r t;t+k denotes k-period compounded return (in logarithm) from time t to time t + k.
For all four series, the auto-correlations are typically positive o v er short periods and become negative o v er longer horizons. This is a very important s t ylized fact of U.S. stock market. Culter et al. (1988) calls it the`characteristic autocorrelation function' of stock returns.
1.1
Model I
This subsection considers the simplest model for the time-variation in expected returns. That is, the expected returns follow a rst-order auto-regressive process as described in the following state-space representation.
Model I: r t = t 1 + t ; t = t 1 + t :
In the above expressions, r t is realized log return from time t 1 t o t , t 1 is the corresponding expected log return conditional on market participants' information at time t (1) 1) suggest that the zero correlation between t and t cannot be rejected even at a very high signicance level (say 20%). For this reason, we will assume Corr( t ; t ) = 0 to simplify our investigations.
In this paper, we assume that economic agents know the true values of model parameters such a s , , and unless there are other explicit specications.
Model I is attractive in several aspects. First, it has a very simple form. Second, like the random walk, AR processes have been well studied. Third, the model is very similar to some popular single-factor term structure model. (See Vasicek (1977) ). If interest rates (expected returns to riskfree bonds) follow some kind auto-regressive process, it seems natural to model the expected returns of other assets in this way. As for the basic characteristics of model I, please see Conrad and Kaul (1988) and Campbell (1991) for discussions.
Model I was rst used in the empirical study by Conrad and Kaul (1988) . Conrad and Kaul (1988) focus on the predictability of stock returns at a very short horizon. Using weekly returns of 10 sized-based portfolio returns, they show that the assumption of constant expected returns is strongly rejected.
The purpose of this subsection, however, is rather comprehensive. Besides the performance of the model at short horizons, we are also interested in the performance of the model at longer horizons. The results of this subsection will provide a basis for the comparison between model I and some other models.
The estimation results for Model I are reported in Table II . The estimates of autoregression parameter lie between 0 and 1 and are signicantly dierent from 0 and 1. The estimates capture the positive auto-correlations of stock returns at short horizons. Actually, the small estimates of the standard deviation reported in the table suggest that expected returns t are very close to realized returns r t .
To assess the performance of Model I, and other models, we use the following criteria: (1) conditional forecast unbiasedness at various horizons, that is, an intercept close to zero and a slope coecient close to one for the regression of returns over any time horizon on the corresponding forecasted returns; (2) high goodness-of-t; (3) forecasts that t the important properties of the observed data such as autocorrelations of stock returns; (4) high informational eciency, that is, the forecasts incorporate important information available to investors such as dividend yields, past stock returns, and past model forecast errors.
Now w e e v aluate how w ell Model I meets these criteria. First, let's test the relationship between ex post returns r t;t+k and the corresponding ex ante forecasts E t (r t;t+k ) b y a simple linear regression r t;t+k = b 0 + b 1 E t (r t;t+k ) + u t;t+k :
(
If E t (r t;t+k ) is a conditionally unbiased forecast of r t;t+k , w e will have b 0 = 0 and b 1 = 1 . T able III reports the regression results of equation (1) over horizons k from as short as one month to as long as 10 years. For the longer-horizon returns, the observations in the data overlap. The standard errors in the table have been adjusted for this overlap using the method of Hanson and Hodrick (1980) .
The most striking aspect of the Table is that Model I has reasonable one-period ahead prediction power for stock returns, but has no prediction power at all for stock returns over longer horizons (say o v er six months.) The R 2 of the one month returns is close to 3 percent. 2 The R 2 's for longer-horizon returns, however, are almost zero. Moreover, the estimated 2 This value is much smaller than the values obtained by Conrad and Kaul (1988) for weekly returns but is consistent with those values typically found in studies with monthly data. slopes become considerably negative and forecast errors u t;t+k become signicantly autocorrelated (the auto-correlations of forecast errors are not reported here to save space) for longer-horizon returns. Table I , we see that the model can reasonably match the rst order auto-correlation of monthly returns, but is absolutely incapable of matching autocorrelations of long-horizon stock returns.
To test the information content of extracted expected returns, we regress the realized one-month returns on the corresponding extracted expected returns and predetermined dividend-price ratios simultaneously in the following model: r t = 0 + 1 E t 1 (r t ) + 2 dp t + u t ; (2) where dp t are demeaned log dividend-price ratios. The dividend-price ratio for each date is dened as the total dividends paid over past three months over the current stock price and is extracted from the dierences between cum-dividend returns and ex-dividend returns from CRSP monthly index. The choice of dividend yields here is mainly based on the ndings in other work that dividend yields have considerable power to predict future stock returns (see, for example, French 1988 and Campbell 1991) . If Model I is a complete model of expected returns, then 1 = 1 and 2 = 0 . The ndings reported in Table V are again unfavorable to Model I. Dierent from what is found by Conrad and Kaul for weekly returns, the regressions here show that dividend-price ratios are still signicantly related to stock returns even when the extracted expected returns are included as regressors.
To summarize, we nd that Model I, a simple AR(1) model of expected returns, has reasonable capacity to capture the movements of stock returns over short-horizons but does a poor job in characterizing the movements of expected stock returns over longer-horizons. As a matter of fact, besides what are reported above, there is another serious problem with the model. Expected returns in Model I, according to Table II , are almost as volatile as realized returns and are very likely to become negative. Although some theoretical models such as Merton (1973) , Breeden (1979) , and Cox, Ingersoll, and Ross (1985) do not rule out negative expected returns, the over volatile expected returns and high probability o f negative expected (nominal) returns and negative expected market equity premia are still hard to be accept theoretically.
1.2
Model II
In the above subsection, we h a v e shown that Model I, a rst-order auto-regressive model, does not match the properties of historical data. Now w e turn to some other alternative models.
Model II assumes that log prices have t w o components: one permanent component plus one transitory component, as suggested by F ama and French (1988), Poterba and Summers (1988) , and Summers (1986) . Since the ability of the model to t the actual data has not been documented in the literature, this subsection is going to evaluate the model empirically. Model II looks very similar to Model I. The only dierence is that in Model I, the expected return t is specied as an AR (1) 
It is easy to show that z (k) approaches 0:5 and (k) approaches 1=(2+ks) for large k, where s = ( 1 2 ) 2 = 2
. If the stock price does not have a random-walk component, i.e., if = 0 , ( k ) equals to z (k) and approaches 0:5 e v entually. Otherwise, (k) will diverge from z (k) gradually and approach 0 for large k. This implies that if the random walk component is present, the autocorrelations of asset returns at long horizon will disappear gradually and (k) will have a t ypical U-shape. This fact has also been documented by others (see, for example, Fama and French 1988a).
We n o w use model II to characterize cum-dividend returns in this subsection, though it is originally derived for returns without allowing for dividends. 3 The parameter estimates of the model for various return series are reported in Table VI . We can nd from the Table that for each equal-weighted return series is close to but less than one. The small standard deviations suggest that all 's are precisely estimated and are signicantly dierent from zero and one. The relative large standard deviation also tells us that the stationary components in stock prices are very important. Table VII shows the regression results of ex post returns on the corresponding ex ante expected returns based on Model II. Comparing this Table with the related Table obtained from model I, we nd that the new results are much better than those in Table III for longer-horizon returns. The R 2 values for returns ove r 4 t o 5 y ears can be as high as 30-40 percent. Table VIII shows that the model can well capture the long-horizon negative auto-correlations of stock returns.
For short period returns, however, Model II is not so appealing. The R 2 's for one month returns are so small that we m ust exclude Model II as an eective model for characterizing return movements at short periods. Tables VIII and IX show the same problem of Model II for explaining predictability of short-horizon returns. The implied auto-correlations of short-horizon returns are slightly negative but the data suggest positive autocorrelation, the forecast errors for short-horizon returns are signicantly and positively auto-correlated, and moreover, after including dividend yields dp as an explanatory variable, the expected returns E t 1 (r t ) extracted from Model II become insignicant in explaining realized return variations.
In summary, Model II does a good job of forecasting long-horizon returns, but is not exible enough to match the behavior of expected returns at short horizons.
A New State-space Model
To capture the positive auto-correlations of short-horizon returns and negative auto-correlations of long-horizon returns, this section extends Model II to a more general model, Model III. In Model III, the transitory component z t of price not only depends on its own past value z t 1 , but also relies on another underlying state variable x t 1 . F ormally, Model III can be written as: At rst glance, Model III is a simple variation of Model II. However, as we shall see below, the inclusion of the additional state variable x t provides the model additional exibility t o t the return process over both long and short horizons.
The intuition of Model III is quite straightforward. Similar to Model II, log stock price has two components: a random walk and a transitory part. Unlike Model II, the transitory part of stock price, z t , i s n o w no longer a univariate AR(1) process; it also depends on some state variable x, which can be interpreted in many w a ys, preferences, fashions, fads, economic states, etc. One-period stock returns now can be expressed as r t+1 = (1 )z t + x t + t +1 + t+1 . It is easy to see that at short horizon, x t may play a v ery important role in characterizing the movements and the auto-correlations of stock returns, especially when is very close to 1. Since x t is positively auto-correlated if > 0, it is not surprising that short horizon returns can be positively correlated. At long horizon, x t become less important in aecting auto-correlations of stock returns and the properties of Model III are similar to those of Model II. Therefore, although Model III is parsimonious, it has very rich dynamics at both short and long horizons. Figures 1 and  2 To e v aluate Model III more carefully, w e will apply the model not only to the data in full sample period 1927{1994, but also to the data in postwar period 1946{1994. Since we nd that the results for the postwar period are very similar to those for the full sample period, in the following discussions, we are going to focus on the results for the full sample period. The regression results of ex post returns on extracted expected returns are presented in Table XI . We can nd that the R 2 's for longer-horizon returns are similar to those in Table  VII . However, the R 2 's for short-horizon returns are typically larger than those from Models I and II. A four percent R 2 for one-month returns is much higher than the corresponding R 2 's obtained from previous models and is also higher than the typical R 2 values obtained by V AR models with several variables. Table XI also shows that the constant i n tercepts are close to zero and that the slopes of expected returns in regression is very close to one. This is exactly what we expect from a good model. Actually, the slopes here are closer to 1.0 than slopes in any previous models. Their standard errors are also much smaller.
Table XII shows again that Model III is a good forecasting model. The estimated serial correlations of forecast errors u t;t+k are consistently very close to zero and are almost always smaller than the standard errors of the estimated auto-correlations.
Table XIII presents the implied autocorrelations of the model. The implied autocorrelations match the sample autocorrelations in Table I very well for both short-horizon returns and longer-horizon returns. To illustrate this point more clearly and more intuitively, w e also present several plots here. Figures 3 and 4 exhibit implied auto-correlations and corresponding sample auto-correlations for both nominal and real return series. We see that implied auto-correlation curves and sample auto-correlation curves are very close to each other and that implied auto-correlations always lie in the 95% condence intervals of sample autocorrelations.
The information eciency of extracted expected returns is reported in Table XIV . We see that the dividend yields almost fully lose their predicting power for returns after the extracted expected returns are included in regressors. This nding is exciting, but is not very surprising given the already high R 2 's for one-month returns.
In summary, the results in this section suggest that Model III meets all four criteria for good models. This nding is striking: with only the past returns, a parsimonious state space model characterizes the movements in returns at both short and longer-horizons excellently. 
Concluding Remarks
This paper compares various models for characterizing stochastic movements in asset returns and prices. It shows that the existing popular models typically have serious aws. The paper then proposes a parsimonious model (Model III) with two state-variables to characterize the stochastic behavior of asset returns. Using equal-weighted CRSP monthly returns, we nd this model outperforms other models.
The major ndings of this paper are (1) the time-variation of expected returns can be well characterized by the structural state-space model III, which captures the autocorrelations of returns excellently over both short and long horizons; (2) although the forecasts obtained with state-space model III based solely on past returns, they subsume the information in other potential predictor variables such as dividend yields; (3) the state-space model III not only predicts the short-horizon returns quite well, but also predicts longer-horizon returns very successfully; and (4) the extracted expected returns can explain a substantial proportion of the variation in realized returns. At a horizon of 2 to 3 years, this proportion reaches about 20 to 25 percent; at a horizon of 8 years, the proportion can be as high as 60 percent. The paper also shows that Model III, a parsimonious model in which t w o state variables characterize the stochastic behavior of stock returns outperforms other models such a s V AR, a rst-order auto-regression model of expected returns, and the model in which the transitory component follows a simple AR(1) process.
Similar results can also be obtained for value-weighted returns. However, value-weighted returns are generally less predictable than equal-weighted returns.
The ndings of this article may h a v e i n teresting implications for Intertemporal CAPM, asset allocation, and even option pricing because they depend on expected returns and risks. A better understanding of the behavior of stock returns (and therefore related risks) at long and short horizons should help in our evaluating of these models. Future research is needed to explore these implications.
Appendix: A Technical Analysis of Model IV
The appendix discusses the properties of Model IV in Section 6 technically.
Model IV: r t = z t z t 1 + t ; z t = z t 1 + x t 1 + t ;
x t =x t 1 + t :
First, let's consider the case where jj < 1. By denition, the correlation of z t+k z t and z t z t k , the rst-order auto-correlation of k-period change in z t , i s
The numerator covariance is Cov(z t+k z t ; z t z t k ) = 2 z + 2Cov(z t+k ; z t ) Cov(z t+2k ; z t ) ; (9) and the variance in the denominator is Var(z t+k z t ) = 2 2 z 2Cov(z t+k ; z t ) :
On the other hand, we can prove b y recursion that
As a result, z (k) = 
It is now straightforward to verify that Cov(z t+k ; z t ) approaches zero and Var(z t+k z t ) approaches 2 2 z for large k whenever jj < 1 and jj < 1. This means that z (k) approaches 0:5 for large k as in Model III.
If the changes in the random walk and stationary components are independent, we h a v e 
and that
Cov(z t+k z t ; z t z t k ) = (1 k ) 2 1 Cov(z;x)>0: (16) This ensures that z (k) > 0 and (k) > 0 for any horizons k. 
