Abstract. We express continuous ×p, ×q-invariant measures on the unit circle via some simple forms. On one hand, a continuous ×p, ×q-invariant measure is the weak- * limit of average of Dirac measures along an irrational orbit. On the other hand, a continuous ×p, ×q-invariant measure is a continuous function on [0, 1] satisfying certain function equations.
Introduction
In [F76] , H. Furstenberg shows that when log p log q is irrational, every irrational orbit under ×p, ×q is dense in the unit circle T. He also conjectures that the only continuous ergodic ×p, ×q-invariant measure is the Lebesgue measure.
In this paper, we express continuous ×p, ×q-invariant measures on the unit circle via two simple forms. One is an average of Dirac measures and the other one is homeomorphisms on [0, 1] .
The first says the following.
Theorem 3.7. If µ is an ergodic ×p, ×q-invariant continuous Borel probability measure on T, then there exists an irrational x ∈ [0, 1) such that
under weak- * topology, where δ y is the Dirac measure on [0, 1) concentrating at a point y ∈ [0, 1).
The second is a conjecture equivalent to Furstenberg's conjecture. 2. Preliminary 2.1. Conventions. Within this article, we denote the unit circle {z ∈ C| |z| = 1} by T (if necessary T will be also denoted by R/Z). Denote the set of nonnegative integers by N, the set of positive integers by Z + and the function exp 2πix for x ∈ R by e(x) and the function e(kx) by z k for every k ∈ Z. The notation C(X) stands for the set of continuous functions on a compact Hausdorff space X.
A measure always means a Borel probability measure. By identifying T with [0, 1), a measure on T amounts to a measure on [0, 1).
We call a number a ∈ T rational if a = e(x) for some rational x ∈ [0, 1), otherwise call a irrational. The greatest common divisor of m, n ∈ Z + is denoted by gcd(m, n). Let ω = {x n } ∞ n=1 be a sequence of real numbers contained in the unit interval [0, 1) and for any positive integer N and a subset E ⊆ [0, 1), denote 
Equidistributed sequences in
for any 0 ≤ a < b ≤ 1, or equivalently one can say the sequence {x n } ∞ n=1
is uniformly distributed modulo 1 (
for any 0 ≤ a < b ≤ 1, or equivalently one can say the sequence 
Equivalently one have the following
for every f ∈ C(T). Here m is the Lebesgue measure of T. 
3. Equidistributed double sequences and ergodic ×p, ×q invariant measures 3.1. Equidistributed irrational orbits. From now on, we fix two positive integers p, q such that log p log q / ∈ Q (the multiplicative semigroup {p i q j } i,j∈N {a n } n∈N for every a ∈ Z + . In this section, we show that every ergodic ×p, ×q-invariant measure µ on T can be written as the weak- * limit of {
A point a ∈ T is called generic with respect to an ergodic ×p, ×q- 
for any s ∈ P , and
n F n = {s ∈ P | ts ∈ F n for some t ∈ F n }.
Before proceeding to prove the main result, we need a pointwise ergodic theorem as a preliminary, which is a special case of [B71, Thm. 3] . Theorem 3.3. [Generalized Birkhoff pointwise ergodic theorem] Suppose P is a discrete amenable semigroup and X is a compact Hausdorff space. Assume that there is a continuous, measure-preserving action of P on a Borel probability space (X, B, µ), and µ is an ergodic P -invariant measure. If P has a special Følner sequence
Using Theorem 3.3, we prove the following theorem which shows generic points with respect to an ergodic ×p, ×q-invariant measure µ are almost everywhere. Theorem 3.4. For every ergodic ×p, ×q-invariant measure µ on T, we have µ(X µ ) = 1.
Proof. Consider the measure preserving action of N 2 on (T, µ) given by ×p, ×q. Note that N 2 is an amenable semigroup with a special Følner sequence
for every f ∈ C(T) and almost every x ∈ T with respect to µ. Denote the set of such points for f by X f . Then µ(X f ) = 1. Take a countable dense set {f n } ∞ n=1 in C(T). Then it is easy to see that X µ = ∞ n=1 X fn and hence µ(X µ ) = 1. Corollary 3.5. If µ is finitely supported, then Supp(µ), the support of µ is a subset of X µ .
Proof. Since µ is atomic, the set Supp(µ) consists of finitely many atoms. Hence every atom is in X µ otherwise µ(X µ ) < 1.
Next we prove that every rational is a generic point with respect to an atomic ergodic ×p, ×q-invariant measure. Lemma 3.6. If x, y ∈ [0, 1) are in the same orbit under ×p, ×q (which means x = p i q i y mod 1 for some i, j ∈ Z, then x ∈ X µ iff y ∈ X µ .
Proof. Let a = e(x) and b = e(y). There exists c ∈ T such that c = a p m q n = b p k q l for some k, l, m, n ∈ N. The proof follows from
(if any of these three limits exists) for all f ∈ C(T).
A finite Borel measure µ on T is called continuous or non-atomic if µ{z} = 0 for every z ∈ T. Theorem 3.7. Every rational a ∈ T is a generic point with respect to a finitely supported ergodic ×p, ×q-invariant measure. Hence for an ergodic ×p, ×q-invariant continuous measure µ on T, there exists an irrational x ∈ [0, 1) such that 
We see that T n is a bounded linear operator under the norm g := max x∈ [0, 1] 
Proof. Take integral from 0 to 1 on both sides, we get
Then Equation 4.1 follows immediately. Proposition 4.3. For two positive integers n and m, we have T n T m = T nm .
Proof.
Let Σ be a multiplicative semigroup of N. By Proposition 4.3, we have a semigroup action of Σ on C[0, 1] given by T n for all n ∈ Σ. We say an f ∈ C[0, 1] is Σ-invariant if f is T n -invariant for all n ∈ Σ.
Next we show some connection between continuous Σ-invariant measures on T and Σ-invariant functions in C[0, 1].
Given a probability measure µ on T, identify T with [0, 1). Then µ can be taken as a probability measure on 
On the other hand, assume that D µ is T n -invariant. To show that µ is ×n-invariant, we only need to check that µ(z k ) = µ(z kn ) for all positive integers k. Here z = e 2πix . (1) f is non-decreasing (even by Furstenberg's classification result of closed ×p, ×q-invariant subsets of T, we can assume that f is strictly increasing, hence a homeomorphism on [0, 1] with
4.2.
The Cantor function as a T 3 -invariant function. Although Furstenberg's conjecture is equivalent to a conjecture in the framework of calculus, the difficulty doesn't reduce at all. To get a feeling of this, we look at a concrete example, the Cantor function, which is . Of course, Equation 4.2 is nothing new, but in some sense, it is more explicit (hence more convenient) for us to prove some properties of c(x).
Using Equation 4.2, the proof of the following lemma is straightforward. 
