Some basic facts
We consider the Cayley graph Γ(B n , R n ), having vertex set B n and edges {v, v ′ } where
Let B n denote the set of signed permutation of length n and R n be the set of reversals ρ i,j where 1 ≤ i ≤ j ≤ n. . Let E ⊂ B n , we call E dense in B n if B(σ, 1) ∩ E = ∅ for any σ ∈ B n . Let "<" be the following linear order over Γ(B n , R n ), σ < τ if and only if σ < lex τ , where < lex denotes the lexicographical order. Any notion of minimal or smallest element in a subset A ⊆ B n refers to the above linear order.
The random graph Γ λn (B n , R n ) is the probability space consisting of Γ(B n , R n )-subgraphs, Γ n , having vertex set B n , obtained by selecting each Γ(B n , R n )-edge with independent probability λ n . A property M is a subset of induced subgraphs of Γ(B n , R n ) closed under graph isomorphisms. The terminology "M holds a.s." is equivalent to lim n→∞ Prob(M) = 1. A component of Γ n is a maximal, connected, induced Γ n -subgraph, C n . The largest Γ n -component is denoted by C 1 n . We write x n ∼ y n if and only if (a) lim n→∞ x n /y n exists and (b) lim n→∞ x n /y n = 1. We furthermore write g(n) = O(f (n)) and g(n) = o(f (n)) for g(n)/f (n) → κ as n → ∞ and g(n)/f (n) → 0 as n → ∞, respectively. A largest component is called giant if it is unique in "size", i.e. any other component, C n , satisfies |C n | = o(|C Let Z n = n i=1 ξ i be a sum of mutually independent indicator random variables (r.v.), ξ i having values in {0, 1}. Then we have Chernoff's large deviation inequality [4] , that is, for η > 0 and
n is always assumed to be sufficiently large and ǫ is a positive constant satisfying 0 < ǫ < 1. We write the binomial distribution as
Let us next recall some basic facts about branching processes, P m = P m (p) [6, 7] . Suppose P m is initiated at ξ. Let (ξ (t) i ), i, t ∈ N count the number of "offspring" of the ith-"individual" of (t−1)th "generation", where the r.v. ξ and ξ (t) i are B m (ℓ, p)-distributed. Let P 0 = P 0 (p) denote the branching process for which ξ is B m (ℓ, p)-and all ξ (t) i are B m−1 (ℓ, p)-distributed. Furthermore, let P P (λ), (λ > 0) denote the branching process in which the individuals generate offsprings according to the Poisson distribution, i.e., P(ξ
We consider the family of r.v. (Z i ) i∈N0 :
for t ≥ 1 and interpret Z t as the number of individuals "alive" in generation t. Of particular interest for us will be the limit lim t→∞ P(Z t > 0), i.e. the probability of infinite survival. We write
for the survival probability of P 0 (p), P m (p) and P P (λ), respectively.
is the unique solution of x + e −λx = 1 in the interval 0 < x < 1.
In particular, if r = m − s then
Let us finally give the key facts about the relations between the survival probabilities π 0 (p), π m (p) and π P (λ):
k-cells
In the following, we shall always assume
where n − 1 4 +δ ≤ ǫ n < 1 and 0 < δ < 1 4
Suppose x > 0 is the unique root of e −(1+ǫ)y = 1 − y and
For k ∈ N, we furthermore set
⌋ with probability at least ℘(ǫ n ), given by eq. (2.1).
Proof. We shall construct the subtree T n (v) by constructing a branching process P m (λ n ) [6] within Γ(B n , R n ), initiated at id where m is given by eq. (2.2). The offspring of this branching process is generated by the following set of reversals
We initiate the process as follows:
⌋. Otherwise, we consider the smallest element ω j ∈ L j and connect among the smallest
We select with independent probability λ n (ǫ n ), subject to the conditions ρ αj ,βj ∈ N \ U j and α j ∈ D j . Note that if ⌊ 
Therefore, as long as we connect less than ⌊ ⌋ − 1 vertices, we are guaranteed to have m smallest ω j -neighbors. Suppose now x 1 = ω j · ρ y l 1 ,yr 1 is the first connected neighbor. Then we "update" U j (x 1 ) = U j∪ {ρ y l 1 ,yr 1 }, D j (x 1 ) = D j∪ {y l1 } and connect the next ω j -neighbor via reversals contained in N \ U j (x 1 ). Repeating this procedure until all smallest m ω j -neighbors are explored, we obtain the set all connected ω j -neighbors, N [ω j ]. We then set
Note that each reversal is used at most once and reversals of the form ρ i, * can only appear in one generation. Claim. The above process generates a tree, that is each M j -element is considered only once. We prove the Claim by contradiction: assume the process generates a cycle σ 1 · σ 2 · · · σ m · σ 0 = 1, where σ i ∈ R n . Without loss of generality, we shall assume that for reversals ρ i,s , we always have i ≤ s and consider j = min{h
There are at most two reversals among σ 0 , σ 1 , · · · , σ m of the form ρ j, * . In case of only one such reversal, it is clear that such a cycle cannot exist. Therefore we can, without loss of generality, assume σ 0 = ρ j,a and σ 1 = ρ j,b where a = b ∈ N + . By construction, position j is never touched by the reversals σ 2 , . . . , σ m , whence we arrive at the contradiction
and the Claim follows. Since 0 < δ < 1 4 , we have for sufficiently large n
Since we always connect only among the smallest m neighbors, we obtain, via the survival probability of the branching processes P P (λ) and P 0 (λ n ), depending on whether we have ǫ n = ǫ > 0 or ǫ n = o(1), the following lower bound on P |M j | = ⌊ 
and the lemma follows.
By choosing k sufficiently large, we next enlarge the trees constructed via Lemma 2 to subcomponents of arbitrary polynomial size, which we call k-cells.
Lemma 3. Suppose k is arbitrary but fixed and θ n ≥ O(n δ ). Then each Γ n -vertex is contained in a k-cell, i.e. a Γ n -subcomponent of size ≥ O(n 3 4 +kδ ) with probability at least
Proof. Without loss of generality, we start the construction at the identity. We set
∈ A h . We consider the branching process of Lemma 2 at id and denote the potentially generated tree of size ⌊ 1 4 n 3 4 ⌋ by T 1 . We consider the r.v.
According to Lemma 2, any two distinct J 1 -reversals connect distinct vertices
and the expected number of J 1 -elements is given by Chernoff's large deviation inequality eq. (1.1) [4] implies that there exists some constant c 1 > 0 such that
We proceed by selecting the smallest element, x
j , from the set {x · w ⌋ with probability at least ℘(ǫ n ). According to Lemma 2, this generation exclusively involves labels j where j > ⌊ j1 and x (1) j2 differ in at least one coordinate, h, for 1 ≤ h ≤ µ n , which is not touched by the branching process of Lemma 2, we have
Let X 1 be the r.v. counting the number of these new Γ n -subcomponents. In view of eq. (2.3), we obtain
Again, using the large deviation inequality, eq. (1.1), we conclude that there exists some β 1 > 0 such that
The union of all the C 2 (x (1) j )-subcomponents with T 1 forms a Γ(B n , R n )-subcomponent, T 2 , and we have
We proceed by induction: Claim: For each 1 ≤ i ≤ k, there exists some constant β i−1 > 0 and a Γ(B n , R n )-subcomponent T i such that
We have already established the induction basis. As for the induction step, let us assume the Claim holds for i < k and let C i (α) denote a subcomponent generated by the branching process of Lemma 2 in the i-th step at α. We consider the w
At the minimal elements, x α r of {x · w Therefore each Γ n -vertex is contained in a subcomponent of size at least O(n 3 4 +kδ ), with probability at least ℘(ǫ n )(1 − exp(−β k θ n )) and the lemma is proved.
We will call a subcomponent constructed in Lemma 3 a k-cell or simply a cell.
Small components
Let Γ n,k denote the set of Γ n -vertices contained in components of size ≥ O(n 3 4 +kδ ) for some 0 < δ < 4 . In this section we prove that |Γ n,k | is a.s. ∼ ℘(ǫ n ) · 2 n · n!. In analogy to Lemma 3 of [9] we first observe that the number of vertices, contained in Γ n -components of size < c k n 3 4 +kδ , is sharply concentrated. The concentration reduces the problem to a computation of expectation values. It follows from considering the indicator r.vs. of pairs (C, v) where C is a component and v ∈ C and to estimate their correlation. Since the components in question are small, no "critical" correlation terms arise.
, where n
With the help of Lemma 4, we are in position to compute the size of Γ n,k . ⋆ AND EMMA Y. JIN
, where n − 1 4 +δ ≤ ǫ n ≤ ǫ < 1 and suppose k ∈ N is sufficiently large. Then
Proof. First we prove for any n
By assumption we have
In view of Lemma 4, we derive
Next we prove for n
For this purpose we consider the branching process on a − 1, λ n ). Let C r * denote the component generated by such a branching process. Bollobás et al. [3] showed that
where i = i(n) → ∞ as n → ∞. The key observation is an inequality [3] , relating this process with the construction of a spanning component of a Γ n -component at vertex r,
Eq. (3.2) follows immediately from the observation that during the generation of a spanning component, there are for each vertex at most ( This probability can be estimated as follows
where 0 < c(ǫ) < 1. We accordingly derive
where π 0 denotes the survival probability of the branching process on T r * , see Corollary 1. From eq. (3.2) and eq. (3.4) we immediately obtain, taking the expectation
Lemma 4 accordingly implies
whence the lemma.
, where 0 < ǫ < 1, then a.s. Γ n contains no component larger than O(n ln(n)).
Proof. We show that there exists some κ > 0 such that |C (1) n | ≤ κ · n ln(n) a.s.. For this purpose we study the probability that each vertex r is contained in a component of size > κ · n ln(n). As in Lemma 5, let C r be the component containing vertex r in Γ n and let C r * denote the component in the n+1 2 -regular tree T r * , rooted in r * . The key observation is eq. (3.2),
which implies
sum of independent indicator r.vs. and Chernoff's large deviation inequality [4] implies is tending to zero, whence the lemma.
Next we show that there exist many vertex disjoint paths between Γ n,k -splits of sufficiently large size. The proof is analogous to Lemma 7 in [9] . We remark that Lemma 8 does not use an isoperimetric inequality [5] . It only employs a generic estimate of the vertex boundary in Cayley graphs due to Aldous [1, 2] .
Lemma 8. Let (S, T ) be a vertex-split of Γ n,k with the properties (4.1) ∃ 0 < ρ 0 ≤ ρ 1 < 1; 2 n · (n − 2)! ≤ |S| = ρ 0 |Γ n,k | and 2 n · (n − 2)! ≤ |T | = ρ 1 |Γ n,k |.
Then there exists some c > 0 such that a.s. S is connected to T in Γ(B n , R n ) via at least
edge disjoint (independent) paths of length ≤ 3.
Proof. We distinguish the cases |B(S, 1)| ≤ 
