Abstract: Alignment is the fundamental operation in molecular biology for comparing biomolecular sequences. The most widely used method for aligning groups of alignments is based on the alignment of the profiles corresponding to the groups. We show that profile-profile alignment can be significantly speeded up by general purpose computing on a modern commodity graphics card. Wavefront and matrix-matrix product approaches for implementing profile-profile alignment onto graphics processor are analyzed. The average speed-up obtained is one order of magnitude even when overheads are considered. Thus the computational power of graphics cards can be exploited to develop improved solutions for multiple sequence alignment.
Introduction
Sequence alignment is the technique in molecular biology used to compare sequences and to arrange sequences of biomolecules for identifying regions of similarity that are eventually consequences of structural, functional, or evolutionary relationships [6, 10, 20, 22] . The problem of sequence alignment can be tackled by two computational approaches: optimal methods following the paradigm of dynamic programming and heuristic methods. The optimal methods include two basic algorithms. The Needleman-Wunsch algorithm provides a global alignment of two sequences aligning every residue in both sequences. It is most useful when the sequences are similar and of roughly equal length [15] . The Smith-Waterman algorithm yields a local alignment of two sequences in which only part of the residues participate. This method is more utilizable for dissimilar sequences that are suspected to contain regions of similarity [21] . Today, the size of biomolecular sequence databases grows exponentially due to the recent availability of high-throughput sequencing technologies [19] . This upsurge demands for fast alignment techniques rendering the more time-consuming optimal alignment techniques less useful for searching similarities in larger data sets. This is the reason why fast heuristic techniques such as BLAST [2] and FASTA [17] are preferred that are an order of magnitude faster than the optimal algorithms. However, a downside of heuristic approaches is that they are less sensitive (i.e., missing more homologous) than the optimal ones. The simultaneous alignment of several sequences results in an NP-complete combinatorial optimization problem [20, 22] . Therefore, a variety of heuristic methods have been developed for the alignment of three or more sequences. The most popular method to generate a multiple sequence alignment is based on trees which are used to describe a relationship between the sequences based on their pairwise comparison. In these progressive methods, the most similar sequences are aligned first and then less related sequences or groups of sequences are successively added to the alignment. Some progressive methods additionally assess the sequences according to their relatedness in order to improve alignment accuracy. The most widely used multiple sequence alignment programs are Clustal [5] and T-coffee [16] . Today, new desktop and notebook computers contain hardware for 3D graphics acceleration called Graphics Processing Units (GPUs). Modern GPUs include many independent floating-point arithmetic units for computing 3D models and other graphical tasks such as video-related functions. This makes GPUs amenable for general-purpose (GPGPU) computations that are traditionally treated by personal computers or workstations. GPUs have already been employed to general purpose computing in several areas such as molecular dynamics, physics simulations, and scientific computing 1 .
Manavski et al. [13] and Munekawa et al. [14] have accelerated the Smith-Waterman algorithm on a GPU gaining moderate performance boosts. Methods to reduce the amount of data transfer and data fetches help to further increase the speed-up. Schatz et al. [18] have provided an implementation of a local sequence alignment algorithm (MUMmer) on a GPU attaining a ten-fold speed-up over a serial CPU version. Similarly, Dzivi [7] has directly implemented the Needleman-Wunsch algorithm and gained performance peaks of an eighty-fold speed-up. All these algorithms follow the wavefront approach utilizing the fact that the anti-diagonals in the corresponding forward table are independent of each other. Recently, Bassoy et al. [3] have transformed the sequence-profile algorithm into matrix form as a vector-matrix and matrix-matrix product attaining maximum speed-up of 278.5 using NVidia BLAS3 when compared with a native Intel CPU implementation. This huge performance boost is due to the conversion of the alignment problem into a form that matches the vector-processing architecture of commodity GPUs.
In this paper, we provide GPGPU programs for performing profile-profile alignments. This method of alignment is part of progressive alignment allowing to combine two groups of alignments into a single alignment. For this, each alignment is represented by a statistical representative called profile. The basic operation used in profile-profile alignment are scalar products of fixed-length vectors that facilitate the generation of efficient GPGPU code; there are exceptions to this approach [8] . Our implementations run on recent hardware available from NVidia using a new software development kit (CUDA) for GPGPU programming. The performance of our implementations is assessed by comparing it with CPU based computations. The speed-ups achieved by Bassoy et al. [3] for profile-sequence alignment encouraged the implementation of profile-profile alignment algorithm. Although, computation times for profile-profile alignment on CPU might be tolerable since globular proteins are considered in this article. However, computation time on a CPU will be a major factor for genome based profiles which have much longer lengths.
Compute unified device architecture
The Compute Unified Device Architecture (CUDA) is the computing engine in NVidia GPUs that is accessible to software developers through standard programming languages like C [1] . CUDA treats the GPU as a compute device that is able to execute a high number of threads in a concurrent manner. CUDA enables the programmer to write C-like functions called kernels. Each kernel is executed by a batch of threads that are organized as a grid of blocks. Each block consists of threads that execute in parallel. Threads in a block can efficiently communicate by using shared memory and in this way can synchronize their execution to coordinate memory access. Each block can be organized as a one-, two-, or three-dimensional array of threads. The maximum number of threads per block is limited. All blocks of a kernel can be grouped into one-or two-dimensional arrays. With the invention of the Fermi architecture, blocks can have three-dimensions [1] . Each block is assigned to one streaming multiprocessor running until completion without pre-emption. Threads in different blocks within a kernel cannot communicate during execution. The blocks in a kernel are subject to a scheduler in order to assign them to the streaming multiprocessors. Each thread in a block executed by the device has registers that can only be accessed by the thread and shared memory that is local to the corresponding block. Moreover, data can be shared between blocks using global memory which is much slower than shared memory and can be accessed from both, the device and the host. The efficiency of GPU programs depends on the utilization of the allocated hardware, hardware configuration such as number of threads, blocks and memory space, and the amount of parallelism exhibited by the problem [1, 7] . CUDA also provides a BLAS (Basic Linear Algebra Subprograms) library called CUBLAS. It enables the programmer to use the GPU without direct operation of the CUDA drivers.
In particular, the GeForce GTX 560 Ti supports both graphics and general purpose applications [1] . The device runs at a clock rate of 1. 
Alignment
Alignment is the basic operation in molecular biology for comparing sequences. It provides a means to arrange biomolecular sequences in order to identify regions of similarity that may be a consequence of functional, structural, or evolutionary relatedness. Aligned sequences are usually represented as rows of a matrix. Gaps are inserted between the residues such that identical or related residues can be aligned in corresponding columns ( Multiple sequence alignment corresponds to the simultaneous alignment of three or more sequences (Fig. 2) . Such alignments are employed to establish evolutionary relationships that are useful for constructing phylogenies and revealing conserved and variable sites within protein families. However, multiple sequence alignment is very time consuming. In particular, the dynamic programming algorithm for simultaneously aligning sequences of length O( ) necessitates O(2 ) steps and thus is only feasible for a handful of sequences. Therefore, practical multiple sequence alignment techniques are based on heuristics. Progressive alignment is the most widely accepted heuristic method for aligning multiple sequences. It works in three steps. First, the optimal alignments between each pair of sequences are computed. Second, the so-called guide tree is built that reflects similarities (or distances) among the sequences. In particular, ClustalW [5] uses fractional identities in the optimal local alignment to calculate distances between sequences, and MSAProbs [12] takes similarity scores to calculate the distances. Third, the sequences are combined into a multiple alignment by using the tree as a guide. For this, intermediate alignments are formed from the leaves to the root such that two neighboring sequences are aligned in pairs, a sequence and a neighboring alignment are combined by profile-sequence alignment, and two neighboring alignments are aggregated by profile-profile alignment. Algorithms for progressive alignment should be able to cope with a larger number of sequences in practical time scales. Two typical implementations are ClustalW [5] and T-coffee [16] . These tools make use of several ad-hoc rules for weightening scores. T-coffee tends to be slower than ClustalW but eventually produces more accurate alignments for distantly related sequences. Progressive alignment describes alignments by profiles. A profile is a statistical representative of an alignment and can be pictured by an × matrix P = ( ), where is the size of the extended alphabet Σ = Σ ∪ {−}, is the length of the alignment, and the entry gives the relative frequency of the symbol (residue) to occur in the -th column of the alignment (Fig. 3 ). DNA and RNA alphabets consist of four respective nucleotides, and the amino acid alphabet has 20 (naturally occurring) amino acids [9] . The dynamic programming algorithm for profile-profile alignment is specified by the routine P P A . Its input is given by two profiles, an × matrix P = ( 1 ) and an × matrix Q = ( 1 ). In particular, a column consisting solely of blanks is associated with the profile column − = (0 0 1) T , where blank occurs with relative frequency 1. An alignment between the profiles P and Q is a pair of sequences
Both sequences are of equal length and are derived from the corresponding profiles by inserting blank columns (Figs. 4 and 5). Figure 4. A profile-profile alignment between the profiles describing the multiple alignments in Fig. 2 . Figure 5 . The overall multiple alignment resulting from the profile-profile alignment in Fig. 4 .
The score of a profile-profile alignment (P Q ) is defined as the sum of so-called column scores
where each column is scored by the Euclidean distance
Note that the squared Euclidean distance amounts to a scalar product,
Observe that the scoring model assumes that the aligned columns are statistically independent of each other. The problem of profile-profile alignment is to find an alignment with minimum score [10, 22] .
Algorithm 1 P P A (P Q)
Require: two profiles P = 1 and Q = 1 Ensure: S = (S ) forward matrix 1: S 0 0 ← 0 {initialization} 2: for ← 1 to do 3:
4: end for 5: for ← 1 to do 6: S 0 ← =1 (− ) 7: end for 8: for ← 1 to do {computation and minimization} 9: for ← 1 to do 10 :
end for 12 : end for 13 : return S
The routine P P A evaluates an × table S = (S ), which is called the forward algorithm. The backward algorithm retrieves the optimal alignments from the table. This is achieved by tracing back through the table from the last entry S to the first entry S 0 0 , the optimal decisions made at each step. The paths from the last entry S to the first entry S 0 0 established in this way correspond one-to-one with the optimal alignments. We will focus on the parallelization of the algorithm calculating the forward table, since the trace back has very low inherent parallelism.
Acceleration of profile-profile alignment
The algorithm P P A shows that the entries S in the interior of the forward table can only be computed if the neighboring entries S −1 , S −1 , and S −1 −1 are already known. In the following, two approaches will be presented that fit to the parallel architecture of the GPU.
Matrix approach
The algorithm P P A will be redesigned and implemented onto a GPU by separating the data independent and data dependent parts. First, the data independent part is implemented on GPU by calculating Euclidean distances ( − ), (− ), and ( ) making use of scalar products. These values are pre-stored in three × matrices V = (V ), H = (H ), and D = (D ). Second, the data dependent part uses these matrices to compute the entries of the forward table. This part (lines 15 to 19) requires to take the minimum of three values and is implemented onto CPU. This gives the algorithm P P A S P .
Algorithm 2 P P A S P (P Q)
4: end for 5: for ← 1 to do 6: S 0 ← =1 (− ) 7: end for 8: for ← 1 to do {calculation} 9: for ← 1 to do 10: V ← ( − ) 11 :
D ← ( ) 13: end for 14 : end for 15: for ← 1 to do {minimation} 16: for ← 1 to do 17 :
end for 19 : end for 20: return S
The algorithm P P A S P can be reformulated by using matrix multiplications. For this, define the × matrix
and the × matrix
and form the × matrix
Then the squared Euclidean distances of the entries in the matrix H can be calculated by multiplying the newly formed matrix H 1 with its transpose and extracting the diagonal entries. This similarly holds for the matrices V and D.
These identities proved in the appendix give rise to algorithm P P A M P .
Algorithm 3 P P A M P (P Q)
Require: two profiles P = 1 and Q = 1 Ensure: S = (S ) forward matrix
4: end for 5: for ← 1 to do 6:
for ← 1 to do {minimation} 15: for ← 1 to do 16 :
end for 18 : end for 19 : return S
Wavefront approach
The entries of the forward table depend on one or three previous entries (Fig. 6 ). The cells can be filled column by column, row by row, or anti-diagonal by anti-diagonal. The first two approaches limit the number of cells that can be simultaneously calculated, since entries in one column depend on other entries in the same or previous columns. The situation is similar for rows. However, an anti-diagonal consists of all cells S such that + is constant. Therefore, the elements on the same anti-diagonal are independent of each other and only depend on the previous two anti-diagonals. The approach of calculating all entries in each anti-diagonal at once is called wavefront method [11] . Most of the GPU implementations of sequence alignment follow this paradigm [4, 7, 13, 14, 18] . In the basic wavefront approach, the forward table is divided into rectangular blocks of the same size (Fig. 7) . Each block inherits the data dependencies from the forward table. Moreover, there are data dependencies between the blocks ( 
Figure 7. Portion of a decomposition of the forward table into blocks of size 2 × 2. A typical implementation of a wavefront algorithm on a GPU launches two kernels, one for initialization and one for filling the forward table [7] . The kernel for the initialization calculates the values of the boundary cells, while the kernel for the computation of the forward table provides a grid of blocks such that the blocks (of threads) correspond one-to-one with the blocks in the decomposition of the forward table. Moreover, the threads in a block are associated one-to-one with the cells of the corresponding block in the forward table each of which calculating the value of the cell. The kernel naturally emulates the anti-diagonal parallelism inside each block. For this, the threads in each block need to synchronize due to the dependencies among the anti-diagonals using the GPU function syncthreads. However, CUDA does not provide global barrier synchronization between blocks and blocks exhibit producer-consumer relationship (due to data dependencies). Therefore, the anti-diagonal parallelism among blocks needs to be implemented on the host CPU.
Implementation and results
The The profiles have been generated at random for various lengths ranging from 32 to 992 with a step size of 32. The reasons are that CUDA has a fixed warp size of 32 threads. Additionally, profiles of higher length up to 10,000 are considered to analyze the behaviour of the different versions of the profile-profile alignment. Profiles of length longer than 10,000 are not taken into account due to hardware limitations since then the tables become so huge that they may occupy the whole GPU memory. Moreover, only profiles of comparable length are considered. Execution times have been averaged over ten runs for each profile length. Four basic implementations of the alignment algorithm P P A S P have been evaluated; in each case, the forward table is decomposed into blocks of size × :
• Simple : Each thread calculates one cell of the forward table ( 2 threads per block).
• Row : Each thread computes one row of a block ( threads per block).
• Column : Each thread yields one column of a block ( threads per block).
• Mix : Each thread evaluates one row and one column of a block ( threads per block). The intermediate matrices H, V, and D are processed by the GPU and the results are passed back to the CPU in order to calculate the S matrix. The results are illustrated in Figure 9 for three block sizes = 16, 64, and 256 by considering kernel execution and transfer of results back to CPU. It appears that all four approaches yield similar execution times for alignments of profiles longer than 500. Moreover, the block size seems to have no influence on the performance. The reason is that the four variants implementing the data independent part exploit parallelism quite similarly. Figure 9 . Runtime (in seconds) of profile-profile alignment algorithm P P A S P on NVidia.
Next, the algorithm P P A S P has been implemented by CUBLAS calculating the forward table using the library functions SAXPY (which takes the difference between two profiles) and SNRM2 (which calculates Euclidean distance). Figure 10 shows a comparison of this implementation with three implementations of Simple (considering only kernel execution and transfer of results back to host memory) and an Intel CPU implementation via MKL using the library functions SAXPY and SNRM2 to establish the forward table. It appears that Simple outperforms both the CUBLAS and the Intel CPU implementations by one order of magnitude. Moreover, the Intel CPU implementation is faster than the CUBLAS one up to profiles of length 700. The reason is that the CUBLAS function SNRM2 stores results back into the host memory for each cell. Figure 10 . Runtime (in seconds) of profile-profile alignment algorithm P P A S P on NVidia and Intel CPU using MKL.
The algorithm P P A M P is difficult to implement for larger profiles. Indeed, the memory required to store the intermediate matrices on the device can become huge when compared with the size of the results, since only the data on the major diagonal are used. However, the algorithm P P A M P can be realized using vector multiplication. For this purpose, two variants have been considered; in each case, the forward table is decomposed into blocks of size × :
• MatProd V1: use CUBLAS functions.
• MatProd V2 : perform all calculations on the GPU ( threads per block).
Note that MatProd V1 can be implemented with CUBLAS functions gemm for subtraction of matrices and dot for componentwise multiplication of vectors which corresponds to the multiplication of the diagonals of the involved matrices. Indeed, gemm performs the operation
Thus the subtraction of two matrices can be carried out by setting α = 1, β = −1, and taking the identity matrix for B.
But the identity matrix has the same size as the matrix A so that unnecessary computations are performed. Hence, the idea to implement P P A M P by MatProd V1 has been discarded. On the other hand, we have specified the wavefront approach in Subsection 4.2. Its implementation can be based on two variants depending on the storage of data: In SMwavefront , the data produced by the blocks are stored in global memory. These data will be transferred to shared memory when a new block is being launched that requires access to these data. In GMwavefront , the data produced by the blocks are fully kept in global memory. In both cases, the blocks have size of × . The results exhibit that both approaches have almost the same performance ( Fig. 11 and 12) . However, for larger length of profiles, GMwavefront will become superior to SMwavefront , since size of shared memory is limited. This figure also depicts the effect of communication-to-computation ratio which decreases with the increase of the block size as illustrated by the block sizes =16, 64, and 256. The anti-diagonal parallelism among blocks is exploited by CPU. This will incur some delay due to switching between GPU and CPU (Fig. 13) . The results exhibit that both GMwavefront and SMwavefront have almost the same performance. The switching delay for profiles of length < 1000 is negligible. Figure 13 . Switching delay (in milliseconds) between GPU and CPU using wavefront approach (shared vs. global memory) with profiles of length > 1000.
Furthermore, we have compared five implementations of the profile-profile alignment algorithm: Simple , MatProd V2 , SMwavefront (for block sizes =16, 64, and 256) and the Intel CPU implementation with and without the MKL. First, kernel execution and transfer of results back to host have been considered. The results in Fig. 14 exhibit that the Simple approach performs best for profile length up to 500 while Simple and SMwavefront have almost similar execution times with a slight edge in performance to SMwavefront for lengths longer than 500. The performance degradation of SMwavefront for smaller length is due to the computation-to-communication cost since a smaller number of blocks is executed concurrently. As the profile lengths increase, multiple anti-diagonal block executions for SMwavefront result in superior performance when compared with Simple and MatProd V2 (Fig. 15) Second, kernel execution, memory allocation, and transfer of results back to host have been taken into account. Figure 16 depicts that MatProd V2 has almost the same performance as the Intel CPU implementation (with and without MKL) because duplication of profiles for the purpose of vector subtraction is time consuming. When using the MKL BLAS1 routine SAXPY to calculate the difference between profile vectors, the new data will overwrite the old ones. To avoid this, the profiles should be pre-stored causing a degradation in performance. The SMwavefront execution time is calculated by excluding switching delay between CPU and GPU. However, the impact of this delay on the performance of SMwavefront is not significant for profiles of length < 1000, but the switching delay for longer profile lengths becomes a significant factor for the superior performance of SMwavefront when compared with Simple . For profiles of length > 1000, the runtime performance of MatProd V2 is almost similar to that of Simple and SMwavefront (Fig. 17) . Next, the speed-ups attained with the NVidia implementations when compared with the Intel CPU implementations using MKL have been calculated. First, kernel execution and transfer of results back to the host have been considered. The results in Fig. 18 illustrate that NVidia implementations of Simple and SMwavefront achieve speed-up factors of one order of magnitude when compared with the Intel CPU implementations using MKL. For the profile lengths > 1000, SMwavefront exhibits maximum speed-up factor of about 38.5 (mean 30) while Simple and MatProd V2 achieve average speed-up factor of about 20 (Fig. 19) . Second, this result remains valid when overheads for memory allocation are taken into account ( Fig. 20 and 21 ). Note that MatProd V2 does not have a significant speed-up due to duplication of profiles for subtraction purposes. Tables 1 and 2 provide more details which depicts that SMwavefront performs much better than other implementations for longer profiles. To sum up, the theoretical floating point operations per second (FLOPS) and cell updates per second attained with Nvidia implementations and CPU-MKL have been calculated (Fig. 22 and 23 ). Theoretical FLOPS are used since actual FLOPS are depending on the hardware architecture. The average GFLOPS are given by three times 21 multiplications, 21 additions, and 21 subtractions (20 amino acids plus blank) for each cell to calculate the squared Euclidean distance. This large number of floating point operations is the reason for smaller values of cell updates per second (CUPS) and floating point operations per second (FLOPS) (Fig. 24 and 25 ). Another factor that contributes to small values of CUPS for Simple and MatProd V2 is due to the processing of the data dependent part on the host CPU. Tables 3 and 4 provide more details about FLOPS and CUPS, respectively. SMwavefront k achieves about 8 GFLOPS and 42 MCUPS on average and clearly outperforms Simple k and MatProd V2 k implementations. 
Conclusion
The results exhibit that modern graphics cards can be utilized as efficient hardware accelerators for profile-profile alignment. This involves not only profile-profile alignment but also profile-sequence alignment that are both part of progressive alignment. As we have already proposed an efficient solution of profile-sequence alignment on NVidia, the basic progressive alignment method could be efficiently implemented on NVidia, too. This solution would allow to calculate large scale multiple alignments significantly faster on relatively low-cost GPU than on the CPU. The wavefront approach is a very good candidate for the implementation of profile-profile alignment on a GPU because it has better hardware utilization and speed-up compared to Simple k and MatProd V2 k. Theorem A.2.
The matrix identity in (12) is valid.
The proof is similar to that of Theorem A.1.
Theorem A.3.
The matrix identity in (13) holds.
Proof. Pick the × ( × ) matrix
By (13), we obtain 
