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Abstract
We extend the Capelli identity from the Lie algebra glN to the other classical Lie
algebras soN and spN . We employ the theory of reductive dual pairs due to Howe.
1. Introduction
The Capelli identity is one of the most renowned results in classical invariant theory.
It gives a set of N distinguished generators for the centre of enveloping algebra
U(glN ) of the general linear Lie algebra. For any positive integer m , consider the
natural action of the complex Lie group GLN in the ring P of polynomials on the
vector space Cm⊗CN . The resulting representation U(glN )→ PD by differential
operators on Cm ⊗ CN with polynomial coefficients is faithful when m > N .
The image of the centre Z(glN ) of the algebra U(glN ) under this representa-
tion is the subalgebra I ⊂ PD of GLm × GLN -invariant differential operators.
Denote l = min(m,N) . The algebra I has a distinguished set of generators
Ω1, . . . ,Ωl which are called the Cayley operators [W]. Let xai with a = 1, . . . ,m
and i = 1, . . . ,N be coordinates on Cm ⊗ CN . Let ∂ai be the corresponding
partial differentiations. Then Ωk ∈ I is defined for any index k = 1, 2, . . . as
(1.1)
1
k !
∑
σ∈Sk
∑
a1,...,ak
∑
i1,..., ik
sgn(σ) · xa1i1 . . . xakik ∂a1iσ(1) . . . ∂akiσ(k)
where sgn(σ) is the sign of the element σ of the symmetric group Sk . Here the
indices a1, . . . ,ak and i1, . . . , ik run through 1, . . . ,m and 1, . . . ,N respectively.
The differential operator (1.1) can be rewritten as
∑
a1<...<ak
∑
i1<...<ik
det[xapiq ] det [∂apiq ]
where the determinants are taken with respect to the indices p, q = 1, . . . ,k . In
particular, we have Ωk = 0 for any k > l .
The Capelli identity [C] gives an explicit formula for a preimage in Z(glN ) of
the Cayley operator Ωk ∈ I . Let Eij be the generators of the enveloping algebra
U(glN ) such that in the above representation U(glN )→ PD
(1.2) Eij 7→
∑
a
xai∂aj .
2Then Ωk is the image of the element from U(glN ) given by
(1.3)
1
k !
∑
σ∈Sk
∑
i1,..., ik
sgn(σ) ·
∏
s
(
Eisiσ(s) + (s− 1) · δisiσ(s)
)
where the index s runs through 1, . . . ,k and the factors corresponding to s are
arranged from left to right. We write δij for the Kronecker delta. Here (1.3) is the
k -th Capelli element of the centre Z(glN ) ; see [H,HU] for further comments.
The algebra I has another distinguished set of generators Θ1, . . . ,Θl . Invariant
differential operator Θk is defined for any k = 1, 2, . . . as
(1.4)
1
k !
∑
σ∈Sk
∑
a1,...,ak
∑
i1,..., ik
xa1i1 . . . xakik ∂a1iσ(1) . . . ∂akiσ(k) .
Let d1, . . . ,dm be the multiplicities of the numbers 1, . . . ,m respectively in the
sequence (a1, . . . ,ak) . Further, let f1, . . . ,fN be the multiplicities of the numbers
1, . . . ,N in the sequence (i1, . . . , ik) . Then the differential operator (1.4) can be
rewritten as ∑
a16...6ak
∑
i16...6ik
per [xapiq ] per [∂apiq ]
d1 ! . . . dm ! f1 ! . . . fN !
where
per[xapiq ] =
∑
σ∈Sk
xa1iσ(1) . . . xakiσ(k)
is the permanent of the matrix [xapiq ] with the indices p, q = 1, . . . ,k .
An explicit formula for a preimage in Z(glN ) of the operator Θk has been found
by the second author [N1]. Similarly to (1.3), the differential operator Θk is the
image of the element from U(glN )
(1.5)
1
k !
∑
σ∈Sk
∑
i1,..., ik
∏
s
(
Eisiσ(s) − (s− 1) · δisiσ(s)
)
where the factors corresponding to the index s = 1, . . . ,k are again arranged from
left to right. One can check that the element (1.5) belongs to Z(glN ) ; cf. [N1]. See
also the remarks subsequent to the proof of Proposition 3.9 in the present article.
Take an irreducible polynomial glN -module of highest weight ν = (ν1, . . . ,νN ) .
We make the standard choice of a Borel subalgebra in glN ; see Section 6. Firstly,
observe that the eigenvalue of (1.3) in this module is the elementary symmetric
polynomial
ek(ν1, . . . ,νN ) =
∑
i1<...<ik
νi1 . . . νik
plus lower terms. Eigenvalue of (1.5) is up to lower terms the complete symmetric
polynomial
hk(ν1, . . . ,νN ) =
∑
i16...6ik
νi1 . . . νik .
Secondly, by the definitions (1.1) and (1.4) the eigenvalues of (1.3) and (1.5) in that
module vanish if ν1 + . . .+ νN < k . These two properties characterize each of the
central elements (1.3) and (1.5) of U(glN ) uniquely; cf. [K1,K2,OO1,S].
3Now let g be the classical Lie algebra soN or spN over C . The rank of the
reductive Lie algebra g is n = [N/2] . Let G be the corresponding classical Lie
group ON or SpN over C . We will denote by Z(g) the ring of invariants in the
enveloping algebra U(g) with respect to the adjoint action of G . So the ring Z(g)
coincides with the centre of U(g) for g = so2n+1 , sp2n but is strictly contained in
the centre of U(g) when g = so2n . The principal aim of this article is to construct
in Z(g) the analogues of the elements (1.3) and (1.5) from Z(glN ) ; cf. [OO2].
In Section 2 for each k = 1, 2, . . . we define the elements Ck and Dk of Z(g)
similarly to the above characterization of the elements (1.3) and (1.5) of Z(glN ) .
We will choose a Cartan decomposition g = n− ⊕ h⊕ n+ in that section. Now let
λ = (λ1, . . . ,λn) be a dominant weight of the Cartan subalgebra h with integral
labels. So λ1, . . . ,λn satisfy the inequalities (2.14). Let Vλ be the irreducible g -
module of the highest weight λ . Each of the elements Ck and Dk of Z(g) is defined
by the following two conditions; cf. [OO2,S]. First, the eigenvalues of Ck and Dk
in Vλ are respectively (−1)
k ek(λ
2
1, . . . ,λ
2
n) and hk(λ
2
1, . . . ,λ
2
n) plus lower terms.
Second, both of the elements Ck and Dk vanish in Vλ if λ1+. . .+λn−1+|λn| < k .
In particular, we have Ck = 0 for k > n .
In Section 3 we give explicit formulas for the elements Ck and Dk in terms of
the standard generators of the enveloping algebra U(g) ; see Theorems 3.2 and 3.3
respectively. These formulas are motivated by the results of [C1,S2] and [NO]. We
also employ the technique developed in our joint article with G.Olshanski [MNO].
In our proofs we follow an approach to the classical Capelli identity from [M2].
We will take the Lie group G as a subgroup in GLN . This embedding is also
fixed in Section 2. Let us restrict the representation (1.2) to the subalgebra U(g) in
U(glN ) . In Section 4 we evaluate the images of the elements C1, . . . ,Cn under this
representation for g = soN ; see Theorem 4.1. Further, in Section 5 for g = spN
we evaluate the images under this representation of the elements D1, D2 , . . . ; see
Theorem 5.1. We regard these two results as generalizations of the Capelli identity
from glN to the Lie algebras soN and spN respectively. A different generalization
of the Capelli identity has been given in [KS1,KS2].
The algebra of invariants in PD with respect to the natural action of the group
GLN is generated by the action of the Lie algebra glm in P . Consider the algebra
of invariants in PD with respect to the action of the subgroup ON ⊂ GLN . This
algebra is generated [H] by an action in P of the Lie algebra spM with M = 2m .
The images of Z(soN ) and Z(spM ) in PD coincide. For each k = 1, . . . ,m we
express the image of Ck ∈ Z(spM ) in PD as a linear combination of the images
of C1, . . . ,Ck ∈ Z(soN ) ; see Theorem 4.4. This result is based on the fact that the
real Lie groups ON (R) and SpM (R) form a reductive dual pair inside the group
SpMN (R) ; cf. [HU,KV]. Along with Theorem 4.1 this result provides an explicit
formula for the image of Ck ∈ Z(spM ) in PD .
Now consider the algebra of invariants in PD under the natural action of the
subgroup SpN ⊂ GLN . This algebra is generated by an action in P of the Lie
algebra soM . The images of Z(spN ) and Z(soM ) in PD again coincide. For each
k = 1, 2, . . . we express the image of Dk ∈ Z(soM ) in PD as a linear combination
of the images of D1, . . . ,Dk ∈ Z(spN ) ; see Theorem 5.3. It is based on the fact that
the Lie groups SpN (R) and O
∗
M (R) also form a reductive dual pair. Along with
Theorem 5.1 it provides explicit formula for the image of Dk ∈ Z(spM ) in PD .
In Section 6 we consider a certain generating function C(u) for the elements
C1, . . . ,Cn ∈ Z(g) . This function is defined by (4.8) for g = soN and by (5.10)
4for g = spN . The main result of this section is Theorem 6.2. It gives an explicit
formula for the function C(u) in terms of the standard generators of the algebra
U(g) . Moreover, C(u) is invertible as a formal power series in u−1 and the inverse
series can be regarded as a generating function for the elements D1, D2, . . . ∈ Z(g) ;
see (4.12) if g = soN and (5.11) if g = spN . Theorem 6.2 was obtained in 1991 as
a continuation of [O] and served as a starting point for the present work.
A q -analogue of the classical Capelli identity has been given in [NUW1]. In
the particular m = 1 case q -analogues of our Theorems 4.1 and 4.4 have been
obtained in [NUW2]. It would be interesting to find q -analogues of all our results.
We are grateful to A.Okounkov and G.Olshanski for kindly informing us about
their results on the factorial Schur functions [OO1] at an early stage of our work.
We are also grateful to R.Howe, P. Jarvis, T.Koornwinder, L. Kova´cs, A. Lascoux,
B. Leclerc, S. Okada, C. Procesi and J.-Y.Thibon for helpful discussions and valu-
able remarks. The second author has been supported by an EPSRC Advanced
Research Fellowship and by EC TMR grant FMRX-CT97-0100.
2. Two families of generators in Z(g)
In this section we will introduce two distinguished families of generators in the ring
Z(g) of G -invariants in the enveloping algebra U(g) . Consider the vector space
of symmetric polynomials in the independent variables z1, . . . ,zn with complex
coefficients where n is the rank of the simple Lie algebra g . We will make use of a
special basis in this vector space consisting of factorial Schur polynomials. Let us
start with recalling several facts about these polynomials from [BL,M,OO1].
Fix an arbitrary sequence of complex numbers a = (a1, a2, . . . ). Then for each
k = 0, 1, 2, . . . introduce the k -th generalized factorial power of a variable z
(z |a)k = (z − a1) · · · (z − ak).
Let µ = (µ1, µ2, . . . ) be a partition with length ℓ(µ) 6 n . Consider the function
(2.1) sµ(z1, . . . ,zn |a) =
det
[
(zq|a)
µp+n−p
]
det
[
(zq|a)n−p
]
where the determinants are taken with respect to the indices p, q = 1, . . . ,n . This
function is a symmetric polynomial in z1, . . . ,zn which is called the generalized
factorial Schur polynomial [M,Example I.3.20]. Note that here the denominator
(2.2) det
[
(zq|a)
n−p
]
=
∏
p<q
(zp − zq)
is the Vandermonde determinant. Thus it does not depend on the sequence a .
If a = (0, 0, . . . ) the function sµ(z1, . . . ,zn |a) is the ordinary Schur polynomial
sµ(z1, . . . ,zn) . For the general sequence a the definition (2.1) implies that
(2.3) sµ(z1, . . . ,zn |a) = sµ(z1, . . . ,zn) + lower degree terms.
Hence the polynomials sµ(z1, . . . ,zn |a) with ℓ(µ) 6 n form a linear basis in the
ring of symmetric polynomials in the variables z1, . . . ,zn .
5From now on we will suppose that the sequence a is multiplicity-free, that is
ak 6= al for all k 6= l . We will use the following characterisation of the polynomial
sµ(z1, . . . ,zn |a) ; cf. [OO1,Theorem 3.3]. For any partition λ = (λ1, λ2, . . . ) such
that l(λ) 6 n introduce the following n -tuple of elements from a :
aλ = (aλ1+n, . . . ,aλn+1).
As usual, we will write |λ| for the degree λ1 + λ2 + . . . of the partition λ .
Theorem 2.1. Let f(z1, . . . ,zn) be a symmetric polynomial of degree not more
than |µ| . Then the following three conditions are equivalent:
i) f(z1, . . . ,zn) equals sµ(z1, . . . ,zn |a) up to a scalar multiple;
ii) f(aλ) = 0 for any λ such that λk < µk for at least one index k ;
iii) f(aλ) = 0 for any λ such that |λ| < |µ| while the leading component of the
polynomial f(z1, . . . ,zn) is sµ(z1, . . . ,zn) up to a scalar multiple.
Proof. Let us check first that the polynomial sµ(z1, . . . ,zn |a) satisfies (ii). For
(z1, . . . ,zn) = aλ the (p, q) -entry of the matrix in the numerator in (2.1) is
(2.4) (aλq+n−q+1 − a1) . . . (aλq+n−q+1 − aµp+n−p).
Suppose that λk < µk for some index k . Then for p 6 k 6 q we have
1 6 λq + n− q + 1 6 λk + n− k + 1 6 µk + n− k 6 µp + n− p.
Therefore every entry (2.4) with p 6 k 6 q is zero. So the numerator in (2.1)
vanishes at (z1, . . . ,zn) = aλ . The denominator (2.2) does not vanish at aλ since
the sequence a is multiplicity-free. Hence sµ(aλ |a) = 0 .
Let us also show that sµ(aµ |a) 6= 0 . Indeed, for λ = µ the (p, q) -entry (2.4)
equals
(aµq+n−q+1 − a1) . . . (aµq+n−q+1 − aµp+n−p)
which is zero for p < q and non-zero for p = q . So the square matrix in the
numerator of (2.1) with (z1, . . . ,zn) = aµ is lower-triangular with non-zero diagonal
entries. So sµ(aµ |a) 6= 0 .
Note that the polynomial sµ(z1, . . . ,zn |a) satisfies the condition (iii); see (2.3).
Let us now fix any symmetric polynomial f(z1, . . . ,zn) of degree not more than
|µ| . Suppose that the condition (ii) is satisfied. Let us represent this polynomial
as a linear combination of the polynomials sν(z1, . . . ,zn |a) :
(2.5) f(x) = cµ sµ(z1, . . . ,zn |a) +
∑
ν 6=µ
cν sν(z1, . . . ,zn |a) ; cµ, cν ∈ C.
Here we assume that |ν| 6 |µ| . Note that under this assumption the condition
ν 6= µ is equivalent to existence of an index k such that νk < µk . Denote by S
the set of all possible partitions ν . Let the partition λ also run through the set S .
Put (z1, . . . ,zn) = aλ in (2.5). Then we obtain the system of linear equations on
the coefficients cν ∑
ν∈S
cν sν(aλ |a) = 0 ; λ ∈ S.
6Equip the set S with any linear ordering ≺ such that |λ| < |ν| implies λ ≺ ν . By
arranging the rows and columns of the matrix [sν(aλ|a) ] according to the ordering
≺ we make this matrix triangular with non-zero diagonal entries. Hence cν = 0
for every ν ∈ S . So the polynomial f(z1, . . . ,zn) satisfies (i) by (2.5). The proof
that the condition (iii) on f(z1, . . . ,zn) implies (i) is quite similar 
Let us now define the factorial elementary and complete symmetric polynomials by
ek(z1, . . . ,zn |a) = s(1k)(z1, . . . ,zn |a),(2.6)
hk(z1, . . . ,zn |a) = s(k)(z1, . . . ,zn |a)(2.7)
respectively. We also have the following explicit formulas for these polynomials.
Proposition 2.2. We have the equalities
ek(z1, . . . ,zn |a) =
∑
16p1<...<pk6n
(zp1 − ap1)(zp2 − ap2−1) · · · (zpk − apk−k+1) ,
hk(z1, . . . ,zn |a) =
∑
16p16...6pk6n
(zp1 − ap1)(zp2 − ap2+1) · · · (zpk − apk+k−1) .
Proof. We will make use of Theorem 2.1. Denote respectively by e ′k(z1, . . . ,zn |a)
and h ′k(z1, . . . ,zn |a) the polynomials on the right hand sides of the above relations.
Let us prove first that these polynomials are symmetric in z1, . . . ,zn . It suffices
to demonstrate that they are invarant under the transposition of zi and zi+1 for
each i = 1, . . . , n− 1 . But this reduces our task to the case n = 2 . Then we have
e ′k(z1, z2 |a) = 0 for k > 2 while both e
′
1(z1, z2 |a) and e
′
2(z1, z2 |a) are obviously
symmetric. The symmetry of the polynomial h ′k(z1, z2 |a) follows from the equality
h ′k(z1, z2 |a) =
(z1 |a)
k+1 − (z2 |a)
k+1
z1 − z2
which is easy to verify. Indeed, the product (z1 − z2) · h
′
k(z1, z2 |a) equals
(z1 − z2) ·
k∑
l=0
(z1 − a1) . . . (z1 − al) (z2 − al+2) . . . (z2 − ak+1) =
k∑
l=0
(z1 − a1) . . . (z1 − al+1) (z2 − al+2) . . . (z2 − ak+1) −
k∑
l=0
(z1 − a1) . . . (z1 − al) (z2 − al+1) . . . (z2 − ak+1) .
All summands at the right hand side of the above equality cancel each other except
(z1 − a1) . . . (z1 − ak+1)− (z2 − a1) . . . (z2 − ak+1) = (z1 |a)
k+1 − (z2 |a)
k+1 .
Polynomials ek(z1, . . . ,zn|a), e
′
k(z1, . . . ,zn|a) have the same leading components
and so do the polynomials hk(z1, . . . ,zn |a), h
′
k(z1, . . . ,zn |a) . Thus to complete the
7proof of Proposition 2.2 it remains to check that e ′k(aλ |a) = 0 and h
′
k(aλ |a) = 0
for |λ| < k . By the symmetry of polynomials e ′k(z1, . . . ,zn |a) and h
′
k(z1, . . . ,zn |a)
e ′k(z1, . . . ,zn |a) =
∑
16p1<...<pk6n
(zn−p1+1 − ap1) · · · (zn−pk+1 − apk−k+1) ,
h ′k(z1, . . . ,zn |a) =
∑
16p16...6pk6n
(zn−p1+1 − ap1) · · · (zn−pk+1 − apk+k−1) .
Note that p1 6 n − k + 1 in the first of these equalities. Thus if λk = 0 then
(aλ)n−p1+1 = ap1 which implies that e
′
k(aλ |a) = 0 . Finally, consider the last
formula for h ′k(z1, . . . ,zn |a) . If λ1 < k then
0 6 λn−p1+1 6 · · · 6 λn−pk+1 6 k − 1 .
These inequalities imply that there exists i ∈ {1, . . . , k} such that λn−pi+1 = i−1 .
Then (aλ)n−pi+1 = api+i−1 and h
′
k(aλ |a) = 0 
In particular, ek(z1, . . . ,zn |a) = 0 for k > n . Consider the rational function in t
X(t|a) =
(t− z1) . . . (t− zn)
(t− a1) . . . (t− an)
.
Next proposition shows that X(t|a) and X(t|a)−1 can be regarded as generating
functions for the families of symmetric polynomials (2.6) and (2.7).
Proposition 2.3. We have the equalities of formal power series in t−1
1 +
n∑
k=1
(−1)kek(z1, . . . ,zn |a)
(t− an−k+1) . . . (t− an)
= X(t|a) ,(2.8)
1 +
∞∑
k=1
hk(z1, . . . ,zn |a)
(t− an+1) · · · (t− an+k)
= X(t|a)−1 .(2.9)
Proof. We will employ the arguments from [OO1,Theorem 12.1]. Let us prove
(2.8) first. There is a unique decomposition
(2.10)
(t− z1) . . . (t− zn)
(t− a1) . . . (t− an)
= 1 +
n∑
k=1
ck(z1, . . . ,zn)
(t− an−k+1) . . . (t− an)
where ck(z1, . . . ,zn) is a certain symmetric polynomial in z1, . . . ,zn of degree
k . Moreover, the leading component of this polynomial coincides with that of
(−1)kek(z1, . . . ,zn |a) . Due to Theorem 2.1 it suffices to prove that ck(aλ) = 0 for
any partition λ with |λ| < k . Let us substitute (z1, . . . ,zn) = aλ with ℓ(λ) < k
in (2.10). At the left hand side we get the function of t
k−1∏
p=1
t− aλp+n−p+1
t− an−p+1
.
This rational function obviously has less than k poles. Therefore the coefficient
ck(aλ) at the right hand side vanishes.
8The proof of the identity (2.9) is similar. Consider the unique decomposition
(2.11)
(t− a1) . . . (t− an)
(t− z1) . . . (t− zn)
= 1 +
∞∑
k=1
dk(z1, . . . ,zn)
(t− an+1) · · · (t− an+k)
where dk(z1, . . . ,zn) is a certain symmetric polynomial in z1, . . . ,zn of degree k .
The leading component of this polynomial coincides with that of hk(z1, . . . ,zn |a) .
It remains to prove that dk(aλ) = 0 for any partition λ with |λ| < k . Let us
substitute (z1, . . . ,zn) = aλ in (2.11). At the left hand side we get a rational
function in t with simple poles only at t = aλp+n−p+1 where λp + n− p+ 1 > n ,
that is where λp > p . The number of such indices p cannot exceed λ1 . So the
coefficient dk(λ) with k > λ1 at the right hand side vanishes 
We will use the symmetric polynomials (2.6) and (2.7) to define some distinguished
elements Ck and Dk in the ring of invariants Z(g) . From now on we will let
the indices i , j run through the set {−n, . . . ,−1, 1, . . . ,n} if N = 2n and the
set {−n, . . . ,−1, 0, 1, . . . ,n} if N = 2n + 1 . Let ei form the standard basis in
CN . We will realize the group G = ON as the subgroup in GLN preserving the
symmetric bilinear form 〈 ei , ej 〉 = δi,−j . The group G = SpN will be realized as
the subgroup in GLN preserving the alternating form 〈 ei , ej 〉 = δi,−j · sgn i .
Put εij = sgn i·sgn j if G = SpN and εij = 1 if G = ON . Let Eij ∈ End(C
N )
be the standard matrix units. We will also regard Eij as basis elements of the
Lie algebra glN . The Lie subalgebra g ∈ glN is then spanned by the elements
Fij = Eij − εij ·E−j,−i . Now let us fix the Cartan decomposition g = n− ⊕ h⊕ n+
as follows. The nilpotent subalgebras n+ and n− are spanned by the elements
Fij where i < j and i > j respectively. The Cartan subalgebra h is spanned by
the elements Fii . Further, we will fix the basis
(
F−n,−n , . . . , F−1,−1
)
in h . Any
weight λ = (λ1, . . . ,λn) of h will be taken with respect to this basis. The half-sum
of the positive roots of h is then
(2.12) ρ = (ε+ n− 1, ε+ n− 2, . . . ,ε)
where ε = 0 , 12 , 1 for g = so2n , so2n+1 , sp2n respectively. Denote λp + ρp = lp .
Recall that the Harish-Chandra homomorphism ω : U(g)h → U(h) is defined by
ω (X)−X ∈ U(g) n+ ∩ U(g)
h = n−U(g) ∩U(g)
h
We will identify the algebra U(h) = S(h) with the algebra of polynomial functions
on the space h∗ . Then the restriction of ω to the subalgebra Z(g) ⊂ U(g)h is an
isomorphism onto the algebra of symmetric polynomials in the variables l21, . . . , l
2
n
[D,Theorem 7.4.5]. We will call this restriction the Harish-Chandra isomorphism.
Let us now make a choice of the sequence a in the definition (2.1). Namely, set
(2.13) a =
(
ε2, (ε+ 1)2, (ε+ 2)2, . . .
)
.
Note that here {a1, . . . ,an} = { ρ
2
1, . . . ,ρ
2
n } . Then define the elements Ck and
Dk in Z(g) as the preimages with respect to the Harish-Chandra isomorphism of
the symmetric polynomials (−1)k ek(l
2
1, . . . , l
2
n |a) and hk(l
2
1, . . . , l
2
n |a) respectively.
Note that Ck = 0 for any k > n . Obviously, we have the following proposition.
9Proposition 2.4. Each of the families C1, . . . ,Cn and D1, . . . ,Dn generates Z(g).
In the next section we will give explicit formulas for the elements Ck, Dk ∈ Z(g)
for any k in terms of the standard generators Fij of the enveloping algebra U(g).
We will use a corollary to Theorem 2.1. Let λ = (λ1, . . . ,λn) be any dominant
weight of h with integral labels. So λ1, . . . ,λn satisfy the inequalities
λ1 > . . . > λn > 0 for g = so2n+1 , sp2n ;(2.14)
λ1 > . . . > λn−1 > |λn| for g = so2n .
In the case g = so2n we denote λ
∗ = (λ1, . . . ,λn−1,−λn) . Let Vλ be the irre-
ducible g -module of the highest weight λ . Note that for g = so2n the eigenvalues
of any element from Z(g) in the irreducible modules Vλ and Vλ∗ coincide. We will
assume that λn > 0 always, so that λ will be always a partition with ℓ(λ) 6 n .
Consider the standard Z -filtration on the enveloping algebra U(g) . Let Z be
any element in the ring Z(g) of degree not more than 2k . Then here is the corollary.
Corollary 2.5. Suppose that Z vanishes in every module Vλ with ℓ(λ) < k or
in every module Vλ with λ1 < k . Then Z equals respectively Ck or Dk up to a
scalar multiple.
Proof. The eigenvalue of the element Z ∈ Z(g) is a certain symmetric polynomial
in l21, . . . , l
2
n . Let us denote by f this polynomial, its degree does not exceed k . By
our choice (2.13) of the sequence a we have ( l21, . . . , l
2
n) = aλ . Thus f(aλ) = 0 for
every λ such that ℓ(λ) < k or λ1 < k . Theorem 2.1 now implies that f(l
2
1, . . . , l
2
n)
equals respectively ek(l
2
1, . . . , l
2
n |a) or hk(l
2
1, . . . , l
2
n |a) up to a scalar multiple for
any λ . But the latter two expressions are the eigenvalues in Vλ of the elements
(−1)kCk and Dk respectively. So we get the corollary since any element of Z(g)
is uniquely determined by its eigenvalues in the irreducible modules Vλ 
3. Explicit formulas for the elements Ck and Dk
In this section we employ the technique developed in [MNO,NO] and [M1,M2,N2].
As in the previous section, let Eij ∈ End(C
N ) be the standard matrix units.
But here we will regard the elements Fij = Eij − εij · E−j,−i as generators of the
enveloping algebra U(g) . Let u be a complex variable. Introduce the element
(3.1) F =
∑
ij
Eij ⊗ Fji ∈ End(C
N )⊗ U(g)
and denote
(3.2) F (u) = F − u− η ∈ End(CN )⊗U(g) [u ]
where we set η = 12 ,−
1
2 for g = soN , spN respectively. We will use this notation
throughout the present section. Consider the elements of the algebra End(CN )⊗2
(3.3) P =
∑
ij
Eij ⊗Eji , Q =
∑
ij
εij · Eij ⊗ E−i,−j .
The element P corresponds to the exchange operator ei⊗ej 7→ ej⊗ei in (C
N )⊗2 .
The element Q is obtained from P by applying to either of the tensor factors in
10
End(CN )⊗2 the transposition with respect to the bilinear form 〈 , 〉 . Observe that
(3.4) P Q = QP =
{
Q if g = soN ,
−Q if g = spN .
Denote
R(u, v) = 1−
P
u− v
, R˜(u, v) = 1 +
Q
u+ v
in End(CN )⊗2(u, v) . The first of these two functions is the rational Yang R-matrix .
We will denote by ιp the embedding of the algebra End(C
N ) into a finite tensor
product End(CN )⊗m as the p -th tensor factor:
ιp(X) = 1
⊗ (p−1) ⊗X ⊗ 1⊗ (m−p) ; p = 1, . . . ,m.
Then put
(3.5) Fp(u) = (ιp ⊗ id)
(
F (u)
)
∈ End(CN )⊗m ⊗ U(g) [u ] .
Direct calculation yields the next proposition; for details see [MNO,Section 3.11].
In this proposition the elements R(u, v) and R˜(u, v) of End(CN )⊗2(u, v) are
identified with the elements R(u, v)⊗1 and R˜(u, v)⊗1 of End(CN )⊗2⊗U(g) (u, v)
respectively. We will keep using this convention in the present section for simplicity.
Proposition 3.1. We have the relation in the algebra End(CN )⊗2 ⊗ U(g) (u, v)
(3.6) R(u, v)F1(u) R˜(u, v)F2(v) = F2(v) R˜(u, v)F1(u)R(u, v) .
We will also use various embeddings of the algebra End(CN )⊗2 into End(CN )⊗m
with m > 2 . For any 1 6 p < q 6 m and Y ∈ End(CN )⊗2 we will denote
(3.7) Ypq = (ιp ⊗ ιq) (Y ) ∈ End(C
N )⊗m .
In this section the number m of the tensor factors will also vary, but µ will be
always one of the two partitions (1m), (m) . Let Am and Bm be the elements
of End(CN )⊗m corresponding to antisymmetrization and symmetrization in the
tensor product (CN )⊗m . They are normalized so that A2m = Am and B
2
m = Bm .
Introduce the rational function Fµ(u) valued in End(C
N )⊗m ⊗U(g) as follows:
F(1m)(u) = (Am ⊗ 1) ·
m∏
q=1
((
1 +
Q1q + . . .+Qq−1,q
2u− q + 1
)
⊗ 1
)
Fq(u− q + 1) ,
F(m)(u) = (Bm ⊗ 1) ·
m∏
q=1
((
1 +
Q1q + . . .+Qq−1,q
2u+ q − 1
)
⊗ 1
)
Fq(u+ q − 1);
we will always arrange the (non-commuting) factors corresponding to the indices
q = 1, . . . ,m from left to right.
Let us now choose the classical point uµ ∈ C as
u(1m) =
m
2
− η, u(m) = −
m
2
− η.
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Observe that the function Fµ(u) has no pole at u = uµ when g = soN ,µ = (m)
or g = spN ,µ = (1
m) . Further, when g = soN ,µ = (1
m) or g = spN ,µ = (m)
the order of the pole of Fµ(u) at u = uµ does not exceed 1. So the following
definition of the normalizing factor ϕµ(u) ∈ C(u) makes the product ϕµ(u) ·Fµ(u)
regular at u = uµ :
(3.8) ϕ(1m)(u) =
{
(u− m
2
+ 1
2
)/(u+ 1
2
) for g = soN ,
1 for g = spN ;
(3.9) ϕ(m)(u) =
{
1 for g = soN ,
(u+ m2 −
1
2)/(u−
1
2 ) for g = spN .
Let tr be the standard trace on End(CN )⊗m . The following twin theorems consti-
tute the main result of this section; cf. [O1,Theorem 1.3] and [N2,Theorem 5.3].
Theorem 3.2. For µ = (12k) the value of ϕµ(u)·(tr⊗ id)
(
Fµ(u)
)
at u = uµ is Ck.
Theorem 3.3. For µ = (2k) the value of ϕµ(u) ·(tr⊗ id)
(
Fµ(u)
)
at u = uµ is Dk.
We will now present the proofs of both theorems as a chain of propositions.
Proposition 3.4. For each µ = (1m) , (m) we have (tr⊗ id)
(
Fµ(u)
)
∈ Z(g)(u) .
Proof. Regard the group G as a subgroup in GLN ⊂ End(C
N ) . Consider the
adjoint action ad of the group G in the enveloping algebra U(g) . Observe that
by the definition (3.1) for any element g ∈ G we have
(id⊗ ad g) (F ) = (g ⊗ 1) · F · (g−1 ⊗ 1) .
Each of the elements Am ,Bm and Qpq in End(C
N )⊗m commutes with g⊗m .
Thus
(id⊗ ad g)
(
Fµ(u)
)
=
(
g⊗m ⊗ 1
)
· Fµ(u) ·
(
(g−1)⊗m ⊗ 1
)
.
Hence
(tr⊗ ad g)
(
Fµ(u)
)
= (tr⊗ id)
(
Fµ(u)
)

The proof of the next proposition is based on the following simple lemma. Consider
the product in End(CN )⊗3(u, v, w)
(3.10) R12(u, v) R˜13(u, w) R˜23(v, w) = R˜23(v, w) R˜13(u, w)R12(u, v) .
The equality in (3.10) can be verified directly. Notice that the factor R˜23(v, w) at
either side of this equality has a pole at v + w = 0 . Yet here is the simple lemma.
Lemma 3.5. The restrictions of (3.10) to the two sets of (u, v, w) where v = u±1 ,
are regular at v + w = 0 .
Proof. Due to the relation Q13Q23 = P12Q23 we have the equality
R12(u, u± 1) R˜13(u, w) R˜23(u± 1, w) =
(
1± P12
)
·
(
1 +
Q13 +Q23
u+ w
)
.
The latter rational function of u, w is manifestly regular at w = −u∓ 1 
Let us identify the elements Am−1 and Bm−1 of the algebra End(C
N )⊗ (m−1)
with their images under the natural embedding
End(CN )⊗ (m−1) → End(CN )⊗m : X 7→ X ⊗ 1 .
In the next proposition we as always arrange non-commuting factors corresponding
to the indices p = 1, . . . ,m− 1 from left to right.
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Proposition 3.6. We have the equalities in End(CN )⊗m(u)
Am−1 ·
m−1∏
p=1
R˜pm(u− p+ 1, u−m+ 1) = Am−1 ·
(
1 +
Q1m + . . .+Qm−1,m
2u−m+ 1
)
,
Bm−1 ·
m−1∏
p=1
R˜pm(u+ p− 1, u+m− 1) = Bm−1 ·
(
1 +
Q1m + . . .+Qm−1,m
2u+m− 1
)
.
Proof. We will give the proof of the first equality, the proof of the second is quite
similar. Denote by A(2u) the rational function of 2u at the left hand side of the
first relation. The value of this function at 2u =∞ is Am−1 . Moreover, its residue
at 2u = m− 1 is Q1m + . . .+Qm−1,m . So to prove the first relation it suffices to
show that A(2u) has no poles except for a simple pole at 2u = m−1 . Let an index
p ∈ {2, . . . ,m− 1} be fixed. The corresponding factor R˜pm(u− p+ 1, u−m+ 1)
in A(2u) has a pole at 2u = p+m−2 . But when estimating from above the order
of the pole at 2u = p +m − 2 of A(2u) , that factor does not count. Indeed, the
element Am−1 ∈ End(C
N )⊗m is divisible on the right by Rp−1,p(u−p+2, u−p+1) .
Any factor in A(2u) corresponding to an index less than p − 1 commutes with
Rp−1,p(u− p+ 2, u− p+ 1) . But the product
Rp−1,p(u−p+2, u−p+1) R˜p−1,m(u−p+2, u−m+1) R˜pm(u−p+1, u−m+1)
has no pole at 2u = p+m− 2 due to Lemma 3.5 
We will make use of the well known decompositions of the elements Am and Bm
Am =
1
m !
·
m−1∏
p=1
Rpm(1− p, 1−m) . . . Rp,p+1(1− p,− p) ,(3.11)
Bm =
1
m !
·
m−1∏
p=1
Rpm(p− 1, m− 1) . . . Rp,p+1(p− 1,+ p)(3.12)
in End(CN )⊗m . They can be easily verified by the induction on m ; see for instance
[MNO,Section 2.3]. Next proposition provides an alternative definition for each of
the functions F(1m)(u) and F(m)(u) . This definition was motivated by [C1,S2].
Proposition 3.7. We have the equalities in End(CN )⊗m ⊗U(g)(u)
F(1m)(u) = (Am ⊗ 1) ·
m∏
q=1
( q−1∏
p=1
R˜pq(u− p+ 1, u− q + 1)
)
Fq(u− q + 1) ,
F(m)(u) = (Bm ⊗ 1) ·
m∏
q=1
( q−1∏
p=1
R˜pq(u+ p− 1, u+ q − 1)
)
Fq(u+ q − 1) .
Proof. It suffices to show that at the right hand sides of the above formulas for the
rational functions F(1m)(u) and F(m)(u) one can replace the ordered products
m−1∏
p=1
R˜pm(u− p+ 1, u−m+ 1) and
m−1∏
p=1
R˜pm(u+ p− 1, u+m− 1)
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by
1 +
Q1m + . . .+Qm−1,m
2u−m+ 1
and 1 +
Q1m + . . .+Qm−1,m
2u+m− 1
respectively. Using the decompositions (3.11),(3.12) for m−1 instead of m and the
relations (3.6),(3.10) one can insert respectively Am−1 and Bm−1 right after the
factors Fm−1(u−m+2) and Fm−1(u+m−2) in the above formulas for F(1m)(u)
and F(m)(u) . Here we also use the equalities A
2
m−1 = Am−1 and B
2
m−1 = Bm−1 .
Now the required statement follows directly from Proposition 3.6 
The main part of our proof of Theorems 3.2 and 3.3 will employ Corollary 2.5. As
in Section 2, let λ be any partition with ℓ(λ) 6 n . Let Vλ be the corresponding
irreducible g -module. Put l = |λ| . We will use the classical realization of Vλ
as a submodule in (CN )⊗ l consisting of traceless tensors. Recall that a vector
ξ ∈ (CN )⊗ l is called traceless if Qrs ·ξ = 0 whenever 1 6 r < s 6 l . The subspace
in (CN )⊗ l formed by all such vectors will be denoted by V .
Let Uλ be the irreducible module over the Lie algebra glN corresponding to
the partition λ . Fix any embedding of the glN -module Uλ to (C
N )⊗ l . The
subspace Uλ ∩ V in Uλ is preserved by the action of the subalgebra g ⊂ glN . For
g = so2n+1 , sp2n this subspace is isomorphic to Vλ as g -module. For g = so2n it
is isomorphic to Vλ only if λn = 0 . Otherwise Uλ∩V splits into direct sum of the
so2n -modules Vλ and Vλ∗ . All these statements are contained in [W,Section V.C].
Our proof of Theorems 3.2 and 3.3 will be based on another simple lemma. Put
E(u) = −u+
∑
ij
Eij ⊗ Eji ∈ End(C
N )⊗U(glN ) [u ] .
Let
E˜(u) = −u+
∑
ij
εij · Eij ⊗ E−i,−j ∈ End(C
N )⊗ U(glN ) [u ]
be the element obtained from E(u) by applying the transposition with respect to
the bilinear form 〈 , 〉 in the tensor factor End(CN ) . Then consider the element
(3.13)
E˜(η − u)E(η + u)
u− η
∈ End(CN )⊗U(glN )(u) .
We have the standard representation U(glN )→ End(C
N )⊗ l so the element (3.13)
acts in the space CN⊗(CN )⊗ l . The element F (u) ∈ End(CN )⊗U(g) [u ] also acts
in the space CN ⊗ (CN )⊗ l and the latter action preserves the subspace CN ⊗ V .
Here is the lemma; cf. [O] and [MNO,Section 3.5].
Lemma 3.8. Action of the element F (u) in CN⊗V coincides with that of (3.13).
Proof. Consider the image of F (u) ∈ End(CN ) ⊗ U(g) [u ] in End(CN )⊗ (l+1) [u ]
under the representation U(g)→ End(CN )⊗ l . By (3.1) and (3.3) this image equals
(3.14) P12 + . . .+ P1,l+1 −Q12 − . . .−Q1,l+1 − u− η .
On the other hand, the image of the element (3.13) in End(CN )⊗ (l+1) (u) under
the representation U(glN )→ End(C
N )⊗ l is
(3.15)
(
1 +
Q12 + . . .+Q1,l+1
u− η
)
·
(
P12 + . . .+ P1,l+1 − u− η
)
.
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Using the relation (3.4) and definition of η one shows that the product (3.15) equals
(3.14) plus the sum ∑
r 6=s
Q1,r+1 P1,s+1
u− η
.
Since Q1,r+1 P1,s+1 = P1,s+1Qs+1,r+1 for r 6= s , the restriction of the latter sum
to CN ⊗ V vanishes identically 
Similarly to (3.5), for p = 1, . . . ,m denote respectively by Ep(u) , E˜p(u) the images
in End(CN )⊗m ⊗ U(glN ) [u ] of E(u) , E˜(u) under the embedding ιp ⊗ id .
Proposition 3.9. We have the relations in the algebra End(CN )⊗2⊗U(glN ) (u, v)
R(u, v)E1(u)E2(v) = E2(v)E1(u)R(u, v) ,(3.16)
R(u, v) E˜1(−u) E˜2(− v) = E˜2(− v) E˜1(−u)R(u, v) ,(3.17)
E˜1(−u) R˜(u, v)E2(v) = E2(v) R˜(u, v) E˜1(−u) .(3.18)
Proof. As well as (3.6), the relation (3.16) can be verified directly. Relation (3.17)
is obtained from (3.16) by applying in the tensor factor U(glN ) the automorphism
Eij 7→ −εij · E−j,−i . By applying to (3.16) the transposition with respect to 〈 , 〉
in the fisrt tensor factor of End(CN )⊗2 we get (3.18) 
We will need two more propositions. The first of them implies the classical Capelli
identity [C]. The second proposition implies the identity from [N1,Example 2]
mentioned in Section 1. Observe that the m -th Capelli element of Z(glN ) is the
image under the map tr⊗ id of the element from End(CN )⊗m ⊗U(glN )
(3.19) (Am ⊗ 1) · E1(0)E2(−1) . . . Em(1−m) ,
see (1.3) . Similarly, the element (1.5) with k = m is the image under tr⊗ id of
(3.20) (Bm ⊗ 1) · E1(0)E2(1) . . . Em(m− 1) .
In proofs of both propositions we follow [M2]. For further details see [N2,Section 5].
Proposition 3.10. The element (3.19) of End(CN )⊗m⊗U(glN ) vanishes in every
representation U(glN )→ End(Uλ) where ℓ(λ) < m .
Proposition 3.11. The element (3.20) of End(CN )⊗m⊗U(glN ) vanishes in every
representation U(glN )→ End(Uλ) where λ1 < m .
Proofs. We give only the proof of Proposition 3.10. The proof of Proposition 3.11
is similar and will be omitted. We will show by induction on m that the image in
End(CN ) (m+l) of (3.19) under the representation U(glN )→ End(C
N )⊗ l equals
(3.21) Am ·
∑
r1...rm
P1,m+r1 . . . Pm,m+rm
where all the indices r1, . . . ,rm ∈ {1, . . . , l} are pairwise distinct. The sum in (3.21)
vanishes when l < m . When l > m but ℓ(λ) < m the required vanishing property
will follow from the Young decomposition of the glN -module U(1m) ⊗ (C
N )⊗ (l−m)
into irreducible components.
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By definition the image in End(CN ) (m+l)[u ] of Ep(u) ∈ End(C
N )⊗m⊗U(glN )
under the representation U(glN )→ End(C
N )⊗ l is
−u+
∑
r
Pp,m+r
where the sum is taken over r = 1, . . . , l . In particular, this provides the base
m = 1 for our induction. Now suppose that m > 1 . By the inductive assumption
the image in End(CN )⊗ (m+l) of the element (3.19) equals
Am ·
∑
r1...rm−1
P1,m+r1 . . . Pm−1,m+rm−1 ·
∑
r
Pm,m+r +(3.22)
(m− 1) · Am ·
∑
r1...rm−1
P1,m+r1 . . . Pm−1,m+rm−1
where all the indices r1, . . . ,rm−1 ∈ {1, . . . , l} are pairwise distinct. Here the
expression in the second line can be replaced by
− Am ·
m−1∑
p=1
Ppm ·
∑
r1...rm−1
P1,m+r1 . . . Pm−1,m+rm−1
But the latter expression can be rewritten as
− Am ·
∑
r1...rm−1
P1,m+r1 . . . Pm−1,m+rm−1 ·
m−1∑
p=1
Pm,m+rp .
Hence after this replacement the sum (3.22) becomes evidently equal to (3.21) 
Note that Proposition 3.10 can be reformulated in the following way.
Corollary 3.12. The element of End(CN )⊗m ⊗U(glN )
(3.23) (Am ⊗ 1) · E˜1(1−m) . . . E˜m−1(−1) E˜m(0)
vanishes in every representation U(glN )→ End(Uλ) where ℓ(λ) < m .
Proof. By using the decomposition (3.11) and the relation (3.16) the element (3.19)
of the algebra End(CN )⊗m ⊗ U(glN ) can be rewritten as
(3.24) Em(1−m) . . . E2(−1)E1(0) · (Am ⊗ 1) .
Applying to (3.24) the transposition in each tensor factor of End(CN )⊗m relative
to 〈 , 〉 we get
(Am ⊗ 1) · E˜m(1−m) . . . E˜2(−1) E˜1(0) .
Conjugate the latter element by Pm⊗1, where Pm ∈ End(C
N )⊗m corresponds to
the operator
ei1 ⊗ ei2 ⊗ . . .⊗ eim 7→ eim ⊗ . . .⊗ ei2 ⊗ ei1
in (CN )⊗m . Then we obtain exactly the element (3.24) 
By using the decomposition (3.12) and again Proposition 3.9, we obtain a corollary
to Proposition 3.11 parallel to Corollary 3.12.
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Corollary 3.13. The element of End(CN )⊗m ⊗U(glN )
(Bm ⊗ 1) · E˜1(m− 1) . . . E˜m−1(1) E˜m(0)
vanishes in every representation U(glN )→ End(Uλ) where λ1 < m .
If we replace each appearance of the function F (u) in the definitions of F(1m)(u)
and F(m)(u) by (3.13), we obtain the functions valued in End(C
N )⊗m ⊗ U(glN )
(Am ⊗ 1) ·
m∏
q=1
((
1 +
Q1q + . . .+Qq−1,q
2u− q + 1
)
⊗ 1
)
E˜q(η−u+q−1)Eq(η+u−q+1)
u− q + 1− η
,
(Bm ⊗ 1) ·
m∏
q=1
((
1 +
Q1q + . . .+Qq−1,q
2u+ q − 1
)
⊗ 1
)
E˜q(η−u−q+1)Eq(η+u+q−1)
u+ q − 1− η
.
We will denote these rational functions by G(1m)(u) and G(m)(u) respectively.
Now for either of the two partitions µ = (12k), (2k) of m = 2k take the value of
ϕµ(u) · Fµ(u) ∈ End(C
N )⊗m ⊗ U(g)(u)
at u = uµ . Let us consider the image of this value with respect to the representation
U(g) → End(Vλ) . For µ = (1
2k) we will show that this image is zero when
ℓ(λ) < k . For µ = (2k) we will show that this image is zero when λ1 < k . Thanks
to Lemma 3.8 it suffices to prove the next twin propositions.
Proposition 3.14. For µ = (12k) the value of the function ϕµ(u) · Gµ(u) at
u = uµ vanishes in every representation U(glN )→ End(Uλ) with ℓ(λ) < k .
Proposition 3.15. For µ = (2k) the value of the function ϕµ(u) · Gµ(u) at
u = uµ vanishes in every representation U(glN )→ End(Uλ) with λ1 < k .
Proofs. We will give the proof of Proposition 3.14; the proof of Proposition 3.15 is
similar and will be omitted. We will prove that the function G(12k)(u) equals
(A2k ⊗ 1) ·
2k∏
q=1
E˜q(η − u+ q − 1) ×(3.25)
2k∏
q=1
((
1 +
Q1q + . . .+Qq−1,q
2u− q + 1
)
⊗ 1
)
·
2k∏
q=1
1
u− q + 1− η
×
(A2k ⊗ 1) ·
2k∏
q=1
Eq(η + u− q + 1)
where the non-commuting factors corresponding to the indices q = 1, . . . ,2k are as
usual arranged from left to right. Note that we have defined u(12k) = k − η . But
in the third line of (3.25) we get the function valued in End(CN )⊗2k ⊗ U(glN )
(A2k⊗1) · E1(u+η) . . .Ek(u+η−k+1) · Ek+1(u+η−k) . . . E2k
(
u+η−2k+1) .
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Its value at u = k − η vanishes in every representation U(glN ) → End(Uλ) with
ℓ(λ) < k . To see this consider the last k factors in the above product and apply
Proposition 3.10 to m = k .
Suppose that g = soN . Then η =
1
2 and u(12k) = k −
1
2 . Observe that
Qpq · A2k = 0 for any 1 6 p < q 6 2k . Therefore the first product in the second
line of (3.25) can be replaced by 1 . The second product in that line has a pole at
u = k − 1
2
of degree 1 . Thus we will obtain Proposition 3.14 for g = soN since in
this case
ϕ(12k)(u) = (u− k +
1
2)/(u+
1
2 ) .
Now suppose that g = spN . Then η = −
1
2 , u(12k) = k+
1
2 while ϕ(12k)(u) = 1 .
If k = 1 then the rational function in second line of (3.25) has no pole at u = 3
2
;
so we get Proposition 3.14 by considering the product in the third line of (3.25)
only. Assume that k > 2 . Then the function in the second line of (3.25) has a pole
at u = k + 12 of degree at most 1. But in the first line of (3.25) we then get
(A2k ⊗ 1) · E˜1(−
1
2
− u) E˜2(
1
2
− u) · E˜3(
3
2
− u) . . . E˜k+2(k +
1
2
− u) ×(3.26)
E˜k+3(k +
3
2 − u) . . . E˜2k(2k −
3
2 − u) .
The value of (3.26) at u = k+ 12 vanishes in any representation U(glN )→ End(Uλ)
with ℓ(λ) < k . To see this take the last k factors in the first line of (3.26) and
apply Corollary 3.12 to m = k . Thus we will obtain Proposition 3.14 for g = spN .
It remains to show that the function G(12k)(u) indeed equals (3.25). By using
(3.11) and (3.17) we obtain for any m the relation in End(CN )⊗m ⊗U(glN )(u)
(Am ⊗ 1) · E˜1(u) . . . E˜m(u+m− 1) = E˜m(u+m− 1) . . . E˜1(u) · (Am ⊗ 1) .
In particular, the expression in the first line of (3.25) is divisible on the right by
A2k ⊗ 1 . But due to Proposition 3.6 we have
A2k ·
2k∏
q=1
(
1 +
Q1q + . . .+Qq−1,q
2u− q + 1
)
= A2k ·
2k∏
q=1
Aq−1
(
1 +
Q1q + . . .+Qq−1,q
2u− q + 1
)
= A2k ·
2k∏
q=1
( q−1∏
p=1
R˜pq(u− p+ 1, u− q + 1)
)
.
So (3.25) equals
(A2k ⊗ 1) ·
2k∏
q=1
E˜q(η − u+ q − 1) ×
2k∏
q=1
( q−1∏
p=1
R˜pq(u− p+ 1, u− q + 1)
)
·
2k∏
q=1
1
u− q + 1− η
×
(A2k ⊗ 1) ·
2k∏
q=1
Eq(η + u− q + 1) .
By using only (3.18) we can transform this expression to
(A2k ⊗ 1) ·
2k∏
q=1
( q−1∏
p=1
R˜pq(u−p+1, u−q+1)
)
E˜q(η−u+q−1)Eq(η+u−q+1)
u−q+1−η
.
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The latter expression equals G(12k)(u) . To prove this observe that the element
(3.13) satisfies a relation in End(CN )⊗2 ⊗U(glN )(u, v) similar to (3.6)
R(u, v) · E˜1(η − u)E1(η + u) · R˜(u, v) · E˜2(η − v)E2(η + v) =
E˜2(η − v)E2(η + v) · R˜(u, v) · E˜1(η − u)E1(η + u) ·R(u, v) .
This relation can be easily deduced from (3.16),(3.17),(3.18). So we can repeat the
arguments from Proposition 3.7 for the function (3.13) instead of F (u) 
Now for µ = (12k) take the value of the function ϕµ(u)·(tr⊗ id)
(
Fµ(u)
)
at u = uµ .
Denote this value by Z . By Proposition 3.1 we have Z ∈ Z(g) . The degree of Z
with respect to the standard filtration on U(g) does not exceed 2k by the definition
of Fµ(u) . By Corollary 2.5 we obtain from Proposition 3.14 that Z equals Ck up
to a scalar multiple. To complete the proof of Theorem 3.2 it remains to show that
this multiple is actually 1 . Similarly, for µ = (2k) due to Proposition 3.15 the
value of ϕµ(u) · (tr⊗ id)
(
Fµ(u)
)
at u = uµ is Dk up to a scalar multiple. So to
complete the proof of Theorem 3.3 it remains to show that this multiple is also 1 .
For µ = (12k), (2k) take the image under the Harish-Chandra isomorphism
(3.27) ω
(
ϕµ(u) · (tr⊗ id)
(
Fµ(u)
))
.
Consider this image as a polynomial in λ1, . . . ,λn with the coefficients from C(u) .
The next two propositions complete the proofs of Theorems 3.2 and 3.3 respectively.
They also justify our choice (3.8),(3.9) of the normalizing factor ϕµ(u) ∈ C(u) .
Proposition 3.16. For µ = (12k) the leading component of the polynomial (3.27)
is (−1)k ek(λ
2
1, . . . ,λ
2
n) .
Proposition 3.17. For µ = (2k) the leading component of the polynomial (3.27)
is hk(λ
2
1, . . . ,λ
2
n) .
Proofs. We shall give the proof of Proposition 3.16; the proof of Proposition 3.17
is similar and will be omitted. We will write m = 2k for short. First let us prove
that leading component of the polynomial (3.27) with µ = (1m) does not depend
on the parameter u . We will use the equality in End(CN )⊗m ⊗ U(g)(u)
F(1m)(u) = (Am ⊗ 1) ·
m∏
q=1
Fq(u− q + 1)
((
1 +
Qq,q+1 + . . .+Qqm
2u− 2q + 1
)
⊗ 1
)
where the factors corresponding to the indices q = 1, . . . ,m are as usual arranged
from left to right. It can be proved by using Proposition 3.7, see also Proposition 3.6.
Denote by A ′m−1 the image of the element Am−1 with respect to the embedding
(3.28) End(CN )⊗ (m−1) → End(CN )⊗m : X 7→ 1⊗X .
Let us use the well known decomposition Am = Tm ·A
′
m−1 in End(C
N )⊗m where
Tm =
(
1− P12 − . . .− P1m
)
/m.
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By this decomposition and by the above formula for F(1m)(u) that function equals
(3.29)
(
Tm ⊗ 1
)
F1(u)
((
1 +
Q12 + . . .+Q1m
2u− 1
)
⊗ 1
)
F ′(1m−1)(u− 1)
where F ′(1m−1)(u) stands for the image of F(1m−1)(u) ∈ End(C
N )⊗ (m−1)⊗U(g)(u)
with respect to the embedding (3.28). Take the standard filtration on the algebra
U(g) . Extend it to the algebra U(g)(u) by setting deg u = 0 . Denote
ψ (u) =
{
(u+ 1
2
)/(u− 1
2
) for g = soN ,
1 for g = spN .
Then the image in U(g)(u) of the element (3.29) under tr⊗ id is equal to that of
(3.30) ψ (u) ·
(
Tm ⊗ 1
)
F1(u)F
′
(1m−1)(u− 1)
plus lower degree terms. Indeed, due to (3.1) and (3.3) for any r = 2, . . . ,m the
element (
P1r ⊗ 1
)
· F1 ·
(
Q1r ⊗ 1
)
∈ End(CN )⊗m ⊗ U(g)
is equal to −F1 ·
(
Q1r⊗1
)
if g = soN and to F1 ·
(
Q1r⊗1
)
if g = spN . Therefore
(
Tm ⊗ 1
)
F1 ·
((
1 +
Q12 + . . .+Q1m
2u− 1
)
⊗ 1
)
= ψ (u) ·
(
Tm ⊗ 1
)
F1
plus a certain element of End(CN )⊗m⊗U(g)(u) which is antisymmetric under the
transposition in the first tensor factor End(CN ) with respect to the bilinear form
〈 , 〉 . So the image of the latter element under the map tr⊗ id is zero.
Let us now use the definition of F(1m)(u) directly. By the properties of trace, the
image of F(1m)(u) under tr⊗ id will remain unchanged when we move Am ⊗ 1 to
the rightmost position and then apply the conjugation by
(
P12 . . . P1m
)
⊗ 1 . After
that we will decompose Am = Tm ·A
′
m−1 and move A
′
m−1 to the leftmost position.
The transformed expression for the element F(1m)(u− 1) can be written as
F ′(1m−1)(u− 1)
((
1 +
Q12 + . . .+Q1m
2u−m− 1
)
⊗ 1
)
F1(u−m)
(
Tm ⊗ 1
)
.
But the image of the latter element under the map tr⊗ id is equal to the image of
(3.31) ψ (u− m2 ) · F
′
(1m−1)(u− 1)F1(u−m)
(
Tm ⊗ 1
)
plus lower degree terms in U(g)(u) . Note that by the definition (3.8)
ϕ(1m)(u) · ψ (u) = ϕ(1m)(u− 1) · ψ (u−
m
2 ) .
Therefore by comparing the expressions (3.30) and (3.31) we obtain that the degree
m component of the polynomial (3.27) with µ = (1m) does not change if we replace
u by u−1 . As this component is a rational function in u , it must be constant in u .
To complete the proof of Proposition 3.16 it now suffices to determine the leading
component of (3.27) with µ = (1m) at u → ∞ . This can be done as follows. In
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the definition of F(1m)(u) replace each factor Fq(u− q + 1) by Fq and note that(
Q1q + . . .+Qq−1,q
)
/(2u− q + 1) → 0 when u → ∞ . Since ϕ(1m)(u) → 1 when
u→∞ , it now remains to calculate the leading component of the polynomial
ω
(
(tr⊗ id)
(
(Am ⊗ 1) · F1 . . . Fm
))
with m = 2k . This calculation is immediate, and yields (−1)kek(λ
2
1, . . . ,λ
2
n) 
4. Capelli identity for the Lie algebra soN
In this section we will keep the positive integer N fixed. Let us now fix one more
positive integer m . We will consider a natural representation of the enveloping
algebra U(soN ) by differential operators with polynomial coefficients on the space
Cm⊗CN . We will give an explicit formula for the differential operator correspond-
ing to the element Ck ∈ Z(soN ) with k = 1, . . . ,n . We will show that this formula
may be regarded as an analogue for soN of the Capelli identity [C] for glN .
As well as in Sections 2 and 3 here the indices i and j will run through the set
{−n, . . . ,−1, 1, . . . ,n} if N = 2n and through the set {−n, . . . ,−1, 0, 1, . . . ,n}
if N = 2n + 1 . The indices a and b will run through {1, . . . ,m} . Let xai be
independent commuting variables and ∂ai be the corresponding differentiations.
Denote by P the ring of polynomials in the variables xai . Take the action (1.2)
of the Lie algebra glN on P . We will use the embedding of the group ON into
GLN from Section 2. Then restriction of the above action of glN in P to soN is
(4.1) Fij 7→
∑
a
(
xai∂aj − xa,−j∂a,−i
)
.
Denote by PD the ring of differential operators in xai with polynomial coeffi-
cients. Then (4.1) determines a representation γ : U(soN ) → PD . We will give a
formula for the image in PD of the element Ck ∈ Z(soN ) with respect to γ .
By definition we have Fi,−j = −Fj,−i . Let I be any set of indices i with 2k
elements. Suppose these elements are i1 < . . . < i2k . Take an element of U(soN )
(4.2) ΦI =
∑
σ
sgn(σ)
2k k !
· Fiσ(1),−iσ(2) . . . Fiσ(2k−1),−iσ(2k)
where σ runs through the symmetric group S2k . The element (4.2) is the Pfaffian
of the antisymmetric matrix [Fip,−iq ] with the indices p, q = 1, . . . ,2k . Note that
the factors of the monomial in the sum (4.2) do not commute in general. Still we
will write
ΦI = Pf [Fip,−iq ] ; p, q = 1, . . . ,2k.
Let us denote I∗ = {−i2k, . . . ,− i1} . Further, let A be any set of indices a
with k elements. Suppose these elements are a1, . . . ,ak . Then denote in PD
(4.3) ΩAI =
∑
J
sgn(JJ ′) · det [xapjq ] det [∂ap,−j ′q ]
where the sum is taken over all partitions of I into two subsets J = {j1, . . . ,jk }
and J ′ = {j ′1, . . . , j
′
k } . Here the determinants are taken with respect to the indices
p, q = 1, . . . ,k and sgn(JJ ′) is the sign of the permutation
(
j1, j
′
1, . . . , jk, j
′
k
)
of
the sequence (i1, . . . , i2k) . Next theorem provides an explicit formula for γ(Ck) .
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Theorem 4.1. We have the equalities respectively in U(soN ) and PD
(4.4) Ck = (−1)
k ·
∑
I
ΦIΦI∗ and γ(ΦI) =
∑
A
ΩAI .
Proof. We start with verifying the second equality in (4.4). By definition ΦI equals
∑
σ
sgn(σ)
2k k !
·
(
Eiσ(1),−iσ(2) −Eiσ(2),−iσ(1)
)
. . .
(
Eiσ(2k−1),−iσ(2k) −Eiσ(2k),−iσ(2k−1)
)
=
∑
σ
sgn(σ)
k !
· Eiσ(1),−iσ(2) . . .Eiσ(2k−1),−iσ(2k)
in U(soN ) ⊂ U(glN ) . Therefore the image γ(ΦI) ∈ PD equals the sum
(4.5)
∑
σ
m∑
a1,..., ak=1
sgn(σ)
k !
· xa1iσ(1)∂a1,−iσ(2) . . . xakiσ(2k−1)∂ak,−iσ(2k) .
Move each operator ∂ap,−iσ(2p) in every monomial of (4.5) to the right, commuting
it consecutively with the multiplication operators xaqiσ(2q−1) for q = p+ 1, . . . ,k .
Let us start with the operator ∂a1,−iσ(2) . Take the commutator
[∂a1,−iσ(2) , xa2iσ(3) ] = δa1a2 δ−iσ(2),iσ(3) .
The sum over σ in (4.5) involves two commutators of this form with opposite signs.
Let σ¯ ∈ S2k is such that σ¯(r) = σ(r) for r 6= 2, 3 and σ¯(2) = σ(3) , σ¯(3) = σ(2) .
Then sgn(σ¯) = − sgn(σ) whilst [∂a1,−iσ¯(2) , xa2iσ¯(3) ] = [∂a1,−iσ(2) , xa2iσ(3) ] . So by
repeating this argument we get
γ(ΦI) =
∑
σ
m∑
a1,...,ak=1
sgn(σ)
k !
· xa1iσ(1) . . . xakiσ(2k−1) ∂a1,−iσ(2) . . . ∂ak,−iσ(2k) .
This equality can be obviously rewritten as
γ(ΦI) =
∑
J
m∑
a1,...,ak=1
sgn(JJ ′)
k !
· det[xapjq ] det [∂ap,−j ′q ]
where J and J ′ are the same sets as in (4.3). We now obtain the second relation in
(4.4) since both the determinants det[xapjq ] and det[∂ap,−j ′q ] are skew-symmetric
with respect to permutations of the sequence (a1, . . . ,ak) .
Now let us show that the right hand side of the first relation in (4.4) belongs to
the ring of ON -invariants in U(soN ) . Consider the element of Λ
2(CN )⊗ U(soN )
Φ =
∑
i<j
(ei ∧ ej)⊗ Fi,−j =
1
2
·
∑
ij
(ei ∧ ej)⊗ Fi,−j .
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This element is invarant with respect to the diagonal action of the group ON . That
follows from the invariance of the element (3.1). By the definition (4.2) we have an
equality in the algebra Λ(CN )⊗ U(soN )
Φk
k !
=
∑
I
(ei1 ∧ . . . ∧ ei2k)⊗ ΦI .
Extend the bilinear form 〈 , 〉 from CN to the exterior power Λ2k(CN ) by setting
〈 ei1 ∧ . . . ∧ ei2k , e−h2k ∧ . . . ∧ e−h1〉 = δi1h1 . . . δi2kh2k
if h1 < . . . < h2k . This extension is also ON -invarant. Extend it further to the
C -bilinear form on Λ2k(CN )⊗U(soN ) valued in U(soN )
〈 ξ ⊗X, η ⊗ Y 〉 = 〈 ξ , η 〉 ·XY ,
the latter form is ON -equivariant. This implies ON -invariance of the sum in (4.4)
(4.6)
∑
I
ΦIΦI∗ = 〈
Φk
k !
,
Φk
k !
〉 .
Thus both sides of the first relation in (4.4) belong to Z(soN ) . We will show that
they have the same eigenvalue in any irreducible soN -module Vλ . By definition,
eigenvalue of the left hand side is the symmetric polynomial (−1)k ek(l
2
1, . . . , l
2
n |a)
where we use the notation of Section 2 for g = soN . Let us now determine the
eigenvalue of the right hand side. We will make use of the second equality in (4.4).
Suppose that m > n , then every soN -module Vλ is contained in P as a
submodule. Indeed, there is a well known formula for a soN -singular vector in P
of weight λ = (λ1, . . . ,λn) ; see for instance [KV ,Section 6]. For each p = 1, . . . ,n
denote
∆p = det[xai ] ; a = 1, . . . , p ; i = −n, . . . , p−1−n.
One easily checks that the polynomial vλ = ∆
λ1−λ2
1 . . . ∆
λn−1−λn
n−1 ∆
λn
n ∈ P satisfies
Fij · vλ = 0 , i < j ;
F−p,−p · vλ = λn−p+1 vλ , 1 6 p 6 n
with respect to the action (4.1). Note that the polynomial vλ is of degree |λ | . So
due to the second relation in (4.4) the right hand side of the first relation vanishes
in every module Vλ with |λ| < k ; see (4.3). Take the image of the left hand side
of (4.6) with respect to the Harish-Chandra isomorphism. Consider this image as
a polynomial in λ1, . . . ,λn . Due to Theorem 2.1 it now suffices to show that the
leading component of this polynomial is ek(λ
2
1, . . . ,λ
2
n) .
The leading terms of this polynomial arise from the summands of ΦI and ΦI∗
which depend only on the generators Fii . So here we may restrict the sum in (4.6)
to the sets I of the form {−pk, . . . ,−p1, p1, . . . ,pk} where 1 6 p1 < . . . < pk 6 n .
Then we get I∗ = I. For any of these sets I there are 2k k ! summands in (4.2)
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depending only on Fii . All these summands are equal to each other. So the leading
terms of our polynomial add up to
∑
16p1<...<pk6n
ω
(
F 2p1p1 . . . F
2
pkpk
)
=
∑
16p1<...<pk6n
λ 2n−p1+1 . . . λ
2
n−pk+1
= ek(λ
2
1, . . . ,λ
2
n) 
The first equality in (4.4) is an alternative to Theorem 3.2 for g = soN . However,
for g = soN there is apparently no such alternative to Theorem 3.3. When g = spN
there is an analogue of Theorem 4.1, but only for the element Dk ∈ Z(spN ) as
opposed to the element Ck ∈ Z(spN ) ; see Section 5.
Corollary 4.2. Suppose that N = 2n . Then we have an equality in U(soN )
Cn = (−1)
n ·
(
Pf [Fi,−j ]
)2
; i, j = −n, . . . ,−1, 1, . . . ,n.
Let us now consider the operators from PD which commute with the natural action
of the group ON in P . Description of this commutant is a particular case of the
theory of reductive dual pairs due to R.Howe. Put M = 2m . Let E ′±a,±b be
the matrix units in End(CM ) corresponding to the standard basis of e±a in C
M .
We will fix an embedding of the Lie algebra spM into glM similar to that used in
Section 2 for spN . So the subalgebra spM ⊂ glM will be spanned by the elements
F ′ab = −F
′
−a,−b = E
′
ab − E
′
−b,−a ,
F ′a,−b = E
′
a,−b + E
′
b,−a , F
′
−a,b = E
′
−a,b + E
′
−b,a.
We also fix the Cartan decomposition of spM similar to that of spN . In particular,
we will fix the Cartan subalgebra in spM with the basis
(
F ′−m,−m , . . . , F
′
−1,−1
)
.
Any weight λ′ = (λ′1, . . . ,λ
′
m) of that Cartan subalgebra in spM will be taken with
respect to this basis. To distinguish the counterparts in Z(spM ) of the elements
C1, . . . ,Cn ∈ Z(soN ) we will denote them here by C
′
1, . . . ,C
′
m .
One can define an action of the Lie algebra spM in the space P by
F ′ab 7→
∑
i
xai∂bi +
N
2
· δab ,
F ′a,−b 7→ −
∑
i
xaixb,−i , F
′
−a,b 7→
∑
i
∂ai∂b,−i .
Denote by γ ′ the corresponding representation U(spM )→ PD . The image of this
representation coincides with the commutant in PD of the action of the group ON
in P [H,Theorem 8]. In particular, we have the equality in PD
(4.7) γ
(
Z(soN )
)
= γ ′
(
Z(spM )
)
.
We will describe the correspondence between the generators C1, . . . ,Cn ∈ Z(soN )
and C ′1, . . . ,C
′
m ∈ Z(spM ) implied by (4.7); cf. [HU,Section 1].
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As in Section 3 let u be a complex variable. Introduce the generating functions
C(u) = 1 +
n∑
k=1
Ck(
u2 − (N2 − 1)
2
)
. . .
(
u2 − (N2 − k)
2
) ∈ Z(soN )(u) ,(4.8)
C ′(u) = 1 +
m∑
k=1
C ′k(
u2 −m2
)
. . .
(
u2 − (m− k + 1)2
) ∈ Z(spM )(u) .
Also put in C(u)
α(u) =
m∏
a=1
u2 − (N
2
− a)2
u2 − a2
.
Relations between the images of C1, . . . ,Cn ∈ Z(soN ) and C
′
1, . . . ,C
′
m ∈ Z(spM )
in PD respectively under γ and γ ′ are described by the following proposition.
Proposition 4.3. We have an equality in PD (u)
(4.9) α(u) · γ
(
C(u)
)
= γ ′
(
C ′(u)
)
.
Proof. The half-sum of positive roots for spM is ρ
′ = (m, . . . ,1) . Let l ′a = λ
′
a+ρ
′
a
be the analogues for spM of the variables lp = λp + ρp for soN . Recall that here
we have
ρ =
(
N
2
− 1, . . . ,
{
N
2
})
where the braces mean the fractional part. The images of C(u) and C ′(u) under
the relevant Harish-Chandra isomorphisms are equal to
(4.10)
(u2 − l 21 ) . . . (u
2 − l 2n)
(u2 − ρ21 ) . . . (u
2 − ρ2n)
and
(
u2 − l ′1
2)
. . .
(
u2 − l ′m
2)
(
u2 − ρ ′1
2) . . . (u2 − ρ ′m2)
respectively. By the definition of the elements C1, . . . ,Cn the first equality follows
from the identity (2.8) applied to t = u2 and (z1, . . . ,zn) = (l
2
1 , . . . , l
2
n) ; see also
(2.12) and (2.13). The second equality is obtained in a similar way.
Let us now employ the decomposition [KV,Theorem 7.2] of the space PD into
a direct sum of irreducible ON × spM -modules. By comparing the two rational
functions in (4.10) one can now check that in each of these irreducible modules the
eigenvalues of α(u) ·C(u) ∈ Z(soN )(u) and C
′(u) ∈ Z(spM )(u) coincide. This is
a straightforward calculation, and we refer to [KV,Section 6] for details 
By using the equality (4.9) each of the images γ ′(C ′1), . . . ,γ
′(C ′m) in PD can be
expressed as a linear combination of the operators γ(C1), . . . ,γ(Cn) ; see the next
theorem. But for the latter operators we have already obtained the explicit formulas
(4.4). Recall that for k > n we have Ck = 0 by definition. Put C0 = 1 .
Theorem 4.4. Denote d = m− N2 + 1 . Then for any k = 1, . . . ,m we have
(4.11) γ ′(C ′k) =
k∑
l=0
γ (Cl) ·
k−1∏
s=l
(m− s) (N2 − s) (d+ l − s)
(k − s)
.
Proof. We will check that (4.11) solves the equation (4.9) for γ ′(C ′1), . . . ,γ
′(C ′m) .
Let us subsitute (4.11) into (4.9) using the definitions of the generating functions
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C(u) and C ′(u) . Denote by fkl the product over s = l, . . . ,k − 1 at the right
hand side of (4.11). Then we have to check for any fixed l = 0, 1, . . . , min(m,n)
the equality
m−l∏
r=1
(
u2 − (r − d)2
)
=
m∑
k=l
fkl ·
m−k∏
r=1
(u2 − r2) .
Actually, the latter equality is valid for any l = 0, 1, . . . ,m . This can be easily
verified by induction on m− l = 0, 1, . . . 
Observe that if N = 2n and m > n then the coefficient fkl vanishes for any
k > n . Therefore we have the following corollary to Theorem 4.4.
Corollary 4.5. Suppose N = 2n and m > n . Then γ ′(C ′n+1), . . . ,γ
′(C ′m) = 0 .
Also observe that if N = 2n and m > n−1 then fkl = 0 for k > m−n+1+ l . In
particular, we have another corollary; it also follows from Proposition 4.3 directly.
Corollary 4.6. Suppose that N = 2n and m = n−1 . Then γ ′(C ′k) = γ (Ck) for
any k = 1, . . . ,m .
Note that due to Proposition 2.3 we have an equality in Z(soN ) [[u
−1 ]]
(4.12) 1 +
∞∑
k=1
Dk(
u2 − (N2 )
2
)
. . .
(
u2 − (N2 + k − 1)
2
) = C (u)−1 .
Thus the series C(u)−1 can be regarded as a generating function for the elements
D1, D2, . . . ∈ Z(soN ) ; cf. the equality (5.11) for the Lie algebra g = spN below.
Results of this section rely on the fact that real Lie groups ON (R) and SpM (R)
form a reductive dual pair inside SpMN (R) ; see [EHW]. The case of another dual
pair of SpN (R) and O
∗
M (R) in SpMN (R) will be considered in the next section.
5. Capelli identity for the Lie algebra spN
In this section we will keep fixed two positive integers m and N . We will consider
a natural representation of the enveloping algebra U(spN ) by differential operators
with polynomial coefficients on the space Cm⊗CN . Results of this section will be
similar to those of Section 4. But here for any k = 1, 2, . . . we will give an explicit
formula for the differential operator corresponding to the element Dk ∈ Z(spN )
rather than Ck ∈ Z(spN ) . This formula may be still regarded as an analogue for
spN of the Capelli identity [C] for the Lie algebra glN ; cf. [N1,Example 2].
Put N = 2n . Let the indices i, j run through the set {−n, . . . ,−1, 1, . . . ,n} .
The indices a, b will again run through the set {1, . . . ,m} . Let P be the same
ring of polynomials in the variableas xai as introduced in the previous section. We
will use the embedding of the group SpN into GLN chosen in Section 2. The
restriction to spN of the action (1.2) of glN in P then takes the form
(5.1) Fij 7→
∑
a
(
xai∂aj − sgn(ij) · xa,−j∂a,−i
)
.
Thus we get a representation U(spN )→ PD which we will again denote by γ . For
each k = 1, 2, . . . we will give an explicit formula for the operator γ (Dk) ∈ PD .
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Put F˜ij = sgn(i) ·Fij . Then by definition we have F˜i,−j = F˜j,−i . Let I be any
sequence of indices i with 2k elements. Suppose these elements are i1 6 . . . 6 i2k .
Take an element of the algebra U(spN )
(5.2) ΨI =
∑
σ
1
2k k !
· F˜iσ(1),−iσ(2) . . . F˜iσ(2k−1),−iσ(2k)
where σ runs through the symmetric group S2k . The element (5.2) may be called
the Hafnian of the symmetric matrix [ F˜ip,−iq ] with the indices p, q = 1, . . . ,2k .
This term was devised by E.Caianiello for a symmetric matrix with commuting
entries; see [K,Section 2]. The factors of the monomial in the sum (5.2) do not
commute in general. Still we will use this term and write
ΨI = Hf [ F˜ip,−iq ] ; p, q = 1, . . . ,2k.
Let us denote I∗ = (−i2k, . . . ,−i1) . Further, let A be any collection of indices
a with k elements. Suppose these elements are a1, . . . ,ak . Denote in PD
(5.3) ΘAI =
∑
J
sgn (j1 . . . jk) · per[xapjq ] per[∂ap,−j ′q ]
where the sum is taken over all partitions of I into subsequences J = (j1, . . . , jk )
and J ′ = (j ′1, . . . , j
′
k ) each of length k . So j1 6 . . . 6 jk and j
′
1 6 . . . 6 j
′
k .
Here the permanents are taken with respect to the indices p, q = 1, . . . ,k . Let
f±1, . . . ,f±n be the multiplicities of the numbers ±1, . . . , ±n in I respectively.
Let d1, . . . ,dm be the multiplicities of 1, . . . ,m in A . The next statement is an
analogue of Theorem 4.1, it provides an explicit formula for γ(Dk) ∈ PD .
Theorem 5.1. We have the equalities respectively in U(spN ) and PD
(5.4) Dk = (−1)
k ·
∑
I
sgn(i1 . . . i2k) ·ΨIΨI∗
f1 !f−1 ! . . . fn !f−n !
and γ(ΨI) =
∑
A
ΘAI
d1 ! . . . dm !
.
Proof. We start with verifying the second equality in (5.4). By definition ΨI equals
1
2k k !
·
∑
σ
(
sgn(iσ(1)) ·Eiσ(1),−iσ(2) + sgn(iσ(2)) · Eiσ(2),−iσ(1)
)
× . . .×
(
sgn(iσ(2k−1)) ·Eiσ(2k−1),−iσ(2k) + sgn(iσ(2k)) ·Eiσ(2k),−iσ(2k−1)
)
=
1
k !
·
∑
σ
sgn(iσ(1) iσ(3) . . . iσ(2k−1)) · Eiσ(1),−iσ(2) . . . Eiσ(2k−1),−iσ(2k)
in U(spN ) ⊂ U(glN ) . Therefore the image γ(ΨI) ∈ PD equals the sum
∑
σ
m∑
a1,...,ak=1
sgn(iσ(1) . . . iσ(2k−1))
k !
· xa1iσ(1)∂a1,−iσ(2) . . . xakiσ(2k−1)∂ak,−iσ(2k) .
Move to the right each operator ∂ap,−iσ(2p) in every monomial above, commuting
it consecutively with the multiplication operators xaqiσ(2q−1) for q = p+ 1, . . . ,k .
Let us start with the operator ∂a1,−iσ(2) . Take the commutator
[∂a1,−iσ(2) , xa2iσ(3) ] = δa1a2 δ−iσ(2),iσ(3) .
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The above sum over σ contains two such commutators with opposite signs. Indeed,
if σ¯ ∈ S2k is such that σ¯(r) = σ(r) for r 6= 2, 3 and σ¯(2) = σ(3), σ¯(3) = σ(2)
then
[∂a1,−iσ¯(2) , xa2iσ¯(3) ] = [∂a1,−iσ(2) , xa2iσ(3) ]
whilst
sgn(iσ¯(1) iσ¯(3) . . . iσ¯(2k−1)) = − sgn(iσ(1) iσ(3) . . . iσ(2k−1))
for iσ(2) = −iσ(3) . So by repeating this argument we bring γ(ΨI) to the form
∑
σ
m∑
a1,...,ak=1
sgn(iσ(1) . . . iσ(2k−1))
k !
· xa1iσ(1) . . . xakiσ(2k−1) ∂a1,−iσ(2) . . . ∂ak,−iσ(2k) .
The latter sum in PD can be obviously rewritten as
γ(ΨI) =
∑
J
m∑
a1,...,ak=1
sgn(j1 . . . jk)
k !
· per[xapjq ] per [∂ap,−j ′q ]
where J and J ′ are the same as in (5.3). We now obtain the second relation in
(5.4) since both the permanents per[xapjq ] and per[∂ap,−j ′q ] are symmetric with
respect to permutations of the sequence (a1, . . . ,ak) .
Now let us show that the right hand side of the first relation in (5.4) belongs to
the centre of U(spN ) . Consider the element of S
2(CN )⊗ U(spN )
Ψ =
1
2
·
∑
ij
ei ej ⊗ F˜i,−j .
This element is invarant with respect to the diagonal action of the group SpN .
That again follows from the invariance of the element (3.1). By the definition (5.2)
we have an equality in the algebra S(CN )⊗U(soN )
Ψk
k !
=
∑
I
ei1 . . . ei2k
f1 !f−1 ! . . . fn !f−n !
⊗ΨI .
Extend the bilinear form 〈 , 〉 from CN to the symmetric power S2k (CN ) by
〈 ei1 . . . ei2k , e−h2k . . . e−h1〉 = δi1h1 . . . δi2kh2k · f1!f−1! . . . fn!f−n! · sgn(i1 . . . i2k) .
This extension is also SpN -invarant. Extend it further to the C -bilinear form on
S2k(CN )⊗ U(spN ) valued in U(spN )
〈 ξ ⊗X , η ⊗ Y 〉 = 〈 ξ , η 〉 ·XY ,
the latter form is SpN -equivariant. It implies SpN -invariance of the sum in (5.4)
(5.5)
∑
I
sgn(i1 . . . i2k) ·ΨIΨI∗
f1 !f−1 ! . . . fn !f−n !
= 〈
Ψk
k !
,
Ψk
k !
〉 .
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Thus both sides of the first relation in (5.4) belong to Z(spN ) . We will show that
they have the same eigenvalue in any irreducible spN -module Vλ . By definition,
the eigenvalue of the left hand side is the symmetric polynomial hk(l
2
1, . . . , l
2
n |a)
where we use the notation of Section 2 for g = spN . Let us now determine the
eigenvalue of the right hand side. We will make use of the second equality in (5.4).
Suppose that m > n , then every spN -module Vλ is contained in P as a sub-
module. Indeed, the vector vλ ∈ P defined in the proof of Theorem 4.1 is also sin-
gular of weight λ = (λ1, . . . ,λn) with respect to the action (5.1) of spN . That is,
Fij · vλ = 0 , i < j ;
F−p,−p · vλ = λn−p+1 vλ , 1 6 p 6 n
again. The polynomial vλ is of degree |λ | . By second relation in (5.4) the right
hand side of the first relation vanishes in every module Vλ with |λ | < k ; see (5.3).
Take the image of the left hand side of (5.5) with respect to the Harish-Chandra
isomorphism. Let us consider this image as a polynomial in λ1, . . . ,λn . Due to
Theorem 2.1 it now suffices to show that the leading component of this polynomial
is (−1)k · hk(λ
2
1, . . . ,λ
2
n) .
The leading terms of this polynomial arise from the summands of ΨI and ΨI∗
which depend only on the generators Fii ∈ spN . So here we may restrict the
sum in (5.5) to the sequences I of the form {−pk, . . . , − p1, p1, . . . ,pk} where
1 6 p1 6 . . . 6 pk 6 n . Then we get I
∗ = I . For any of these sequences I there
are 2k k ! ·f1 ! . . . fn ! summands in (5.2) depending only on Fii . All these summands
are equal to each other. So the leading terms of our polynomial add up to
∑
16p16...6pk6n
ω
(
F 2p1p1 . . . F
2
pkpk
)
· (−1)k =
∑
16p16...6pk6n
λ 2n−p1+1 . . . λ
2
n−pk+1
· (−1)k
= (−1)khk(λ
2
1, . . . ,λ
2
n) 
The first equality in (5.4) is an alternative to Theorem 3.3 for g = spN . However,
when g = spN there is apparently no such alternative to Theorem 3.2.
Let us now consider the operators from PD which commute with the action (5.1)
of the Lie algebra spN in P . Description of this commutant is another particular
case of the theory of reductive dual pairs [H]. Put M = 2m . As in Section 4,
denote by E ′±a,±b the matrix units in End(C
M ) corresponding to the standard
basis of e±a in C
M . Fix an embedding of the Lie algebra soM into glM similar to
that used in Section 2 for soN . So the subalgebra soM ⊂ glM will be spanned by
F ′ab = −F
′
−a,−b = E
′
ab − E
′
−b,−a ,
F ′a,−b = E
′
a,−b − E
′
b,−a , F
′
−a,b = E
′
−a,b − E
′
−b,a.
We also fix the Cartan decomposition of soM similar to that of soN . In particular,
we will fix the Cartan subalgebra in soM with the basis
(
F ′−m,−m , . . . , F
′
−1,−1
)
.
Any weight λ′ = (λ′1, . . . ,λ
′
m) of that Cartan subalgebra in soM will be taken with
respect to this basis. To distinguish the counterparts in Z(soM ) of the elements
D1, D2 , . . . ∈ Z(spN ) we will denote them by D
′
1, D
′
2 , . . . in this section.
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One can define an action of the Lie algebra soM in the space P by
F ′ab 7→
∑
i
xai∂bi + n · δab ,
F ′a,−b 7→
∑
i
sgn(i) · xaixb,−i , F
′
−a,b 7→
∑
i
sgn(i) · ∂ai∂b,−i .
Denote by γ ′ the corresponding representation U(soM ) → PD . The image of
this representation coincides with the commutant in PD of the action of the Lie
algebra spN in P [H,Theorem 8]. In particular, we have the equality in PD
(5.6) γ
(
Z(spN )
)
= γ ′
(
Z(soM )
)
.
We will describe the correspondence between the generators D1, D2 , . . . ∈ Z(spN )
and D ′1, D
′
2 , . . . ∈ Z(soM ) implied by (5.6).
As in Section 4 let u be a complex variable. Introduce the generating functions
D(u) = 1 +
∞∑
k=1
Dk(
u2 − (n+ 1)2
)
. . .
(
u2 − (n+ k)2
) ∈ Z(spN ) [[u−1 ]] ,
D ′(u) = 1 +
∞∑
k=1
D ′k(
u2 −m2
)
. . .
(
u2 − (m+ k − 1)2
) ∈ Z(soM ) [[u−1 ]] .
Also put in C(u)
β(u) =
m∏
a=1
u2 − (a− 1)2
u2 − (n− a+ 1)2
.
Relations between the images of D1, D2, . . . ∈ Z(spN ) and D
′
1, D
′
2, . . . ∈ Z(soM )
in PD respectively under γ and γ ′ can be described as follows.
Proposition 5.2. We have an equality in PD (u)
(5.7) β(u) · γ
(
D(u)
)
= γ ′
(
D ′(u)
)
.
Proof. It will be similar to that of Proposition 4.3. The half-sum of positive roots
for soM is ρ
′ = (m − 1, . . . ,0) . Let l ′a = λ
′
a + ρ
′
a be the analogues for soM of
the variables lp = λp + ρp for spN . Recall that here we have ρ = (n, . . . ,1) . The
images of D(u) and D ′(u) under the relevant Harish-Chandra isomorphisms are
(5.8)
(u2 − ρ21 ) . . . (u
2 − ρ2n)
(u2 − l 21 ) . . . (u
2 − l 2n)
and
(
u2 − ρ ′1
2)
. . .
(
u2 − ρ ′m
2)
(
u2 − l ′1
2) . . . (u2 − l ′m2)
respectively. By the definitions of D1, D2, . . . here the first equality follows from
(2.9) applied to t = u2 and (z1, . . . ,zn) = (l
2
1 , . . . , l
2
n) ; see also (2.12) and (2.13).
The second equality is obtained in a similar way.
Let us now employ the decomposition [EHW,Section 9] of the space PD into
a direct sum of irreducible spN × soM -modules. By comparing the two rational
functions in (5.8) one can now check that in each of these irreducible modules the
eigenvalues of β(u) ·D(u) ∈ Z(spN )(u) and D
′(u) ∈ Z(soM )(u) coincide. This is
again a straightforward calculation, and we will omit the details 
By using the equality (5.7) each of the images γ ′(D ′1) , γ
′(D ′2) , . . . in PD can be
expressed as a linear combination of the operators γ(D1) , γ(D2) , . . . ; see the next
theorem. For the latter operators we already have the formulas (5.4). Put D0 = 1 .
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Theorem 5.3. Put d = n−m+ 1 . Then for any k = 1, 2, . . . we have
(5.9) γ ′(D ′k) =
k∑
l=0
γ (Dl) ·
k−1∏
s=l
(m+ s) (n+ s) (d− k + s+ 1)
(s− l + 1)
.
Proof. By Proposition 5.2 and the definitions of D(u), D ′(u) the differential op-
erator γ ′(D ′k) is a linear combination of γ(D1), . . . ,γ(Dk) where the coefficients
are certain rational functions in m,n . Therefore it suffices to prove (5.9) only for
d > 0 . Suppose this is the case. We will check that (5.9) solves the equation (5.7)
for γ ′(D ′1) , γ
′(D ′2) , . . . . Let us substitute (5.9) into (5.7) using the definitions
of the generating functions D(u) and D ′(u) . Denote by gkl the product over
s = l, . . . ,k − 1 at the right hand side of (5.9). Observe that gkl = 0 for any
k > d+ l . So we have to check for any fixed l = 0, 1, 2, . . . the equality in C(u)
m+l−1∏
r=0
1
u2 − (r + d)2
=
l+d∑
k=l
gkl ·
m+k−1∏
r=0
1
u2 − r2
Actually, the latter equality is valid for any l = −m, 1−m, . . . . This can be easily
verified by induction on m+ l = 0, 1, . . . 
We also have a direct corollary to Proposition 5.2, it is an analogue of Corollary 4.6.
Corollary 5.4. Suppose n = m−1 . Then γ ′(D ′k) = γ (Dk) for any k = 1, 2, . . . .
Note that due to Proposition 2.3 we have an equality in Z(spN ) [[u
−1 ]]
(5.10) 1 +
n∑
k=1
Ck(
u2 − n2
)
. . .
(
u2 − (n− k + 1)2
) = D (u)−1 .
Similarly to (4.8), denote this generating function by C(u) . Then by definition we
have the equality in Z(spN ) [[u
−1 ]]
(5.11) 1 +
∞∑
k=1
Dk(
u2 − (n+ 1)2
)
. . .
(
u2 − (n+ k)2
) = C (u)−1 .
In the next section we will give another formula for the generating function C(u) .
6. Quantum determinant of the element F (u)
Here we will give an explicit formula for the generating function C(u) ∈ Z(g)(u) .
This function was defined by (4.8) for g = soN and by (5.10) for g = spN . We
will use the notation and some results of Section 3. In that section we introduced
in particular the rational function of u valued in the algebra End(CN )⊗N ⊗U(g)
F(1N )(u) = (AN ⊗ 1) ·
N∏
q=1
((
1 +
Q1q + . . .+Qq−1,q
2u− q + 1
)
⊗ 1 · Fq(u− q + 1)
)
where the factors corresponding to the indices q = 1, . . . ,N are arranged from left
to right. Recall that the element F (u) ∈ End(CN )⊗U(g)(u) is given by (3.2).
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Put ε(u) = (2u + 1)/(2u − N + 1) for g = spN and ε(u) = 1 for g = soN .
By definition F(1N )(u) is divisible by AN ⊗ 1 on the left. Due to Proposition 3.7
and to the decomposition (3.11) the element F(1N )(u) is also divisible by AN ⊗ 1
on the right. To show this one should use the relation (3.6) repeatedly. But the
projector AN is one-dimensional. Therefore
(6.1) F(1N )(u) = ε(u) ·AN ⊗ C¯(u)
for certain rational function C¯(u) valued in U(g) . Moreover, due to Proposition 3.4
we have C¯(u) ∈ Z(g)(u) . Note that the definition of F(1N )(u) yields an explicit
formula for C¯(u) . The function C¯(u) is called the quantum determinant of the
element F (u) , or the Sklyanin determinant ; see [O] and [MNO,Section 4]. The
reason for incorporating the factor ε(u) ∈ C(u) to the definition (6.1) of C¯(u) will
become clear in the proof of Theorem 6.2.
That proof will be based on the following proposition. Consider the polynomial
in u valued in the algebra End(CN )⊗N ⊗ U(glN )
(6.2) (AN ⊗ 1) · E1(u)E2(u− 1) . . . EN (u−N + 1) .
Using the decomposition (3.11) and the relation (3.16) the product (6.2) can be
rewritten as
EN (u−N + 1) . . . E2(u− 1)E1(u) · (AN ⊗ 1) .
Therefore (6.2) equals AN⊗H(u) for a certain polynomial H(u) valued in U(glN ) .
This polynomial is called the quantum determinant of the element E(u) . For
comments see [MNO,Section 2] and references therein. Arguments similar to those
used in the proof of Proposition 3.4 show that actually H(u) ∈ Z(glN )(u) .
Further, similarly to the proof of Corollary 3.11 one demonstrates that
(6.3) (AN ⊗ 1) · E˜1(u−N + 1) . . . E˜N−1(u− 1) E˜N(u) = AN ⊗H(u) .
Let ν be any partition with ℓ(ν) 6 N . Consider the corresponding irreducible
glN -module Uν . The following proposition is well known, see for instance [H].
Proposition 6.1. The eigenvalue of H(u) in the module Uν is
N∏
q=1
(νq +N − q − u) .
Proof. Let us fix the Borel subalgebra in the Lie algebra glN generated by the
elements Eij with i 6 j . Further, fix the basis
(
E−n,−n , . . . , Enn
)
in the Cartan
subalgebra of glN . Then the module Uν is of the highest weight (ν1, . . . ,νN ) . Let
ξ ∈ Uν be a highest weight vector. By considering the action of the element (6.2)
on the vector
en ⊗ . . .⊗ e−n ⊗ ξ ∈ End(C
N )⊗N ⊗ Uν
and by using the definition of H(u) ∈ Z(glN )(u) we get the required statement 
The following theorem is the main result of the present section; cf. [M1] and [NO].
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Theorem 6.2. We have an equality in the algebra Z(g)(u)
(6.4) C(u) = C¯(u+ N2 −
1
2 ) ·
N∏
q=1
(
N
2 +
1
2 − q − u− η
)−1
.
Proof. Let Vλ be an irreducible g -module of highest weight λ = (λ1, . . . ,λn) . As
in Section 2 we assume that λn > 0 so that λ is a partition with ℓ(λ) 6 n . Due
to (2.8) and (2.13) the eigenvalue of the element C(u) ∈ Z(g)(u) in Vλ equals
(6.5)
n∏
p=1
u2 − (λp + ρp)
2
u2 − ρ2p
.
We have to show that the element of Z(g)(u) at the right hand side of (6.4) has
in Vλ the same eigenvalue (6.5). As well as in Section 3, fix any embedding of the
glN -module Uλ to (C
N )⊗ l where l = |λ | . Let V ⊂ (CN )⊗ l be the subspace of
traceless tensors. Recall that Uλ ∩ V = Vλ unless g = so2n and λn 6= 0 , in the
latter case Uλ ∩ V = Vλ ⊕ Vλ∗ . As well as in Section 3, by using Lemma 3.8 we
can show that the restriction of the action of F(1N )(u) ∈ End(C
N )⊗N ⊗ U(g)(u)
to (CN )⊗ l ⊗ V coincides with that of the element from End(CN )⊗N ⊗U(glN )(u)
(AN ⊗ 1) ·
2k∏
q=1
E˜q(η − u+ q − 1) ×(6.6)
N∏
q=1
((
1 +
Q1q + . . .+Qq−1,q
2u− q + 1
)
⊗ 1
)
·
N∏
q=1
1
u− q + 1− η
×
(AN ⊗ 1) ·
N∏
q=1
Eq(η + u− q + 1)
where the non-commuting factors corresponding to the indices q = 1, . . . ,N are as
usual arranged from left to right. But the element (6.6) equals
(6.7)
(
AN ·
N∏
q=1
(
1 +
Q1q + . . .+Qq−1,q
2u− q + 1
))
⊗
H(η − u+N − 1)H(η + u)
(u− η) . . . (u−N + 1− η)
;
see (6.3). Further, the first tensor factor in (6.7) equals ε(u) · AN . This can be
verified by direct calculation; it has been performed in [MNO,Section 4]. So by
the definition (6.1) the eigenvalue of C¯(u) in the g -module Vλ coincides with the
eigenvalue in the glN -module Uλ of the second tensor factor in (6.7). Due to
Proposition 6.1 the latter eigenvalue equals
n∏
p=1
(λp − η − p+ u+ 1) (λp − η +N − p− u)
u− η − p+ 1
·
N∏
q=n+1
(N − q − η − u) .
Since ρp =
N
2 +
1
2 −η−p for g = so2n , so2n+1 , sp2n we obtain that C¯(u+
N
2 −
1
2 )
takes in Vλ the eigenvalue
n∏
p=1
u2 − (λp + ρp)
2
u2 − ρ2p
·
N∏
q=1
(N − q − η − u) 
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This theorem was obtained by the second author in 1991. Another proof of this
theorem was given by the first author in [M1]. It uses a certain map SN → SN−1
and provides one more formula for the generating function C(u) ∈ Z(g)(u) .
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