We show that, for a class of mean-reverting models, the correlation function of stochastic variance (squared volatility) contains only one -relaxation -parameter. We generalize and simplify the expression for leverage for this class of models. We apply our results to specific examples of such models -multiplicative, Heston, and combined multiplicative-Heston -and use historic stock market data to obtain parameters of their steady-state distributions and cross-correlations between Weiner processes in the models for stock returns and stochastic variance.
Introduction
Questions about correlations between and relaxation of quantities described by stochastic differential equations (SDE) have a very long history [1] , [2] . More recently, they found a new urgency in areas related to economics [3, 4, 5, 6, 7] and finance [8, 9, 10, 11] . In this paper we concentrate on a class of mean-reverting problems for stochastic variance -squared stochastic volatility -and, in Section 2, identify very general equations for the correlation function of stochastic variance and for the leverage. In particular, we show that the correlation function of stochastic variance depends only on the relaxation parameter. In Section 3, we proceed to apply those equations to specific models in the class -multiplicative, Heston, and combined multiplicative-Heston -and derive their parameters from historic market data. In the Appendix, we discuss Heston model in greater detail: we find correlations of stochastic variance using eigenvalues analysis of the Fokker-Planck equation as well as study the relaxation of cumulants and the distribution of relaxation times.
Correlations of Stochastic Variance and Leverage
Equation for de-trended stock log returns can be written as [12] dx t = σ t dW (1) t (1) where dW t is a normally distributed Wiener process and σ t is the stochastic volatility which is related to the stochastic variance v t by v t = σ 2 t . A general mean-reverting model for the stochastic variance can be written as dv t = −γ(v t − θ)dt + g(v t )dW
and rewritten as
It is assumed that dW 
where dZ t is independent of dW (1) t . In (2) , γ is the relaxation parameter: γ −1 is the time scale for achieving the steady-state distribution of v [6] , whose mean value is θ,
From (1)) and 5 we also have < dx
which directly relates θ to stock returns data.
Correlation Function of Stochastic Variance
Using (3), we find the covariance of stochastic variance as
where
so that the correlation function (Pearson correlation coefficient) depends only on the relaxation parameter
To obtain corr[v t v t+τ ] from stock returns we observe that from (1)
for τ > 0 and
for τ = 0. The factor of 3 is purely combinatorial and is model-independent. (In general, < dx [12] ). It follows then from (6) and (9)-(12) Fig. 1 show plots and their fits for the l.h.s. of (13) for daily returns. It is obvious that the fit is rather poor relative to analytical prediction. This is mostly likely because mean-reverting, continuous stochastic volatility models are not appropriate for daily returns. On the other hand, such models are more relevant to multi-day returns. Consequently, it is of interest to ask how the above results would change for multi-day returns. Toward this end, we first discuss the consequences of (13) . It is already clear from (11) and (12) that < dx 2 t dx 2 t+τ > is discontinuous at τ = 0 [10] . Setting τ = 1 and observing that typically it is found that γ ≈ 0.04 − 0.05, we find that
which is a pretty dramatic discontinuity. (Of note, < v t v t+τ > is continuous, per (7), since the SDE for stochastic volatility is self-contained.) We surmise that this discontinuity will disappear as the number of days over which the returns are accumulated in the multi-day returns is increased. Indeed Fig. 2 shows that, contrary to (14) , < dx To understand why, we notice that we cannot formally treat noises in (10) as strictly deltafunction-correlated for multi-day returns. Indeed, for sufficiently large number of accumulation days and for sufficiently small τ , we find from (10)
so that now, given also that θ ≪< dx Fig. 3 shows the 21-day (monthly) returns and their exponential fits are excellent for sufficiently small τ . 
Leverage
We now turn to leverage effect, whose main "prize" is the cross-correlation ρ, but which also allows to independently evaluate γ. Leverage is defined as
A priori, it is clear that ρ should be negative as upward fluctuations of volatility should lead to downward fluctuations in returns and that it should decay exponentially in time. Market leverage was studied in great detail in [8, 9, 10] . We believe that functional derivative in (7) of [9] can be greatly simplified -to exp(−γτ )g(v t ) in our notations -so that the (17) reduces to
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Analytical results
Expressions 8 and 18 in Section 2 did not specify the form of g(v t ) and it is a priori clear that relaxation of the covariances ∝ exp(−γτ ) should depend only on the single relaxation time parameter in the model, γ. A very general model of stochastic volatility is given by
Its steady-state distribution (probability density function -PDF) is a Generalized Beta Prime, or GB2, distribution given by [13, 14] 
where B(p, q) is a beta function. GB2's scale parameter is
and its shape parameters are α,
and
The steady-state distribution of (19) is Generalized Inverse Gamma (GIGa) for κ α = 0 [5, 11] and Generalized Gamma (GGa) for κ 2 = 0. For α = 1 we return to the mean-reverting -multiplicative-Heston [12] -model
Its steady-state distribution is Beta Prime (BP)
with the scale parameter
and shape parameters,
It is required that p > 1, since PDF must be zero at v = 0. (This condition also assures that the distribution has a bell shape.) We also require that q > 2, that is 2γ κ 2 M > 1 which assures that variance exists. For multiplicative model, κ H = 0, the steady-state distribution of (24) is Inverse Gamma (IGa) and for Heston model (Cox-Ingersoll-Ross model of volatility), κ M = 0, it is Gamma (Ga) [15, 16, 17, 18, 19] .
In this Section we will consider "reduced" covariance cov[ (9)). The reason is that we want to use the market data to determine model parameters. In what follows, the discussion will be limited to the mean-reverting models. Using (7) and 8, we find for the multiplicative-Heston model
The result for multiplicative and Heston models can be recovered by setting κ H = 0 and κ M = 0 respectively:
To find leverage, we use (18) . For multiplicative-Heston model we find
The result for multiplicative and Heston models can be recovered by setting κ H = 0 and κ M = 0 respectively or by calculating directly with (18) (for Heston model, see also [9] ). We find
where Γ is the gamma function, and
for multiplicative and Heston model respectively.
Numerical Fitting
We use market data for daily returns. For our numerical fitting we adopt the following procedure:
1. We use γ obtained in Sec. Table 3 .2. Notice that we use only multiplicative and Heston models since for the combined multiplicative-Heston model we can not independently find κ M and κ H using this procedure. However, we can determine those for the combined multiplicative-Heston model as a function of the number of days of returns, beginning with daily returns, using the stocks returns distribution function associated with this model and its BP steady-state distribution [12] .
DJIA Parameters Parameters γ 0.045 θ 9.52 × 10
Conclusions
We found that the correlation function (Pearson correlation coefficient) of stochastic variance (9) in mean-reverting models depends only on one -relaxation -parameter and that the variance of the variance can be found from a general, model independent formula (8) . In terms of market returns it is represented by (13) for daily returns and (16) for sufficiently long multi-day returns. We also argued that leverage can be found from a general, model independent formula (18) .
For two specific volatility models -multiplicative and Heston -we used the correlation function and leverage to determine model parameters and cross-correlation between stochastic volatility and stock returns. We examined correlations and relaxation specifically for Heston model and showed that it displays a progression of relaxation times that are reflected in cumulants' relaxation. Finally, we proposed that distribution of relaxation times is best described by an Inverse Gaussian. 
Appendix A.1. Eigenvalue Solution of Fokker-Planck Equation
We have previously investigated correlations and relaxation in multiplicative model [6] . Here we will apply the same approach to Heston (Cox-Ingersoll-Ross) model. To remain consistent with notations of [6] , we replace v t with x (not to confuse with stock returns), drop superfluous indices and write the model in the following form dx = −γ(
Obviously, via rescaling x/θ → x and κ √ θ → κ, this equation can be reduced to that with the unity mean
For now, however, we will proceed with (A.1). The Fokker-Planck equation for this process is given by
To find correlations and relaxation, we use an eigenvalue approach [2] to solving it. Namely, we seek the solution in the following form:
where λ > 0 and P 0 (x) is a Ga steady-state distribution of (A.1)
where the latter assures that P 0 (0) = 0. P (λ; x)e −λt describe relaxation to the steady state and we should also have P (λ; 0) = 0 Substitution of (A.4) into (A.3) yields
which has two solutions
where U is Tricomi's confluent hypergeometric function and L is Laguerre polynomial function. Condition P (λ; 0) = 0 cannot be satisfied by P 2 (λ; x) and for P 1 (λ; x) it leads to quantization of λ, λ n = nγ, where n > 0 is an integer. Consequently, the eigenfunctions of (A.6) are given by
The correlation function can be found as [2] < δx(t + τ )δx(t) >= where g n ∝ xP (λ n ; x)dx = δxP (λ n ; x)dx (A.11)
Using (A.9), we find
Clearly, the only non-zero g n is g 1 . Using normalization condition [2]
We find
(A.14)
so that
which is the same result as we already found in (31). The value of eigenvalue approach, however, is to establish multiple relaxation (time) scales, which we address next.
Appendix A.2. Cumulant Relaxation
As is for multiplicative model, the easiest way to observe multiple relaxation times predicted using eigenvalue method, is through relaxation of cumulants [6] . As was observed in Appendix A.1, the mean can always be set to unity, θ = 1, and in what follows we will use (A.2). We will also use two sets of initial conditions, x(0) = 0 and x(0) = 1. For the former, the expressions for the mean and the cumulants are given by .18) and in particular
For the latter, we have
and in particular
The behavior of the mean starting with x(0) = 0 is shown in Fig. A.5 and the behavior of the mean and cumulants κ 2 and κ 3 starting with x(0) = 1 in Fig. A.6 . Time series of various durations were used, as well as different values of κ 2 . Clearly, theory describes the mean and cumulants approach to equilibrium values very well. 
Appendix A.3. Distribution of Relaxation Times
In the same manner as was done for multiplicative model [6] , we investigate the distribution of relaxations times. Namely, we generate a time series (A.2) and observe how quickly its distribution approaches the steady-state distribution (A.5). The relaxation time is determined by saturation of the KolmogorovSmirnov (KS) statistic for comparison between numerical and theoretical distribution to its lowest value. We generated 10
5 relaxation times and studies their distribution function. We fitted with Normal (N), Lognormal (LN), InverseGamma (IGa), Gamma (Ga), Weibull (Wbl) and Inverse Gaussian (IG) distributions using maximum likelihood estimation (MLE) and evaluated KS statistics for this fits (lower KS numbers indicate better fits.) The results are summarized in Table A .1 and fits, for the same γ as in Table A As was the case with the multiplicative model, IG distribution
provided by far the best fit. It should be noted that for (A.22), cumulants κ n ∝ γ −n and are independent of the coefficient κ. 
