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APPROXIMATION OF ELLIPTIC EQUATIONS WITH BMO
COEFFICIENTS∗
HARBIR ANTIL† AND ABNER J. SALGADO‡
Abstract. We study solution techniques for elliptic equations in divergence form, where the
coefficients are only of bounded mean oscillation (BMO). For |p − 2| < ε and a right hand side in
W
−1
p we show convergence of a finite element scheme, where ε depends on the oscillation of the
coefficients.
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1. Introduction. In this work we are interested in the analysis of the conver-
gence properties of a standard finite element scheme for the approximation of a linear
elliptic boundary value problem in divergence form
∇· (A(x)∇u) = ∇·f in Ω, u|∂Ω = 0, (1.1)
where Ω ⊂ Rd with d ≥ 1 is a bounded domain with Lipschitz boundary and f ∈ Lp(Ω)
for some p ∈ (1,∞). The main originality and source of difficulty here is that we only
assume that the matrix A : Ω→Md is symmetric, positive definite — i.e., that there
is a constant α > 0 such that, for almost every x ∈ Ω,
〈A(x)ξ, ξ〉 ≥ α|ξ|2 ∀ξ ∈ Rd, (1.2)
and that its entries are in BMO(Ω) (see §2 for notation). Notice that with this very
restricted regularity on A, having ∇w ∈ L2(Ω) is not enough to even guarantee that
the energy functional
w 7→
ˆ
Ω
〈A(x)∇w(x),∇w(x)〉 dx
is bounded, see §2.1 for details.
The existence and uniqueness of solutions to (1.1) for the case of bounded coef-
ficients — Ai,j ∈ L
∞(Ω), for i, j = 1, d — and datum f ∈ L2(Ω) is standard in the
literature. Notice however, that very little has been said concerning the approxima-
tion of solutions without further assumptions on the coefficients. In fact, as recent
work shows [2], even a bounded but discontinuous coefficient can be the source of
difficulties and a nonstandard treatment might be necessary to assert convergence.
Assuming bounded coefficients, the classical work of N.G. Meyers [16] shows that
there is ε > 0 such that if p ∈ (2 − ε, 2 + ε) and f ∈ Lp(Ω), then ∇u ∈ Lp(Ω). In
this setting, the convergence of finite element schemes in W 1(Lp(Ω)) is a well studied
topic in the literature [3, §8.6]. It is important to remark that the parameter ε for
which these estimates are valid strongly depends on the ellipticity constants of the
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coefficient, and that this can be made as small as desired by increasing the value of
M on the upper bound
〈A(x)ξ, ξ〉 ≤M |ξ|2 ∀ξ ∈ Rd,
which we do not assume (in our case M = ∞). The reader is referred to [16, §5] for
an example.
On the other hand, removing the assumption of boundedness on the coefficients
A seems to be rather new. In particular, understanding what are the minimal re-
quirements for (1.1) to be well posed and a Meyers-type Lp(Ω) estimate have only
been recently studied by B. Stroffolini in [19] and S.S. Byun in [4]. To set our work in
context, let us briefly describe these results. Given f ∈ Lp(Ω) a variational solution
of (1.1) is a function u ∈ W 10 (L
p(Ω)) such that
ˆ
Ω
〈A(x)∇u,∇ζ〉 dx =
ˆ
Ω
〈f,∇ζ〉 ∀ζ ∈ C∞0 (Ω).
Then [19, Theorem 1.1] and [4, Theorem 1.5] state that there exists ε > 0 that depends
on the BMO(Ω) norm of the coefficient A, such that if |p−2| < ε then problem (1.1) is
well posed. To the best of our knowledge, no analysis of the approximation properties
of finite elements in this setting has been made, and it is the purpose of this work
to fill this gap. We will show that for a similar range of p, i.e., that depends on the
oscillation of A, a standard finite element scheme converges to the solution of (1.1).
To obtain convergence of our finite element scheme we will approximate the co-
efficient A with piecewise constants, while the solution will be approximated with
piecewise linears. In this setting the flux Ah∇uh is piecewise constant and so we
present a discrete Hodge decomposition of piecewise constant vector fields. The im-
portance of this decomposition is that it allows us to obtain the key a priori estimate
of Theorem 4.1, which is then used to pass to the limit and show that the weak limit
solves (1.1). Strong convergence is then established with the help of inf-sup theory.
Our presentation is organized as follows: In section 2 we introduce the notation
and main assumptions we will operate with. In particular, in §2.1 we review the most
important properties of functions in the John Nirenberg space BMO(Ω). The discrete
Hodge decomposition of piecewise constant vector fields and some of its consequences
are discussed in section 3. The core of our work is section 4 where we introduce our
finite element scheme and show that it converges to the solution of (1.1). Finally, the
possibility of establishing rates of convergence is discussed in section 5.
2. Notation and preliminaries. In this work Ω ⊂ Rd, d ≥ 1, is a convex
domain with polyhedral boundary. We denote by 〈·, ·〉 the Euclidean inner product
in Rd and, for x ∈ Rd, |x|2 = 〈x, x〉. For B ⊂ Rd we denote by |B| its Lebesgue
measure. If X(Ω) is a Banach function space over Ω, we denote by ‖ · ‖X its norm.
Spaces of vector valued functions will be denoted by boldface characters. By Lp(Ω)
with p ∈ [1,∞] we denote the space of functions that are Lebesgue integrable with
exponent p. By W k(Lp(Ω)) we denote the classical Sobolev space of functions whose
distributional derivatives of up to k-th order are in Lp(Ω). The closure of C∞0 (Ω) in
W k(Lp(Ω)) is denoted by W k0 (L
p(Ω)). The conjugate exponent to p will be denoted
by q, i.e., 1p +
1
q = 1.
In what follows we will denote nonessential constants by C.
2.1. Functions of bounded mean oscillation and their properties. In
1961 F. John and L. Nirenberg [14] introduced the space of functions of bounded
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mean oscillation and proved many of its fundamental properties. For completeness
we recall some basic definitions and properties, we refer to [14, 18, 1] and [9, Chapter
6] for details. For a function w ∈ L1(Ω) and a cube Q ⊂ Ω we denote by wQ the
average of w on Q:
wQ =
 
Q
w(x) dx =
1
|Q|
ˆ
Q
w(x) dx.
Define the sharp maximal function by
M♯w(x) = sup
Q∋x
 
Q
|w(z)− wQ| dz. (2.1)
We say that a function w has bounded mean oscillation if M♯w is bounded, i.e.,
BMO(Ω) =
{
w ∈ L1(Ω) :M♯w ∈ L∞(Ω)
}
.
We define a seminorm on BMO(Ω) by
|w|BMO = ‖M
♯w‖L∞ .
Notice that this is not a norm since a function that is almost everywhere constant has
zero oscillation. It can be shown, however, that these are the only functions with this
property. Clearly L∞(Ω) ⊂ BMO(Ω), but there are also unbounded BMO functions.
A classical example is
w(x) =


log
(
1
|x|
)
|x| < 1,
0 |x| ≥ 1.
(2.2)
It is easy to see, in addition, that the Hardy Littlewood maximal function
Mw(x) = sup
Q∋x
 
Q
|w(z)| dz
and the sharp maximal function are related by the point wise inequality
M♯w(x) ≤ CMw(x).
While the reverse inequality is not true, the celebrated Fefferman-Stein inequality
states that if w ∈ Lp(Ω) with p ∈ (1,∞), then
‖Mw‖Lp ≤ C‖M
♯w‖Lp . (2.3)
A fundamental property of BMO(Ω) functions is the John-Nirenberg inequality which,
simply put, gives an exponential decay to the distribution of a BMO(Ω) function: If
w ∈ BMO(Ω), then there are constants C1, C2 > 0 such that for any λ > 0 and Q ⊂ Ω
|{x ∈ Q : |w(x) − wQ| > λ}| ≤ C1|Q| exp
(
−
C2λ
|w|BMO
)
.
This inequality has many useful consequences. In particular, if w ∈ BMO(Ω) then
there is λ > 0 such that for any cube Q 
Q
eλ|w(x)−wQ| dx <∞.
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In addition, we obtain that BMO(Ω) ⊂ Lr(Ω) for all r <∞.
Notice that, although the John-Nirenberg inequality asserts that BMO(Ω) ⊂
∩r≥1L
r(Ω), example (2.2) shows that BMO(Ω) 6⊂ L∞(Ω). This is one of the many
reasons why this space has become so important in harmonic analysis. It is a space
that sits between L∞(Ω) and ∩r≥1L
r(Ω) and that in many aspects, like operator
interpolation and duality, can be used to replace L∞(Ω).
Another implication of the inclusions L∞(Ω) ( BMO(Ω) ( ∩r≥1L
r(Ω) and the
main source of difficulty and originality in this work is that given a ∈ BMO(Ω) and
w ∈ L2(Ω), the integral
ˆ
Ω
a(x)|w(x)|r dx
is a priori bounded only if r < 2. This bears an important consequence with respect to
the analysis and approximation of solutions to (1.1): Standard techniques do not work!
Even if f ∈ L2(Ω), where for a bounded coefficient well-known energy arguments would
provide for a satisfactory analysis of (1.1) and its approximations, novel techniques are
necessary to assert that (1.1) is well posed ([19, 4]), let alone to provide a convergent
numerical scheme.
2.2. Finite elements. For h > 0 we introduce a triangulation Th = {K} of
Ω consisting of simplices, which we assume is conforming and shape regular [6, 10].
Over each triangulation Th we define the finite element space
Vh =
{
wh ∈ C(Ω¯) : wh|K ∈ P1
}
,
of continuous piecewise linear functions. To account for boundary conditions we define
Xh =
{
wh ∈ Vh : wh|∂Ω = 0
}
.
We will also make use of a space of vector valued piecewise constant functions
Qh =
{
qh ∈ L
∞(Ω) : qh|K ∈ R
d
}
.
We do not assume that the triangulations Th are quasi uniform, instead we will
assume that they are such that allow a best approximation property in W 1(L∞(Ω)).
In other words, if w ∈W 10 (L
∞(Ω)) and wh ∈ Xh solves
ˆ
Ω
〈∇wh,∇ζh〉 dx =
ˆ
Ω
〈∇w,∇ζh〉 dx ∀ζh ∈ Xh,
then we have
‖∇(w − wh)‖L∞ ≤ C min
ζh∈Xh
‖∇(w − ζh)‖L∞ .
More importantly, this implies
‖∇wh‖L∞ ≤ C‖∇w‖L∞ . (2.4)
Notice also that interpolation between a trivial energy estimate and (2.4) yields
‖∇wh‖Lp ≤ C‖∇w‖Lp (2.5)
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for every p ∈ [2,∞]. Duality yields the same estimate for p ∈ (1, 2). Reference [7]
studies conditions that are much more general than quasi uniformity but still allow
for an estimate like (2.4). The Appendix of [8] develops and analyzes an optimal
algorithm for the construction of such meshes. In simple terms these meshes are
such that if hTh is a smooth enough function such that for every K ∈ Th we have
hTh|K ≈ |K|
1/n — i.e., the local mesh size — then ‖∇hTh‖L∞ is small enough.
As our meshes are not assumed quasi uniform there is no attached mesh size to
them and, thus, the discretization parameter h > 0 does not have any real meaning.
Nevertheless, we will stick to standard notation and denote by h→ 0 the result of⋃
h>0
Vh,
⋃
h>0
Xh,
⋃
h>0
Qh,
which we assume dense inW 1(Lp(Ω)),W 10 (L
p(Ω)) and Lr(Ω), r ∈ [1,∞), respectively.
Moreover, we assume that the family of triangulations {Th}h>0 is constructed in such
a way that for every x ∈ Ω there is a family of simplices that shrinks nicely [11, §3.4]
to x. This process can be rigorously described using nets, but we shall not dwell on
these technicalities.
When treating the discretization of (1.1) it will become necessary to compute a
variant of the Hardy Littlewood maximal function over Th. Namely, if Th = {K},
then
MThw(x) = sup
K∋x
 
K
|w(z)| dz.
Notice that for almost every x ∈ Ω, there is a unique K ∈ Th such that x ∈ K. The
remaining points are those that lie on faces or edges of the mesh and for these there
is only a finite number of cells that contain it. Thus,MThw is everywhere defined for
any w ∈ L1(Ω). The following result states that MTh is point wise controlled by M.
Lemma 2.1 (relation between maximal functions). If Th is shape regular, then
there is a constant C independent of h such that
MThw(x) ≤ CMw(x)
for every w ∈ L1(Ω).
Proof. This is an easy consequence of shape regularity. If x ∈ K, there is a cube
Q such that x ∈ K ⊂ Q. Moreover, by shape regularity, the ratio |Q|/|K| is uniformly
bounded. This implies
 
K
|w(z)| dz =
|Q|
|Q|
1
|K|
ˆ
K
|w(z)| dz ≤ C
 
Q
|w(z)| dz,
where the constant in the last inequality is independent of K. Taking suprema yields
the result.
We discretize the coefficient A by a piecewise constant approximation Ah, such
that every column Ah,i ∈ Qh, i = 1, d, as follows
Ah|K =
 
K
A(z) dz.
Lemma 2.2 (approximation of BMO coefficients). If A : Ω → Md is symmetric,
positive definite in the sense of (1.2) and its entries are in BMO(Ω), then Ah,ij ∈
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L∞(Ω) for i, j = 1, d. Moreover, the coercivity constant of A is that of Ah. Finally,
as h→ 0, we have that ‖A−Ah‖Lr → 0 for r ∈ [1,∞).
Proof. The fact that the entries of Ah are in L
∞(Ω) is evident.
To show that the coercivity constants coincide consider ξ ∈ Rd and K ∈ Th
〈
Ah|Kξ, ξ
〉
=
〈 
K
A(z) dz ξ, ξ
〉
=
 
K
〈A(z)ξ, ξ〉 dz ≥ α
 
K
|ξ|2 dz = α|ξ|2.
The convergence in Lr(Ω) for any r ∈ [1,∞) is obtained as a consequence of the
fact that the simplices shrink nicely to points, for this implies that Ah(x)→ A(x) for
a.e. x ∈ Ω. Using Lemma 2.1
|Ah| =
∣∣∣∣
 
K
|A(z)| dz
∣∣∣∣ ≤MThA ≤ CMA.
When r > 1, A ∈ Lr(Ω) together with the fact that the Hardy Littlewood maximal
function is bounded in Lr(Ω) yield MA ∈ Lr(Ω). Dominated convergence implies
that Ah → A in L
r(Ω). Convergence in L1(Ω) follows from the convergence in, say,
L2(Ω) and the fact that Ω is bounded.
3. A discrete Hodge decomposition. The classical Hodge decomposition
states that if w ∈ Lr(Ω) with r ∈ (1,∞), then it can be uniquely decomposed as
w = ∇φ + h, where φ ∈ W 10 (L
r(Ω)) and h ∈ Lr(Ω) is weakly divergence free. Here
we present a discrete variant of this result and some applications.
Theorem 3.1 (discrete Hodge decomposition). Let r ∈ (1,∞). If sh ∈ Qh, then
there are unique ϕh ∈ Xh and gh ∈ Qh such that
sh = ∇ϕh + gh,
ˆ
Ω
〈gh,∇ζh〉 dx = 0 ∀ζh ∈ Xh.
Moreover,
‖∇ϕh‖Lr + ‖gh‖Lr ≤ C‖sh‖Lr ,
for a constant that is independent of sh and h.
Proof. We split the proof in two steps:
• Existence: We define ϕh ∈ Xh as the solution of
ˆ
Ω
〈∇ϕh,∇ζh〉 dx =
ˆ
Ω
〈sh,∇ζh〉 dx ∀ζh ∈ Xh.
By (2.5) we have
‖∇ϕh‖Lr ≤ C‖sh‖Lr .
Define gh = sh −∇ϕh. By construction
ˆ
Ω
〈gh,∇ζh〉 dx = 0 ∀ζh ∈ Xh, ‖gh‖Lr ≤ C‖sh‖Lr .
• Uniqueness: Assume that, in addition, sh = ∇ϕ˜h+g˜h, i.e.,∇(ϕh−ϕ˜h)+(gh−g˜h) =
0. Multiply this last identity by ∇(ϕh − ϕ˜h) and integrate to conclude ϕh = ϕ˜h.
This in turn implies that gh = g˜h.
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Notice that the mesh restriction and, more importantly, its corollary (2.5) is
fundamental to obtain this result.
The main application of this discrete Hodge decomposition is in obtaining a priori
bounds for a finite element approximation of (1.1). The first corollary requires the
following nonlinear interpolation result [13, Proposition 1].
Theorem 3.2 (nonlinear interpolation [13]). Let (X,µ) be a measure space and
E a Hilbert space with norm | · |. Denote by Lr(X,E) the space of E-valued Lebesgue
integrable functions to power r. Let 1 ≤ r1 < r < r2 and suppose that T : L
r(X,E)→
Lr(X,E) is a bounded linear operator for all r ∈ [r1, r2]. If Tw = 0 and
r
r2
− 1 ≤ ε ≤
r
r1
− 1,
then
‖T (|w|εw)‖
L
r
1+ε (X,E)
≤ C(r; r1, r2)|ε|‖w‖
1+ε
Lr(X,E),
for a constant C(r; r1, r2) =
2r(r2−r1)
(r−r1)(r2−r)
sups∈[r1,r2] ‖T ‖Ls(X,E)→Ls(X,E).
With this powerful result at hand we prove a bound on the discretely divergence
free part of the Hodge decomposition of the Lp(Ω) conjugate of the gradient, i.e.,
sh = |∇uh|
p−2∇uh.
Corollary 3.3 (decomposition of the conjugate). Let 1 < p− < p < p+ < ∞.
Given uh ∈ Xh define sh = |∇uh|
p−2∇uh ∈ Qh. If gh ∈ Qh denotes the discretely
divergence free component of the discrete Hodge decomposition of sh in L
q(Ω), then
‖gh‖Lq ≤ C(p; p
−, p+)|p− 2|‖∇uh‖
p/q
Lp
,
where the constant C(p, p−, p+) is as in Theorem 3.2.
Proof. We apply Theorem 3.2. Set X = Th with µ(K) = |K| and E = R
d. Any
function qh ∈ Qh can be uniquely identified with a map q : Th → E by q(K) = qh|K .
Moreover,
‖q‖rLr(X,E) =
∑
K∈Th
|K||q(K)|r =
∑
K∈Th
|K||qh|K |
r =
∑
K∈Th
ˆ
K
|qh|
r dx = ‖qh‖
r
Lr
.
Define the mapping T : Lr(X,E) → Lr(X,E) by T : s ↔ sh 7→ gh ↔ g, where gh
comes from the discrete Hodge decomposition of sh. Theorem 3.1 then shows that
this mapping is continuous, i.e.,
‖Ts‖Lr(X,E) = ‖gh‖Lr ≤ C‖sh‖Lr = C‖s‖Lr(X,E) ∀r ∈ (1,∞),
where the constant is uniform in any subset of (1,∞) that is bounded away from 1.
Given uh ∈ Xh, set w ↔ wh = ∇uh, so that T (w) = 0. Theorem 3.2 with r = p
and ε = p− 2 implies the result.
The second application of the discrete Hodge decomposition concerns the prop-
erties of the flux. Namely, we obtain bounds on the discretely divergence free part
of Ah∇uh. Notice that if we denote this vector field by ℓh, and we assume that A ∈
L∞(Ω), we would immediately obtain a bound of the form ‖ℓh‖Lp ≤ ‖A‖L∞‖∇uh‖Lp .
Since we are not assuming that our coefficients are bounded, more care is needed to
bound the norm of this field, and the size of the coefficient must be replaced by the
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size of its oscillation. This estimate, although similar in nature, requires quite dif-
ferent techniques and exploits in an essential way the fact that A has bounded mean
oscillation.
Corollary 3.4 (decomposition of the flux). Given uh ∈ Xh construct Ah∇uh ∈
Qh. Denote by ℓh ∈ Qh the discretely divergence free part of the discrete Hodge
decomposition of Ah∇uh. Then, the following estimate holds
‖ℓh‖Lp ≤ C|A|BMO‖∇uh‖Lp
for a constant C independent of h, A and uh.
Proof. Theorem 3.1 readily yields that ‖ℓh‖Lp ≤ C‖Ah∇uh‖Lp . We now need to
estimate the norm of the flux.
Since ℓh is piecewise constant,
|Ω|‖ℓh‖
p
Lp
=
∑
K∈Th
|K||∇uh|K |
p
ˆ
Ω
|Ah|K |
p dx, (3.1)
and
|Ah|K | =
∣∣∣∣
 
K
A(z) dz
∣∣∣∣ ≤MThA ≤ CMA,
where we used Lemma 2.1. Therefore, we can continue (3.1) as follows
|Ω|‖ℓh‖
p
Lp
≤ C
∑
K∈Th
‖∇uh‖
p
Lp(K)
ˆ
Ω
|MA(x)|p dx ≤ C‖∇uh‖
p
Lp
‖M♯A‖pLp
where the last inequality uses the Fefferman-Stein inequality (2.3). Recalling that
‖M♯A‖pLp ≤ |Ω|‖M
♯A‖pL∞ = |Ω||A|
p
BMO
yields the result.
4. Finite element discretization and convergence. This section is the core
of our work. Here we will show that a finite element approximation of (1.1) is con-
vergent. We define uh ∈ Xh as the solution ofˆ
Ω
〈Ah∇uh,∇ζh〉 dx =
ˆ
Ω
〈f,∇ζh〉 dx ∀ζh ∈ Xh. (4.1)
4.1. A priori estimate for p ≥ 2. For the time being we will assume that
p ≥ 2 and that f ∈ Lp(Ω). Setting ζh = uh in (4.1) immediately yields existence and
uniqueness of uh. It remains then to analyze its convergence properties. We begin
with an a priori estimate for the gradient in Lp(Ω).
Theorem 4.1 (a priori estimate). Let p ≥ 2 and f ∈ Lp(Ω). There is a constant
ε⋆ = ε⋆(|A|BMO) such that if |p− 2| < ε
⋆ and uh ∈ Xh solves (4.1), then
‖∇uh‖Lp ≤ C‖f‖Lp ,
where the constant C depends on |A|BMO, but it is independent of h.
Proof. Let sh = |∇uh|
p−2∇uh. Since uh ∈ Xh, then sh ∈ Qh. Apply the discrete
Hodge decomposition of Theorem 3.1 to sh in L
q(Ω), with 1p +
1
q = 1, to obtain that
there are unique φh ∈ Xh, gh ∈ Qh such that
sh = ∇φh + gh,
ˆ
Ω
〈gh,∇ζh〉 dx = 0 ∀ζh ∈ Xh.
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Set ζh = φh in (4.1). From Lemma 2.2 we have that A and Ah have the same coercivity
(1.2) constant α, thereby obtaining
α
ˆ
Ω
|∇uh|
p ≤
ˆ
Ω
〈
Ah∇uh, |∇uh|
p−2∇uh
〉
dx
=
ˆ
Ω
〈f,∇φh〉 dx+
ˆ
Ω
〈Ah∇uh,gh〉 dx.
(4.2)
We estimate each term on the right hand side of this inequality separately. Using
the estimates of Theorem 3.1 yieldsˆ
Ω
〈f,∇φh〉 dx ≤ ‖f‖Lp‖∇φh‖Lq ≤ C‖f‖Lp‖sh‖Lq .
Using the relation between p and q and the definition of sh we obtainˆ
Ω
|sh|
q dx =
ˆ
Ω
∣∣|∇uh|p−2∇uh∣∣q dx = ˆ
Ω
|∇uh|
p dx,
which allows us to concludeˆ
Ω
〈f,∇φh〉 dx ≤ C‖f‖Lp‖∇uh‖
p/q
Lp
.
To estimate the second term in (4.2) we apply the discrete Hodge decomposition
of Theorem 3.1 to Ah∇uh ∈ Qh in L
p(Ω). In doing so we obtain Ah∇uh = ∇ψh + ℓh
with ψh ∈ Xh and ℓh discretely divergence free. This decomposition also yieldsˆ
Ω
〈Ah∇uh,gh〉 dx =
ˆ
Ω
〈ℓh,gh〉 dx ≤ ‖ℓh‖Lp‖gh‖Lq .
To proceed we must invoke the estimates of Corollary 3.3 and Corollary 3.4, so thatˆ
Ω
〈Ah∇uh,gh〉 dx ≤ ‖ℓh‖Lp‖gh‖Lq ≤ C|p− 2||A|BMO‖∇uh‖
p
Lp
.
Since 1+ pq = p. Notice that because p ≥ 2, the constant C(p, p
−, p+) of Corollary 3.3
can be chosen uniform in p.
These estimates allow us to rewrite (4.2) as
‖∇uh‖
p
Lp
≤ C
(
‖f‖Lp‖∇uh‖
p−1
Lp
+ |p− 2||A|BMO‖∇uh‖
p
Lp
)
.
Setting |p− 2| sufficiently small the coefficient of the second term on the right hand
side can be made less than one (this will depend on |A|BMO). This yields the result.
Remark 4.2 (range of p). The conclusion of Theorem 4.1 is similar in nature
to those of [19, 4] in the sense that we have (4.1) well posed over a range of p that
depends on the size of the oscillation of the coefficient. This bound seems natural
because the size of the coefficients is not involved (one can multiply the equation by
any constant) but rather the size of their oscillation, which is the generalization of the
ratio α/M between the largest and smallest eigenvalues for a bounded coefficient and
the quantity the Lp(Ω) estimates on the gradient of Meyers [16] depend on.
Remark 4.3 (the need for a nonstandard approach). At the beginning of this
section we established existence and uniqueness of uh by setting the test function
ζh = uh. Another way of realizing this is via a standard application of the Lax
Milgram lemma. To do this it was imperative to approximate the coefficient A by
piecewise constants Ah, so that the associated bilinear form is bounded. This bound,
however, cannot be uniform in h. This shows that even for the case p = 2 the a priori
estimate of Theorem 4.1 is nontrivial.
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4.2. Convergence for p ≥ 2. The a priori estimate obtained in Theorem 4.1
shows that the family of discrete solutions {uh}h>0 is uniformly bounded inW
1
0 (L
p(Ω)).
Consequently there is a sequence {uhk}k∈N ⊂ {uh}h>0 and û ∈W
1
0 (L
p(Ω)) such that
∇uhk ⇀ ∇û in L
p(Ω) and uhk → û in L
p(Ω). Moreover, weak lower semicontinuity
of the norm yields
‖∇û‖Lp ≤ C‖f‖Lp .
It remains then to show that this limit solves (1.1). From uniqueness it will follow
that û = u.
Proposition 4.4 (weak convergence). There is a sequence {uhk}k∈N ⊂ {uh}h>0
and û ∈ W 10 (L
p(Ω)) such that, as k →∞, the sequence converges weakly inW 10 (L
p(Ω))
and strongly in Lp(Ω) to û. Moreover, the function û ∈W 10 (L
p(Ω)) solves (1.1).
Proof. The convergence is an immediate corollary of the a priori estimate of
Theorem 4.1. To show that û solves (1.1) let ϕ ∈ C∞0 (Ω). One can construct ϕh ∈ Xh
such that ϕh → ϕ in W
1(L∞(Ω)) as h→ 0. Taking the Lagrange interpolant suffices
for these purposes [6, 10]. Thus,
ˆ
Ω
〈A∇û,∇ϕ〉 dx =
ˆ
Ω
〈A∇û,∇ϕh〉 dx+
ˆ
Ω
〈A∇û,∇(ϕ− ϕh)〉 dx.
As h→ 0 the second term can be estimated asˆ
Ω
〈A∇û,∇(ϕ− ϕh)〉 dx ≤ ‖A‖Lq‖∇û‖Lp‖∇(ϕ− ϕh)‖L∞
≤ C‖A‖Lq‖f‖Lp‖∇(ϕ− ϕh)‖L∞ → 0,
where we used the a priori estimate of Theorem 4.1 and A ∈ Lq(Ω).
It remains to deal with the first termˆ
Ω
〈A∇û,∇ϕh〉 dx =
ˆ
Ω
〈Ah∇uh,∇ϕh〉 dx+
ˆ
Ω
〈A∇û−Ah∇uh,∇ϕh〉 dx = S +R.
Evidently, S =
´
Ω 〈f,∇ϕh〉 dx and, as h → 0, S →
´
Ω 〈f,∇ϕ〉 dx, so that if we show
that R→ 0 we obtain the result. Notice that
R =
ˆ
Ω
〈(A−Ah)∇û,∇ϕh〉 dx+
ˆ
Ω
〈Ah∇(û − uh),∇ϕh〉 dx,
so that, using the results of Lemma 2.2, we obtain
ˆ
Ω
〈(A−Ah)∇û,∇ϕh〉 dx ≤ ‖A−Ah‖Lq‖∇û‖Lp‖∇ϕh‖L∞ → 0
since ‖∇ϕh‖L∞ ≤ C‖∇ϕ‖L∞ . For the second term we have that A
⊺
h∇ϕh → A
⊺∇ϕ in
Lq(Ω) and, by passing to a subsequence, ∇uhk ⇀ ∇û in L
p(Ω), hence
ˆ
Ω
〈Ahk∇(û− uhk),∇ϕh〉 dx =
ˆ
Ω
〈
∇(û− uhk), A
⊺
hk
∇ϕhk
〉
dx→ 0.
In conclusion û is a solution of (1.1).
The previous result shows that the weak limit û is a solution. Let us now show
that strong convergence does take place but in a weaker norm.
Proposition 4.5 (strong convergence). For any pˆ ∈ [2, p) we have uh → û in
W 10 (L
pˆ(Ω)).
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Proof. Let pˆ ∈ [2, p). Since f ∈ Lp(Ω) ⊂ Lpˆ(Ω), problem (4.1) is also well posed
in W 10 (L
pˆ(Ω)). As it is well known [10, 17], this is equivalent to an inf-sup condition
‖∇wh‖Lpˆ ≤ C sup
06=ζh∈Xh
´
Ω
〈Ah∇wh,∇ζh〉 dx
‖∇ζh‖Lqˆ
,
where 1pˆ +
1
qˆ = 1 and the constant C is independent of h.
Since û ∈ W 10 (L
p(Ω)) there is a family {wh ∈ Xh}h>0 such that wh → û in
W 10 (L
p(Ω)) (the Cle´ment interpolant suffices [3]). Consequently,
‖∇(û− uh)‖Lpˆ ≤ ‖∇(û− wh)‖Lpˆ + ‖∇(wh − uh)‖Lpˆ .
By construction, ‖∇(û − wh)‖Lpˆ → 0 as h → 0. For the second term we use the
discrete inf-sup
‖∇(wh − uh)‖Lpˆ ≤ C sup
06=ζh∈Xh
´
Ω
〈Ah∇(wh − uh),∇ζh〉 dx
‖∇ζh‖Lqˆ
,
from which we conclude
ˆ
Ω
〈Ah∇(wh − uh),∇ζh〉 dx =
ˆ
Ω
〈Ah∇wh,∇ζh〉 dx−
ˆ
Ω
〈f,∇ζh〉 dx
=
ˆ
Ω
〈Ah∇wh −A∇û,∇ζh〉 dx
=
ˆ
Ω
〈Ah(∇wh −∇û),∇ζh〉 dx
+
ˆ
Ω
〈(Ah −A)∇û,∇ζh〉 dx
i.e.,
ˆ
Ω
〈Ah∇(wh − uh),∇ζh〉 dx =
ˆ
Ω
〈Ah(∇wh −∇û),∇ζh〉 dx
+
ˆ
Ω
〈(Ah −A)∇û,∇ζh〉 dx. (4.3)
The first term in (4.3) can be treated as follows
sup
06=ζh∈Xh
´
Ω 〈Ah(∇wh −∇û),∇ζh〉 dx
‖∇ζh‖Lqˆ
≤ ‖Ah‖Lr‖∇(wh − û)‖Lp → 0,
where, since pˆ < p, r = ( 1pˆ −
1
p )
−1 > 1 and we used that, by Lemma 2.2, Ah is
bounded in Lr(Ω) and that wh → û in W
1
0 (L
p(Ω)). The second term of (4.3) is
treated similarly
sup
06=ζh∈Xh
´
Ω 〈(Ah −A)∇û,∇ζh〉 dx
‖∇ζh‖Lqˆ
≤ ‖Ah −A‖Lr‖∇û‖Lp → 0.
Collecting the obtained estimates yields the result.
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4.3. The case p ∈ (1, 2). Let us briefly comment on the case p ∈ (1, 2). In
this case we cannot set ζh = uh in (4.1) to obtain existence and uniqueness, since
f 6∈ L2(Ω). However, owing to the symmetry of Ah, we can resort to inf-sup theory
[17] to assert the existence, uniqueness and a priori estimate of a solution. The a
priori estimate yields a weakly convergent sequence whose limit can also be shown to
be a solution to the problem (1.1). This is made precise in the following result.
Theorem 4.6 (convergence for p < 2). Let 1 < p < 2 and f ∈ Lp(Ω). There is
a constant ε⋆ that depends only on the oscillation of A, such that if |p− 2| < ε⋆ and
uh ∈ Xh solves (4.1), then for a constant C = C(|A|BMO), but independent of h
‖∇uh‖Lp ≤ C‖f‖Lp .
The family {uh ∈ Xh}h>0 converges, as h→ 0, weakly in W
1
0 (L
p(Ω)) and strongly in
Lp(Ω) to û, which is a solution to (1.1). Finally, for every pˆ ∈ (2 − ε⋆, p) we have
uh → û in W
1
0 (L
pˆ(Ω)).
Proof. The proof of existence, uniqueness and a priori estimate is a standard
application of the inf-sup theory [17]. The weak convergence repeats the arguments
of Proposition 4.4 and the strong convergence those of Proposition 4.5. For brevity
we skip the details.
5. About the possibility of establishing convergence rates. Let us com-
ment on the possibility of establishing convergence rates for uh, at least inW
1
0 (L
pˆ(Ω)),
where strong convergence takes place. This is useful to understand the critical nature
of the BMO(Ω) coefficients in the theory and approximation of elliptic equations. To
make the discussion simple and focus on the essential difficulties we will assume in
this section, and this section only, that the family of meshes {Th}h>0 is quasiuniform
so that h can be identified with the mesh size.
The heart of the matter lies in the proof of Proposition 4.5. The steps are rather
standard, first the error is split into the interpolation and approximation errors
‖∇(û− uh)‖Lpˆ ≤ ‖∇(û− wh)‖Lpˆ + ‖∇(wh − uh)‖Lpˆ ,
for a suitably chosen wh ∈ Xh. Next we must bound each one of these terms. The
first one — the interpolation error — is not at all related to the numerical scheme but
rather to the smoothness of the solution and the approximation properties of the finite
element space Xh. For this reason, if one were to assume that û ∈ W
1+s(Lpˆ(Ω)) ∩
W 10 (L
pˆ(Ω)) for some s > 0, we can conclude that
‖∇(û− wh)‖Lpˆ ≤ Ch
s,
for a constant independent of h. Although this is standard, we must reiterate that
such an estimate is independent of the problem in question and a similar smoothness
assumption on the solution û = u must be made (or proved) if rates of convergence
are desired in any other problem, say one with bounded or even smooth coefficients.
The second term — the approximation error — on the other hand encodes how
well our numerical scheme reproduces the exact problem and, in our case, is of more
interest. The proof of Proposition 4.5 yields
‖∇(wh − uh)‖Lpˆ ≤ C (‖A‖Lr‖∇(wh − û)‖Lp + ‖A−Ah‖Lr‖∇û‖Lp) ,
for some r > 1. The first term on the right hand side of this inequality can be
treated with a similar argument as the interpolation error. The second term is an
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unavoidable consistency error (see Remark 4.3) and to conclude a rate of decay for
it one must study how well the coefficient A can be approximated by a piecewise
constant function.
The so-called Campanato spaces Lλ(Lr(Ω)) [15, Chapter 4] provide the right tool
to quantify the rate of approximation by piecewise constants. They are defined as
Lλ(Lr(Ω)) = {w ∈ Lr(Ω) : [w]λ,r <∞}
with semi-norm
[w]rλ,r = sup
x∈Ω, ρ>0
ρ−λ
ˆ
B(x,ρ)∩Ω
|w − wB(x,ρ)|
r dz,
where B(x, ρ) denotes the ball of radius ρ centered at x. It is well known [15, §4.7] that
Ld(Lr(Ω)) = BMO(Ω) for any r ∈ [1,∞) and that [15, Theorem 4.6.1] if d < λ ≤ d+r
we have Lλ(Lr(Ω)) = C0,β(Ω¯) for β = λ−dr . Moreover, L
λ(Lr(Ω)) with λ > d + r
contains only constant functions.
With this functional setting at hand we see that the only plausible way to assert
a rate of convergence for Ah would be as follows:
‖A−Ah‖
r
Lr =
∑
K∈Th
ˆ
K
|A−Ah|
r dz =
∑
K∈Th
ˆ
K
|A−Ah|
r dz
hd+δ
hd+δ
≤ C[A]rd+δ,r
∑
K∈Th
hd+δ ≤ C[A]rd+δ,r|Ω|h
δ,
for some δ > 0. However, as the aforementioned embeddings show, this already
implies that A ∈ C0,β(Ω¯) for some β > 0 and we go back to the classical case of
smooth coefficients. A similar assumption, with analogous consequences would be to
assume that the coefficients A lie in a slightly better space than W 1(Ld(Ω)), see [5]
and [12, Theorem 5.22].
In summary, the assumption A ∈ BMO(Ω) is critical. Weaker assumptions ren-
der us unable to even assert existence of solutions while even the slightest stronger
assumption brings us back to the classical case, where standard and well known tech-
niques apply.
REFERENCES
[1] C. Bennett, R.A. DeVore, and R. Sharpley. Weak-L∞ and BMO. Ann. of Math. (2),
113(3):601–611, 1981.
[2] A. Bonito, R.A. DeVore, and R.H. Nochetto. Adaptive finite element methods for elliptic
problems with discontinuous coefficients. SIAM J. Numer. Anal., 51(6):3106–3134, 2013.
[3] S.C. Brenner and L.R. Scott. The mathematical theory of finite element methods, volume 15
of Texts in Applied Mathematics. Springer, New York, third edition, 2008.
[4] S.-S. Byun. Elliptic equations with BMO coefficients in Lipschitz domains. Trans. Amer. Math.
Soc., 357(3):1025–1046 (electronic), 2005.
[5] L.A. Caffarelli. Interior a priori estimates for solutions of fully nonlinear equations. Ann. of
Math. (2), 130(1):189–213, 1989.
[6] P.G. Ciarlet. The finite element method for elliptic problems. North-Holland Publishing Co.,
Amsterdam, 1978. Studies in Mathematics and its Applications, Vol. 4.
[7] A. Demlow, D. Leykekhman, A.H. Schatz, and L.B. Wahlbin. Best approximation property in
the W 1∞ norm for finite element methods on graded meshes. Math. Comp., 81(278):743–
764, 2012.
[8] A. Demlow and R. Stevenson. Convergence and quasi-optimality of an adaptive finite element
method for controlling L2 errors. Numer. Math., 117(2):185–218, 2011.
14 H. Antil and A.J. Salgado
[9] J. Duoandikoetxea. Fourier analysis, volume 29 of Graduate Studies in Mathematics. American
Mathematical Society, Providence, RI, 2001. Translated and revised from the 1995 Spanish
original by David Cruz-Uribe.
[10] A. Ern and J.-L. Guermond. Theory and practice of finite elements, volume 159 of Applied
Mathematical Sciences. Springer-Verlag, New York, 2004.
[11] G.B. Folland. Real analysis. Pure and Applied Mathematics (New York). John Wiley & Sons,
Inc., New York, second edition, 1999. Modern techniques and their applications, A Wiley-
Interscience Publication.
[12] Q. Han and F. Lin. Elliptic partial differential equations, volume 1 of Courant Lecture Notes
in Mathematics. Courant Institute of Mathematical Sciences, New York; American Math-
ematical Society, Providence, RI, second edition, 2011.
[13] T. Iwaniec and C. Sbordone. Weak minima of variational integrals. J. Reine Angew. Math.,
454:143–161, 1994.
[14] F. John and L. Nirenberg. On functions of bounded mean oscillation. Comm. Pure Appl.
Math., 14:415–426, 1961.
[15] A. Kufner, O. John, and S. Fucˇ´ık. Function spaces. Noordhoff International Publishing, Leyden;
Academia, Prague, 1977. Monographs and Textbooks on Mechanics of Solids and Fluids;
Mechanics: Analysis.
[16] N.G. Meyers. An Lp-estimate for the gradient of solutions of second order elliptic divergence
equations. Ann. Scuola Norm. Sup. Pisa (3), 17:189–206, 1963.
[17] R.H. Nochetto, K.G. Siebert, and A. Veeser. Theory of adaptive finite element methods:
an introduction. In Multiscale, nonlinear and adaptive approximation, pages 409–542.
Springer, Berlin, 2009.
[18] Y. Sagher and P. Shvartsman. On the John-Stro¨mberg-Torchinsky characterization of BMO.
J. Fourier Anal. Appl., 4(4-5):521–548, 1998.
[19] B. Stroffolini. Elliptic systems of PDE with BMO-coefficients. Potential Anal., 15(3):285–299,
2001.
