Abstract. In this lecture celebrating the 150th anniversary of the seminal paper of Riemann, we discuss various approaches to interesting questions concerning the distribution of primes, including several that do not involve the Riemann zeta-function.
1 log x at around x. In other words π(x) := #{primes ≤ x} ≈ Li(x) where Li(x) := x 2 dt log t .
The existing data lends support to Gauss's belief (see Table 1 .1).
When we integrate by parts we find that a first approximation to Li(x) is given by x/(log x) so we can formulate a guess for the number of primes up to x: lim x→∞ π(x) x/ log x = 1, which we write as π(x) ∼ x log x .
I would like to thank the anonymous referee, Alex Kontorovich and Youness Lamzouri for their comments on an earlier draft of this article. L'auteur est partiellement soutenu par une bourse du Conseil de recherches en sciences naturelles et en génie du Canada. This may also be formulated more elegantly by weighting each prime p with a log p, to give p≤x log p ∼ x.
These equivalent estimates, known as the Prime Number Theorem, were all proved in 1896, by Hadamard and de la Vallée Poussin, following a program of study laid out almost forty years earlier by Riemann: 1 Riemann's idea was to use a formula of Perron to extend this last sum to be over all primes p, while picking out only those that are ≤ x. The special case of Perron's formula that we need here is Here we were able to safely swap the infinite sum and the infinite integral since the terms are sufficiently convergent as Re(s) = 2. The sum p (log p)/p s is almost itself a recognizable function; that is, it is almost To evaluate this, Riemann proposed moving the contour from the line Re(s) = 2, far to the left, and using the theory of residues to evaluate the integral. What a beautiful idea! However before one can possibly succeed with that plan one needs to know many things, for instance whether ζ(s) makes sense to the left, that is one needs an analytic continuation of ζ(s). Riemann was able to do this based on an extraordinary identity of Jacobi. Next, to use the residue theorem, one needs to be able to identify the poles of ζ ′ (s)/ζ(s), that is the zeros and poles of ζ(s). The poles are not so hard, there is just the one, a simple pole at s = 1 with residue 1, so the contribution of that pole to the above formula is
the expected main term. The locations of the zeros of ζ(s) are much more mysterious. Moreover, even if we do have some idea of where they are, in order to complete Riemann's plan, one needs to be able to bound the 4 A. Granville Vol. 78 (2009) contribution from the discarded contour when one moves the main line of integration to the left, and hence one needs bounds on |ζ(s)| throughout the plane. We do this in part by having a pretty good idea of how many zeros there are of ζ(s) up to a certain height, and there are many other details besides. These all had to be worked out (see, eg [13] , for further details), after Riemann's initial plan -this is what took forty years! At the end, if all goes well, one has an approximation,
(One counts a zero with multiplicity m ρ , m ρ times in this sum). It became apparent, towards the end of the nineteenth century, that to prove the prime number theorem it was sufficient to prove that all of the zeros of ζ(s) lie to the left of the line Re(s) = 1. 2 Riemann himself suggested that, more than that, all of the non-trivial zeros lie on the line Re(s) = 1 2 , 3 the so-called Riemann Hypothesis, which implies an especially strong form of the prime number theorem, using (1.2), that
for x ≥ 100, or, equivalently, 4
This reflects what we observed from the data in Table 1 .1, that the difference should be this small; and what an extraordinary way to prove it, seemingly so far removed from counting the primes themselves. Is it really necessary to go to the theory of complex functions to count primes? And to work there with the zeros of an analytic continuation of a function, not even the function itself? This was something that was hard to swallow in the 19th century but gradually people came to believe it, seeing in (1.2) an equivalence, more-or-less, between questions about the distribution of primes and questions about the distribution of zeros of ζ(s). This is discussed in the introduction of Ingham's book [42] : "Every known proof of the prime number theorem is based on a certain property of the complex zeros of ζ(s), and this conversely is a simple consequence of the prime number theorem itself. It seems therefore clear that this property must be used (explicitly or implicitly) in any proof based on ζ(s), and it is not easy to see how this is to be done if we take account only of real values of s. For these reasons, it was long believed that it was impossible to give an elementary proof of the prime number theorem. Riemann remarked in a letter to Goldschmidt that
for all x < 3×10 6 ; and (1.3) is now known to be true for all x < 10 23 (as one might surmise from the data above). One might guess that this is always so but, in 1914, Littlewood [49] showed that this is not the case, proving that π(x) − Li(x) infinitely often changes sign. Since (1.3) holds (easily) as far as we can compute primes, we might ask, in light of Littlewood's result, whether we can predict when π(x)−Li(x) is first non-negative? A few years ago, Bays and Hudson [5] used the first million zeros, in an analogy to (1.2) for π(x) − Li(x), to predict that the smallest x for which π(x) > Li(x) is around 1.3982 × 10 316 . In fact they can prove something like this as an upper bound on the smallest such x, but no-one knows how to use this method to get a lower bound since, to do so, one would need to rule out the extraordinary possibility of a conspiracy of high zeros. These issues are discussed in more detail in [32] . Let π(x; q, a) denote the number of primes ≤ x that are ≡ a (mod q). A proof analogous to that proposed by Riemann, reveals that if (a, q) = 1 then
once x is sufficiently large. However in many application one wants to know just how large x needs to be for the primes to be equi-distributed in arithmetic progressions mod q. Calculations reveal that the primes up to x are equi-distributed amongst the arithmetic progressions mod q, once x is just a tiny bit larger than q, say x ≥ q 1+δ for any fixed δ > 0 (once q is sufficiently large). However the best proven results have x bigger than the exponential of a power of q, far larger than what we expect. If we are prepared to assume the unproven Generalized Riemann Hypothesis we do much better, being able to prove that the primes up to q 2+δ are equally distributed amongst the arithmetic progressions mod q, for q sufficiently large, though notice that this is still somewhat larger than what we expect to be true. So what are the consequences if (1.4) does not hold until x is bigger than the exponential of a power of q? For one thing one can then deduce that the Generalized Riemann Hypothesis is false but, as we shall see, there are other easier to understand, and more elementary, consequences. We shall return to this a little later. 
Selberg's formula
and when we add this to (1.2) we get (2.1), the contribution of the zeros canceling.
There is also an analogous formula for primes in arithmetic progressions: So what happens if (1.4) fails to be true (for q, and for no smaller modulus)? It is then not hard to deduce from (2.2) that the distribution of primes mod q depends on their quadratic character mod q. That is, one can show that almost all primes congregate in the arithmetic progressions a (mod q) for which a q = −1, or more precisely:
In other words, almost all primes p up to this point satisfy
Thus Selberg's formula (2.2) follows by adding together the last two displayed equations. We see that Selberg's formula (2.2) somehow takes account of the possibility of this, the only feasible rogue behaviour -amazing! Note though that this case cannot be true for all x, else L 1,
(since p q = −1 for most primes if this held for all x) which we know to be untrue thanks to Dirichlet. In fact Dirichlet's class number formula implies that L 1,
√ q, and so (1.4) cannot fail for x bigger than e √ q . 8
This discussion is still quite deep and analytic -after all what else is L 1, . q but a special value of a function defined by an infinite sum? 9 However we can show that x needs to be very large for (1.4) to hold, without infinite series, if the class number of the quadratic field Q( √ −q) is small.
To do so, we follow an argument of Ankeny and Chowla [1] : We consider form of discriminant −q, and so
Therefore if a positive proportion of the primes up to N satisfy
Moreover if we know that a positive proportion of the primes up to q 2 satisfy p q = 1 then h(−q) ≫ √ q/ log q.
Primes in Arithmetic Progressions, without L-functions
Selberg [58] proved (1.4), the prime number theorem for arithmetic progressions, based on his formula (2.1). His proof (easily) yields the result for x > e cq , and with Friedlander's improved range of validity [19] , one can 10 The classical theory of Gauss and Dirichlet tells us that there is a 1-to-1 correspondence between the binary quadratic forms ax 2 + bxy + cy 2 and the ideals (2a, −b + √ −q). We shall discuss things here in the language of quadratic forms but there is an equivalent theory of ideals. Let us suppose for now that h(−q) ≫ √ q/ log q. 12 In this case there are now two elementary proofs that
for any (a, q) = 1. That is (1.4) holds for x = q u as u → ∞, and in particular one can deduce that there exists a constant A > 0 such that there is a prime ≪ q A in every arithmetic progression a (mod q) with (a, q) = 1. 13 The most recent such proof, to appear in a forthcoming book of Friedlander and Iwaniec [22] , uses elementary but difficult small sieve methods. The first elementary proof, due to Elliott [14] (and strengthened in [4] ), is based on the pretentious large sieve which implies that there exists a character χ (mod q) such that if
and we may remove the χ term unless χ is a real-valued character. This fails to imply (3.1) if and only if χ(p) is not equally often 1 and −1 as we run through the primes p up to x. The key idea in proving (3.2) is that rs=n µ(r) log s equals 0 unless n is a power of some prime p, in which case it equals log p. Hence counting primes up to x that are ≡ a (mod q) is equivalent to estimating rs≤x, rs≡a (mod q) µ(r) log s, and since log is such a smooth function, this is equivalent to showing that µ(r) is o(1) on average as r runs through any arithmetic progression (mod q) (see section 2.1 of [46] for more details on this equivalence).
It turns out that the p≤x χ(p) term is large in (3.2) if and only if χ(p) = µ(p) for "almost all" primes p ≤ x. The "pretentious methods" in the proof of (3.2) do not use, at all, the fact that µ(p) = −1 for all primes p. In fact the only assumption is that µ is an example of a multiplicative function f such that |f (n)| ≤ 1 for all n ≥ 1. In this generality one can 10 A. Granville Vol. 78 (2009) show that for a given x, and for all q ≤ Q = x 1/u , we either have
whenever (a, q) = 1, or there exists a primitive character χ of conductor r such that in the cases where r|q we have
whenever (a, q) = 1. This theorem, first proved for µ by Gallagher [23] though in the language of prime counting, has long been considered to lie deep and to be intimately connected with the distribution of zeros of Dirichlet L-functions. The generality of the new result suggests that this cannot be so deep (indeed it can be proved using only elementary methods).
Although we do not believe that this exceptional character χ exists for µ, it does exist for certain f , for example if we take f = χ, so the effect of a putative exceptional character certainly needs to be accounted for in any theorem of this generality about the distribution of multiplicative functions in arithmetic progressions. It remains to give a proof of (1.4), or something like it, in the case that h(−q) is small, that is h(−q) ≪ √ q/ log q. From what we noted above, (1.4) cannot hold unless N ≫ e c √ q/h(−q) , which will be surprisingly large in this case. In the proofs involving zeros of L-functions one gets an explicit formula, in this case, of the shape
where β is a real zero of L(s, χ) that is close to 1. This will be large unless χ(a) = 1. In this case if u → ∞ but is not too large (that is u(1 − β) log q = o(1)) then the main term becomes
which is not the same as (1.4), though it does provide a lower bound for π(x; q, a) in this case. Note that we obtain (1.4) from (3.3) when u(1 − β) log q → ∞. Without using of zeros of L-functions we can prove something similar by reverting to the theory of binary quadratic forms of discriminant −q: In this way we prove that there are ∼ κN prime values of the quadratic form up to N which are ≡ a (mod q), for some constant κ > 0, and so complete the proof of Linnik's theorem. 14 From Gauss's theory, we know that each prime with χ(p) = 1 is represented exactly twice in total over all the reduced binary quadratic forms of discriminant −q, and so we can deduce, now in an elementary manner, that π(x; q, a) ∼ κ ′ x/φ(q), for some constant κ ′ > 0, provided u → ∞ and is not too large. Hence 1 − β ∼ κ ′ where κ ′ is derived as a sieving constant. This allows us to recover a version of the result of Goldfeld [25] . It is still an open question whether one can recover precisely the formula (3.3) by elementary means, though I showed in [28] , starting now from (2.2), that the transition between when π(x; q, a) looks like κ ′ x/φ(q), and when it looks like π(x)/φ(q), is more-or-less exponential, that is there exist constants 0 < β − , β + < 1 such that
Primes in Short Intervals
Riemann's approach gives a good way to determine the number of primes up to x, but Gauss was looking for primes in intervals around x. So we can ask whether we can estimate the number of primes in intervals [x, x + y]?
The Riemann Hypothesis allows us to find the number of primes in intervals with y ≥ √ x log x. If we add in some plausible hypotheses about the vertical distribution of the zeros of ζ(s) then we can improve this [39] to y ≥ ǫ √ x log x, but we know of no approach to prove that there are primes in all intervals [x, x + √ x]. The outstanding question in this area, which beautifully highlights our ignorance, asks
Is there a prime in the interval (n 2 , (n + 1) 2 ) for all integers n ≥ 1? If we cannot prove something like this for all intervals, maybe we can show that there are primes in "almost all" short intervals? This was accomplished by Selberg [57] in 1949, proving that
when y = y(x) > (log x) 2+ǫ , for almost all x. It was believed that this would surely be true for all x, a belief supported by a widely quoted heuristic of Cramér [12] . However this is not true. In 1984, Maier [50] gave a delightful sieve theory argument to show that for any constant A > 2 there exists a constant δ A > 0 such that there are arbitrarily large integers x and X for which
This type of poor distribution result is true for all "arithmetic sequences" [33] . Cramér's heuristic (see [29] for a discussion, and [53] for a different perspective) led him to conjecture that there is always a prime in the interval [x, x + {1 + o(1)} log 2 x]. More precisely, if p 1 = 2, p 2 = 3, . . . is the sequence of primes then lim sup
The latest best data is as follows: Evidently the record-breaking values in the last column are slowly creeping upwards but will they ever reach 1? Based on Maier's ideas, I showed [29] that Cramér's heuristic should be modified to conjecture an even bigger constant, that lim sup
It is hard to conclude from the data which conjecture is correct, if either.
Sieve methods
I have mentioned sieve methods several times already without properly saying what they are. They all derive from the sieve of Eratosthenes: In the sieve of Eratosthenes one deletes every second integer up to x after 2, then keeps the first undeleted integer > 2, which is 3, and then deletes every third integer up to x after 3, then keeps the first undeleted integer > 3, which is 5, and then deletes every fifth integer up to x after 5, etc. This leaves the primes up to x and suggests a way to guess at how many there are: After sieving by 2 one is left with roughly half the integers up to x; after sieving by 3, one is left with roughly two-thirds of those that had remained and continuing like this we expect to have about
integers left by the time we have sieved with all the primes up to y. Once y = √ x the undeleted integers are 1 and the primes up to x, since every composite has a prime factor no bigger than its square-root. However this does not turn out to be such a good approximation for the number of primes up to x when y = √ x, because the heuristic was based on an assumption of independence of divisibility by different primes, that is divisibility by
which is not exactly correct (as is clear when we take d > x).
To be more precise, the error term in our approximation is something like 2 π(y) , which is enormous for the sort of y-values that we are talking about. To make such a method useful it needs to be modified so that the effect of large divisors d is less pronounced. The first successful approach, a clever version of "the principle of inclusion-exclusion", was initially developed by Brun, and led to his famous proof that p,p+2 both prime
Brun's method was used in many interesting ways by Paul Erdős, and the theory was significantly developed by Rosser, and more recently by Iwaniec, e.g., [45] . The other key modification is due to Selberg [60] - [63] , who introduced various general weights and clever identities to reduce the effect of the large d. Selberg formulated sieve problems with abstract hypotheses, allowing him to remove the number theory so as to completely resolve the abstract problem using the "calculus of variations". This has the great benefit that such problems can be completely solved, but has the disadvantage of being somewhat removed from the original number theory problems, and indeed only attack a restricted class of questions. For example, Selberg's methods cannot distinguish between integers with an even or odd number of prime factors, the so-called "parity problem". (This can be seen in Selberg's identity (2.1) which counts P2's, the number of integers with at most two prime factors). This issue has been largely misunderstood in the literature -if one reformulates Selberg's sieve hypotheses then one might be able to overcome this difficulty, though too many people have mistaken this to mean that such problems cannot be overcome by sieve methods.
Iwaniec [44] was the first to circumvent these issues so as to use sieve methods to show that there are infinitely many primes in an interesting infinite sequence, namely the integers represented by any given two variable polynomial where every monomial has degree ≤ 2. We will discuss other more recent work of this type, a little later.
Gaps between primes
The number n! + k is divisible by k whenever 1 ≤ k ≤ n, and so each of n!+2, n!+3, . . . , n!+n is composite. Hence if p r is the largest prime ≤ n!+1 then p r+1 ≥ n! + n + 1 and so p r+1 − p r ≥ n. Therefore lim sup r→∞ p r+1 − p r = ∞. This proof can be found in many elementary textbooks, and if we use Stirling's formula to recall that log n! ∼ n log n then this proof gives p r+1 − p r log p r / log log p r . We can do a little better quantitatively by replacing n! with p≤n p and using much the same argument to obtain p r+1 − p r log p r .
With the prime number theorem we can also obtain this, the largest gap being at least as big as the average:
where p R is the largest prime ≤ x. So next one might ask whether gaps between primes get significantly larger; for example, is it true that lim sup
In 1931 Westzynthuis [65] proved this using a slightly more sophisticated version of our argument above, and his argument has been gradually improved until now [16, 52] we know that there are infinitely many n such that p n+1 − p n 2e γ log p n log log p n (log log log p n ) 2 log log log log p n .
(6.1)
The constant in front, 2e γ , is the culmination of many improvements appearing in a series of papers over the last 70 years; Erdős long ago offered ten thousand dollars to anyone who could show that one can take an arbitrarily large constant here, his most lucrative prize. 15 We believe that there are infinitely many twin primes, that is prime pairs p, p + 2, but we seem to be far from proving that. The smallest gaps between primes around x are obviously smaller than the average, that is min x<pr≤2x (p r+1 − p r ) log x, and we might ask whether we can prove that lim inf
(the average result gives that this is ≤ 1.) This question inspired Bombieri and Davenport [6] to develop the large sieve yet for all their extraordinary ingenuity they simply improved the upper bound to ≤ .466 . . .. 16 Subsequent work by Huxley [41] and Maier [51] improved this to just a little better than ≤ The general belief was that this is a tough question that would not succumb to a simple proof so it came as rather a shock when, in 2009, Goldston, Pintz and Yildirim [27] proved (6.2) using a simple variant of the Selberg sieve. This was especially surprising as they used their sieve method to identify primes, yet the "parity principle" seemed to suggest that this was impossible with Selberg's method. However, as we explained above, this misbelief stems from a mis-conception of the precise formulation of Selberg's sieve method.
More recently, Goldston, Pintz and Yildirim, together with Sid Graham, have also gone beyond Selberg's methods by proving many things about the distribution of integers with exactly two prime factors, rather than P2s (which are the integers with at most two prime factors).
Goldston, Pintz and Yildirim not only proved (6.2) but developed an approach that, perhaps for the first time, makes one feel that the twin prime conjecture can perhaps be tackled by current methods: They prove that if (1.4) holds for all (a, q) = 1 whenever x ≥ q 1.05 then there are infinitely many p n such that p n+1 − p n ≤ 16.
In fact one deduce this under the weaker assumption that (1.4) holds for "almost all" q in this range.
The asymptotic sieve
Selberg's parity principle implies that it is difficult to use sieve methods to identify primes; somehow one has to circumvent the issues identified by Selberg. It was Bombieri [8] who suggested an "asymptotic sieve" that would do so, provided certain additional hypotheses are satisfied. Developing Bombieri's idea [21] led Friedlander and Iwaniec in 1998 to show that there are infinitely many primes of the form m 2 + n 4 [20] . Subsequently Heath-Brown and Moroz [40] showed that for any irreducible binary cubic form f (x, y) ∈ Z[x, y] with no fixed divisor, there are infinitely many pairs of integers m, n such that f (m, n) is prime. Stunning!
The most desired open problem in this area is to show that
is prime for infinitely many pairs of integers a, b (this is of interest because if 4a 3 + 27b 2 is prime then it is usually the conductor of the elliptic curve y 2 = x 3 + ax + b). One can ask many questions of this type:
− Are there infinitely many pairs of twin primes p, p + 2?
− How about primes of the form n 2 + 1 ?
− Is it true that for any integer N ≥ 3 there is a pair of primes p, 2N − p?
− Are there infinitely many pairs of Sophie Germain twin primes p, 2p+1?
− Are there infinitely many primes of the form a 2 +b 3 +c 5 ? Or 4a 3 +27b 2 ?
We believe we know the answer to all of these questions and any questions like this. To state the general conjecture we must first see when there are only finitely many primes in such sequences. For example there can only be finitely many pairs of primes p, p + 1 because one of these must be even, similarly there can only be finitely many triples of primes p, p + 2, p + 10 because one of these must be divisible by 3. Another good example is n 2 −3n+4, which is always even. So we have to avoid these local difficulties; and the conjecture is that if we can then we have infinitely many tuples of such primes. To be more precise, suppose that f 1 , f 2 , . . . , f k ∈ Z[x 1 , . . . , x n ] are all irreducible, and that there is no fixed prime divisor of f 1 f 2 . . . f k (that is, for any prime p, one can substitute in integer values for the variables so that the product is not divisible by p). Then we call our set of polynomials admissible, and conjecture that there are infinitely n-tuples of integers a 1 , a 2 , . . . , a n such that f j (a 1 , a 2 , . . . , a n ) is prime for each j in the range 1 ≤ j ≤ k.
The only cases in which unconditional results have been proven, have all of the f j linear. For example it has long been known that there are infinitely many triples of primes in arithmetic progression, which corresponds to the triple of polynomials x, x + y, x + 2y. A little more complicated is the lovely example due to Balog [3] , of a 3-by-3 array of primes, with each row and column in arithmetic progression, that is that there are infinitely many simultaneous prime values of the nine polynomials x, x + y, x + 2y,
(notice that each row and each column is a three term arithmetic progression), for example forming the two dimensional 3-by-3 array of primes, (Here each row and each column of each 3-by-3 square, which is a layer of the 3-by-3-by-3 Balog cube, is an arithmetic progression of primes, and also the (i, j)th elements of each of the three 3-by-3 squares form an arithmetic progression of primes for each fixed 1 ≤ i, j ≤ 3: for example, for i = 1, j = 3 we have 719, 653, and 587.) and even with an arbitrary number of dimensions. For many years there did not seem to be methods to go further than three term arithmetic progressions of primes. That all changed with the seminal paper of Green and Tao [34] in 2008 when they showed that there are infinitely many k-term arithmetic progressions of primes and much else besides. One of my favorite consequences (see [31] for this and more) is a neatening up of Balog's theorem, so that the 3-by-3 array can be taken to be the polynomials x + iy + jz, 0 ≤ i, j ≤ 2 such as   5  17  29  47  59  71  89  101  113  and   29  41  53  59  71  83  89  101  113 Moreover one can extend the length of the sides to be length 4, such as   503  1721 2939  4157  863  2081 3299  4517  1223  2441 3659  4877  1583  2801 4019  5237 and even to be of arbitrary side length N , as well as an arbitrary number of dimensions D, for any N, D ≥ 2. Legendre observed that the polynomial X 2 + X + 41 is prime for X = 0, 1, 2, . . . , 39, and although no polynomial can always be prime, one can ask whether there are quadratic polynomials whose first N values are prime. This indeed follows from the work of Green and Tao, though not (yet) for a monic quadratic polynomial. Green and Tao have also proposed a program [34] - [36] to prove a large chunk of the conjecture for linear polynomials: If their program works out then we will know that any set of admissible linear polynomials, such that no two are linearly dependent over the integers, 17 simultaneously take on prime values infinitely often.
A strange polynomial
There is one reducible polynomial worth mentioning in this context, namely
− (e 3 (e + 2)(a + 1)
constructed by several logicians [47] based on ideas of Matijasevic. This polynomial has the remarkable property that, although it is not often positive, when it is, it is prime valued, and every prime is a value of the polynomial. However, from my perspective the polynomial is an artificial construct, indeed it is even reducible, so it is hard to see how this could be of much use to someone exploring the analytic properties of primes, but you have to admire its beauty! These are all examples of sequences that grow exponentially fast and we really don't know what to expect. In the first case, Father Mersenne showed that if 2 n −1 is prime then n is prime, and the participants of Great Internet Mersenne Prime Search (GIMPS) continue to identify primes of this sort. In the second case one can show that if 2 n + 1 is prime then n is a power of 2.
The first five elements of this sequence are prime, and Fermat conjectured that they all are, but Euler showed that that is false; in fact no other primes have been identified in this sequence.
Despite not even knowing how to conjecture the right answer in these cases of exponential growth, there has been spectacular progress recently for other types of sequences that grow very fast. Indeed Bourgain, Gamburd and Sarnak [9, 10] consider the co-ordinates of points under the action of matrices generated by words constructed from a finite set of matrices. In this case it is not so clear how to order the points (in that there are several candidates) so, instead, if the points lie on a variety, their goal is to show that points with prime co-ordinates are Zariski dense on that variety. At the moment, they have some beautiful results for certain expanders, showing that points whose co-ordinates have a bounded number of prime factors are indeed Zariski dense. The key inputs come from the theory of expanders and from sieve methods.
Take any three touching circles each with rational radii r j . Then select the smallest positive integer m such that each m/r j is an integer, and call that the curvature. In certain cases the largest circle that can be inscribed in the "lune" in-between the three given circles also has integer curvature. Then one can inscribe a largest circle in each of the resulting four lunes, each of which also has integer curvature, etc. This gives rise to an infinite sequence of circles of integer curvature, and one can ask about arithmetic properties of their curvatures! Sarnak [55] proves the striking result that infinitely many of these curvatures are prime numbers, and even that there are infinitely many pairs of touching circles each with prime curvature. The mathematics behind this involves the co-ordinates of points under the action of matrices generated by words constructed from four simple matrices in SL(4, Z), namely three that involve swapping the first co-ordinate with any other, and also the matrix whose first column is (−1, 2, 2, 2) and otherwise looks like the identity. Delightful! There has been a very recent and startling development due to Bourgain and Kontorovich [11] : Suppose that S is a subgroup of SL(2, Z) such that the limit set, in the reals, of the orbit of any point in the upper plane, under the action of S, is of Hausdorff dimension > 1 − η for some η > 0. Then almost all admissible 18 primes appear in the bottom right hand corner of some matrix of S. What's more, almost every admissible integer appears in the bottom right hand corner of some matrix of S.
