Covariate balance is crucial for an unconfounded descriptive or causal comparison. However, lack of balance is common in observational studies. This article considers weighting strategies for balancing covariates. We define a general class of weights-the balancing weights-that balance the weighted distributions of the covariates between treatment groups. These weights incorporate the propensity score to weight each group to an analyst-selected target population.
Introduction
Unconfounded comparison between groups is a central goal in many observational studies.
Comparative effectiveness studies aim to estimate the causal effect of a treatment or intervention unconfounded by differences between characteristics of those assigned to the treatment and control conditions under current practice. Noncausal descriptive studies often concern a controlled and unconfounded comparison of two populations, such as comparing outcomes among populations of different races or of cohorts in different years while giving the comparison groups similar distributions of some important covariates. Whether the purpose of the study is causal or descriptive, comparisons between groups can be biased when the groups lack balance, that is, have substantially different distributions of relevant covariates.
Standard parametric adjustment by regression is often sensitive to model misspecification (Rubin, 1979) when groups differ greatly in observed characteristics. Two widely used nonparametric balancing strategies are matching and weighting. Matching links "similar" cases with respect to confounders in observed samples from two groups according to some distance measure (e.g., Mahalanobis distance or differences in propensity score) and the comparison is made based on the matched sample. Weighting methods apply weights to the entire sample of each treatment group to match the covariate distribution of a target population, and the comparison is made between the weighted outcomes. Matching is designed to create local balance for a subset of the observed sample, whereas weighting is designed to create global balance for the target population. In this paper we focus on weighting, and will later show that many-to-many matching can be regarded as a form of weighting.
The current literature on weighting (e.g. Robins and Rotnitzky, 1995; Hahn, 1998; Hirano and Imbens, 2001; Hirano et al., 2003; Imbens, 2004; Crump et al., 2009) largely focuses on the Horvitz-Thompson (HT) weights, also known as inverse-probability weights, originating from survey research (Horvitz and Thompson, 1952) . The HT weight for each unit is the inverse of the probability of that unit being assigned to the observed group. The HT weights correspond to estimands defined on the population represented by the combined treatment and control groups, such as the average treatment effect (ATE) in causal studies. Others have proposed alternative weighting schemes also targeted at some well-defined subpopulations, such as the average treatment effect for the treated (ATT) or for the control group (e.g. Hirano and Imbens, 2001 ).
An operational drawback of inverse-probability weights is that extreme probabilities (close to 0 or 1) introduce extremely large weights, which can dominate the estimates and result in poor balance and very large variance. A common practice is to truncate the extreme weights based on an arbitrary cutoff point, either discarding the sample units with weights beyond the cutoff or setting these weights to the cutoff value. Such ad hoc procedures lack theoretical basis for the choice of target population.
In this article, we first define the class of balancing weights -those that balance the distributions of covariates between comparison groups -and show they can be defined for any prespecified target population. Special cases include the several aforementioned weights. Within this class of weights, we then introduce the overlap weights, which weight each unit proportional to its probability of assignment to the opposite group. Unlike the inverse probability weights, the overlap weights have the advantage of being bounded between 0 and 1. Under mild conditions, the overlap weights minimize the asymptotic variance of the nonparametric estimate of the weighted average treatment effect within the class of balancing weights. We further show that the overlap weights estimated from a logistic model lead to exact (small-sample) balance between the groups in the means of the covariates. The target population corresponding to the overlap weights has a clinical or policy interpretation as the part of the population which currently receives either treatment in substantial proportions. Our work adds to a recent strand of literature (Rosenbaum, 2012; Crump et al., 2009; Traskin and Small, 2011 ) that focuses on comparisons in a subpopulation with sufficient overlap. However, our approach differs in that all units are weighted continuously, rather than making binary decisions to include or exclude units from the subsample being analyzed.
Section 2 introduces the general framework of balancing weights and defines corresponding estimands. Section 3 presents two large-sample properties of the nonparametric weighting estimators, following which we propose the overlap weight in Section 4 and discuss its theoretical and practical properties. In Section 5, we illustrate the proposed method through two applications. Section 6 concludes.
Balancing Weights
Consider a sample or finite population of N units, each belonging to one of two groups for which covariate-balanced comparisons are of interest, possibly defined by a treatment. Let Z i = z be the binary variable indicating membership in groups that may be labeled treatment (z = 1) and control (z = 0). For each unit, an outcome Y i and a set of covariates X i = (X i1 , ..., X iK ) are observed. The propensity score (Rosenbaum and Rubin, 1983 ) is the probability of assignment to the treatment group given the covariates, e(x) = Pr(Z i = 1|X i = x).
In descriptive comparisons, "assignment" is to a nonmanipulable state defining membership in one of two groups, and a common objective is to evaluate the average difference in the outcome in two groups with balanced distributions of covariates. We first define the conditional average controlled difference (ACD) (Li et al., 2013) for a given x as,
For causal comparisons, we adopt the potential outcome framework (Rubin, 1974 (Rubin, , 1978 .
Assuming the standard Stable Unit Treatment Value Assumption (SUTVA) (Rubin, 1980) , which states that the potential outcomes for each unit are unaffected by the treatment assignments of other units, each unit has two potential outcomes Y i (z) for z = 0, 1, corresponding to each possible treatment level, and only one of the two is observed: (1) is a causal estimand-the average treatment effect (ATE) conditional on x:
Both comparisons require the probabilistic assignment assumption, 0 < e(X) < 1, which states that the study population is restricted to values of covariates for which there can be both control and treated units. Assignment mechanisms assuming both probabilistic assignment and unconfoundedness are called strongly ignorable (Rosenbaum and Rubin, 1983) .
Typically in either descriptive or causal comparisons the (potential) outcomes are compared not for a single x but rather averaged over a hypothesized target distribution of the covariates.
Assume the marginal density of the covariates X, f (x), exists, with respect to a base measure µ (a product of counting measure with respect to categorical variables and Lebesgue measure for continuous variables). We then represent the target population density by f (x)h(x), where h(·) is pre-specified function of x, and define a general class of estimands by the expectation of the conditional ACD or ATE τ (x) over the target population:
For descriptive comparisons, τ h is the weighted ACD, and for causal comparisons it is the weighted average treatment effect (WATE) (Hirano et al., 2003) , the term we use henceforth for either case.
Let f z (x) = Pr(X = x|Z = z) be the density of X in the Z = z group, then
For a given h(x), to estimate τ h , we can weight f z (x) to the target population using the following weights (proportional up to a normalizing constant):
, for Z = 1,
, for Z = 0.
(4)
We call this class of weights defined in (4) the balancing weights because they balance the weighted distributions of the covariates between comparison groups:
The function h can take any form, and all weights that balance the covariate distributions between groups can be specified within this class.
Specification of h defines the target population and estimands and determines the weights.
Statistical, scientific and policy considerations all may come into play. When h(x) = 1, the corresponding target population f (x) is the combined (treated and control) population, the weights (w 1 , w 0 ) are the HT weights (1/e(x), 1/(1 − e(x))), and the estimand is the ATE for the combined population,
, the target population is the treated subpopulation, the weights are (1, e(x)/(1 − e(x)), and the estimand is the average treatment effect for the treated (ATT),
the target population is the control subpopulation, the weights are ((1 − e(x))/e(x), 1), and the estimand is the average treatment effect for the control (ATC),
By choosing h from the class of indicator functions, one can define the ATE for truncated subpopulations of substantive interest or with desirable theoretical properties. For example, Crump et al. (2009) proposed to use h(x) = 1(α < e(x) < 1 − α) with a pre-specified α ∈ (0, 1/2) that defines a subpopulation with sufficient overlap of covariates between two groups. Formulation (4) also allows choices of h that are not functions of the propensity score.
For instance, if one covariate x is age, then setting h = 1(a < x age < b) defines a target population of those with ages between a and b. These examples are summarized in Table 1 . 
, 1
3 Large-sample Properties of Nonparametric Estimators
, we can define a nonparametric estimator for the WATE τ h as follows,
Proofs of the following two large-sample results regardingτ h are in the Appendix.
where v z (x) is the variance of Y in a neighborhood dx of x in the Z = z group.
Consequently, if the residual variance is assumed to be homoscedastic across both groups,
Corollary 1. The function h(x) = e(x)(1 − e(x)) gives the smallest asymptotic variance for the weighted estimatorτ h among all h's under homoscedasticity, and as N → ∞,
Under mild regularity conditions on h, the nonparametric estimatorτ h is equivalent to the standard weighted estimatorτ w h with weights normalized in each group (Imbens, 2004) :
with the weights w defined in (4). Therefore, Theorem 1 and Corollary 1 immediately apply toτ w h . In applications, the true propensity score e is unknown and thus is replaced by the estimated propensity scoreê. As shown in Rosenbaum (1987) and Hirano et al. (2003) , a consistent estimate of the propensity score in fact leads to more efficient estimation than the true propensity score.
These theoretical results have some important practical consequences for propensity score weighting analysis. First, calibration of the propensity score model is important: the predicted and empirical rates of treatment assignment should agree in relevant subsets of the covariate space, or else covariate balance cannot be attained. A simple check is to compare predicted and observed rates in deciles (or other convenient intervals appropriate to the amount of data) of the score distribution, in the spirit of Hosmer and Lemeshow (1980) Second, a rich propensity score model, rather than a parsimonious one, is desirable, especially in causal inference applications, because the ignorability assumptions are likely to be violated if the propensity score is only a simple logistic-linear function of the covariates but both the outcome and assignment mechanism are functions of more complex interactions or nonlinear terms. Given this, traditional statistical tests of goodness of fit are only minimally relevant, because the objective of weighting is to balance covariate distributions in the sample, not to make inferences about assignment probabilities in the population. Rather, the limitation on model complexity is imposed by a bias-variance tradeoff. As the model becomes more complex and therefore more predictive, propensity scores move toward 0 and 1, becoming exactly 0 or 1 when the model discovers a separating plane in the data. Thus the weights h(x) = e(x)(1 − e(x)) for many design points move toward zero, reducing the precision of estimates. Analytic judgment is required to decide when further potential reductions in bias are outweighed by the cost in variance. Nonetheless, maintaining the principle of separating design (the weighting model) from analysis (using outcome data), the variance inflation due to model complexity can be approximated by calculating the corresponding ratio for an estimated difference of weighted means assuming homoscedastic data; from (8) this is estimated by
based on the "design effect" approximation of Kish (1965) .
The Overlap Weights
As Rosenbaum (2012) explains, ". . . often the available data do not represent a natural population, and so there is no compelling reason to estimate the effect of the treatment on all people recorded in this source of data. . . " In such cases, applying the HT or ATT weights to the observed sample might not yield an estimate of the average treatment effect of the scientifically appropriate target population. Indeed, the combined or treated population might include individuals that would rarely be considered for one of the treatments, making it meaningless to study the treatment effect including them. For example, a medication might be known to be injurious to patients with certain characteristics. Instead, the natural research interest might lie in the treatment effect on a subgroup who may be exposed to either treatment with substantial probability, that is, whose treatment probabilities are close to neither 0 or 1. In medicine, clinical consensus is ambiguous or divided for such patients, who are said to be in equipoise between treatments, so research on these patients may be most needed. These also might be the units whose treatment assignment would be most responsive to a policy shift as new information is obtained. In these situations, it is natural to "shift the goalpost" (Crump et al.,
2009) towards estimating effects for the subpopulation in the region of covariate space where distributions for the treatment groups overlap.
We define the overlap weights by letting h(x) = e(x)(1−e(x)), implying balancing weights
Following Corollary 1 and under its assumptions, the corresponding nonparametric estimator τ w h has the minimum asymptotic variance among all balancing weights. The overlap weights and the associated target population are illustrated in Figure 1 for two univariate normal populations with equal variance. The upper panel illustrates the target population density f (x)h(x), which is greatest where the treated and control groups most overlap.
The lower panel shows that the ratio h(x) of target to combined population peaks where the propensity score is 1/2, and these weights place more emphasis on units with propensity score close to 1/2, who could be in either group. Hence we call them the "overlap weights," and the corresponding WATE estimand τ h the average treatment effect for the overlap population Statistical advantages of the overlap weights are that they are bounded, unlike the inverseprobability weights, and they are continuously defined and thus avoid arbitrarily truncating weights or excluding units. Moreover, overlap weights based on a logistic propensity score model have an attractive exact (small-sample) balance property. The proof is given in the Appendix.
Theorem 2. When the propensity scores are estimated by maximum likelihood under a logistic regression model, logit e(X i ) = β 0 + X i β , the overlap weights lead to exact balance in the means of any included covariate between treatment and control groups. That is,
..,β k ) is the MLE for the regression coefficients.
While a main effects model guarantees exact equality between groups for the mean of each included covariate, it is advisable to improve balance by including additional derived covariates, guided by prior anticipation of possible effects on outcomes, as discussed at the end of Section 3. These may include interactions and, for continuous variables, terms whose mean balance implies better matching of distributions, such as powers (to enforce equality of moments) or spline terms.
It is easy to construct examples in which the asymptotic variance (7) of estimates using HT weights is infinite. For example, let x ∼ Uniform(0, 1), so f (x) = 1 and let e(x) = x.
Here we illustratively compare HT, truncated HT (retaining cases with .1 < e < .9), and overlap weighting estimators under more plausible assumed distributions by calculating variances of WATE estimates relative to the variance of the unweighted difference of means under homoscedastic errors, for selected univariate distributions F 1 , F 0 (Table 4) . As required by theory, variances with overlap weights are always the smallest. In scenario (1), there is a modest shift of normal distributions; the HT estimator loses efficiency due to extreme weights in the tails, which are excluded by the truncated estimator. With the larger shift between groups in scenario (2), the HT variance is greatly inflated, but the truncated HT weighting removes most of the extreme weights in the tails. In scenario (3) one sample is much larger than the other, which skews the propensity score distribution. This causes an excessive truncation of one tail of that distribution, increasing the variance of the truncated HT estimator. Adaptive modification of truncation points might solve this problem, but no modifications are needed for the overlap (1) N (0, 1) N (1, 1 weighting estimator. In scenario (4) one group has much larger variance, again inflating the HT variance, causing an explosion of weights in the tails of the narrower distribution.
The limiting weighting model with a very large number of observations and parameters is a saturated propensity score model with a dummy variable for each design point (or small neighborhood, for continuous variables). In that case, the overlap weights have a natural connection to regression with fixed effects for each design point. If the sample count for x i in group z = 0, 1 is n zi , the propensity score is e(x i ) = n 1i /(n 0i + n 1i ) and the total overlap weight for each group and hence ofτ (x i ) is n 0i n 1i /(n 0i + n 1i ); however this is exactly the precision weight attached toȳ 1i −ȳ 0i in the fixed-effects OLS model y zi = α i + zτ + zi .
Examples

A Descriptive Comparison: Racial Disparities
This application to estimation of racial disparities in medical expenditure uses data similar to is a strong predictor in the propensity score model, so this individual's propensity score is very close to 1. Thus HT weights give over 30% of the weight for Asians to one atypically obese Asian woman, which is clearly problematic. On the other hand, the largest overlap weight only counts for 0.08%. The common practice to avoid extreme weights when using HT weighting is to truncate these propensity scores, but this can make estimates very dependent on the choice of the cutoff point. For illustrative purposes we continue here with untruncated weights. We measure covariate mean balance for each covariate by the absolute standardized bias (ASB), that is, absolute difference in the means of the weighted covariate between Whites and minority divided by the unweighted standard error:
where s 2 z is the variance of the unweighted covariate in group z. For unweighted data, this is the standard two-sample t-statistic. We use an unweighted standard error in the denominator to allow for fair comparisons across weighting methods. If the numerator and denominator were both to vary with weighting method, a smaller ASB could be due to either better covariate balance or an increased standard error. 
A Causal Comparison: Right Heart Catheterization
Right heart catheterization (RHC) is a diagnostic procedure for directly measuring cardiac function in critically ill patients. Though useful for directing immediate and subsequent treatment, RHC can cause serious complications. In an influential study Connors et al. (1996) used propensity score matching to study the effectiveness of right heart catheterization (RHC) with observational data from Murphy and Cluff (1990) . The study collected data on 5735 hospitalized adult patients at five medical centers in the U.S., 2184 of them assigned to the treatment (Z i = 1), receipt of RHC within 24 hours of admission, and the remaining 3551 assigned to the control condition (Z i = 0). The outcome was survival at 30 days after admission. Based on information from a panel of experts, a rich set of variables potentially relating to the decision to use RHC was collected. Connors et al. (1996) describes the study, which has been since intensively re-analyzed, as in Hirano and Imbens (2001) The comparison in the RHC study is causal in the sense that the treatment-application of RHC-is manipulable (Rubin, 1986) . Among the 72 observed covariates (21 continuous, 25 binary, 26 dummy variables from breaking up 6 categorical covariates), distributions of several key covariates differed substantially between the control and treatment groups in (Hirano and Imbens, 2001 , Table 2) ). For example, the treated group has a much higher average APACHE (Acute Physiology and Chronic Health Evaluation) score, signifying greater severity of disease at admission. The majority of the treated units have propensity scores larger than 0.5 and the majority of the control units have propensity scores smaller than 0.5 (Crump et al.,
2009, Figure 1 ). Most previous analyses focus on the ATT, that is, the average causal effect of applying RHC for the patients who received RHC. In this study, arguably it would also be of interest to estimate the effects of RHC for the "marginal" subjects, who might or might not have been treated. Such estimates provide useful information for assigning treatments for the population with no clear propensity to a group in similar later studies. Towards this goal, Rosenbaum (2012) proposed an optimal matching strategy to choose the match with the most treated subjects that has adequate balance. Crump et al. (2009) limits the weighting analysis to a subsample with estimated propensity score truncated to the interval [0.1, 0.9] to ensure good overlap. However, both methods involve dropping some units and the truncation rule depends on the propensity scores, which may be hard to interpret in practice (Traskin and Small, 2011) .
As in previous studies, we estimate the propensity score under a logistic model with main effects of all the 72 covariates, based on which we calculate the HT, ATT and overlap weights.
We calculate the ASB for each covariate after applying the overlap, HT, and ATT weights ( Figure 5 ). Each set of weights improves mean balance compared to the unweighted data, and the overlap weights lead to the best balance. Figure 5 : Boxplots for the absolute standardized differences for covariates under each weighting method in the RHC study.
The causal effects estimated fromτ w h using the three weights are shown in Table 4 . For comparison, we include results from the method of Crump et al. (2009) for HT weighting with optimal truncation, and Rosenbaum's optimal matching method. The standard errors are estimated from the bootstrap procedure in Crump et al. (2009) with 5000 replicates. All the estimates suggest that applying RHC leads to a higher mortality rate than not applying RHC.
Overlap weighting and optimal truncation lead to the smallest standard errors. Overlap weighting and optimal matching give similar point estimates, around 10% larger than those from the other methods. We conclude with a discussion of possible extensions of the weighting methodology.
Multiple Groups
The results of Section 3 readily extend under the same assumptions to optimizing a common target distribution f (x)h(x) for comparisons of J > 2 groups (Imbens, 2000; Imai and van Dyk, 2004) . Suppose e j (x), j = 1, . . . , J are conditional probabilities of assignment to group j, with e j (x) = 1, and that the objective is to minimize the sum of the variances of weighted group means. Then the balancing weights are w j (x) = h(x)/e j (x), and under the conditions of Corollary 1 they are optimized for h(x) ∝ ( 1/e j (x)) −1 . Extensions to ( 
Sampling-Weighted Data
When probabilities of selection of cases into the observed sample vary (in particular, within groups), sampling weights are defined as the inverse probabilities of selection. Two basic approaches may be taken to propensity score analysis with sampling-weighted data: ignoring the weights, or incorporating the weights into the propensity-weighting analysis (Zanutto, 2006; DuGoff et al., 2014) . In the latter approach, the propensity score model e S (x) is estimated using sampling-weighted estimators, and then each observation i with sampling weight W i and corresponding balancing weight w S (x i ) is weighted by w S (x i )W i , where
These approaches have close analogs in regression analysis of sampling-weighted data, in which context use of weights is hotly debated (Gelman, 2007, and discussion) . In either case, the argument for the validity of the weighted estimator is that the weighted sample distribution is an unbiased and consistent estimator of the finite population distribution, and the estimation procedure (regression or propensity score weighting) is consistent when applied to the finite population. On the other hand, a price is paid for use of the sampling-weighted estimator if the combined weights w S (x i )W i are more variable than the propensity-score weights from the unweighted model w U (x i ), as is likely to be the case, because greater variation in weights typically is associated with increased variance.
Furthermore, with weighted data the variance estimator and optimality arguments in Section 3 must be modified because the variance ofȳ z (dx) is no longer dependent only on sample size, but also on the weight distribution.
The fact that unconfounded comparison depends only on sample balance, not population balance, makes it appealing to ignore the weights and work only with the unweighted samples without explicit reference to the populations from which they are drawn. The problem here is that the unweighted meanȳ(dx) can only be assumed to be an unbiased estimator ofȲ (dx)
if sampling is ignorable, Y ⊥ W | X. Otherwise, the weights carry information about the distribution of Y that is lost in unweighted sample means conditional only on X, often because the sampling probabilities depend in part on variables that are confidential or too difficult to encode, such as residential address. The plausibility of ignorability conditional on available X then becomes a crucial issue for validity of unweighted propensity score analysis. A lively stream of current research has sought to devise methods for recovering this information from the weights without the inefficiency of the standard analysis (Zheng and Little, 2005) . Application of these approaches to propensity-score weighting could be a productive area for future research.
Weighting and Matching
Since matching is the most widely used nonparametric adjustment method in practice, it is appropriate to compare it to weighting.
Weighting is a "top-down" approach in the sense that it is designed to create global balance for the target population, with increasingly detailed balance appearing as a product of more complex models. Weighting (especially using overlap weights) thus has completely predictable behavior in aggregate.
In contrast, matching is a "bottom-up" approach in the sense that it creates local balance by matching nearby cases, and balance at more aggregated levels is a by-product if the matching is successful. The balance obtained by matching is thus a function of the tuning parameters of the algorithm and features of the covariate distribution, and while balance can be checked, its relationship to these parameters may be somewhat opaque. The compensating benefit is that matching might at least approximately balance distributions in directions orthogonal to the estimated propensity score, improving robustness against deficiencies of the propensity score model. In effect, matching may incorporate high order interactions which could only be incorporated into a propensity weighting model with a very large number of parameters.
Both matching and weighting involve some assumptions of smoothness. Matching analysis assumes that units that are nearby in multivariate space have similar potential outcomes, so the differences between matched treatment and control cases have negligible aggregate effects. In high-dimensional space, however, the distances between nearest matches might still be quite large, and if the distributions of some covariates are very different in the two "treatment" groups, systematic differences might remain after matching. Weighting approaches rely on the more global smoothness of response functions, which makes them close locally to additive models whose approximate sufficient statistics can be balanced by weighting.
Despite these differences, overlap weighting is in a sense asymptotically equivalent to matching. Consider a sequence of increasingly large datasets from some discrete or continuous generating distribution. The corresponding weighting analyses might be a sequence of increasingly complex models that converge to a model with indicators for each design point or small neighborhood, while the matching criterion of closeness is correspondingly tightened to require exact matching on the same discrete design points or continuous neighborhoods.
A many-to-many match at this limit would use weights equivalent to the balancing weights described at the end of section 4. In one-to-one matching, the "excess" observations in a neighborhood from one group might be discarded, yielding estimates from a target distribution f (x)h(x) ∝ min(f 1 (x), f 0 (x)) which is a form of overlap but uses the data less efficiently than our proposal.
The more parametric specification of weighting gives it more capacity for dealing with some complex data structures. For complex survey data with sample weights, weighting may be more conceptually and practically straightforward than matching, although not without complications, as discussed in the previous subsection. Multilevel data with many small clusters could also pose a challenge to matching. Restricting matches to pairs within the same cluster might not leave enough matching options to obtain good covariate balance, while ignoring the clusters could lead to imbalance on unobserved cluster covariates. With suitable weighting models, cluster and covariate balance can be obtained simultaneously (Li et al., 2013) .
The complementarity of these strengths suggests that in some settings a hybrid approach might combine the virtues of matching and weighting: matching followed by an overlap weighting adjustment of the matched sample to eliminate residual imbalance. A similar approach for substitution sampling followed by regression adjustment in surveys was proposed by Rubin and Zanutto (2002) .
Therefore, for any k = 1, . . . , K, we have
