Abstract. We propose two variants of tailored finite point (TFP) methods for discretizing two dimensional singular perturbed eigenvalue (SPE) problems. A continuation method and an iterative method are exploited for solving discretized systems of equations to obtain the eigen-pairs of the SPE. We study the analytical solutions of two special cases of the SPE, and provide an asymptotic analysis for the solutions. The theoretical results are verified in the numerical experiments. The numerical results demonstrate that the proposed schemes effectively resolve the delta function like of the eigenfunctions on relatively coarse grid.
Introduction
Consider the following eigenvalue problem −ε 2 ∆ψ(x)+V(x)ψ(x) = λψ(x), ∀x ∈ R n , (
where ψ(x)→0 as |x|→∞, n=1,2,3, ε 2 >0 is a small diffusion coefficient or the half of the square of Planck constanth 2 /2, and V(x) ≥ 0 is a given trapping potential function. This problem describes the wave function of one free particle under some nonnegative potential V(x) (see [17, pp. 143] ). The function ψ represents a quantity of the wave function of the quantum system, and |ψ| is the probability amplitude with R n |ψ| 2 dx = 1, the mass conservation constraint for the wave function. Our concern in this paper is to study the analytic and numerical solutions of the eigenvalues and eigenfunctions of the SPE when ε 2 is small. In [2] ,Ávila and Jeanjean studied a singular perturbed convection-reaction problem, −ε 2 ∆u+V(x)u = f (u), and showed that the solution u ∈ H 1 (R n ) concentrates at x 0 where is the local minimum of the potential V(x) when ε 2 approaches to zero. In this paper, we provide a mathematical analysis on the eigen-pairs of the SPE for two special cases: a constant potential and a harmonic potential, namely V =|x| 2 /2, and show that the square of eigenfunction of the SPE with a harmonic potential converges to a Dirac delta function weakly as ε 2 approaches to zero. In such case, traditional discretization methods such as central difference method and Galerkin finite element method yield inaccurate oscillatory solutions around the steep gradients.Thus, it is interesting to consider the design of robust and accurate scheme for solving the SPE numerically, whereas the solution contains steep gradients.
In [5, 6, 9] , the tailored finite point (TFP) method was first proposed for the numerical solutions of singular perturbation problems with boundary layers. Later the TFP method has systematically been implemented for convection-dominated convection diffusion problems [7, 8, 10-14, 18, 19] . The TFP method gives an accurate computation of some features of the solution, particularly for small ε, without requiring a small meshsize. In this paper, we propose and implement two variants of TFP methods for solving the SPE. The numerical results are compared with those obtained from finite element method (FEM) to show the robust of our schemes. This paper is organized as follows. In Section 2, we provide an asymptotical analysis for the eigen-pairs of the SPE in unbounded domain and bounded domain for some special cases. In Section 3, we derive two variants of TFP schemes for solving the SPE. In Section 4, we propose a continuation method and an iterative method for solving the discretization system of equations discretized by two variant TFP schemes, respectively. In Section 5, we examine the results of numerical experiments and demonstrate the robustness and accuracy of our proposed numerical methods. 2) and the corresponding eigenfunctions
We are interested in the properties of the eigenvalues {λ k } ∞ k=1 and corresponding eigenfunctions {u ε k (x)} ∞ k=1 as ε → 0 + . Here we will study the asymptotical behavior of the eigenvalues and corresponding eigenfunction for some special cases. Furthermore, assume the given function V(x) is homogeneous, namely
for all x ∈ R n , k ∈ R + and γ ∈ R + . Introduce a new variable ξ,
Namely,
with β > 0 to be determined in the following. Then
where λ, u(x) are a pair solution of Problem (2.1). From Problem (2.1), we obtain
, λ = β γ µ and the Problem (2.6) can be rewritten as 
and the corresponding eigenfunctions 
We now discuss the limits of λ ε k and u ε k as ε → 0 + .
Theorem 2.2. For a fixed positive integer k, the limits
Proof. The result (2.9a) is directly obtained from (2.8a). We only need to prove (2.9b). For any φ(x) ∈ C ∞ 0 (R n ), we consider the integral
, we know that
From (2.11), we obtain
So, we complete the proof of the theorem.
The singular perturbed eigenvalue problem on a bounded domain
Consider the following singular perturbed linear eigenvalue problem
with 0 < ε ≪ 1, n = 1, 2, 3, the given function V(x) ∈ C(Ω) and V(x) ≥ 0, ∀x in a bounded domain Ω contained the origin. Following [3] there exist the eigenvalues
of Problem (2.13) and the corresponding eigenfunctions
We give two special examples to present the asymptotical behavior for Problem (2.13). The first example is for constant potential with V(x) = V 0 .
Let the eigenvalue λ = V 0 +ε 2 µ. This leads to 16) which the eigenvalue µ and the corresponding eigenfunction u are independent of ε. Suppose the eigenvalues of Problem (2.16)
and the corresponding eigenfunctions
Then we know λ ε k is an eigenvalues of (2.15) and the corresponding eignfunction u k (x). Thus, it is not difficult to solve it numerically.
For the second special case, the given function V(x) ≥ 0 is homogeneous, namely 17) and let the domain Ω = (−1,1) n . Introduce the new variable ξ,
Namely x = βξ, with β > 0 to be determined in the following. Similarly as above, let u(x) = u(βξ) := β −n/2 w(ξ) and Ω β = (−1/β,1/β) n . From Problem (2.13), we obtain
, λ = β γ µ, and the Problem (2.18) can be re-written as
The eigenvalue Problem (2.19) is dependent on β since Ω β = (−1/β,1/β) n . Thus we have 20) corresponding to the eigenfunctions 
are the eigenvalues corresponding to the eigenfunctions
of the following eigenvalue problem
From Conjecture 2.1, we obtain the following conjecture directly.
Conjecture 2.2.
For a fixed positive integer k and γ > 0, the following limits exist:
In this section we only discuss the asymptotic properties of SPE (2.1) and SPE (2.13) for some special potential V(x). In the above discussion, we can see that the asymptotic properties of SPEs are strongly dependent on the potential function V(x). For the general potential V(x), this problem is still open.
Numerical methods
In this section we consider the numerical solutions of singular perturbed eigenvalue Problem (2.13), namely,
where Ω ∈ R n is a bounded domain with smooth boundary ∂Ω.
In the case, V(x)
For the case, V(x) = V 0 , we first consider the numerical solution of eigenvalue Problem (2.15), which is independent of ε. The eigenvalue Problem (2.15) can be solved numerically by the traditional methods. For example, finite element methods is used [3] , we can get numerical solutions of (2.15),
corresponding to the eigenfunctions
It is well known that
where · denotes the usual L 2 norm.
are the eigen-pair of (2.15). Furthermore, we obtain the error estimates:
where the constant C is independent of ε.
In the general case, V(x)
The eigenfunctions u ε k (x), k = 1,2,··· , of Problem (2.13) strongly depend on the small perturbed parameter ε, and for
is large and in order of O(1/ε). It is necessary to introduce a new approach for solving the singular perturbed eigenvalue Problem (2.13). For the simplicity, suppose that Ω = (−l,l) 2 is a rectangular domain. Taking h = l/M with positive integer M. Let the grids x j,k = (x 1,j ,x 2,k ) ∈ Ω with the partitions (2.13), we obtain the approximated differential equation
which is a second order elliptic equation with constant coefficients.
Numerical scheme: TFP-I
On each cell Ω j,k , we now construct numerical scheme 1.
3) can be re-written as
and equivalently in the polar coordinate with the origin at x jk ,
The general solution of (3.4) is given by
which is a Helmholtz equation, and equivalently in the polar coordinate with the origin at x jk ,
Hence, the general solution of (3.7) is given by
where J k are the Bessel functions of the first kind. 9) and it leads to 10) and the general solution is expressed by
where I k is the modified Bessel function of the first kind.
For simplicity, we let p 0 = x j,k and the four neighboring points in counter-clock-wise order defined by
Let L h be the approximation for the elliptic operator in (3.3) and let U i be the approximation value of eigenfunction at p i . Following the tailoring methodology, the 5-point tailored difference operator is 12) where the coefficients {α i } i=0,1···,4 to be determined by 13) for anyũ selected from the sets of the first 4 basis functions of the series solution, respectively. Namely, the selected four dimensional space
with the basis functions
By the condition (3.13), we obtain four equations for five constants α 0 , α 1 , α 2 , α 3 and α 4 , and it arrives at
(3.14)
In the case λ > V 0 , we have
This leads to
and thus the difference formula is
Similarly, in the case λ < V 0 ,
and we obtain
and the difference formula is
In the case λ = V 0 , we have 17) and it leads to
Thus it leads to
which is the standard central difference scheme for Laplace equation −∆u = 0, Then the TFP-I scheme leads to a nonlinear eigenvalue problem
Find an eigen-pair u ∈ R N , and λ ∈ R + , such that 18) and for the case V(x) = V 0 ,
where D 1 , I are matrices with size (2M−1), I is the identity matrix, and
In Section 5 we present a continuation method for solving the eigenvalue Problem (3.18).
Numerical scheme 2: TFP-II
In this subsection, we develop an iterative TFP scheme for solving the singular perturbed eigenvalue problem. Suppose that we have an approximate eigenvalue λ * (for example, λ * ≈ λ 1 ). On each cell Ω j,k , 0 ≤ j,k < M, the differential equation has been approximated by
and it has been rewritten as
Furthermore, the differential equation is approximated by
This is a nonhomogeneous equation. Let We now construct a new four dimensional space
Similarly, we obtain the coefficients β 0 , β 1 , β 2 , β 3 and β 4 of the difference formula to satisfy
In the case λ * < V 0 , we have
. Similarly, for the case λ * > V we obtain 1+cos(κh) ).
Taking β 0 = 1 and we obtain the difference equation
Thus we have a difference scheme 
Next consider the Problem (3.19) and let b = (λ−λ * )U 0 . This leads to
Then the TFP-II scheme derives to a generalized eigenvalue problem
Find an eigen-pair u ∈ R N , and λ ∈ R + , such that
and for the case V(x) = V 0 ,
where D 2 , E are matrices with size (2M−1), E = ε 2 I/h 2 , Q = 4ε 2 /h 2 +F for
and B ∈ R N×N is a diagonal matrix with the diagonal entries F. Similarly as in TFP-I scheme, when 0 ≤ κh ≪ 1, the scheme (3.30) is reduced to the standard five point finite difference scheme
Note that the discretized matrix A 2 is symmetric. Thus we can use a parallel Cholesky factorization for a block tridiagonal matrix (see [4, pp. 144] ) while solving the eigenvalue problem by using an inverse and Rayleigh quotient iteration. This will be discussed in next section.
Solve the nonlinear system of eigenvalue problems

A continuation method for TFP-I
The system of eigenvalue Problem (3.18) discretized by TFP-I scheme is expressed by
which is nonlinear in terms of a mixture of eigen-pair and the given potential function. To find the eigen-pair, we propose the continuation method as follows.
Assume that the eigen-pair (u, λ) is parameterized by the arclength s. Then there exists a set c for the solution curve
Denote the derivatives of F by
We implement the continuation method [1] for solving Eq. (4.1). For a point of the admissible set y i = (u i ,λ i ) ∈ R N+1 on the solution curve c, the Euler's predictor is
where δ i > 0 is the step size, and t i ∈ R N+1 is the unit tangent vector of the solution curve at the point y i obtained from solvingÂ
For the case V(x) = V 0 ,
where
Note that the last row ofÂ is to keep the orientation and to control the local curvature, so it imposes the constraint t T i−1 ·t i = 1, for i = 1, 2, ···. Next, the corrector step is performed to project the i+1th iterate on the solution curve. The Newton iteration is
We state a continuation algorithm for solving Eq. (4.1) as follows. 
End of i-loop.
A shifted inverse iteration for TFP-II scheme
In this subsection we introduce a shifted inverse iterative method (SII) for Eq. (3.31). Here we select the shift parameter from the previous iterate. Assume at the i step there is a given eigenvalue λ (i−1) , and we consider an iterative scheme for the eigen-pair (λ (i) , u (i) ) by solving
Since A 2 (λ (i−1) ) is symmetric and B(λ (i−1) ) is a diagonal matrix Eq. (4.7) can be solved rapidly by the inverse and Rayleigh quotient iteration (IRQI). The IRQI proposed by Szyld [20] is an effective technique for computing selective eigenvalues of generalized eigenvalue problems. If the starting vector for the IRQI is such that the Rayleigh quotient is close to the eigenvalue we wish to compute, then the sequence generated by the IRQI is monotonically decreasing which guarantees the rate of convergence can reach up to be cubic [21, pp. 72] . Assume that starting vector u (0) for the IRQI is such that its Rayleigh quotient is close to the desired eigenvalue µ (i) := λ (i) −λ (i−1) , then u (0) is an approximation for the eigenvector associated with the desired eigenvalue µ (i) of A 2 u = µBu. We state the IRQI as follows. • Input:
• (v 0 , µ 0 ) := a given initial eigen-pair.
• let ǫ 1 ,ǫ 2 be the tolerance for the approximate eigenvalue and eigenvector, respectively.
• For j = 1, 2, ···, do
. Thus we solve Eq. (4.7) repeatedly via Algorithm 4.2 until for some integer k the value µ (k) satisfying the stopping criterion. Hence we obtain the desired eigen-pair (u, λ) and the eigenvalue is positive with
Numerical experiments
In this section we present the numerical results to show the performance of TFP-I and TFP-II schemes for computing the eigen-pairs. We denote the numerical solutions u
k (x) for the k-th eigen-pair for constant ε and the mesh-size h. Let the computational domain be uniformly partitioned for square meshes. The stopping criteria for using in the continuation method and the SII are 10 −12 . All the experiments were performed on a workstation with Intel Xeon W3690 CPU using MATLAB R2010A with double precision arithmetic. The accuracy tolerance for the floating point number system is 2.2204E-16.
Problem 5.1. V is a constant.
In the first test problem, the first special case is using a constant potential and let V 0 = 1. Let the computational domain Ω = (−5,5) 2 . The exact eigen-pairs of Problem (2.15) are
Note that the eigenfunctions are independent of ε, which agrees with our theoretical analysis in Section 3.2 for V(x) = 1. We let the mesh-size h = 1/4. Fig. 2 plots the three dimensional structure of numerical solution of the first eigenfunction obtained by TFP-II method, and Fig. 3 shows that the convergence for the SII for solving TFP-II exponentially even for various ε since the eigenfunctions are independent of ε 2 . Table 1 shows the errors in max norm by using FEM, TFP-I and TFP-II. The errors of these three schemes for evaluating the eigenfunctions are all under the machine error, and the first eigenvalue of using TFP-I is more accurate than another two schemes. The results agree with the analysis in Section 3.2, and it is not difficult for numerical schemes to solve this problem with smooth eigenfunctions. We test the numerical schemes for the second special case by using a harmonic potential
and this problem is a well-known in quantum mechanics called a harmonic oscillator. For a fixed ε > 0 the exact eigen-pairs of an unbounded domain are
for m,n = 0,1,2,···, where
is the Hermite polynomial of order n (see [16, Chapter 4] ). First, we examine the asymptotic behaviors of the numerical eigenfunctions as ε 2 approaches to zero. The selected computational domain Ω = (−2.5,2.5) 2 , thus the boundary value of eigenfunction is set to zero (with error far below the machine tolerance) on this computational domain. Fig. 4 plots the three dimensional structure for the first three eigenfunctions of Problem 5.2 for various ε 2 by using TFP-II with the constraint u 2 = 1. These results indicate that the square of eigenfunction approaches to a Dirac delta function δ(x) weakly as ε 2 approaches to zero, which has been described in the Conjecture 3.2.
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We let the mesh-size h = 1/50. For doing numerical computation we let V =1.E+20 instead of the infinity when (x 1 ,x 2 ) ∈ Ω\D. By using TFP schemes we obtain the first eigen-pair for ε 2 = 1.E-2, 1.E-4, 1.E-6, and 1.E-8. Table 4 indicates the eigenvalue is decreasing in proportion to the decreasing of ε 2 . Figs. 8-9 show the structure of numerical solution of the first eigenfunction. The eigenfunction approaches to a function (independent of ε 2 ) as the ε 2 value decreases to zero, and the eigenfunction around x = ±0.5 will become sharper as ε 2 is decreasing. This experiment show that TFP schemes can resolve the eigenfunction pretty well even though the potential is discontinuous.
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