





ABNAHMETESTGETRIEBENE ENTWICKLUNG VON 
EREIGNISBASIERTEN ANWENDUNGEN 
- 





zur Erlangung des akademischen Grades Doktoringenieur (Dr.-Ing.) 
 
 
Vorgelegt an der  







 Johannes Weiß (M.Sc.)  
geboren am 19. September 1979 in München 
 
 
Betreuer: Prof. Dr. rer. nat. habil. Dr. h. c. Alexander Schill 
 
München, 31. Januar 2017 





Die Menge an verfügbaren, elektronisch auswertbaren Informationen nimmt stetig zu. 
Mobiltelefone mit unterschiedlichsten Sensoren, soziale Netzwerke und das Internet der Dinge 
sind Beispiele für Erzeuger von potentiell interessanten und verwertbaren Daten. Das Themenfeld 
der ereignisverarbeitenden Systeme (Event Processing – EP) bietet Technologien und Werkzeuge 
an, um eintreffende Daten, sog. Ereignisse, in nahezu Echtzeit zu verarbeiten. So können z.B. 
Muster in den Ereignissen erkannt werden. Durch die Erstellung von abgeleiteten Ereignissen 
können somit weitere Systemen auf diese Mustererkennung reagieren. So können u.a. 
zeitbasierte Funktionalitäten realisiert werden, wie z.B. das Überwachen von Aktienkursen in 
einem definierten Zeitraum. Im Gegensatz zu einem nachrichtenorientierten 
Kommunikationssystem können in EP-Anwendungen fachlich relevante 
Anwendungsfunktionalitäten umgesetzt werden. Die Validierung dieser Anwendungen durch 
Fachexperten gewinnt dadurch eine gesteigerte Bedeutung. Die abnahmetestgetriebene 
Entwicklung (Acceptance Test Driven Development – ATDD) ist eine Methode der agilen 
Softwareentwicklung und fokussiert sich auf die Integration von Fachexperten in die Erstellung 
und Auswertung von automatisierbaren Testfällen. Neben dem Potential der Automatisierung 
von manuellen Regressionstests liegt in der Methode die Möglichkeit den Wissenstransfer 
zwischen Entwicklern und Fachexperten zu verbessern.  
Die vorliegende Arbeit leistet mehrere Beiträge zur Untersuchung von ATDD im Bereich der 
EP-Anwendungsentwicklung. Zunächst wurden Anforderungen für eine entsprechende 
Werkzeugunterstützung auf Basis der Eigenschaften von EP-Anwendungen ermittelt und der 
Produktqualitätsklassifikationen funktionalen Eignung, Modularität und Benutzbarkeit 
zugeordnet. Im Rahmen einer systematischen Literaturrecherche wurden Ansätze aus der 
Literatur sowie die Werkzeugunterstützung der vorhandenen Produktlösungen analysiert. Dabei 
wurde deutlich, dass die verwandten Lösungen die identifizierten Anforderungen nicht 
ausreichend erfüllen. 
Dadurch motiviert wurde eine Testbeschreibungssprache sowie ein ausführendes, verteiltes 
Testsystem konzipiert und formal beschrieben. Die Testbeschreibungssprache bietet Kommandos 
zur produktunabhängigen Spezifikation von Testfällen an. Mit Hilfe des Testsystems ist es 
möglich, diese Testfälle gegen EP-Produktlösungen auszuführen.  
Anhand von ausgewählten Fallstudien und einer prototypischen Umsetzung des 
Lösungsansatzes wurde eine Validierung vorgenommen. Dabei wird ersichtlich, dass der 
vorgestellte Lösungsansatz den aktuellen Stand der Technik hinsichtlich funktionaler Eignung und 
Modularität in diesem Anwendungsbereich übersteigt. 
Die Benutzbarkeit wurde anhand von zwei Benutzerstudien tiefergehend untersucht. Dabei 
sind erste Erkenntnisse über die praktische Nutzung der Testbeschreibungssprache sowie 
zukünftige Fragestellungen aufgedeckt worden. In der ersten Studie wurde das Verstehen von 
Testfällen untersucht und dabei die automatisierbare Testbeschreibungssprache mit einer 
klassischen Testbeschreibungsvorlage verglichen. Hinsichtlich der Bearbeitungsdauer wurde ein 
signifikanter Effekt zugunsten der automatisierbaren Sprache ermittelt. Die zweite Studie 
betrachtet das Spezifizieren von Testfällen. Auch hier wurden Vorteile hinsichtlich der 
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Die Menge an verfügbaren, elektronisch auswertbaren Informationen nimmt stetig zu. 
Mobiltelefone mit unterschiedlichsten Sensoren, Börsendaten, Nachrichten aus sozialen 
Netzwerken, das Internet der Dinge, offene Schnittstellen zu Banken, Behörden sowie 
wachsende unternehmensinterne Stamm- und Bewegungsdaten sind nur einige Beispiele. 
Insgesamt wird eine Verdopplung des jährlichen Volumens neu erzeugter oder kopierter Daten 
nach jeweils zwei Jahren erwartet1. In dieser Masse der bewegten Daten finden sich für 
Unternehmen viele Chancen aber auch Bedrohungen. Eine Herausforderung liegt darin, die 
relevanten Informationen aus den Datenmengen zu extrahieren und darauf zeitnah reagieren zu 
können. Unternehmen, die in der Lage sind diese Entscheidungen automatisiert und möglichst in 
Echtzeit zu treffen, können sich dadurch einen entscheidenden Wettbewerbsvorteil sichern. 
Zum Beispiel im Bereich des automatischen Handels an den Börsen dieser Welt entscheiden 
schon heute Millisekunden über eine erfolgreiche oder an einen Wettbewerber verlorene 
Transaktion. Die Anforderungen an ein IT-System, das sich mit diesen Herausforderungen 
befassen soll sind vielfältig. Es muss große Mengen an Daten effizient bearbeiten können, reaktiv 
arbeiten, die Regeln anhand der die relevanten Informationen entdeckt werden, müssen leicht 
änderbar sein [1][2].  
Der Bereich der ereignisverarbeitenden Systeme (Event Processing – EP) bietet hierfür Lösungen 
an. Eintreffende Daten werden als Ereignisse gesehen. Sie stehen für Änderungen in der Welt 
und beinhalten somit potentiell relevante Informationen (z.B. die Änderungen eines 
Börsenkurses). Diese Ereignisse können durch EP-Systeme anhand von programmierten Regeln 
ausgewertet werden. Im Gegensatz zu traditionellen Systemen, in denen eine Verarbeitung aktiv 
angestoßen werden muss, werden Regeln in EP-Systemen kontinuierlich ausgeführt. Damit wird 
eine zeitnahe Reaktion in naher Echtzeit ermöglicht. Die Funktionalitäten, die mit diesen Regeln 
umgesetzt werden können, sind vielfältig. Neben der Filterung, Projektion und Anreicherung 
stehen hier vor allem auch Korrelation, Aggregation und rekursive Verarbeitung im Vordergrund. 
Durch entsprechende Funktionalitäten ist es möglich Muster in den eintreffenden Ereignissen zu 
erkennen und darauf zu reagieren. Die Anwendungsdomänen von Event Processing sind 
vielfältig, hinsichtlich der elektronisch verfügbaren Daten nahezu unbegrenzt.  
Die bestehende Forschung hat eine Vielzahl von Ansätzen, Modellen und Produktlösungen zur 
Realisierung von EP-Systemen hervorgebracht [3]. Kommerzielle Produkte von unterschiedlichen 
Herstellern sind auf dem Markt verfügbar und bieten umfassende Entwicklungs- und 
Ausführungsumgebungen zur Realisierung und zum Betrieb von EP-Anwendungen, vgl. z.B. Tibco 
Streambase2, Oracle CEP3 oder als quelloffener Vertreter Espertechs Esper4. Hersteller von EP-
Frameworks versprechen eine effiziente Entwicklung von EP-Anwendung durch spezielle Anfrage 
bzw. Regelsprachen, durch Werkzeugunterstützung und den entsprechenden 
Ausführungsframeworks. Dies stellen zugrundeliegende Funktionalitäten, wie z.B. Threading, 
                                                          
1
 Siehe hierzu die Studie „Das digitale Universum“ der ECM/IDC aus dem Jahre 2014,  
http://germany.emc.com/leadership/digital-universe/index.htm, zuletzt abgerufen am 04.03.2016 
2
 http://www.tibco.com/products/event-processing/complex-event-processing/streambase-complex-
event-processing , zuletzt abgerufen am 04.03.2016 
3
 http://www.oracle.com/technetwork/middleware/complex-event-processing/overview/index.html, 
zuletzt abgerufen am 04.03.2016 
4
 http://www.espertech.com/esper/, zuletzt abgerufen am 04.03.2016 
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Scheduling und Verwaltung von Ereignisdaten bereit und abstrahieren diese für die 
Anwendungsprogrammierung. Die Anwendungsentwicklung befasst sich somit zunehmend mit 
fachlicher Funktionalität und nicht mehr mit den erwähnten grundlegenden technischen 
Mechanismen. Nach einer Kundenumfrage wünschen sich befragte Unternehmen, dass 
zukünftig entsprechende Funktionalitäten eher von Fachexperten und Lösungsarchitekten 
anstatt von klassischen Entwicklern programmiert werden sollen [4, S. 306f]. 
Unter dem Namen einer agilen Softwareentwicklung wurden traditionelle Vorgehensmodelle, 
wie das Wasserfallmodell oder das V-Modell in Frage gestellt und ein iteratives, inkrementelles 
Vorgehen propagiert. Im Rahmen der Qualitätssicherung wurden zudem 
Qualitätssicherungsmaßnahmen wie das Testen von Software im Sinne der dynamischen Analyse 
in einen neuen Fokus gerückt. So wird ein Test-First-Vorgehen propagiert, welches die Erstellung 
von automatisierbaren Testfällen vor die eigentliche Implementierung der Funktionalität stellt 
[5]. Als wohl bekanntester Vertreter eines Test-First-Vorgehens ist das Test-Driven-Development 
zu nennen [6]. Entwickler schreiben und erweitern abwechselnd Unit-Testfälle und 
Programmcode, so dass der neu erstellte Testfall mit dem Programmcode erfolgreich ausgeführt 
werden kann. Dabei soll der Testfall (und der Code) inkrementell, also in kleinen Schritten soweit 
erweitert werden, bis die Anforderung aus Sicht des Entwicklers umgesetzt wurde. 
Typischerweise werden dabei Unit-Tests in der entsprechenden Programmiersprache umgesetzt 
und können somit direkt auf Methoden/Funktionen des Programmcodes zugreifen. Es handelt 
sich daher um einen White-Box-Ansatz, da die Struktur der Implementierung bekannt ist. Die 
Testfälle fokussieren sich somit auf die Implementierung an sich [7, S. 5ff].  
Im Gegensatz zu Unit-Tests werden im Acceptance Test-Driven Development (ATDD) 
Abnahmetests behandelt, die nicht die Implementierung im Speziellen, sondern vielmehr die 
Umsetzung der Anforderungen und der darin spezifizierten Funktionalitäten überprüfen sollen. 
Durch die Spezifikation der Abnahmetestfälle in einem automatisierbaren Format sollen 
aufwendige manuelle Testaktivitäten, vor allem im Hinblick auf Regressionstests minimiert 
werden. Die frühzeitige Erstellung der Testfälle gemäß dem Test-First-Prinzip ermöglicht es 
relevante funktionale Testfälle schon vor der Implementierung den Entwicklern zur Verfügung zu 
stellen. Zusätzlich zur Spezifikation dienen die Testfälle als weiterführende Informationsquelle 
hinsichtlich der zu implementierenden Anforderungen. Somit unterstützen sie die 
Kommunikation zwischen Fachexperten und Entwicklern und sollen eine effizientere und 
effektivere Umsetzung der fachlichen Anforderungen ermöglichen [8]–[10]. Im Rahmen eines 
kontinuierlichen Lieferprozesses (Continuous Delivery), in dem Software automatisiert 
kompiliert, paketiert, in verschiedenen Stufen getestet wird und bei Erfolg (semi)-automatisiert 
ausgeliefert wird, spielen ausführbare Abnahmetests ein wesentliche Rolle [11].  
Die Kombination der beiden vorgestellten Ansätze, also die Verwendung von ATDD in der 
Entwicklung von ereignisverarbeitenden Anwendungen bringt das Potenzial einer effizienteren, 
qualitätsorientierten Anwendungsentwicklung in diesem Bereich mit sich. Die vorliegende Arbeit 
befasst sich mit der Realisierung eines Werkzeugs zur Unterstützung von ATDD in der 
Entwicklung von ereignisverarbeitenden Anwendungen. Der Fokus liegt dabei auf dem Testen 
von funktionalen Anforderungen. Im Speziellen betrachtet diese Arbeit die Entwicklung einer 
möglichst allgemeingültigen Testbeschreibungssprache, sowie die Konzeption eines 
entsprechenden Ausführungssystems, welches die einheitliche Integration von 
unterschiedlichen EP-Systemen erlaubt. Der Ansatz wird anhand von Beispielen validiert und 





Die Entwicklungsmethode ATDD wurde im Kontext der ereignisverarbeitenden 
Anwendungsentwicklung, soweit aus der wissenschaftlichen Literatur ersichtlich, bisher noch 
nicht untersucht. Die vorhandenen empirischen Untersuchungen von ATDD liegen bisher im 
Bereich traditioneller Softwareentwicklung, wie z.B. bei JAVA-Desktop- und Web-Anwendungen. 
Hier wurden mehrere Fragestellungen untersucht und z.T. positiv zu bewertende Aspekte 
aufgedeckt. So zeigte das Vorhandensein von automatisierten Abnahmetests positive 
Auswirkungen auf das Verstehen von Anwendungen und z.T. auch positive Auswirkungen auf die 
Implementierungsqualität [12], [13]. Verschiedene Werkzeuge stehen zur Unterstützung von 
ATDD zur Verfügung. Die tatsächliche Realisierung von ATDD besteht meist aus der Spezifikation 
von Testfällen in textueller Form und die Verbindung der textuellen Anweisungen mit dem zu 
testenden System (System Under Test – SUT) mit Hilfe von system- bzw. 
anwendungsspezifischen Verbindungscode. Die Entwicklung dieses Verbindungscodes ist z.T. 
jedoch schwierig und kann problembehaftet sein [14]. Für verschiedene Anwendungsgebiete 
existieren hierfür bereits vorgefertigte Module, z.B. für das Testen von Webanwendungen5 oder 
den Zugriff auf relationalen Datenbanken6. Hier muss also kein Verbindungscode geschrieben 
werden. Der Zugriff auf verschiedene Produkte wird durch die Module so gekapselt, dass ein 
Testfall für verschiedene Implementierungen auf unterschiedlichen Produkten (Web-Browsern 
bzw. Datenbankimplementierungen) ohne Anpassungen ausgeführt werden kann. Eine 
entsprechende, möglichst allgemeingültige Lösung für ereignisverarbeitende Anwendungen ist 
eines der Ziele dieser Arbeit. Ähnlich zu Web-Browsern oder Datenbankmanagementsystemen 
gibt es unterschiedliche Anbieter von EP-Plattformen. Im Gegensatz zu den genannten 
Beispielen sind Standardisierungsbestrebungen (analog zu HTML für Webanwendungen oder 
SQL für Datenbankanwendungen) im Bereich Event Processing noch nicht abgeschlossen. Zu 
verschiedenen Aspekten, wie z.B. Ereignis- und Prozessmodellen, sowie Programmiersprachen 
oder Verteilungsmechanismen, konnte noch kein einheitlicher Standard gefunden werden. Es 
finden sich also vorwiegend proprietäre Ansätze [4, S. 305], [15]. Eine Abstraktion 
ereignisverarbeitender Dienste von den eigentlichen, proprietären EP-Frameworks wird als 
zukünftige Herausforderung gesehen. Etzion und Niblett sprechen hier z. B. von einer „Virtual 
Event Processing Platform“, die verschiedene proprietäre Ansätze vereint [4, S. 310].  
Die Herausforderungen in der Erstellung einer Lösung zur Realisierung von ATDD im Bereich 
Event Processing liegt also u.a. darin eine anwenderorientierte Möglichkeit zu entwickeln mit 
der EP-Anwendungen funktional getestet werden können und die zugleich flexibel genug ist, um 
verschiedene EP-Implementierungen bzw. –Systeme gleichermaßen adressieren zu können. Die 
Vorteile einer solchen Lösung sind vielfältig. Neben der generellen Möglichkeit ATDD in diesem 
Anwendungsbereich zu realisieren und potentielle Vorteile aus dieser Methode zu erlangen, 
finden sich noch weitere Aspekte, die als positiv bewertet werden können. Eine 
wiederverwendbare Testbasis unterstützt potentielle Software-Migrationen von einer 
Produktlösung zu einer anderen, da die in den Testfällen beschriebene bzw. geprüfte 
Anwendungsfunktionalität unabhängig von der tatsächlichen Implementierung ist. Dies stärkt 
die Flexibilität bzw. Portabilität von Anwendungen und mindert die Abhängigkeit zu 
Produktlösungen und Herstellern. Ein allgemeingültiges Testmodell und entsprechende 
Testfunktionalitäten können auch auf anderen Test-Ebenen, z.B. für Integrationstests, Unit-Tests 
usw. eingesetzt werden. Auch hier würde der Vorteil einer Unabhängigkeit von der eigentlichen 
Implementierung bestehen bleiben. Im Hinblick auf das Knowhow der Testerstellung genügt bei 
einer allgemeingültigen Lösung das Erlernen einer einzigen Testbeschreibungssprache, um 
verschiedenen Anwendungen basierend auf unterschiedlichen EP-Lösungen zu testen. Somit 
                                                          
5
 http://www.seleniumhq.org/, zuletzt abgerufen am 04.03.2016 
6
 http://dbfit.github.io/dbfit/index.html, zuletzt abgerufen am 04.03.2016 
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können Schulungskosten für herstellerspezifische Testwerkzeuge eingespart werden. Verwandte 
Forschungsbereiche, wie das modellbasierte Testen oder das Mutationstesten, können auf eine 
abstrahierende Lösung aufsetzen und sich somit auf ihre Kernaufgaben konzentrieren.  
1.3 ZIELE UND WISSENSCHAFTLICHES VORGEHEN 
Wie bereits aufgezeigt wurde, liegt in der Verwendung von ATDD im Bereich der 
ereignisverarbeitenden Anwendungsentwicklung ein Potenzial zur Steigerung der Effizienz im 
Entwicklungsprozess. Motiviert durch die angesprochenen Aspekte wurden die für diese 
Dissertation relevanten Forschungsfragen wie folgt aufgestellt: 
1. Wie kann ATDD im Bereich der EP-Anwendungsentwicklung ermöglicht werden? 
Hierbei stehen folgende Fragen im Fokus: 
a. Welche Funktionalitäten muss ein Testwerkzeug bereitstellen, um solche 
Testfälle auszuführen? 
b. In welcher Form können funktionale Testfälle benutzerorientiert erstellt 
werden? 
2. Welche Auswirkungen hat der Einsatz von ATDD auf ausgewählte 
Performanceindikatoren der EP-Anwendungsentwicklung? 
Hierbei stehen folgende Fragen im Fokus: 
a. Wie effizient können Anwender automatisierbare Testfälle spezifizieren? 
b. Wie effizient können Anwender automatisierbare Testfälle verstehen? 
 
Das zugrundeliegende wissenschaftliche Vorgehen entspricht dem „Design Science“-Ansatzes 
für Informationssysteme nach Hevner et al. [16]. Es handelt sich um ein problemorientiertes 
Vorgehen, welches die Entwicklung von innovativen Artefakten in den Vordergrund stellt. Hevner 
et al. beschreiben hierzu das „Information System Research Framework“, welches in Abbildung 
1-1 dargestellt wird und im Folgenden erläutert werden soll.  
Die Forschung im Bereich der Informationssysteme (IS Research) positioniert sich zwischen 
dem Umfeld (Environment) und der Wissensbasis (Knowledge Base). Das Umfeld beschreibt die 
Anwendungssicht und beinhaltet Menschen, Organisationen und verfügbare Technologien. Aus 
dem Umfeld entstehen bzw. zeigen sich Probleme und Bedürfnisse (Business Needs), die aus Sicht 
des Wissenschaftlers (und der Anwender) im Rahmen der Forschung untersucht werden müssen. 
Aus den Bedürfnissen wird gleichermaßen die Relevanz der Forschungsinhalte (Relevance) 
aufgezeigt.  
 
Abbildung 1-1: Information System Research Framework nach [16] 
Einleitung 
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Die Wissensbasis steht für den aktuellen Stand der Forschung. Sie bieten die grundlegenden 
Materialien für die wissenschaftliche Arbeit. Dies beinhaltet Grundlagen, wie bestehende 
Theorien, Modelle und Instrumente, sowie etablierte wissenschaftliche Methoden zur 
Datenanalyse, Messung und Validierung. Durch die Anwendung der wissenschaftlichen 
Grundlagen und Methoden wird die benötigte wissenschaftliche Stringenz (Rigor) erreicht. IS 
Research beschreibt einen Prozess, in dem sich die Entwicklung von Theorien bzw. die Umsetzung 
innovativer Ideen (Develop/Build) mit einer Evaluierungsphase abwechselt (Justify/Evaluate). Aus 
der Evaluierung gewonnene Erkenntnisse fließen zur Verfeinerung wiederum in die 
Entwicklungsphase. Bei dem Forschungsansatz handelt es sich also um einen iterativen Prozess. 
Als Ergebnis der Forschungsprozesses entstehen Lösungen für den praktischen Einsatz in der 
definierten Umgebung und Beiträge zum Stand der Technik in der Wissensbasis [16].  
Die Forschungsarbeit wurde im Rahmen des Forschungsprojektes QCEP (Quality Assurance of 
Event Processing Applications), ein Kollaborationsprojekt zwischen der Technischen Universität 
Dresden– Lehrstuhl für Rechnernetze an der Fakultät für Informatik7, der Hochschule München – 
Fakultät Informatik/Mathematik8 und der UniCredit Business Integrated Solutions S.C.p.A9 
durchgeführt. QCEP befasst sich mit der holistischen Betrachtung von Qualitätssicherung im 
Kontext von ereignisverarbeitenden Anwendungen. Im Rahmen der anwendungsorientierten 
Forschung werden neue Ansätze, Methoden und Werkzeuge untersucht und im praktischen 
Einsatz erprobt.  
Die im Rahmen dieser Arbeit erstellten empirischen Studien wurden in Zusammenarbeit mit 
dem Competence Center Wirtschaftsinformatik der Hochschule München an der Fakultät 
Informatik/Mathematik durchgeführt.  
1.4 WISSENSCHAFTLICHE BEITRÄGE 
Die in dieser Forschungsarbeit entwickelten und evaluierten Ansätze umfassen folgende 
Artefakte: 
- Eine formale Testbeschreibungssprache zur Spezifikation von funktionalen Testfällen im 
Bereich der ereignisverarbeitenden Anwendungsentwicklung 
- Die Konzeption und prototypische Umsetzung eines Testsystems und entsprechenden 
Mechanismen zur Verarbeitung der testrelevanten Funktionalitäten. 
- Dienstschnittstellen für einen einheitlichen Zugriff auf testrelevante Funktionalitäten 
von ereignisverarbeitenden Systemen. 
- Empirische Untersuchungen von ausgewählten Performancekriterien beim Einsatz der 
Testbeschreibungssprache 
- Eine systematische Literaturrecherche und Aufdeckung neuer Aspekte bei der 
Betrachtung empirischer Studien im Bereich ATDD 
- Eine systematische Literaturrecherche zu grundlegenden Arbeiten im Bereich der 
Qualitätssicherung von ereignisverarbeitenden Systemen. 
Die Evaluierung der Artefakte erfolgt durch etablierte Methoden. Eine deskriptive Evaluierung 
der Funktionalitäten wird anhand von Anwendungsfällen vorgenommen. Nicht-Funktionale 
Anforderung hinsichtlich der Benutzerbarkeit werden im Form von empirischen Experimenten 
evaluiert. Die Ergebnisse erweitern den vorhandenen Stand der Technik der relevanten 
Forschungsbereiche. Die Eignung der Artefakte für den Einsatz in der gewählten Umgebung wird 
anhand der identifizierten Anforderungen und der vorgestellten Lösungen dargestellt. Die 
gesammelten Erkenntnisse ermöglichen die Beantwortung der Forschungsfragen. 








1.5 AUFBAU DER ARBEIT 
Im Folgenden soll der weitere Aufbau dieser Arbeit dargestellt werden. In Kapitel 2 wird die 
Problemanalyse vorgenommen, darin grundlegende Konzepte vorgestellt und relevante 
Anforderungen unter zu Hilfenahme eines beispielhaften Anwendungsfalls aufgestellt. Kapitel 3 
befasst sich mit den verwandten Arbeiten hinsichtlich der technisch, konzeptionellen Ebene. Hier 
werden verwandte Arbeiten aus der Forschung, sowie bestehende Lösungen der verfügbaren 
Produkte systematisch ermittelt und diskutiert. Kapitel 4 zeigt den aktuellen Stand der 
Wissenschaft in Bezug auf empirische Untersuchungen zum Einsatz von ATDD auf. Der eigene 
Ansatz wird im Rahmen der Konzeption in Kapitel 5 vorgestellt. Hier werden Details zur 
Testbeschreibungssprache, sowie relevante Merkmale des zugehörigen Testsystems aufgezeigt. 
Im Rahmen der Validierung wird in Kapitel 6 auf die prototypische Implementierung eingegangen 
und relevante Merkmale anhand von ausgewählten Beispielen dargestellt. Kapitel 7 widmet sich 
den Benutzerstudien, mit denen performancerelevante Merkmale beim praktischen Einsatz der 
Testbeschreibungssprache empirisch untersucht wurden. Kapitel 8 fasst die Erkenntnisse aus 




In diesem Kapitel werden die für diese Dissertation relevanten Grundlagen und 
Basistechnologien beschrieben. Darunter fallen die Einordnung der abnahmetestgetriebenen 
Entwicklung aus dem Bereich Softwaretechnik, sowie grundlegende Konzepte von Event 
Processing aus dem Bereich Verteilte Systeme. Abbildung 2-1 zeigt visuell die Einordnung der 
beiden betrachteten Themenbereiche. Anhand eines beispielhaften Anwendungsszenarios soll 
die Problemstellung der Arbeit aufgezeigt werden. Relevante Anforderungen zur Lösung der 
Problemstellungen werden identifiziert und bei der Betrachtung der verwandten Arbeiten 
diskutiert.  
 
Abbildung 2-1: Einordnung der Grundlagen 
2.1 GRUNDLAGEN UND BASISTECHNOLOGIEN 
In diesem Kapitel werden die Grundlagen der beiden Themenbereiche Qualitätssicherung / 
Abnahmetestgetriebene Entwicklung sowie Event Processing erläutert. Dabei werden die 
Themenfelder eingegrenzt, sowie relevante Merkmale dargestellt. 
2.1.1 Qualitätssicherung und Abnahmetestgetriebene Entwicklung 
Der Bereich Software Engineering (im Deutschen auch als Softwaretechnik bezeichnet) 
beschäftigt sich mit Methoden, Prozessen und Werkzeugen zur Erstellung von qualitativer 
Software. Dabei umfasst das Software Engineering alle Aspekte der Softwareerstellung von der 
Anforderungsanalyse, über den Betrieb bis hinzu Stilllegung der Software [17]–[19]. Im Folgenden 
wird die Methode der abnahmetestgetriebenen Softwareentwicklung in den Bereich des 
Softwareengineerings eingeordnet. 
2.1.1.1 Testen von Software 
Ein Fokus von Software Engineering liegt auf der systematischen Erstellung von qualitativer 
Software, im Gegensatz zu einer nicht qualitativen Software, die nur bedingt oder gar nicht 
eingesetzt werden kann. Qualität wird nach IEEE wie folgt definiert: 
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quality. (1) The degree to which a system, component, or process meets specified 
requirements. (2) The degree to which a system, component, or process meets customer or 
user needs or expectations. [20] 
Qualität beschreibt sowohl den Grad der Erfüllung der spezifizierten Anforderungen, als auch 
den Grad der Erfüllung von Bedürfnissen und Erwartungen. Betrachtet man den zweiten Teil der 
Definition wird deutlich, dass die Qualität immer im Zusammenhang mit dem Kunden bzw. dem 
Benutzer von Software gesehen werden muss. Die Qualität beinhaltet sowohl explizit formulierte, 
als auch implizite Bedürfnisse und Erwartungen. Man unterscheidet hierbei Verifikation und 
Validierung von Software. Im Rahmen der Verifikation wird überprüft, ob die spezifizierten 
funktionalen und nicht funktionalen Anforderungen in der Software umgesetzt wurden. Die 
Validierung von Software befasst sich mit der Prüfung, ob die Erwartungen des Kunden mit der 
Software abgedeckt werden [7], [18]. Es gilt zu beachten, dass in der Praxis Differenzen zwischen 
Erwartungen und Spezifikation bestehen können bzw. im Laufe der Softwareumsetzung sich 
Erwartungen an die Software ändern können. 
Die Qualitätssicherung (QS) befasst sich mit der holistischen Betrachtung der Qualität der 
Softwareartefakte und beinhaltet sowohl die konstruktive QS, mit dem Ziel Fehler zu vermeiden, 
als auch die analytische QS, die sich mit dem Aufdecken von Fehlern beschäftigt. Hier findet sich 
neben der statischen Codeanalyse und formalen Methoden der Bereich der dynamischen 
Analyse, welche oftmals direkt mit dem eigentlich abstrakteren Wort „Testen“ adressiert wird 
[19]. Auch im Rahmen dieser Arbeit werden, wenn nicht weiter angegeben, diese Begriffe 
synonym verwendet. 
Das Testen von Software als Aktivität in der Softwareentwicklung wird oftmals mit der 
Erwartung belegt, dass damit eine funktionierende oder sogar fehlerfreie Software nachgewiesen 
werden kann. Schon Dijkstra attestiert 1972, dass mit dem Testen von Software im Grunde 
lediglich das Vorhandensein von Fehlern nachgewiesen werden kann: 
Program testing can be used to show the presence of bugs, but never to show their  
 absence! [21] 
Die Erwartung, eine fehlerfreie Software durch erfolgreich ausgeführte Testfälle zu erhalten, 
kann aufgrund der Vielfältigkeit der Fehlersituationen, der Permutationen der 
Eingabemöglichkeiten und der Laufzeitumgebung der Software nicht erfüllt werden. Im Rahmen 
der Testaktivitäten kann immer nur ein gewisser Teil der möglichen Eingaben simuliert werden 
[18], [22].  So beschreibt Myers et al. in seiner Definition das Ziel von Testen folgendermaßen: 
Testen beschreibt den Prozess Programme auszuführen, mit dem Ziel Fehler zu finden. 
(übersetzt nach [22]) 
Betrachtet man diese Definition ist die Interpretation von Erfolg bei einem Test zu 
hinterfragen. Hiernach würde ein erfolgreicher Test bedeuten, dass ein Fehler gefunden wurde.  
Die Definition der IEEE Society beschreibt Testen als Aktivität mit der eine Software ausgeführt 
und die Ergebnisse hinsichtlich unterschiedlicher Aspekte der Software ausgewertet werden: 
An activity in which a system or component is executed under specified conditions, the results 
are observed or recorded, and evaluation is made of some aspect of the system or 
component… [20] 
Die für diese Arbeit am besten geeignete Definition liefert O’Regan et al. In dieser wird die 
Absicht erläutert mit dem Testen die korrekte Umsetzung von Anforderungen und die 




Software Testing is employed to verify that the requirements have been correctly implemented, 
and that the software is fit for purpose, as well as identifying defects present in the software. 
[23] 
Im Gegensatz zur Definition von Myers et al. soll in dieser Arbeit ein Testlauf als erfolgreich 
gelten, wenn die erwarteten Ergebnisse bei der Ausführung erzeugt werden, somit die 
Funktionalität für diesen Testfall korrekte Ergebnisse liefert. 
2.1.1.2 Testgetriebene Entwicklung 
Test Driven Development (TDD) wurde Anfang der 90er Jahre in den Fokus der 
Anwendungsentwicklung gerückt. Traditionelle Vorgehensmodelle sahen eine Testphase, in der 
die funktionalen und nicht funktionalen Anforderungen der zu erstellenden Software überprüft 
werden sollen, nach der Implementierung vor. Das Wasserfallmodell z.B. definiert verschiedene 
Phasen der Softwareentwicklung, die nacheinander abgearbeitet werden sollen. So sollen erst die 
Anforderungen an System und Software vollständig erfasst werden und der Entwurf des Systems 
abgeschlossen sein und erst dann die Implementierungsphase gestartet werden. Nach 
vollständiger Implementierung ist eine Testphase vorgesehen, die bei erfolgreichem Abschluss 
zur Übergabe und zum Betrieb der Software führt. Bei erkannten Fehlern in einer 
vorhergehenden Phase wird zu dieser zurückgegangen. Abbildung 2-2 visualisiert das Vorgehen. 
Man geht davon aus, dass eine ausreichende und detaillierte Planung und Spezifikation sowie 
eine schrittweisen Abarbeitung der Entwicklungsphasen zu einer guten Qualität führte.  
 
Abbildung 2-2: Vereinfachtes Wasserfallmodell in Anlehnung an Royce [24] 
Das Vorgehen erscheint starr und unflexibel bei der Betrachtung verschiedener Fehlerquellen, 
wie z.B. Änderungen in den Anforderungen während der Entwicklung, Reibungsverluste beim 
Wissenstransfer zwischen Auftraggeber, Softwarearchitekten und Entwicklern. Schon Royce 
hinterfragte den Prozess kritisch und diskutierte verschiedene Möglichkeiten, um auf Fehler in 
den Phasen zu reagieren bzw. um diese zu vermeiden [24]. 
Ein verstärkter Fokus auf Qualitätssicherung wird im V-Modell sichtbar. Abbildung 2-3 stellt 
dieses Vorgehen graphisch dar. Es basiert auf dem Wasserfallmodell, jedoch wird hier jeder 
Entwicklungsphase (rechts) eine Testphase (links) gegenübergestellt, die einer Validierung der 
entsprechenden Entwicklungsphase bewirken soll. Das Vorgehen an sich ist aber weiterhin 
schrittweise, nach der Anforderungsdefinition, kommt der funktionale Systementwurf, etc.  
Nach der Programmierung werden die Testaktivitäten durchgeführt, von Komponenten- bis 
hin zu den Abnahmetests. Zusätzlich zu den Validierungsschritten werden in den 
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Entwicklungsphasen, ähnlich zum Wasserfallmodell, Verifikationen durchgeführt und überprüft 
ob das Ergebnis der Phase vollständig (gemäß Eingangsspezifikation) vollständig ist [25].  
  
Abbildung 2-3:  V-Modell in Anlehnung an Spillner & Linz [25] 
Es existieren verschiedene Modifikation und Weiterentwicklungen der ausgeführten 
Vorgehensweisen. Der Rational Unified Process z.B. nutzt Iterationen, also die mehrfache 
Durchführung des Entwicklungszyklus von Spezifikation, Implementierung und Test, um auf 
Änderungen und Fehler reagieren zu können. Die Testaktivitäten werden jedoch auch hier hinter 
die Implementierungsaktivitäten gestellt. Man spricht hier dementsprechend von einem Test-
Last-Prinzip, der sich in den Modellen manifestiert wurde [26], [27]. 
Im Rahmen der agilen Entwicklung, vor allem vorangetrieben durch das Extreme Programming 
(XP), wurde eine neue Herangehensweise propagiert: Das Test-First-Prinzip. Hier werden Testfälle 
vor der Implementierung erstellt. Die entsprechende Entwicklungsmethode ist die testgetriebene 
Entwicklung (Test Driven Development – TDD). Anstatt die Testfälle erst nach der 
Implementierung auszuführen, sollen Entwickler schon vor der Implementierung einen 
automatisierbaren Testfall erstellen. Daraufhin soll so viel Produktionscode geschrieben werden, 
dass der Testfall erfüllt wird. Nach erfolgreichem Testlauf soll der Code überarbeitet, Duplikate 
entfernt und gesäubert werden (Refactoring). Iterativ sollen erst Testfälle und dann der 
Produktionscode erweitert werden, bis die zu entwickelnde Anforderung umgesetzt ist. 
Typischerweise werden dabei Unit-Tests in der entsprechenden Programmiersprache umgesetzt, 
können somit direkt auf Methoden bzw. Funktionen des Programmcodes zugreifen und sind 
entsprechend White-Box-Ansätze, da die Struktur der Implementierung bekannt ist. Die Testfälle 
fokussieren sich auf die konkrete Implementierung. Durch die Einführung des Test-First-Prinzip in 
der Entwicklung verspricht man sich mehrere Vorteile. Neben der funktionalen Qualität sollen 
auch Merkmale der Codequalität, wie z.B. bessere Modularisierung, bessere Testbarkeit und 
Wartbarkeit gesteigert werden [8], [28]. Das Ziel von TDD liegt also vor allem in der Steigerung 
der interne Codequalität [6], [8].  
Nicht nur im Rahmen von entwicklernahen Unit-Tests wird bei XP das Test-First-Prinzip 
gefordert. Beck beschreibt im Jahr 1999, dass auch der Kunde funktionale Tests schreiben soll, 
bevor mit der Implementierung begonnen wird [5]. 
Problemanalyse 
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2.1.1.3 Abnahmetestgetriebene Entwicklung 
Der Begriff der abnahmetestgetriebenen Entwicklung (Acceptance Test-Driven Development – 
ATDD) wendet die Methode des Test-First-Ansatzes auf Abnahmetests an. Dabei gibt es 
unterschiedliche Interpretation, wie diese Methode angewendet werden soll bzw. wie Testfälle 
spezifiziert werden sollen. 
Schon Melnik identifizierte verschiedene Begriffe, die in der Literatur synonym zum 
Abnahmetest (acceptance test) verwendet werden [29]. Darunter fallen z.B. Functional Tests, 
Customer Tests, Story Tests, Specification by Example, User Acceptance Tests, Behaviour Driven 
Development (BDD), etc. Im Folgenden sollen nicht die potentiellen Feinheiten der einzelnen 
Synonyme diskutiert werden, sondern vielmehr die relevanten Merkmale der Methode ATDD 
erläutert und diese zur Einordnung des Begriffes in dieser Arbeit verwendet werden. 
Der Abnahmetest (Acceptance Test) erfüllt einen wesentlichen Zweck im Rahmen des 
Softwarelebenszyklus und wird in klassischen Vorgehensmodellen nach der Implementierung, vor 
der Einführung und Inbetriebnahme der Software durchgeführt und ausgewertet [19], [25]. Mit 
ihm überprüft der Kunde, ob das System seinen Anforderungen genügt und abgenommen 
werden kann. So lautet die Definition nach IEEE 829-2008: 
acceptance testing: (A) Testing conducted to establish whether a system satisfies its 
acceptance criteria and to enable the customer to determine whether to accept the 
system. (B) Formal testing conducted to enable a user, customer, or other authorized 
entity to determine whether to accept a system or component. [30] 
Myers et al. definieren den Prozess des Abnahmetestens wie folgt und verdeutlichen, dass die 
Abnahmekriterien sowohl aus den beschrieben Anforderungen, als auch aus den Bedürfnissen 
bzw. Erwartungen des Nutzers abgeleitet werden: 
Acceptance testing is the process of comparing the program to its initial requirements 
and the current needs of its end users [22] 
Amman et al. beschreiben noch ausführlicher, dass die zu prüfenden Kriterien während der 
Anforderungsanalyse ermittelt werden und diese im Rahmen des Abnahmetests überprüft 
werden müssen. Es wird explizit darauf hingewiesen, dass hier die Mitwirkung von Benutzern 
oder Fachexperten vorausgesetzt wird: 
 The requirements analysis phase of software development captures the customer’s 
needs. Acceptance testing is designed to determine whether the completed software in 
fact meets these needs. In other words, acceptance testing probes whether the software 
does what the users want. Acceptance testing must involve users or other individuals 
who have strong domain knowledge. [7] 
Aus den Definitionen wird deutlich, dass Abnahmetests die impliziten und expliziten 
Anforderungen an das System aus Sicht der Benutzer, Fachexperten bzw. Kunden prüfen sollen. 
Dies beinhaltet neben funktionalen im auch nicht-funktionale Anforderungen, wobei in der 
Literatur im Rahmen des ATDD hauptsächlich funktionale Aspekte diskutiert werden [8], [31]. 
Crispin et al. trennt jedoch die Begrifflichkeiten und verwendet „Funktionale Tests“ als einen von 
mehreren Bestandteilen von Abnahmetests, wie u.a. z.B. Bedienbarkeitstests oder 
Performancetests [32]. Myers et al. merken jedoch auch an, dass nicht alle Anforderungen 
automatisiert getestet werden können, wie z.B. die Überprüfung von GUI-Elementen hinsichtlich 
Farben und Ausrichtung [22]. 
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2.1.1.4 Wesentliche Merkmale der Methode 
Gemäß dem Test-First-Prinzip sollen auch Abnahme-Testfälle vor der Implementierung erstellt 
und automatisiert werden und somit während der Implementierung zur Verfügung stehen. Die 
Erstellung findet also frühzeitig, z.B. schon während der Anforderungsanalyse statt. Für Entwickler 
stellen die Testfälle zusätzliche Informationen anhand von konkreten, detailliert beschriebenen 
Beispielen dar, mit deren Hilfe sie im Verstehen der Anforderungen unterstützt werden. Diese 
Testfälle zielen darauf das zu testenden System (System under Test – SUT) hinsichtlich des Was?, 
also der Funktionalität, und weniger das Wie?, also wie die Funktionalität umgesetzt ist, zu testen 
[8]. 
Die Integration von Fachexperten in die Testaktivitäten ist elementarer Bestandteil von ATDD. 
Koskela et al. erklärt, dass Abnahmetests in der Verantwortung des Kunden liegen, auch wenn sie 
kooperativ zwischen Kunden, Entwickler und Tester definiert werden. Zur Unterstützung der 
Testspezifikation sind verschiedene ATDD-Werkzeuge verfügbar, mit denen sich 
anwenderorientiert, automatisierbare Testspezifikationen schreiben lassen. Verschiedene 
Werkzeuge werden im Anschluss vorgestellt.  
In der Literatur wird die Integration von Fachexperten, aufgrund von potentiellem Zeitmangel, 
mangelnder Motivation, etc. als große Herausforderungen gesehen und somit kritisch betrachtet 
[18], [32]. In empirischen Studien konnte diese Annahme nachvollzogen werden. Die  Erstellung 
von Testfällen durch Fachexperten wird zwar als sinnvoll angesehen, jedoch anscheinend in der 
Realität nur z. T. vollzogen (vgl. [33]–[36]).  
ATDD wird hauptsächlich im Rahmen von agilen Vorgehensmodellen diskutiert. Aufgrund des 
iterativen und inkrementellen Vorgehens sowie der Integration von Fachexperten sollen Testfälle 
zu Anforderungen (bzw. User Stories) kurz vor der Implementierung spezifiziert werden [8], [37]. 
Eine Integration des Ansatzes in klassische Vorgehensmodelle muss jedoch nicht ausgeschlossen 
werden. Im Rahmen des V-Modells wird jeder Spezifizierungsphase eine Testphase zugeordnet. 
Teil der Spezifizierungsphase der Anforderungen könnte somit die Erstellung von automatisierten 
Testfällen im Sinne von ATDD sein, die dann während der Implementierung zur Verfügung stehen.  
2.1.1.5 ATDD als Prozess 
Im Folgenden soll der Prozess des ATDD im Rahmen des Extreme Programmings aufgezeigt 
werden, wie er in Koskela skizziert ist [8]. Abbildung 2-4 zeigt die vier wesentlichen Schritte. Dabei 
fokussiert sich Koskela auf die Verwendung von User Stories als Mittel der 
Anforderungsdefinition, wie sie in agilen Prozessen verwendet werden. Dabei ist es nicht 
zwingend notwendig, dass eine Anforderung vollständig niedergeschrieben wurde, da im Prozess 
der Testerstellung der Fachexperte, also die Quelle der Anforderung und somit auch Quelle der 
Testfälle, involviert ist. Der Fachexperte entscheidet im Detail, welche Ergebnisse korrekt sind und 
dient somit als Testorakel. 
1. Als erster Schritt wird die Story ausgewählt die bearbeitet werden soll. 
2. Für die ausgewählte Anforderung werden Testfälle skizziert und erstellt. Dies ist ein 
kreativer Prozess und kann z.B. am Whiteboard, noch auf dem Papier oder mit 
elektronischer Unterstützung geschehen. Von Bedeutung ist, dass bei diesem Schritt 
„Test erstellen“ der Fachexperte beteiligt ist, da er die Akzeptanzkriterien festlegen und 
verantworten muss.  
3. Im nächsten Schritt werden die Testfälle automatisiert. Dabei gilt es sowohl Testfälle in 
eine geeignete lesbare Sprache zu überführen, als auch, wenn nötig, geeigneten Code zu 
schreiben, der den Testfall an das zu testende System bindet.  





Abbildung 2-4: Vorgehensmodell Abnahmetestgetriebene Softwareentwicklung nach [8] 
Das Vorgehensmodell ist aus Sicht einer Anforderung zu sehen. Die einzelnen Schritte müssen 
von den beteiligten Rollen nicht sequentiell ausgeführt werden. Es können zum Beispiel Testfälle 
für mehrere Anforderungen erstellt werden und erst dann automatisiert und entwickelt werden.  
Wie bereits beschrieben wurde existieren bereits Werkzeuge, die die Programmierung von 
Code zur Anbindung des Testfalls an das SUT unterstützen bzw. diese durch bestehende Plugins 
überflüssig machen. So können die Schritte 2 und 3 zum Teil zusammengelegt werden, wenn der 
Fachexperte die Testfälle gleich in automatisierbarer Form beschreiben kann und kein 
zusätzlicher Code erstellt werden muss. Entsprechende Werkzeuge werden im weiteren Verlauf 
der Arbeit aufgezeigt. 
2.1.1.6 Arten der Testbeschreibung 
Wie bereits ersichtlich wurde, ist die Integration von Fachexperten ein wesentlicher 
Bestandteil von ATDD. Dabei werden in der Literatur verschiedene Varianten der Integration 
diskutiert, von der Beteiligung über Diskussionen, gemeinsamen Entwurf von Testfällen an 
Whiteboards, schreiben von Testfällen in nicht automatisierbare Form, sowie direkt Erstellen von 
automatisierbaren Testfällen. Unabhängig davon wie und von wem die Testfälle in 
automatisierbarer Form beschrieben werden, sollten Fachexperten diese verstehen können, um 
die Ergebnisse entsprechend bewerten zu können [8], [38]. Zur Spezifikation von 
automatisierbaren Testfällen stehen unterschiedliche Varianten von Testbeschreibungen zur 
Verfügung. 
Domänenspezifische Sprachen (Domain Specific Language – DSL) sind formale Sprachen, die 
für eine spezielle Domäne entworfen und auch nur in dieser Domäne angewendet werden sollen. 
Man unterscheidet interne DSLs, die Elemente einer Wirts-Programmiersprache verwenden und 
in dieser eingebettet werden, sowie externe DSLs, die komplett unabhängig von weiteren 
Programmiersprachen sind und somit eigene Compiler bzw. Interpreter, Validierer, etc. 
benötigen. Die Datenbankabfragesprache SQL kann z.B. als externe DSL bezeichnet werden, da sie 
unabhängig von einer universellen Programmiersprache ist. Universelle Sprachen bezeichnen 
Sprachen, die nicht auf eine Domäne beschränkt sind, wie z.B. Java, Ruby oder C# [39]. Als DSLs 
können auch sog. schlüsselwortbasierte10 Testfällen gesehen werden. In diesen werden 
Schlüsselworte definiert und mit Testfunktionalitäten verknüpft. Man spricht hier auch vom 
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schlüsselwortgetriebenen Testen (Keyword-Driven Testing). Schlüsselworte beschreiben typische 
Aktionen, die von einem Anwender auf dem SUT durchgeführt werden können. Bei der 
Spezifikation werden bei Bedarf Parameter angefügt, um Daten und Identifikationen an das 
Testsystem übergeben zu können. Somit können z.B. Daten in Formularfeldern belegt werden 
oder Aktionen, wie das Absenden des Formulars, ausgeführt werden.  
Zudem gibt es Ansätze, die es erlauben Testfälle ohne Schlüsselworte oder sonstigen 
Sprachelemente in normaler Sprache zu automatisieren, ein Werkzeug wird u.a. im folgenden 
Absatz vorgestellt. 
2.1.1.7 ATDD-Werkzeuge 
Zur Unterstützung von ATDD in Softwareentwicklungsprojekten stehen verschiedene 
Werkzeuge zur Verfügung, wobei ausgewählte Vertreter im Folgenden vorgestellt werden sollen. 
Neben einer kurzen Betrachtung der Werkzeuge RSpec, Concordion, Cucumber und dem Robot 
Framework, wird das Testframework FitNesse im Detail erläutert. Dies liegt darin begründet, dass 
es als sehr prominenter Vertreter in der Literatur identifiziert wurde und im Rahmen dieser Arbeit 
als einer der Komponenten zur Umsetzung des Testsystems verwendet wird.   
RSpec11 ist ein quelloffenes Test-Framework, welches auf der Programmiersprache Ruby 
basiert. Hierin werden je nach Anwendungsfall interne DSLs erstellt. Die Testfälle werden in Ruby 
implementiert; es bedarf also Erfahrung in dieser Programmiersprache. Daher eignet es sich nur 
bedingt für die Verwendung als ATDD-Werkzeug. 
Ein weiteres quelloffenes Werkzeug ist Concordion12, welches als grundlegende Begrifflichkeit 
„Specification by Example“ verwendet. Testfälle werden in Textform ohne weitere strukturelle 
Vorgaben geschrieben und in HTML-Dateien eingebettet. Es werden also weder Schlüsselworte 
noch DSLs verwendet, um Testfälle zu spezifizieren. Über Attribute in den HTML-Tags werden die 
Texte an den anwendungsspezifischen Verbindungscode gebunden. Die Ergebnisse werden 
wiederum in HTML dargestellt. Wenige Erweiterungen wie Excel-Anbindung und Generierung von 
Screenshots werden angeboten. Aufgrund der freien Beschreibung erscheint der 
Automatisierungs- und Pflegeaufwand hoch, da eine Wiederverwendbarkeit von Schlüsselworten 
nicht vorgesehen ist und somit Testfälle einzeln automatisiert bzw. angebunden werden müssen.  
Cucumber13 bezeichnet ein quelloffenes Testframework welches in unterschiedlichen 
Programmiersprachen implementiert wurde und somit für die meisten Plattformen zur Verfügung 
steht. Testfälle werden in der sog. Gherkin-Sprache spezifiziert. Die Gherkin-Syntax definiert 
gewisse Schlüsselworte, die verwendet werden, um einen Test zu strukturieren. Die restlichen 
anwendungsspezifischen Testbeschreibungen werden in normaler, textueller Form beschrieben. 
Es existiert zwar eine formale Definition der Gherkin-Sprache in den quelloffenen Interna von 
Cucumber, jedoch beschreibt die Sprache nur generelle Strukturelemente. Die Semantik der 
Testbeschreibungen findet im Rahmen der Implementierung statt. Die Testbeschreibungen 
müssen zusätzlich anhand von Schlüsselworten bzw. –sätzen mit Hilfe von Verbindungscode an 
die Testfunktionalitäten gebunden werden. Daher wird das Framework eher dem Keyword-Driven 
Testing zugeschrieben. Listing 2-1 zeigt ein Beispiel der Gherkin Sprache, in der die Rückgabe 
einer defekten Mikrowelle beschrieben wird. Die Schlüsselworte sind Feature zur Beschreibung 
der Funktionalität die getestet wird, Scenario für das aktuelle Testszenario, sowie die eigentliche 
Testfallspezifikation mit zwei Vorbedingungen (Given)  verknüpft durch das And Kommando, 
sowie den Auslöser der Funktionalität nach dem Schlüsselwort (When) und das zu überprüfende 
Ergebnis mit dem Schlüsselwort (Then). In diesem Beispielszenario soll getestet werden, dass der 
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volle Betrag (100$) dem Benutzer „Jeff“ erstattet wird, wenn die Vorbedingungen erfüllt sind und 
er die Mikrowelle zurückgibt. Zusätzlich zu den Schlüsselworten können Tabellen mit Werten 
angegeben werden, sog. Data Tables, deren Spalten mit dem Pipe-Symbol „|“ voneinander 









Feature: Refund item 
 
 Scenario: Jeff returns a faulty microwave 
    Given Jeff has bought a microwave for $100 
    And  he has a receipt 
    When  he returns the microwave 
    Then  Jeff should be refunded $100 
Listing 2-1: Beispiel einer Testspezifikation in der Gherkin-Sprache
14
 
Das Robot Framework15 ist ein generisches Testautomatisierungs-Framework, welches es 
erlaubt Testfälle mit einer tabellenbasierten Syntax zu interpretieren, auszuführen und 
Ergebnisse in Form von Reports auszugeben. Die Anbindung an das SUT wird über sog. Test-
Bibliotheken realisiert, die in JAVA oder Python geschrieben sein können. Das Framework ist dem 
Keyword-Driven Testing zuzuordnen. Es bietet eine breite Auswahl vordefinierte Testbibliotheken 
an, z.B. zum Erstellen von Screenshots während des Testlaufs oder Modifikation auf dem 
Dateisystem. Zudem gibt es eine breite Auswahl an externen Bibliotheken zur Unterstützung 
verschiedener Testzugriffe, wie z.B. auf Webanwendungen, Datenbanken, JAVA Swing-
Anwendungen oder Android-Anwendungen. 
Als wohl bekanntestes Werkzeug zur Spezifikation und Ausführung von Testfällen im Hinblick 
auf ATDD hat sich das FIT-Framework16 von Cunningham, bzw. das darauf aufbauende Framework 
FitNesse17 herausgestellt. Das Ziel von FIT ist es Kunden, Entwicklern und Testern zu helfen 
miteinander zu kommunizieren und zu kollaborieren, indem Testfälle und erwartete Ergebnisse in 
einer einfachen tabellarischen Form definiert werden können. FIT-Testfälle sind HTML-Dateien, 
die von dem FIT-Framework interpretiert werden und zu entsprechenden Methodenaufrufen in 
sog. Fixture-Klassen führen. Diese beinhalten Verbindungscode, der zwischen den Testaufrufen 
und dem zu testendem System (SUT – System under test) vermittelt. Verschiedene vordefinierte 
Fixture-Klassen, die für eigene Zwecke erweitert werden können, werden bereitgestellt.  
FitNesse ist ein quelloffenes Wiki und integriertes Abnahmetestsystem basierend auf FIT. Über 
eine Weboberfläche können Testfälle anhand einer Wiki-Markup-Language definiert werden und 
neue Testseiten angelegt, verknüpft und hierarchisch geordnet werden. Zudem gibt es die 
Möglichkeiten einzelne Tests oder auch Gruppen von Tests (sog. Test-Suites) direkt auszuführen.  
Abbildung 2-5 zeigt ein Beispiel einer FitNesse-Tabelle, die erwartete Ergebnisse zum Testen 
einer Division bereitstellt. Die Spalten werden an Felder und Methoden der Klasse Division, dem 
Fixture Code, gebunden. Dieser erbt von dem sog. ColumnFixture, welches eine spaltenbasierte 
Testspezifikation unterstützt. Bei der Ausführung werden für jede Zeile die Werte in den Spalten 
numerator und denominator in die entsprechenden Felder gesetzt und darauffolgend das 
Ergebnis der Methode quotient() mit dem in der Tabelle angegeben, erwarteten Ergebnis 
verglichen. Stimmen die Ergebnisse überein gilt der Test als erfolgreich und wird grün eingefärbt. 
Fehlerhafte werden entsprechend rot markiert.  
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Abbildung 2-5: Division-Beispiel von http://FIT.c2.com 
Neben dem hier aufgezeigten ColumnFixture existieren weiter vordefinierte Bausteine, wie 
z.B. eine ActionFixture zur Ausführung von Testsequenzen, sowie ein RowFixture zur 
zeilenbasierten Analyse von mehreren Datenobjekten im SUT. Für FitNesse und FIT stehen 
verschiedene Erweiterungen zur Verfügung. So stellt FitLibrary verschiedene vordefinierte 
Fixtures mit erweitertem, allgemeinem Funktionsumfang bereit. Zudem gibt es Projekte, die 
Fixtures für spezielle Anwendungsbereiche anbieten. So beschäftigt sich das Projekt Xebium18 mit 
dem Testen von Web-basierten Anwendungen über das Framework Selenium19 und stellt eine 
Syntax zur Ausführung typischer Aktionen auf HTML-Seiten (wie z.B. Klicks, Eintragen von Werten, 
Überprüfen von Feldern, etc.) zur Verfügung. DbFit20 beinhaltet Befehle zum Testen von 
Datenbankdaten und -logik (Einfügen, Ändern, Löschen von Daten, sowie das Ausführen von 
Funktionen und Prozeduren). 
2.1.1.8 Verwandte Konzepte 
Neben den testgetriebenen Entwicklungsmethoden TDD und ATDD gibt es weitere verwandte 
Konzepte, die im Folgenden abgegrenzt werden sollen.  
Modellbasiertes Testen 
Im Rahmen des modellbasierten Testens wird versucht auf Basis von formalen Modellen 
Testfälle zu generieren und entsprechend auszuführen. Dabei werden neben den traditionellen 
Modellen zur Beschreibungen des Softwaresystems auch speziell für den Fokus des Testens 
angelegte Modelle verwendet. Die verwendeten Modelle werden in verschiedenen Notationen 
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beschrieben [40].  Eine für das modellbasierte Testen ausgelegte UML-Erweiterung ist das UML 
Testing Profile21.  
Modellbasiertes Testen könnte im Rahmen von ATDD eingesetzt werden, sofern Fachexperten 
in der Lage sind entsprechende Modelle zu erstellen, anzupassen und zu verstehen. Zudem wäre 
es möglich aus Modellen Testfälle in einer ATDD-Sprache anstatt in einer Programmiersprache zu 
generieren. Somit könnte die Abhängigkeit zu der konkreten Umsetzung des SUT verringert 
werden. 
Mutations-Testen 
Das Mutations-Testen ist ein strukturelles Testvorgehen bei dem der Quellcode des SUT über 
Werkzeuge leicht verändert wird und bestehende Testfälle dagegen ausgeführt werden. Dabei 
wird gemessen wie viele Mutanten, also abweichende Softwarestände, durch die Testfälle 
entdeckt werden können. ATDD Testfälle können hierbei als Grundlage, neben Unit-Tests zur 
Bewertung des Erfolgs verwendet werden. 
Record & Replay 
Die Möglichkeit Programmausführungen und Ereignissequenzen aufzuzeichnen und sie 
anschließend wieder abspielen zu können bezeichnet man als Record & Replay. Diese Technik 
wird oftmals eingesetzt, um eine aufgezeichnete, fehlerhafte Ausführungen im Nachhinein 
gesondert und wiederholbar analysieren zu können. Die Analyse kann, wenn möglich, im Rahmen 
eines Debuggings vorgenommen werden. 
Debugging 
Debugging beschreibt die Tätigkeit Fehler im Programmcode ausfindig zu machen und diesen 
zu beheben[41, S. 377]. Mit Hilfe eines Werkzeuges, den Debugger, kann die Ausführung von 
Code mit Hilfe von Haltepunkten angehalten werden, um gewisse Codestellen und deren 
aktuellen Kontext (z.B. Werte von Variablen, Aufrufhierarchien, etc.) zu inspizieren und 
Fehlersituationen aufzudecken.  
2.1.1.9 Verwandte Testsprachen 
Verschiedene Testsprachen wurden jenseits von ATDD definiert, um Testfälle spezifizieren zu 
können. Im Folgenden soll eine Auswahl dieser und deren Einsatz vorgestellt werden. 
Die IEEE Computer Society veröffentlicht ein Standard zur Software- und 
Systemtestdokumentation [30], in der sich ein Teil mit der Erstellung von Testdokumentation 
befasst. Es wird eine Hierarchie von Dokumenten zur systematischen Definition von 
testbezogenen Prozessen, Aktivitäten und Aufgaben vorgestellt. Von einer holistischen 
Betrachtung abgeleitet, wird auf der detailliertesten Ebene eine semi-strukturierte Vorlage zur 
Dokumentation von einzelnen Testfällen definiert. So werden Kategorien, wie z.B. 
Eingabeereignisse bzw. erwartete Ergebnisse, vorgegeben, die von einem Testersteller gefüllt 
werden müssen [30, Kap. 7–11]. Der Einsatz als automatisierbare Sprache ist aufgrund der 
fehlenden Formalität, z.B. bei der Definition von Testdaten, nicht gegeben.  
TTCN-3 (Testing and Test Control Notation) ist eine standardisierte prozedurale Testsprache, 
mit der es möglich ist kommunikationsbasierte Anwendungen zu testen. Der Ursprung von TTCN-
3 liegt in der Telekommunikationsbranche. TTCN-3 wird z.B. verwendet, um 
Kommunikationsprotokolle zu testen, zu standardisieren bzw. zu zertifizieren. TTCN-3 bietet 
neben einer umfassenden Funktionalität die Möglichkeit eigene Erweiterungen anzubinden. Der 
Fokus von TTCN-3 liegt auf dem Testen auf Protokollmechanismen unter der eigentlichen 
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Anwendungslogik. Mit Hilfe von Timeouts ist es z.B. möglich QoS-Anforderungen bzw. 
zeitbasierte Funktionalitäten zu überprüfen/zu überwachen. Die Definitionssprache ist für 
technische Benutzer ausgelegt und ist damit nicht geeignet für ATDD. 
Das UML 2.0 Testing Profile (U2TP) ist eine Erweiterung der Unified Modelling Language (UML) 
mit dem Fokus den Entwurf, die Visualisierung, die Spezifikation, die Analyse, die Konstruktion 
und die Dokumentation im Rahmen von Testaktivitäten zu unterstützen. U2TP wird im Rahmen 
des Modellbasierten Testens eingesetzt. Die Testfälle werden mit Hilfe von UML-Diagrammen 
modelliert und in Testfälle bzw. Testcode übersetzt. Mit Hilfe eines geeigneten Testsystems/-
framework können diese Testfälle dann ausgeführt werden. Eine Anbindung an TTCN-3 wird in 
mehreren Arbeiten diskutiert.  
XTemp/eTSL [42], [43] beschreibt eine Testskript-Sprache mit dem Ziel XML-basierte E-
Business Anwendungen z.B. auf Basis von WS-BPEL22 zu testen bzw. deren aufgezeichnete 
Kommunikationsnachrichten auf Konformität zu überprüfen. Anhand von XML-basierten 
Testskripten können Nachrichten (Ereignisse) definiert und ausgewertete werden. Über XPath-
Ausdrücke werden das erwartete Verhalten bzw. erwartete Ergebnisse definiert. Der Fokus von 
XTemp/eTSL liegt auf der Konformitätsüberprüfung von Anwendungen, z.B. das Einhalten von 
zeitlichen Beschränkungen. Das zeitliche Verhalten kann durch den Wartezeiten (sleep)-
Anweisungen modelliert werden. Die Korrelation von aufgetretenen Ereignissen zur Bestimmung 
eines erfolgreichen Testlaufes ist möglich, XTemp/eTSL dient hiermit sozusagen als eigenes EP-
System. Eine Ausführung von Testfällen findet entweder zur Laufzeit (Monitoring) oder im 
Nachhinein, auf Basis von aufgezeichneten Ereignissen, statt. Die XML-Skriptsprache ist auf 
technischen Benutzer ausgelegt. Der Ansatz eignet sich daher nicht für funktionale Tests im Sinne 
des ATDD.  
2.1.1.10 Fazit 
ATDD ist eine Methode der Softwaretechnik, die der dynamische Analyse als Bestandteil der 
Qualitätssicherung zugeordnet werden kann. Gemäß dem Test-First-Prinzip werden Testfälle aus 
Sicht von Fachexperten in automatisierbarer Form vor den Implementierungsaktivitäten erstellt. 
Somit stehen diese Testfälle Entwicklern während der Implementierung zur Verfügung. Die 
Testfälle werden in für Fachexperten verständlicher Form beschrieben. Dies kann, je nach 
Werkzeug, mit Hilfe von domänenspezifischen Sprachen, schlüsselwortbasierten Ansätzen oder 
auch in natürlicher Sprache erfolgen. Verschiedene ATDD-Frameworks stehen zur Verfügung, die 
vorwiegend eine schlüsselwortbasierte Testbeschreibung unterstützen. Über Erweiterungen 
werden für spezielle Systeme und Anforderungen Testfunktionalitäten bereitgestellt. 
2.1.2 Ereignisverarbeitende Systeme 
In diesem Kapitel sollen die grundlegenden Konzepte von ereignisverarbeitenden Systemen 
erläutert werden. Nach einer Einführung sollen zeitlich vorgelagerte Konzepte erläutert und in 
der Folge einzelne relevante Aspekte betrachtet werden. 
2.1.2.1 Einführung  
In den letzten 30 Jahren hat sich die Entwicklung von Anwendungen hauptsächlich auf das 
synchrone Request-Response-Paradigma gestützt. Angestoßen von einem Benutzer wird eine 
Anfrage an das zu verarbeitende System gesendet. Dieses führt die nötigen Aktionen zur 
Erstellung einer Antwort aus, z.B. die Abfrage von Daten über ein traditionelles 
Datenbankmanagement-System (DBMS). Die Antwort wird nach Abschluss an den Benutzer 





zurückgesendet. Der aufrufende Prozess blockiert dabei so lange, bis die Antwort angekommen 
ist (synchrone Kommunikation). Beispiele für diese Art von Anwendungen finden sich z.B. in 
Suchanfragen oder Kaufaktionen im Internet.  
Im Gegensatz zur synchronen Kommunikation, in der der Sender blockiert bis eine Antwort 
eingetroffen ist, blockiert der Sender bei der asynchronen Verarbeitung nicht. Hier wird die 
Nachricht in einem Nachrichtenpuffer abgelegt und später bearbeitet. Somit kann der Sender 
weitere Aktionen ausführen. Abbildung 2-6 verdeutlich die Unterschiede zwischen synchroner 
und asynchroner Kommunikation. Die Vorteile der synchronen Kommunikation liegen in der 
Synchronisation der Kommunikationspartner, der Client bekommt mit der Antwort die 
Information, dass die gesendete Nachricht angekommen ist. Nachteilig ist die Blockierung zu 
sehen, die im Gegensatz zu lokalen Berechnungen eine große Zeitdauer in Anspruch nehmen 
kann. Ein Vorteil der asynchronen Kommunikation liegt in der zeitlichen Entkopplung der 
Bearbeitung zwischen Client und Server. Nach dem Absenden der Nachricht kann der Server 
weiterarbeiten und muss nicht blockieren. Als Nachteil ist die fehlende Synchronisierung zu 
sehen; der Client hat keine Information darüber, ob die Nachricht beim Server angekommen ist. 
Bei zu geringer Pufferkapazität kann es zu unbemerkten Nachrichtenverlust kommen. Soll ein 
Ergebnis zurück an den Client übermittelt werden, muss bei der asynchronen Kommunikation zu 
einem späteren Zeitpunkt das Ergebnis abgefragt werden. Hierbei ist es neben dem potentiellen 
Nachrichtenverlust eine Herausforderung den optimalen Zeitpunkt zur Ergebnisabfrage zu 
ermitteln [44]–[46].  
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Abbildung 2-6: Synchrone vs. asynchrone Kommunikation nach [44] 
DBMS wurden für synchrone Anwendungen optimiert. Themen, wie z.B. Konsistenz der Daten, 
Nebenläufigkeitsproblemen, Recovery, sowie effiziente Ausführung von Anfragen wurden 
weitreichend untersucht und optimiert. Zudem wurden im Laufe der Zeit weitere Anforderungen 
zur Analyse der Daten in den DBMS umgesetzt. So wurden einerseits neue Konzepte entworfen, 
um große, historische Datenmengen aus verschiedenen Datenquellen zu verknüpfen und zu 
analysieren (z.B. über OLAP-Online Analytical Processing). Andererseits wurden bestehende 
Konzepte erweitert, um Auswertungen auch auf aktuell verwendete Daten des OLTP (Online 
Transaction Processing) durchführen zu können. Eine Reihe von sog. NoSQL-Datenbanken 
spezialisiert sich auf die Verarbeitung von großen, und z.T. auch unstrukturierten Datenmengen. 
Dabei verzichtet man hinsichtlich der Geschwindigkeitsvorteile z.T. auf auch 
Konsistenzmechanismen [1]. 
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In den letzten Jahren kam eine Reihe von Anwendungen in den Fokus, deren Anforderungen 
mit den bestehenden, synchronen Konzepten nicht oder nur mit erheblichem Aufwand umgesetzt 
werden konnten. Sie zeichnen sich dadurch aus, dass kontinuierlich eintreffende Daten, sog. 
Datenströme, über einen längeren Zeitraum verarbeitet und analysiert werden müssen. Anhand 
von Mustern sollen Ergebnisse zeitnah, erkannt werden, um darauf möglichst in Echtzeit 
reagieren zu können. Dabei werden Datenströme als nicht endende Reihe von eintreffenden 
Datenobjekten angesehen. Den Datenströmen werden dabei folgende Charakteristiken 
zugeordnet (nach [1], [2]): 
- Einlaufende Datenobjekte erreichen das System kontinuierlich und sequentiell, 
typischerweise geordnet nach einer zeitlichen Reihenfolge. 
- Die Datenströme werden als unbegrenzt angesehen. 
- Die Bearbeitung der Datenobjekte erfolgt üblicherweise in der Reihenfolge Ihrer 
Ankunft.  
- Die Datenobjekte werden typischerweise in externen (oftmals unternehmensexternen) 
Systemen generiert. In diesem Zusammenhang sind folgende Merkmale zu beachten: 
o Es ist oftmals nicht möglich auf die datenproduzierenden Systeme zuzugreifen 
bzw. diese zu steuern. 
o Die Datenobjekte können, je nach Kommunikationskanal, in einer falschen 
Reihenfolge eintreffen. 
o Die Werte der Attribute können fehlerhaft sein. Dies gilt insbesondere für 
Zeitstempel aufgrund der Verwendung von nicht synchronisierten Uhren in 
einem Netzwerk. 
- Die Frequenz, in der die Datenobjekte gesendet werden, ist weder kontrollierbar noch 
vorhersagbar. Sie kann sehr hohe Raten annehmen, viele Ereigniselemente (z.B. 
Aktienkurse), aber auch nur eine geringe Rate aufweisen (z.B. Meldungen von 
Feuersensoren). 
- Die Datentypen können verschiedene Formate, von flachen Objekten bis hin zu 
hierarchischen XML-Strukturen, aufweisen.  
Die Anforderungen an Systeme, die diese Daten verarbeitet unterscheiden sich von 
traditionellen Systemen. In klassischen relationalen Datenbank-Management-Systemen (DBMS) 
z.B. liegt der Fokus auf dem sicheren Persistieren und Indizieren von Daten, sowie der 
Verarbeitung synchroner Anfragen, die von einem Benutzer initiiert wurden. Die Auswertung und 
Bearbeitung von Ereignisströmen stellt hingegen andere Anforderungen in den Vordergrund. Sie 
sollen Ergebnisse zeitnah, reaktiv und kontinuierlich erstellen[3]. 
Aus unterschiedlichen Forschungsbereichen wurden Ansätzen zum Umgang mit solchen 
Datenströmen entwickelt. Die Bezeichnung Event Processing (EP) vereint entsprechende Ansätze, 
Werkzeuge und Methoden. Eine Unterscheidung von Event Processing zu den vorausgehenden 
Konzepten kann vor allem in der Semantik des betrachteten Datensatzes, dem Ereignis gesehen 
werden. Dennoch ergänzen und überschneiden sich die Ansätze, so dass eine eindeutige 
Zuordnung oft schwer fällt (vgl. [3]). Als Synonyme für Event Processing kann Complex Event 
Processing (CEP) oder auch Business Event Processing gesehen werden [2], [4]. 
Im Folgenden soll auf die für diese Arbeit relevanten Konzepte von Event Processing 
eingegangen werden. 
2.1.2.2 Vorausgehende Konzepte 
Entsprechende Ansätze zur Lösung der beschriebenen Anforderungen können in zwei 
unterschiedlichen Forschungsbereichen gefunden werden. Zum einen wurden DBMS zur 
Verarbeitung von Datenströmen weiterentwickelt und anschließend unter dem Namen 
Datenstrommanagementsysteme (DSMS) geführt. Des Weiteren wurden im Bereich der 
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Kommunikation in verteilten Systemen vorhandene Publish-Subscribe-Mechanismus erweitert. 
[3] 
Active Databases 
Erste Ansätze zur reaktiven Bearbeitung von Ereignissen wurden im Rahmen der aktiven 
Datenbanksysteme (Active Database Systems - ADS) realisiert. Traditionelle DBMS sind passive 
Systeme. Daten werden nur durch explizite Anfragen eine Benutzers oder einer Anwendung 
ausgewertet. Man spricht hier auch von dem HADP-Paradigma (human active, DBMS passive) 
[47]. Reaktive Funktionalitäten, wie das Senden von Benachrichtigung beim Eintreten von 
vordefinierten Situationen wurden erst im Rahmen der ADS eingeführt. ADS bieten über 
zusätzliche Sprachkonstrukte die Möglichkeit Regeln zu definieren, um auf gewisse Auslöse-
Ereignisse zu reagieren. Diese werden meist in der Form „Event-Condition-Action“ definiert und 
daher auch ECA-Rules genannt, deren Elemente im Folgenden beschrieben werden sollen (nach  
[3]): 
Event:   Das Ereignis (Event) beschreibt den Auslöser der Regel. Dabei wurden 
typischerweise Datenbankereignisse wie das Einfügen, Ändern oder Löschen 
(INSERT, UPDATE, DELETE) von Tupeln vorgesehen. Manche Systeme ermöglichen 
es zudem auch auf externe Ereignisquellen, wie z.B. die Systemuhr oder 
Nachrichten von externen Systemen, zu reagieren. Beim Auftreten des Events 
wird die Regel weiter ausgeführt. 
Condition:  Die Bedingung (Condition) stellt eine Überprüfung dar, die angestoßen wird, 
wenn das Ereignis eingetreten ist. Hier können verschiedene 
Datenkonstellationen überprüft werden. Erste wenn die Bedingung erfüllt wird, 
wird die Aktion ausgelöst. So können z.B. Aktionen nur ausgeführt werden, wenn 
ein definiertes Limit erreicht ist. 
Action: Die Aktion (Action) beschreibt, welche Aufgaben/Programmteile ausgeführt 
werden sollen, wenn die Bedingung erfüllt ist. Dies umfasst typischerweise das 
Ändern oder Löschen von bestehenden oder das Einfügen von neuen Daten. 
Jedoch ermöglichen manche Systeme auch das Senden von Nachrichten und 
somit das potentielle Anstoßen externen Programmlogik. 
ADS können verschiedene Rollen in Rahmen von Anwendungen einnehmen. ECA-Rules 
können z.B. dazu verwendet werden, zusätzliche Randbedingungen (Constraints) beim Einfügen 
von Daten zu überprüfen und auf Verletzungen dieser zu reagieren [3]. ADS basieren auf 
traditionellen DBMS und fokussieren sich daher immer noch auf das Persistieren von Daten in 
einem Speicherraum (Storage). Dabei werden eingehende Daten unter Einhaltung der ACID – 
Kriterien (Atomar, Konsistent, Isoliert, Dauerhaft) gespeichert, wobei die Aktualisierungsrate der 
Daten typischerweise gering ist [3], [48]. Performanceprobleme treten bei diesem Ansatz jedoch 
bei einer erhöhten Anzahl von Regeln bzw. einer hohen Rate von internen oder externen 
Ereignissen auf [3].  Dies sind jedoch die Anforderungen, die Datenströmen zugeordnet werden. 
DSMS – Datenstrommanagementsysteme 
Um die genannten Beschränkungen zu begegnen wurden sog. Datenstrom-Management-
Systeme (DSMS) entwickelt, die sich in folgenden Merkmalen von traditionellen und aktiven 
DBMS unterscheiden [1], [3]: 
- Die eintreffenden Datenströme werden als unbegrenzt angesehen. 
- Die große Menge an Daten und die zeitlichen Anforderungen erschweren das 
Persistieren und nachträgliche Auswerten von Daten.  
- Einzelne Datenstrom-Elemente werden typischerweise einmalig, direkt bei der Ankunft 
verarbeitet und ausgewertet. 
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Um diesen Punkten gerecht zu werden, werden in DSMS anstatt von Adhoc-Anfragen sog. 
stehende Anfragen (standing/continuous queries) verwendet. Die Anfragen werden einmalig in 
das System eingestellt und bleiben aktiv bis sie wieder entfernt werden. Solange die Anfragen 
aktiv sind, können sie kontinuierlich Ergebnisse produzieren. Im Gegensatz zu DBMS fragen 
Nutzer also nicht aktiv nach Änderungen, sondern werden bei Änderungen benachrichtigt. Man 
spricht hier auch von dem DAHP (Database Active, Human Passive) Paradigma [3], [47]. 
Für DSMS wurden in der Literatur und in kommerziellen Produkten bereits verschiedenen 
Implementierungen vorgestellt. Sie unterscheiden sich in mehreren Merkmalen, u.a. darin, wie 
stehende Anfragen realisiert werden. Zudem können Ergebnisse exakt sein oder nur 
annäherungsweise sein, z.B. wenn nicht ausreichend Speicher zur Verfügung steht, um alle für die 
Berechnung relevante Daten vorzuhalten [3], [47], [49]. 
Publish/Subscribe 
Als weiteres grundlegendes Konzept können Publish-Subscribe-Mechanismen gesehen 
werden, die einem nachrichtenorientierten Paradigma in Verbindung mit einem indirekten 
Adressierungsmechanismus folgen. Nachrichten werden indirekt, also ohne direkten Empfänger, 
veröffentlicht (publish). Interessierte Empfänger können Nachrichten in der Form abonnieren, 
dass nur die für sie relevanten Nachrichten an sie übermittelt werden. Dabei werden 
typischerweise zwei verschiedenen Abonnement-Arten unterschieden: Topic-based und content-
based. Topic-based (Themenbasiert) erlaubt es verschiedene Nachricht anhand von 
vordefinierten Themen zu unterscheiden. Bei der content-based (inhaltsbasiert) Verarbeitung 
können vom Empfänger z.T. komplexe Filterkriterien festgelegt werden, anhand derer 
entschieden wird, ob die Nachricht an den Empfänger weitergeleitet wird oder nicht. Die 
Entscheidungen, ob die Relevanz einer Nachricht gegeben ist, wird in Publish-Subscribe-Systemen 
auf Basis jeder einzelnen Nachricht gefällt. Es ist nicht vorgesehen, dass Filterkriterien 
Beziehungen zu anderen Nachrichten in der Historie betrachten [3].  
Im Folgenden soll auf die für diese Arbeit relevanten Konzepte von Event Processing 
eingegangen werden. 
2.1.2.3 Ereignisse 
Ereignisse (Events) unterscheiden sich von Daten vor allem durch eine ihnen zugeordnete 
Semantik. Ein Ereignis bezeichnet etwas Bedeutsames, eine Zustandsänderung in der Welt. Es ist 
augenblicklich und atomar, existiert also im Ganzen oder gar nicht.  
 Ereignis (Event): 1) Ein Ereignis signalisiert eine Zustandsänderung in einem bestimmten 
 System oder in einer bestimmten Domäne, in der realen oder virtuellen Welt. Es zeigt auf, 
 dass etwas passiert bzw. passiert ist. 2) die digitale Repräsentation von 1) in Form einer 
 Entität. (frei übersetzt nach [4]) 
Für diese Arbeit relevant ist vor allem das Ereignis als digitale Repräsentation. Die digitale 
Form ermöglicht die funktionale Verarbeitung mit Hilfe von Anwendungsfunktionalität in 
entsprechenden Systemen.  
Der inhaltliche Aufbau von Ereignissen wird über Ereignistypen definiert. Ein Ereignistyp 
enthält Metadaten über Ereignisse. So werden hier z.B. die Attribute der zugeordneten Ereignisse 
beschrieben. Im Grunde ist jedes Ereignis einem Ereignistyp zugeordnet. Der Ereignistyp kann 
gemäß der Objektorientierung als Klasse gesehen werden, wobei die Ereignisse Instanzen dieser 
Klasse sind (nach [50]). Ausnahmen bieten sog. untypisierte Ereignisse, deren Typ implizit über 
die vorhandenen Attribute ermittelt werden kann. 
Komplexe Ereignisse (Complex Events) beschreiben eine Abstraktion von anderen Ereignissen. 
Komplexe Ereignisse werden z.B. durch die Anwendung von Funktionalitäten auf einfache (oder 
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auch komplexe) Ereignisse, z.B. durch Korrelation und Projektion, berechnet. Hierzu wird auch die 
Bezeichnung abgeleitete Ereignisse (Derived Events) verwendet. So kann aus verschiedenen 
Börsenkursereignissen (einfache Ereignisse) ein Kaufereignis (komplexes Ereignis) abgeleitet 
werden.  
Die Form beschreibt, wie ein Ereignis dargestellt, übermittelt und gespeichert werden kann. 
Ereignisse können hinsichtlich ihrer Form folgendermaßen klassifiziert werden (nach [4], [15], 
[51]): 
- Untypisierte Ereignisse mit Attributen: Dem Ereignis wird kein Ereignistyp zugesprochen, 
es kann nur über die zugeordneten Attribute identifiziert werden. 
- Typisierte Ereignisse ohne Attribute: Es wird lediglich ein Symbol zur Bezeichnung des 
Ereignistyps angegeben, z.B. „FeueralarmSensorAEvent“. Die Ereignisse enthalten keine 
weiteren Attribute. 
- Typisierte Ereignisse mit Attributen: Zusätzlich zum Symbol zur Bezeichnung des 
Ereignistyps, werden weitere Daten in der Form von Schlüssel-Wert-Paaren übermittelt, 
z.B. „FeueralarmEvent{sensor=‘A‘, temperatur=‘100‘}“. Die weiteren Daten geben 
weitere Informationen zum Ereignis, wie z.B. die gemessene Temperatur, die den 
Feueralarm ausgelöst hat.  
- Relationale Tupel: Auch hier werden neben dem Ereignistyp Attributwerte übermittelt. 
Die Ereignisse eines Ereignistyps haben hier jedoch immer dieselben Attribute. Diese 
werden typischerweise in einem Schema festgelegt. Die Zuordnung der Werte zu den 
Attributen findet z.B. über die Position statt. Das obige Beispiel könnten 
folgendermaßen dargestellt werden:„FeueralarmEvent{‘A‘, ‘100‘}“. 
- Objekte: Ereignisse werden als Objekte gemäß der Objektorientierung dargestellt. Die 
Darstellung erfolgt typischerweise wie bei typisierten Ereignissen mit Attributen. Die 
Verwendung von Objekten ermöglicht jedoch weitergehende Konzepte, wie z.B. die 
Vererbung. Ein Objekt vom Typ A kann auch vom Typ B sein, wenn A von B abgeleitet ist. 
Zudem können Methoden definiert und verwendet werden, sowie Referenzen enthalten 
sein, welches weitere Herausforderungen im Umgang mit verteilten Objekten beinhaltet 
- XML-Objekte: Ereignisse werden als XML dargestellt, wobei die Attribute über Tags und 









Listing 2-2: XML-Darstellung eines Ereignisses 
2.1.2.4 Kontinuierliche Anfragen 
Kontinuierliche oder auch stehende Anfragen beschreiben ein Konzept, mit dem es möglich ist 
Funktionalitäten kontinuierlich bzw. reaktiv ausführen zu lassen. Anfragen müssen dadurch nicht 
mehr aktiv, z.B. durch einen Benutzer, angestoßen werden. Sie bleiben aktiv und liefern 
Ergebnisse, sobald relevante Änderungen eingetreten sind. I m Folgenden soll das Konzept der 
kontinuierlichen Anfragen im Vergleich zu Anfragen in einem traditionellen DBMS System 
erläutert werden.  
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Als Anfragesprache im Rahmen des Event Processing wird in der Literatur oft die Structured 
Query Language (SQL), ein Standard aus dem DBMS-Bereich, verwendet, jedoch mit 
Erweiterungen, um stehende Anfrage spezifizieren zu können. Typischerweise werden stehende 
Anfragen also mit Hilfe von relationalen Operatoren, wie z.B. SELECT, PROJECT, JOIN, sowie 
Aggregationsoperatoren, wie z.B.  MIN, MAX, SUM, AVG definiert. Aus der Definition können, wie 
bei traditionellen DBMS, Anfragepläne (Query-Plans) generiert werden. Trotz der Ähnlichkeit zu 
DBMS in Hinsicht auf Operatoren und Anfrageplänen, unterscheidet sich die Abarbeitung der 
Anfragen in mehreren Punkten[1]: 
- Die Operatoren werten die Ereignisse aus, sobald sie in das System eintreffen. Dies ist 
jedoch nur möglich für nicht-blockierende Operatoren, wie SELECT oder PROJECT, die 
auf einzelnen Datenelementen arbeiten. Blockierende Operatoren, wie z.B. JOIN, SORT 
oder manche Aggregationsoperatoren, können nicht ausgeführt werden, da Sie auf einer 
abgeschlossen Datenmenge arbeiten. Dies steht jedoch im Widerspruch zu der 
Unbegrenztheit eines Datenstroms. Um diese Operatoren zu verwenden und eine 
kontinuierliche Ausgabe von Ergebnissen zu ermöglichen, werden sie in nicht-
blockierende Operatoren umgewandelt. 
- Traditionelle DBMS arbeiten nach dem PULL-Prinzip. Der Query-Plan wird ausgewertet, 
indem an den Wurzel-Knoten begonnen wird und die Datentupel über die einzelnen 
Kinder-Knoten angefordert werden, die wiederum ihre Kinder-Knoten auswerten. DSMS 
arbeiten hingegen nach dem PUSH-Prinzip, welches der kontinuierlichen Charakteristik 
der Ereignisströme folgt. Die eintreffenden Ereignisse werden in den unteren 
Kinderknoten eingefügt und bei Erfüllung der Bedingung nach und nach in Richtung 
Wurzel geschoben (PUSH). 
- Die Operatoren verarbeiten eine oder mehrere eingehende Datenströme und geben 
einen Datenstrom aus, der wiederum von weiteren Operatoren verarbeitet werden 
kann. Die Tupel werden nicht persistiert, sondern werden direkt in die entsprechende 
Warteschlange des nächsten Operators eingetragen. Da diese Warteschlangen im 
Hauptspeicher liegen werden lange Zugriffszeiten auf Festplatten vermieden. Die 
Warteschlangen werden dabei als Puffer verwendet. Darin können sich daher noch nicht 
oder nur teilweise verarbeitete Tupel befinden.  
Abbildung 2-7 visualisiert die beiden Ansätze von PUSH und PULL-Prinzip. Während rechts die 
Daten bis hin zu den Kinderknoten angefordert und anschließend verknüpft werden (PULL), 
werden bei den stehenden Anfragen links die Ereignisse nach der Auswertung in Warteschlangen 
(Q1-3) gelegt und darüber von weiterverarbeitenden Knoten konsumiert. Ein Query-Plan einer 
kontinuierlichen Anfrage besteht also aus nicht-blockierenden Operatoren und Warteschlangen, 
die diese miteinander verbinden.   
 
Abbildung 2-7: Push-Prinzip (links) vs. Pull-Prinzip (rechts), in Anlehnung an [1] 
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Es gilt zu beachten, dass eine stehende Anfrage nicht bedeutet, dass es keinen Auslöser für die 
Berechnung der Funktionalität gibt. Vielmehr werden sie durch jede, für die Funktionalität 
relevante Änderung ausgelöst. Die Auslöser sind jedoch abhängig von der Definition der 
zugrundeliegenden Anfrage.  
2.1.2.5 Fensterkonzept 
Um blockierende Operatoren in einem nicht-blockierenden Modus zu verarbeiten wird das 
sog. Fensterkonzept eingesetzt. Das Fensterkonzept stammt aus dem Forschungsbereich DSMS 
und soll im Folgenden anhand der Verarbeitung von Ereignissen beschrieben werden. Ein 
Ereignis-Fensters (window) begrenzt die Menge der auszuwertenden Daten. Somit können 
blockierende Operationen auf einer endlichen Menge an Daten ausgeführt werden. Ein Fenster 
kann definiert werden als „historischer Schnappschuss einer endlichen Menge eines Datenstroms, 
der von Operatoren verwendet wird, um ihre Berechnung durchzuführen“ (nach [1]).  Es werden 
also nur Ereignisse betrachtet, wenn Sie zwischen Start und Ende des Fensters liegen. Abbildung 
2-8 stellt dies anhand eines Beispiels dar. In dem definierten Fenster werden nur E3 und E4 
betrachtet, E1 und E2 treten zu früh, E5 und E6 zu spät auf. Zu einem Ereignisstrom können in 
verschiedenen Anfragen auch verschiedene Fenster definiert werden [1].  
 
Abbildung 2-8: Fenster mit eintreffenden Ereignissen aus einem Ereignisstrom 
Es werden typischerweise zwei Fenstertypen unterschieden: zeitbasierte (physische) und tupel-
basierte (logische)[1].  Zeitbasierte Fenster orientieren sich an einem definierten Zeitintervall mit 
einer Startzeit und einer Endzeit. Die Zugehörigkeit zu einem Fenster wird über einen dem 
Ereignis zugeordneten Zeitstempel ermittelt. Zeitbasierte Fenster können verschiedene 
Ausprägungen haben. Man unterscheidet die Länge des Intervalls (fest definiert vs. variabel), die 
Bestimmung der Startzeit (fest definiert vs. relativ) und den Überschneidungsgrad (sliding vs. 
tumbling). 
 
Abbildung 2-9: Zeitbasierte Fenstertypen im Vergleich 
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Abbildung 2-9 zeigt den unterschied des Überlappungsgrades. Fixed Windows starten und 
enden zu fest definierten Zeitpunkten, z.B. 15 Uhr bis 17 Uhr. Sliding Windows haben eine 
festgelegte Intervalldauer und bewegen sich relativ zur aktuellen Zeit. Eine korrespondierende 
Regel könnte lauten: „Betrachte die eingehenden Tupel der letzten 5 Minuten“. D.h. auch das 
mehrere Zeitfenster überlappen können. Bei sog. Tumbling Windows, ist immer nur ein Fenster 
aktiv, eine Überlappung findet nicht statt. Wird das Ende erreicht, wir ein neues Fenster gestartet 
[1], [4]. Zusätzliche Fenster, wie z.B. prädikatenbasierte oder partitionierende Fenster werden in 
der Literatur diskutiert, jedoch hier nicht detailliert betrachtet [1]. Ähnlich zu den vorgestellten 
Fenstern werden Ereignisse und/oder Zeitsignale zur Bestimmung der Fenstergrenzen verwendet. 
Prädikatbasierte Fenster verwenden zusätzliche, dynamische Einschränkungen zur Bestimmung 
der Ergebnismenge, partitionierende Fenster gruppieren Daten innerhalb eines Fensters 
zusätzlich anhand bestimmter Ereignisattribute (vgl. [52], [53]). 
Stehende Anfragen, die blockierende Operationen beinhalten werden mit der Definition von 
Fenstern begrenzt, um die Berechnung durchführen zu können. Diese Fenster werden je nach 
Ausprägung durch zwei verschiedene Typen von Auslösern gestartet bzw. beendet. Dies sind zum 
einen Ereignisse und zum anderen Zeitticks. Bei der Programmierung der 
Anwendungsfunktionalität müssen also für blockierende Operatoren zusätzlich 
Fensterdefinitionen angegeben werden. 
2.1.2.6 Funktionalitäten 
EP-Systeme bieten eine Reihe von Funktionalitäten an. Als kleinste logische Einheit in der 
Modellierung von EP Systemen gilt laut Etzion und Niblett der sog. Event Processing Agent (EPA) 
[4]. EPAs beinhalten Regeln zur Bearbeitung von eingehenden Ereignissen. Etzion kategorisiert 
verschiedene Arten von EPAs anhand ihrer Funktionalität wie in Abbildung 2-10 dargestellt.  
 
Abbildung 2-10: Typen von Event Processing Agents (nach [4]) 
Filter-Agenten werden verwendet, um uninteressante Ereignisse zu verwerfen. Dazu werden 
die einzelnen Ereignisse einem Test unterzogen, der entscheidet, ob das jeweilige Ereignis zu den 
folgenden EPAs weitergeleitet wird oder nicht. Typischerweise ist der Filter Agent zustandslos, 
der Test verwendet also lediglich die Attribute des einzelnen Ereignisses zur Berechnung des 
Ergebnisses. Transformations-Agenten verarbeiten eintreffende Ereignisse und ändern dabei 
deren Inhalt. So arbeiten Translate-Agents auf einzelnen Ereignissen. Es werden z.B. Attribute des 
Ereignisses entfernt (Project) oder weitere hinzugefügt (Enrich). Dabei werden typischerweise 
Daten aus internen oder angebunden Datenquellen, wie z.B. relationalen DBMS, zur 
Anreicherung verwendet. Aggregate-Agents werten mehrere eintreffende Ereignisse, also ein 
Strom von Ereignissen, mit Hilfe von Aggregationsfunktionen, wie z.B. Summen- oder 
Durchschnittsfunktionen, aus. Split-Agents teilen einzelne Events auf mehrere Events auf. 
Compose-Agents verarbeiten zwei oder mehr Ereignisströme und verbinden diese zu einem 
Ereignisstrom. Agenten zur Mustererkennung (Pattern Detect) werten eingehende Ereignisse aus 
verschieden Ereignisströmen anhand von Regeln aus, um definierte Muster zu erkennen. Wird ein 
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Muster erkannt, wird ein neues komplexes Ereignisse  [4]. Dabei können verschiedenste Muster 
angewandt werden. Unter anderem besteht hier mit Hilfe von Zeitfenstern die Abwesenheit von 
Ereignissen zu erkennen und darauf zu reagieren (Abwesenheitsmuster). Wie bei der 
Beschreibung des Fensterkonzepts bereits beschrieben wurde gibt es zwei Arten von Auslösern 
von Funktionalität, Ereignisse und Zeitsignale. Zeitsignale spielen vor allem bei der 
Mustererkennung und bei Aggregationen, Kompositionen eine hervorgehobene Rolle, da hier 
Zeitfenster eingesetzt werden können. Wir definieren diese zeitbasierte Funktionalitäten wie 
folgt: 
Zeitbasierte Funktionalitäten: Funktionalitäten, die Zeitsignale einer internen oder 
externen Uhr verwenden, um Ergebnisse zu berechnen bzw. um eine Verarbeitung anzustoßen. 
2.1.2.7 Zeitstempel 
Wie bereits erläutert spielt der Faktor Zeit im Event Processing eine hervorgehobene Rolle. Die 
Zuordnung von Ereignissen zu Fenstern und damit zusammenhängend die Verwendung von 
Zeitstempeln ist für die Verarbeitung in EP-Anwendungen relevant.  
In einem verteilten System bringt dies jedoch zusätzliche Herausforderungen mit sich. 
Ereignisse werden oftmals in externen Systemen generiert und erreichen über verschiedene 
Kommunikationswege das EP-System. Jeder dieser Knoten besitzt dabei typischerweise eine 
eigene, lokale Uhr (Clock) zur Bestimmung der aktuellen Zeit. Uhren erzeugen eine aufsteigende 
Sequenz von Zeitsignalen (auch Zeitticks genannt). Die Granularität beschreibt dabei die Länge 
des Intervalls zwischen den Zeitsignalen. Das Problem ist, dass die Uhren nicht perfekt 
synchronisiert werden können. Die Dauer zum Versenden einer Nachricht über ein Netzwerk 
kann nie exakt bestimmt werden und hängt von vielerlei Faktoren, wie z.B. die gewählte Route, 
die Last im Netzwerk, etc., ab (vgl. [54]–[56]).  
Eine grundsätzliche Frage bei der Spezifikation von EP-Anwendungsfunktionalität ist, welcher 
Zeitstempel verwendet werden soll. Hier muss zwischen dem Entdeckungszeitpunkt (Detection 
time) und dem Eintrittszeitpunkt (Occurrence time) unterschieden werden. Der 
Entdeckungszeitpunkt beschreibt den Zeitpunkt, an dem das Ereignis im EP System entdeckt 
wurde. Der Eintrittszeitpunkt ist der Zeitpunkt, an dem das Ereignis aufgetreten ist, vergeben 
durch das System, dass das ursprünglich Ereignis erstellt hat [4], [50]. Die Entscheidung, welcher 
Zeitstempel für die Funktionalität verwendet werden soll, hängt von verschiedenen Faktoren ab 
und muss je nach Anforderung beschrieben werden [4], [49]. 
Technisch gesehen muss bei der Verwendung des Eintrittszeitpunktes ein zusätzlicher Puffer 
vorgesehen werden, um z.B. aufgrund der Kommunikationswege verspätete Ereignisse noch zu 
betrachten. Hierin liegt dann die weitere Problematik der Bestimmung der optimalen Pufferlänge, 
sowie der maximalen Wartezeit auf potentielle Nachzügler [49]. Ein umgekehrtes Problem tritt 
auch bei Verwendung des Entdeckungszeitpunkts auf. Hier werden verspätete Ereignisse nicht 
betrachtet, da hier nur eine lokale Uhr relevant ist. Dabei können u.U. relevante Ereignisse 
verloren gehen. In der Praxis ist es nötig im Einzelfall zu prüfen, welche Strategie verwendet 
werden soll. Eine weitere Frage liegt darin, ob einzelner Zeitstempel überhaupt ausreicht, um das 
Ereignis vollständig zeitlich einzuordnen. Es kann z. B davon ausgegangen werden, dass Ereignisse 
sich in einem Intervall ereignen. Somit würden zwei Zeitpunkte (Start- und Endpunkt) für die 
Funktionalität relevant werden.  
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2.1.2.8 Programmiersprachen 
Die konkrete Umsetzung der EP-Funktionalität im Rahmen der Programmierung ist abhängig 
vom eingesetzten EP-Werkzeug. Eine Standardisierung der Programmiersprache, wie sie z.B. im 
Rahmen der Datenbankabfragesprache SQL erfolgte23, ist momentan noch nicht abzusehen. 
Etzion klassifiziert die Arten der Programmierung bzw. Programmiersprachen in folgende drei 
Kategorien:  imperative Sprachen, stromorientierte Sprachen und regelbasierte Sprachen [4].  
In der imperativen Programmierung werden Programmiersprachen im Stil von C oder JAVA dazu 
verwendet, EP-Funktionalitäten umzusetzen. Die entsprechende Funktionalität wird mit Hilfe 
von dafür bereitgestellten Programmstrukturen, wie Klassen und Methoden unterstützt. Die 
konkrete Ausgestaltung unterscheidet sich und muss daher bei den jeweiligen EP-Werkzeugen 
eingesehen werden. Zum Teil bieten einzelne Produkte die Möglichkeit an, verschiedene 
Programmiersprachen zu verwenden. Siehe hierzu z.B. die Frameworks Apache Spark24 bzw. 
Apache Storm25, die u.a. Scala, Java und Python unterstützen. Listing 2-3 zeigt ein Beispiel der 
Programmierung unter Apache Spark, bei dem auf einem Twitter-Ereignisstroms die Anzahl der 
Nachrichten gezählt wird, die den Text „Spark“ beinhaltet. Zeile 2 zeigt den Filterbaustein, in 





    .filter(_.getText.contains("Spark")) 
    .countByWindow(Seconds(5))  
Listing 2-3: Beispiel der Programmierung unter Apache (Spark http://spark.apache.org/streaming/) 
Stromorientierte Sprachen basieren auf dem Konzept der Datenflüsse. Datenflussdiagramme 
bestehen aus Knoten und gerichteten Graphen, die den Fluss der Daten visualisieren. Wie bereits 
zuvor erläutert werden in den Knoten kontinuierliche Anfragen ausgeführt, die eintreffende 
Ereignisse verarbeiten. Die Sprachen basieren vorwiegend, wenn auch nicht ausschließlich, auf 
SQL und relationaler Algebra. Beispiel hierfür sind die Continuous Query Language (CQL) des 
Projekts STREAM der Stanford University [53] oder die Continuous Computation Language (CCL)  
des SAP Event Stream Processors26 (früher Aleri bzw. Coral8), die auch in [4] beschrieben werden.  
Im Folgenden soll exemplarisch die Event Processing Language (EPL) von Esper vorgestellt 
werden, mit der auch die Beispiele im Rahmen der Validierung umgesetzt wurden. Die 
betrachtete Version ist die 5.3.027. Listing 2-4 zeigt die Syntax-Definition der EPL.  
Die einfachste Form einer Anfrage besteht aus einem SELECT-FROM-Statement analog zur 
SQL, in der nach dem select die zu selektierenden Felder des Ereignisses angegeben werden und 
im from-Teil die zu selektierenden Ereignisse anhand des Typs angegeben werden. Da es sich um 
eine kontinuierliche Anfrage handelt, werden hier die entsprechenden Datenfenster, wie z.B. 
Zeitfenster angegeben. Analog zu SQL findet sich hier ein WHERE-Abschnitt zum Filtern von 
Ereignissen, sowie Gruppierung (group by, having), Sortierung (order) und Limitierung der Anzahl 
der Ergebnisse (limit). Spezifisch für die Ereignisverarbeitung kann die context- und die output-
Spezifikation gesehen werden. Im context-Teil kann der zu betrachtende Kontext (Filter, 
Zeitfenster, etc.) zentral deklariert und in den Anfragen referenziert werden. Im output-Teil kann 
                                                          
23
 Siehe hierzu die Norm ISO/IEC 9075:2011 SQL, http://www.iso.org, zuletzt abgerufen am 27.07.2016 
24
 http://spark.apache.org/streaming/, zuletzt abgerufen am 27.07.2016 
25
 http://storm.apache.org/, zuletzt abgerufen am 27.07.2016 
26
 http://help.sap.com/Download/Multimedia/zip-esp_51sp10/esp_ccl_reference.pdf, zuletzt abgerufen 
am 27.07.2016 
27
 http://www.espertech.com/esper/release-5.3.0/esper-reference/html/epl_clauses.html, zuletzt 
abgerufen am 27.07.2016 
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zusätzlich spezifiziert werden, wann und in welchen Abständen die Anfrage ausgeführt werden 

















[into table table_name] 
[insert into insert_into_def] 
select select_list 
from stream_def [as name] [, stream_def [as name]] [,...] 
[where search_conditions] 
[group by grouping_expression_list] 
[having grouping_search_conditions] 
[output output_specification] 
[order by order_by_expression_list] 
[limit num_rows] 
Listing 2-4: Esper EPL Syntax (nach http://www.espertech.com/esper/) 
Listing 2-5 zeigt abschließend ein einfaches Beispiel zum Berechnen der Summe der Preise 
eingehender Bestellungen (OrderEvent) innerhalb der letzten 30 Sekunden. Das Zeitfenster wird 




select sum(price)  
from OrderEvent.win:time(30 sec) 
Listing 2-5: Esper EPL Zeitfenster 
Regelorientierte Sprachen können eingeteilt werden in Production Rules (Geschäftsregeln), 
Active Rules, aus der Domäne der Active Databases, sowie Regeln aus der logischen 
Programmierung.  
Production Rules werden in der Form „if condition then action – wenn Bedingung, dann 
Aktion“ deklariert. Ursprünglich wurden sie in Expertensystemen eingesetzt, um bei 
Zustandsänderungen Fakten zu bewerten und ggf. neue Zustandsänderungen daraus abzuleiten. 
Ein bekannter Algorithmus zur Abarbeitung von verketteten Regeln ist der Rete-Algorithmus von 
Forgy. Active Rules verwenden Event-Condition-Action-Rules, wie sie bereits bei den 
vorausgehenden Konzepten erläutert wurden. Im Rahmen der logischen Programmiersprachen 
wird Programmfunktionalität anhand von Axiomen beschrieben. Als bekannte logische 
Programmiersprache kann PROLOG genannt werden[4], [17, S. 198]. 
Als Beispiel für den Aufbau einer regelbasierte Programmiersprache soll die Regelsprach der 
EP-Engine JBoss Drools Fusion erläutert werden, welche auch im Rahmen der Validierung 
eingesetzt wird. Listing 2-6 zeigt den generellen Aufbau. Einer Regel wird ein Name zugeordnet 
und Attribute, die in der Regel verwendet werden, werden definiert. Im when-Teil werden die 











    <attribute>* 
when 
    <conditional element>* 
then 
    <action>* 
end 
Listing 2-6: JBoss Drools Rule Language Syntax
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Listing 2-7 zeigt ein Beispiel angelehnt an die Online-Dokumentation von Drools Fusion. In dem 
Beispiel sollen SensorWerte (SensorReading), die die aktuelle Temperatur übermitteln, 
überwacht werden. Wenn die Durchschnittstemperatur der letzten 10 Minuten den Wert der 
festgelegten Temperaturschwelle (TemperatureThreshold) übersteigt, soll ein Alarm ausgelöst 
werden. Das Zeitfenster wird an dieser Stelle mit Hilfe des Ausdrucks over window:time(10m) 
festgelegt. Auch an dieser Stelle soll für eine detaillierte Betrachtung der Syntax und für weitere 










rule "Sound the alarm in case temperature rises above threshold" 
when 
    TemperatureThreshold( $max : max ) 
    Number( doubleValue > $max ) from accumulate( 
        SensorReading( $temp : temperature ) over window:time( 10m ), 
        average( $temp ) ) 
then 
    insert( new Alarm($max)); 
end 
Listing 2-7: JBoss Drools Fusion Beispiel für zeitbasierte Funktionalität
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2.1.2.9 Modellierung von ereignisverarbeitenden Anwendungen und Systemen 
Zur Definition und Darstellung relevanter Informationen von EP-Anwendungen werden Modelle 
eingesetzt. Anwendungsmodelle befassen sich mit der Darstellung der beteiligten Komponenten 
einer EP-Anwendung und deren Verbindung untereinander. Ereignismodelle definieren die in 
der Verarbeitung verwendeten Ereignisse und deren Beziehung strukturell.  
Anwendungsmodell 
Um EP-Anwendungen zu modellieren wurden von Etzion & Niblett aufbauend auf Luckham 
verschiedene Elemente definiert [2], [4]. Sie stellen die Abläufe und Zusammenhänge von EP-
Anwendungen grafisch dar. Zu den Bausteinen gehören: Ereignisproduzenten (Event producer), 
Ereigniskonsumenten (Event consumer), Ereignistypen (Event types), Ereigniskanäle (Event 
Channels), Event Processing Agents (EPA), Kontext (Context) und der globale Status (Global State).  
Ereignisproduzenten repräsentieren Entitäten, die Ereignisse generieren und in das System 
einspeisen. Wie in Abbildung 2-11 dargestellt, haben Ereignisproduzenten nur ausgehende 
Schnittstellen (Output terminals). Ereigniskonsumenten sind dagegen Entitäten, die Ereignisse 
empfangen können, und haben daher nur eingehende Schnittstellen. Ereignisverarbeitende 
                                                          
28
 https://docs.jboss.org/drools/release/5.3.0.Final/drools-expert-docs/html/ch05.html, zuletzt abgerufen 
am 27.07.2016 
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Agenten (Event Processing Agents, EPAs) repräsentieren die Funktionalität der Verarbeitung, die 
auf die eingehenden Ereignisse ausgeführt werden soll und wie daraus die ausgehenden 
Ereignisse erstellt werden. EPAs dienen somit gleichzeitig als Ereignisproduzent und 
Ereigniskonsument und gelten als kleinste logische Funktionseinheit. Zu den Terminals in den 
Modellen können zudem die Ereignistypen schriftliche angefügt werden, um zu verdeutlichen 
welche Typen von Ereignissen empfangen bzw. versendet werden. Ereignistypen definieren die 
Attribute der zugehörigen Ereignisse, sowie semantische Merkmale.  
 
 
Abbildung 2-11: Producer, Consumer und Event Processing Agent nach [4] 
Ereigniskanäle (Event Channels) können dazu verwendet werden, Ereignisproduzenten, 
Ereigniskonsumenten und EPAs miteinander zu verknüpfen. Sie dienen lediglich zur einfacheren 
Darstellung der Kommunikationswege und haben keine Auswirkung auf die zugrundeliegende 
Kommunikationsimplementierung.  
Der globale Status als Baustein der Modellierung nach [4] beschreibt einen internen oder 
externen Wissensspeicher, in dem Zustände und Daten gespeichert sind, die zur Bearbeitung der 
Funktionalität benötigt werden, jedoch nicht in den zu verarbeitenden Ereignissen selbst 
enthalten sind. Dies können referenzierte Daten sein, wie z.B. Benutzerdaten, die über eine ID 
dem Ereignis zugeordnet werden oder auch externe Status, wie z.B. das aktuelle Wetter. 
Eine EP-Anwendung besteht typischerweise aus der Verknüpfung von Ereignisproduzenten, 
mehreren EPAs, sowie Ereigniskonsumenten. Um EP-Anwendungen darzustellen werden mehrere 
Bausteine logisch zu sog. Event Processing Networks (EPNs) gruppiert [2], [4].  
Abbildung 2-12 zeigt ein Beispiel eines EPNs. Hier ist z.B. Event Producer 1 mit Agent 1 
verbunden, welcher mit der Datenquelle State verbunden ist. Die Ausgaben von Agent 2 und 
Event Producer 2 werden über einen Channel an Agent 3 und Event consumer 3 weitergeleitet. 
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Abbildung 2-12: Ein Beispiel eines Event Processing Networks aus [4] 
Die Anordnung der EPAs in einem EPN kann nach verschiedenen Kriterien stattfinden. Nach 
Luckham [2] ergibt sich hier typischerweise eine hierarchische Anordnung, wobei in jeder 
Hierarchiestufe der Abstraktionsgrad erhöht wird. Quellereignisse aus Ereignisproduzenten, die 
z.B. eher technisch ausgerichtet sein können, werden in einer ersten Hierarchieebene analysiert 
und daraus abgeleitete Ereignisse generiert, die die technischen Informationen abstrahieren. In 
einer zweiten Hierarchieebene werden die Informationen weiter verdichtet. Als Beispiel hierfür 
kann die Überwachung von Kauf- und Verkaufsaktivitäten von Aktienhändlern, angebracht 
werden (nach [2]). Als Quellereignisse werden einzelne technische Anfragen- und Bestätigungen 
von Transaktionen gesehen, die in einer ersten Hierarchiestufe korreliert einen Kauf- bzw. 
Verkauf von Aktien identifizieren. Diese abgeleiteten Kauf- und Verkaufsereignisse können nun 
hinsichtlich betrügerischer Muster in einer zweiten Hierarchiestufe untersucht werden. Die 
Ergebnisse dieser Stufe sind z.B. Betrugsversuchs-Ereignisse. In einer dritten Hierarchiestufe, 
könnten diese nun weiter korreliert oder aggregiert werden, usw.   
Bruns und Dunkel [57]visualisiert den hierarchischen Aufbau wie in Abbildung 2-13 dargestellt. 
Auf einer ersten Hierarchieebene stehen die einfachen Ereignisse, die zu mittleren Ereignissen 
und diese zu komplexen Ereignissen zusammengefasst werden.  
 
Abbildung 2-13: Abstraktion von Ereignissen aus  [57] 
Ereignismodelle 
Das Modellieren von Ereignissen ist ein elementarer Bestandteil von EP-Anwendungen. Im 
Ereignismodell werden relevante, strukturelle Informationen abgebildet, wie z.B. Ereignistypen, 
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Attribute und Abhängigkeiten untereinander. Die Verarbeitungslogik, wie sie z.T. in den 
Anwendungsmodellen abgebildet ist, wird hier explizit nicht abgebildet. Es erfolgt also eine klare 
Trennung zwischen Ereignisstruktur und Ereignisverarbeitung (vgl. [57]).  Siehe hierzu auch 
Abbildung 2-14. Das Ereignismodell zeigt das statische Modell der Ereignisse. Die Regeln im der 
Ereignisverarbeitung definieren das dynamische Verhalten der Ereignisse in der Anwendung. In 
den Regeln werden also die Informationen aus dem Ereignismodell verwendet, um die 
Anwendungsfunktionalität zu definieren. 
Die Event Processing Engine verarbeitet die eintreffenden Ereignisse, in dem sie die 
zugehörigen Ereignistypen aus dem Ereignismodell und die den Typen zugeordneten Regeln 
identifizieren. 
 
Abbildung 2-14: Zusammenspiel Ereignis- und Verarbeitungsmodell aus [57] 
Ereignis- bzw. Ereignistypmodelle definieren formal den strukturellen Aufbau von Ereignissen, 
Attributen bzw. Ereignistypen und Attributtypen sowie die Abhängigkeiten der Bausteine 
untereinander. Ereignistypen beschreiben dabei Metadaten von Ereignissen, inklusive der den 
Ereignissen zugesprochenen Attribute und deren Typen. Ein Ereignismodell wird verwendet, um 
konkrete Ereignisinstanzen im System abzubilden.   
Zur Beschreibung von Ereignistypen über ein Ereignistypmodell werden in der Praxis z.B. 
Klassen und Objekte im Sinne der objektorientierten Programmierung verwendet. So verwendet 
z.B. die EP-Engine JBoss Drools das JAVA-Klassen und Instanziierungen, Esper zusätzlich noch auch 
XML-basierte Eventtyp-Definitionen. Die Klassen entsprechen dem Ereignistypmodell, die 
konkreten Instanziierungen der Ereignisse erfolgt abhängig von der Umgebung über Objekte, 
XML-Dateien, JSON, etc. 
Zum Austausch von Ereignistypinformationen beschreiben Rozsnyai et al. [15] in ihrer Arbeit 
Konzepte zur Modellierung von Ereignissen für ereignisverarbeitende Systeme.  Ziel der Arbeit ist 
es ein allgemeingültiges Modell für die Darstellung, Strukturierung und Typisierung von 
Ereignissen, Ereignistypen sowie Attributen und Attributtypen zu entwickeln. Mit einem 
allgemeingültigen Modell soll es möglich sein unterschiedliche ereignisverarbeitende Systeme 
flexibler miteinander verknüpfen zu können.  
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Die Ziele eines Ereignismodells beschreiben sie wie folgt: 
- Das Ereignismodell soll ein valides Schema zur Beschreibung von Ereignissen sowie 
deren Attribute umfassen. Es soll von Ereigniskonsumenten identifiziert werden können. 
- Es soll Mechanismen anbieten, um bestehende Schemata hinsichtlich Aggregationen 
und Spezialisierungen von Ereignissen zu erweitern. 
- Es soll die Möglichkeit schaffen, Ereignistypen zu klassifizieren. 
- Es soll Abhängigkeiten zwischen Ereignissen darstellen können. 
 
Hintergrund der Forschungsaktivität ist die Implementierung des Modells im EP-System SARI, 
welches die Konzepte umsetzen soll. Ein Vergleich von SARI, welches das vorgestellte Modell 
verwendet, zu bestehenden Lösungen hinsichtlich Ereignistypmodell, Attributmodell, 
Vererbungsmöglichkeiten, Ereignisrepräsentation und weiteren Eigenschaften wird aufgezeigt. 
Abbildung 2-15 zeigt das Klassendiagramm der sog. Ereignistyp-Bibliothek (Event Object Type 
Library). Hier werden die Metadaten von Ereignissen, also der Ereignistyp (Event Object Type), die 
zugordneten Attribute (Attribute), die strukturellen Abhängigkeiten, sowie unterschiedliche 
Typen von Attributen (Attribute Type) aufgeführt. Durch die verschiedenen Attributtypen ist es 
möglich verschachtelte Strukturen darzustellen. Somit können also neben Einzelwert-Attributen 
(Single-Value Type), auch Listen (Collection Type) und Schlüssel-Wert-Paare (Dictonary) 
referenziert werden. Zudem können Vererbungshierarchien und Generalisierungen (Exheritance) 
dargestellt werden. Zur detaillierten Erläuterung dieser siehe [15] 
 
 
Abbildung 2-15: UML-Klassendiagramm der Event-Object-Library nach [15] 
Ein weiterer Ansatz zur systematischen Beschreibung von Ereignistypen findet sich in Etzion 
und Niblett [4]. Hier werden Ereignistypen, neben Attributen bzw. Attributtypen, auch weitere 
Merkmale zugordnet, wie z.B. der Ereignisbezeichner, Vererbungsinformationen bzw. die Angabe 
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der temporalen Granularität. Ein formale Modellierung dieser Metadaten sowie deren 
Abhängigkeiten wird nicht vorgenommen.  
2.1.2.10 Laufzeitarchitekturmodell 
Im Folgenden soll exemplarisch ein Modell einer Laufzeitarchitektur für EP-Systeme in 
Anlehnung an [3], [47]  erläutert werden. Abbildung 2-16 zeigt relevante Module, die in einem EP-
System in der einen oder anderen Form vorhanden sind. 
 
Abbildung 2-16: Laufzeitarchitektur-Modell nach [3], [47] 
Die grundlegenden Elemente von EP-Systemen sind Ereignisse, also digitale Datenelemente, 
die in das System eintreffen und dort anhand von Regeln verarbeitet werden. Eintreffende 
Ereignisse werden von einer Router-Komponente in entsprechende Warteschlangen (Queues) 
eingereiht. Der Scheduler stößt daraufhin die Ausführung der EPAs an, die dieses Ereignis 
verarbeiten. Während der Bearbeitung kann auf Daten aus der Informationsdatenbank 
(Knowledge Base) zugegriffen werden, die dem globalen Status aus der Modellierung 
entsprechen. Die abgeleiteten Ereignisse aus der Verarbeitung werden über den Router an 
interessierte Empfänger weitergeleitet bzw. zur weiteren Verarbeitung in die Warteschlangen 
eingereiht. 
Aufgabe des Routers ist die Verteilung der eintreffenden Ereignisse. Wie bereits erwähnt 
können Ereignisse von externen Ereignisproduzenten oder aus der internen Verarbeitung 
eintreffen. Der Router entscheidet ob das Ereignis zur Bearbeitung an den Speichermanager 
(Storage Manager) übergeben wird. Bei internen Ereignissen entscheidet er, ob diese an externe 
Ereigniskonsumenten weitergeleitet werden sollen. Er dient zudem als Multiplexer, da Ereignisse 
die aus verschiedenen Systemen parallel eintreffen können und in einem Ereignisstrom münden, 
hier jedoch sequentiell weitergeleitet werden. Am Router ist ein Zeitgeber (Clock) angebunden. 
Dieser sendet periodisch ein Zeitsignal mit der aktuellen Zeit, der es ermöglicht zeitbasierte 
Funktionalitäten abzudecken. Der Zeitgeber wird z.B. verwendet, um den eintreffenden 
Ereignissen ein Zeitstempel (Entdeckungszeit) zuzuordnen, welcher in der Verarbeitung zur 
Zuordnung des Ereignisses zu Zeitfenstern genutzt werden kann. Zudem kann das Zeitsignal 
verwendet werden, um den Ablauf bzw. den Start von Zeitfenstern zu ermitteln. 
Der Speichermanager (Storage Manager) verwaltet die Warteschlangen (Queues), die zur 
Verarbeitung der Anwendungsfunktionalität verwendet werden. Diese werden typischerweise im 
Hauptspeicher abgelegt, um die Verarbeitungsgeschwindigkeit zu erhöhen. Je nach 
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Implementierung kann die Anzahl der verwendeten Warteschlangen, eine zentrale für alle 
Ereignisse, mehrere aufgeteilt nach Operatoren und/oder Ereignistypen, variieren (vgl. [47], [49]). 
Bei der Übergabe vom Router in den Speichermanager wird das Ereignis in die relevanten 
Warteschlangen eingereiht. Zusätzlich zu den „neuen“ Ereignissen werden Ereignishistorien 
(History) verwaltet. Hier werden Ereignisse aufbewahrt, die für die Verarbeitung im EPA noch 
benötigt werden können, die z.B. einem noch offenen Zeitfenster zugeordnet sind. Der 
Speichermanager kann dazu verwendet werden dynamisch je nach Auslastung und Strategie Teile 
der Wartschlangen zwischen Hauptspeicher und Festplatte zu verschieben. 
Der Scheduler ist dafür zuständig relevante Operatoren der EPAs zu aktiveren und die 
Verarbeitung anzustoßen. (Die Abbildung von EPAs aus der Modellierung zu den auszuführenden 
Operatoren zur Laufzeit muss nicht übereinstimmen. Wir verwenden aus Übersichtlichkeit den 
Begriff EPA als auszuführender Operator). Die Verarbeitung entspricht der Logik der Active 
Database, also der Event-Condition-Action-Rules. Ein neu eintreffendes Ereignis stößt den 
Verarbeitungszyklus an. Der Scheduler prüft, ob die Bedingungen der Regeln in den EPAs erfüllt 
sind. Dazu wird auch auf die Historie zugegriffen. Die ermittelten EPAs werden darauffolgend in 
der Verarbeitungseinheit aktiviert. 
In der Verarbeitungseinheit (Processing Engine) werden die aktivierten Operatoren der 
Anwendungsfunktionalität ausgeführt. Diese verarbeiten die eingereihten Ereignisse ggf. unter zu 
Hilfenahme der Historie aus dem Storage Manager anhand der definierten Funktionalität. 
Zusätzlich können zur Verarbeitung weitere Daten aus einer Informationsdatenbank (Knowledge 
Base) hinzugezogen werden. Hier sind im Gegensatz zum Storage Manager Daten gespeichert, die 
nicht aus den Ereignissen und deren Attributen ermittelt werden können. Hierzu können z.B. 
externe relationale Datenbanken angebunden werden. Die berechneten Ereignisse der 
Operatoren werden wiederum an den Router übermittelt (Rekursive Verarbeitung).  
2.1.2.11 Typische Anwendungsbereiche 
EP-Systeme können in verschiedenen Anwendungsbereichen eingesetzt werden. Diese 
können nach Etzion klassifiziert werden in Anwendungen zur Überwachung, zur Verteilung von 
Informationen, für dynamische Entscheidungen, zur aktiven Diagnose, oder zur Vorhersage von 
treffen zu können [4]. Hinze et al. haben Anwendungen aus verschiedenen Domänen gesammelt 
und analysiert. Darunter finden sich Anwendungen zum Thema Tourismus-Informationssysteme, 
Gepäckmanagement, Verkehrskontrolle, Umgebungsüberwachung, Informationsverteilung, 
Analyse von sozialen Medien, Finanzanwendungen, Lieferkettenmanagement, Intelligente Städte 
und Wohnungen, autonomes Rechnen, Bedrohungserkennung und weitere [58]. Im Folgenden 
sollen einige Beispiele aufgezeigt werden. 
Betrugserkennung 
Das Erkennen von Betrugsversuchen ist ein typisches Anwendungsfeld für EP-Systeme. 
Ereignisse, die das Verhalten von Nutzern verfolgen (z.B. das Anmelden auf einer Website oder 
der Kauf von Aktien) können durch ein EP-System analysiert und darin nach untypischen Mustern 
gesucht werden. Werden diese erkannt, kann ein Betrugsversuch vorliegen[58]. Ein Beispiel: 
Kreditkartenbetrüger kopieren unbemerkt die Informationen einer Kreditkarte des Opfers und 
spähen die PIN aus, um im Nachhinein mit der kopierten Karte Geld abzuheben. Es existieren also 
zwei Karten mit derselben Kreditkarten-ID. Ein EP-System kann in einem Finanzinstitut die 
eingehenden Transaktionen überwachen, so wird zum Beispiel beim Abheben von Geld über 
einen Geldautomaten ein Geld-Abhebe-Ereignis übermittelt. Eine Regel könnte folgendermaßen 
definiert sein: „Treten innerhalb von einer Stunde Geld-Abhebe-Ereignisse mit derselben 
Kreditkarten-ID auf, die örtlich mehr als 200 km entfernt sind, soll ein Betrugs-Versuch-Ereignis 
erstellt werden.“ Um diese Regel auszuführen, müssen die eintreffenden Ereignisse nach ihrem 
zeitlichen, örtlichen und segmentorientierten Kontext verknüpft und ausgewertet werden. 
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Analyse von sozialen Medien 
In soziale Medien, wie z.B. Blogs, Newsfeeds und sozialen Netzwerken, werden große Mengen 
von Daten tagtäglich ausgetauscht. Die Analyse, Aufarbeitung und Verwertung der in diesen 
Nachrichten vorhandenen Informationen stellt einen große Herausforderung dar, die mittels EP-
Systemen bewältigt werden könnte[58]. Zum Beispiel könnten Twitter-Nachrichten hinsichtlich 
Stichwörter von einem Anbieter für Konzertkarten analysiert werden, um personalisierte 
Werbung zu platzieren. Eine Regel könnte z.B. lauten: „Schreibt ein Nutzer mehr als drei Mal eine 
Nachricht (Twitter-Event) in einem Jahr, in der der Name einer Band aus dem aktuellen Angebot 
enthalten ist, soll ihm ein Nachricht (TwitterPost-Event) mit dem Link zu dem Angebot gesendet 
werden“. Durch die ereignisorientierte Verarbeitung wird das Angebot versendet, sobald die 
vierte Nachricht im EP-System erkannt wurde. Der Nutzer bekommt das Angebot also direkt nach 
seiner Nachricht (in Echtzeit) zugesandt. 
Automatisierter Aktienhandel 
Das automatisierte Handeln mit Aktien ist ein bedeutender Treiber für EP-Systeme. 
Aktienkurse treffen über Feeds in hohen Frequenzen ein und müssen in kürzester Zeit analysiert 
werden und somit zu Kauf- bzw. Verkaufsereignissen führen. Dabei werden z.T. mehrere 
Analysealgorithmen gegen die eintreffenden Daten ausgeführt. Je schneller die Informationen 
verarbeitet werden, desto wertvoller ist die Information. Die Anforderungen an das zu 
verarbeitende System hinsichtlich Skalierung und Latenz sind so bedeutend, dass sogar die Server 
örtlich näher an den Börsen positioniert werden, um die Verzögerung des Kommunikationsweges 
gering zu halten30. Manche EP-Systeme, wie z.B. TIBCO Streambase31, bieten zur Realisierung von 
Algorithmic Trading vorgefertigte Adapter zur Anbindung an Aktien-Broker und spezielle 
Analysealgorithmen an. 
Ereignisbasierte Geschäftsprozesse 
Etzion verwendet das Beispiel eines Blumenlieferservices als Referenz zur Beschreibung von 
EP-Systemen in seinem Buch „Event Processing in Action“ [4]. Blumenhändler können über ein 
EP-System Lieferanfragen ausschreiben. Verschiedene Fahrer können ihre Dienste anbieten. Die 
Angebote der Fahrer werden je nach Händler automatisiert oder manuell nach verschiedenen 
Kriterien ausgewertet und der Zuschlag erteilt. Die korrekte Lieferung durch die Fahrer an den 
Blumenempfänger wird über ein Bewertungssystem überwacht. Zudem werden Statistiken, die 
die Aktivtäten im System anhand von Kennzahlen darstellen, erstellt.  
2.1.2.12 Ausgewählte EP-Projekte 
Wie bei der Betrachtung der vorausgehenden Konzepte geschildert wurde, entwickelte sich 
der Forschungsbereich Event Processing aus verschiedenen Richtungen und wurde in 
Forschungsprojekten hinsichtlich unterschiedlicher Merkmale beleuchtet. Eine vielfältige Zahl an 
Anfragesprachen, Event Processing Engines und Produkten hat sich daraus entwickelt. Im 
Folgenden wird eine Auswahl beleuchtet und relevante Merkmale vergleichend dargestellt. Die 
Auswahl beinhaltet neben den grundlegenden Arbeiten im Bereich DSMS und CEP, wie 
Aurora/Boralis und Cayuga, auch aktuelle Vertreter wie z.B. Streambase, Esper und JBoss Drools 
Fusion. Neben der Vorstellung der Projekte werden diese anhand verschiedener Merkmale 
verglichen. 
                                                          
30
 Wie im Gespräch mit Vertretern unseres Forschungspartners UniCredit bestätigt wurde. 
31
 http://www.tibco.com/products/event-processing/complex-event-processing/streambase-complex-
event-processing  (zuletzt abgerufen am 04.03.2016) 
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Der Bereich DSMS wurde u.a. vom Forschungsprojekt Aurora geprägt. Die 
Anwendungsfunktionalität (Transformationsregeln) wird grafisch mithilfe von Rechtecken und 
Pfeilen definiert. Dabei können fensterbasierte Operatoren mehrere und Einzel-Tupel-Operatoren 
auf einzelne Datentupel bearbeiten. Den Eingabe und Ausgabe-Strömen können QoS-(Quality of 
Service)-Spezifkationen zugeordnet werden. So wird zum Beispiel das Verwerfen von Daten bei 
hoher Last (Load Shedding) gesteuert. Zudem wurden unterschiedlicher Zuteilungsmechanismen 
(Scheduling) hinsichtlich der Performance analysiert [47]. Aus diesem Projekt ging das Stream 
Processing System Borealis  hervor, welches die Erkenntnisse im Zusammenhang von 
Lastverteilung auf mehrere Knoten integriert [59].  
Ein weiteres viel zitiertes Projekt im Bereich DSMS ist CQL/STREAM der Stanford-Universität 
[49]. CQL ist eine deklarative Anfragesprache auf Basis von SQL, mit der Transformationsregeln 
definiert werden können, die sowohl einströmende Daten als auch vorhandene Relationen (aus 
einer Knowledge Base) verarbeiten und miteinander verknüpfen können. CQL wurde im Projekt 
STREAM implementiert, welches aus den Transformationsregeln einen Query Plan errechnet und 
vordefinierte QoS-Spezifikationen beachten kann. [3] 
Cayuga wird als Event Monitoring System bezeichnet. Die Anfragesprache CEL (Cayuga Event 
Language) ist stark angelehnt an SQL und beinhaltet neben einem SELECT und FROM Anweisung 
eine PUBLISH-Anweisung zum Generieren neuer Ereignisse. Innerhalb der FROM-Anweisungen 
können zu erkennende Muster definiert werden, wie z.B. Sequenzen. CEL hat keine 
Fensteroperatoren. Komplexe Muster können durch die Kombination von einfachen Regeln 
definiert werden. Die Regeln können in nicht-deterministische Automaten überführt werden. Das 
Forschungsprojekt untersuchte verschiedene Optimierungsmöglichkeiten hinsichtlich 
Speicherbedarf, Indexierung und Wiederverwendung von Automatenbausteinen. Die Verteilung 
auf mehrere Knoten wurde aufgrund der engen Verbindung zwischen den Regelautomaten nicht 
untersucht [3], [60]. 
Amit ist eine Entwicklungs- und Laufzeitumgebung für reaktive und proaktive ereignisbasierte 
Anwendung. Der sog. Situation-Manager beschreibt eine Komponente, die sich mit der 
Verarbeitung von Ereignissen aus verschiedenen Quellen und dem Erkennen von vordefinierten, 
relevanten Mustern, sog. Situationen, beschäftigt. Mit Hilfe einer deklarativen Anfragesprache 
können Operationen, wie Konjunktionen, Negationen, Sequenzen, etc. definiert werden. Zudem 
gibt es eine Unterstützung von zeitbasierten Auslösern und somit die Möglichkeit Fixed Windows 
zu definieren. Amit ist auf eine zentralisierte Mustererkennung ausgelegt [3], [61].  
TIBCO Streambase ist eine Softwareplattform, die ein DSMS, sowie eine 
Entwicklungsumgebung auf Basis von Eclipse, sowie zahlreiche Adapter für verschiedenen 
externe Systeme und Dienste beinhaltet. Die Anfragesprache basiert auf SQL und wurde durch 
Zeitfenster und logische Fenster erweitert. Zudem ist eine Mustererkennungssprache integriert, 
um verschiedene Muster, wie z.B. Negation, Konjunktion, Sequenzen, definieren zu können. Die 
Verknüpfung von Operatoren (Event Flow) kann über eine graphische Oberfläche vorgenommen 
werden. Streambase kann zentralisiert oder in einem Cluster betrieben werden [3]. 
JBoss Drools Fusion erweitert das Business Rule Management Systems JBoss Drools um 
Zeitfenster, einer internen Uhr, reaktive Regeln und Operatoren zum Erkennen, Korrelieren, 
Aggregieren von Ereignissen. Drools verwendet Regeln in der Form „ when-then“ zur 
Programmierung der Anwendungsfunktionalität. Durch die Erweiterungen werden Fixed- und 
Sliding-Windows unterstützt. In der Dokumentation ist keine explizite Unterstützung von Clustern 
beschrieben, es wird lediglich erwähnt, dass eine Zeitsynchronisierung nötig ist32. 
                                                          
32
 http://docs.jboss.org/drools/release/6.0.1.Final/drools-
docs/html/DroolsComplexEventProcessingChapter.html, Abschnitt 8.5., zuletzt abgerufen am 28.12.2016 
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Esper33 ist ein quelloffenes CEP System. Die Anwendungsfunktionalität wird in der 
Anfragesprache EPL (Event Processing Language) programmiert, welche Operatoren für 
Zeitfenster und Erstellung von neuen Ereignissen beinhaltet. Muster, wie Negation, Sequenzen, 
etc. können über verschachtelte EPL Anfragen oder mit Hilfe von regulären Ausdrücken definiert 
werden. In der kommerziellen Version EsperHA (High Availability) unterstützt Esper die Verteilung 
der Anwendungsfunktionalität auf mehrere Knoten zur Erhöhung der Verfügbarkeit bzw. zur 
Verteilung von Last aufgrund von definierten QoS-Spezifikationen [3].  
Abbildung 2-17 zeigt eine Übersicht der hier vorgestellten EP-Systeme. Dabei werden die 
folgenden Kategorien nach [3] zusammenfassend verwendet, um grundlegende Unterschiede 
zwischen den Systemen zu verdeutlichen.  
- Zeitgeber (Uhr): Gibt an, ob ein interner Zeitgeber vorhanden ist. Dies zeigt u.a. auf, ob 
Anwendungsfunktionalität durch zeitbasierte Auslöser aktiviert werden kann. 
- Knowledge Base: Zeigt an, ob der Anschluss einer Informationsdatenbank vorgesehen 
ist.  
- Zeitfenster: Zeigt an, ob die Anfragesprache respektive das EP-System die folgenden 
Zeitfenster unterstützen. Exemplarisch werden Fixed Windows und Sliding Windows 
aufgeführt. 
- Abwesenheitsmuster: gibt an, ob die Anfragesprache respektive das EP-System das 
Abwesenheitsmuster unterstützt. 
- Deployment: Gibt an, welche Art des Deployments die Systeme unterstützen. So sind 




Abbildung 2-17: EP-Systeme im Vergleich 
Betrachtet man die verschiedenen Systeme sieht man, dass die Produktlösungen (Streambase, 
Drools Fusion, Esper) zeitbasierte Funktionalitäten, sowohl Fixed als auch Sliding Windows 
unterstützen. Auch das Erkennen von fehlenden Ereignissen (Abwesenheitsmuster), sowie die 
Anbindung einer Informationsdatenbank wird unterstützt. CQL/STREAM, sowie Aurora/Borealis 
bieten Sliding Windows an, die auf Basis der Zeitdaten in Attributen basieren. Daher können auch 
Abwesenheitsmuster (auf zeitlicher Basis) nicht realisiert werden. 
Eine detaillierte Übersicht über DSMS und CEP Systeme findet sich in [3]. Die Autoren 
verwenden den Terminus „Informationsflusssysteme“ als Oberbegriff für DSMS und CEP-Systeme. 
Verschiedene Projekte werden anhand unterschiedlicher Merkmale umfassend untersucht und 
miteinander verglichen. 
                                                          
33
 http://esper.codehaus.org, zuletzt abgerufen am 28.12.2016 
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2.1.2.13 Verwandte Konzepte 
Business Intelligence 
Unter dem Namen Business Intelligence (BI) werden eine Reihe von Verfahren und 
Softwaresysteme zur Analyse von Unternehmensdaten angeboten. Mit dem Ziel 
unternehmerische Entscheidungen fundierter treffen zu können, werden im Vorfeld gesammelte 
Daten analysiert und aufbereitet. Dabei werden Daten typischerweise regelmäßig von den 
operativen Systemen in einen speziell dafür eingerichteten Datenbereich (Data Warehouse) 
überspielt und dort für die spätere Analyse, z.B. über das Online Analytical Processing (OLAP), 
aufbereitet. Im Gegensatz zu EP-Systemen arbeiten BI-Systeme Anfrage getrieben, ein Nutzer 
muss aktiv die Analyse anstoßen, eine Reaktion auf aktuelle auftretende Ereignisse ist nicht 
vorgesehen. Dies bedingt auch, dass die zur Analyse angeboten Datenmenge nur einen Abzug aus 
der Vergangenheit darstellt. Dadurch ist es jedoch möglich die Analyseabfragen im Nachhinein zu 
verändern. EP-Systeme verarbeiten aktuelle auftretende Ereignisse nach vordefinierten Regeln. 
Ereignisse, die für die aktiven Regeln nicht mehr relevant sind, werden verworfen. Eine 
nachträgliche Analyse ist nicht vorgesehen[4]. 
Business Rule Management Systems (BRMSs) 
Business Rule Management Systems (BRMSs) werten Regeln auf Daten nach dem Prinzip 
Condition-Action bzw. wenn-dann (if-then) aus. Die Regeln werden getrennt von der übrigen 
Anwendungslogik des Systems aufbewahrt und können somit ohne Änderung der Anwendung an 
sich verändert werden. Die Regeln werden in deklarativen Sprachen definiert. Typischerweise 
werden die Regeln mit Hilfe von speziellen Softwarekomponenten, über eine benutzerfreundliche 
Oberfläche gepflegt[4]. Im Gegensatz zu EP-Systemen wird die Logik in BRMS durch Anfragen 
angestoßen (request-driven). Die Regeln arbeiten auf typischerweise auf Statuseinträge, die 
durch das Vorhandensein von Daten (Fakten) weitergeschrieben werden. EP-Systeme verwenden 
Status zur Bearbeitung, jedoch Ereignisse, um Ergebnisse darzustellen und zu transportieren 
[4].Die Nähe von BRMS zu EP-Systemen wird durch die Versuche die beiden Konzepte zu vereinen 
verdeutlicht. So wurden BRMSs um zeitliche Funktionalitäten erweitert, um z.B. Zeitfenster 
abbilden zu können vgl. z.B. JBoss Drools. 
Message oriented Middleware (MOM) 
Message oriented Middleware Systeme bieten verteilten Systemen eine Transportschicht an, 
über die die Systeme miteinander kommunizieren können. Über standardisierte Schnittstellen 
können somit Systeme nach unterschiedlichen Kommunikationsparadigmen miteinander 
verbunden werden. Im Vordergrund steht die asynchrone Kommunikation z.B. über 
Warteschlangen, sowie nach dem Publish-/Subscribe-Paradigma in den bekannten Ausprägungen 
(topic-based, content-based, hybrid). Aber auch synchrone Kommunikation über eine MOM ist 
möglich. Der Vorteil von MOM liegt in der losen Koppelung von Systemen und die einfache 
Nutzung komplexer Transportmechanismen in verteilten Anwendungen. In MOM-Systemen 
können Nachrichten also analysiert und gefiltert werden, z.B. für das content-based Publish-
Subscribe-Verfahren. Diese Möglichkeit ist auch in EP-Systemen verfügbar. In MOM werden diese 
Operationen jedoch nur auf Einzelnachrichten ausgeführt. Kontextuelle Verknüpfungen von 
mehreren Nachrichten sind nicht vorgesehen. Ein weiterer Unterschied liegt in der Semantik der 
Daten. In EP-Systemen liegt der Fokus auf Ereignissen, die per Definition eine relevante 
Information innehaben. In MOM werden jegliche Nachrichten verteilt, auch diese, die an sich kein 




Dienstorientierte Architekturen, besser bekannt als Service-orientierte Architekturen (SOA), 
dienen als Basis für die Implementierung von Geschäftsprozessen gemäß des BPM (Business 
Process Management). Geschäftsprozesse werden durch das Zusammensetzen (Orchestrieren) 
von einzelnen Funktionsbausteinen (Diensten) gestaltet. Um SOA zu realisieren, werden Dienste 
als eigenständige, wiederverwendbare, fachlich-orientierte Einheiten, die über standardisierte, 
plattformunabhängige Schnittstellen verfügbar gemacht werden, implementiert. Diese Dienste 
sind typischerweise synchron. Event Driven Architecture, also ereignisbasierte Architekturen, 
werden als Erweiterung zu SOA gesehen [63]. Eine standardisierte Spezifikationssprache zur 
Beschreibung von Geschäftsprozessen ist die Business Process Model & Notation (BPMN). Die 
Verbindung von EP und BPM wird in [64], [65] diskutiert und mit Event-Driven Business Process 
Management edBPM betitelt. BPM-Systeme können sowohl als Ereignisproduzenten als auch als 
Ereigniskonsumenten verwendet werden. EP kann somit als eine Ergänzung zu BPM gesehen 
werden. 
2.1.2.14 Fazit 
Ereignisverarbeitende System wurden konzipiert, um eine wachsende Anzahl von 
eintreffenden Ereignissen kontinuierlich auszuwerten, Muster in diesen Ereignissen zu erkennen 
und in naher Echtzeit reaktiv darauf reagieren zu können. Sie folgen dem Prinzip der Entkopplung 
von Ereignisproduzenten und Ereigniskonsumenten und basieren auf einem asynchronen 
Kommunikationsparadigma. Neben der losen Kopplung von externen Systemen erfolgt auch 
intern die Kommunikation zwischen Funktionsbausteinen über asynchrone Kommunikation, wie 
z.B. über Warteschlangen. Auch diese sind dadurch nur lose miteinander gekoppelt. Ereignisse, 
als digitale Repräsentation von relevanten Änderungen in der Welt, können in einem EP-System 
anhand verschiedener Funktionalitäten verarbeitet werden. So können Funktionalitäten auf 
Einzelereignissen (z.B. Filter, Anreicherungen, etc.) auch Ereignisse miteinander korreliert, 
aggregiert und Muster erkannt werden. Als Ergebnis werden abgeleitete bzw. komplexe 
Ereignisse erstellt, die als Abstraktion der Quellereignisse eine höherwertige Information 
darstellen. Diese komplexen Ereignisse können weiter ausgewertet und von externen 
Ereigniskonsumenten verarbeitet werden. Eine Standardisierung der Programmiersprachen für 
ereignisverarbeitende Anwendungen ist bisher noch nicht erfolgt und unterscheidet sich in den 
verschiedenen Projekten. Je nach Ausrichtung des Frameworks und grundlegender Architektur 
werden stromorientierte, regelbasierte oder imperative Programmiersprachen verwendet. Trotz 
dieser Unterschiede sind die angebotenen Funktionalitäten vergleichbar. 
2.2 ZUGRUNDELIEGENDE MODELLE UND MOTIVIERENDES BEISPIEL 
Im Folgenden sollen die zugrundeliegenden Modelle dieser Arbeit aufgezeigt werden. Neben 
dem Vorgehensmodell soll das Basismodell für ereignisverarbeitende Systeme erläutert werden. 
Des Weiteren soll anhand eines Beispiels die Motivation für die Fragestellungen dieser Arbeit 
aufgezeigt werden. 
2.2.1 Vorgehensmodell 
Dieser Arbeit liegt ein Modell eines kooperativen Entwicklungsprozesses zugrunde, der die 
wesentlichen Merkmale von ATDD vereint. Schon während der Spezifikationsphase sollen durch 
Fachexperten neben der eigentlichen Spezifikation ausführbare Testfälle erarbeitet werden. 
Entwickler verwenden in der Implementierungsphase beide Artefakte, Spezifikation und Testfälle, 
um die Anforderungen umzusetzen. In einem iterativen Vorgehen können die Fachexperten den 
Fortschritt der Entwicklung anhand der erfolgreich laufenden Testfälle verfolgen. Die Testfälle 
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dienen somit als ausführbares Kommunikationsmedium und sollen eine gemeinsame Sicht auf die 
zu entwickelnde Funktionalität gewähren. Dadurch soll Kommunikation und Qualität gleichzeitig 
gefördert und manifestiert werden. Sollten Änderungen und/oder offene Punkte während der 
Entwicklung auftauchen können diese anhand weiterer detaillierter Testfälle diskutiert und 
kooperativ geklärt werden. Abbildung 2-18 stellt den Prozess bildlich dar.  
 
 
Abbildung 2-18: Kollaborativer Entwicklungsprozess (informelle Darstellung) 
2.2.2 Basismodell ereignisverarbeitende Systeme 
Aus der Sicht von Anwendern werden zu testenden System typischerweise aus der Black-Box 
Perspektive betrachtet. Grundlage für die Erstellung der Tests sind fachliche Anforderungen. Die 
konkrete Umsetzung der fachlichen Anforderung in der Anwendung, also das 
Verarbeitungsmodell, ist hingegen nicht bekannt. Wie bereits beschrieben wird in EP-Systemen 
fachliche Anwendungsfunktionalität abgebildet. Externe Ereigniskonsumenten verwenden die 
Ergebnisse und können auf ein im EP-System erkanntes Muster reagieren und entsprechende 
Prozesse ausführen. Im automatisierten Aktienhandel kann z.B. das Erkennen einer lukrativen 
Situation zu einem Kauf einer gewissen Anzahl von Aktien (Kaufereignis) führen. Der 
Ereigniskonsument dient hier nur als Schnittstelle zur Börse und führt die Transaktion aus. Die 
eigentliche Anwendungsfunktionalität, wie z.B. das Erkennen des Musters und die daraus 
resultierende Kaufentscheidung, wird im EP-System abgebildet. Die Ereignisproduzenten, z.B. ein 
Börsenticker, dienen lediglich als Daten/Ereignislieferanten. 
Abbildung 2-19 zeigt ein EP System als Black Box. Die von den Ereignisproduzenten (Producer) 
erstellten Quellereignisse werden an das EP-System über einen asynchronen Mechanismus in 
Form eines Ereignisstroms gesendet. Formal betrachtet besteht ein Ereignisstrom S aus einer 
Ansammlung von (Ereignis, Zeitpunkt)-Paaren: S:={ (e1,t1), (e2,t2), …, (en,tn)}, wobei die Zeitpunkte 
total geordnet sind (ti< ti+1). Ein Ereignis wird zur Vereinfachung als Tupel von Attributen gesehen 
E:={ (a1), (a2), …, (an)}. Der Zeitstempel definiert die Entdeckungszeit, in der das Ereignis in das EP-
System eingefügt wird. (Die Eintrittszeit, also der Zeitpunkt, an dem das Ereignis im Quellsystem 
erstellt wurde, ist Bestandteil der Attribute.) 
Das System verarbeitet Ereignisse, die von Ereignisproduzenten an das System gesendet 
werden. Der Zeitpunkt t ist für die Verarbeitung von zeitbasierter Funktionalität relevant. Je nach 
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Implementierung verwenden EP-Systeme einen eigenen internen oder externen Zeitsignalgeber 
(Clock). Manche verzichten darauf und verwenden die expliziten Zeitinformationen, die in den 
Daten der Ereignisse vorhanden sein müssen. Formal gesehen ändert dies nichts an dem Modell, 
die Information t wird bei diesen Systemen lediglich in der Verarbeitung nicht genutzt.  
Während der Bearbeitung kann das EP-System lesend auf weitere Daten aus einer 
angebundenen Informationsdatenbank (KB – Knowledge Base) zugreifen. Die Ausgabe der 
Bearbeitung sind wiederum Ereignisse, die von Ereigniskonsumenten (Consumer) verwertet 
werden können. 
  
Abbildung 2-19: EP-Systeme in der Black Box Ansicht 
2.2.3 Motivierendes Beispiel 
Das Erkennen von Betrugsfällen im Finanzverkehr gilt als ein typischer Anwendungsfall von EP-
Anwendungen [66]. Laut statista.de34 werden in Deutschland jährlich über 700 Millionen 
Transaktionen mit Kreditkarten durchgeführt, welches zu einem Umsatz von fast 95 Milliarden 
Euro führt. Dabei wurden im Jahr 2014 über 8000 Betrugsfälle durch rechtswidrig erlangte 
Kreditkarten festgestellt35. Das Handelsblatt zeichnet einen Schaden durch Kredit- und EC-
Kartenbetrug von jährlich 1,33 Milliarden Euro, vor allem durch Aktivitäten im Internet (60%) aber 
auch durch klassischen Missbrauch (25%) durch Bezahlen im Laden oder durch 
Bargeldabhebungen (15%). 
Das folgende Szenario beschreibt eine beispielhafte Anforderung aus dem Kontext der 
Betrugserkennung bzw. -verhinderung. Mit Hilfe einer EP-Anwendung sollen betrügerische 
Vorfälle erkannt und verhindert werden. So sollen Aktivitäten mit kopierten Kreditkarten erkannt 
werden, die z.B. durch Skimming, also durch Abschöpfen der Daten durch manipuliert 
Geldautomaten, hergestellt werden können36. 
Abbildung 2-20 soll das Betrugsbeispiel skizzieren. In einem kurzen Zeitabschnitt werden an 
den beiden entfernten Orten Dresden und Rom mit der vermeintlich identischen Kreditkarte 
(identische Karten-ID) eine Geldabhebung und kurz darauf eine Zahlung vorgenommen. Diese 
beiden Buchungsanfragen treffen im Finanzinstitut in Form der Transaktionsereignisse T1 bzw. T2 
ein. In einer EP-Anwendung sollen diese beiden Anforderungen ausgewertet werden und 
überprüft werden, ob eine Sperrung des Kontos erfolgen soll. Dabei soll überprüft werden, ob es 
die Entfernung zwischen den Orten der Transaktion so groß ist, dass es unwahrscheinlich ist, dass 
der Nutzer die Entfernung in einer entsprechenden Zeit zurücklegen konnte. Durch eine zeitnahe 
Verarbeitung kann die zweite Transaktion abgebrochen und der Schaden dadurch abgewendet 
werden. 
                                                          
34
 http://de.statista.com/themen/108/kreditkarten/, zuletzt abgerufen am 23.03.2016 
35
 http://de.statista.com/statistik/daten/studie/2463/umfrage/anzahl-ausgewaehlter-betrugsdelikte/, 
zuletzt abgerufen am 23.03.2016 
36
 http://www.polizei-beratung.de/themen-und-tipps/betrug/betrug-an-geldautomaten/skimming.html, 
zuletzt abgerufen am 23.03.2016 
50 
Eine Anforderung könnte folgendermaßen lauten: „Wenn innerhalb einer Stunde zwei 
Transaktionen mit derselben Kartennummer ausgelöst werden und die Orte der Transaktion 
mehr als 200 km entfernt sind, sperre das zugehörige Konto.“ 
 
 
Abbildung 2-20: Beispielszenario Kreditkartenüberwachung 
Für entsprechende Abnahmetests müssen Fachexperten nun Testkandidaten und erwartete 
Ergebnisse spezifizieren. Abbildung 2-21 zeigt exemplarisch verschiedene Szenarien auf. Wie aus 
der Anforderung ersichtlich wird, kommt hier das Konzept des Zeitfensters zum Einsatz. Das erste 
Transaktionsereignis T1 startet ein Zeitfenster von einer Stunde. Nun führen verschiedene 
Varianten von T2 zu unterschiedlichen Ergebnissen. T2a und T2b liegen innerhalb des Zeitfensters 
und lösen ein Sperrereignis S aus, welches in einem Folgesystem die Sperrung des Kontos 
veranlassen soll. T2c liegt außerhalb des Zeitfensters. Das erwartete Ergebnis ist, dass kein 
Sperrereignis erstellt wird. T2d zeigt einen Sonderfall auf. Das Ereignis wurde zu einem Zeitpunkt 
innerhalb von einer Stunde erstellt (Eintrittszeitpunkt), ist aber erst nach Auslaufen der Stunde im 
EP-System eingetroffen (Entdeckungszeitpunkt). Ob dieses Ereignis zu einem Sperrereignis führen 
soll, ist aus der Anforderung zunächst nicht ersichtlich. Diese müsste durch Fachexperten weiter 
präzisiert werden und könnte durch einen expliziten Testfall sichtbar gemacht werden. 
 
Abbildung 2-21: Testkandidaten 
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Die Aufgabe der Fachexperten ist es nun die Testfälle möglichst schon in automatisierbarer 
Form zu beschreiben. In der Testbeschreibung müssen neben den Ereignissen und deren 
Attribute auch die zeitlichen Kontexte der einzelnen Testszenarien spezifiziert werden. Betrachtet 
man den Zeitpunkt der Testerstellung, z.B. während der Anforderungsanalyse, kann u.U. noch 
nicht entschieden sein mit welchem EP-Framework die Umsetzung erfolgt. Die 
Testbeschreibungen müssen daher unabhängig von Produkten erfolgen. 
Bei der Implementierung der Anwendungsfunktionalität durch Entwickler werden die Testfälle 
ausgeführt. Dazu wird ein Testwerkzeug benötigt, welches die Testfälle interpretieren kann und 
gegen eine konkrete Implementierung zur Ausführung bringt. Da bei der Ausführung der Testfälle 
nicht eine Stunde in realer Zeit gewartete werden kann, müssen entsprechende Mechanismen 
geschaffen werden, um dies zu beschleunigen. Dies ist auch notwendig, wenn man die 
Ausführung der Testfälle im Rahmen von Continuous Integration betrachtet.  
 
2.3  ANFORDERUNGEN AN DAS TESTSYSTEM 
Nach Beschreibung der Grundlagen und Basistechnologien sowie der Motivation des 
Forschungsthemas anhand eines exemplarischen Anwendungsfalls sollen in diesem Kapitel die 
relevanten Anforderungen an ein Testwerkzeug für ereignisverarbeitende Anwendungen 
erläutert werden. Die Erkenntnisse dieses Kapitel basieren z.T. auf der Veröffentlichung 
„Functional Testing of Complex Event Processing Applications“ [67].  
Im Rahmen dieser Arbeit soll ein anwenderorientiertes, möglichst allgemeingültiges und 
modulares Testsystem konzipiert werden, um EP-Anwendungen funktional testen zu können.  
Die Anwenderorientierung befasst sich mit dem Umstand, dass auch nicht technisch-
orientierte Benutzer sich am Prozess der Testbeschreibung, Ausführung und Interpretation 
beteiligen können sollen. Die Allgemeingültigkeit soll beschreiben, dass das Testwerkzeug 
möglichst unabhängig vom Anwendungs- und Ereignismodell bzw. von der eingesetzten EP-
Engine des zu testenden Systems sein soll. Die Modularität soll neben der Allgemeingültigkeit 
ermöglichen, das Testwerkzeug an verschiedene EP-Lösungen mit geringem Aufwand anbinden 
zu können. Generelle Testfunktionalitäten, wie das Anstoßen von Testfällen, die Anbindung an 
Continuous Integration System bzw. das Reporting, wie sie von vorhandenen ATDD-
Testframeworks angeboten werden, sollen nicht betrachtet werden (vgl. Kapitel 2.1.1 ATDD-
Werkzeuge). Es soll davon ausgegangen werden, dass ein entsprechendes Framework eingesetzt 
wird. Der Fokus liegt also in der Bearbeitung der EP-spezifischen Anforderungen an ein 
Testsystem. Abbildung 2-22 visualisiert den Kontext der Lösung. Das zu erarbeitende Testsystem 
wird über das Fremdsystem ATDD-Werkzeug von den Benutzern aufgerufen und greift zur 
Ausführung von Testfällen auf das zu testende EP-System zu. 
 
Abbildung 2-22: Kontextdiagramm der angestrebten Lösung 
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Aus dem beschriebenen Fokus der Arbeit wurden drei relevante Qualitätsmerkmale als 
vorrangige Architekturziele ausgewählt, die verwendet werden, um entsprechenden 
Anforderungen zu klassifizieren, zu bewerten und die bestehenden Lösungen der verwandten 
Arbeiten entsprechend einzuordnen. Die Architekturziele werden anhand der in ISO/IEC 
25010:2011 klassifizierten Qualitätsmerkmale benannt. Die Norm definiert ein sogenanntes 
Produktqualitäts-Modell zur Kategorisierung von Qualitätsmerkmalen. Das Modell beinhaltet acht 
Hauptcharakteristiken und entsprechende Unterkategorien. Abbildung 2-23 zeigt ein Überblick 
über die Klassifizierung der Produktqualität nach ISO/IEC 25010:2011. Die im Folgenden genauer 
betrachteten Kategorien sind die funktionale Eignung (Functional suitability), die Benutzbarkeit 
(Usability) und die Wartbarkeit (Maintainability) hinsichtlich der Modularität (Modularity). Die 
funktionale Eignung beschäftigt sich mit Anforderungen zur Schaffung einer vollständig 
funktionalen Testbarkeit. Die Modularität soll es ermöglichen Teile der Lösung in 
unterschiedlichen Kontexten wie verschiedenen EP-Realisierungen oder verschiedenen 
Testspezifikationsarten wiederverwenden zu können (Reusability). Die Anwenderorientierung aus 
dem definierten Ziel wird im Rahmen der Benutzbarkeit überprüft und bewertet. Tabelle 2-1 zeigt 
die ausgewählten Qualitätsmerkmale auf und beschreibt deren Ziele. 
Tabelle 2-1: Ausgewählte Qualitätsmerkmale 
Qualitätsmerkmal Ziel 
Funktionale Eignung Mit Hilfe des Testwerkzeugs sollen die Funktionalitäten von 
EP-Anwendungen automatisiert getestet werden können.  
Modularität bzw. Portabilität Das Testwerkzeug soll allgemeingültig gehalten werden. 
Testfälle sollen für verschiedene EP-Anwendungen auf 
unterschiedlichen EP-Produkten verwendet werden können. 
Benutzbarkeit Die Anwender des Systems sind neben Entwicklern auch 
Fachexperten. Bei der Konzeption soll darauf geachtet 
werden, die Benutzung des Werkzeugs möglichst einfach im 
Sinne der Lernbarkeit und Verwendbarkeit gestaltet wird. 
 
Die weiteren Charakteristiken der ISO-Norm sind nicht im Hauptfokus der Arbeit. Aspekte der 
Effizienz (Performance Efficiency) werden z. T. bei den Aspekten der funktionalen Eignung mit 
behandelt. Die Betrachtung der Komptabilität (Compability) mit anderen Systemen, sowie der 
Sicherheit (Security) spielen bei Testsystemen im Allgemeinen keine hervorgehobene Rolle und 
müssten vor einem möglichen industriellen Einsatz im speziellen Kontext betrachtet werden. 
Ähnlich zu bewerten sind die Aspekte Zuverlässigkeit (Reliability) und die Wartbarkeit 
(Maintainability) von Systemen, welche im Kontext des konkreten Einsatzes betrachtet werden 




Abbildung 2-23: Produktqualitätsmodell – Klassifizierungen nach ISO/IEC 25010:2011 [68] 
2.3.1 Funktionale Eignung 
Die funktionale Eignung von Software betrachtet die Funktionalitäten, die von einem 
Softwareprodukt zur Verfügung gestellt werden und beschreibt den Grad, inwieweit das Produkt 
die expliziten und impliziten funktionalen Anforderungen eines Benutzers erfüllt. Darunter fallen 
Charakteristiken, wie die Vollständigkeit (Functional completeness), die Korrektheit (Functional 
correctness), und die Angemessenheit (Functional appropriatness) [68]. Die Korrektheit 
betrachtet die Ausführung der Funktionalität hinsichtlich korrekter Ergebnisse. Die 
Angemessenheit befasst sich mit dem Grad, inwieweit die Funktionalität hilft die Aufgaben und 
Ziele zu erreichen.  
Im Rahmen dieser Arbeit liegt der Fokus auf der Vollständigkeit der Funktionalität. Die 
funktionale Vollständigkeit wird beschrieben als Grad, inwieweit die vorhandenen 
Funktionalitäten die spezifizierten Anforderungen, sowie die Benutzerziele abdecken. Vgl. hierzu 
die Definition der ISO-Norm: 
Functional completeness: degree to which the set of functions covers all the specified tasks 
and user objectives [68] 
Wie in der Abgrenzung bereits beschrieben, sollen an dieser Stelle nur für diese Arbeit 
relevante Anforderungen betrachtete werden. Das grundlegende Ziel des Testwerkzeuges soll es 
sein, die Ausführung von funktionalen Tests zu ermöglichen. Dabei muss sichergestellt werden, 
dass alle potentiellen Funktionalitäten, die im Rahmen der EP-Anwendungsentwicklung 
umgesetzt werden können, auch getestet werden können. Anders ausgedrückt soll die 
funktionale Testbarkeit von EP-Systemen vollständig erreicht werden. 
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Der Begriff Testbarkeit beschreibt ein Qualitätsmerkmal von Softwareprodukten. Nach der 
betrachteten ISO-Norm wird Testbarkeit der Wartbarkeit von Software zugeordnet. Hier wird 
Testbarkeit folgendermaßen definiert: 
The degree of effectiveness and efficiency with which test criteria can be established for a 
system, product or component and tests can be performed to determine whether those 
criteria have been met [68] 
Die Testbarkeit beschreibt also einen Grad der Effektivität und Effizienz, inwieweit 
Testkriterien für das zu testende System, Produkt oder für die Komponente erstellt werden 
können und inwieweit Tests ausgeführt werden können, um diese Kriterien zu überprüfen. 
Ähnlich hierzu lautet die Definition der IEEE: 
Testability. (1) The degree to which a system or component facilitates the establishment of 
test criteria and the performance of tests to determine whether those criteria have been met. 
(2) The degree to which a requirement is stated in terms that permit establishment of test 
criteria and performance of tests to determine whether those criteria have been met. [69] 
Hier wird nochmals explizit verdeutlich, dass sich die Testbarkeit nicht nur auf das laufende 
System, sondern vielmehr auch auf jegliche weitere Artefakte, wie Pflichtenhefte, Testkonzepte, 
Quellcode, etc. bezieht. Diese Aspekte sollen in dieser Arbeit nicht weiter betrachtet werden, 
stellen jedoch großes Potential für weitere Forschungsarbeiten im Rahmen des 
Softwareengineerings dar.  
Jungmayr vereinfacht in seiner Arbeit die Definition und definiert Testbarkeit als den Grad, 
inwieweit ein Softwareartefakt das Testen in dem jeweiligen Testkontext unterstützt: 
The degree to which a software artifact facilitates testing in a given test context. [70] 
Als Testkontext in dieser Arbeit wird das funktionale Testen von EP-Anwendungen im Sinne 
eines Black-Box-Ansatzes betrachtet. Dabei soll die Testbarkeit hinsichtlich der Testspezifikation, 
sowie des Zugriffs auf das SUT für die entsprechende Testausführung betrachtet werden. Weiter 
Artefakte wie Anforderungen, Testkonzepte und Quelltext sind außerhalb des Fokus.  
Zwei grundlegende Attribute der Testbarkeit sind die Steuerbarkeit (Controllability) und 
Beobachtbarkeit (Observeability). Die Steuerbarkeit beschreibt den Grad, in wie weit es möglich 
ist spezifizierte Ausgaben mit entsprechenden Eingaben zu erzeugen. Eine hohe Steuerbarkeit 
wird erlangt, wenn alle spezifizierten bzw. umgesetzten Funktionalitäten angestoßen werden 
können. Die Beobachtbarkeit fokussiert sich auf die Ausgaben und beschreibt den Grad, 
inwieweit für spezifizierte Eingaben die daraus resultierenden Ausgaben beobachtet werden 
können [71]. 
Software Observability: How easy it is to observe the behavior of a program in terms of its 
outputs, effects on the environment, and other hardware and software components. [7] 
Software Controllability: How easy it is to provide a program with the needed inputs, in terms 
of values, operations, and behaviors. [7] 
Die Attribute (Steuerbarkeit und Beobachtbarkeit) sollen nun für das funktionale Testen von 
EP-Anwendungen analysiert werden und entsprechende Anforderungen daraus ermittelt werden.  
Steuerbarkeit 
 Wie in bei der Betrachtung von EP-Anwendungen aus der Black-Box-Perspektive ersichtlich 
wird gibt es zwei verschiedene Arten von Auslösern von EP-Funktionalität: Ereignisse und 





Anforderung A1:  Spezifikation von Eingabeereignissen 
Im Rahmen der Testbeschreibung und Testdurchführung müssen die verschiedenen Arten von 
Eingabeereignissen und deren Attribute beschrieben und entsprechen unterstützt werden. Die 
Modellierung im Testwerkzeug und analog dazu die Spezifikation der Ereignisse im Testfall 
müssen dabei folgende Informationen verarbeiten können. 
Zu den relevanten Daten von Eingabeereignissen gehören: 
- der Ereignistyps, dessen Ereignis spezifiziert werden soll (nur bei typisierten Ereignissen) 
- die Attribute und deren Wertausprägungen, darunter 
o skalare Werten  
o Unterstrukturen im Sinne von referenzierten Objekten in der 
Objektorientierung,  
o Listen von skalaren Werten 
o Ereignisse  
o Listen von Ereignissen. 
 
Anforderung A2:  Auslösen zeitbasierter Funktionalität 
Mit Hilfe des Testwerkzeugs soll es möglich sein zeitbasierte Funktionalitäten auszulösen. 
Daher soll es möglich sein Zeitstempel im Rahmen der Eingabe zu spezifizieren und diese im 
Rahmen der Testausführung kontrolliert zu verarbeiten, um die Ausführung von zeitbasierten 
Funktionalitäten zu bewirken. Eine Unterscheidung von Occurence- und Detection-Time muss 
möglich sein, d.h. beide Zeitstempel müssen spezifiziert und verwaltet werden können. Dabei gilt 
zu beachten, dass es auch möglich sein muss Testfälle ohne Spezifikation von Eingabeereignissen 
zu erlauben, also nur die Betrachtung zeitlicher Funktionalität. 
Anforderung A3:  Verwendung einer simulierten Zeit 
Wie im Anwendungsfall exemplarisch dargestellt soll die Durchführung der Testfälle nicht in 
realer Zeit erfolgen, da dies zu unnötigen Wartezeiten führt. Daher soll im Rahmen der 
Testausführung eine simulierte Zeit verwendet werden. Das Testsystem muss geeignete 
Mechanismen bereitstellen, um die Ausführung mittels simulierter Zeit zu steuern.  
Anforderung A4:  Sicherstellen der Wiederholbarkeit von Testfällen 
Im Rahmen der Testausführung werden in den EP-Systemen durch eintreffende Ereignisse und 
Zeitsignalen unterschiedliche Zustände eingenommen, wie z.B. Datenfenster gestartet und 
Ereignisse für eine potentielle Auswertung vorgehalten. Diese Zustände müssen durch das 
Testwerkzeug wieder zurückgesetzt werden können, um eine wiederholbare, deterministische 
Testausführung bzw. eine Aneinanderreihung von Testausführungen verschiedener Testfälle 
sicherstellen zu können.  
Beobachtbarkeit 
Die Beobachtbarkeit befasst sich mit den möglichen Ausgabewerten und deren Überprüfung. 
Die möglichen Ausgaben von EP-Funktionalität aus der Black-Box-Perspektive sind Ereignisse. Wie 
bereits in Kapitel 2.1.2 besprochen werden Zeitfenster eingesetzt, um Ereignisse zu partitionieren 
und darin Muster zu erkennen. Werden Muster nicht erkannt, führt das typischerweise dazu, dass 
kein komplexes Ereignis daraus abgeleitet wird. Die Überprüfung des Nicht-Vorhandenseins von 
Ereignissen muss im Rahmen der erwarteten Ergebnisse mitbetrachtet werden. Zudem müssen 
die Aspekte der asynchronen Verarbeitung bedacht werden, die es verhindert vorherzusagen, 




Anforderung A5:  Spezifikation von erwarteten Ereignissen 
Im Rahmen der Testbeschreibung und Testdurchführung müssen vom Benutzer erwartete 
Ereignisse spezifiziert bzw. verarbeitet werden können. Die Modellierung der erwarteten 
Ereignisse im Testwerkzeug und analog dazu die Spezifikation der Testfälle müssen dabei 
folgende Daten verarbeiten können. Zusätzlich sollen zu den skalaren Werten in den Attributen 
Vergleichsoperatoren (z.B. größer als, kleiner als, etc.) vorgesehen werden, die einen 
detaillierteren Vergleich von Einzelattributen, jenseits einer genauen Übereinstimmung, 
ermöglichen. 
Zu den relevanten Daten von erwarteten Ereignissen gehören: 
- Der Ereignistyp, dessen Ereignis erwartet wird. 
- die Attribute und deren Wertausprägungen, darunter 
o skalare Werten  
o Unterstrukturen im Sinne von referenzierten Objekten in der 
Objektorientierung, mit dem Hinweis, dass dies keine referenzierten Ereignisse 
sein müssen,  
o Listen von skalaren Werten 
o Ereignisse  
o Listen von Ereignissen 
 
Anforderung A6:  Auswertung vom erwarteten Nicht-Vorhandensein von Ereignissen 
Im Rahmen der Testbeschreibung und Testdurchführung muss vom Benutzer das Nicht-
Vorhandensein von Ereignissen spezifiziert und durch das System überprüft werden können. 
Diese Funktionalität ist u.a. für die Überprüfung beim Einsatz des Abwesenheitsmusters relevant. 
Anforderung A7:  Vorhersage des Zeitpunkts zur Ergebnisprüfung 
Aufgrund des asynchronen Kommunikationsparadigmas von EP-Anwendungen ist bei 
Betrachtung von EP-Systemen aus der Black-Box-Sicht nicht ersichtlich, ob die angestrebte 
Funktionalität schon ausgeführt wurde und alle Ergebnisereignisse zur Überprüfung vorhanden 
sind. Es müssen Mechanismen bereitgestellt werden, um die Überprüfung deterministisch 
ausführen zu können. 
2.3.2 Modularität / Portabilität 
Im Rahmen der funktionalen Eignung wurden bereits Aspekte der Allgemeingültigkeit mit 
eingebracht. Mit Hilfe eines modularen und anpassbaren Aufbaus sollen die allgemeingültige 
Lösung so gestaltet werden, dass einzelne Komponenten wiederverwendet werden bzw. 
ausgetauscht werden können. 
Die Modularität ist nach ISO/IEC 25010:2011 wie folgt definiert: 
degree to which a system or computer program is composed of discrete components such that a 
change to one component has minimal impact on other components [68] 
Die Modularität beschreibt also die Trennung von diskreten Komponenten, mit dem Ziel diese 
mit nur geringen Auswirkungen austauschen zu können. Hinsichtlich der Anpassbarkeit als 
Teilaspekt der Portabilität soll es ermöglicht werden die Lösung mit möglichst geringem Aufwand 
auf neue System-, Software- oder sonstigen Umgebungen anzupassen. Die Definition der 
Anpassbarkeit lautet: 
degree to which a product or system can effectively and efficiently be adapted for different or 
evolving hardware, software or other operational or usage environments [68] 
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Wie bereits beschrieben soll die Modularität vor allem hinsichtlich der Trennung von 
allgemeingültigen zu lösungsspezifischen Modulen untersucht bzw. durch die beschriebenen 
Anforderungen sichergestellt werden. Die Abstraktion von Verarbeitungsmodellen steht im 
Rahmen dieser Arbeit im Vordergrund. Dabei soll neben der modularen Trennung an sich 
gleichermaßen der Aspekt der Anpassbarkeit in den folgenden Anforderungen mit betrachtet 
werden. Es handelt sich hierbei um nicht funktionale Anforderungen. 
Anforderung A8:  Abstraktion der testspezifischen Prozesse von der Testbeschreibung 
Die Interpretation des Testfalls und die Ausführung der testspezifischen Prozesse, darunter 
z.B. die Steuerung der Eingaben und die Auswertung der erwarteten Ergebnisse, sollen getrennt 
werden. Somit soll es möglich sein die testspezifischen Prozesse zu generalisieren und als Dienst 
für weitere Systeme, z.B. im Rahmen von modellbasiertem Testen, anzubieten.   
Anforderung A9:  Abstraktion des Testsystems von EP-lösungsspezifischen 
Verarbeitungsmodellen 
Die testspezifischen Prozesse sollen von den Anwendungs- und Ereignismodellen der zu 
testenden EP-Lösungen abstrahieren. Damit soll erreicht werden, dass das Testsystem 
allgemeingültig gehalten wird und verschiedene EP-Lösungen anbinden kann. Hierzu soll eine 
Schnittstelle definiert werden, die die relevanten Funktionalitäten zur Ausführung von Testfällen 
bereitstellt. 
2.3.3 Benutzbarkeit 
Das Qualitätsmerkmal der Benutzbarkeit von Software betrachtet die Verwendung der 
Software durch konkrete Anwender. Die Definition von ISO/IEC 25010:2011 lautet: 
Usability: degree to which a product or system can be used by specified users to achieve 
specified goals with effectiveness, efficiency and satisfaction in a specified context of use [68] 
Die Benutzbarkeit beschreibt den Grad, inwieweit die Software durch definierte Benutzer 
verwendet werden kann, um die spezifizierten Ziele in einem gewissen Kontext zu erreichen. 
Dabei werden verschiedene Merkmale wie die Effektivität, Effizienz sowie die Zufriedenstellung 
des Nutzers betrachtet. In unserem Kontext sollen die Benutzbarkeit hinsichtlich der 
Bedienbarkeit (Operability) bewertet bzw. als nicht funktionale Anforderung spezifiziert werden. 
Die Bedienbarkeit wird wie folgt definiert: 
degree to which a product or system has attributes that make it easy to operate and control 
[68]  
Die Bedienbarkeit befasst sich mit Merkmalen, die die einfache Verwendung und Kontrolle 
von Produkten oder Systemen unterstützen. Wie bereits beschrieben existieren bereits 
anwenderorientierte ATDD-Testframeworks, die verschiedene allgemeine Testfunktionalitäten, 
wie z.B. die Ergebnisdarstellung, anbieten. Diese Funktionalitäten sollen hier nicht weiter 
betrachtet werden. Als Artefakt, welches die Bedienbarkeit beeinflussen kann, ist die 
Testbeschreibungssprache an sich zu betrachten, mit der die Testfälle durch Anwender 
spezifiziert werden.   
Anforderung A10:  einfache Spezifikation von Testfällen 
Die Testspezifikationssprache soll auf Einfachheit in der Verwendung (Spezifikation und 
Verstehen) ausgerichtet sein. Dies liegt darin begründet, dass als Anwender auch Fachexperten 
Testbeschreibungen erstellen und verstehen sollen. Als messbares Merkmal kann die Anzahl der 
Testkommandos verwendet werden. Die Testbeschreibungssprache soll dazu mit möglichst 
wenigen Kommandos auskommen. Die Anzahl sieben (plus/minus zwei) gilt als grundlegende 
Kapazität der Gedächtnisspanne in der Psychologie. Der Mensch soll in der Lage sein, sich sieben 
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Datenblöcke, z.B. Kommandos, im Kurzzeitgedächtnis speichern zu können [72]. Daher sollen die 
Anzahl der Testkommandos möglichst diesen Wert nicht überschreiten.  
Bei der Betrachtung der Benutzbarkeit ist zudem auf Anforderung A4 zu verweisen, in dem die 
Verwendung einer simulierten Zeit vorausgesetzt wird. Diese Anforderung ist jedoch so 
elementar, dass ein Testsystem ohne entsprechende Funktionalität nicht realistisch einsetzbar 
wäre. Daher wurde dieser Aspekt der funktionalen Eignung zugesprochen. 
2.4 ZUSAMMENFASSUNG 
Ziel dieses Kapitels war es die relevanten Grundlagen der ereignisverarbeitenden Verarbeitung 
und der Methode der abnahmetestgetriebenen Entwicklung darzustellen, sowie die 
Problemstellung hinsichtlich des Forschungsziels darzustellen. Anhand eines Beispiels wurden 
verschiedene Aspekte aufgezeigt, die zu einer genaueren Eingrenzung von Anforderungen, die in 
dieser Arbeit betrachtete werden sollen, geführt haben. Die Anforderungen wurden den drei 
übergeordneten Architekturzielen Funktionale Eignung, Modularität und Benutzbarkeit 
zugeordnet. Die Funktionale Eignung betrachtet Anforderungen die eine umfassend funktionale 
Testbarkeit von EP-Systemen betrifft, die Modularität beschäftigt sich mit der Abstraktion von 
dem zu testenden System und die Benutzerorientierung spiegelt den Aspekt der Nutzung der 
Testbeschreibungen durch Anwender, auch jenseits der Entwicklung, wieder. In Tabelle 2-2 
werden die Ergebnisse der Anforderungsanalyse in der Übersicht dargestellt.  
Tabelle 2-2: Identifizierte Anforderungen im Überblick 
Qualitätsziel Anforderung Beschreibung 
Funktionale Eignung 
A1 Spezifikation von Eingabeereignissen 
A2 Auslösen zeitbasierter Funktionalität 
A3 Verwendung einer simulierten Zeit 
A4 Sicherstellen der Wiederholbarkeit von Testfällen 
A5 Spezifikation von erwarteten Ereignissen 
A6 
Auswertung vom erwarteten Nicht-Vorhandensein 
von Ereignissen 
A7 Vorhersage des Zeitpunkts zur Ergebnisprüfung 
Modularität 
A8 
Abstraktion der testspezifischen Prozesse von der 
Testbeschreibungssprache 
A9 
Abstraktion des Testsystems von EP-
lösungsspezifischen Verarbeitungsmodellen 
Benutzbarkeit A10 einfache Spezifikation von Testfällen 
Verwandte Arbeiten - Bestehende Ansätze und Werkzeuge 
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3 VERWANDTE ARBEITEN - BESTEHENDE ANSÄTZE UND 
WERKZEUGE 
Nach der Beschreibung der Grundlagen und der Darstellung der Grundlagen werden in diesem 
Kapitel verwandte Ansätze und Werkzeuge untersucht und diskutiert. Dazu werden Ansätze zur 
dynamischen Analyse von Event Processing Systemen in der Literatur, sowie in konkreten 
Werkzeugen systematisch untersucht. Zudem werden weitere allgemeine Ansätze im Bereich der 
Testfallspezifikation diskutiert. 
3.1 MOTIVATION 
Bei der Sichtung der allgemeinen Literatur zum Bereich Event Processing wird deutlich, dass 
der Bereich Qualitätssicherung und speziell die dynamische Analyse nur wenig Beachtung findet. 
Luckham diskutiert unter dem Punkt Analysewerkzeuge („Analysis Tools“ [50, S. 353ff]) 
Anforderungen zur Repräsentation und Inspektion von bereits aufgetretenen Ereignissen. Dazu 
gehören u.a. die graphische Darstellung von Ereignishierarchien, Suchmöglichkeiten sowie die 
Möglichkeit einer detaillierten, interaktiven Inspektion von Ereignissen und deren Attributen 
inklusive Drill-Down-Funktionalität. Die für diese Arbeit relevanten Themen der Testspezifikation 
und der Testausführung im Sinne von automatisierten Tests wird nicht betrachtet. Etzion und 
Niblett beschreiben verschiedene Aspekte zur statischen Codeanalyse, wie z.B. das Auffinden von 
Endlosschleifen, die Identifikation von nicht erreichbaren EPAs (Event Processing Agents) und 
nicht verwendeten Ereignissen. Bei der Betrachtung der dynamischen Analyse wird darauf 
eingegangen, dass die potentiellen Probleme der statischen Analyse mit Hilfe der Simulation 
nachgewiesen werden können [4, S. 276ff]. Die Betrachtung einer Simulation im Sinne des 
automatisierten, wiederholbaren Testens wird nicht vorgenommen. In einem Ausblick erklären 
die Autoren zuletzt jedoch noch die Notwendigkeit Methoden und Ansätze des Software 
Engineerings für die unterschiedlichen, ereignisgetriebenen Denkweise zu entwickeln [4, S. 311]. 
In einer umfangreichen Veröffentlichung zur Einordnung von sog. Informationsflusssystemen 
betrachten Cugola und Margara verschiedene Projekte im Bereich Event Processing und 
vergleichen und untersuchen verschiedene Aspekte wie z.B. Daten-, Zeit-, Regel und 
Interaktionsmodelle sowie funktionale Aspekte und das Laufzeitmodell. Darunter werden auch 
auf dem Markt befindliche Produktlösungen untersucht [73]. Eine Auswertung der enthaltenen 
Werkzeuge zur Qualitätssicherung und speziell zur dynamischen Analyse wurde nicht 
vorgenommen.  
Es scheint, dass der Themenbereich ATDD in der Literatur zum Thema Event Processing bisher 
eine untergeordnete Rolle spielt. Daher besteht die Notwendigkeit diesen Aspekt genauer zu 
untersuchen. 
3.2 ZIEL UND VORGEHEN 
Um ein systematisches Vorgehen zu gewährleisten sollen in diesem Absatz das Ziel der 
Recherche sowie das Vorgehen zur Erreichung des Ziels dargestellt werden. Wie zuvor diskutiert, 
bietet die allgemeine Literatur wenig Ansatzpunkte hinsichtlich der dynamischen Analyse von EP-
Anwendungen. Motiviert durch diese Beobachtungen lautet das Ziel dieses Kapitel:  
Ziel: „Ermittle den aktuellen Stand der Technik der verfügbaren Werkzeugunterstützung zur 
dynamischen Analyse von Event Processing Anwendungen“ 
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Zur Ermittlung der relevanten Arbeiten werden im Allgemeinen zwei verschiedene 
Rechercheansätze verfolgt. Mit Hilfe einer Literaturrecherche sollen nahestehende Projekte vor 
allem aus dem akademischen Bereich aufgedeckt werden. Des Weiteren werden bestehende 
Produktlösungen untersucht, um die darin enthaltenen Werkzeuge zu identifizieren und 
einzuordnen.  
3.2.1 Vorgehen der Literaturrecherche 
Zur Ermittlung relevanter Veröffentlichungen wurde ein systematisches Vorgehen gewählt, 
welches das Suchen ausgewählter Suchbegriffe auf relevanten Indizes beinhaltet. Hierzu wurden 
relevante Suchmaschinen identifiziert und in einer Vorstudie ermittelte Suchstrings verwendet. 
Die Suchmaschinen beinhalten die folgenden: ACM Digital Library (dl.acm.org), IEEE Xplore 
(ieeexplore.ieee.org), Science Direct (www.sciencedirect.com), Scopus (www.scopus.com).  
Als Suchstrings wurden folgende Begriffe eingesetzt: 
- Event processing testing 
- Event processing dynamic analysis 
- Event processing simulation 
Als Ein- bzw. Ausschlusskriterium galt neben der Verfügbarkeit als Volltext und der Auswahl 
von ausschließlich englischen Texten die Ausrichtung der Arbeit auf den Kontext Event Processing 
und zugleich Qualitätssicherung handelt.  
Die Selektion der vor Ergebnisse wurde in mehrere Phasen unterteilt. Die Auswahlstrategie ist 
defensiv, d.h. es werden bei Unklarheit die Titel für die nächste Phase behalten und vorerst nicht 
verworfen. 
Phase 0:  In diesem Schritt wird der definierte Suchstring über die vordefinierten 
Suchmaschinen ausgeführt und die jeweils ersten 100 Ergebnisse37  gesammelt. 
Phase 1:  Duplikate, identifiziert anhand des Titels und der Autoren, werden gefiltert. 
Phase 2:  Sämtliche Einträge werden anhand des Titels selektiert oder verworfen.  
Phase 3:  Die Zusammenfassungen (Abstracts) der Veröffentlichungen werden gelesen und 
bewertet. 
Phase 4:  Die Text der Ergebnisse werden gelesen und Ungeeignete entfernt. 
Phase 5:  Über das Schneeballverfahren (Forward & Backward Snowballing, vgl. [74]) 
3.2.2 Vorgehen der Analyse der Werkzeuge der Produktlösungen  
Für die Analyse der Werkzeuge wurde eine Liste von bekannten EP-Engines gepflegt und 
dynamisch erweitert. Die Basis der Liste bildet sich aus der Veröffentlichung „Processing flows of 
information: from data stream to complex event processing“, sowie aus verschiedenen 
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Der Stand der Technik wurde anhand von folgenden Schritten ermittelt: 
1. Analyse der vorhandenen Dokumentation nach Kapiteln zum Thema dynamische 
Analyse bzw. Suche in der gesamten Dokumentation nach den Schlüsselworten: 
a. „test“ 




2. Detaillierte Analyse des Frameworks bzw. der darin enthaltenen Werkzeuge 
a. Gibt es spezielle Testklassen bzw. Erweiterungen, die Unit-Tests unterstützen? 
b. Existieren Werkzeugunterstützungen, um Testdaten manuell oder automatisiert 
einzufügen, mit dem Ziel Programmcode auszuführen? Können hierbei 
erwartete Ergebnisse vorgeben werden? 
3. Analyse bestehender ATDD-Unterstützung bzw. –Ansätze und Erfahrungen. 
 
Die Analyse der vorhandenen Dokumentation (1.) findet anhand der verfügbaren Online-
Dokumentation bzw. der im Installationspaket vorhanden Dokumentation statt. Zur detaillierten 
Analyse des Frameworks (2.) wird die aktuelle Version installiert und die Werkzeuge manuell 
inspiziert. Vorhandene Informationen aus 1. werden als dazu verwendet, zudem erfolgt ein 
Sichttest der Werkzeuge. Hierzu werden z.B. in IDEs sämtliche Menüeinträge analysiert. Falls in 
dem Installationspaket Beispielanwendungen vorhanden sind, werden die darin enthalten 
Testfälle auf Werkzeugunterstützung gesichtet. Die Analyse der ATDD-Unterstützung (3.) erfolgt 
durch eine weitere Internetrecherche. Hierzu wird der Name des Frameworks mit den Namen der 
ATDD-Werkzeuge kombiniert über die bekannte Suchmaschine www.google.de gesucht und die 
ersten 20 Treffer analysiert. Zudem werden die Websites der ATDD-Produkte auf potentiell 
bestehende Plugins untersucht. 
Als Auswahlkriterien für die zu betrachtenden Frameworks wurden folgende Kriterien 
verwendet. 
- Das Framework bietet Funktionalitäten jenseits der einfachen Ereignis- bzw. 
Nachrichtenverteilung und –filterung an. Dies beinhaltet die Erstellung und Verarbeitung 
von komplexen Ereignissen z.B. mit Hilfe von Aggregation, Mustererkennung auf Basis 
von Zeitfenstern. Somit werden einfache Nachrichtenorientierte Systeme (Message 
oriented Middleware) ausgeschlossen. 
- Das Framework soll für einen generellen Einsatz ausgelegt sein. Produktlösungen, die 
nur einen speziellen Anwendungsfall abdecken, werden nicht betrachtet. 
- Das Framework ist verfügbar, d.h. dass die Dokumentation und weitere Quellen 
eingesehen werden können und das Werkzeug als Installationspaket bereitgestellt wird.  
Zudem konnten Artefakte (Dokumentationen, Programmcode, Benutzeroberflächen) nur 
analysiert werden, soweit diese verfügbar waren.  
3.3 ERGEBNISSE LITERATURRECHERCHE 
Die Literaturrecherche wurde im Laufe des Projektes mehrmals durchgeführt, um den 
aktuellen Stand der Entwicklung verfolgen zu können. Die folgenden Ergebnisse und Trefferzahlen 
beziehen sich auf die letzte Durchführung vom August 2016. 
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3.3.1 Überblick über das Sucherergebnis 
Abbildung 3-1 zeigt den Prozess und die Anzahl der verbliebenen Kandidaten in den einzelnen 
Phasen der zuletzt durchgeführten Suche vom August 2016. Aus den 2000 Treffern der 
Suchmaschinen konnten lediglich 6 relevante Arbeiten identifiziert werden. Die in Phase 5 
aufgrund des „Forward & Backward Snowballing“-Ansatzes zusätzlich ermittelten Publikationen 
brachten zudem keine neuen Ansätze hervor, sondern betrachteten einzelne Aspekte der 
vorgestellten Lösungen.  
 
Abbildung 3-1: Darstellung Prozess und Ergebnisse der Literaturrecherche 
3.3.2 Kurzbeschreibung der identifizierten Studien 
Die identifizierten Publikationen werden in Abbildung 3-2 thematisch gegliedert in Form einer 
Literaturübersicht nach Creswell 2003 (Literature Map, siehe [75]) dargestellt. Es wurden Ansätze 
im Bereich der Formalen Methoden, Lasttests und Mutationstesten aufgedeckt. 
 
Abbildung 3-2: Literaturübersicht der verwandten Arbeiten im Kontext Event Processing und Testen 
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3.3.2.1 Modellprüfung über Zeitautomaten 
Bereits 2003 beschrieben Ericsson einen Ansatz zur Transformation von Zeitautomaten zu 
Regeln im Sinne der Event-Condition-Action-Rules. Zeitautomaten sind Zustandsautomaten, die 
um Uhren erweitert wurden mit dem Ziel zeitbasiertes Verhalten abzubilden [76].  Zeitautomaten 
können mit Modellprüfern wie z.B. dem Werkzeug UPAAL39 verifiziert werden. Daher werden aus 
den modellierten Automaten verifizierte ECA-Regeln erstellt. In den weiteren Veröffentlichungen 
beschreiben Ericsson et al. die Arbeit mit dem Werkzeug REX (Rule & Event Explorer) mit dem es 
möglich ist ECA-Regeln und Eigenschaften zu spezifizieren. ECA-Regeln werden in Zeitautomaten 
transformiert und können daraufhin mittels UPPAAL verifiziert werden [77]–[80]. Entwickler 
beschreiben neben den ECA-Regeln weitere Eigenschaften und Bedingungen (z.B. gültige 
Wertebereiche, Abhängigkeiten, etc.) in Form von Prädikaten. Abbildung 3-3 zeigt verfügbare 
Prädikate in REX. So können z.B. bei primitiven Ereignissen einzelne Attribute aus den Ereignissen 
(DataObject) oder Statusinformationen, wie z.B. nach dem Auftreten (OCCUR) verwendet 
werden. Für eine detaillierte Übersicht sei auf die Veröffentlichung verwiesen [80]. 
 
 
Abbildung 3-3: Verfügbare Prädikate in REX aus [80] 
 Die Beschreibung der zu prüfenden Eigenschaften erfolgt über die grafische 
Benutzeroberfläche und wird durch eine dynamische Auswahl und Comboboxen unterstützt. 
Abbildung 3-4 zeigt eine Eigenschaft, die sicherstellen soll, dass das Ereignis E5 nicht auftreten 
darf (Absence), wenn E1 im Zustand „Composing“ ist. 
 
Abbildung 3-4: Auswahldialog von Eigenschaften aus [80] 
Diese Eigenschaften werden in CTL (Computational Tree Logic) umgewandelt, welche in 
UPPAAL verarbeitet werden können. REX dient somit als Frontend für UPPAAL und bietet eine 
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 www.uppaal.org, zuletzt zugegriffen am 17.10.2016 
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höhere Abstraktionsebene für die Programmierung von überprüfbaren Modellen. In einer 
industriellen Anwenderstudie wurde das Werkzeug evaluiert und als hilfreich zur Modellierung 
komplexer Systeme befunden. Durch eine iterative Modellierung und Beschreibung von zu 
prüfenden Bedingungen wurden Auswirkungen neuer Regeln frühzeitig aufgedeckt [77]. Als 
problematisch wurde die Leistung der Modellprüfung gesehen, die bei steigender 
Modellkomplexität die Anzahl der initialen Zuständen und deren Kombinationen exponentiell 
ansteigt (siehe hierzu auch das „state  explosion“-Problem [81]. Trotz höherer Abstraktionsebene 
ist das Werkzeug für den Einsatz während der Entwicklung aufgesetzt und soll in erster Linie 
Entwicklern helfen die Modelle während der Erstellung zu verifizieren. Das Ziel Testfälle anhand 
von Beispielen zu spezifizieren, wie es in ATDD ermöglicht werden soll, wird nicht verfolgt. Die 
Beschreibung der Eigenschaften erfordert spezielle Kenntnisse in der Modellierung von 
Bedingungen mit Hilfe von Prädikaten und ist unserem Verständnis nach nicht intuitiv für 
Fachexperten und daher nicht geeignet für den Einsatz im Sinne von ATDD. 
3.3.2.2 Constraintlöser 
Das problematische Lastverhalten von Modellprüfern motivierte Cugola et al. zu einem 
Lösungsansatz der auf Basis von Constraint-Lösern arbeitet. Mittels Constraint-Lösern ist es 
möglich festzustellen, ob definierte Bedingungen (Constraints) erfüllbar sind und wie 
entsprechende Lösungen aussehen. Die Definition der Bedingungen erfolgt dabei als spezielle 
prädikatenlogische Formeln (vgl. [82]). Abbildung 3-5 visualisiert den Ansatz des Projektes CAVE 
(Constraint-based Analysis of eVEnts). Als Eingang zur Prüfung werden ein Satz von 
programmierten Regeln (Rules), eine zu prüfende Eigenschaft (Property) und Annahmen zu der 
Umgebung (Assumptions) definiert. Mittels eines Übersetzers (Translator) werden diese in 
Variablen und Bedingungen (Constraints) überführt. Diese können nun von Constraint-Lösern 
(Constraint-Solver) verwendet werden, um zu ermitteln ob die Eigenschaft erfüllt werden kann 
und mit welcher Sequenz diese erfüllt wird.   
 
Abbildung 3-5: Model zur Verwendung von Constraintlöser im Projekt CAVE [83] 
Die Autoren stellen den Lösungsansatz für verschieden EP-Funktionalitäten vor und evaluieren 
das zeitliche Verhalten des Ansatzes anhand von Beispielen. Listing 3-1 zeigt beispielhaft eine 
definierte Regel und der daraus übersetzte Constraint. Die Regel wird erfüllt, wenn nach einem 
Ereignis A, mit dem Wert x größer 10, innerhalb von 5 Minuten ein Ereignis B, mit dem Wert k 
größer 2 oder w kleiner 3, auftritt. Durch die Übersetzung werden die einzelnen Bedingungen 
aufgesplittet und z.B. die Zeitstempel der Attribute in die Bedingungen übernommen. Zusätzlich 
zu den generierten Bedingungen können weitere Bedingungen über die Annahmen aus der 
Umgebung hinzugefügt werden. 
 
Regel: 
[A(x>10) then B(k>2 or w<3)] 5m 
 
Constraint: 
A.timestamp<B.timestamp and B.timestamp-A.timestamp<5 and A.x>0 and (B.k>2 or B.w<2) 
Listing 3-1: Regeln und dazugehöriger Constraint am Beispiel aus [83] 
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3.3.2.3 Modellprüfung über Petrinetze 
Einen weiteren Ansatz zur Prüfung von EP-Anwendungen stellen Weidlich et al. vor [84]. Sie 
modellieren EP-Regeln als sog. Coloured Petri Nets (CPN). Diese stellen eine Erweiterung von 
klassischen Petrinetzen dar, wobei bei CPNs den Token Daten (sog. Colours) zugeordnet werden 
können. „Colour sets“ beschreiben hier z.B. die Struktur im Sinne möglicher Daten eines Tokens 
und können somit analog zu Typen in Programmiersprachen gesehen werden.  
In ihrer Veröffentlichung stellen die Autoren die Abbildung der Konzepte von EP-Modellen, 
wie z.B. EPAs, Event Channels und Ereignistypen auf die Konzepte der CPNs vor und zeigen die 
Anwendung von CPN am Beispiel des „Fast Flower Delivery Application“-Beispiels von Etzion & 
Niblett auf [4]. Abbildung 3-6 zeigt einen Ausschnitt des CPN der Anwendung. 
 
Abbildung 3-6: Ein Ausschnitt aus dem modellierten CPN aus [84] 
Mit Hilfe der sog. CPN-Tools, ein Werkzeugsetz zur formalen Analyse von CPNs, ist es mögliche 
diese Modelle formal zu prüfen, um Eigenschaften wie potentielle Verklemmungen (Deadlocks), 
unerreichbare Plätze und Übergange zu ermitteln. Des Weiteren ist es möglich Simulationen und 
Benchmarks durchzuführen. Anhand von Simulationsläufen wurden von Weidlich et al. 
Optimierungsmöglichkeiten bei der Gestaltung der optimalen Anzahl von Eingabeereignissen 
verschiedener Typen und somit der Ausführungsumgebung ermittelt. Die Autoren merken an, 
dass die automatisierte Transformation von EP-Regeln in CPN aufgrund der fehlenden 
Standardisierungen von EP-Sprachen, sowie unterschiedlichen, variierenden Sprachausdrücken 
und -konzepten, z.B. zur Gestaltung von Datenfenstern, aktuell nicht möglich sei. 
3.3.2.4 Statische Analyse, Formale Methoden, Auditing. 
Konzepte im Hinblick auf Validierung und Verifizierung von CEP Anwendungen wurden bereits 
von Etzion & Niblett [4] motiviert und werden von Rabbinisch et al. 2010 formal beschrieben [85]. 
Hier werden die verschiedenen Test-Ansätze Statische Analyse, Dynamische Analyse und die 
Verifikation über formale Methoden diskutiert. Die statische Analyse inspiziert das Modell des 
EPNs, um z.B. losgelöste, nicht verwendete EPAs oder mögliche Schleifen zu identifizieren. In der 
dynamischen Analyse wird das Verhalten der EP-Anwendung während der Laufzeit analysiert. 
Hierzu gehören das Audit während dem produktiven Einsatz, sowie die Simulation von Szenarien 
in der Entwicklung und die Betrachtung des Überdeckungsgrades (Coverage Analyse). Formale 
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Methoden werden vorgestellt, um erweiterte Prüfungen hinsichtlich der logischen Integrität 
auszuführen. Hier werden weitere Prüfmöglichkeiten, z.B. der gegenseitige Ausschluss von 
Ereignissen, vorgestellt und formal definiert. Im Hinblick auf dynamischen Analyse beschreiben 
die Autoren den Mechanismus des Audits, klammern die Simulation, wie z.B. im Rahmen von 
ATDD explizit aus. Die vorgestellten Ansätze werden nicht weiter evaluiert und dienen somit als 
theoretische Grundlage für weiterführende Arbeiten.  
3.3.2.5 Mutationstesten 
Gutiérrez-Madroñal et al. untersuchen die Methode des Mutationstestens im Bereich Event 
Processing. Mutationstesten wird angewandt, um die Testabdeckung einer bestehenden 
Testbasis zu analysieren und zu bewerten. Hierzu werden systematisch strukturelle Änderungen 
am SUT vorgenommen und sogenannte Mutanten erzeugt. Durch Ausführung der Testbasis 
gegen diesen Mutanten, kann festgestellt werden, ob diese Änderung durch die Testbasis 
aufgedeckt wird. Gutiérrez-Madroñal et al. definieren Mutationsoperatoren und Kriterien zum 
Erkennen der Mutanten für die EP-Sprache EPL von der EP-Engine Esper. Auf Basis ausgewählter 
EPL-Regeln, die die Autoren als Grundlage für weiteres Benchmarking vorschlagen, wird der 
Ansatz evaluiert [86].  
3.3.2.6 Lasttests und Benchmarking 
Das Forschungsprojekt BiCEP zielt darauf Leistungsvergleiche zwischen unterschiedlichen CEP 
Produkten zu ermöglichen [87]. Dabei werden u.a. Metriken zur Analyse des Durchsatzes, der 
Antwortzeiten, sowie zur Skalierung ermittelt und ausgewertet. Die Forschungsgruppe hat dabei 
ein Lasttest-Framework “FinCOS“ entwickelt, mit dem Test-Suiten über eine graphische 
Benutzerschnittstellt definiert und ausgeführt werden können. Es beinhaltet Lastgeneratoren und 
Validatoren zur Messung von Performancekennzahlen, die als Diagramm über eine GUI 
dargestellt werden können. Über Adapter werden die Ereignisse aus einem kommaseparierten 
CSV-Format in das herstellerspezifische Format übersetzt. Abbildung 3-7 zeigt den strukturellen 
Aufbau des Frameworks. Über produktspezifische Treiber und Eingabeadapter werden Ereignisse 
an die EP-Engine übermittelt. Ereignissenken sammeln die erstellten Ereignisse. Gesteuert wird 
der Ablauf über ein Controller-Element, über den Last erzeugt werden kann. Die Ergebnisse der 
Performancemessungen (Logdateien bzw. Ausgaben zur Laufzeit) werden über einen Validator 
zusammengefasst, geprüft und angezeigt [87], [88]. In den Veröffentlichung wird das Framework 
motiviert [87], die Implementierung vorgestellt [89], Ergebnisse der Auswertung einzelner EP-
Funktionalitäten gegen unterschiedliche EP-Engines vorgestellt [88], sowie das Werkzeug im 
Rahmen eines Tutorials vorgestellt [90]. 
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Abbildung 3-7: FinCos Framework des Projekts BiCEP aus [89] 
3.3.3 Diskussion 
Betrachtet man die Ergebnisse der Literaturrecherche wird deutlich, dass bisher keine 
Veröffentlichung den Einsatz von ATDD im Bereich Event Processing thematisiert. Ein großer Teil 
der Veröffentlichung befasst sich mit dem Einsatz von formalen Methoden zur Überprüfung von 
EP-Modellen. Die dynamische Analyse wird mit Hinblick auf Lasttests und Benchmarking 
behandelt.  
Im Rahmen der formalen Analyse werden verschiedene Ansätze, wie Petrinetze [84], 
Zeitautomaten [80] oder Prädikatenlogik und die Anwendung von Constraint-Lösern vorgestellt 
[83]. Mit Hilfe dieser Verfahren ist es vor allem möglich die Integrität der EP-Modelle zu 
überprüfen. Dabei ist es jedoch notwendig, die zu untersuchenden EP-Modelle in die formalen 
Modelle zu überführen. Dies ist jedoch aufgrund der Diversität der EP-Frameworks, deren 
Programmiersprachen und der unterschiedlichen Sprachkonstrukte aktuell nicht einheitlich 
möglich. So bemerken Weidlich et al.: „First, despite the advancements on the formal definition 
of event languages, there is a lack of a generally accepted specification language for EPNs. 
Second, expressiveness of the languages used to define event contexts, evaluation policies, and 
the event detection logic is varying.“ [84]. Daher beschränken sich Weidlich et al. auf CPNs die 
manuell übersetzt wurden. Für die Modellprüfung über UPPAAL müssen in der grafischen 
Benutzeroberfläche von REX die EP-Anwendungsfunktionalität modelliert werden [80]. Cugola et 
al. sehen die Möglichkeit ihren Ansatz in verschieden Sprachen bzw. EP-Frameworks zu 
integrieren als generell machbar an [83]. Jedoch wurde dies, soweit es aus der Literatur 
ersichtlich ist, noch nicht umgesetzt. Es wird ersichtlich, dass die Ansätze bisher nur theoretischer 
Natur sind und eine entsprechende Validierung im konkreten Anwendungsfall aussteht.  
Sowohl im Projekt CAVE als auch bei REX können neben den EP-Modellen an sich zusätzliche 
Eigenschaften bzw. Bedingungen beschrieben werden, welche bei der formalen Analyse 
hinzugezogen werden. So werden in REX Eigenschaften über eine GUI definiert und in 
Computational Tree Logic überführt, welche vom eingesetzten Tool UPPAAL ausgewertet werden 
können [80]. In CAVE werden Eigenschaften als Prädikate beschrieben und beim Einsatz des 
Constraint-Lösers mit ausgewertet. Die Definition dieser Eigenschaften, die außerhalb der 
modellierten Anwendungsfunktionalitäten liegen, wird von Entwicklern durchgeführt und 
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erfordert ein hohes technisches Verständnis. So müssen Entwickler z.B. in CAVE Prädikaten im 
Kontext der zu überprüfenden Regel definieren können. Auch die Auswahl der Eigenschaften über 
vorbelegte Comboboxen in einer grafische Benutzeroberfläche in REX (vgl. Abbildung 3-4) scheint 
nicht intuitiv. Betrachtet man die Ansätze im Hinblick auf ATDD scheint die Spezifikation von 
Eigenschaften nicht geeignet für Fachexperten, und erlauben es nur bedingt beispielhafte 
Ereignissequenzen, sowie erwartete Ergebnisse zu spezifizieren.  
Die Studie von Gutiérrez-Madroñal et al. zum Thema Mutationstesten bewegt sich zwar im 
Umfeld der dynamischen Analyse, jedoch werden Testfälle zur dynamischen Analyse mittels 
Mutationen untersucht und bewertet. D.h. dass die eigentliche Spezfikation und Ausführung von 
Testfällen nicht betrachtet werden. Es ist jedoch vorstellbar, dass ATDD-Testfälle auch mit Hilfe 
von Mutationstests analysiert werden, um somit auch Aussagen über eine Testabdeckung dieser 
Testfälle zu bekommen.  
Das Projekt BiCEP der Universtität Coimbra behandelt die dynamische Analyse im Sinne von 
Lasttests und Benchmarking. Hier werden verschiedene Ereignissequenzen spezifziert bzw. 
generiert, um das Lastverhalten einzelner EP-Funktionalitäten und Operatoren (wie z.B. 
Fenstertypen (Sliding, Tumblin), Aggegrationen, Fenstergrößen) in verschiedenen EP-Engines zu 
analysieren. Dabei werden ähnliche Anforderungen beschrieben und in den Ausführungen 
begegnet. So werden Eingabeereignisse in Form von CSV-Tabellen spezifiziert und die 
herstellerspezifischen Verarbeitungsmodelle abstrahiert. Über Adapter werden EP-Systeme, wie 
z.B. Esper an das Lasttestframework FinCOS angebunden. Obwohl der dynamische Aspekt klar 
ersichtlich ist, fehlen relevante Merkamle für ATDD. So gibt es keine Möglichkeit erwartete 
Ergebnisse zu spezifizieren. Hierzu müssten spezielle Validatoren implementiert werden: 
„Validators are query-specific and as such must be dynamically developed and attached to the 
benchmark suite.” [89]. Zudem werden zeitbasierte Funktionalitäten nicht thematisiert und sind 
nach Analyse des Source-Codes auch nicht bedacht. Die Entdeckungszeit kann nicht modelliert 
werden, eine Zeitsteuerung ist nicht vorgesehen. Aufgrund des Fokus auf Lastgenerierung und 
Auswertung von Performancemerkmalen ist das Framework nicht für den Einsatz in ATDD 
geeignet. Einzelne Merkmale und Designentscheidungen, wie z.B. die Abstrahierung von EP-
lösungsspezifischen Verarbeitungsmodellen oder die Isolierung herstellerspezifischer 
Komponenten, können als Basis für Lösungsansätze zur Realisierung von ATDD bedacht werden.   
3.3.4 Limitationen 
Im Folgenden soll auf die Limitationen eingegangen werden, die die Validität der 
Literaturrecherche einschränken können.  
Ein wesentlicher Aspekt einer Literaturrecherche umfasst die Vollständigkeit der Ergebnisse. 
Verschiedene Maßnahmen zur Erhöhung des Grads der Vollständigkeit wurden eingeführt und 
mündeten in einem strukturierten, Phasen-basierten Suchprozess. Die Suchbegriffe wurden auf 
Basis einer Voruntersuchung gewählt und eine große Anzahl an Ergebnissen in Phase 0 aus den 
Trefferlisten der Suchindizes übernommen (Die ersten 200 Treffer pro Suchanfrage). Die Strategie 
der Auswertung der verschiedenen Phasen war defensiv, d.h. dass bei Unsicherheit der Treffer 
mit in die nächste Phase überführt wurde. Betrachtet man die Ergebniskonsolidierung bis hin zu 
Phase 4, bleiben ursprünglich 1200 Treffern lediglich sechs Treffer übrig. Dies liegt vor allem darin 
begründet, dass die Suchbegriffe (wie z.B. „event“, „processing“ oder „testing“) nicht sehr 
spezifisch sind. D.h. dass bei einer Suche viele Treffer aus anderen Studienbereichen z.B. aus der 
Analyse sozialer Netzwerke (Social network analysis) oder aus dem medizinischen Bereich 
(Genanalyse) gefunden wurde. Generell wurde festgestellt, dass die Trefferlisten der 
untersuchten Indizes die für uns relevanten Veröffentlichungen innerhalb der ersten 100 Treffer 
führten. Zur Erhöhung der Vollständigkeit der Treffer wurde der „Forward & Backward-
Snowballing“-Ansatz gewählt. Die dadurch ermittelten Veröffentlichungen waren zum großen Teil 
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frühere Veröffentlichungen und Vorarbeiten von Ericsson et al. zur Modellprüfung von 
komplexen Ereignissen über REX, sowie die Arbeit von Weidlich et al. zum Einsatz von 
Petrinetzen. Aus diesen Veröffentlichungen konnten keine weiteren relevanten Arbeiten 
identifiziert werden. Aufgrund der gegebenen Rahmenbedingungen wurde die Literaturrecherche 
nur vom Autor durchgeführt. Daher könnten relevante Treffer bei der Analyse der Titel, 
Zusammenfassungen und Texte übersehen worden sein. Diese Gefährdung wird wiederum durch 
den Einsatz des „Forward & Backward-Snowballing“-Ansatz verringert.  
3.4 ERGEBNISSE DER ANALYSE VORHANDENER WERKZEUGE 
Nach der Betrachtung der verwandten Literatur sollen im Folgenden die Ergebnisse der 
Untersuchung der verfügbaren Werkzeuge und deren Testunterstützung dargestellt werden. 
Dabei werden nach Vorstellung der betrachteten Produkte die Ergebnisse der einzelnen 
Rechercheschritte aufgezeigt.  
3.4.1 Identifizierte Produktlösungen 
Die Betrachtung der Produktlösungen wurde kontinuierlich verfolgt. Im Folgenden soll der 
aktualisierte Stand vom Juli 2016 aufgezeigt werden. Tabelle 3-1 gibt einen Überblick über die 
identifizierten und analysierten Produktlösungen, sowie deren untersuchten Versionen und die 
Verfügbarkeit von Dokumentation, spezifische Entwicklungsumgebung, sowie einen Hyperlink zur 
Einstiegseite des Produkts. Produkte, die sich auf Spezialgebiete ausgerichtet haben, wie z.B. 
FeedZai Pulse40 (Betrugserkennung mittels Maschinelles Lernen), IBM Operational Decision 
Manager41 (Automatisierung und Verwaltung von Geschäftsentscheidungen) werden hier nicht 
betrachtet. Zudem werden Frameworks, die das Erstellen von komplexen Ereignissen nicht 
unterstützen, nicht weiter betrachtet (wie z.B. Apache Gearpump, Apache Samza). Zudem 
wurden Produktlösungen, die weder Dokumentation, noch Evaluierungsversionen zur Verfügung 
stellen ausgeschlossen. Dazu gehören z.B. Cisco Connected Streaming Analytics, Fujitsu Interstage 
Big Data Complex Event Processing Server, Hitachi uCosminexus Stream Data Platform, 
Informatica RulePoint, SAS Event Stream Processing, SAP Event Stream Processor42. Eine Adhoc-
Analyse der verfügbaren Informationen zu diesen Frameworks (z.B. Whitepapers) auf die zu 
untersuchenden Merkmale brachte keine neuen relevanten Erkenntnisse. Die EP-Engine Tibco 
BusinessEvents bzw. die Entwicklungsumgebung Tibco Business Event Studio, sowie die 
Entwicklungsumgebung von IBM Streams konnte aufgrund Fehler im Installationsprozess nicht 
installiert werden. Daher wurde hier nur die Dokumentation gesichtet.  
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Tabelle 3-1: Identifizierte Produktlösungen 








Apache Apex 3.4.0 Ja Ja Nein apex.apache.org  
Apache Flink 1.1 Ja Ja Nein flink.apache.org 
Apache Flume 1.7.0 Ja Ja Nein flume.apache.org/ 
Apache Ignite Streaming 1.7.0 Ja Ja Nein ignite.apache.org/features/streaming.html 
Apache Spark 2.0.1 Ja Ja Nein spark.apache.org/streaming  
Apache Storm 1.0.2 Ja Ja Nein storm.apache.org/ 
Codehaus/EsperTech’s Esper, 
Nesper 
5.5.0 Ja Ja Nein www.espertech.com  
DataTorrent RTS (Real-time 
Streaming) 
3.5.0 Ja Ja Ja www.datatorrent.com 








Oracle Stream Analytics & Oracle 
Edge Analytics 
12c Ja Ja Ja www.oracle.com/technetwork/middleware/complex
-event-processing/overview/index.html 
RedHat Drools Fusion/JBoss 
Enterprise BRMS 
6.5.0 Ja Ja Nein drools.jboss.org/drools-fusion 
Software AG Apama Event 
Processing Platform 
9.12 Ja Nein Ja www.softwareag.com/de/products/apama_webmet
hods/analytics/overview/default.asp  
SQLStream s-Server 5.1 Ja Ja Ja www.sqlstream.com/ 
Striim 3.6 Ja Ja Ja www.striim.com/ 





Tibco StreamBase 7.6 Ja Ja Ja www.tibco.com/products/event-
processing/complex-event-processing/streambase-
complex-event-processing  
Twitter Heron 0.14.2 Ja Ja Nein twitter.github.io/heron 
WS02 CEP Server 4.2.0 Ja Ja Ja wso2.com/products/complex-event-processor/ 
 
Unterstützt von der Apache Software Foundation43 werden verschiedene quelloffene 
Softwareprodukte zur Verfügung gestellt, die dem Bereich EP zugeordnet werden können. So 
stellt Apache APEX EP-Funktionalitäten auf Basis von Hadoop-YARN, der Ressourcen Manager und 
Job-Scheduler aus dem Hadoop-Projekt44 zur Verfügung. Apache Flink stellt eine Plattform zur 
Verarbeitung von Datenströmen auf verteilten Systemen dar und bietet als Erweiterung eine 
Komponente zu EP-Verarbeitung an. Apache Flume stellt ein Framework zur Verfügung, welches 
sich ursprünglich auf das Einsammeln, Aggregieren und Verteilen von Log-Dateien fokussierte, 
nun aber als generische EP-Platform ausgerichtet ist. Apache Gearpump ist ein Framework 
basierend auf akka45, welches vor allem einen hohen Durchsatz sowie eine geringe Latenz 
anstrebt. Gearpump ist Teil des Apache Inkubator Programms46. Apache Ignite Streaming stellt 
CEP Funktionalitäten auf Basis eines In-Memory-Data-Grids bereit. Apache Spark ist ein 
Framework zum Betrieb von verteilten Rechnerkapazitäten im Cluster und stellt neben der 
Verwaltung der Daten auf verschiedenen Knoten auch APIs für spezielle Anforderungen wie z.B. 
Maschinelles Lernen (MLib), Verarbeitung von Graphen-orientierten Daten (GraphX) sowie die 
Behandlung von Datenströmen (Stream Processing) bereit. Apache Storm modelliert EP-
Anwendungen als gerichtete azyklische Graphen. Die Topologien bestehen aus Spouts 
(Ereignisquellen) und Bolts (Verarbeitungseinheiten). Alle bisher beschriebenen Produktlösungen 
sowie deren Dokumentation sind frei verfügbar. Sie bieten keine Benutzer- oder 
Entwicklungsoberflächen an, sondern stellen lediglich Bibliotheken zur Entwicklung mit 
unterschiedlichen (z.T. mehreren) Programmiersprachen bereit. Cisco Connected Streaming 
Analytics ist die EP-Plattform des Unternehmens Cisco. Außer einzelnen Whitepaper werden 
keine weiteren Informationen oder Artefakte zur Analyse bereitgestellt. Daher wurde dieses 
Produkt nicht weiter evaluiert. Esper (Java) bzw. NEsper (.NET) ist ein CEP-System, deren 
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 www.apache.org, zuletzt abgerufen am 30.10.2016 
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 Vgl. https://hadoop.apache.org/docs/r2.7.3/hadoop-yarn/hadoop-yarn-site/YARN.html, zuletzt 
abgerufen am 30.10.2016 
45
 http://akka.io/, zuletzt abgerufen am 30.10.2016 
46
 http://incubator.apache.org/, zuletzt abgerufen am 30.10.2016 
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Kernanwendung frei verfügbar ist und in der kommerziellen Anwendung u.a. durch 
Benutzeroberflächen zur Verwaltung von Anwendungen erweitert wurde. DataTorrent RTS ist 
eine Produktlösung deren Kernimplementierung auf Apache APEX basiert und diese um weitere 
Komponenten, wie z.B. grafischen Oberflächen erweitert. IBM Streams (früher IBM InfoSphere 
Streams) ist die Produktlösungen von IBM und bietet eine komplette Entwicklungsinfrastrukur auf 
Basis von Eclipse an. Microsoft StreamInsight ist die EP-Lösung von Microsoft, die auf mit Hilfe der 
Entwicklungsumgebung Visual Studio programmiert wird. Als zusätzliche Oberfläche zum 
Analysieren von EP-Anwendungen wird der sog. Event Flow Debugger angeboten. Die Produkte 
Oracle Stream Analytics & Oracle Edge Analytics sind Teil der Oracle Fusion Middleware. Die 
Geschäftsfunktionalität wird über Erweiterungen der Entwicklungsumgebung JDeveloper zur 
grafischen Darstellung von Datenflüssen programmiert. RedHat Drools Fusion ist die EP-
Erweiterung des Business Rule Management Systems (BRMS) Drools zur Unterstützung von 
Datenströmen. Während Drools eine grafische Benutzeroberfläche zur Verwaltung der 
Geschäftsregeln bereitstellt, gibt es keine äquivalente Oberfläche für Drools Fusion. Die SAP AG 
bietet als EP-Lösung den sog. SAP Event Stream Processor, der, laut Dokumentation, mit einer 
Entwicklungsumgebung auf Basis von Eclipse ausgestattet ist. Eine Demo-Version ist hier nicht 
öffentlich verfügbar. Die Software AG stellt die EP-Plattform Apama basierend auf Eclipse zur 
Verfügung. Sqlstream S Server ist das EP-Produkt des Unternehmens sqlstream, welches neben 
der Entwicklungsumgebung S-Studio u.a. eine HTML5-basierte Weboberfläche zum Analysieren 
von Ereignisströmen zur Laufzeit bereitstellt. Striim bietet neben der Erstellung von EP-
Funktionalitäten vor allem verschiedenen Visualiserungsmöglichkeiten über eine HTML5-
Webanwendung bereit. Das Unternehmen Tibco bietet für EP-Funktionalitäten die Produkte 
Business Events, sowie Streambase an. Twitter Heron ist die „Realtime Analytics“-Platform, die 
(wie Apache Storm) von Twitter entwickelt und als quelloffene Software bereitgestellt wird. Sie 
gilt als Nachfolger von Apache Storm bei Twitter und ist daher kompatibel zu bestehenden Storm-
Topologien. Unter der Federführung des Unternehmens WSO2 wird die quelloffene EP-Software 
Siddhi in der Produktlösung WS02 CEP Server als Teil der WSO2 Analytics Platform 
bereitgestellt47.  
3.4.2 Ergebnisse der Untersuchungen 
Nach der kurzen Vorstellung der Produkte sollen die Ergebnisse der Recherche in den 
Dokumentationen, sowie die Testunterstützung der Beispielanwendungen. Die Untersuchung der 
Dokumentation wurde manuell durchgeführt. Dabei wurden, soweit verfügbar, eine Suche mit 
den angegebenen Schlüsselworten sowie eine manuelle Suche anhand der Kapitelüberschriften 
durchgeführt. 
3.4.2.1 Überblick über das Ergebnis 
Im Rahmen der Auswertung wurden die identifizierten Werkzeugunterstützungen Kategorien 
zugeordnet, die in  
Tabelle 3-2 erläutert werden sollen. Aus Sicht der Methode ATDD ist vor allem die letzte 
Kategorie von Interesse. Nur hier besteht die Möglichkeit, abgesehen von Unit-Test, erwartete 
Ergebnisse zu spezifizieren. 
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Tabelle 3-2: Beschreibung der Kategorien der Werkzeugunterstützung 
Kategorie Beschreibung 
Unit Test Unterstützung Es werden Testklassen beschrieben, die das Erstellen von Unit-Tests 
erleichtern.  
Debugging Es wird die Möglichkeit erläutert, die Anwendung zu Debuggen. Dies 
bedeutet, dass der detaillierte Ablauf der Anwendung verfolgt werden 
kann und optional die Ausführung zu Analysezwecken angehalten 
wird. 
Record & Replay Ereignisströme können während des Produktivbetriebs aufgezeichnet 
und später zu Analysezwecke erneut eingespielt werden. 
Try-It-Tool Über ein Formular können einzelne Regeln getestet werden, indem 
neben den Regeln die Eingabeereignisse angegeben werden und nach 
der Ausführung die erstellten Ereignisse angezeigt werden.  
Lastgenerator Über Werkzeuge können Eingabedaten generiert und/oder 
automatisiert wiedergegeben werden.  
Test Szenarien GUI Über eine graphische Oberfläche können Testszenarien und erwartete 
Ergebnisse spezifiziert werden. 
 
Die Ergebnisse der Auswertung werden in Form eines Balkendiagramms in Abbildung 3-8 
dargestellt. Es wird deutlich, dass in keiner Kategorie mehr als die Hälfte der Hersteller 
Testunterstützung bereitstellt. Die am meisten angebotene Unterstützung findet sich in den 
„Record & Replay“-Funktionalitäten. Vereinzelt werden „Try-It-Tools“ sowie Lastgeneratoren 
bereitgestellt. Die Unterstützung der Debugging-Funktionalität beruht auf der Analyse der 
Dokumentation. Hier ist zu sehen, dass bei EP-Engines, deren Anwendungen mittels imperativen 
Programmiersprachen erstellt werden, existierende Debugger entsprechender IDEs verwendet 
werden können. Hierzu zählen z.B. Apache Flink, Apache Ignite Streaming; Apache Spark oder 
Microsoft StreamInsight. 
 
Abbildung 3-8: Identifizierte Testkategorien in den Produkten 
Die detaillierten Ergebnisse der Untersuchung wird in Tabelle 3-3 dargestellt. Hier wird neben 
den in der Dokumentation beschriebenen Kategorien von Werkzeugunterstützung auch die 
Verfügbarkeit von Beispielanwendungen angegeben. Die darin z.T. enthaltenen Unit-Tests (siehe 
Spalte „Tests in Beispielanwendungen“), wurden auf spezielle Hilfsklassen untersucht, die das 
Erstellen der Testfälle erleichtern sollen (siehe Spalte „Unit Test-Unterstützung …“). Zuletzt 
werden die durch die manuelle Analyse der Entwicklungsumgebungen identifizierten 
Werkzeugunterstützungen aufgezählt. Sollten keine Tests bzw. keine IDE vorhanden sein, ist die 
Zeile mit einem Querstrich versehen. 
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Tabelle 3-3: Ergebnisse der Untersuchung der Produktlösungen 
Name Werkzeugunterstützung in der 
Dokumentation 
Tests in Beispielanwendungen Unit Test- Unterstützung 
aus Analyse der 
Beispielanwendungen 
Werkzeugunterstützung 
identifiziert in der IDE 
Apache Apex (DataTorrent) Nein Ja Ja - 
Apache Flink Nein Vereinzelt Ja - 
Apache Flume Record & Replay  
 
- - - 
Apache Ignite Streaming Nein Ja - - 
Apache Spark Nein Ja Ja - 
Apache Storm Debugging - - - 
Codehaus/EsperTech’s Esper, 
Nesper 
Unit Test- Unterstützung 
Record & Replay  
Try-It-Tool 
Lastgenerator 
Ja Ja Record & Replay  
Try-It-Tool 
Lastgenerator 
DataTorrent RTS (Real-time 
Streaming) 
Nein Ja Ja Simulations-Unterstützung 
IBM Streams Debugging    
Microsoft StreamInsight Debugging 
Record & Replay  
  Debugging  
Record & Replay, 
Oracle Stream Analytics & Oracle 
Edge Analytics 
Record & Replay  
 
Nein Nein Nein 
RedHat Drools Fusion/JBoss 
Enterprise BRMS 
Hinweise zu Unit Tests 
Test Szenarien GUI 
Ja Nein Test Szenarien GUI 
Software AG Apama Event 
Processing Platform 
Debugging 
Record & Replay  
Externes Testframework 
Ja Nein Debugging 
Record & Replay  
 
SQLStream s-Server Record & Replay  
 
Nein Nein Nein 
Striim Nein Nein Nein Nein 
Tibco BusinessEvents Debugging  
Record & Replay  
- - - 
Tibco StreamBase Unit-Test-Unterstützung  
Record & Replay  
Try-It-Tool  
Lastgenerator  
Ja Ja Unit-Test-Unterstützung  
Record & Replay 
 Try-It-Tool  
Lastgenerator  
Twitter Heron Lastgenerator  Ja Nein - 
WS02 CEP Server Record & Replay  
Try-It-Tool 
Nein Nein Record & Replay  
Try-It-Tool 
3.4.2.2 Detaillierte Betrachtung der Auswertungen 
Im Folgenden sollen die Auswertungsergebnisse der einzelnen Produkte detaillierter 
dargestellt werden. Dabei werden Screenshots zur Verdeutlichung der Benutzeroberflächen 
beigefügt.  
In der Dokumentation von Apache Apex wird darauf hingewiesen, dass Unit-Tests 
durchgeführt werden sollen. In den Beispielanwendungen wird ersichtlich, dass es ein kleine 
Anzahl an Helferklassen für Tests bereitsteht, z.B. zum Sammeln und Zählen von Ergebnis-
Ereignissen. Zudem wird in den Testfällen mit Wartezeiten (Thread.sleep()) vor dem Auswerten 
der Ergebnisse gearbeitet, was darauf hinweist, dass hier die angesprochene Problematik einer 
fehlenden Terminierungserkennung besteht48. Apache Flink stellt nur vereinzelt Testfälle in den 
verfügbaren Beispielen zur Verfügung. Es gibt eine Auswahl an Testklassen für Unit-Tests, die 
jedoch nicht dokumentiert sind. Apache Flume stellt keine Beispielanwendungen zur Verfügung. 
In der Dokumentation wird eine Komponente zur Generierung von Last erwähnt (Stress Source). 
Bei Apache Ignite wird lediglich das Testen der Integration von Cassandra (außerhalb der CEP 
Komponente) beschrieben. Die Testfälle in den Sourcen starten, soweit ersichtlich lediglich die 
Beispielszenarien, überprüfen jedoch keine Ergebnisse. Apache Spark beschreibt in der 
Dokumentation an wenigen Stellen, dass Unit-Testing einfach sein soll. Für die ausgelieferten 
Beispielanwendungen49 finden sich keine Unit-Tests. Apache Storm beschreibt in einer Sektion 
unter der Überschrift „Debugging“, wie u.a. Ereignis-Logs aktiviert werden können und wie 
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putOperatorTester.java, zuletzt abgerufen am 30.10.2016 
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weitere Logdateien zur Fehlerbehebung analysiert werden können. In den Beispielen können 
keine Testfälle zu den mitgelieferten Beispielcodeteilen gefunden werden. In der Dokumentation 
von Esper findet sich ein Abschnitt, der Hilfsklassen für Unit-Testing beschreibt. Die Anwendung 
dieser kann in insgesamt sieben Beispielanwendungen im Quellcode nachvollzogen werden. In 
der Enterprise-Version findet sich ein Lastgenerator. 
Codehaus/EsperTech’s Esper bzw. Nesper bieten Hilfsklassen zum Überprüfen von 
Ereignisattributen und Sammeln von Ereignissen an. Deren Einsatz wird z.T. in den vorhandenen 
Beispielanwendungen demonstriert. Über die HTML5-Oberfläche der Produktlösung Esper 
Enterprise Edition steht zudem ein Record & Replay Tool sowie ein Try-It-Tool zur Verfügung, 
welches im Screenshot in Abbildung 3-9 zu sehen ist. Hier werden die Eingabeereignisse 
zeilenbasiert im JSON-Format angegeben. Der Zeitverlauf wird über das Angeben von Intervallen 
zwischen den Ereignissen deklariert.  
 
Abbildung 3-9: Try it Tool der Esper Enterprise Edition 
DataTorrrent RTS basiert auf Apache APEX und verweist u.a. auf das Projekt in der 
Dokumentation. Zusätzlich zu der Kernkomponente wird u.a. ein webbasierte IDE angeboten. 
Hierüber können Anwendungen mit über grafische Elemente modelliert und danach ausgeführt 
und visualisiert werden. Hinsichtlich der zu untersuchenden Merkmale der Qualitätssicherung 
konnten nur Komponenten zur Generierung von Last identifiziert werden (Random Event 
Generator, Random Word Generator), die in der Kombination der Visualisierung eine gewisse 
Überprüfung der Funktionalität zulassen könnte. Die Möglichkeit erwartete Ergebnisse zu 
spezifizieren ist jedoch nicht gegeben. In der Dokumentation finden sich neben allgemeinen 
Hinweisen, dass für Unit Tests das Projekt in einen sog. Local Mode gestartet werden kann. 
Die CEP-Komponente von Microsoft „StreamInsight“ wird in C# programmiert und verwendet 
als Abfragesprache LINQ (Language Integrated Query). Als separates Werkzeug wird der 
Ereignisflussdebuggers in der Dokumentation vorgestellt, mit dem es möglich ist Ereignisströme 
aufzunehmen, wiederzugeben und die einzelnen Verarbeitungsschritte dabei im Rahmen eines 
Debuggings zu analysieren. Abbildung 3-10 zeigt ein Screenshot der Anwendung. 
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Abbildung 3-10: Screenshot des Microsoft StreamInsight-Ereignisflussdebuggers 
In der Dokumentation von JBOSS Drools findet man neben Hinweisen zum Unit-Testing eine 
Beschreibung der Test-Szenarien-GUI (19.8. Test Scenario). Über die Drools Workbench, einer 
Oberfläche zum Implementieren von Geschäftsregeln (und auch EP-Regeln), können in einem 
separaten Bereich Testszenarien nach dem Muster „Gegeben->Methode ausführen -> Zu 
erwarten“ spezifiziert werden. Dabei wird der Benutzer durch entsprechende Auswahllisten und 
Schaltflächen unterstützt. Abbildung 3-11 gibt einen Einblick in diese Benutzeroberfläche.  
 
Abbildung 3-11: Screenshot der Drools Workbench zur Erstellung von Testszenarien 
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In der Dokumentation der Oracle Fusion Middleware50 wurden dem Thema Testen ein eigenes 
Kapitel „Testing 1-2-3“ gewidmet. In diesem wird ein kommandozeilenbasierter Lastgenerator 
beschrieben, der Ereignisse im CSV-Format einlesen kann. Darüber hinaus können verschiedene 
Parameter, wie z.B. die Senderate konfiguriert werden. Als weitere Möglichkeit zum Anstoßen 
von EP-Funktionalität steht eine HTTP-API bereit, an der im JSON-Format erstellte Ereignisse 
übermittelt werden können. Über ein Kommandozeilenwerkzeug (EPN-Shell) ist es möglich EP-
Regeln und Ereignisse gleichermaßen anzugeben und somit zu simulieren. Hierüber können auch 
Skripte ausgeführt werden, jedoch besteht nicht die Möglichkeit Ausgaben zu überprüfen. 
Abschließend wird vorgestellt, wie Unit-Tests geschrieben werden können. Im Kapitel „Debug 
with Event Record and Playback“ wird die Möglichkeit beschrieben Ereignisströme aufzuzeichnen 
und abzuspielen. Die Ereignisse werden hierzu in einer Datenbank gespeichert.   
Die IDE des Produktes Apama Event Processing Platform der Software AG basiert auf Eclipse 
und bietet eine grafische Oberfläche zum Modellieren und Programmieren von EP-Anwendungen. 
Mit Fokus auf Qualitätssicherung ist hier die sog. „Data Player“ zu finden, mit dem es möglich ist 
in einer Datenbank gespeicherte Ereignisse abzuspielen und dabei die Rate des Einfügens zu 
verändern. Abbildung 3-12 zeigt einen Screenshot der Apama Workbench. Die Eingabeereignisse 
werden in einer Datenbank hinterlegt. Über den Dataplayer (unten im Bild) können diese Daten 
abgespielt werden und somit die Ausführung im Modell verfolgt werden.  
 
Abbildung 3-12: Screenshot Apama Workbench - Data Player 
Der Data Player ist auch in der Dokumentation aufgeführt. Zudem wird in der Dokumentation 
die Integration des Test-Frameworks PySys beschrieben. PySys ist ein Python-basiertes 
Testframework, welches auf Systemebene testen soll. Abbildung 3-13 zeigt eine entsprechende 
Spezifikation eines Tests. Eingabeereignisse als auch erwartete Ereignisse werden dabei 
zeilenbasiert in Dateien hinterlegt. Durch das Ausführen soll es zudem möglich sein, Coverage-
Informationen der Regeln zu erhalten51. 
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 http://docs.oracle.com/middleware/12212/osa/applications-develop/GUID-6E8FDABA-6798-4442-
808C-CA0F4649EF20.htm#CEPED243, zuletzt abgerufen am 06.11.2016 
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Abbildung 3-13: Screenshot Testbeschreibung in PySys 
Auf Basis der manuellen Suche der Dokumentation von SqlStream s-Server mit Hilfe der 
Testbegriffe ist lediglich ein Werkzeug zur Generierung von Ereignissen identifiziert worden 
(datagen). Hier werden über eine XML-Konfiguration Testdaten generiert und können in der 
Anwendung über einen JDBC-Treiber integriert werden. In der webbasierten grafischen 
Benutzeroberfläche konnten keine weiteren Werkzeuge identifiziert werden. Abbildung 3-14 zeigt 
ein Ausschnitt aus dem verfügbaren Demo-Projekt „MOCHI“, die angezeigten Daten werden mit 
dem Werkzeug „Datagen“ generiert. 
 
Abbildung 3-14: Screenshot des Produkts SqlStream - StreamLab 
Ähnlich zu SQLStream und DataTorrent bietet Striim eine webbasierte Oberfläche zum 
Erstellen und Betreiben/Monitoren von EP-Anwendungen. Hinsichtlich der Qualitätssicherung 
finden sich in der Dokumentation hinsichtlich der gewählten Suchbegriffe keine relevanten 
Treffer. Es wird lediglich erwähnt, dass eine CSV-Datei erstellt werden kann, um Testdaten 
bereitzustellen.  
Tibco Business Events bietet laut Dokumentation52 (Kapitel „Testing and Debugging Projects) 
die Möglichkeit an GUI-unterstützt Testdaten zu definieren, die in einem XML-Format abgelegt 
werden und zu einem späteren Zeitpunkt zur Laufzeit an die EP-Anwendung gesendet werden 
kann. Hiermit kann dann die Debugging-Funktionalität aktiviert werden, so dass an bestimmten 
Stellen Haltepunkte gesetzt und aktiviert werden können. 
In der Dokumentation zu TIBCO Streambase findet sich im Kapitel Test/Debug Guide eine 
detaillierte Beschreibung der zur Verfügung gestellten Testwerkzeuge. Dazu gehört eine GUI-
basierte, manuelle Eingabemöglichkeit von Ereignissen, welche in Abbildung 3-15 abgebildet ist. 
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 https://docs.tibco.com/pub/businessevents-standard/5.2.2/doc/pdf/TIB_businessevents-
standard_5.2.2_developers_guide.pdf, zuletzt abgerufen am 30.10.2016 
78 
Zudem wird ein konfigurierbarer Simulator zur Lasterzeugung (siehe Abbildung 3-16) 
bereitgestellt, sowie die Möglichkeit Ereignisströme aufzunehmen und wieder abzuspielen 
(Record & Replay). Mit Hilfe dieser Testwerkzeuge ist es zudem möglich die Anwendung zu 
debuggen und an entsprechenden Stellen Haltepunkte (Breakpoints) zu setzen, um den Status 
der Anwendung zu analysieren. 
 
 




Abbildung 3-16: Screenshot Streambase - Simulator 
Die Dokumentation von Twitter Heron verweist auf einen Simulationsmodus (Topology 
Writers->Simulator Mode), der verwendet werden kann, um die modellierte Topologie zu 
debuggen und zu optimieren. Weitere Verweise zum Thema Testen können nicht gefunden 
werden. In der Analyse des Quellcodes der Beispielanwendungen konnte keine speziellen 
Hilfsklassen zum Unit-Testen aufgedeckt werden. 
In der Dokumentation von WS20 CEP Server findet sich ein Kapitel zum Thema Monitoring und 
Debugging, in dem Aufnahme und Wiedergabe von Ereignisströmen im Simulationsmodus 
erläutert werden. Zudem wird ein „Event Tracer“, ein erweitertes Logging von Ereignissen in den 
verschiedenen Verarbeitungsstufen, sowie ein Try-It-Tool für Siddhi vorgestellt. In diesem können 
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über eine GUI manuelle Eingaben gemacht werden und somit Regeln und Ereignisse ausprobiert 
werden. Abbildung 3-17 zeigt den Screenshot dieses Werkzeuges zur Eingabe von Ereignissen.  
 
Abbildung 3-17: Screenshot WS20 - Try It Tool  
3.4.2.3 Ergebnisse der Untersuchung der bestehender ATDD-Ansätze und Erfahrungen 
Als letzten Aspekt der Untersuchung sollten bestehende Ansätze jenseits der 
wissenschaftlichen Literatur und der Artefakte der Produktlösungen ermittelt werden. Dazu 
wurde eine Schlüsselwort-basierte Websuche über die Suchmaschine www.google.de 
durchgeführt. Es wurden Kombinationen aus den identifizierten EP-Frameworks mit den in den 
Grundlagen ermittelten ATDD-Werkzeugen sowie dem Schlüsselbegriff „Acceptance Test Driven 
Development) als Suchbegriffe verwendet und jeweils die ersten 20 Treffer analysiert. Insgesamt 
wurden 114 Suchen (19 EP Frameworks * (5 ATDD-Werkzeuge + Begriff ATDD)) durchgeführt. Um 
die Ähnlichkeitssuche in der Suchmaschine zu unterdrücken (z.B. würde ansonsten FitNesse als 
Fitness interpretiert werden), wurden die ATDD-Werkzeuge jeweils in Anführungszeichen („) 
gesetzt. Damit wird die exakte Wortgruppe in der Suche erzwungen. In einem weiteren Schritt 
wurden die Onlineauftritte der ATDD-Werkzeuge untersucht, um hier potentiell verwandte 
Erweiterungen (Plugins bzw. Addons) zu identifizieren. Die Ergebnisse der Suche können als 
minimal bezeichnet werden. Lediglich vier relevante Treffer wurden identifiziert. 
In einem Blog-Artikel „Test Driven Development w/ Apache Spark“54 beschreibt der Autor 
Miguel Morales den Einsatz von RSpec mit Apache Spark. Hier wird jedoch lediglich eine 
exemplarische Anbindung von RSpec erläutert und die Ausführung von Unit-Tests (beschrieben in 
RSpec) ohne die Initialisierung eines Spark-Clusters beschrieben. Es zielt somit nicht speziell auf 
EP und die hierin beschriebenen Herausforderungen. Viel mehr liegt der Fokus auf der generellen 
Realisierung von Unit-Tests für das Apache Spark-Framework.  
Ein weitere Artikel „Behaviour Driven Spark“55 thematisiert die Anbindung des ATDD-
Werkzeuges „Cucumber“ an Apache Spark. Der Fokus des Artikels liegt auf der Anbindung der 
Testbeschreibungen an das Apache Spark Framework. Neben einem einfachen Szenario „Wörter 
zählen“ beschreibt der Autor einen generischen Weg Tabellen zu definieren und Ergebnisse (in 
Tabellenform) zu überprüfen. Der Fokus hier liegt jedoch auf Tabellen und die Anbindung an 
Apache Spark SQL & Dataframes. Die Anbindung der EP-Komponenten sowie deren 
Herausforderungen (Zeitbasierte Tests, Überprüfen auf Nicht-Vorhandensein von Ereignissen) 
werden dementsprechende nicht thematisiert.  
Wiederum im Kontext des Werkzeuges Apache Spark thematisiert der Blog-Artikel „Spark and 
Testing - Part 2: Functional tests“56 auch die Anbindung von Cucumber an das Framework. Der 
Autor beschreibt den generellen Aufbau eines Testfalls (Initialisierung der Datenbank, Starten der 
Anwendung, Testausführung, Stoppen der Anwendung, Bereinigen der Datenbank) und erläutert 
die technische Anbindung der Cucumber-Syntax an die Spark-Komponenten. Es wird jedoch 
                                                          
54
 https://medium.com/@therevoltingx/test-driven-development-w-apache-spark-
746082b44941#.qp1dhyylp, zuletzt abgerufen am 27.11.2016 
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 http://logicalgenetics.com/behaviour-driven-spark/, zuletzt abgerufen am 27.11.2016 
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 https://sparktutorials.github.io/2015/09/27/spark-testing-functional.html, zuletzt abgerufen am 
27.11.2016 
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weder auf einen generischen Lösungsansatz, noch auf die Betrachtung der EP-Komponenten 
eingegangen.  
Als am nächsten verwandten Ansatz wurde das Framework „SbFit“ 57 in den Suchergebnissen 
identifiziert. SbFit ist ein Open Source Projekt, welches Bibliotheken bereitstellt, um FitNesse an 
das Produkt „TIBCO Streambase“ zu binden. In den Beispieltestfällen werden die Testkommandos 
erläutert. So existieren Kommandos zum Einfügen von Ereignissen (Enqueue) sowie zum 
Überprüfen von erwarteten Ergebnissen (Dequeue). Auch die Überprüfung von Reihenfolgen wird 
betrachtet (UnorderedDequeue). Zudem gibt es die Möglichkeit nicht erwartete Ergebnisse zu 
prüfen (NotInDequeu). Ein Steuerung der Zeit bzw. die Angabe des Entdeckungszeitpunkts ist, 
soweit aus den Quellen ersichtlich, nicht möglich. Somit können zeitbasierte Funktionalitäten 
nicht angestoßen werden. Zur Überprüfung von erwarteten Ergebnissen wird ein Timeout-
Mechanismus angewandt. Es können verschiedene Timeout-Zeiten gesetzt werden, welches in 
einem eigenen Beispieltestfall erläutert wird58. Listing 3-2 zeigt einen Auszug aus einem 
Beispieltestfall von SbFit59. Hier werden drei Ereignisse in die Anwendung „mytest“ in den 
Datenstrom „in“ eingefügt. Ab Zeile 8 werden zwei erwartete Ereignisse überprüft. Anschließend 
werden weitere Ereignisse eingefügt (Zeile 13) und im Anschluss überprüft, dass das Ereignis mit 
















































Listing 3-2: Beispieltest aus dem Projekt SbFit 
Die Analyse der Erweiterungen der ATDD-Frameworks brachte keine verwandte Arbeit hervor. 
Das Framework RSpec führt keine Erweiterungen auf. Concordion bietet Erweiterungen vor allem 
                                                          








ueTest/content.txt, zuletzt abgerufen am 27.11.2016 
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für die Präsentation und Formatierung von Testfallbeschreibungen an60. FitNesse verweist auf ein 
breiteres Spektrum an Erweiterungen. So stehen neben den bereits erwähnten Erweiterungen 
zum Testen von Web- und Datenbankanwendungen auch Fixtures für den Test von REST-
Schnittstellen, Kommandozeilenaufrufen61. Die Erweiterung SoapCallMapColumnFixture 62 
ermöglicht den Aufruf von SOAP-Aufrufen. Hier wird explizit auf den Aufruf von asynchronen 
Aufrufen eingegangen. Um die Ergebnisse zu prüfen, wird hier ein Wiederholungsmechanismus 
mit Wartezeiten realisiert. Das Robot Framework bietet eine Vielzahl von Erweiterungen an63. 
Neben integrierten Bibliotheken z.B. für den Zugriff auf das Betriebssystem, zur Manipulation von 
XMLs und der Erstellung von Screenshots, werden verschiedene externe Erweiterungen 
aufgezeigt, z. B. zur Anbindung von Webanwendungen, verschiedenen Datenbanken und zum 
Ansteuern verschiedener Protokolle (FTP, HTTP, SSH). Über die sog. MQTT-Library64 ist es möglich 
das „Message Queue Telemetry Transport“-Protokoll zu verwenden und sich somit mit einem 
entsprechenden Message-Broker zu verbinden. Über die Erweiterungen können Daten in die 
Messagequeue eingestellt werden und Antworten validiert werden. Auch hier wird ein Timeout-
Mechanismus verwendet, um auf das Empfangen der Nachrichten aus der Queue zu warten. 
3.4.3 Diskussion 
Die Analyse der Produktlösungen ergab ein vielfältiges Bild im Hinblick auf die bereitgestellte 
Werkzeugunterstützung. Als auffällig kann die fehlende Werkzeugunterstützung der reinen Open 
Source Projekte der Apache Foundation gewertet werden. Auch wenn vereinzelt Record & Replay 
bzw. Debugging-Möglichkeiten in der Dokumentation erwähnt werden, sind diese Absätze nur 
sehr knapp (ein paar wenige Zeilen, wenn überhaupt) gehalten. Das Thema Testen scheint hier 
nur eine untergeordnete Rolle zu spielen. Die Unit-Testfälle in den Beispielanwendungen fallen 
zusätzlich gering aus. Es werden nur wenige Beispielanwendungen insgesamt bereitgestellt und 
darunter konnten wiederum nur wenige Testfälle gesichtet werden. Als Ausnahme hierzu kann 
das Produkt Esper/Nesper von Codehaus gesehen werden, die in der Dokumentation einen 
Absatz der Beschreibung von Unit-Test-Unterstützung widmen und die anhand von über 15 
verschiedenen Beispielszenarien verschiedenen Lösungsansätze demonstrieren. Als rein 
kommerzielle Lösung bietet lediglich Tibco Streambase Unit-Test-Unterstützung an, die in den 
verfügbaren Beispielen jedoch nur vereinzelt demonstriert wird. In den übrigen Produktlösungen 
konnten keine Unit-Tests bzw. Unit-Test-Unterstützungen identifiziert werden. In den 
Produktlösungen finden sich vermehrt Möglichkeiten zu Record & Replay (z.B. bei Oracle, 
Streambase, Esper Enterprise Edition, etc.). Der Einsatz dieser Testunterstützung setzt jedoch eine 
bereits bestehende Anwendung voraus, mit deren Hilfe der Ereignisstrom aufgezeichnet werden 
kann. Eine Anwendung im Rahmen von ATDD ist somit nicht möglich. 
Auch die Bereitstellung von Try-It-Tools zielt auf Entwickler und ermöglicht lediglich die 
manuelle Analyse von Regeln und deren Ausgaben bei definierten Eingaben. Eine Angabe von 
erwarteten Ergebnissen und die automatisierte Überprüfung sind nicht möglich. Unter der 
Kategorie Simulations-Unterstützung wurden Lastgeneratoren zusammengefasst. Mit diesen ist 
es möglich Eingabeereignisse anhand von verschiedenen Angaben (z.B. der Eingabefrequenz) zu 
generieren. Ziel ist es das Verhalten der Anwendung unter Last zu beobachten. Die Angabe von 
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erwarteten Ergebnissen ist nicht möglich, daher ist diese Kategorie von Werkzeugen nicht für 
ATDD geeignet. 
Als benutzerorientiertes Werkzeug kann nur die Kategorie „Test Szenarien GUI“ gesehen 
werden. Als einziger Hersteller bietet JBOSS Drools eine entsprechende grafische 
Benutzeroberfläche zur Spezifikation von Testfällen mit Eingabeereignissen und erwarteten 
Ergebnissen (siehe Abbildung 3-11). Für den Einsatz im Rahmen von ATDD ist das Werkzeug 
jedoch nur bedingt nutzbar, da zur Spezifikation der Testfälle bereits alle Ereignistypen und 
Regeln spezifiziert sein müssen. Eine Vorab-Spezifikation, wie sie in der Methode ATDD gefordert 
wird ist nicht möglich. Zudem erscheint die Spezifikation der Testfälle sehr aufwendig, da viele 
Klicks erforderlich sind, um die benötigten Ereignisse und Ergebnisse einzugeben.  
Als bisher einziger Hersteller bietet Tibco Streambase CEP in einem Open Source Projekt 
„SBFit“ Fixtures für FitNesse an, um CEP Anwendungen zu testen. Die Fixtures basieren auf den 
proprietären Unit-Test-Bibliotheken. Es können Ereignisse eingefügt (Enqueue), sowie erwartete 
Ergebnisse überprüft werden (Dequeue). Bei dem Abholen der Ergebnisse wird ein Timeout-
Mechanismus verwendet, es wird also eine definierte Zeitdauer auf ein spezifiziertes erwartetes 
Ergebnis gewartet und nach dieser Zeitdauer abgebrochen. Der Kontextfaktor Zeit wird, laut 
Dokumentation, nicht explizit betrachtet. Das Testen von zeitbasierten Funktionalitäten, kann 
somit, soweit es dem Autor aus der Dokumentation ersichtlich ist, nicht effizient durchgeführt 
werden65. Forschungsstudien oder Erfahrungsberichte über den Einsatz von SbFit konnten auf 
Basis einer manuellen Suche nicht ermittelt werden. Das Werkzeug eignet sich für den Einsatz von 
ATDD betrachtet aber nicht alle Aspekte von EP, wie z.B. zeitbasierte Funktionalität. Zudem 
werden erwartete Ergebnisse über einen Timeoutmechanismus ausgewertet, welches zu 
Verzögerung in der Ausführung des Testfalls und sogar zu fehlerhaften Testbewertungen (Falsch-
Positiv bzw. Falsch-Negativ) führen kann.  
3.4.4 Limitationen 
Die Untersuchung der verwandten Arbeiten hinsichtlich der verfügbaren 
Werkzeugunterstützung ist mit verschiedenen Limitationen belegt, die im Folgenden diskutiert 
werden sollen. 
Einer der wesentlichen Aspekte der Recherche ist die Vollständigkeit der betrachteten 
Frameworks. Es kann nicht sichergestellt werden, dass jegliche Verfügbaren EP-Produkte 
betrachtet wurden. Als Grundlage der Auswahl der galten eine wissenschaftliche Studie über 
Datenflussprogramme, sowie zwei Einträge auf dem Internet-Blog von David Luckham 
www.complexevents.com. Weitere wissenschaftliche Untersuchungen auf diesem Gebiet 
konnten nicht identifiziert werden. Verschiedene manuelle Suchen brachten keine weiteren 
relevanten Ergebnisse hervor, so dass wir davon ausgehen mit den identifizierten Produkten eine 
gute Abdeckung über den aktuellen Stand erreicht zu haben. Es kann jedoch nicht ausgeschlossen 
werden, dass weitere Produkte existieren und vor allem, dass weitere Produkte EP-
Funktionalitäten anbieten, dies jedoch nicht unter dieser Bezeichnung vermarkten. Eine Analyse 
zu verwandten Produkten und Technologien mit ähnlichen Funktionalitäten sollte in weiteren 
Arbeiten untersucht werden.   
Hinsichtlich der Untersuchung der bestehenden Ansätze zum Thema ATDD in der Verbindung 
mit den EP-Frameworks wurde eine Suche über die weitverbreitete Suchmaschine 
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www.google.de durchgeführt. Diese wurde gewählt, da sie der De-facto-Standard66  im nicht-
wissenschaftlichen Bereich ist und hier vor allem Ergebnisse aus Blogs und Technologieseiten 
erwartet wurden. Trotzdem könnte die Verwendung anderer Suchmaschinen andere Ergebnisse 
liefern.  
Als weitere potentielle Limitation soll die Vollständigkeit der Ergebnisse diskutiert werden, 
also die Frage inwieweit alle vorhandenen Testwerkzeuge in den Produktlösungen ermittelt 
wurden. Hierzu wurde ein systematischer Prozess aufgesetzt, der neben der Analyse der 
Dokumentation auch die konkreten Werkzeuge in den Entwicklungsumgebungen, sowie die 
Quellen der Software und verfügbare Beispielanwendungen identifizierten.  
3.5 BEWERTUNG DER VERWANDTEN LÖSUNGEN  
Nur wenig der in der Literatur verfügbaren Arbeiten thematisieren die dynamische Analyse 
von EP-Anwendungen. Als einzig verwandte Arbeit, die zur detaillierten Bewertung hinzugezogen 
werden soll, wird daher nur das Projekt BiCEP mit dem Lasttestframework FinCOS ausgewählt. 
Das Projekt BiCEP stellt die Untersuchung von Performancemetriken bei der Ausführung von 
Lasttestszenarien gegen EP-Anwendungen in den Vordergrund. Auch wenn der Fokus nicht auf 
ATDD liegt, bietet der modulare Aufbau des Systems die Möglichkeit, Testfälle 
produktunabhängig zu spezifizieren. Daher soll dieses Projekt in der Bewertung näher betrachtet 
werden. Der dieser Arbeit am nächsten stehenden Ansatz findet sich in SbFit, eine Erweiterung 
des Produktes Streambase, um Testfälle in FitNesse spezifizieren zu können. Auch dieses Projekt 
wird in die Bewertung mit aufgenommen.  
3.5.1.1 Vorgehen 
Die Bewertung der ausgewählten Ansätze erfolgt gegenüber den ermittelten Anforderungen 
aus Kapitel 2.3. Dabei werden die Ansätze mit Hilfe der folgenden dreistufigen Skala bewertet 
(siehe Tabelle 3-4).  
Tabelle 3-4: Metrik zur Bewertung der Lösungen 
Symbol Beschreibung 
+ Die Anforderungen ist durch den Ansatz vollständig abgedeckt 
o Die Anforderung wird begegnet, jedoch nicht vollständig abgedeckt 
- Die Anforderung wird nicht erfüllt 
n.a. Die Anforderung wird nicht betrachtet, es liegen keine Informationen dazu vor.  
(not available) 
 
Aus Gründen der Übersichtlichkeit werden die Anforderungen in Tabelle 3-5 erneut 
aufgeführt. 
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Tabelle 3-5: Identifizierte Anforderungen im Überblick 
Qualitätsziel Anforderung Beschreibung 
Funktionale Eignung 
A1 Spezifikation von Eingabeereignissen 
A2 Auslösen zeitbasierter Funktionalität 
A3 Verwendung einer simulierten Zeit 
A4 Sicherstellen der Wiederholbarkeit von Testfällen 
A5 Spezifikation von erwarteten Ereignissen 
A6 
Auswertung vom erwarteten Nicht-Vorhandensein 
von Ereignissen 
A7 Vorhersage des Zeitpunkts zur Ergebnisprüfung 
Modularität 
A8 
Abstraktion der testspezifischen Prozesse von der 
Testbeschreibungssprache 
A9 
Abstraktion des Testsystems von EP-
lösungsspezifischen Verarbeitungsmodellen 
Benutzbarkeit A10 einfache Spezifikation von Testfällen 
 
3.5.1.2 Ergebnisse 
Im Folgenden wird der Erfüllungsgrad der Projekte im Hinblick auf die postulierten 
Anforderungen bewertet und die einzelnen Aspekte der Bewertungsgrundlage textuell dargelegt. 
Das Ergebnis der Bewertung wird in Tabelle 3-6 dargestellt. 
Tabelle 3-6: Ergebnisse der Bewertung der ausgewählten, verwandten Arbeiten 
Ansatz A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 
BiCEP o o - n.a. - - - o + o 
SbFit + o - + + + - + - + 
 
Das Projekt BiCEP, bzw. das Lasttestframework FinCOS, erlaubt es generell über eine GUI 
Eingabeereignisse zu spezifizieren. Es können manuell Listen angelegt oder Ereignisse über einen 
konfigurierbaren Generator erzeugt werden. Dabei können komplexe Ereignisse mit 
Unterstrukturen jedoch nicht spezifiziert werden. Weder über die Benutzeroberfläche noch im 
Übertragungsformat (CSV) sind verschachtelte Attribute vorgesehen (A1). Die Spezifikation der 
Entdeckungszeit ist nicht möglich. Das Ausführen von zeitbasierter Funktionalität ist daher nur 
unter Verwendung des potentiell in den Ereignissen spezifizierten Eintrittszeitpunkts möglich 
(A2). Eine Zeitsteuerung und damit die Verwendung einer simulierten Zeit ist nicht vorhanden. 
Das zeitliche Verhalten kann lediglich hinsichtlich einer Einfügerate (Ereignisse pro Sekunde) 
angegeben werden, die wiederum dynamisch gesteigert werden kann (A3). Die Wiederholbarkeit 
der Testfälle kann nicht bewertet werden, da dies nicht explizit beschrieben wurde (A4). Erwartet 
Ergebnisse können nicht beschrieben werden. Die Autoren beschreiben, dass hierfür spezielle 
Validatoren geschrieben werden müssten. Daher kann auch das Nicht-Vorhandensein von 
Ereignissen nicht als erwartetes Ergebnis modelliert werden (A5, A6). Die Ergebnisse des Lasttests 
werden auf Basis von Log-Dateien oder durch einströmende Daten evaluiert. Die Autoren 
beschreiben keinen Mechanismus, der die Terminierung des Gesamtsystems überprüft. Dies ist 
vermutlich aufgrund der einzelnen Ausführung von Testläufen und der anschließenden, 
manuellen Auswertung bzw. Bewertung der Ergebnisse, nicht als relevant eingestuft worden (A7). 
Betrachtet man das CSV-Format, in dem Ereignisse abgelegt und übermittelt werden, als 
Testbeschreibungssprache kann die Abstraktion dieser zu den testspezifischen Prozessen als 
gegeben bewertet werden. Jedoch werden zusätzliche Informationen, z.B. die Rate, in der die 
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Ereignisse abgesendet werden, nicht in diesem Format abgelegt (A8). Die Abstraktion des 
Testsystems zu den EP-lösungsspezifischen Verarbeitungsmodellen ist durch den Einsatz von 
Adapterkomponenten vorgesehen (A9). Die Benutzbarkeit hinsichtlich der Spezifikation der 
Testfälle kann nicht als einfach bewertet werden. Die Konfiguration erfolgt zwar über eine 
grafische Benutzeroberfläche, jedoch werden die Ereignisse über mehrere Masken, Comboboxen 
und mehren Klicks pro Attribut angelegt (vgl. hierzu das Tutorial zu FinCOS [90]). Zudem gilt es 
verschiedene Konfiguration das Lastverhalten zu spezifizieren (A10). 
Das Projekt SbFit erlaubt es ATDD-Testfälle für das Produkt Tibco Streambase zu spezifizieren. 
Als Eingabeereignisse können alle Attribute des Ereignistyps angegeben werden. Unterstrukturen 
über eine Punkt-Notation gesetzt werden. Die Spezifikation von komplexeren Strukturen, wie z.B. 
Listen als Attributwerte, können über eine JSON-Notation vorgenommen werden67. Das Setzen 
der Entdeckungszeit, sowie die Steuerung der Systemzeit wird nicht abgedeckt. Somit ist das 
Ausführen von zeitbasierten Funktionalitäten nur bedingt möglich. Es können nur relative 
Zeitfenster, ausgelöst durch Ereignisse, angestoßen werden. Die Überprüfung der Ergebnisse ist 
nur über das Setzen einer Wartezeit (Timeout) möglich68. Die Wiederholbarkeit der Testfälle wird, 
soweit ersichtlich, durch Zurücksetzen bzw. Neustart des Anwendungskontextes sichergestellt. 
Die erwarteten Ergebnisse können, wie Eingabeereignisse, überprüft werden. Hier können zwar 
keine erweiterten Überprüfungen von Attributen mittels Operatoren (grösser, kleiner) 
durchgeführt werden. Dafür kann eine Reihenfolgeüberprüfung vorgenommen werden. Die 
Überprüfung von nicht erwarteten Ereignissen ist möglich, beruht jedoch auf dem eingestellten 
Timeout, der im Standard auf 500ms gesetzt ist. Eine Terminierungserkennung ist hier nicht 
umgesetzt. Das Projekt basiert auf den Unit-Test-Bibliotheken. Die Testbeschreibungssprache 
beinhaltet keine produktspezifischen Elemente, daher kann die Abstraktion der Testsprache von 
den testspezifischen Prozessen als gegeben gesehen werden. Die Abstraktion des Testsystems 
von der Produktlösung ist jedoch nicht vorgenommen. Hier besteht eine enge Kopplung zu den 
Bibliotheken von Streambase. Die Benutzbarkeit kann als einfach gewertet werden. Die Anzahl 
der Testkommandos ist übersichtlich und daher leicht erlernbar (Enqueue, Dequeue, 
UnorderedDequeue, NotInDequeue). 
3.6 ZUSAMMENFASSUNG UND FAZIT 
Mit Hilfe einer systematischen Literatur- und Produktrecherche wurde der aktuelle Stand der 
Technik der verfügbaren Werkzeugunterstützung zur dynamischen Analyse von Event Processing 
Anwendungen analysiert und ausgewertet. 
Die Ergebnisse der Literaturrecherche umfassen verschiedene Arbeiten im Bereich der 
Formalen Methoden, sowie Veröffentlichungen zum Thema Benchmarking und Mutationstesten. 
Die beschriebenen Ansätze sind nicht für den Einsatz im Hinblick von ATDD geeignet. Die 
Verwendung von Formalen Methoden erfordert Expertenwissen im Umgang mit 
Modellierungsansätzen wie Petrinetze und Definitionen von Constraints. Daher sind diese 
Ansätze nicht auf Anwender im Sinne von ATDD ausgerichtet. Sie zielen zudem auf eine 
Integritätsüberprüfung von formalen Modellen und nicht auf die Kommunikation von 
Geschäftsfunktionalität mit Hilfe von Testfällen ab. Mutationstesten zielt auf die Bewertung der 
Abdeckung bestehender Testfälle, daher ist der Ansatz nicht für ATDD verwertbar. Tabelle 3-7 
gibt einen zusammenfassenden Überblick über die identifizierten Arbeiten. 




t/content.txt, zuletzt abgerufen am 02.12.2016 
68
 Vgl. https://github.com/streambase/SbFit/blob/master/java-
src/com/streambase/sb/sbfit/fixtures/SbWithFixture.java, zuletzt abgerufen am 02.12.2016 
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Tabelle 3-7: Überblick über die Ergebnisse der Literaturrecherche 
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In die detaillierter Analyse und Bewertung wurde das Projekt BiCEP mit aufgenommen. Auch 
wenn der Fokus hier auf Lasttests und Benchmarking liegt, sind einige Aspekte als verwandt zu 
bezeichnen, wie die z.B. Abstraktion von Test-und Verarbeitungsmodellen.  
Die Recherche der bestehenden praktischen Ansätze aus ATDD und EP-Framework brachte vor 
allem das Projekt SbFit in den Fokus. Als Erweiterung des Produktes Tibco Streambase werden 
hier Fixtures für das Framework FitNesse bereitgestellt. Auch dieses wurde detaillierter analysiert 
und hinsichtlich der zu betrachtenden Anforderungen eingeschätzt. 
Die Bewertung der Projekte brachte hervor, dass keines der Ansätze die ermittelten 
Anforderungen vollständig erfüllt. Das Projekt BiCEP fokussiert sich auf Performancevergleiche 
einzelner EP-Merkmale auf verschiedenen EP-Engines, jedoch nicht auf anwenderorientierte 
Testfälle mit der Spezifikation von erwarteten Ergebnissen. SBFit begegnet zwar diesen Aspekt, 
zeigt aber Defizite bei dem Testen von zeitbasierten Funktionalitäten, welche ein elementarer 
Bestandteil von EP-Lösungen sind. Zudem ist SbFit als Produkterweiterung von Tibco Streambase 
zu sehen, ein allgemeingültiger Ansatz wird nicht angestrebt. 
Es wird ersichtlich, dass von Seiten der Werkzeugunterstützung zwar Ansätze verfügbar sind, 
die jedoch vorwiegend als entwicklerorientiert eingestuft werden müssen. Im Hinblick auf ATDD 
konnten nur zwei Projekte als verwandte Arbeiten eingestuft werden. Im Rahmen der Bewertung 
wurde deutlich, dass diese die Anforderungen nicht bzw. nur teilweise begegnen können. Daher 








Verwandte Arbeiten- Empirische Forschungsstudien im Bereich ATDD 
87 
4 VERWANDTE ARBEITEN- EMPIRISCHE 
FORSCHUNGSSTUDIEN IM BEREICH ATDD 
Software Engineering hatte schon immer den Fokus die Erstellung hochqualitativer Software in 
möglichst geringer Zeit zu ermöglichen. Werkzeuge, Methoden und Prozesse werden entwickelt 
und analysiert, um sowohl die Effizienz als auch die Effektivität steigern zu können. Die 
Zielsetzung des empirischen Software Engineerings besteht einerseits in dem Versuch zu 
verstehen wie Software tatsächlich entwickelt und gepflegt wird und andererseits in der 
Untersuchung, wie Verbesserungen realisiert werden können [94]. 
Das zweite Forschungsziel in dieser Arbeit beschäftigt sich mit der empirischen Evaluierung 
von ATDD im Bereich EP. Es sollen ausgewählte Performanceindikatoren anhand von 
Benutzerstudien evaluiert werden, um somit den Einsatz von ATDD in der Entwicklung von EP-
Anwendungen mit Hilfe des zu konzipierenden Werkzeugs bewerten zu können. Im Vorfeld ist es 
dazu nötig das bereits vorhandene Wissen systematisch aufzudecken, um die eigenen Studien 
gezielt zu planen und einordnen zu können. Das Ziel der Recherche ist wie folgt: 
Ziel: „Analysiere den Stand der Technik hinsichtlich empirischer Untersuchungen im Kontext der 
abnahmetestgetriebenen Entwicklung“  
Im Folgenden werden das methodische Vorgehen, sowie die Ergebnisse der 
Literaturrecherche aufgezeigt und diskutiert. Das Vorgehen wurde im Juli 2013 erstmals 
durchgeführt und im Februar 2016 für die Jahre 2012-2016 wiederholt. Die folgenden 
Ausführungen wurden zum Teil in der Veröffentlichung „Literature Review of Empirical Research 
Studies within the Domain of Acceptance Testing“ diskutiert [95]. 
4.1 METHODISCHES VORGEHEN UND VERWANDTE ARBEITEN 
Zur Bestimmung des Standes der Technik im Bereich der empirischen Validierung von ATDD 
wurde eine systematische Literatur-Recherche (SLR, Systematic Literature Review) nach 
Kitchenham durchgeführt [96], [97]. Diese Methode gilt als grundlegend im Bereich des Evidence 
Based Software Engineering (EBSE), also der beweisbasierten Softwaretechnik. Dabei liegt ein Ziel 
des EBSE darin „Mittel bereitzustellen, die es erlauben die aktuell besten Beweise/Anhaltspunkte 
aus der Wissenschaft mit den praktischen Erfahrungen und menschlichen Werten der 
Entscheidungsfindung bezüglich der Entwicklung und der Pflege von Software miteinander zu 
verbinden“ [98]. Abgeleitet wurde das SLR aus Review-Techniken der medizinischen Forschung 
[99]. Das Hauptziel der SLR liegt in einer möglichst vollständigen Zusammenfassung der aktuell 
verfügbaren Beweise in einem Forschungsfeld oder zu einer spezifischen Forschungsfrage mit 
dem Hintergrund Forschungslücken zu identifizieren, sowie Aktivitäten in die bestehende 
Forschungslandschaft einzuordnen [100]. Vor der Durchführung des SLR wird der systematisch 
Suchprozess detailliert festgelegt und dokumentiert. Dazu werden im Folgenden neben der 
Auswahl der Suchmaschinen und –begriffe, vor allem Informationen über Einschluss- und 
Ausschlusskriterien, sowie detaillierte Angaben über den Suchprozess definiert. Eine kurze 
Beschreibung verwandter Literaturrecherchen schließt das Kapitel ab. 
Suchmaschinen und -begriffe 
Die Auswahl der Suchmaschinen hat das Ziel einen möglichst großen Umfang von Journalen, 
Magazinen und Konferenzbänden aus dem Bereich Software Engineering abzudecken.  
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Wir haben dazu die folgenden Suchmaschinen ausgewählt:  
- ACM Digital Library (dl.acm.org) 
- IEEE Xplore (ieeexplore.ieee.org) 
- Science Direct (www.sciencedirect.com) 
- Scopus (www.scopus.com) 
 Ziel bei der Auswahl der Suchbegriffe war es, einen möglichst umfassenden, jedoch noch 
auswertbaren Bestand an potentiell relevanten Veröffentlichungen zu finden. Sie wurden aus der 
Erfahrung von manuellen Suchen, sowie anhand von bereits vorher identifizierten 
Veröffentlichungen, speziell [9], [10], ausgewählt. Die Suche soll auf den Titel (Title), die 
Schlüsselworte (Keywords) und die Zusammenfassung (Abstract) beschränkt werden. Folgende 
Suchbegriffe wurden identifiziert und verwendet: 
1. Executable AND acceptance AND test 
2. Executable AND story AND test 
3. Executable AND customer AND test 
4. Executable AND user AND test 
5. Executable AND Fit AND software 
6. FitNesse 
7. acceptance AND test-driven AND development 
 
Die einzelnen Suchbegriffe wurden dabei anhand des „OR“ Operators kombiniert. Die Suche 
die ausgeführt wurde war somit: 1 OR 2 OR 4 OR 5 OR 6 OR 7. Nach der Durchführung der Suche 
wurde der Begriff „executable“ durch die folgende Begriffe ersetzt und die Suche entsprechen 
wiederholt: agile, XP, SCRUM 
Einschluss-/Ausschlusskriterien 
Ziel dieser Literaturrecherche war es quantitative und qualitative empirische Studien im 
Bereich des ATDD zu ermitteln. Die relevante Studien wurden anhand von Identifikationskriterien 
analog zu Dybå & Dingsøyr [101] ausgewählt. Diese umfassen die folgenden Fragen, die positiv 
beantwortet werden müssen [101]: 
1. Handelt es sich um eine Veröffentlichung aus der Forschung?  
Man beachte: Handelt es sich um eine wissenschaftliche Studie oder eher um 
Empfehlungen basierend auf Meinungen eines Experten. 
2. Gibt es eine klare Aussage über das Ziel der Forschung?  
Man beachte: 
a. Behandelt die Studie das Thema ATDD? 
b. Gibt es eine Begründung, warum die Studie durchgeführt wurde? 
c. Werden empirische Daten präsentiert? 
3. Gibt es eine adäquate Beschreibung des Kontextes der Studie?  
Man beachte: 
a. In welchem Umfeld (Industrie inkl. Branche, Universität) wurde die Studie 
durchgeführt? 
b. Welche Expertise haben die Teilnehmer? Wie ist die Erfahrung der Teilnehmer? 
c. Was für eine Software wurde erstellt? 
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Vorgehensweise der Suche 
Der Prozess der Literaturrecherche wurde in die folgenden 6 Phasen (Phase 0 – 5) unterteilt. 
Eine grafische Darstellung findet sich bei der Präsentation der Ergebnisse in Abbildung 4-1. 
Phase 0:  In diesem Schritt wird der definierte Suchstring über die vordefinierten 
Suchmaschinen ausgeführt und die Ergebnisse gesammelt. 
Phase 1:  Duplikate, identifiziert anhand des Titels und der Autoren, werden gefiltert, dabei 
wird auch eine erste Bereinigung, z.B. das Entfernen von zusätzlichen 
Leerzeichen, durchgeführt. 
Phase 2:  Sämtliche Einträge werden anhand des Titels selektiert oder verworfen. Die 
Auswahlstrategie ist defensiv, es werden bei Unklarheit die Titel für die nächste 
Phase behalten und vorerst nicht verworfen. 
Phase 3:  Die Zusammenfassungen (Abstracts) der Veröffentlichungen werden gelesen. 
Ungeeignete werden verworfen. Analog zu Phase 2 ist die Auswahlstrategie 
defensiv.  
Phase 4:  Aufgrund der Ergebnisse von Phase 3 wird auf den Webseiten der Hauptautoren 
(mehr als eine Veröffentlichung in den Ergebnissen), sowie weitere im Vorfeld 
erkannte Autoren nach zusätzlichen passenden Veröffentlichungen manuell 
gesucht. Zudem werden die Referenzen und die zitierenden Arbeiten manuelle 
überprüft (backward & foreward snowballing, vgl. [74]).  
Phase 5:  Die Text der Ergebnisse werden gelesen und Ungeeignete entfernt. 
Verwandte Literaturrecherchen 
In einem vorgelagerten manuellen Suchprozess wurden zwei bereits vorhandenen 
Veröffentlichungen mit entsprechenden Literaturrecherchen im Bereich ATDD identifiziert. 
Im Jahr 2008 veröffentlichte Haugset und Hanssen ein Paper, welches neben einer 
Literaturrecherche noch Ergebnisse einer industriellen Fallstudie beinhaltet [10]. Die Autoren 
folgten einem 3 stufigen Review-Prozess. Als Ergebnis blieben insgesamt 19 Publikationen übrig, 
wobei 8 als empirische Studien klassifiziert wurden und die restlichen als Erfahrungsberichte. Als 
Methode der Synthese kam die des ständigen Vergleichens (Constant Comparison) zum Einsatz 
[102]. In der Auswertung wurden die folgenden Kategorien und Ergebnisse ermittelt: Lernen von 
Fit, Die Verwendung von Fit zur Beschreibung von Anforderungen, Organisation der 
Spezifikationen, Effekte auf Prozesse und Produktqualität, Kommunikation, Fixture Typen, Pflege 
von Test Spezifikationen, Typen und Qualität von Tests, Effekte auf Entwickler und Teams, die 
Verwendung von Fit durch Entwickler und dem Kunden, Test Ergebnisse und Herausforderungen. 
Die Literaturrecherche gibt einen Überblick über verschiedene Aspekte des ATDD. Es wurde 
erläutert, dass 8 Forschungsstudien im Gegensatz zu 11 Erfahrungsberichten ermittelt wurden. In 
der Auswertung wurden die Erkenntnisse aus beiden aufgearbeitet. Allerdings ist es oft unklar, 
welche Informationen aus den wissenschaftlichen Forschungsstudien und welche aus den 
Erfahrungsberichten ermittelt wurden. 
Park und Maurer veröffentlichten eine Literaturrecherche zum Thema Story Test Driven 
Development (STDD) welche zwar eine noch spezifischere Ausrichtung hat, jedoch im selben 
Themenumfeld zu platzieren ist. Die Autoren identifizierten 49 sog. Lessons Learned Paper, sowie 
8 Veröffentlichungen zum Thema Werkzeuge und 8 wissenschaftliche, empirische Studien. Sie 
diskutieren Ihre Ergebnisse anhand der folgenden Themenbereiche. Kosten, Zeit, Menschen, 
Quellcode Design, Testwerkzeuge, Testziele, sowie Automatisierungsaspekte. Die von uns in der 
Synthese identifizierten Aspekte werden den Erkenntnisse der beiden Literaturrecherchen 
gegenübergestellt und diskutiert. 
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4.2 BESCHREIBUNG DER IDENTIFIZERTEN STUDIEN 
Im Folgenden werden die Ergebnisse der Literaturrecherche präsentiert. Dabei wird ein kurzer 
Überblick über die identifizierten Veröffentlichungen gegeben und diese danach inhaltliche 
strukturiert und ausgewertet. Die Synthese wurde anhand der Methode des ständigen 
Vergleichens (Constant Comparison) ausgeführt [102]. Die Literaturrecherche wurde im Juli 2013 
durchgeführt. Im März 2016 wurde der Prozess wiederholt, um in der Zwischenzeit veröffentliche 
Studien zu ermitteln.  
Überblick über das Suchergebnis 
In Abbildung 4-1 werden die in der Methodik beschrieben Phasen der Literaturrecherche, 
sowie die Anzahl der identifizierten Veröffentlichungen für beide Suchläufe dargestellt. Eine 
Überlappung des Jahres 2013 wurde absichtlich gewählt, um potentielle Nachzügler, also Studien 
die im Juli 2013 noch nicht indiziert waren, mit zu berücksichtigen. Bei der ersten Durchführung 
gab es keine Einschränkung der betrachteten Veröffentlichungsjahre (-2013). Im zweiten 
Durchlauf wurden die Ergebnisse ab dem Jahr 2013 betrachtet (2013-2016). Die im Rahmen 
dieser Dissertation erstellten Veröffentlichungen wurden in Phase 2 herausgefiltert.  
 
Abbildung 4-1: Darstellung Prozess und Ergebnisse der Literaturrecherchen 
Für die manuelle Suche in Phase 4 wurden die Hauptautoren (mit mehr als 2 
Veröffentlichungen) der Suchergebnisse hinzugezogen: Ricca mit 5, Melnik mit 3 
Veröffentlichungen. Zusätzlich wurde in [103] weitere Autoren mit dem Thema ATDD in 
Verbindung gebracht. Auch diese wurden mit einbezogen. Die manuelle Referenzsuche brachte 
keine weiteren relevanten Ergebnisse hervor. 
Tabelle 4-1 zeigt die Autoren, die untersuchten Websites, sowie die zusätzlich hinzugefügten 
Veröffentlichungen. 
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Tabelle 4-1: identifizierte Autoren und zusätzlich identifizierte Veröffentlichungen 
Autor Website Referenz 
Haugset, Børge http://www.sintef.no/home/Publications/  
EmployeePublications/?empId=534 
- 
Hanssen, Geir Kjetil http://www.sintef.no/home/Publications/  
EmployeePublications/?empId=65 
- 
Ricca, Filippo http://www.disi.unige.it/person/RiccaF/ 
http://softeng.disi.unige.it/publications.php  
[104], [105] 
Melnik, Grigori http://scholar.google.com/citations?  
user=iL2cPzsAAAAJ&hl=de  
[106] 
Geras, A.  http://ca.linkedin.com/pub/adam-geras/5/7a9/3b5  - 
Smith, M.  http://www.enel.ucalgary.ca/People/Smith/  - 
Miller, J.  http://www.steam.ualberta.ca/  - 
Maurer, F.  http://ase.cpsc.ucalgary.ca/ase/Frank.Maurer.php  - 
 
Nach Analyse des Textes in Phase 5, nach den oben benannten Qualitätskriterien, blieben 25 
Veröffentlichungen übrig. Betrachtet man die Verteilung der Veröffentlichungen anhand der 
Publikationszeitpunkte, sieht man den Beginn der Forschungsaktivitäten zu ATDD durch Melnik 
und Read 2004/2005 sowie ein ansteigendes Interesse am Themenbereich bis 2009. Dieses ist 
hauptsächlich getragen durch die als Hauptautoren identifizierten Wissenschaftler und deren 
Umfeld: Melnik, Read, Park von der University of Calgary, sowie Ricca, Torchiani, Marchetto aus 
den Universitäten Trento, Turin und Genua, Italien. 
 
Abbildung 4-2: Übersicht der Veröffentlichungen im Bereich ATDD 
Die identifizierten Studien wurden anhand einer Vorlage zur Auswertung von 
Veröffentlichungen gemäß der systematischen Literaturrecherche in Anlehnung an [97], [101] 
analysiert. Die Vorlage, sowie eine beispielhafte Auswertung für die Veröffentlichung [104] 
wurden im Anhang beigefügt. Darauf basierend wurde eine Literaturübersicht (Literature Map) 
nach [75] erstellt (siehe  Abbildung 4-3). Hier werden die identifizierten Studien gemäß ihres 
















Anzahl der Veröffentlichungen im Bereich 
ATDD 
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 Zusätzlich werden die in den Studien betrachteten Anwendungen kategorisiert. Dabei wurden 
hauptsächlich die Entwicklung von synchronen Anwendungen im Gegensatz von asynchronen, 
ereignisbasierten Anwendungen, und darunter vermehrt Web-Anwendungen beobachtet. 
Weitere Aspekte, wie die Auswahl von Komponenten von Systemen können nicht in diese 
Kategorien eingeteilt werden und werden daher separat aufgeführt. 
 
 Abbildung 4-3: Literaturübersicht – Empirische Forschung im Kontext ATDD und betrachtete 
Anwendungsart 
Im Folgenden werden die Ergebnisse der Studien, sowie der entsprechende 
Forschungskontext vorgestellt. Dabei werden die identifizierten qualitativen Fallstudien und 
quantitativen Studien betrachtet. Tabelle 4-2 gibt einen Überblick über die Forschungsstudien. 
Insgesamt können 13 Veröffentlichungen der quantitativen Untersuchung (Experimente) und 12 
der qualitativen Untersuchung zugeordnet werden. Z.T. wurden in manchen quantitativen 
Studien gewisse Aspekte auch qualitativ untersucht, z.B. bei Ghanam & Maurer, 2009 [107]. 
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Tabelle 4-2: Literaturrecherche empirische Studien - Ergebnisse 
ID Titel Art der Studie Autor Jahr Referenz 
P1 Suitability of fit user acceptance tests for specifying functional 
requirements: Developer perspective 
Unkontrolliertes 
Experiment 
Melnik 2004 [106] 
P2 Student experiences with executable acceptance testing Fallstudie Read 2005 [108] 
P3 Examining usage patterns of the FIT acceptance testing 
framework 
Fallstudie Read 2005 [109] 
P4 Executable Acceptance Tests for Communicating Business 
Requirements: Customer Perspective 
quasi-Experiment Melnik 2006 [38] 
P5 Talking tests: An empirical assessment of the role of fit 
acceptance tests in clarifying requirements 
Experiment Ricca 2007 [110] 
P6 "Talking tests": a Preliminary Experimental Study on Fit User 
Acceptance Tests 
Experiment Torchiano 2007 [111] 
P7 Multiple perspectives on executable acceptance test-driven 
development 
Fallstudie Melnik 2007 [33] 
P8 Comparing "Traditional" and Web specific Fit Tables in 
maintenance tasks: a preliminary Empirical study 
Experiment Marchetto 2008 [104] 
P9 The use of executable Fit tables to support maintenance and 
evolution tasks 
Experiment Ricca 2008 [105] 
P10 Are fit tables really talking?: a series of experiments to 
understand whether fit tables are useful during evolution tasks 
mehrere 
Experimente 
Ricca 2008 [12] 
P11 Automated Acceptance Testing: A Literature Review and an 
Industrial Case Study 
Fallstudie Haugset 2008 [10] 
P12 Guidelines on the use of fit tables in software maintenance tasks: 
Lessons learned from 8 experiments 
mehrere 
Experimente 
Ricca 2008 [14] 
P13 Automating expert-defined tests: A suitable approach for the 
medical device industry? 
Experiment Connolly 2009 [112] 
P14 Automated Acceptance Testing Using Fit Fallstudie Hanssen 2009 [113] 
P15 Communicating domain knowledge in executable acceptance test 
driven development 
Fallstudie Park 2009 [114] 
P16 Continuous and Collaborative Validation: A Field Study of 




P17 Using acceptance tests as a support for clarifying requirements: A 
series of experiments 
mehrere 
Experimente 
Ricca 2009 [13] 
P18 Developing acceptance tests from existing documentation using 
annotations: An experiment 
Experiment Connolly 2009 [115] 
P19 The Impact of Acceptance Tests on Analyzing Component-Based 
Systems Specifications: An Experimental Evaluation 
Experiment Mahmood 2010 [116] 
P20 Using Acceptance Tests for Incremental Elicitation of Variability 
in Requirements: An Observational Study 
Experiment Ghanam 2011 [107] 
P21 The Home Ground of Automated Acceptance Testing: Mature 
Use of FitNesse 
Fallstudie Haugset 2011 [117] 
P22 Automated Acceptance Testing as an Agile Requirements 
Engineering Practice 
Fallstudie Haugset 2012 [118] 
P23 State-of-practice in GUI-based system and acceptance testing: An 
industrial multiple-case study 
mehrere 
Fallstudien 
Liebel 2013 [36] 
P24 An Industrial Case Study on Test Cases as Requirements Fallstudie Bjarnason 2015 [35] 
P25 Lessons learnt from using DSLs for Automated Software Testing Fallstudie Micallef 2015 [119] 
 
4.2.1 Qualitative Studien 
Anhand von Fallstudien werden möglichst typische Situationen, z.B. Softwareprojekte in der 
Industrie, von Wissenschaftlern unter einer gezielten, vordefinierten Fragestellung untersucht. 
Neben dem passiven Beobachten der Fallstudie während der Durchführung ist vor allem die 
Befragung von Beteiligten über Interviews ein typisches Mittel zur Sammlung von Daten [120]. 
Eine erste Gruppe von Publikationen beschäftigen sich mit allgemeinen Beobachtungen zu der 
Vorgehensweise ATDD als Methode der Softwaretechnik. Haugsett und Hanssen untersuchen den 
Einsatz von ATDD anhand von mehreren industriellen Fallstudien. In [10], [113] wurden 
Entwickler eines norwegischen Beratungsunternehmens interviewt, die in einem agilen Projekt 
arbeiteten und seit einem Jahr FIT als Testsystem in Ihrem Softwareprojekt einsetzen. Bei der 
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Software handelt es sich um ein Backendsystem, welches externe Dienste angebunden hat. Der 
Benutzerzugriff erfolgt über eine Weboberfläche. Folgende Erkenntnisse wurden ermittelt. 
Über die Verwendung von ATDD - Die Autoren stellten fest, dass in dem Projekt ausschließlich 
Entwickler und nicht der Kunde die Tests definierten. „Except from rare cases, the customer does 
neither specify tests nor evaluate the results – they perform their own testing.” Dabei bemerkten 
sie, dass das fachliche Wissen schon auf die Entwickler übergegangen ist. “They had worked so 
long in the area that they felt they at times had better knowledge of the field than the customers 
themselves” [113]. Das Training zur Erstellung von Testfällen wurde in einem Ein-Tages-Workshop 
abgehalten. Die Tests wurden nach Bedarf und nicht zu einem bestimmten Zeitpunkt definiert. 
Dabei wurden anfänglich für die meisten, später nur noch Testfälle für komplexe Funktionalität 
erstellt. Der anwachsende Umfang des Systems erhöhte jedoch den Bedarf und die Motivation 
Tests zu erstellen. Es wurden hauptsächlich positive Testfälle erstellt. Die Testfälle wurden zudem 
von den Entwicklern gepflegt und angepasst, z.B. wenn ein Fehler vom Kunden gemeldet wurde. 
Es wurde berichtet, dass Testfälle der Oberfläche, im Gegensatz zu Kernkomponenten und 
Diensten, aufgrund von Änderungen öfter angepasst werden mussten. Die Entwickler stellten 
fest, dass die Testfälle zu mehr Transparenz und Verstehen der implementierten Funktionalität 
führen, da sie schneller zu verstehen sind als der Code. Sie dienten zudem als Sicherheit bei 
Änderung von Code anderer Entwickler bzw. zur Kommunikation, wenn Testfälle nach 
Änderungen fehlgeschlagen sind. Als besonderen Vorteil stellten die Entwickler heraus, dass eine 
vorzeitige Definition von Testfällen (Test First) half, die Fachdomäne besser zu verstehen. Dabei 
soll im Gegensatz zum Unit-Testing die klarere Trennung von Test und Code besser dazu 
beigetragen einen Überblick über das System zu bekommen. Die Testfälle dienten der 
Transparenz und Sichtbarkeit des Entwicklungsfortschrittes. Die Auswirkungen auf die 
Kundenzufriedenheit wurden als positiv empfunden. Es sollen mehr Fehler frühzeitig erkannt und 
behoben worden sein. Als positiv wurde zudem empfunden, dass die durch automatisierte 
Regressionstests mehr Zeit für manuelles Testen blieb. Die Testfälle wurden nicht als 
Dokumentation verwendet, jedoch wurde eine solche Nutzung in der Zukunft für möglich 
erachtet. Die Entwickler wurden über ihre Erfahrungen über die positiven Aspekte 
zusammenfassend befragt. Folgende Ergebnisse/Aussagen über ATDD wurden als meist bewertet 
dokumentiert (frei übersetzt nach [113]): 
- Es ist einfacher Änderungen im Code vorzunehmen. 
- Wir haben weniger Fehler 
- Es ist einfacher Wissen zu übertragen 
- Es reduziert die Notwendigkeit manueller Tests und spart dadurch Zeit 
- Verglichen mit Unit Tests bekommt man einen einfacheren Überblick. Zudem ist es 
einfach neue Testfälle hinzuzufügen. 
- Das Schreiben von Akzeptanztests erzwingt ein Nachdenken über die Umsetzung bevor 
die Umsetzung passiert 
- Es hilft spezielle Fälle zu identifizieren und diese zu testen. 
- Es ist sehr komfortabel zu wissen, dass das System funktioniert. 
Es wurde erwähnt, dass fehlgeschlagene Testfälle neben Fehlern im Code auch Problem mit 
weiteren Komponenten aufzeigen können. Zudem hilft ATDD komplexere Zusammenhänge zu 
testen, die aufgrund der Dauer des manuellen Testens unpassend wären.  
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Bei der zusammenfassenden Befragung der negativen Aspekte wurden folgende Punkte 
aufgedeckt: 
- Ein erfolgreicher Testfall ist keine Garantie. Man kann sich leicht selbst austricksen, 
wenn man schwache Testfälle schreibt. 
- Es erfordert Kosten, um Testfälle zu erstellen und zu pflegen. Vor allem die Pflege wird 
als zeit-und somit kostenintensiv empfunden. 
- Unerfahrene Entwickler tendieren dazu (zu) lange Testfälle zu definieren. 
- Es benötigt Erfahrung geeignete Testfälle zu definieren.  
- Die Definition von Testfällen erscheint schwieriger bei unverständlichen komplexen 
fachlichen Anforderungen. Testfälle werden dadurch schwer verständlich und schwer 
änderbar 
Die Entwickler äußerten sich einstimmig positiv über die Frage, ob das Vorgehen weiter 
verwendet werden soll und empfehlen diese von Beginn eines Projektes an einzusetzen.  
In [117] beschreiben Haugset und Hanssen Ergebnisse, die sie aus Interviews mit 4 Entwicklern 
einer norwegischen Unternehmensberatung gesammelt haben. Die laufenden Projekte im 
Unternehmen wurden generell als testgetrieben bezeichnet, was zeigt, dass das Unternehmen 
großen Wert auf diese Vorgehensweise legt. Die Fragen bezogen sich auf die Projekte, die sich 
ausgiebig mit FitNesse als Testtool befasst haben. Ziel der Studie war es Beweggründe und 
Eindrücke der Verwendung von FitNesse zu sammeln. Die Entwickler berichten FitNesse nur als 
Spezialwerkzeug zur verwenden, vor allem für komplexe Logik und weniger für triviale Logik. Der 
Fokus liegt auf der Verminderung der Unsicherheit. Ein Vorteil wird in der Dokumentation von 
fachlicher Logik gesehen. „But FitNesse is gold, because you have really documented, what 
business is probably would have done non-documented.“ [117]. 
Die Testfälle wurden in Zusammenarbeit mit dem Kunden am Whiteboard entworfen 
diskutiert und im Anschluss durch die Entwickler umgesetzt. Die Umsetzung von Testfällen durch 
den Kunden wurde nicht praktiziert, mit dem Hinweis, dass hier wohl das technische Verständnis 
fehlen würde. „The concept of a customer driving the requirements process by writing FitNesse 
tables him/herself was by one developer called “wishful thinking”, stating it would take a very 
technical customer.“[117]. Zum Teil wurden Fehler erst während der Implementierung erkannt, 
wobei erneut die Diskussion mit dem Kunden gesucht wurde. Insgesamt wurde FitNesse als 
wertvoll für die Entwicklung gesehen, vor allem durch die Visualisierung von Änderungen. In 
einem Projekt mit vollständiger Testabdeckung durch FitNesse wurde ohne weitere Kundentests 
die Software produktiv gesetzt. Manuelle Tests wurden zusätzlich durchgeführt, um schwer zu 
testende Anforderungen, z.B. Browserkompabilitäten, zu überprüfen.  
Die Autoren resümieren ihre Erkenntnisse wie folgt: 
- ATDD hat denselben Stellenwert in der Kommunikation von Anforderungen, wie im 
Testen und in der automatisierten Verifikation 
- ATDD als Kommunikationsmedium findet zweifach Anwendung. Als Wissenstransfer 
zwischen Kunden und Entwickler in der Spezifikationsphase und in der 
Verifizierungsphase zur Visualisierung der Verifikationsergebnisse des Systems. 
- Auch bei nicht flächendeckendem Einsatz von FitNesse werden Vorteile von ATDD 
gesehen. 
- Nicht alle Anforderungen können durch FitNesse Test abgedeckt werden und müssen 
manuell getestet werden. 
- Die automatisierten Tests dienen als Sicherheitsnetz für alten und neuen Code 
- Die Tests können auch als aktuelle Dokumentation von Anforderungen dienen. 
- FitNesse ist nicht für alle Situationen geeignet. In der Community gibt es Diskussionen 
ob sich ATDD lohnt. 
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- ATDD spielt eine große Rolle in der Bildung des Vertrauens in die Software. Dieser Effekt 
kann jedoch auch in der gesteigerten Zusammenarbeit zwischen Kunde und Entwickler 
liegen. 
- Die Erstellung von Testfällen mit FitNesse erfordert gute Zusammenarbeit, da oftmals 
Testfälle mehrmals angepasst werden müssen. 
Die Autoren beschreiben, dass es generell schwer ist von einem Einzelfall zu generalisieren. 
Jedes Projekt sei anders. Auch die Fokussierung auf ein einziges Unternehmen hindert die 
Generalisierung.  
Mit dem Fokus auf Anforderungsmanagement betrachten Haugset und Hanssen in [118] 
zusammenfassend ihre Erkenntnisse aus den bisher beschriebenen Studien in [10], [113], [117]. 
Sie platzieren ATDD zwischen traditionellen und agilen Anforderungsmanagement. ATDD 
ermögliche somit detaillierte Dokumentation in einem iterativen Vorgehen. Neben den 
Erkenntnissen, die bereits oben erwähnt wurden formulieren Sie die aus Ihrer Meinung 
hauptsächlichen Vorteile: 1. Das Aufdecken von korrekten Anforderungen. Die Testfälle dienen 
dabei als Begrenzungen, ähnlich zum Konzept der Boundary Objects aus der Soziologie, die zu 
einem gemeinsamen Verständnis von Fertigstellung der Anforderung führen. 2. ATDD fokussiert 
die Detaillierung von Anforderungen in einer automatisierten, testbaren Form. 
Park und Maurer untersuchen in [114] ATDD im Hinblick auf die Kommunikation von 
fachlichen Domänenwissen zwischen verschiedenen Rollen im Projekt. Dazu führten Sie 4 
Interviews mit Projektbeteiligten (3 Entwickler und 1 Projektmanager) eines Softwareprojektes 
durch. Zudem wurde an Scrum-Meetings teilgenommen und diese beobachtet. Weiterhin wurde 
das Testwerkzeug, eine Eigenentwicklung auf Basis von Excel, Ruby und Python untersucht. Die 
fachliche Domäne (Abrechnungen von Öl- und Gasproduktion) des Projektes wurde als sehr 
komplex beschrieben: “The production accounting domain knowledge is very complex and no 
single developer can understand the client’s domain in its entirety.” [114]. 
Als Erkenntnisse berichten Park und Maurer, dass die Testfälle als Kommunikationsmedium 
verwendet wurden, um Domänenwissen an die Entwickler zu übertragen. Sie dienten als 
Feedback-System um sicherzustellen, dass die Anforderungen verstanden wurden. Das 
Testwerkzeug auf Basis von Excel half vor allem den Fachexperten beim Erstellen von Tests zu 
partizipieren. Park und Maurer bemerken, dass die Verwendung von Fachsprache und –
formulierungen (im Gegensatz zu entwicklungsorientierten Sprachen) in den Testfällen die 
Kommunikation zwischen Fachexperten und Entwicklern verbesserte. Neben den Testfällen 
müsse jedoch weitere Dokumentation zur Verfügung gestellt werden. Zusammenfassend leiten 
Park und Maurer einen erfolgreichen Entwicklungsprozess davon ab, ob Entwickler in der Lage 
sind schnell ihr Verständnis der Anforderungen zu verifizieren und zu validieren. Automatisierte 
Tests dienen dabei als geeignetes Feedback System, die es Entwicklern ermöglicht die richtigen 
Fragen zu stellen, um ihre Aufgaben zu erfüllen. 
Als einer der ersten Wissenschaftler beschäftigte sich Melnik mit der Erforschung von ATDD in 
qualitativer und quantitativer Hinsicht. In [33] wurde untersucht ob ATDD dazu beiträgt 
Fachwissen effektiv zu kommunizieren und zu validieren. Zur Effektivität betrachteten die 
Autoren Aspekte wie die Klarheit von Anforderungen, die Möglichkeit komplexe Ende-zu-Ende 
Szenarien zu behandeln, die Erlernbarkeit, sowie die Schwierigkeit/Leichtigkeit der Nutzung. Als 
Interviewpartner standen ein Entwickler, ein Tester und der Kunde (mit IT-Background) eines 
Softwareprojektes, in welchem eine EDI (Electronic Data Interchange) Transaktionsplattform 
entwickelt wurde. Über eine webbasierte Oberfläche können z.T. komplexe Regeln definiert und 
ausgeführt werden. Dabei wurden ca. 7000 Abnahmetests erstellt. Als Vorgehensweise wurde ein 
iteratives, inkrementelles Vorgehen, speziell XP (Extreme Programming) genannt. Das Testsystem, 
welches zum Einsatz kam, war FIT. Melnik und Maurer berichten von folgenden Erkenntnissen. 
Die Arbeit mit dem Testsystem wurde innerhalb einer Woche erlernt, sowohl von Entwicklern als 
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auch von den Testern. Die Lernkurve wurde als steil bezeichnet. Zu Beginn einer Iteration, im 
Planungsmeeting, wurde vom Kunden ein informelles Informationsblatt mit Informationen (User 
Storys, Skizzen, Diagrammen) zu den zu entwickelnden Anforderungen bereitgestellt. Die 
Funktionalität wurde zusammen mit den Entwicklern und Testern besprochen. Nach und nach 
wurden User Storys und zugehörige Testfälle erstellt. Dabei wurden diese nur skizziert und im 
Nachgang vom Kunden oder von den Testern in Fit-Tabellen überführt. Details wurden zudem 
oftmals in Kollaboration mit den Entwicklern definiert. Insgesamt wurde positiv über die damit 
verbundene Kollaboration berichtet. Es wurde zudem berichtet, dass die Testfälle oft während 
der Entwicklung erweitertet werden mussten, da verschiedene Szenarien ausgelassen wurden. 
Dies passierte bei 30-50% Fälle. Melnik begründet dies mit einem kontinuierlichen Lernen der 
Domäne. 
Die Abnahmekriterien wurden vom Kunden und/oder den Testern erstellt, das Erstellen der 
Testfälle verteilte sich wie folgt: 40% Kunde, 30% Tester, 30% Entwickler. Der Kunde bestätigte, 
dass im optimalen Fall der Kunde die Testfälle erstellt: „in practice, it was best if the Customer 
wrote acceptance tests“[33] Negative Tests wurden von den Entwicklern durch geeignete 
Fehlermeldungen im System erweitert, um spezielle Situationen darzustellen und die 
Fehlerursache testen zu können. Durch die Entwickler wurde das Testwerkzeug zudem nicht nur 
für funktionale Tests genutzt, sondern auch, um Laufzeitfehler und einfache Lasttests 
durchzuführen. Das Erstellen von Anforderungen in Form von Testfällen wurde als einfach 
empfunden, vor allem da dies in Kollaboration der Projektbeteiligten passierte. Die Schwierigkeit 
wurde in der Konsequenz der Umsetzung von Testfällen gesehen. „Apparently, the difficulty was 
not the practice itself, but the discipline of doing it.”[33] Insgesamt wurden ATDD und FIT vom 
Kunden und Testern als positiv empfunden, da eine e seine Möglichkeit der Kollaboration 
ermöglichte: „FIT is definitely more accessible and I could write FIT tests. That was huge!” [33]. Es 
wurden viele fehlende Teile und Inkonsistenzen aufgedeckt.   
Die Autoren fassen die Erkenntnisse folgendermaßen zusammen: Der Kunde und der Tester 
erkannten die Effektivität von ATDD im Rahmen der Spezifikation von funktionalen 
Anforderungen. Zusätzlich wurden die informellen Informationsblätter als effektiv angesehen. Die 
Effektivität von FIT im Rahmen des ATDD wurde von allen Beteiligten klar bestätigt.  
Read et al. betrachten in [109] die Aspekte Nutzungsmuster, sowie Stärken und Schwächen 
von Abnahmetests bei der Nutzung als Qualitätskontrolle und Anforderungsrepräsentation. Im 
Rahmen von Studentenprojekten an zwei unterschiedlichen Instituten wurden vom Autor 
erstellte Anforderungen durch Studenten umgesetzt, deren Anforderungen als Fit-Tests 
spezifiziert wurden. Zwei verschiedene Softwaretypen, ein Spiel und ein web basiertes System, 
sollten durch Gruppen von 4-5 Studenten umgesetzt werden. Dabei sollten die Studenten die 
Software so entwickeln, dass alle vorgegebenen Tests grün durchlaufen. Zusätzliche Testfälle 
sollten erstellt werden. Neben Nutzungs- und Ausführungsdaten des Testsystems wurde der 
Fixture-Code analysiert und bewertet.  
Die Autoren fassen ihre Erkenntnisse wie folgt zusammen. Als Nutzungsmuster wurde ein 
inkrementelles Erweitern der Testfälle durch weitere Annahmen (Assertions), wenn Testfälle 
erfolgreich laufen, festgestellt. Zudem wurden bereits vorgegebenen Fit-Fixture-Typen bevorzugt, 
anstatt neue (u.U. passendere) zu verwenden. Dies wurde mit dem höheren Aufwand der 
Erstellung gerechtfertigt. Bekannte Fehler (Bugs) in den Testfällen wurden erkannt und behoben. 
Vorhanden Fixtures wurde nicht angepasst, obwohl hier Geschäftslogik implementiert war und 
dies als „bad practice“ wahrgenommen wurde. Bei der Anzahl der Ausführungen von einzelnen 
Tests und Test-Suiten konnten keine Muster festgestellt werden. Dies könne an unterschiedlichen 
Strategien, wie der Erfahrung der Teilnehmer liegen. Die Teilnehmer war es insgesamt möglich 
FIT Test Spezifikationen ohne größere Probleme zu interpretieren und zu implementieren. Die 
Studenten haben es zudem erreicht lauffähigen Code und erfolgreich laufende Testfälle 
auszuliefern. 
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Gallardo-Valencia et al. untersuchen in [34] wie Validierung von Anforderungen in Umgebung 
mit tendenziell wenig Dokumentation von Anforderungen stattfinden kann. Sie beobachteten 
dabei ein Software-Team, welches an einer webbasierte Anwendung zur Pflege von Renten-
/Investitionsplänen arbeitete. Das Team bestand aus insgesamt 10 Mitgliedern und verwendete 
agile Methoden, inkl. automatisierter Abnahmetests mit dem Werkzeug FitNesse. Die Autoren 
beobachteten das Team in Planungsmeetings, interviewten 6 Teilnehmer inkl. Scrum-Master, 
Product Owner, Entwickler, Tester und den Eigentümer des Unternehmens. Zudem wurden 
Software Artefakte wie User Stories und Testfälle ausgewertet. Die Autoren beschreiben folgende 
Erkenntnisse. Die Testfälle wurden am Anfang eines Sprints von Testern erstellt, die sich mit dem 
Product Owner abgestimmt haben, um Fragen zu klären. Entwickler waren zuständig eigene Unit-
Tests, sowie entsprechende Fixtures zu schreiben. Insgesamt waren alle Mitglieder des Teams an 
der Erstellung von Abnahmetests beteiligt. Der Product Owner stimmte sich mit den 
Fachexperten vor einer neuen Iteration ab und erstellte eine Checkliste mit Abnahmekriterien. Im 
Planungsmeeting wurden User Stories, Aufgaben und Testfälle identifiziert und auf Karten 
festgeschrieben. Innerhalb einer Iteration wurden die Abnahmekriterien in Abnahmetestfällen 
umgesetzt. Wenn der Abnahmetests erfolgreich durchgelaufen ist, galt die Anforderung als 
validiert. Zusammenfassend kommen die Autoren zu folgenden Erkenntnissen: Die Fachexperten 
waren durch die Validierung durch Abnahmetests zufrieden. Sie bemerkten, dass sie viel schneller 
und einfacher (im Gegensatz zu früher) die gewünschten Funktionalitäten geliefert bekommen. 
Auch die Entwickler bewertet das Vorgehen als effektiv. Die Autoren sprechen folgende 
Empfehlungen für Anwender auf Basis ihrer Erkenntnisse aus.  
- Schon während der Anforderungserhebung (Requirements Elicitation) sollte über 
Testfälle und Abnahmekriterien nachgedacht werden. Eine Einbindung von Testern 
sollte angestrebt werden.  
- Das Teilen von Wissen und aktives Fragen aller Beteiligten soll angestrebt werden. 
- Testfälle sollen auch für offensichtlich erfolgreiche Szenarien erstellt werden.  
 
Liebel et al. untersuchen in [36] den aktuellen Stand der Technik zum Thema GUI-Tests und 
Abnahmetests im industriellen Kontext anhand von Interviews mit Teilnehmer von sechs 
Unternehmen aus unterschiedlichen Industriebereichen.  Sie fassen zusammen, dass die 
Verbreitung manueller Tests sehr groß ist, der Einsatz von Testplänen für manuelle Tests nicht 
üblich ist und automatisierbare GUI- und Abnahmetests nur in sehr geringem Maßstab 
vorhanden ist. Als typische Probleme für die Einsatz automatisierbarer Verfahren identifizieren 
sie folgende Bereiche: Limitationen von bestehenden Testsystemen (z.B. keine Unterstützung für 
Drag/Drop-Operationen für das Web-Testing), hohe Kosten für Wartung und Erstellung, die 
schwierige bzw. nicht realisierbare Integration des Kunden, das Verwalten von Testdaten und die 
schwierige Testbarkeit von bereits bestehenden, alten Codebestandteilen (Legacy-Code). Die 
Autoren merkten an, dass das Problem der Testdaten ebenso dem manuellen Testen 
zugesprochen werden müsste, dies aber im Interview nicht angesprochen wurde. Es scheint, 
dass die Automatisierung von Testfällen solche Probleme mehr in den Vordergrund rückt. 
Weiterhin bemerken die Autoren, dass akademische Trends, wie das modellbasierte Testen und 
Werkzeuge zum Vereinfachen von automatisierten Abnahmetests in den Unternehmen nicht 
eingesetzt wurden. Sie beobachten, dass die im Kontext GUI- und Abnahmetests die manuelle 
Durchführung von Tests in der Forschung bisher unterrepräsentiert ist. 
 
Bjarnason et al. fokussieren sich in ihren Studie auf den Bereich (automatisierbare) Testfälle als 
Anforderungen (TCR - Test Cases as Requirements) [35]. Sie untersuchen Erfahrungen von drei 
Unternehmen anhand von Interviews, wobei nur zwei Unternehmen automatisierte Testfälle 
bereits eingesetzt hatten.  
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Die Erkenntnisse werden wie folgt zusammengefasst: 
- TCR eignet sich für kleine, lokal begrenzte Unternehmen 
- TCR erhöht die Validität der Anforderung durch eine bessere Verständnis für die 
Anforderung aufgrund erhöhter Konkretisierung 
- TCR erhöht die Nachvollziehbarkeit über die geleistet Arbeit und den Fertigstellungsgrad 
„acceptance test cases show ‘what we’ve done‘“ [35] 
- TCR in Kombination mit Unit Testing fungiert als Sicherheitsnetz und erleichtert die 
Fehlerbehebung 
Als Herausforderungen wurden fehlende Metainformationen (Zuordnung zu formalen 
Anforderungen, Prioritäten, Ansprechpartner), ein erhöhter Pflegeaufwand und die Integration 
des Kunden in die Testaktivitäten beschrieben. 
 
Die Verwendung von einer DSL (Domain Specific Language) als Testbeschreibungssprache wird 
von Micallef et al. in [119] untersucht. Hierzu beteiligten sich zwei Mitarbeiter in 
Industrieprojekten, um den Einsatz eines Vorgehens zur Einführung einer Gherkin-basierten DSL 
zu untersuchen. Die Erfahrungen von zwei Projekten aus dem Bereichen Online-Spiele und dem 
internationalen Verlagswesen machte deutlich, dass es hohe Einführungsaufwände für DSL-
basierte Testsysteme gibt und hierzu weitere Werkzeuge benötigt würden. Organisatorisch 
gesehen wird ein koordinierender Verantwortlicher für die Erstellung/Weiterentwicklung der 
DSL vorgeschlagen, um z.B. redundante Sprachelemente frühzeitig zu bemerken und zu 
konsolidieren. Management-Unterstützung sei generell von hoher Bedeutung. 
4.2.2 Quantitative Studien 
In den identifizierten Studien wurden quantitative Daten anhand von Experimenten erhoben. 
Über Experimente werden sehr spezifische Fragestellungen in einer kontrollierten Umgebung 
untersucht. Dabei werden Faktoren identifiziert und manipuliert, um deren Effekte auf das 
Ergebnis messen zu können [74]. 
Mahmood et al. führten ein Experiment durch, um der Fragestellung nachzugehen, ob die 
Verfügbarkeit von Fit-Tabellen die Auswahl von Komponenten eines komponentenbasierten 
Systems erleichtert [116]. In einem randomisierten Experiment bekamen Software-Engineering 
Studenten die Aufgabe Komponenten zur Umsetzung von verschiedenen Anforderungen eines 
Hotel- Reservierungssystem auszuwählen. Es sollte die Komponenten ausgewählt werden, die die 
gestellten Anforderungen am besten, d.h. mit den meisten in der Komponente bereits 
vorhandenen Funktionalitäten, unterstützt. Die Studenten bekamen insgesamt 5 
Systemanforderungen mit jeweils einer Liste von möglichen Komponenten. Studenten in einer 
Gruppe bekamen abwechselnd Fit-Tabellen oder keine Fit-Tabellen zu den Anforderungen 
(Schachbrettdesign). Die Daten zeigen, dass das Vorhandensein von Fit-Tabellen zu einer um ca. 
40% höhere Erfolgsrate führte, die korrekten Komponenten zu wählen.  
Connolly et al. berichten in [112], [115] von einem Experiment, welches aufzeigen soll, ob 
Annotationen in textuellen Testbeschreibungen die Erstellung von automatisierte Abnahmetests 
unterstützen. 6 graduierte Teilnehmer sollten aus Testbeschreibungen mit Annotationen 
(Kontrollgruppe ohne Annotationen) Fit-Tabellen erstellen. Diese wurden gegen vom Autor 
erstellte Referenztestfälle verglichen. Dabei wurden Fehler, korrekte Elemente und fehlende 
Elemente gezählt, sowie die Zeit gemessen. Zusätzlich wurde die Meinung der Teilnehmer über 
einen Fragebogen am Ende des Experiments abgefragt. Die Autoren fassen die Ergebnisse 
folgendermaßen zusammen: Wenn Annotationen in Testbeschreibung vorhanden sind, werden in 
daraus abgeleiteten automatisierten Testfällen mehr korrekte Elemente, bei weniger fehlenden 
Elemente und weniger Fehler erstellt [115]. Die geringe Anzahl der Teilnehmer, die fehlende 
Betrachtung der Signifikanz, sowie der möglichen Einfluss des Autors, z.B. durch die Erstellung der 
Referenztestfälle, beeinflusst jedoch die Aussagekraft.  
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Melnik et al. untersuchen in ihren Forschungsaktivitäten wie ATDD zur Kommunikation und 
Validierung von funktionalen Anforderungen eingesetzt werden kann. In [38] beschreiben die 
Autoren ein unbeaufsichtigtes Quasi-Experiment, in dem sie der Fragestellung nachgehen ,ob 
Kunden in Kooperation mit IT-Experten funktionale Anforderungen in Form von ausführbaren 
Testfällen erstellen können. 40 Studenten mit unterschiedlichem Hintergrund teilten sich in 
Kundengruppen (Wirtschaftsinformatik und Informatik) und Entwicklergruppen (Informatik) ein. 
Dabei gab es zwei verschieden Arten von Kundengruppen, ausschließlich Informatiker und 
Informatiker mit jeweils einem Wirtschaftsinformatiker. Die Kunden sollten Anforderungen zu 
einem webbasierten System in Form von FitNesse-Testfällen erstellen. Dazu wurde ihnen eine 
einseitige Beschreibung gegeben, das die Anforderungen an System kurz beschrieb. Details 
sollten selbst ausgedacht werden. Die Entwicklergruppen sollten auf Basis dieser Testfälle das 
System implementieren. Die Artefakte beider Gruppen wurden archiviert und analysiert. Zudem 
wurden Daten über Fragebögen erhoben. Die Ergebnisse wurden gegen vorgegebene Zielwerte 
verglichen. Melnik berichtet von folgenden Erkenntnissen. Die Qualität der Testfälle übersteigt 
die vorgegebene erwartet Metrik der Autoren. Informatiker finden das Erlernen von FIT einfacher 
als Wirtschaftsinformatiker. Nachdem die Lernkurve überschritten war, befanden die Teilnehmer 
FIT und FitNesse einfach zu nutzen. Insgesamt waren nur 6% der Testfälle negative Testfälle, 
unabhängig von dem Hintergrund der Teilnehmer. Die Qualität der erstellten Testfälle 
unterscheidet sich nicht signifikant zwischen beiden Gruppen. Zusätzlich wurde herausgefunden, 
dass es keine Korrelation zwischen gefühlter Qualität und eigentlicher Qualität der 
Spezifikationen gibt. Studenten seien sich also nicht bewusst, wie hoch die Qualität war, die sie 
erstellten. Die Autoren führen auf, dass die Daten basierend auf einem unbeaufsichtigten Quasi-
Experiment nur vorsichtig interpretiert werden können. Zudem berücksichtigen Sie die Auswahl 
der Teilnehmer (Freiwillige, gemischte Gruppe) und der Studienobjektes als mögliche 
Störfaktoren. Es ist weiterhin anzumerken, dass die Metriken der Qualitätsbewertung nicht 
transparent erscheinen. 
In [106] untersuchen Melnik et al. anhand eines unbeaufsichtigtem Experiment mit insgesamt 
42 Studenten verteilt in 12 Gruppen ob FIT Tests für den funktionalen Teil von 
Anforderungsspezifikationen passend eingesetzt werden können. Dazu mussten Sie ein 
webbasiertes Dokumentenbewertungssystem auf Basis von textuellen Anforderungen und 
zugehörigen Fit-Testfällen entwickeln. Die Artefakte (Testfälle und Code) wurden anhand 
verschiedener Kriterien, wie z.B. die Rate der erfolgreichen Tests, die prozentuale Rate von 
entwickelten bzw. versuchten Anforderungen oder die Anzahl neuer Testfälle, analysiert. Melnik 
zeigt als seine Haupthypothese auf, dass Kundenanforderungen in Form von FIT Tests leicht zu 
verstehen und zu implementieren sind. Da über 90% der Teams FIT-Tests lieferten, wurde die 
Erlernbarkeit für das Lesen und Erstellen von FIT-Tests als leicht eingestuft. Übrige Hypothesen 
konnten nicht bestätigt werden. So lieferten nicht 100% der Teilnehmer Code, der 100% der 
vorgegebenen Testfälle erfolgreich durchlaufen lässt. Zudem wurden nicht für 50% der 
Anforderung ohne Testfälle neue Testfälle erstellt. Die Hypothese, dass 100% der 
implementierten Anforderungen auch zugehörige Testfälle haben konnte auch nicht bestätigt 
werden. Anhand der ausgewerteten Artefakte, der Beobachtung und der Rückmeldungen der 
Studenten fasst Melnik seine Erkenntnisse anhand der Sünden im Anforderungsmanagement 
nach Meyer [121] aus und beschließt folgendes Fazit. Fit Tests als funktionale Spezifikationen 
seien unmissverständlich, verifizierbar und aus Entwicklersicht nutzbar. Als Empfehlung für den 
Einsatz von FIT beschreibt Melnik ein Kombination aus Prosa- und FIT-basierten Spezifikationen. 
Er beschreibt zudem die Gefahr des falsch wahrgenommenen Gefühls der Sicherheit, wenn alle 
vom Kunden gelieferten Testfälle erfolgreich durchlaufen. 
Read et al. beschreiben in [108] eine Umfrage unter Studenten von zwei Institutionen, die im 
Rahmen einer Software Engineering Vorlesung ein webbasiertes Dokumentenbewertungssystem 
entwickeln mussten. Die Arbeiten wurden in Gruppen von 4-6 Teilnehmern bearbeitet. Nach 
einer Demonstration von unterschiedlichen Testmethoden (inkl. Fit und FitNesse) wurden 
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verschiedene Teilkomponenten erstellt. Bei einer Teilkomponente wurden dazu FitNesse Tests 
vorgegeben. Für eine weitere Teilkomponente „Web-Service“ sollten FitNesse Tests erstellt 
untereinander ausgetauscht und verstanden werden. Ziel der Umfrage war es herauszufinden, ob 
Fit-Tests als ausreichende Spezifikation gesehen werden. Als Metrik zur Einschätzung von 
Aussagen wurde eine 5 stufige Likert-Skala angewandt. Die Studenten bewerten die Sachverhalte 
wie folgt. Es gibt eine Tendenz zur positiven Bewertung, ob Fit Test passend für funktionale 
Anforderung sind. 36 % der Befragten benötigten neben den Fit-Tests keine weiteren Ressourcen 
in Prosa. 30 % benötigen keine zusätzliche verbale Erklärung. 16 von 20 Befragten bevorzugen Fit-
Tests gegenüber Anforderungen, die ausschließlich in Prosa formuliert sind. Dabei empfanden die 
Studenten die Erstellung von Testfällen und Anforderungen in Prosa, sowie die Erstellung von 
JUnit-Tests als gleich schwer. 65% der Befragten stimmten zu, dass die selbst erstellten Testfälle 
von anderen Studenten verwendet werden konnten, um die Software zu entwickeln. 75 % 
bejahten die Aussage, dass eine bessere Kenntnis von FIT Abnahmetests hilft besser 
Anforderungen zu erstellen. 43% der Studenten stimmten zu, dass Sie die Implementierung mit 
Hilfe fremder Testfälle durchführen konnten, 26% hatten dabei Probleme und 31 % beschrieben 
die fremden Testfälle als unzureichend. 41 % der Befragten erklärten, dass sie dabei nicht mit 
dem Ersteller-Team Kontakt aufgenommen haben. Über 2/3 der Studenten erwägen dabei das FIT 
Framework auch in der Zukunft zur Erstellung von funktionalen Anforderungen zu verwenden.  
Ghanam und Maurer untersuchen einen Ansatz zur Verwendung von ATDD zur Identifizierung 
und Modellierung von Softwarevarianten [107]. Im Rahmen der Studie mussten 16 Studenten in 
Aufgaben implizite und explizite Varianten von Softwareanforderungen identifizieren und 
entsprechend modellieren. Der Studienleiter trat als Beobachter auf und wertete die Daten 
sowohl quantitativ, als auch qualitativ aus. 80% der Teilnehmer waren in der Lage das korrekte 
Ergebnis zu modellieren. Zudem wurde die Erlernbarkeit des Ansatzes anhand von 3 Kategorien 
(Unterscheiden von Varianten, Verwendung von Abnahmetests, Verknüpfung von Anforderung 
und Abnahmetest) überprüft und als positiv gewertet. Signifikanztests wurde nicht durchgeführt. 
Ricca et al. führten insgesamt 8 Experimente im Bereich ATDD durch. Sie beschäftigten sich 
mit Fragestellungen zur Auswirkung von ATDD auf die Produktivität in der Implementierung und 
auf das Verstehen von Anforderungen. Die Experimente werden zusammenfassend in [14] 
betrachtet. 
Das Verstehen von Anforderung wurde anhand von zwei Experimenten mit Master-Studenten 
durchgeführt[13], [110]. Der Versuchsaufbau der beiden Experimente war identisch. Die Subjekte 
in den Experimenten waren Masterstudenten aus den Studiengängen Computer Science at the 
University of Trento “TRENTO“ [110] und Information Systems for E-Business at the Politecnico di 
Torino “TORINO” [13]. In dem Versuchsaufbau mussten die Studenten jeweils eine Frage zu 
vorgegebenen textuellen Anforderungen beantworten. Dabei wurden die Zeit der Beantwortung, 
sowie die Korrektheit der Antworten gemessen. Eine erste Gruppe der Studenten bekam 
zusätzlich zu den Anforderungen passende FIT-Testfälle, während die Kontrollgruppe mit der 
textuelle Ausführungen arbeiten mussten. Das Vorhandensein von Testfällen alterierte bei jeder 
Anforderung (Schachbrett-Design) so, dass jeder Student mit und ohne Testfälle arbeiten musste. 
Insgesamt wurden 6 Anforderungen ausgegeben. Die Studenten wurden vor dem Experiment in 
einer 2 stündigen Veranstaltung über den Sinn und der Verwendung von FIT-Tabellen trainiert. 
Bei der Auswertung der Daten wurde neben der absoluten Zeit auch eine normalisierte Zeit 
betrachtet. Dabei wurden die benötigten Einzelzeiten der Studenten so normalisiert, dass die 
persönliche Leistungsfähigkeit der einzelnen Studenten herausgerechnet wurde. Somit können 
die Effekte von insgesamt generell schnell arbeitenden Studenten auch mit tendenziell 
Langsameren direkt verglichen werden. 
Die Daten des ersten Experiments „TRENTO“ [110] zeigen, dass die Korrektheit der Ergebnisse 
bei dem Vorhandensein von FIT-Tabellen signifikant erhöht ist. Zudem wurde ein erhöhter 
Zeitbedarf festgestellt wenn FIT-Tabellen vorhanden waren, der jedoch als nicht signifikant 
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bewertet wurde und als zu untersuchender Trend gewertet werden soll. Die Ergebnisse wurden 
durch das zweite Experiment „TORINO“ bestätigt (Signifikante Erhöhung der Korrektheit, keine 
Signifikanz für einen erhöhten Zeitbedarf). Dabei wurde Signifikanz jeweils aufgrund der 
kumulierten Ergebnisse aller Anforderungen gemessen. Betrachtet man die einzelnen 
Anforderungen, kann nicht durchgehend ein signifikantes Ergebnis gemessen werden. Die 
Autoren bewerten insgesamt, dass beim Vorhandensein von FIT-Tabellen bei 95% eine zweimal 
höhere Chance und durchschnittlich eine viermal höhere Chance besteht die Fragen korrekt zu 
beantworten.  
Eine zweite Serie von Experimenten zielte auf die Auswirkungen von ATDD auf die 
Produktivität in der Implementierung von Anforderungen. Dazu wurde ein erstes Pilotexperiment 
an der Politecnico di Torino mit Masterstudenten durchgeführt [111]. Studenten mussten 
Aufgaben zu einem bestehenden JAVA-Programm „LaTazza“, eine Anwendung zum Betrieb eines 
Kaffeeautomaten, lösen. Dabei wurde die Korrektheit der Lösung anhand vordefinierten JUnit-
Tests ermittelt und die benötigte Zeit für die Implementierung gemessen. Zu den einzelnen 
Aufgaben, wie z.B. das Beheben eines Fehlers (Bugs) oder die Änderung von Code, wurden FIT-
Tabellen und entsprechende Fixtures definiert/implementiert. Abwechselnd (Schachbrett-Design) 
wurden diese den Studenten zur Verfügung gestellt so, dass sich die Zugehörigkeit der Studenten 
zur Versuchsgruppe und Kontrollgruppe pro Aufgabe änderte. Die Autoren stellten eine 
signifikante Erhöhung der Korrektheit der Implementierung fest (Signifikanzlevel bei 10%). Eine 
Erhöhung der Bearbeitungszeit beim Vorhandensein von FIT-Tabellen und Fixtures wurde 
festgestellt, jedoch war diese Erhöhung nicht signifikant. 
In drei weiteren Experimenten untersuchen Ricca et al. die Auswirkungen auf die Produktivität 
bei der Umsetzung von Wartungsaufgaben durch Studenten mit unterschiedlichen Hintergrund 
(Master Studenten, Doktoranden und Bachelorstudenten) [12]. Anhand von zwei bestehenden 
JAVA Applikationen „LaTazza“ (siehe oben), sowie AveCalc, eine Desktop-Applikation für 
Studenten zur Verfolgung und Auswertung von Prüfungsnoten. Beide Anwendungen wurden mit 
bestehenden FIT-Tests zur Verfügung gestellt. Für jede Anwendung wurden 4 
Änderungsanforderungen definiert, die den Studenten zur Verfügung gestellt wurden. Die 
Studenten in der Versuchsgruppe bekamen zusätzlich zu den Anforderungen noch passende FIT-
Testfälle.  
Die Studenten wurden insgesamt 4 Gruppen eingeteilt. 2 Gruppen (Versuchs- und 
Kontrollgruppe) arbeiteten in der ersten Iteration mit „LaTazza“, 2 Gruppen mit „AveCalc“. In 
einer zweiten Iteration wechselten Studenten Versuchs- und Kontrollgruppe, sowie die zu 
bearbeitende Anwendung. Während Master-Studenten und Doktoranden einzeln an den 
Aufgaben arbeiteten, wurden in dem Experiment mit Bachelorstudenten Paare gebildet. Die 
Korrektheit der Lösung wurde über vordefinierte JUnit-Tests gemessen, die Zeiten für die 
Aufgaben wurden durch die Studenten in Erfassungsbögen eingetragen. In anschließenden 
Fragebögen am Ende des Experiments wurden zudem Meinungen der Studenten abgefragt.  
Die Autoren zeigen auf dass das Vorhandsein von FIT-Tabellen insgesamt einen positiven 
Effekt auf die Korrektheit der Lösung bei vernachlässigbarem Zeiteinsatz hat. Zudem wird 
aufgeführt, dass die Erfahrung der Studenten eine Auswirkung auf die erzielte Steigerung der 
Korrektheit hat. Doktoranden und Master-Studenten konnten größere Vorteile aus den FIT-Tests 
ziehen, als Bachelorstudenten. Bei Doktoranden konnten dabei eine um durchschnittlich 44% 
erhöhte Korrektheit der Lösung festgestellt werden, wenn FIT-Testfälle vorhanden waren. Es wird 
zudem erklärt, dass die Arbeiten in Paaren den Effekt entgegenwirkt, vermutlich, da es in Paaren 
einfacher sei Anforderungen zu verstehen. Weitere Effekte, wie der Zusammenhang zwischen 
Anwendung und Ergebnissen, sowie die Auswirkung der Reihenfolge der Aufgaben auf die 
Ergebnisse wurden untersucht und als nicht signifikant bewertet. Störfaktoren wie z.B. die 
Einfachheit der Anwendungen, sowie die Auswahl der Teilnehmer und die geringe 
Teilnehmeranzahl wurden diskutiert und aufgezeigt.  
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Marchetto et al. führten ein analoges Experiment in einem anderen Anwendungskontext 
durch und untersuchte somit ebenfalls die Auswirkungen von ATDD auf die Produktivität bei der 
Umsetzung von Wartungsaufgaben durch Studenten. Im Gegensatz zu den 3 Experimente von 
Ricca [12], in denen das Untersuchungsobjekt JAVA-Desktop-Anwendungen waren, wurden hier 
Wartungsaufgaben für eine Webanwendung “ Shoppingcart“ und somit auch Web-Spezifische 
FIT-Tabellen verwendet. Mit der Anwendung wurden bereits laufende Testfälle mit ausgeliefert, 
pro Aufgabe wurden dann zusätzlich passende Testfälle durch die Autoren erstellt. Insgesamt 12 
Masterstudenten wurden in zwei Gruppen unterteilt. Das Forschungsdesign ist analog zu Ricca et 
al. (Schachbrettdesign), jeder Student arbeitet somit sowohl mit als auch ohne Testfälle bei den 
Aufgabenbeschreibungen.  
Die Ergebnisse zeigen keine signifikanten Ergebnisse, weder für die Auswirkungen von ATDD 
auf die Korrektheit der Lösung, noch für die benötigte Zeit, obwohl hier eine leichte Erhöhung 
beim Vorhandensein von FIT-Tabellen festgestellt wurde. Die positiven Auswirkungen auf die 
Korrektheit der Lösung, die für JAVA-Desktop-Anwendungen in Ricca [12] festgestellt wurden, 
konnten hier also nicht gemessen werden. Die Autoren begründen dies mit der höheren 
Komplexität mit webspezifischen Fit-Tabellen, sowie ein niedrigeres Abstraktionsniveau, was zu 
detaillierten Testfällen führte. Per Fragebogen wurde zudem festgestellt, dass Studenten die 
Ausführung von webspezifischen FIT-Tabellen im Gegensatz zu traditionellen tendenziell als 
weniger nützlich empfanden.  
In [14] fassen Ricca et al. die Erkenntnisse der hier bereits beschriebenen Studien zusammen 
und geben Hinweise und Richtlinien zur Verwendung von Fit-Tabellen. Zudem wird ein noch nicht 
veröffentlichtes Experiment beschrieben, welches auch bis zu dem Zeitpunkt der Erstellung dieses 
Dokumentes noch nicht veröffentlicht wurde. Vollständigkeitshalber wird diese Studie hier mit 
aufgenommen. Ziel der Studie war es den Aufwand für die Erstellung von FIT-Tabellen (und 
zugehörenden Fixtures) zu messen. Teilnehmer sollten dabei 4 Aufgaben lösen. Von insgesamt 14 
Teilnehmern könnten jedoch nur 2 die Aufgaben komplett lösen. 9 Teilnehmer erstellten nur die 
FIT-Tabellen. Weitere Daten wurden über einen Fragebogen erhoben. Die meisten der 
Teilnehmer, die die Aufgaben nicht lösen konnten, hatten nur geringes JAVA-Know How. Die 
Autoren schließen daraus, dass die Erstellung der Fixtures für unerfahrene Entwickler nicht 
einfach ist. Zudem wurde eine Frage nach dem Verhältnis der benötigten Zeit zur Erstellung von 
FIT-Tabellen und Fixtures gestellt. Studenten schätzten die benötigte Zeit zur Erstellung von FIT-
Tabellen (60-80% der Zeit) gegenüber der Zeit zur Erstellung von Fixtures (20-40%) als höher ein. 
4.3 INTERPRETATION DER ERGEBNISSE UND DISKUSSION 
Im Folgenden sollen die Ergebnisse der Literaturrecherche diskutiert und kritisch hinterfragt 
werden. Die Limitationen sowie die Implikationen für Forschung und Praxis werden aufgezeigt. 
4.3.1 Ergebnisse 
Anhand der identifizierten qualitativen und quantitativen Studien und deren Auswertung 
wurden folgende Interessenspunkte ermittelt. Die Reihenfolge der hier dokumentierten Punkte 
hat keine Bedeutung hinsichtlich der Relevanz. 
FIT/FitNesse ist einfach zu erlernen  
Das Erlernen von FIT wird in den Studien als einfach eingeordnet. Melnik bestätigt dies, „Fit is 
easy to learn“ [106], „learning the technique and the framework [FIT] was easy“ [33] und beruft 
sich auf die hohe Anzahl an Teams in einer akademischen Fallstudie, die FIT-Testfälle erstellen 
konnten. Dabei bemerkt er in [38], dass es für technisch-orientierte Studenten etwas einfacher 
sei, als für Betriebswirtschaftlich-orientierte: „Computer-grads found it easier to learn FIT than 
Business-grads”. In den Experimenten von Ricca et al. zum Thema „Verstehen von 
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Anforderungen“ genügten den Studenten eine Einführung in FIT von 2 Vorlesungsstunden, um 
damit im Experiment zu arbeiten [13], [110]. In industriellen Fallstudien wird dies bestätigt, eine 
eintägige Einführung [113] bzw. ein paar Tage zum Erlernen reichten aus [33].  
FIT/FitNesse ist einfach zu verwenden  
Anwender von Fit bzw. FitNesse berichten überwiegend, dass die Arbeit mit dem 
Testwerkzeug FIT/FitNesse einfach fällt. Read et al. stellen in einer universitären Fallstudie fest, 
dass die Erstellung von Testfällen in Fit ähnlich schwierig zu traditionellen Testfallerstellung 
ist:„defining FIT tests and writing a specification in prose are of equal difficulty” [108]. Die 
Einfachheit der Verwendung von FIT bestätigen Read et al. in einer industriellen Fallstudie 
“subjects were able to interpret and implement FIT test specifications without major problems” 
[109] Melnik kommt in einem Quasi-Experiment in [38] zu einem ähnlichen Ergebnis. Während es 
wirtschaftlich orientierte Studenten im Gegensatz zu Informatik-Studenten etwas schwerer fiel 
FIT zu erlernen, zeigten sich nach dem Erlernen das Verwenden als tendenziell einfach:„once the 
learning curve has been surpassed, subjects find both FIT and FitNesse easy to use and they 
produce good-quality specifications” [38].  
Dabei zeigte sich kein Einfluss der Berufserfahrung auf die gefühlte Einfachheit in der 
Verwendung. Haugset et al. erfahren in ihrer Fallstudie, dass auch im industriellen Kontext die 
Schwierigkeit nicht in der Verwendung des Frameworks liegt, sondern vielmehr in der 
Konsequenz der Durchführung des Prozesses: „the difficulty was not the practice [specifying FIT 
tests] itself, but the discipline of doing it“ [10]. Entwickler berichten davon, dass die Erstellung 
von FIT-Testfällen einfacher als die Erstellung von Unit-Tests sei [113]. 
ATDD erleichtert den Wissenstransfer 
In den meisten Fallstudien wird berichtet, dass die Verwendung von ATDD positive 
Auswirkungen auf den Wissenstransfer hat. Dies wird anhand verschiedener Merkmale 
festgemacht. 
Die Kommunikation zwischen Fachexperten und Entwicklern wird gesteigert. Es wird schon in 
der Spezifikationsphase über konkrete Beispiele der Anforderungen diskutiert. Aufgrund der 
benutzerorientierten Testfälle besteht eine gemeinsame Diskussionsbasis, die beide Seiten 
verstehen [113], [114], [117] . Auch während der Implementierung werden die Testfälle als 
Kommunikationsbasis verwendet, um neu erkannte Sachverhalte zu klären [113]. Ein Interview-
Kandidat in [117] behauptet: “This forces both us [developers] and them [business] to think in the 
same way, we establish a good common understanding by sitting down talking about the tests.” 
Die Testfälle dienen zudem als Dokumentation, welche auch für nachfolgende Projektteilnehmer 
zur Verfügung stehen [114], [117].  
Die Erstellung von Abnahmetestfällen vor der Implementierung soll helfen Anforderungen 
besser zu kommunizieren und somit das Verstehen von Anforderungen zu erleichtern. In den 
Fallstudien wird In einem unkontrollierten Experiment bestätigen Melnik et al. dies: „Fit tables 
improve requirement understanding“ [106]. Ricca et al. untersuchen diese Fragestellung in 
mehreren Experimenten und zeigen auf, dass FIT-Tabellen einen positiven Effekt auf das 
Verstehen von Anforderungen haben: „The adoption of Fit tables to augment textual requirement 
descriptions led to a significantly better understanding of the requirements . The effort required 
is substantially the same“ [13] Dabei betonen die Autoren in [14], dass diese Effekte vor allem für 
komplexe Anforderungen sichtbar wurden.  
Neben der gesteigerten Kommunikation und dem Verstehen durch die Testfälle soll der 
Einsatz von ATDD auch eine positive Auswirkung auf die Qualität der Anforderungen haben. 
Haugsset spricht von einer Detaillierung der Anforderungen und das Aufdecken von korrekten 
Anforderungen und verbindet die Testfälle mit dem Konzept der Grenzobjekte (Boundary 
Objects) aus der Soziologie [118]. 
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Testfälle werden von verschiedenen Rollen erstellt 
Auch wenn in der Literatur über den Prozess ATDD postuliert wird, dass die Testfälle 
kooperativ definiert werden sollen, zeigt sich in den Fallstudien kein einheitliches Bild. Generell 
wird es als sinnvoll und als beste Wahl empfunden, wenn der Kunde die Tests definiert [33], [34]. 
Die Integration des Kunden wird in der Industrie jedoch oft als Herausforderung identifiziert [35], 
[36]. Es zeigt sich in vielen Fallstudien, dass alle Beteiligten, wie Kunden, Entwickler und Tester 
automatisierte Testfälle erstellen. Nur zum Teil wurde dies in Kooperation vollzogen [33]. Als 
Gegensatz zur grundlegenden Idee wird in der Fallstudie von Haugset beschrieben, dass 
Entwickler die Testfälle definierten, da sie sich zum Teil sicherer in der Fachdomäne fühlten als 
der Kunde [10], [113]. 
Unvollständige und fehlerhafte Abnahmetests  
In den industriellen Fallstudien wird berichtet dass die zur Verfügung gestellten Testfälle nicht 
vollständig waren, in dem Sinne, dass nicht alle Anforderungen bzw. deren Funktionalitäten durch 
die Testfälle ausgeführt wurden. Zudem wurde festgestellt, dass Fehler in den Testfällen bzw. 
Inkonsistenzen zwischen Testfällen und den Anforderungen während der Implementierung 
bemerkt wurden. Dies wurde jedoch nicht als Problem, sondern vielmehr als positives Merkmal 
für ATDD beschrieben [33], [117]. Dadurch wurde die Kommunikation zwischen Entwicklung und 
Fachexperten erneut angestoßen. “The developers at times ends up seeing some errors when 
they start programming, and have to go back to discuss this with the customer” [117]. 
Die Spezifikation und Pflege von Testfällen ist zeitintensiv 
Verschiedene qualitative Studien berichten davon, dass die Erstellung und Wartung von 
automatisierbaren Testfällen aufwendig ist [10], [36], [113]. Es wird z.B. in [10], [113] 
hervorgehoben, dass dies vor allem für einen Testzugriff über eine GUI gilt, da Änderungen an der 
Benutzeroberfläche zu Fehlern in den Tests führe und diese daraufhin angepasst werden 
müssten. Bisher gibt es noch keine quantitative Untersuchung dazu. 
ATDD steigert das Vertrauen in die Software 
ATDD steigert die gefühlte Sicherheit, und somit das Vertrauen in die Software. Durch die 
automatisierte Ausführung ist ein aktueller Stand der Qualität der Software abzulesen. Dies birgt 
Vertrauen, vor allem für nicht triviale Anforderungen oder wenn Änderungen an der Software 
vorgenommen wurden [117]. Verschieden Autoren berichten von automatisierten Testfällen als 
Sicherheitsnetz [35], [117]. Jedoch wird auch von einem trügerischer Sicherheit gewarnt [106]. 
Dies wird von einem Entwickler in [10] bestätigt: „it can be easy to fool oneself by writing poor 
tests”. 
ATDD zeigt positive Auswirkungen auf Performanceindikatoren in ausgewählten 
Entwicklungsaktivitäten 
Einer der Hauptaspekte der empirischen Forschung im Bereich Software Engineerings befasst 
sich mit der Geschwindigkeit und der Qualität in der Erstellung von Software. In den Fallstudien 
wird von verschiedenen Auswirkungen auf die Performance, also die schnellere Entwicklung bei 
gleichbleibender Qualität bzw. bessere Qualität bei gleichbleibender Geschwindigkeit berichtet. 
Es wurde z.B. in einer Fallstudie festgestellt, dass die von Fachanwendern gewünschte 
Funktionalität schneller umgesetzt wurde [34]. Die Automatisierung von Testfällen spart zudem 
Zeit ein, die für weitere Aufgaben verwendet werden kann. Dabei wird auch von weiteren 
Pflegeaufwand gesprochen, der dieser Zeitersparnis entgegensteht [113]. Eine Diskussion in der 
Community darüber, ob sich der Einsatz von ATDD lohnt wird in [117] erwähnt. 
Die Untersuchung von Performanceindikatoren wurde vor allem in den quantitativen Studien 
durchgeführt. In Abbildung 4-4 werden die Ergebnisse aus den quantitativen Studien aufgelistet. 
Neben den Signifikanzen werden auch die Effektstärken, soweit verfügbar, mit aufgeführt. Bei der 
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Untersuchung des verbesserten Verstehens von Anforderungen bei dem Vorhandensein von 
Abnahmetests wurden sowohl bei Informatik- als auch bei Nicht-Informatik (E-Business) 
Studenten signifikante Ergebnisse gemessen. Das Quotenverhältnis (Odds ratio) zeigt dabei eine 
grösser Effektstärke bei Informatikstudenten. Die Chance die richtige Antwort auf eine 
Verständnisfrage zu beantworten ist bei dem Vorhandensein von Testfällen 6,8 mal höher, bei 
Nicht-Informatik-Studenten nur ca. 3 Mal höher.  
Bei der Bearbeitung von Entwicklungs- und Wartungsarbeiten von JAVA-Desktop-Programmen 
konnte bei gepaarten Studenten ohne Abschluss durch das Vorhandensein von Testfällen keine 
signifikante Verbesserung in Korrektheit und Aufwand festgestellt werden. Bei graduierten 
Studenten wurden signifikante Ergebnisse festgestellt. Die Effektstärke wird nach Cohens 
berechnet angegeben. Dabei werden ein kleiner Effekt bei 0.14, ein mittlerer Effekt bei 0.35 und 
ein starker Effekt bei 0.57 angesetzt [122]. Man sieht dass der Effekt bei PhD-Studenten am 
stärksten ausgeprägt ist.  
In einem weiteren Experiment wurde festgestellt, das Informatik-Studenten beim 
Vorhandensein von Testfällen eine größere Chance haben Softwarewartungsaufgaben korrekt zu 
beenden [111]. 
In den bisher beschriebenen Experimenten wurden Aufgaben zu JAVA-Desktop-Anwendungen 
gestellt. Marchetto et al. replizierte ein Experiment von Ricca et al., verteilte jedoch 
Entwicklungsaufgaben auf Basis einer Webanwendung anstatt einer JAVA-Anwendung. Hierbei 
konnten keine signifikanten Effekte gemessen werden. 
 
Abbildung 4-4: Zusammenfassung ausgewählter quantitativer Ergebnisse, Signifikanz (p-value) und 
Effektstärke (OR=Odds ration, d = Cohens d, soweit verfügbar), CS=Computer Science 
FIT/FitNesse ist das am meisten untersuchte Testwerkzeug 
In 20 der 21 identifizierten Studien wurde mit dem Werkzeug Fit bzw. FitNesse gearbeitet. 
Lediglich Park berichtet von einer Fallstudie, in der eine Eigenentwicklung basierend auf Excel und 
Ruby eingesetzt wurde [123]. Zudem bemerken Liebel et al. in ihren Studien, dass keines der 
Verwandte Arbeiten- Empirische Forschungsstudien im Bereich ATDD 
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sechs untersuchten Unternehmen FIT/FitNesse einsetzte [36]. Wir schließen daraus, dass 
zumindest im universitären Bereich FIT/FitNesse das vorwiegende Werkzeug für ATDD ist. Dies 
kann natürlich an der Verfügbarkeit (open source) liegen. Da die meisten Fallstudien aus der 
Industrie auch von FIT/FitNesse berichten, gehen wir davon aus, dass es auch dort eine 
entsprechende Verbreitung hat. Wissenschaftliche Studien über die Verbreitung von 
Testwerkzeugen sind dem Autor nicht bekannt. FitNesse und Fit waren jeweils in den 
Suchbegriffen enthalten, so dass es möglich wäre, dass diese Beobachtung dadurch vorbestimmt 
war. Eine manuelle Suche mit den Namen weiteren Frameworks (vgl. Kapitel 2.1.1) in den 
beschrieben Suchmaschinen brachten keine weiteren relevanten Ergebnisse, so dass eine 
Verfälschung durch die Suchbegriffe ausgeschlossen werden kann. 
Die Anzahl an empirischen Studien im Bereich ATDD ist bisher zu gering 
Die Analyse der bestehenden Literatur der empirischen Forschungsarbeit ergab, dass bisher 
nur wenige Forschungsstudien (13 Experimente und 12 Fallstudien) in dem Themenbereich 
vorhanden sind. Im Vergleich dazu wurden im Bereich des Test Driven Development z.B. von 
Munir et al. alleine 25 Experimente, zudem 13 Fallstudien und drei Umfragen identifiziert. 
Mehrere Autoren der betrachteten Studien waren sich einig, dass Replikationen und weitere 
Forschungsstudien in diesem Bereich nötig sind, um Erkenntnisse zu vertiefen, Vorteile und 
Nachteile zu erfassen und Empfehlungen an die Praxis geben zu können [38], [104], [110], [118], 
[124].  
Der Vergleich zu manuellem Testen wird nicht betrachtet 
Die untersuchten Effekte der quantitativen Studien beziehen sich vorwiegend auf den 
Vergleich vom Vorhandensein und Nicht-Vorhandensein von automatisierbaren Testfällen (vgl. 
[13], [104], [105], [110], [111] bzw. verglichen den Einsatz von automatisierbaren Testfällen mit 
Erwartungswerten [38], [109]. Ein Vergleich zu manuellen Tests wurde in keiner der Studien 
untersucht. Somit ist unklar, ob die untersuchten Effekte, z.B. die positiven Auswirkungen auf 
Performanceindikatoren in [13], [38], [104] nicht auch beim Einsatz von manuellen Testfällen 
erreicht werden oder sogar übertroffen werden können. Bei den Fallstudien wird lediglich in [36] 
der Einsatz von manuellen Testfällen in Unternehmen beschrieben. Die Literaturrecherche 
fokussierte sich auf automatisierbare Testfällen, somit wurden eventuelle Studien zu manuellen 
Tests nicht identifiziert. Jedoch wurde dieser Umstand auch in keiner der quantitativen Studien 
diskutiert bzw. potentiell vorhanden empirische Studien referenziert.  
Die bisher untersuchten Anwendungsarten sind ausschließlich synchroner Natur 
Soweit es aus den Studien ersichtlich wurde, betrachten diese lediglich traditionelle synchrone 
Anwendungen, wie z. B. Web-Anwendungen, beschrieben als “a web-system fronting a database” 
[10], “Web-based enterprise information system” [109], “a simple Web application“ [104], 
“Human Resources Intranet System” [38] oder JAVA-Desktop Anwendungen, beschrieben als 
“two simple Java programs“ [124], ein elektronischer Katalog einer Bücherei [13] oder weitere 
Anwendungen, die auf eine synchrone Kommunikation vermuten lassen, wie Testen von 
Schnittstellen externen Komponenten“ [113] oder ein GUI-basiertes Abrechnungssystem [123]. 
Siehe hierzu auch die Literaturübersicht in Abbildung 4-3, in  der die Zuordnung zu dem 
untersuchten Anwendungen grafisch dargestellt ist. Asynchrone Systeme, wie z.B. Event 
Processing Systeme, die zeitbasierte Funktionalitäten ausführen sollen, wurden bisher nicht 
betrachtet. Dabei lassen erste Ergebnisse von Studien z.B. der Vergleich von Web- und Java-
Desktop-Anwendungen vermuten, dass das Vorhandensein von automatisierbaren Testfällen 
nicht für alle Anwendungsarten gleichermaßen positive Effekte bewirken kann [104], [105]. Als 
Ursache wird hier der unterschiedliche Abstraktionsgrad der Testbeschreibung und die höhere 
Komplexität der einzelnen Testfälle diskutiert. Es scheint, dass je nach Anwendungsart die 
Testbeschreibungen hinsichtlich des Abstraktionsgrad unterschiedlich realisiert werden, somit die 
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Verwendung entsprechend erschwert bzw. erleichtert wird und dies Auswirkungen auf 
Performanceindikatoren haben kann. 
Tabelle 4-3 zeigt die hier diskutierten Ergebnisse der Literaturrecherche in einer 
zusammenfassenden Übersicht. Die Ergebnisse E1, E2, E3, E4, E6, E7, E8 und E10 wurden in den 
verwanden Studien ([9], [10]) ermittelt bzw. diskutiert. E5, E9, E11 und E12 wurden in den 
verwandten Studien nicht aufgedeckt bzw. diskutiert. 
Tabelle 4-3: Ergebnis aus der Literaturrecherche in der Übersicht 
ID Ergebnis 
E1 FIT/FitNesse ist einfach zu erlernen 
E2 FIT/FitNesse ist einfach zu verwenden 
E3 ATDD erleichtert den Wissenstransfer 
E4 Testfälle werden von verschiedenen Rollen erstellt 
E5 Abnahmetests  sind oft unvollständig und fehlerhaft 
E6 Die Spezifikation und Pflege von Testfällen ist zeitintensiv 
E7 ATDD steigert das Vertrauen in die Software 
E8 ATDD zeigt positive Auswirkungen auf Performanceindikatoren in ausgewählten 
Entwicklungsaktivitäten 
E9 FIT/FitNesse ist das am meisten untersuchte Testwerkzeug 
E10 Die Anzahl an empirischen Studien im Bereich ATDD ist bisher zu gering 
E11 Der Vergleich zu manuellem Testen wird nicht betrachtet 
E12 Die bisher untersuchten Anwendungsarten sind ausschließlich synchroner Natur 
  
4.3.2 Limitationen 
 Im Folgenden sollen mögliche Limitationen der hier durchgeführten systematischen 
Literaturrecherche diskutiert werden, die einen Einfluss sowohl auf die ermittelten 
Literaturreferenzen als auch auf die daraus geschlossenen Erkenntnisse haben können. Ein 
wichtiger Aspekt von Literaturrecherchen ist die Vollständigkeit der Ergebnisse. Wir verwendeten 
eine Auswahl von fünf einschlägigen Suchmaschinen und Suchbegriffe basierend auf 
Empfehlungen von vorgelagerten Arbeiten [9], [10]. Die Ergebnisse beinhalten und übersteigen 
die Trefferanzahl der identifizierten empirischen Studien aus den verwandten 
Literaturrecherchen. Park und Maurer identifizierten 8 wissenschaftliche, empirische Studien [9], 
Haugset und Hanssen berichten von 13 Studien mit empirischen Daten [10]. In dieser Arbeit 
wurden 25 Studien mit empirischen Daten ausgewertet. Damit kann zwar keine Vollständigkeit 
nachgewiesen werden. Es zeigt jedoch auf, dass die hier verwendete Suchstrategie besser 
geeignet ist   
In der Auswertung wurde FIT/FitNesse als führendes Werkzeug im Bereich ATDD ausgewiesen. 
Dies könnte unter anderem daran liegen, dass FitNesse und Fit jeweils in den Suchbegriffen 
enthalten waren. Eine manuelle Suche mit den Namen weiterer Frameworks in den beschrieben 
Suchmaschinen brachten keine weiteren relevanten Ergebnisse, so dass eine Verfälschung durch 
die Suchbegriffe ausgeschlossen werden kann. 
Die Auswahl der Ergebnisse wurde aufgrund des Dissertationsprozesses nur von einer Person 
durchgeführt. Es wurde eine defensive Strategie gewählt, so dass bei Unklarheiten in den 
einzelnen Phasen die Referenz automatisch in die nächste Phase übernommen wurde. Durch die 
Integration der Referenzsuche (forward & backward snowballing) in Phase 4 wurde sichergestellt, 
dass die in Veröffentlichungen diskutierten Referenzen mit betrachtet wurden. Da hier auf keine 
Verwandte Arbeiten- Empirische Forschungsstudien im Bereich ATDD 
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weiteren, unbekannten Veröffentlichungen referenziert wurde und die Veröffentlichungen an 
sich schon einen Review-Prozess bestanden haben, kann davon ausgegangen werden, dass die 
ermittelten Ergebnisse eine repräsentative Vollständigkeit erlangt haben. 
Es soll an dieser Stelle auch weitere, typische Störfaktoren diskutiert werden. Der 
Publikationsbias bzw. das Schubladenproblem muss hier angeführt werden. So werden u.U. eher 
positive Forschungsergebnisse bevorzugt bzw. negative Erkenntnisse gar nicht erst publiziert. 
Zudem wurden in den Fallstudien z.T. Projekte ausgewählt, die ATDD praktizierten. Es ist möglich, 
dass dadurch Projekte nicht berücksichtigt wurden, die negative Erfahrungen mit der Methode 
gemacht haben und diese u.U. nicht mehr einsetzen.  
4.3.3 Implikationen für die Wissenschaft 
Aus den Ergebnissen der Literaturrecherche ergeben sich einige Implikationen für die 
Wissenschaft, die z.T. bereits in den Erkenntnissen dargestellt wurden. Insgesamt wird ersichtlich, 
dass es bisher nur eine geringe Anzahl an empirischen Studien im Bereich ATDD existiert. Bei den 
quantitativen Studien konnten bisher keine Replikationen identifiziert werden, die aufgedeckten 
Erkenntnisse sind zwar zum Teil deutlich (vgl. Abbildung 4-4), jedoch können Erkenntnisse erst 
mit weiteren Replikationen gefestigt oder widerlegt werden. Die untersuchten Effekte der 
quantitativen Studien beziehen sich vorwiegend auf den Vergleich zwischen Vorhandensein und 
Nicht-Vorhandensein von automatisierbaren Testfällen und lassen den Vergleich zu manuellen 
Tests aus (vgl. Ergebnis E11). Somit ist nicht ersichtlich, ob Erkenntnisse wie ein erhöhter 
Wissenstransfer (E6), Auswirkungen auf Performanceindikatoren (E8), oder auch Aussagen zu 
Kosten für die Pflege von Testfällen (E6) oder der erleichterte Wissenstransfer (E3) auch für den 
Einsatz von manuellen Tests  gelten. Zukünftige Studien sollten diesen Aspekt betrachten. 
Quantitative Untersuchungen befassen sich mit dem Einfluss von ATDD auf den Wissenstransfer 
(Verstehen von Anforderungen) und auf Entwicklungsaktivitäten hinsichtlich des Aufwands und 
der Qualität. Diese beiden Aspekte wurden auch in den Fallstudien mit positiven Auswirkungen 
belegt (vgl. E3, sowie z.B. [10], [113]). Aspekte die kritisch hinterfragt wurden, wie z.B. ein 
erhöhter Aufwand zur Erstellung und Pflege von Testfällen (vgl. E6) wurden quantitativ bisher 
noch nicht betrachtet. Eine weitere Diversifizierung der quantitativen Untersuchungen sollte 
vorgenommen werden. So scheint die Anwendungsart der zu testenden Anwendung ein 
Auswirkung auf Effekte haben (vgl. E8). Verschiedene Anwendungsarten müssen daher 
systematisch untersucht werden. Dies beinhaltet auch Anwendungen asynchroner Natur, wie z.B. 
ereignisverarbeitende Anwendungen (E12). Zudem werden Werkzeuge benötigt, um Spezifikation 
und Wartung von Testfällen zu unterstützen.  
4.3.4 Implikationen für die Praxis 
Die Datenlage der quantitativen Ergebnisse ist für die meisten Erkenntnisse zu gering, um 
konkrete Empfehlungen an die Praxis daraus abzuleiten. Zudem ist der fehlende Vergleich zu 
manuellen Tests (vgl. Ergebnis E11), die laut Liebel et al. [36] noch sehr verbreitet sind, ein 
Hindernis für eine fundierte Entscheidung über den Wechsel von manuellen zu automatisierten 
Tests. Die Ergebnisse der Literaturrecherche geben einen Überblick über den Stand der Technik 
und beinhalten auch qualitativ erhobene Daten auf Basis von Interviews aus konkreten 
Fallstudien. Hier können für die Industrie erste Hinweise und potentielle Fallstricke entnommen 
werden. So kann die Einfachheit im Erlernen und Verwenden von Fit/FitNesse sowie das 
gesteigerte Vertrauen (E1, E2, E7) als positives Signal für die Erprobung solcher Werkzeuge in der 
Industrie gesehen werden. Dabei müssen jedoch Maßnahmen und Werkzeuge vorgesehen 
werden, um die Qualität und der Testfälle zu sichern (E5) und die Pflege von Testfällen zu 
unterstützen (E6). 
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4.4 ZUSAMMENFASSUNG UND FAZIT 
Mit Hilfe einer systematischen Literaturrecherche wurde der aktuelle Stand der Technik im 
Bereich der abnahmetestgetriebenen Entwicklung aufgedeckt. Es wurden 12 Ergebnispunkte 
extrahiert und disktutiert. Dabei wurden neben positiv zu bewertenden Eigenschaften, wie 
verbesserte Kommunikation und Wissenstransfer auch negative Aspekte ermittelt, wie z.B. die 
Fehleranfälligkeit von Testfällen. Im Hinblick auf diese Arbeit wurde vor allem deutlich, dass 
ereignisbasierte Systeme noch nicht Teil der Untersuchungen in verwandten Arbeiten waren. 
Bei der Untersuchung von Performanceindikatoren in Entwicklungsaktivitäten konnten in ersten 
Studien z.T. signifikante Effekte in weiteren Experimenten mit anderen Anwendungsarten 
(Desktop Java vs. Web Anwendung) nicht wiederholt aufgezeigt werden. Auch dies motiviert die 






In diesem Kapitel wird der eigene, technische Lösungsansatz für die Realisierung von ATDD im 
Bereich Event Processing dargestellt und konzeptionell betrachtet. Im Rahmen der 
Problemanalyse wurden die für das funktionale Testen von EP-Anwendungen relevanten 
Anforderungen an ein Testsystem beschrieben und Qualitätszielen zugeordnet. Im Folgenden 
werden die relevanten Aspekte zur Behebung der identifizierten Problemstellungen bzw. zur 
Erreichung der Qualitätsziele aufgezeigt und diskutiert. 
Zur Beschreibung des Lösungsansatzes wird dabei auf Ansätze zur Dokumentation von 
Softwarearchitekturen zurückgegriffen. Ein hierfür typisches Vorgehen ist das Konzept der 
Sichten, mit der Architektur aus verschiedenen Blickwinkeln betrachtet wird. Mit Hilfe von 
Sichten soll die Komplexität der Darstellung des Gesamtsystems auf relevante Merkmale 
heruntergebrochen werden. Als vielzitiertes Modell wird auf das 4+1 Sichtenmodell von Kruchten 
verwiesen [125], welches im Vorgehensmodell des Rational Unified Processes als Baustein 
verwendet wird (vgl. [126, S. 132]). In Anlehnung an Balzert [26] wird folgende Einordnung der 
Sichten verwendet: Kontextsicht, Statische Sicht, Laufzeitsicht, Verteilungssicht. Die Kontextsicht 
beschäftigt sich mit der Einordnung des Systems in seine Umgebung. Diese Einordnung wurde im 
Rahmen der Anforderungsanalyse in Kapitel 2.3 bereits vorgenommen. Die Statische Sicht 
behandelt die statische Struktur der Architektur. Die Laufzeitsicht betrachtet die dynamischen 
Aspekte der einzelnen Bausteine und wie sie zusammenwirken. Die Verteilungssicht beschreibt, 
wie die Architekturbausteine auf den Hardwarebausteinen verteilt werden. Zur Erläuterung der 
Aspekte innerhalb der Sichten wird auf die Modelle der Unified Modelling Language (UML) 
zurückgegriffen. 
5.1 EINFÜHRUNG 
Im Folgenden sollen die Lösungsstrategien des gewählten Ansatzes vorgestellt werden und 
anhand eines Schichtenmodells ein Überblick über den Ansatz gegeben werden. Zudem werden 
wesentliche Merkmale hinsichtlich des Kommunikationsmechanismus zur Übertragung von 
Ereignissen betrachtet. 
5.1.1.1 Lösungsstrategien 
Die gewählten Lösungsstrategien zur Begegnung der identifizierten Qualitätsziele und 
Anforderungen aus Kapitel 2.3 wird nach der Vorlage von Zörner [126] in Tabelle 5-1 dargestellt. 
Die Funktionale Eignung soll u.a. mit einem wohl definierten Ereignis- und Ereignistypmodell 
erreicht werden. Hier sollen auch testrelevanten Attribute mit eingearbeitet werden und 
komplexere Strukturen abgebildet werden können. Diese komplexen Strukturen sollen auch in 
der Testsprache über einen Referenzmechanismus abgebildet werden können. Zudem soll die 
Entdeckungszeit als Attribut von Ereignissen vorgesehen werden und über entsprechende 
Schnittstellen die Steuerung der simulierten Zeit ermöglicht werden. Zur Begegnung der 
asynchronen Verarbeitung und dem unbekannten Zeitpunkt des Endes der Verarbeitung soll ein 
Terminierungserkennungsverfahren entwickelt werden. Die Modularität bzw. Portabilität soll 
durch ein Schichtenmodell abgedeckt werden, wobei die potentiell anzupassenden Schichten 
schlank hinsichtlich der Komplexität gehalten werden sollen. Hierzu sollen zur Vermeidung von 
potentiellen Inkompatibilitäten von Datentypen, z.B. bei Abbildung von numerischen Feldern auf 
verschiedenen Systemen, nur Zeichenketten zum Austausch von Daten verwendet werden. Die 
Benutzerbarkeit der Software soll im Rahmen der Softwarearchitektur durch eine 
anwenderorientierte, schlanke Testbeschreibungssprache unterstützt werden. 
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Tabelle 5-1: Zuordnung der Lösungsstrategien zu den Qualitätszielen und Anforderungen nach [126] 
Qualitätsziel zugeordnete Lösungsstrategien 
Funktionale Eignung -Erstellung eines generischen Ereignisinstanz- bzw. Ereignistypmodells und 
Integration von testrelevanten Attributen (A1, A5,A6) 
 
- Spezifikation von komplexen Ereignissen durch Referenzen (A1) 
 
- Explizite Abbildung der Entdeckungs-Zeit in den Schnittstellen und 
Ereignissen (A2,A3) 
 
-Terminierungserkennung der Ereignisverarbeitung während der 
Testausführung (A4,A3,A7) 
 
Modularität / Portabilität -Schichtenmodell, dabei Fokussierung auf eine leichte Austauschbarkeit bzw. 
Anbindung von EP-Systemen und Testframeworks (A8, A9) 
 
-Abbildung aller Datentypen in den Ereignissen als Zeichenketten und 
Definition von Konvertierungsregeln (A8, A9) 
 





Um den identifizierten Problemstellungen und Anforderungen zu begegnen, wurde ein 
konzeptionelles Modell entwickelt, welches in Abbildung 5-1 dargestellt wird. Es veranschaulicht 
die relevanten Module des Lösungsansatzes und die Kommunikation zwischen dem Test-System 
und dem SUT. Der Lösungsansatz besteht aus drei Schichten: Einem Test Client, einer Test Engine, 
sowie einer Treiberkomponente (EP-Driver), die in das eigentlichen EP-System (EP-Engine) 
integriert ist. Dieses kann als vierte Schicht gesehen werden, in der die zu testende Anwendung 
ausgeführt wird. Als gemeinsame Komponente der drei Schichten steht ein Ereignis- und 





Abbildung 5-1: Konzeptionelles Modell des Testsystems (eigene Darstellung) 
Im Test Client ist ein Interpreter dafür zuständig den Testfall einzulesen, zu analysieren und 
auszuführen. Die Testspezifikation im Test Client soll über eine definierte Testsprache (Test 
Language) erfolgen. Über eine weitere Komponente werden die Ergebnisse präsentieren (Result 
Reporting). Dazu werden die Dienste der Test-Engine in Anspruch genommen. Hier werden in 
einem In-Event Storage, die Eingabeereignisse des Testfalls vorgehalten und über einen Scheduler 
in der korrekten zeitlichen Reihenfolge an das SUT gesendet. Der Scheduler kümmert sich zudem 
um das Fortschreiben der simulierten Zeit. In einem Result Storage werden die Ergebnisereignisse 
für eine spätere Auswertung über den Result-Analyzer gesammelt. 
Die Test Engine greift über eine einheitliche Schnittstelle auf das SUT zu. Es wird konzeptionell 
davon ausgegangen, dass die beiden Systeme (Test System & EP-Node) auf getrennten Knoten in 
einem Netzwerk verteilt sind, die Kommunikation also über reale Kommunikationswege laufen 
muss. Diese Schnittstelle zum Zugriff auf das SUT wird von einem produktspezifischen 
Treibermodul (EP-Driver) bereitgestellt. Eingehende und ausgehende Ereignisse werden über 
Adapter in das produktspezifische Format übersetzt. Hier werden die eigentlichen Ereignisdaten 
ausgetauscht (event message). Zudem bietet der EP-Driver einen Zugriff auf Funktionsbausteine, 
die zur Ausführung des Testfalls nötig sind. Hierzu werden Kontrollnachrichten zwischen dem 
Testsystem und dem SUT ausgetauscht. Mit einer Zeitsteuerung (Time Control), ist es möglich die 
Zeit des SUTs auf einen beliebigen Wert zu setzen. Über eine Terminierungserkennung 
(Termination Detection) wird der Stillstand des SUTs ermittelt. Mit einer Anwendungsschnittstelle 
(App Control) kann die Anwendung gestartet und gestoppt und somit in einen definierten 
Ausgangszustand gesetzt werden. 
5.1.1.3 Asynchrone Kommunikation von Ereignissen 
Wie in Abbildung 5-1 dargestellt werden verschiedene Kommunikationsformen (synchron und 
asynchron) zur Anbindung der Test Engine an das SUT verwendet. Synchrone Aufrufe werden für 
Kontrollnachrichten verwendet. Dazu gehören die Aufrufe zur Anwendungsschnittstelle sowie die 
Terminierungserkennung. Für die Übertragung der Ereignisse ist ein asynchroner Mechanismus 
vorgesehen. Diese Entscheidung beruht auf den folgenden Annahmen.  
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Asynchrone Zustellung von Eingabeereignissen 
Es wird davon ausgegangen, dass EP-Systeme nach dem Push-Prinzip arbeiten und die interne 
Kommunikation asynchron, also über Warteschlangen abgebildet wird (vgl. 2.1.2). Die Einreihung 
eines Ereignisses in die Eingangswarteschlange wird dabei über APIs bereitgestellt. Bei einer 
Anbindung dieser Schnittstelle wird lediglich das erfolgreiche Einreihen in die 
Eingangswarteschlange bestätigt. Eine zeitliche Kopplung ist, ohne weitere Anpassungen 
aufgrund der EP-internen Asynchronität nicht gegeben. Um eine zeitliche Kopplung herzustellen, 
müsste die Schnittstelle so gestaltet werden, dass die Antwort verzögert wird, bis das Ereignis 
vollständig verarbeitet wurde. Diese zusätzliche Verzögerung würde bei jedem Ereignis 
stattfinden. Die Eingangsschnittstelle des SUT würde also anders bedient werden, als im realen 
Einsatz. Zum Beispiel könnten potentielle Nebenläufigkeitseffekte nicht mehr beobachtet 
werden. Um die Schnittstelle des EP-Driver nachvollziehbar zu gestalten und somit auch anderen 
Testansätzen, z.B. für Lasttests, zur Verfügung zu stellen, wird die typische Funktionalität des EP-
Systems für diesen Schnittstellenaufruf abgebildet. Eine nachträgliche zeitliche Synchronisierung 
ist zur Auswertung der Testabläufe im Rahmen des funktionalen Testens jedoch durchaus 
relevant und wird durch einen zusätzlichen Funktionsbaustein angeboten 
(Terminierungserkennung).  
Konzeptionell wird die Anbindung der Schnittstelle aufgrund der zeitlichen Entkopplung als 
asynchron betrachtet. Jedoch wird eine FIFO-Konsistenz, also die Einhaltung der Reihenfolge bei 
mehrfachen Aufrufen, vorausgesetzt. 
Asynchrone Zustellung von Ergebnisereignissen 
Während der Verarbeitung von Ereignissen werden neue Ereignisse erstellt, die z.T. aber nicht 
zwingend für externen Ereigniskonsumenten bereitgestellt werden. Gemäß dem PUSH-Prinzip 
werden neu erstellte Ereignisse in Warteschlangen weiterverbreitet. Mit Hilfe von Adaptern 
sollen diese Ereignisse für eine spätere Auswertung abgefangen und an die Test Engine 
übermittelt werden. Diese Kommunikation wird konzeptionell auch als asynchron angesehen. 
Hintergrund der Anwendung einer asynchronen Kommunikation ist die Entlastung des SUT. Das 
Abgreifen und Übermitteln der Ergebnisereignisse soll möglichst keine Auswirkungen auf das 
Laufzeitverhalten der internen EPAs haben. Daher wird auch eine mittel- oder längerfristige 
Speicherung von Ergebnisereignissen im EP-Driver nicht vorgesehen. Die Ergebnisse werden 
direkt, ohne zeitlicher Kopplung an die Test-Engine übermittelt. 
5.2 MODELLIERUNG VON EREIGNISSEN UND 
EREIGNISTYPINFORMATIONEN 
Ein Ziel der Konzeption des Testsystems ist es eine allgemeingültige Lösung zu finden, die für 
die EP-Anwendungsszenarien unabhängig von Verarbeitungsmodell und Laufzeitumgebungen 
gültig ist. Die Modellierung der Ereignisse soll daher neben einfachen Ereignissen, vor allem auch 
komplexe, verschachtelte Ereignisse ermöglichen. Bevor mit der formalen Darstellung der 
Testbeschreibungssprache eingegangen wird, soll auf das verwendete Ereignistypmodell 
eingegangen werden. In der Literatur finden sich verschiedene Ansätze zur Modellierung von 
Ereignissen, z.B. in [2], [4], [127]. Als grundlegend für das gewählte Modell hat sich die 
Modellierung von Rozsnyai et al. [15] erwiesen. Das Modell beschreibt die Strukturierung, die 
Repräsentation und die Typisierung von Ereignissen anhand eines detaillierten Ereignistyp-
Modells. Dieses bildet neben der strukturellen Beschreibung von Ereignissen, Attributen und der 
möglichen Typen an Werten u.a. auch strukturtechnische Konzepte wie z.B. Vererbung und 
Generalisierung (Exheritance) von Ereignistypen ab. Das hier aufgezeigt Modell beschränkt sich 
auf die wesentlichen Elemente, die zur Durchführung von funktionalen Tests benötigt werden. Es 
kann als vereinfachtes Teilmodell von Rozsnyai et al. in dem Sinne gesehen werden. 
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Strukturtechnische Konzepte sind im Rahmen von funktionalen Testfällen nicht relevant und 
spielen daher in den hier vorgestellten Modellen keine Rolle. So werden bei der Spezifikation von 
Ereignissen und deren Attributwerten als Eingabe bzw. als erwartetes Ergebnis durch einen 
Anwender keine strukturtechnischen Überprüfungen vorgenommen, z.B. ob das Ereignis von 
einer Klasse vererbt wurde oder nicht. Vielmehr müssen bei den Eingabeereignissen auch die 
Attribute der vererbenden Klasse mit einem Wert versehen werden. 
Zudem werden, im Gegensatz zu Rozsnyai et al. [15], keine Platzhalter für die atomaren 
Datentypen verwendet. Um eine allgemeingültige Lösung zu erhalten, werden in dieser Arbeit 
jegliche Datentypen als Zeichenketten (Strings) dargestellt. Im Folgenden werden Ereignismodell 
und Ereignistypmodell anhand von UML-Klassendiagrammen dargestellt. Zudem werden 
Formatierungsregeln für die Darstellung von numerischen Werten und Zeitstempeln definiert. 
5.2.1.1 Modelle 
Abbildung 5-2 visualisiert das Metamodell für Ereignistypen im Form eines UML-
Klassendiagramms. Die Ereignistypbibliothek (EventTypeLibrary) enthält eine Sammlung aller im 
SUT vorhandenen Ereignistypen (EventType). Ein Ereignistyp repräsentiert die relevanten 
Strukturinformationen von Ereignissen und deren Attributen. Dem Ereignistyp wird ein Name 
(eventName) zugeordnet, der bei untypisierten Ereignissen (vgl. Kapitel 2.1.2 - Ereignisse) nicht 
gesetzt werden muss. Der Ereignistyp erweitert den Typ DictionaryType. Dieser beinhaltet 
Zuordnungen zu Attributen (AttributeType), welche im Sinne einer Schlüssel-Wert-Beziehung 
abgebildet werden. Der Schlüssel entspricht dem Attributnamen (name) über den das Attribut 
identifiziert wird. Der Typ des jeweiligen Wertes wird durch einen von der abstrakten Klasse 
AbstractValueType abgeleiteten KIasse beschrieben. Jedes Dictionary definiert also eine Liste von 
Attributen denen jeweils ein Attributtyp zugeordnet wird. Diese Attributtypen können neben 
atomare Typen (AtomicType), die tatsächliche Wertausprägungen beschreiben, auch 
Sammlungen von Attributen (CollectionType) oder weitere Unterstrukturen (DictionaryType) 
beschreiben. Ein Attribut vom Typ CollectionType beinhaltet dabei eine Liste von 
Wertausprägungen eines bestimmten Attributtyps. Der Typ DictionaryType verweist im 
Gegensatz dazu auf eine weitere Schlüssel-Wert-Struktur. Da der Typ EventType von der Klasse 
DictionaryType erbt, ist es zudem möglich ein Ereignis als möglichen Attributwert zuzulassen. 
Bei den atomaren Typen werden drei Attributtypen unterschieden. Der Typ StringType 
repräsentiert Attribute, deren Werte einer einfachen Zeichenkette entsprechen. DateType 
beschreibt Werte, die einen Datums- bzw. Zeitstempel beinhalten. Der Typ NumberType 




















Abbildung 5-2: UML-Klassendiagramm Metamodell Ereignistypbibliothek 
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Analog zu diesem Modell wurde ein Ereignisinstanzmodell definiert, welches die 
Repräsentation und Beziehungen von Ereignissen im Objektmodell beschreibt. Abbildung 5-3 
zeigt dieses Modell auf. Analog zum Ereignistypmodell werden einem Ereignis (Event), über die 
Vererbende Klasse DictionaryValue eine Liste von Attributen zugeordnet, die verschiedene 
Wertausprägungen (AttributeValue) annehmen kann. Darunter sind Listen von Attributen 
(CollectionValue), weitere Unterstrukturen (DictionaryValue) und Ereignisse, sowie atomare 
Werte (AtomicValue). Hier werden die Attributwerte der verschiedenen Datentypen (StringType, 
DateType, NumberType und BoolType) aus dem Ereignistypmodell als Zeichenketten abgebildet. 

















Abbildung 5-3: UML-Klassendiagramm Ereignisinstanzmodell 
5.2.1.2 Darstellung von Datentypen innerhalb des Testsystems. 
Betrachtet man Ereignis- und Ereignistypmodell im Vergleich wird deutlich, dass die 
Ereignistypen für Datums-, Zeichenketten und numerische Typen (DateType, StringType, 
NumberType) im Ereignismodell nicht abgebildet werden. Hier steht lediglich eine Klasse 
AtomicValue, mit einem Attribut „value“ zur Verfügung, welches Attributwerte als Zeichenketten 
(String) aufnehmen kann. Wie im Lösungsansatz beschrieben wurde, soll hiermit die Anbindung 
verschiedener EP-Systeme auf unterschiedlichen Laufzeitumgebungen vereinfachen. Bei der 
Implementierung der Treiberkomponente EP-Driver müssen die umgebungsspezifischen 
Datentypen in eine String-Repräsentation überführt werden.  
Hinsichtlich des Datumstyps (DateType) wird hierfür das Format nach ISO 860169 verwendet. 
Dieses definiert eine einheitliche Form zur Repräsentation von präzisen Zeitpunkten inklusive 
Zeitzonen. Neben Zeitpunkten können auch Zeitintervalle repräsentiert werden, was im Rahmen 
dieser Arbeit nicht weiter betrachtet wird. Die Form der Darstellung ist JJJJ-MM-TT’T‘hh:mm:ss,f, 
wobei JJJJ für die Jahresziffern stehen, MM für die Monatsziffern und TT für die Tagesziffern 
stehen. Das hervorgehobene T ist das Trennzeichen zwischen Datums- und Zeitangaben. Bei der 
Zeitangabe stehen hh für die Stundenziffern (hour), mm für die Minutenziffern, ss für die 
Sekundenziffern und f für die Bruchteile (fraction) einer Sekunde, die potentiell unendlich 
definiert werden können, hier aber auf Nanosekunden beschränkt werden. Hinter den 
Bruchteilen kann zudem die Zeitzone angegeben werden. Dabei steht ein Z für die koordinierte 
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Weltzeit (UTC). Zudem kann die Zeitverschiebung in Form von (+/-hh:mm) angegeben werden. 
Sollte keine Zeitangabe vorkommen, als nur das Datumsformat angegeben werden, wird die Zeit 
auf 0:00 Uhr und 0 Sekunden gesetzt. Bei Weglassen der Zeitzone wird die aktuelle Zeitzone des 
aktuellen Systems verwendet.  
Tabelle 5-2: Beispiele für die Konvertierung von Zeitpunkten in das ISO-Format 
Darstellung in ISO 8601 Textuelle Beschreibung 
2006-11-12T15:45:13Z 15:45 Uhr und 13 Sekunden, 12. November 2006, 
Zeitzone UTC (Koordinierte Weltzeit). 
2006-11-12 0 Uhr und 0 Sekunden, 12. November 2006 (Zeitzone 
unbekannt) 
2012-12-24T20:00:00+01:00 20 Uhr am 24. Dezember 2012 in der Zeitzone von 
Deutschland 
 
Die Darstellung der numerischen Werte (NumberType) erfolgt mit Hilfe der 
Exponentialschreibweise. Hiermit werden numerische Werte in Mantisse m und Exponent e 
getrennt, so dass gilt x=m * 10e. Wenn für die Mantisse nur eine Ziffer vorgesehen wird, spricht 
man von einer normalisierten Darstellung. Diese wird im Rahmen dieser Arbeit jedoch nicht 
zwingend vorausgesetzt, da hier vor allem von Anwenderseite keine verpflichtenden Vorgaben 
gemacht werden sollen.  
Tabelle 5-3: Beispiele für die Konvertierung von Zahlenwerte 
Exponentialdarstellung Zahlenwerte 





Die Darstellung der booleschen Werte (BoolType) erfolgt über die Zeichenketten „true“ bzw. 
„false“ mit den entsprechenden Bedeutungen, wobei die Groß-/Kleinschreibung nicht beachtet 
wird.  
5.3 DIE TESTBESCHREIBUNGSSPRACHE ETPDL 
Nach Vorstellung der Modellierung von Ereignissen und Ereignistypen wird die im Rahmen 
dieser Arbeit entwickelte Testbeschreibungssprache im Detail vorgestellt.  
5.3.1 Einführung 
Wie bereits in den Grundlagen beschrieben wurde gibt es mehrere Arten von 
Testbeschreibungen, die im Rahmen von ATDD zu Einsatz kommen bzw. von Werkzeugen 
unterstützt werden. Im Rahmen dieser Arbeit soll eine formal definierte 
Testbeschreibungssprache entstehen, die u.a. mit Hilfe typischer ATDD-Frameworks eingesetzt 
werden kann. Mit Hilfe einer formalen Sprache soll die Portabilität der Lösung sichergestellt 
werden. Eine Herausforderung beim Einsatz von ATDD, die in den empirischen Studien ermittelt 
wurde, lag u.a. in der Pflege und Wartung der Testfälle, welche als sehr zeitintensiv empfunden 
wurde (vgl [10], [113], [117], [118]). Der Vorteil einer formalen Sprache in diesem Kontext liegt 
darin, dass neben klassischen Interpretern auch weiterführende Werkzeuge zur Pflege und 
Wartung einfacher entwickelt werden können. Mit diesen könnten z.B. Duplikate von Testfällen 
bzw. Teilen identifiziert werden oder Metadaten (z.B. referenzierte Ereignistypen und Attribute) 
aus Testfällen extrahiert und ausgewertet werden. Hiermit könnten auch bei strukturellen 
Änderungen von Ereignismetadaten (z.B. neue / entfernte Pflichtattribute) Testfälle mit 
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geeigneten Mechanismen (teil-)automatisiert anpasst werden. Ein weiterer Vorteil liegt in der 
Unabhängigkeit vom verwendeten Interpreter. Somit können Interpreter unabhängig von einem 
ATDD-Werkzeug und unterschiedlichen Programmiersprachen für verschiedene 
Laufzeitumgebungen entwickelt werden. 
Die Testbeschreibungssprache EPTDL (Event Processing Test Description Language) kann als 
anwendungsorientierte, domänenspezifische Sprache klassifiziert werden. Sie wurde für einen 
eingeschränkten Anwendungsbereich entworfen, der Beschreibung von Testfällen für 
ereignisverarbeitende Anwendungen. 
Die EPTDL wurde an die tabellarische Syntax des FitNesse bzw. des Cucumber Frameworks 
angelehnt und kann somit mit diesem Framework entsprechend einfach interpretiert und 
ausgewertet werden. Aufgrund der formalen Beschreibung ist es jedoch auch möglich eigene 
Interpreter und unterstützende Werkzeuge für diese Sprache zu entwickeln. Die Entscheidung die 
EPTDL in der tabellarischen Form aufzubauen beruht auf verschiedenen Eigenschaften: 
1) Der Vorteil der tabellarischen Darstellung ist es, Daten in kompakter, aber lesbarer Form 
darzustellen. Da im Rahmen eines Testfalles oftmals mehrere Eingabeereignisse sowie 
erwartete Ereignisse spezifiziert werden müssen, bietet sich eine tabellarische Darstellung 
an. 
2) Es existieren bereits erste Erkenntnisse aus wissenschaftlichen Studien, die aufzeigen, dass 
tabellarische Testfälle auf Basis von Fit/FitNesse einfach zu erlernen und zu verwenden sind. 
Siehe hierzu vor allem die Ergebnisse der Literaturrecherche in Kapitel 4.3.  
 
Im Folgenden werden die Sprachelement der Testbeschreibungssprache formal beschrieben. 
Die Darstellung der Syntax erfolgt anhand der Metasprache ABNF (angereicherte Backus-Naur-
Form), die im RFC-Standard 5234 beschrieben wird70. Mit Hilfe der ABNF ist es möglich 
kontextfreie Grammatiken (Typ 2 der Chomsky-Hierarchie) in kompakter Form darzustellen [17]. 
Im Gegensatz zur EBNF, ebenfalls eine Erweiterung der BNF, wird in der ABNF die Groß- und 
Kleinschreibung für Bezeichner in doppelten Anführungszeichen nicht beachtet. Dies ist in dem 
betrachteten Kontext in Ordnung, da entsprechende Schreibfehler von Benutzern die 
Testspezifikation nicht invalidieren würden. Bei der Interpretation des Testfalls muss dieser 
Umstand jedoch bedacht werden. In den folgenden Ausführungen werden nur die relevanten 
Ausschnitte der ABNF hinsichtlich der Sprachelemente der EPTDL aufgeführt. Basisregeln, wie z.B. 
die Definition von Leerzeichen (WSP) oder die Definition von UTF-8-Worten gemäß den RFC-
Standards 5234 bzw. 362971, werden in der vollständigen Beschreibung im Anhang mit 
aufgeführt. Die Überprüfung der inhaltlichen Konsistenz und der Konformität zum ABNF-Standard 
erfolgte über das Online-Werkzeug „ABNF Parser Generator“72. 
5.3.2 Genereller Aufbau eines Testfalls 
Der Aufbau eines Testfalls erfolgt nach einem Fünf-Phasen-Modell, welches angelehnt an den 
Vier-Phasen-Test von Meszaros ist [128, S. 358]. Nach Meszaros wird hier zwischen Setup, 
Exercise, Verify und Teardown unterschieden. Mit Setup werden grundlegende Vorbedingungen 
zur Durchführung des Testfalls initialisiert, wie z.B. Konfigurationen oder der Einsatz von Mock-
Objekten. Bei der Durchführung (Exercise) wird direkt mit dem SUT kommuniziert. Die Ergebnisse 
werden in der daraufhin verifiziert (Verify). Die Phase Teardown stellt sicher, dass das SUT wieder 
in den Ursprungszustand gesetzt wird. Einem ähnlichen Muster folgt der Given-When-Then 
Ansatz von Gherkin (vgl. Kapitel 2.1.1 „ATDD-Werkzeuge“), wobei hier nur die ersten drei Phasen 









zugeordnet werden können. Die Teardown-Phase wird nicht explizit dargestellt (jedoch implizit 
vorausgesetzt). 
Ein EPTDL-Test besteht aus den folgenden fünf Phasen: 
1. Startup 
2. Add  
3. Execute  
4. Expect  
5. Shutdown  
 
Mit Startup soll das SUT für den Testfall initialisiert und in einen definierten Zustand versetzt 
werden. Hierbei muss der zeitliche Kontext des Testfalls mit beachtet werden, also zu welchem 
simulierten Zeitpunkt das SUT gestartet werden soll. In der Phase Add werden Eingabeereignisse 
spezifiziert, jedoch noch nicht an das SUT gesendet. Hiermit ist es möglich Ereignisse auch nach 
anderen Merkmalen zu ordnen als nach zeitlichen. Mit Execute werden die spezifizierten 
Ereignisse in der für den Testfall korrekten Reihenfolgen eingefügt. Auch hier muss der zeitliche 
Kontext angegeben werden, also bis zu welchem simulierten Zeitpunkt das SUT ausgeführt 
werden soll. In der Phase Expect werden die erwarteten Ergebnisse überprüft. Shutdown 
beschreibt die Phase, in dem ein initialer Zustand wiederhergestellt wird und somit keine 
Beeinflussung folgender Tests stattfinden kann. 
5.3.3 Sektionen und zugeordnete Sprachelemente 
Jeder Testfall enthält Sektionen, die den beschrieben Phasen entsprechen. Im Folgenden 
sollen die Syntaxelemente der Testbeschreibung erläutert und den Sektionen bzw. Phasen 
zugeschrieben werden. Listing 5-1 zeigt eine stark vereinfachte Notation eines Testfalls, in der die 
Phasen in den Elementen der ABNF-Notation abgebildet sind. In einem Testfall können, neben 
startup, execute und shutdown, mehrere Ereignisse hinzugefügt (add-event) und mehrere 







ntest= startup  
 *(add-event)  
 execute  
 *(expect-event)  
 shutdown 
Listing 5-1: Abbildung eines Testfalls in der ABNF-Notation (stark vereinfachte Darstellung)(1) 
In der Sprachdefinition wird zwischen zeitbasierten Tests (ttest) und nicht zeitbasierten Tests 
(ntest) unterschieden. Sie unterscheiden sich in Zeitangaben bei den Elementen startup, add-
event und execute. Die entsprechenden zeitbasierten Syntaxelemente sind mit dem Prefix 
„timed-“ gekennzeichnet.  Die vollständige Sprachdefinition findet sich im Anhang, Kapitel 9.3. Im 
Folgenden sollen die wesentliche Aspekte der Sprache erläutert werden. In den weiteren 
Ausführungen werden als Begrifflichkeiten Testtabellen und Testkommandos unterschieden. 
Testkommandos bzw. Kommandos bezeichnen dabei einzeilige Anweisungen, Test-Tabellen oder 
auch nur Tabellen bezeichnen mehrzeilige Elemente. 
5.3.3.1 Allgemeine Definitionen 
Vor den Ausführungen der einzelnen testrelevanten Elementen der EPTDL soll auf allgemeine 
Definitionen bzw. Datentypen eingegangen werden. In Listing 5-2 werden elementare 
Bestandteile, wie z.B. Trennzeichen, aufgezeigt, die im weiteren Verlauf in den ABNF-Listings 
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verwendet werden. Wie bereits erwähnt, ist die Syntax an die Frameworks FitNesse bzw. 
Cucumber angelegt, welche bereits eine tabellarische Darstellung unterstützen. Um einzelne 
Spalten voneinander zu trennen, wird somit das Pipe-Symbol „|“ verwendet (COLSEPCHAR), 
welches in Hexadezimaler Darstellung angegeben ist. Die tatsächliche Trennung der Spalten 
(COLSEP) lässt zusätzlich noch Leerzeichen (WSP) auf beiden Seiten der Trennung zu. Das 
Listentrennzeichen LSEP wird verwendet, um Listen in den Attributwerten von Ereignissen zu 
spezifizieren. Hierbei wird das Trennzeichen „;“ verwendet. Als Escape-Zeichen zur Verwendung 
von vordefinierten Trennzeichen in Zeichenketten wird das Backslash-Symbol verwendet 
(ESCAPE). COMMANDSEP beschreibt die Trennung von einzelnen Testtabellen durch zwei 
Zeilenvorschübe. Kommentare (COMMENTS) sind Zeichenfolgen von alle sichtbaren Zeichen, 
außer dem Spaltenseparator, der verwendet wird, um EPTDL-Kommandos zu identifizieren. CRLF2 









COLSEP  = *WSP COLSEPCHAR *WSP  ;column seperator 
COLSEPCHAR = %x7C   ; "|"  - column seperator 
LSEP  = %x3B   ; ";"  - list item seperator  
ESCAPE  = %x5C   ; "\"  - escape character 
COMMANDSEP =  2*CRLF2  
COMMENTS  = *(%x21-7B / %x7D-7E / UTF8-2 /  
  UTF8-3 / UTF8-4 / WSP/ ESCAPE COLSEPCHAR / CRLF2 ) 
CRLF2       =  CRLF / CR / LF 
Listing 5-2: Ausschnitt allgemeiner Definitionen der EPTDL (1) 
Das Datumsformat (date-time, nicht im Listing) entspricht dem der ISO 9601 und wurde auf 
Basis von RFC 333973 erstellt, wobei die Angabe der Zeitzone optional gestaltet wurde. Die 
Definitionen zur Unterstützung der UTF-8 Kodierungen wurde von RFC 3629, Kernelemente der 
ABNF von RFC 5234 übernommen74. 
5.3.3.2 Startup und Shutdown 
In der Sektion Startup können zwei verschiedene Varianten des startup-Kommandos 
(zeitbasiert und nicht-zeitbasiert) verwendet werden. Bei der zeitbasierten Variante (timed-
startup) muss zusätzlich ein Zeitstempel mit angegeben werden, mit dem angegeben wird auf 
welchen simulierten Zeitwert die Uhr des SUT gesetzt werden soll, z.B. „|startup at|2015-04-






startup  =  COLSEP "startup" COLSEP  
timed-startup =  COLSEP "startup at" COLSEP  date-time COLSEP 
shutdown  =  COLSEP "shutdown" COLSEP 
Listing 5-3: ABNF-Notation zur Beschreibung des Testbeginns und -endes 
5.3.3.3 Spezifikation von Eingabeereignissen (Add) 
Im Folgenden soll die Spezifikation von Eingabeereignissen erläutert werden. Hierbei kann 
unterschieden, ob es sich um Eingabedaten im Rahmen von zeitbasierten Tests oder Tests, ohne 
zeitlichem Bezug, handelt. Die Spezifikation von Ereignissen findet in Form von Tabellen statt.  
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 Dabei ist der Aufbau von Eingabeereignissen analog zu den erwarteten Ergebnisereignissen 
und unterscheidet sich nur in einzelnen virtuellen Attributen. Listing 5-4 zeigt den Aufbau anhand 
der Definition der Eingabeereignissyntax. Eine add-Tabelle (add-event) besteht aus mindestens 
drei Zeilen (getrennt durch einen Zeilenumbruch - CRLF2): einem Tabellenkopf (add-header) in 
dem der Ereignistypname mit angegeben wird, einer Zeile mit Attributbezeichnungen(add-
attributes) und mehrere Zeilen von Attributwerten, wobei hiervon jede Zeile für ein Ereignis und 
dessen Attributwerte steht. Zur Beschreibung des Entdeckungszeitpunktes beim Testen von 
zeitbasierten Funktionalitäten (timed-add-event) wird zusätzlich zu den Attributen ein virtuelles 
Attribut „:time“ mit in der Attributzeile (timed-add-attributes) definiert, und in den 
Ereignisausprägungen (timed-add-values) in dieser Spalte der Zeitstempel mit der 
Entdeckungszeit des jeweiligen Ereignisses angegeben. 
Wie in Kapitel 2.1.2 „Ereignisse“ beschrieben und in Kapitel 5.2 als DictionaryType modelliert 
wurde, besitzen Ereignisse z.T. auch Unterstrukturen, also nicht-skalare Attributwerte. Diese 
können z.T. nicht über eine Tabellenzeile abgebildet werden können. Daher wurde eine eigene 
Tabellen (add-reference) definiert, mit der es möglich ist Unterstrukturen in der Testbeschreibung 
abzubilden. Der Aufbau ist analog zu der bestehenden Eingabeereignis-Tabelle (add-event). Im 
Header dieser Tabelle (reference-header) ist jedoch die Angabe des Ereignistyps optional, da 
dieser zur Laufzeit im SUT ermittelt werden kann. Jede Zeile der spezifizierten Referenzen wird 
über ein virtuelles Attribut „:refId“ und der in dieser Spalte im Testfall eindeutigen Bezeichnung 
(reference-id) identifizert. Die reference-id wird in der Spezifikation eines Ereignisses als 
























add-event  =           add-header  
        CRLF2 add-attributes  
     1*(CRLF2 add-values) 
add-header =  COLSEP "add" COLSEP event-name  COLSEP  
add-attributes =  COLSEP *(attribute-name COLSEP ) 
add-values =  COLSEP *(attribute-value COLSEP )  
 
timed-add-event  =        timed-add-header  
      CRLF2 timed-add-attributes  
   1*(CRLF2 timed-add-values) 
timed-add-header  =  add-header  
timed-add-attributes =  COLSEP ":time" add-attributes  
timed-add-values  =  COLSEP  date-time add-values   
 
add-reference  =        reference-header  
      CRLF2 reference-attributes  
   1*(CRLF2 reference-values) 
reference-header  =  COLSEP "add"  COLSEP [event-name COLSEP]  
   "as reference" COLSEP  
reference-attributes =  COLSEP ":refId" add-attributes  
reference-values  =  COLSEP reference-id add-values   
reference-id  =  „$“ 1*(ALPHA / DIGIT / "-" / "_")  
Listing 5-4: ABNF-Notation zur Spezifikation von Eingabeereignissen (genereller Aufbau) 
5.3.3.4 Execute 
Wie in der Einführung beschrieben wird die Spezifikation der Eingabeereignisse (Add) von der 
Testausführung (Execute) getrennt. Mit der nicht-zeitbasierten Variante des execute-Kommandos 
(vgl. Listing 5-5) sollen alle Ereignisse in der Reihenfolge wie in der Testbeschreibung angegeben 
an das System übermittelt werden. Bei der Durchführung von zeitbasierten Tests (timed-execute) 
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sollen die Eingabeereignisse in der zeitlichen Reihenfolge (gemäß dem virtuellen Attribut „:time“) 
bis hin zu dem angegeben Zeitpunkt (date-time) eingefügt werden.  
1 
2 
execute  =  COLSEP "execute" COLSEP  
timed-execute =  COLSEP "execute until" COLSEP  date-time COLSEP 
Listing 5-5: ABNF-Notation zur Ausführung der Testeingaben 
5.3.3.5 Spezifikation von erwarteten Ergebnissen (Expect) 
Die EPTDL bietet zwei verschiedenen Möglichkeiten an, erwartete Ergebnisse zu überprüfen. 
Analog zur add-Tabelle können in der expect-Tabelle (expect-event) Ereignisse und deren 














expect-event =           expect-header  
        CRLF2 expect-cols  
     1*(CRLF2 expect-values) 
expect-not-event =           expect-not-header  
        CRLF2 expect-cols  
     1*(CRLF2 expect-values) 
 
expect-header =  COLSEP "expect" COLSEP  event-name COLSEP  
expect-not-header =  COLSEP "expect not" COLSEP  event-name COLSEP 
expect-cols =  COLSEP  1*(*(attribute-name ".") attribute-name COLSEP )  
expect-values =  COLSEP  1*([operation WSP] attribute-value COLSEP )  
operation  =  ">" / "<" / ">=" / "<=" / "not" / "empty" / "notempty" 
expect-count =  COLSEP "expect count" COLSEP  event-name COLSEP  *DIGIT COLSEP 
Listing 5-6: ABNF-Notation zur Spezifikation von erwarteten Ergebnissen 
Bei den Attributwerten (expect-cols) ist es hier möglich über eine Punkt-Notation (analog zu 
JSP-Expression Language75) auf Subattribute von nicht-skalaren Attributen zuzugreifen, z.B. 
„attribut1.subattribut2“. Zudem können weitere Operatoren bei den einzelnen Attributwerten 
angegeben werden, die bei der Überprüfung der potentiellen Ergebnisse angewendet werden. 
Die Auswertung der Ergebnisse erfolgt analog zum Einfügen zeilenbasiert. Im Folgenden soll die 
Überprüfung des Ergebnisses detailliert erläutert werden. Pro Zeile wird ein erwartetes Ereignis e‘ 
spezifiziert, welches gegen alle Elemente der Menge der Ergebnisereignisse E ={e1,e2, …,e|E|} , die 
während der Testdurchführung aufgetreten sind, geprüft werden muss. Zu jedem Ereignis e ϵ E 
gehört eine Menge von Attributen A ={a1,a2,…,a|A|}, die durch den Ereignistyp festgelegt sind und 
mit entsprechenden Attributwerten belegt sind. Zudem wurden für e‘ eine Menge von Attributen 
A‘ ={a1,a2,…,a|A‘|} zur Überprüfung spezifiziert, wobei gilt 𝐴´ ⊆ 𝐴. Die Überprüfung des 
Ergebnisses soll wahr sein, wenn folgendes gilt: 
∃e ϵ E ∀a ϵ A‘ : operation(ae,ae‘,op)                        (5.1) 
Die möglichen Operatoren, deren Bedeutung und die Zuordnung zu den Attributtypen auf deren 
Werte die Operation ausgeführt werden kann, werden in Tabelle 5-4 dargestellt. 
                                                          
75
 http://jcp.org/aboutJava/communityprocess/final/jsr245/, zuletzt abgerufen am 28.12.2016 
Lösungsansatz 
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Tabelle 5-4: Operatoren, Bedeutung und Gültigkeit für Attributtypen 
Operator (op) Bedeutung Attributtypen 
 a
e
 ist gleich a
e’




 kleiner als a
e’
 NumberType, DateType 
<= a
e
 kleiner als oder gleich a
e’
 NumberType, DateType 
> a
e
 größer als a
e’
 NumberType, DateType 
>= a
e
 größer als oder gleich a
e’
 NumberType, DateType 
not a
e









 ist belegt (ungleich null-Wert) StringType, NumberType, DateType, 
BoolType 
 
Analog zur Überprüfung des Vorhandenseins von Ereignissen gibt es eine Tabelle zum 
Überprüfen der Abwesenheit von erwarteten Ereignissen (expect-not-event, siehe Listing 5-6). 
Die Auswertung des Ergebnisses mit Hilfe der Operatoren entspricht dem der Negation von 
Formel (5.1) und wird in Formel (5.2) definiert. 
¬∃e ϵ E ∀a ϵ A‘ : operation(ae,ae‘,op)                        (5.2) 
Zusätzlich zum Überprüfen von Ereignissen mit Hilfe von detaillierten Attributwerten wurde 
ein Testkommando definiert, welches die Anzahl von aufgetretenen Ereignissen eines 
Ereignistypen zählt. Zeile 8 in Listing 5-6 definiert das expect-count-Kommando, bei dem als 
Parameter der Ereignisname sowie die erwartete Anzahl mitgegeben wird.  
5.3.4 Zusammenfassung 
Die Testbeschreibungssprache EPTDL wurde mit dem Ziel entwickelt, funktionale Testfälle 
anwenderorientiert spezifizieren zu können. In Form von Test-Tabellen werden Eingabeereignisse 
und erwartete Ergebnisse spezifiziert. Mit Hilfe von Testkommandos werden relevante Punkte in 
Testbeschreibungen beschrieben. Anhand von zusätzlichen virtuellen Attributen und Parametern 
ist es möglich komplexe Ereignisse mit Unterstrukturen zu und zeitbasierte Testfälle zu 
spezifizieren. Tabelle 5-5 zeigt die Testtabellen und –kommandos im Überblick und ordnet sie den 
Testphasen zu. 
Tabelle 5-5: Testtabellen und -kommandos im Überblick 





Kommando, welches den Start des Testfalls 
beschreibt 
add add-Tabelle add-event,  
timed-add-event  
Tabelle zur Spezifikation von Eingabeereignissen 
mit und ohne Entdeckungszeitpunkt 
add reference-Tabelle add-reference Tabelle zur Spezifikation von Referenzen für den 
Einsatz bei add- bzw. expect-Tabellen 
expect expect-Tabelle expect-event/ 
expect-not-event 


















5.4 BETRACHTUNG STATISCHER UND DYNAMISCHER ASPEKTE 
Wie aus dem Schichtenmodell des Lösungsansatzes in Kapitel 5.1 hervorgeht, werden für 
diese Arbeit zwei relevante Schnittstellen benötigt. Abbildung 5-4 zeigt den Ansatz in Form eines 
Komponentenmodell. Konzeptionell gesehen ist der Test Client ein eigenständiges System, 
welches generelle Testfunktionalitäten bereitstellt und z.B. durch ein ATDD-Werkzeug 
repräsentiert werden könnte. Eine der spezifischen Aufgaben des Test Clients ist das 
Interpretieren des Testfalls. Dazu gehört das Einlesen des Testfalls sowie die Zuordnung der 
Testtabellen, Testkommandos und den enthaltenen Daten zum Ereignismodell und den von der 
Test Engine bereitgestellten Schnittstellen-Funktionalitäten. Hierzu ist im Test Client die 
Komponente EPFixture vorgesehen. Diese verbindet sich mit der Schnittstelle der Test Engine und 
ruft die entsprechenden Funktionalitäten auf. Eine zweite Schnittstelle wird von der EP-Driver-
Komponente angeboten, die strukturell einer EP-Engine zugeordnet ist und je nach 
Implementierung innerhalb (wie in Abbildung 5-4 ist dargestellt) oder außerhalb der 
Systemgrenzen der EP-Engine angesiedelt werden kann. Diese beiden Schnittstellen sollen im 
Folgenden hinsichtlich statischer und dynamischer Aspekte betrachtetet werden. 
 
 
Abbildung 5-4: UML-Komponentendiagramm zur Darstellung der Schnittstellen 
5.4.1 Statische Sicht 
5.4.1.1 Erweiterung des Ereignisinstanzmodells zur Abbildung von testrelevanten Merkmalen 
Wie aus der Konzeption der Testbeschreibungssprache hervorgeht, werden den 
Eingabeereignissen über das virtuelle Attribute „:time“ jeweils ein Zeitstempel zugeordnet. Bei 
der Spezifikation der erwarteten Ergebnisse können zudem Operatoren angegeben werden. Um 
diese Information an das Test Engine zu übertragen, muss das Ereignismodell für die Schnittstelle 
zwischen Test Client und Test Engine erweitert werden. Abbildung 5-5 visualisiert die 
Anpassungen. Das ClientEvent beinhaltet zusätzlich zur Klasse Event einen Zeitstempel (String), 
der die Entdeckungszeitpunkt darstellt. Zur Übertragung von Operatoren in erwarteten 
Ergebnissen wird zudem die Klasse AtomicValue weitervererbt. Die Klasse OperatorAtomicValue 
beinhaltet neben dem Wert des Attributs nun auch den Operator (String). Das Ereignistypmodell 
ist von diesen Anpassungen nicht betroffen. Zudem sind die hier hinzugefügten Klassen nur für 













Abbildung 5-5: Erweiterung des Ereignismodells für die Test Engine-Schnittstelle 
5.4.1.2 Modellierung der Schnittstellen 
Nach der Beschreibung der Erweiterungen am Ereignismodell soll im Folgenden auf die 
angebotenen Funktionalitäten der Schnittstellen eingegangen werden. Abbildung 5-6 visualisiert 
die Schnittstellen mit Hilfe des UML-Klassendiagramms. An dieser Stelle wird die statische Sicht 
beschrieben, eine detaillierte Betrachtung der dynamischen Aspekte findet im Folgenden 
Unterkapitel statt. 
Test Engine 
Die Schnittstelle Test Engine beinhaltet Methoden zur Ansteuerung von Testfunktionalität. Sie 
orientiert sich an dem Fünf-Phasen-Modell, welches bereits beim Aufbau eines Testfalls in Kapitel 
5.3.2 erläutert wurde. Zur Initialisierung des Tests werden zwei Varianten der Methode startup 
angeboten, mit und ohne Parameter zur Bestimmung des Systemzeitpunktes. Mit addEvent 
werden Ereignisse an die Test Engine übergeben, als Parameter wird hier ein Objekt der zuvor 
erläuterten Klasse ClientEvent erwartet. Analog zu startup gibt es zwei Methodenvarianten 
execute zur Ausführung der Testeingaben. Die Methode checkEventExists überprüft ob ein 
Ereignis in der Ereignismenge existiert, welches dem übergebenen Objekt der Klasse ClientEvent 
im Parameter entspricht. An dieser Stelle kommt auch die Klasse OperatorAtomicValue zum 
Einsatz, um bei der Überprüfung einzelner Attribute Operatoren zu aktivieren. Das Antwortobjekt 
ist ein boolscher Wert: wahr, wenn ein Ereignis gefunden wurde, sonst falsch. Die Methode 
countEvents kann als Variante von checkEventExists gesehen werden. Hier wird gezählt, wie viele 
Ereignisse in der Ergebnismenge vorhanden sind, die dem erwarten Ergebnis (ClientEvent) 
entsprechen. Die Methode shutdown markiert das Ende des Testfalls. Das Qualitätsziel der 
Modularität und Portabilität fordert die Trennung zwischen Testbeschreibungssprache und 
Testfunktionalität. Um die Darstellung der Datentypen trennen zu können, bietet die Test Engine 
den Zugriff auf das Ereignistypmodell. Mit diesen Informationen kann ein Test Client die 
notwendigen Konvertierungen durchführen, wenn die Sprachdefinition erweiterte Darstellungen 









checkEventExists(ClientEvent event) : boolean
getSchema() : EventTypeLibrary
countEvents(ClientEvent event) : int
 
Abbildung 5-6: UML-Klassendiagramm – Schnittstellendefinition Test Engine 
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Tabelle 5-6 zeigt die Zuordnung der relevanten Syntaxelemente der EPTDL zu den 
Schnittstellenaufrufen der Test Engine auf. Bei der reference-Tabelle ist kein Schnittstellenaufruf 
zugeordnet, da diese nur intern (im Test Client) verarbeitet wird. 
Tabelle 5-6: Zuordnung der EPTDL-Notationselementen zu den Schnittstellenaufrufen 







add add-Tabelle add-event,  
timed-add-event  
addEvent() 

















Die Schnittstelle der EP-Driver Komponente stellt einen produktunabhängigen Zugriff auf die 
eigentlichen Funktionalitäten der EP-Engine bereit. Mit startup wird die angebundenen EP-Engine 
in einen initialen Zustand gesetzt. Bei Angabe des Zeitpunkts wird die von der EP-Engine 
verwendete Uhr auf den entsprechenden Zeitpunkt gesetzt. Über enqueEvent wird ein Objekt der 
Klasse Event in die Verarbeitungswarteschlange der EP-Engine eingereiht. Mit progressTime wird 
die interne Uhr der EP-Engine bis auf den gegeben Wert fortgeführt. Mit shutdown wird die EP-
Engine wieder in einen Initialzustand gesetzt und Auswirkungen von Testfällen zurückgesetzt. 
Über awaitTermination kann der Zustand der Terminierung der EP-Engine abgefragt werden. 
Dieser Mechanismus wird in Kapitel 5.5 detaillierter betrachtet. Mit registerListener und 
unregisterListener kann gemäß dem Publish-Subscribe-Prinzip ein EventListener am EP-Driver 













onNewEvent(Event event)awaitTermination(long numberSent): long
 
Abbildung 5-7: UML-Klassendiagramm – Schnittstellendefinition Test Engine 
Mit Hilfe von produktspezifischen Implementierungen soll das Testsystem an verschiedene EP-
Realisierungen angebunden werden können. Abbildung 5-8 visualisiert das Konzept. Für die 








Abbildung 5-8: UML-Klassendiagramm – EP-Driver Vererbungskonzept 
5.4.2 Ablauf der Testausführung 
Nach der statischen Betrachtung des Ereignismodells, sowie der Schnittstellen der einzelnen 
Komponenten soll in diesem Abschnitt der Fokus auf die dynamischen Abläufe gelegt werden.  
Hierzu werden Sequenzdiagramme und Aktivitätsdiagramme aus der Modellierungssprache 
UML verwendet[129]. Aktivitätsdiagramme werden verwendet, um prozedurale 
Verarbeitungsaspekte darzustellen. Innerhalb eines Diagrammes werden Arbeitsschritte 
(Aktionen) einer Aktivität über Kontroll- und Datenflüsse miteinander verknüpft dargestellt. Mit 
Sequenzdiagrammen ist es möglich das dynamische Verhalten von Komponenten bzw. Klassen, 
deren Aufrufe und das zeitliche Verhalten darzustellen. Zusätzlich können synchrone Aufrufe 
(ausgefüllte Pfeilspitze), Rückgabewerte (gestrichelter Pfeil), sowie asynchrone Nachrichten 
(durchgehender Pfeil, einfache Pfeilspitze) visualisiert werden.  
5.4.2.1 Trennung zwischen Ereignisspezifikation und Ereignisübermittlung 
Eine zentrale Architekturentscheidung betrifft die Verwaltung der spezifizierten 
Eingabeereignisse und die Übermittlung der Ereignisse an das SUT. Beim Design des Systems 
wurden diese Aktionen voneinander getrennt, was in den Schnittstellenaufrufen addEvent bzw. 
execute der Test Engine führte. Hintergrund dieses Mechanismus war die damit gewonnen 
Freiheit, die in den Testfällen spezifizierten Eingabeereignisse auch mit einer anderen Sortierung, 
außer der zeitlichen, im Testfall aufzuführen. Die Eingabeereignisse werden mit dem 
Schnittstellenaufruf addEvent lediglich für die tatsächliche Durchführung in einem zentralen 
Speicher abgelegt. Abbildung 5-9 visualisiert den Ereignisfluss in Form eines Aktivitätsdiagramms. 
Nach dem Start des Testfalls mit Startup, werden Eingabeereignisse (ClientEvent) hinzugefügt und 
in einem Puffer (In-Event Storage) abgelegt. Mit dem Aufruf execute werden die Ereignisse aus 
dem Puffer ausgelesen, sortiert und an das SUT gesendet (Outgoing Event). Bei zeitbasierten 
Testfällen wird zusätzlich die Zeit im SUT fortgeschritten. Die Sortierung der Ereignisse bei 
zeitbasierten Tests erfolgt also anhand des explizit definierten Entdeckungszeitpunkts. Bei 
normalen Tests wird die Sortierung der Eingabe über addEvent beibehalten. Während der 
Durchführung des Tests werden vom SUT neue Ereignisse erstellt und an die Test Engine 
übermittelt (Incoming Event). Diese werden in einer Ergebnisdatenbank (Result Storage) für die 
darauffolgende Überprüfung der erwarteten Ergebnisse (execute) abgelegt. Mit shutdown wird 
der Test beendet.  
128 
 
Abbildung 5-9: UML-Aktivitätsdiagramm zur Erläuterung des Ereignisflusses (vereinfachte Darstellung) 
5.4.2.2 Testausführung ohne Zeitbezug 
Im Folgenden soll auf das zeitliche Verhalten der Testausführung und das Zusammenspiel der 
definierten Komponenten eingegangen werden. Als einfachere Variante soll zunächst die 
Testausführung von Testfällen ohne Zeitbezug dargestellt werden. Abbildung 5-10 zeigt das 
Sequenzdiagramm in einer vereinfachten Darstellung. Die Sequenz beginnt mit dem synchronen 
Aufruf von startup an der Test Engine durch den Test Client. Dieser Aufruf wird weitergeleitet an 
den EP-Driver. Zusätzlich wird am EP-Driver der EventListener registriert. Im Folgenden werden 
die spezifizierten Eingabeereignisse an die Test Engine übermittelt (addEvent-Methode im loop-
Fragment), jedoch noch nicht an den EP-Driver weitergeleitet. Erst mit dem Aufruf von execute 
durch den Test Client beginnt die Test Engine mit dem Einreihen der Ereignisse (enqueue) über 
den EP-Driver. Hier können mehrere Ereignisse eingereiht werden, siehe hierzu das loop-
Fragment. Mit dem par-Fragment wird angedeutet, dass während des Einreihens auch schon 
Ergebnisereignisse übermittelt werden können. Hier also keine zeitliche Beschränkung besteht 
und Nebenläufigkeit zugelassen wird. Es wird darauf hingewiesen, dass die 
Ereigniskommunikation asynchron abläuft. Nach Senden und Empfangen von Ereignissen werden 
über eine Reihe von checkEventExists-Anfragen die erwarteten Ergebnisse überprüft. Nach der 
Überprüfung der Ergebnisse wird das shutdown-Kommando ausgeführt und im Rahmen dessen 





Abbildung 5-10: UML-Sequenzdiagramm – Ablauf eines Tests ohne Zeitbezug (vereinfachte Darstellung) 
5.4.2.3 Zeitbasierte Tests 
Analog zur Ausführung eines Testfalls ohne Zeitbezug wird in Abbildung 5-11 der Verlauf beim 
zeitbasierten Testen vereinfacht dargestellt. Die relevanten Unterschiede werden nun diskutiert. 
Entsprechend der Methodenbeschreibung werden im Rahmen des zeitbasierten Testens die 
Zeitstempel als Parameter in den Methoden startup und execute mit übergeben. Die 
Entdeckungszeitstempel der einzelnen Ereignisse sind in der Klasse ClientEvent mit abgebildet 
und daher nicht im Sequenzdiagramm sichtbar. Mit dem startup Aufruf an den EP-Driver wird das 
SUT auf den angegebenen simulierten Zeitpunkt gesetzt. Durch execute wird das Einfügen der 
Ereignisse gestartet und der Zielzeitpunkt des Testlaufs übergeben. Im Folgenden wird für jeden 
Zeitpunkt, für den Ereignisse spezifiziert wurden, das SUT über progressTime auf den spezifischen 
Zeitpunkt gesetzt und danach die entsprechenden Ereignisse über enqueueEvent in die 
Warteschlange eingereiht. Sind alle Ereignisse eingereiht wird das SUT auf den Zielzeitpunkt 
gesetzt. Danach startet analog zur Testausführung ohne Zeitbezug das Überprüfen der 
erwarteten Ergebnisse, sowie das Abschließen des Tests (shutdown).  
130 
 
Abbildung 5-11: UML-Sequenzdiagramm – Ablauf eines Tests mit Zeitbezug (vereinfachte Darstellung) 
Da die Darstellungen des Verhaltens bei einem Testlauf mit Zeitbezug mit Hilfe des 
Sequenzdiagramms nur bedingt geeignet ist, sollen die relevanten Stellen zusätzlich mit Hilfe von 
Algorithmen in Pseudocode verdeutlicht werden. 
Listing 5-7 zeigt den Algorithmus der execute-Methode der Komponente Test Engine als 
Pseudocode. Gegeben sei eine Sammlung von Eingabeereignissen EREIGNISSE, die in der 
korrekten zeitlichen Reihenfolge sortiert sind. Beim Aufruf der Methode wird die Zielzeit 
übergeben. Es wird über eine Schleife über die Ereignisse iteriert. Für jedes Ereignis wird 
überprüft, ob der zugeordnete Entdeckungszeitpunkt einen neuen Wert angenommen hat. Wenn 
ja, wird vor dem Einreihen des Ereignissen die Zeit im SUT über progressTime gesetzt und sich 
dieser Zeitpunkt in der Variable zeitpunkt für den späteren Vergleicht gespeichert. Nachdem alle 















 for  EREIGNIS  to EREIGNISSE 
  if(zeitpunkt<>EREIGNIS.zeitpunkt) 
   progressTime(EREIGNIS.zeitpunkt) 
   zeitpunkt=EREIGNIS.zeitpunkt 
  end if 
 
  enqueueEvent(EREIGNIS) 
 end for 
progressTime(zielzeit) 
end 




Aufgrund der vereinfachten Darstellungen werden verschiedene relevante Aspekte 
abstrahiert. So beinhalten die zeitliche Entkopplung durch die asynchrone Verarbeitung von 
Ereignissen und das Setzen bzw. Fortschreiten der simulierten Zeit die Herausforderung den 
Zeitpunkt zu bestimmen, an dem die Ergebnisüberprüfung vorgenommen werden kann. Diese 
Herausforderung wird im nächsten Kapitel betrachtet. 
5.5 TERMINIERUNGSERKENNUNG 
Die Erkennung der Terminierung von verteilten Systemen ist eine klassische und viel 
untersuchte Problemstellung der Informatik. Durch den asynchronen Verarbeitungsmechanismus 
in EP-Systemen wird eine zeitliche Entkopplung von Ereignisproduzenten und 
Ereigniskonsumenten erreicht. Hinsichtlich der Durchführung von Testfällen, im Speziellen der 
Überprüfung der Ergebnisse, ergibt sich die Herausforderung, dass ein Sender kein Wissen 
darüber besitzt, ob sein übermitteltes Ereignis schon vollständig verarbeitet wurde. Der Sender 
muss sich nach einer gewissen Zeit mit dem SUT neu synchronisieren.   
5.5.1 Motivation 
Zur Verdeutlichung der Problemstellung wird vorerst ein fehlerfreier Ablauf ohne Verwendung 
einer Terminierungserkennung dargestellt. Im Anschluss werden Problemstellung hinsichtlich der 
Asynchronität aufgezeigt und damit die Notwendigkeit der Terminierungserkennung diskutiert.  
5.5.1.1 Fehlerfreier Ablauf ohne Terminierungserkennung 
Abbildung 5-12 visualisiert einen fehlerfreien Ablauf. Hierbei wird zur Vereinfachung von 
einem Testfall ohne die Behandlung der simulierten Zeit ausgegangen. Durch das Kommando 
startup werden die entsprechenden Methoden der Schnittstellen von Test Engine und EP-Driver 
aufgerufen und das System in einen initialen Zustand versetzt. Daraufhin werden zwei Ereignisse 
vom Test Client an die Test Engine übermittelt. Mit dem Aufruf execute beginnt die Test Engine 
mit der Registrierung eines Listeners beim EP-Driver. Über einen Callback-Mechanismus sollen 
hier neu erstellte Ereignisse im EP-System an die Test Engine übertragen. An dieser Stelle wird 
darauf hingewiesen, dass zu diesem Zeitpunkt noch keine Technologieentscheidungen 
hinsichtlich der Kommunikationsinfrastruktur getroffen wurden. Es wird im Folgenden lediglich 
davon ausgegangen, dass die Übertragung der Eingabe- und Ergebnisereignisse asynchron von 
statten geht.  
Nach der Registrierung werden zwei Eingabeereignisse asynchron an den EP-Driver 
übermittelt und dort an das EP-System weitergeleitet (nicht im Bild). Die synchrone Anfrage 
execute aus dem Test Client wird an dieser Stelle bestätigt. Während der Ausführung werden 
zwei Ereignisse (e1,e2) vom EP-Driver an die Test Engine übermittelt. Über checkEventExists fragt 
der Test Client ab, ob ein entsprechendes Ereignis (e2) als Ergebnis vorhanden ist. Daraufhin wird 
über shutdown das Ende des Testfalls bekannt geben. Die Test Engine trennt den Listener vom 





Abbildung 5-12: UML-Sequenzdiagramm zu einem fehlerfreien Ablauf ohne Terminierungserkennung 
Das Beispiel verdeutlicht einen optimalen zeitlichen Ablauf der Kommunikation hinsichtlich 
des Ziels eines Testlaufs, der korrekten Überprüfung des erwarteten Ergebnisses. 
5.5.1.2 Fehlerbehafteter Ablauf durch fehlende Terminierungserkennung 
Aufgrund der asynchronen Kommunikation bei der Übertragung (und internen Verarbeitung) 
von Ereignissen können verschiedene Problemstellungen auftreten, die im Folgenden anhand von 
Beispielen diskutiert werden sollen. Abbildung 5-13 zeigt ein Szenario bei dem ein falsch-
negatives bzw. falsch-positives Ergebnis eintreten kann. Hier beginnt die Betrachtung bei der 
Ausführung der execute-Methode. Nach Registrierung des Listeners und des Einfügens der 
einzelnen Ereignisse wird der execute-Aufruf beantwortet. Zu diesem Zeitpunkt, kann es sein, 
dass der EP-Driver bzw. das SUT noch nicht alle Ereignisse empfangen und/oder verarbeitet hat. 
Im Beispiel ist der zweite enqueueEvent Ablauf noch im Kommunikationssystem. Als Ergebnis 
werden wieder zwei Ereignisse erstellt, die zeitlich entkoppelt an die Test Engine übermittelt 
werden. In diesem Fall startet der Test Client die Abfrage zu früh. Das zu überprüfende 
Ergebnisereignis wurde zwar im SUT erstellt, jedoch noch nicht an die Test-Engine übermittelt. 
Die Überprüfung liefert also ein inkorrektes Ergebnis. Bei der Prüfung des Vorhandenseins des 
Ereignisses (e2) würde die zu frühe Abfrage zu einem falsch-negativen Ergebnis führen. Bei einer 
der zweiten Überprüfung würde ein wahr-positives Ergebnis liefern. Die Abfrage der Ergebnisse 





Abbildung 5-13: UML-Sequenzdiagramm zu einem fehlerbehafteten Ablauf ohne Terminierungserkennung 
5.5.2 Verwandte Konzepte 
Die Terminierungserkennung (Distributed Termination Detection - DTD)in verteilten Systemen 
ist ein sehr bekanntes und vielfältig betrachtetes Problem der Informatik. Seit den ersten 
Veröffentlichungen zu diesem Thema von Dijkstra & Scholten [130] sowie Francez [131] wurden 
Lösungen zu unterschiedlichen Konfigurationen von verteilten Systemen veröffentlicht [132]. Das 
grundlegende Modell besteht aus mehreren verteilten Knoten, die über Nachrichten miteinander 
kommunizieren können. Die Nachrichten benötigen eine beliebige, jedoch endliche Zeit auf dem 
Kommunikationsweg. Die Knoten können in zwei Status sein: aktiv und passiv. Im Startzustand 
sind alle Knoten außer dem initiierenden Knoten im passiven Zustand. Der initiierende Knoten 
versendet eine Nachricht. Sobald ein Knoten die Nachricht empfängt wechselt er in den aktiven 
Zustand und führt eine Berechnung aus. Nach Beendigung der Berechnung wechselt der Knoten 
in den passiven Zustand. Im aktiven Zustand kann der Knoten weitere Nachrichten an andere 
Knoten versenden und diese aktivieren. Der Zustandsübergang von passiv zu aktiv kann also nur 
über Nachrichten erfolgen. Ist der Knoten in einem passiven Zustand kann er keine Nachrichten 
versenden. Ein verteilter Prozess gilt als terminiert, wenn alle Knoten im passiven Zustand sind 
und keine Nachricht in Transit ist, also im Kommunikationssystem zu einem anderen Knoten 
übertragen wird. Zur Bestimmung der Terminierung können sog. Kontrollnachrichten versendet 
werden. Mit diesen können Informationen aus den Knoten gesammelt werden, um die 
Terminierung festzustellen. Das Kommunikationssystem kann jedoch nicht direkt abgefragt 
werden. Kontrollnachrichten haben keinen Einfluss auf den Zustand der Knoten. Die 
Informationen aus den Kontrollnachrichten werden in Terminierungserkennungsalgorithmen 
verwendet. Die Terminierungserkennung behandelt Problemstellungen, wie das Fehlen von 
globalen Status sowie inkonsistente Zeitschnitte. Eine abstraktere Bezeichnung zu dieser 
Problematik ist Global Quiescence (globale Stille)  [132]–[134].  
Verschiedene Ansätze zur Bestimmung der Terminierung wurden in der Literatur diskutiert, 
z.B. wellen- und kreditbasierte Algorithmen, sowie die Annahme von Baumstrukturen im Sinne 
von Vater-Kind-Beziehungen zwischen Knoten [132], [135]. Wellenbasierte Algorithmen senden 
Kontrollnachrichten zu allen Knoten und Zählen die ein- und ausgehenden Nachrichten. Hierzu 
wird jedoch mindestens eine zweite Zählrunde (zweite Welle) benötigt, um potentielle 
Änderungen bereits betrachteter Knoten durch Nachrichten aus dem Kommunikationssystem 
feststellen zu können. Hierzu wurden z.B. Markierungen gesetzt, mit denen festgestellt wurde, ob 
seit der letzten Runde der Knoten aktiviert wurde.  
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5.5.3 Lösungsansatz und Algorithmus 
Wie bereits in der Motivation ersichtlich handelt es sich bei dem zu betrachtenden relevanten 
Komponenten um ein verteiltes System mit zwei Knoten: Der Test Engine, sowie dem SUT (bzw. 
dem EP-Driver als Vertreter des SUT), in dem die Funktionalität bereitgestellt werden soll. Diese 
verwenden einen asynchronen Kommunikationsmechanismus, um Ereignisnachrichten 
auszutauschen. Es wird davon ausgegangen, dass keine Nachrichten verloren gehen und 
Nachrichten eine endliche, aber beliebige Zeit auf dem Kommunikationsweg benötigen. Die Test 
Engine sendet die Eingabeereignisse. Diese aktivieren das SUT und starten eine Berechnung, die 
wiederum eine endliche, aber beliebige Zeit benötigt. Während der Berechnung können 
wiederum Ereignisse entstehen, die zur Test Engine zurückgesendet werden. Nach der 
Berechnung wechselt das SUT in den passiven Zustand Die Test Engine wird durch eintreffende 
Ereignisse nicht weiter aktiviert, wechselt also nach dem Absenden der Eingabeereignisse in den 
passiven Zustand. Die Verarbeitung gilt als terminiert, wenn beide Knoten im Zustand passiv sind 
und keine Nachrichten mehr im Kommunikationsweg sind. Es soll darauf hingewiesen werden, 
dass diese Annahme nur gültig für den Einsatz einer simulierten Zeit ist. Bei einer realen Zeit 
könnte das SUT aufgrund des kontinuierlichen Zeitfortschritts jederzeit neu aktiviert werden. Der 
Zustand der Terminierung wäre also nur beschränkt, bis zum nächsten Aktivierungszeitpunkt, 
gültig. Im Folgenden wird jedoch angenommen, dass eine simuliert Zeit verwendet wird, und eine 
Terminierung (innerhalb eines Zeitpunkts) bestehen bleibt. 
Als Lösungsansatz wird ähnlich zu einem Wellenalgorithmus das Zählen von Nachrichten 
eingesetzt. Es werden die eintreffenden und versendeten Ereignisse gezählt. Werden fehlende 
Nachrichten entdeckt wartet der jeweilige Empfänger auf die restlichen Nachrichten. Abbildung 
5-14 visualisiert den Ansatz an dem in der Motivation verwendeten Beispiel. Seitlich zum Ablauf 
des Nachrichtenaustauschs wird der jeweilige Zählerstand der versendeten (S) und empfangenen 
Nachrichten (R) für beiden Kommunikationspartner dargestellt. Die Test Engine wird durch den 
Test Client (nicht in der Abbildung) zur Ausführung des Testlaufs über execute aufgefordert. Die 
Test Engine sendet die Ereignisse asynchron an den EP-Driver und nach dem Absenden eine 
Terminierungsanfrage (awaitTermination) wobei als Parameter die Anzahl der gesendeten 
Nachrichten mit übertragen wird. Beim Eintreffen der Terminierungsanfrage wartet der EP-Driver 
bis alle Eingabeereignisse eingetroffen sind und das SUT die Bearbeitung abgeschlossen hat. 
Danach sendet der EP-Driver die Statistik der eingetroffenen und versendeten Ereignisse an die 
Test Engine. Hier wird final überprüft ob die alle Ereignisse vom EP-Driver auch in der Test Engine 




Abbildung 5-14: Sequenzdiagramm Terminierungserkennung, Warten auf Eingabeereignisse 
Abbildung 5-15 visualisiert den Fall, wenn noch nicht alle Ergebnisereignisse eingetroffen sind. 
Nach Übermittlung der drei Eingabeereignisse wird die Terminierungserkennung gestartet. Bei 
der Rückgabe der Werte wird in der Test Engine deutlich, dass noch nicht alle Ergebnisereignisse 
eingetroffen sind. Es wird daraufhin so lange gewartet, bis die fehlenden Nachrichten 
eingetroffen sind.  
 
Abbildung 5-15: Sequenzdiagramm Terminierungserkennung, Warten auf Ergebnisereignisse 
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5.5.4 Fazit 
Die Terminierungserkennung ist ein zentraler Bestandteil zur Realisierung deterministischer 
Tests. Im Vergleich zu den verwandten Arbeiten der Terminierungserkennung fällt der hier 
benötigte Algorithmus einfach aus, da in dem betrachteten Fall nur zwei Knoten existieren und 
davon nur ein Knoten (das SUT) durch Nachrichten aktiviert werden kann. Die Test Engine 
wechselt nach dem Absenden der Eingabeereignisse in den Status passiv und wird nicht mehr 
aktiviert. Daher muss nur auf den passiven Zustand des SUT, sowie der vollständigen 
Übermittlung der Ereignisse geprüft werden. Die Terminierungsanfrage wird hier als synchrone 
Kommunikation dargestellt, könnte aber auch über asynchrone Kommunikation abgebildet 
werden. Es werden auf jeden Fall nur zwei Nachrichten benötigt, da die Anzahl der gesendeten 
Ereignisse der Test Engine sich nicht mehr ändert und somit die Rückgabe der 
Terminierungsanfrage warten kann bis alle Eingabeereignisse eingetroffen und verarbeitet 
wurden. 
5.6 INTERPRETATION DER ERGEBNISSE UND DISKUSSION 
In diesem Kapitel wurden die Lösungsstrategien zur Abdeckung der Anforderungen der 
Qualitätsziele Funktionale Eignung und Modularität betrachtet. Im Folgenden sollen relevante 
Aspekte diskutiert und Limitationen aufgezeigt, sowie Implikationen auf Wissenschaft und Praxis 
dargestellt werden. 
5.6.1 Ergebnisse 
Das Ereignistypmodell orientiert sich an der verwandten Arbeit von [15], abstrahiert jedoch 
Aspekte, die im Sinne des funktionalen Testens vernachlässigbar sind, wie z.B. 
Vererbungshierarchien. Zudem werden lediglich drei atomare Datentypen (Zahlenwerte, 
Zeichenketten und Boolsche Werte) als mögliche Typen vorgeschlagen. In der Instanziierung der 
Ereignisse werden die übertragenen Werte als Zeichenketten kodiert. Dies entspricht dem Stand 
der Technik, so werden z.B. beim Austauschformat JSON entsprechende Konvertierungen 
vorgegeben76. Das hier vorgeschlagene Format ist daran angelehnt. Dabei ist die konkrete 
Umsetzung der Schnittstelle und des Austauschformats an sich jedoch freigestellt. 
Die Testbeschreibungssprache ETPDL lehnt sich an die tabellarische Syntax von ATDD-
Werkzeugen an und stellt Test-Tabellen und –Kommandos zur Verfügung, um funktionale 
Testfälle für ereignisverarbeitende Anwendungen zu spezifizieren. Ähnlich zum Stand der 
Technik, repräsentiert durch das Framework SbFit des EP-Produkts TIBCO Streambase, werden 
Testtabellen zum Spezifizieren von Eingabe- und erwarteten Ereignissen angeboten. Darüber 
hinaus erlaubt es die EPTDL komplexere Ereignisse mit verschachtelten Attributstrukturen und 
Listen als Attributen zu spezifizieren. Hinsichtlich der Spezifikation von Testfällen für zeitbasierte 
Testfälle integriert die EPTDL die Angabe von relevanten Zeitpunkten Start und Ende des Testlaufs 
sowie den Entdeckungszeitpunkten der Ereignisse direkt in die entsprechenden Sprachelemente. 
Diese Möglichkeit ist im Stand der Technik bisher nicht vorgesehen. Nur mit Angabe dieser 
Zeitpunkte ist das Testen von zeitbasierte Funktionalität möglich. Sie werden vor allem für den 
Einsatz einer simulierten Zeit benötigt, welcher auf Unit-Test-Ebene von Herstellern zwar 
vorgesehen ist jedoch auf dieser Ebene nicht angebunden wird. Da im Rahmen von zeitbasierten 
Tests auch die Abwesenheit von Ereignissen ein relevantes Testergebnis darstellt, bietet die 
EPTDL im Gegensatz zu den verwandten Arbeiten hierfür entsprechende Sprachelemente an. 
                                                          
76
 http://www.json.org/, zuletzt abgerufen am 22.04.2016 
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Der Lösungsvorschlag hinsichtlich der technischen Architektur umfasst, angelehnt an die 
Arbeiten des Projektes BiCEP drei Schichten. Das ATDD-Werkzeug, ein Testsystem, sowie eine 
Treiberkomponente. Diese Schichten sind als autarke Systeme ausgelegt, welche über ein 
Netzwerk über klar definierte Schnittstellen miteinander kommunizieren können. Diese 
Architektur beinhaltet die Möglichkeit die verschiedenen Schichten als Dienste in 
dienstorientierten Umgebungen zu realisieren. Dabei ist ausschlaggebend, dass der Dienst über 
eine Schnittstelle in einem Netzwerk zur Verfügung gestellt wird. So könnte ein 
ereignisverarbeitendes System, neben den Schnittstellen zum Betrieb der produktiven 
Anwendungen, eine entsprechende Testschnittstelle im Sinne des EP-Drivers zur Verfügung 
stellen, welche von verschiedenen Testebenen (Unit-Tests, Last-Tests, Abnahmetests) verwendet 
werden könnte. Als höherwertiger Testdienst könnte ein Dienst im Sinne der Test Engine 
bereitgestellt werden. Diese kann neben ATDD-Werkzeugen auch für Testwerkzeugen im Sinne 
des modellbasierten Testens verwendet werden. Der schichtenorientierte Aufbau unterstützt die 
Modularität und die Portabilität des Systems. Obwohl das FinCos-Framework des Projekts BiCEP 
eine ähnliche Trennung vornimmt, betrachtet es lediglich Lasttestszenarien und vernachlässigt 
die Steuerung der EP-Engine mittels simulierter Zeit und ermöglicht somit nicht das explizite 
Testen von zeitbasierten Funktionalitäten. Zudem werden keine expliziten Schnittstellen zur 
Überprüfung erwarteter Ereignisse angeboten und Ereignisse können nur eine flache Struktur 
abbilden [87], [91].  
Ein weiterer relevanter Lösungsansatz liegt in der Terminierungserkennung. Da das 
Gesamtsystem, und im Besonderen das Testsystem und das EP-System, über asynchrone 
Nachrichten kommunizieren, ist eine Synchronisierung und Erkennung der Terminierung nötig. 
Die Terminierung ist erfolgt, wenn alle Systeme im Ruhezustand sind und kein Ereignis mehr in 
Transit ist. Erst wenn diese Eigenschaften erfüllt sind, kann mit der Überprüfung der erwarteten 
Ergebnisse begonnen werden. Ansonsten ist es möglich sowohl falsch-positive, als auch falsch-
negative Ergebnisse zu erhalten. Ein entsprechender Ansatz ist in den verwandten Arbeiten nicht 
diskutiert worden und auch in den Umsetzungen im Rahmen einer Codeanalyse, soweit möglich, 
nicht ersichtlich. SbFit setzt anstelle einer Terminierungserkennung einen Timeout-Mechanismus 
ein, der jedoch bei Verzögerungen zu Fehlern führen kann und bei der Überprüfung der 
Abwesenheit von Ereignissen immer die volle Zeitspanne abwarten müsste. Der Ansatz war daher 
für diese Arbeit nicht geeignet. 
5.6.2 Limitationen 
Der Lösungsansatz verfügt über Limitationen, die im Folgenden aufgezeigt werden sollen. 
Generell ist davon abzusehen, dass ATDD nicht zur vollständigen Verifikation und Validierung 
eines Systems geeignet ist. Vielmehr müssen je nach Anwendungsszenario und Systemarchitektur 
unterschiedliche Qualitätssicherungsmaßnahmen vorgenommen werden. Hierzu zählen, wie 
bereits in Abschnitt 2.1.1.1 verdeutlicht, eine Kombination von konstruktiven und analytischen 
Qualitatssicherungsansätzen. Vielmehr verfolgt der Lösungsansatz das Ziel ATDD auch im Bereich 
der EP-Anwendungsentwicklung zu ermöglichen. 
Eine wesentliche Limitation liegt in der Anwendung einer simulierten Zeit in Kombination mit 
der Terminierungserkennung. Gemäß dem gewählten Kommunikationsablauf wird bei jedem 
Zeitpunkt darauf gewartet, dass jegliche Berechnungsaktivität abgeschlossen wurde, bevor die 
Zeit vorgestellt wird. So ist es denkbar, dass eine Berechnung im EP-System länger dauert, als das 
Intervall, um das die Zeit erhöht wird. Im Betrieb in Echtzeit kann es, je nach Implementierung der 
EP-Engine somit zu Konflikten kommen. Z.B. könnte somit das zweite Ereignis zu einem 
verzögerten Zeitpunkt eintreffen und somit zu einem anderen Ergebnis führen. Diese Situation 
würde bei dem aktuell vorgestellten Lösungsansatz unentdeckt bleiben. Daher ist es notwendig 
zusätzliche Lasttests vorzunehmen, die nicht über dieses Framework vorgenommen werden 
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können. Würde hier ein nicht erwartetes Verhalten festgestellt ließe sich dieses u.U. mit Hilfe 
eines weiteren Testfalls im beschriebenen Lösungsansatz nachstellen (z.B. durch Angabe einer 
unterschiedlichen Entdeckungszeit). Die Terminierungserkennung hat zudem eine Auswirkung auf 
die Laufzeit des Testfalls, da hier zusätzliche Kommunikation stattfindet, die den Testfall 
ausbremsen kann.  
   
5.6.3 Implikationen für die Praxis 
Der Lösungsansatz umfasst bewusst keine konkreten Technologieentscheidungen und 
beinhaltet nur relevante Aspekte, die im Sinne der Fragestellung betrachtet werden sollen. In der 
praktischen Anwendung sind verschiedene Realisierungsmöglichkeiten vorstellbar. Für Hersteller 
von EP-Produkten gilt es zu überlegen, ob eine entsprechende Treiberschnittstelle nicht zusätzlich 
zur Produktschnittstelle mit angeboten wird. Somit könnten verschiedene Testsystem-
Realisierungen auf diese zugreifen, ohne EP-Engine-spezifischen Code entwickeln zu müssen. Für 
die Entwicklung von Testsystemen würden, auch jenseits des hier beschriebenen 
Anwendungsbereichs, eine Verbreitung einer entsprechenden Schnittstelle die Portabilität 
erhöhen und Entwicklungskapazitäten einsparen. Aufgrund der in den Limitationen genannten 
Aspekte sollte sich der Einsatz des Lösungsansatzes in der Praxis auf eine begleitende 
Qualitätssicherungsmaßnahme beschränken.  
5.6.4 Implikationen für die Wissenschaft 
Der Einsatz einer einheitlichen Testschnittstelle, sowohl auf Ebene des EP-Drivers als auch der 
Test Engine, erleichtert die Anbindung von Werkzeugen verwandter Forschungsbereich, wie dem 
modellbasierten Testen oder dem Mutationstesten. Hier könnten sich Forscher auf die 
wesentliche Aspekte, die Methoden und Werkzeuge zur Generierung von Testfälle bzw. 
Programmmutation konzentrieren. Gutierrez-Madronal et al. beschreiben z.B. einen Ansatz zum 
Mutationstesten von ereignisverarbeitenden Sprachen auf Basis von Esper [86]. 
Weiterführende Fragestellungen hinsichtlich des Einsatzes der Terminierungserkennung, 
sowie der Ausführung auf Basis einer simulierten Zeit, ergeben sich beim Einsatz von verteilten 
EP-Knoten auf denen eine gemeinsame Anwendung ausgeführt wird. Da die Zeit, die ein Ereignis 
im Netzwerk benötigt in einem verteilten Szenario nicht mehr zu vernachlässigen ist, müssen 
entsprechende Zeitverzüge bei der direkten Kommunikation zwischen EP-Knoten mit betrachtet 
werden, wenn zeitbasierte Tests auf Basis einer simulierten Zeit durchgeführt werden sollen. 
Hinsichtlich der Terminierungserkennung wird ein aufwendigeres Verfahren benötigt, da nun 
mehrere Knoten durch Nachrichten in Transit aktiviert werden können und sich somit auch 
gegenseitig wieder aktivieren können. Schilling et al. betrachten z.B. verteilte heterogene EP-
Knoten und deren Steuerung zur Konfiguration von gemeinsamen Anwendung [136], [137]. Eine 
einheitliche Testschnittstelle vereinfacht das Anbinden der heterogenen EP-Engines für 
Testzwecke. Teil der Arbeit von Schilling et al. ist die Betrachtung einer Metasprache zu Abbildung 
verschiedener EP-Sprachen. Eine Integration dieser Schnittstelle in die Testschnittstelle ist ein 
weiterer Interessanter Aspekt. Während in dieser Arbeit von einer statischen Programmierung 
der Anwendungsfunktionalität ausgegangen wird, bieten verschiedene Hersteller, wie z.B. Esper, 
auch die Möglichkeit an Funktionalität zu aktualisieren, zu deaktivieren und neu einzubinden. 
Dieser dynamische Aspekt ist auch aus der Sicht des funktionalen Testens interessant. Dabei 
müsste z. B. getestet werden, wie das System bei der Deaktivierung bzw. Aktualisierung von 
Funktionalität umgeht, während aktive Zeitfenster vorhanden sind. 
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5.7 ZUSAMMENFASSUNG UND FAZIT 
Der vorgestellte Lösungsansatz ist ein verteiltes Testsystem in dem relevante Komponenten 
über formal definierte Schnittstellen getrennt wurden, um die Modularität des Gesamtsystems zu 
erhöhen. Es verwendet ein bekanntes Ereignistypmodell, welches eine breite Abdeckung des 
Einsatzes mit verschiedenen EP-Engines erlaubt. Die formal definierte Testsprache ist an die 
Syntax des bekannten Test-Frameworks FitNesse angelehnt, was zu einer vereinfachten 
Bedienung führen soll. Mit Hilfe von statischen und dynamischen Sichten wurden relevante 
Merkmale des Lösungsansatzes aufgezeigt.  
Der hier vorgestellte Lösungsansatz erweitert den Stand der Technik um die Möglichkeit, 
zeitbasierte Testfälle zu spezifizieren und die Abwesenheit von Ereignissen deterministisch zu 
prüfen. Hierbei werden über eine Terminierungserkennung potentielle Testfehler vermieden und 
Wartezeiten durch Timeouts vermieden.  
Der Lösungsansatz kann zudem als Grundlage verwandter Ansätze, wie dem modellbasierten 
Testen oder dem Mutationstesten dienen. Aufgrund der vorgestellten Limitationen wird 
ersichtlich, dass der Lösungsansatz in der Praxis nur ein Teil einer umfassenden 
Qualitätssicherungsstrategie sein sollte und weitere Maßnahmen empfohlen werden. 
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6 PROTOTYPISCHE UMSETZUNG UND EVALUIERUNG  
In diesem Kapitel soll auf die prototypische Realisierung des Konzeptes und die Evaluierung 
des Lösungsansatzes mit Hilfe von Beispielen eingegangen werden.  
6.1 ZIELE DER EVALUIERUNG 
Ziel der Evaluierung ist es herauszufinden, ob die beschriebenen Lösungsansätze realisierbar 
sind und die angestrebten Ziele erreicht werden können. Hierbei steht vor allem die funktionale 
Eignung im Sinne der funktionalen Vollständigkeit im Vordergrund. Auch Aspekte der 
Modularität/Portabilität sollen betrachtet werden. Es sollen folgende Kernfragen überprüft 
werden: 
K1:  Ist es möglich, die verschiedenen Funktionalitäten von EP-Anwendungen mit dem 
Testsystem deterministisch testen zu können. 
Die Testbeschreibungssprache, sowie die weiteren entsprechenden Lösungsansätze zielen auf 
die Anforderungen der funktionalen Eignung (A1-A7). Dabei geht es neben der Möglichkeit 
verschieden komplexe Ereignisse spezifizieren und prüfen zu können (A1, A3, A4) vor allem auch 
darum zeitbasierte Funktionalitäten effizient und deterministisch testen zu können (A2, A5, A6, 
A7). Anhand von Beispielen sollen diese Anforderungen evaluiert und diskutiert werden.  
Neben der funktionalen Eignung soll auch die Modularität/Portabilität evaluiert werden.  
K2:  Ist es möglich, unterschiedliche EP-Engines anzubinden und dieselben Testfälle 
gleichermaßen gegen diese auszuführen. 
Die Anforderungen A8 und A9 beschäftigen sich mit der Abstraktion der 
Testbeschreibungssprache von dem Testsystem bzw. dem Testsystem von den EP-
Verarbeitungsmodellen. Aufgrund des gewählten Schichtenmodells ist klar ersichtlich, dass die 
Schnittstelle zum Testsystem auch direkt, also ohne Testbeschreibungssprache angesprochen 
werden kann. Somit kann Anforderung A8 als erfüllt betrachtet werden. Anforderung A9 
beschäftigt sich mit der Abstraktion der Testprozesse mit dem Ausführungsmodell der EP-Engine. 
Durch die Anbindung von zwei unterschiedlichen EP-Engines soll das Konzept der 
Modularität/Portabilität evaluiert werden. Dazu sollen die Testfälle für ein Anwendungsszenario 
umgesetzt und die Funktionalitäten auf beiden EP-Engines umgesetzt werden. 
Die Evaluierung der Benutzerbarkeit erfolgt anhand von Benutzerstudien und wird in Kapitel 7 
diskutiert. 
6.2 BESCHREIBUNG DES VORGEHENS 
Als Methoden der Evaluierung der Forschungsartefakte im Sinne des Design-Science-Ansatzes 
stehen nach Hevner verschiedene Methoden zur Verfügung [16]: Das Beobachten von Fall- bzw. 
Feldstudien, Analytische Methoden, Experimente (Simulationen und empirischen Experimente), 
das Testen der Artefakte, sowie deskriptive Evaluierung, z.B. anhand von Szenarien und 
Anwendungsbeispielen. Im Rahmen dieser Arbeit werden zur Evaluierung des Lösungsansatzes 
Simulationen anhand von repräsentativen Anwendungsbeispielen durchgeführt.  
Mit Hilfe von ausgewählten Anwendungsbeispielen und darin enthaltenen 
Datenkonstellationen sollen die Anwendung der EPTDL mit Hilfe eines Prototyps evaluiert und die 
Erkenntnisse daraus deskriptiv festgehalten werden. Durch Implementierung der 
Anwendungsfunktionalität soll die Lauffähigkeit der Testfälle und somit die funktionale Eignung 
der Lösung dargestellt werden.  
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Nach Sommerville ist ein Prototyp eine erste Version einer Software, die dazu verwendet 
werden kann Konzepte und Lösungsansätze zu demonstrieren und hinsichtlich der Tauglichkeit zu 
überprüfen. Der Prozess der Prototyp-Entwicklung wird dabei in vier Phasen unterteilt [18, S. 45]:  
1. Ziele des Prototyps festlegen 
2. Funktionalitäten festlegen 
3. Prototyp entwickeln 
4. Prototyp evaluieren  
 
Im Rahmen dieser Arbeit verfolgt die Entwicklung des Prototyps im Groben zwei Ziele. Zum 
einen sollen die diskutierten Lösungsansätze evaluiert und auf ihre Gebrauchstauglichkeit hin 
untersucht werden. Zum anderen soll der Prototyp als Basis für nachfolgende empirische 
Untersuchungen dienen. Das Vorgehen zur Evaluierung des Lösungsansatzes ist angelehnt an die 
vier Phasen nach Sommerville, wird jedoch getrieben von den Anwendungsbeispielen, mit denen 
die Funktionalitäten überprüft bzw. evaluiert werden sollen. Abbildung 6-1 zeigt die Aktivitäten 
des gewählten Vorgehens und die Reihenfolge, in der diese durchgeführt werden. Im Folgenden 
sollen die Aktivitäten genauer beschrieben werden.  
Die Ziele der prototypischen Umsetzung bzw. der Evaluierung wurden bereits im vorigen 
Kapitel beschrieben. Bei der Auswahl geeigneter Anwendungsbeispiele sollen Beispiele gewählt 
bzw. erstellt werden, mit deren Hilfe die einzelnen Lösungsstrategien zur Abdeckung der 
ermittelten Anforderungen überprüft werden können. Um die Szenarien im Rahmen einer 
Simulation ausführen zu können, wird ein Prototyp benötigt, der im nächsten Schritt erstellt 
werden soll. Auf Basis der gewählten Ziele und Szenarien wird hier der Umfang des Prototyps, im 
Sinne der benötigten Funktionalitäten, festgelegt und der Prototyp entwickelt. Dies entspricht 
Schritt 2. und 3. nach Sommerville  [18, S. 45]. Die Implementierung der gewählten Szenarien 
sowie deren Ausführung im Sinne einer Simulation unter zu Hilfenahme des Prototyps folgt als 
nächster Schritt. In diesem Schritt werden die Erfahrungen und Erkenntnisse gesammelt, die im 
letzten Schritt bei der Bewertung des Lösungsansatzes rekapituliert werden sollen. Die Bewertung 
betrachtet die Eignung der Lösung hinsichtlich der identifizierten Anforderungen. 
 
Abbildung 6-1: Vorgehen zur Evaluierung des Lösungsansatzes (eigene Darstellung) 
6.3 AUSWAHL GEEIGNETER ANWENDUNGSBEISPIELE 
Mit Hilfe geeigneter Anwendungsbeispiele sollen die relevanten Lösungsansätze, die in Kapitel 
5 vorgestellt wurden, hinsichtlich der zu begegnenden Anforderungen evaluiert werden. Dies soll 
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durch die Umsetzung von Testfällen, sowie deren Ausführung gegen entsprechende 
Implementierungen vorgenommen werden.  
Tabelle 6-1 zeigt die gewählten Anwendungsbeispiele in der Übersicht. Diese werden hier aus 
Gründen der Übersichtlichkeit im Folgenden nur kurz eingeführt und ab Kapitel 6.5, im Rahmen 
der Darstellung relevanter Testfälle, detailliert vorgestellt.  
Ziel der Auswahl der Anwendungsbeispiele war es eine möglichst breite Abdeckung an 
Funktionalitäten zu erreichen. Hinze et al. beschreiben verschiedene Einsatzmöglichkeiten von 
EP-Anwendungen, zeigen aber keine ausreichende Information auf, um daraus konkrete 
Anforderungen ableiten zu können. Das oftmals verwendete Beispiel der Analyse von Aktien ist in 
verschiedenen Quellen zu finden, wird aber jeweils nur kurz eingeführt und deckt somit nicht alle 
Funktionalitäten entsprechend ab (vgl. [3], [138] bzw. verschiedene Produktseiten77). Dasselbe 
gilt für weitere Anforderungen, wie z.B. in Werner oder Madronal et al. [86], [139]. Als für den 
Einstieg der Evaluierung geeignetes Anwendungsbeispiel wurde die Anwendung Flowerstore 
gewählt. Es handelt sich hierbei um das Referenzbeispiel aus dem Buch „Event Processing in 
Action“, welches verwendet wird, um die verschiedenen Funktionalitäten von EP-Anwendungen 
zu demonstrieren. Der Vorteil dieser Anwendung ist es, dass die entsprechenden Informationen 
detailliert verfügbar sind. Als Ergänzung zu dieser Anwendung wurde eine künstliche Anwendung 
aus dem Bereich Social Media Monitoring in Anlehnung an die Ausführungen von Hinze et al. [66] 
erstellt, welche neben allgemeinen Funktionalitäten auch weitere Besonderheiten, wie 
verschachtelte Attribute und zeitbasierte Funktionalitäten beinhaltet. Aufgrund dieser 
Besonderheiten wurde dieses Beispiel gewählt, um die Anforderungen in einer zweiten EP-Engine 
zu implementieren. Eine weitere erdachte Anwendung soll dazu verwendet werden, die 
Problematik der fehlenden Terminierungserkennung wiederholbar und somit die Behebung des 
Problems durch die Einführung einer solchen aufzuzeigen. Als Abschluss der Evaluierung wird das 
motivierende Beispiel aus Kapitel 1.2 betrachtet. 
Tabelle 6-1: Ausgewählte Anwendungsbeispiele und Fokus der Evaluierung 
Anwendungsbeispiel  Fokus der Evaluierung 
Flowerstore Einsatz der EPTDL insgesamt 
Socialticket Spezifikation von verschachtelte Attributen 
Zeitbasierte Funktionalitäten 
Portierung der Anwendung auf zweite EP-Engine 
DelayApplikation Terminierungserkennung 
Kreditkartenbetrug Einsatz der EPTDL insgesamt  
Zeitbasiertes Testen 
 
6.4 ERSTELLEN EINES PROTOTYPS 
6.4.1 Auswahl der Funktionalitäten 
Zur Auswahl der Funktionalitäten werden nach Floyd das horizontale und das vertikale 
Prototyping unterschieden [140]. Das horizontale Prototyping beinhaltet eine möglichst breite 
Abdeckung der Funktionalität, wobei einige Funktionen auch simuliert werden können. Das 
vertikale Prototyping selektiert einzelne Funktionen, die dann aber in ihrer finalen Form 
implementiert werden können. Floyd merkt im Rahmen der Einführung dieser Unterscheidung 
an, dass die beiden Ansätze innerhalb eines Prototyps kombiniert werden können [140]. 
 
                                                          
77
 http://esper.codehaus.org, http://www.oracle.com/technetwork/middleware/complex-event-
processing/overview/index.html, jeweils zuletzt abgerufen am 28.12.2016 
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Die Auswahl der Funktionalitäten erfolgte auf Basis der ausgewählten Evaluierungsziele. Zur 
Demonstration des Konzeptes sollen alle Tabellen und Kommandos der EPTDL interpretiert 
werden können. Bei der Ausführung sollen die entsprechenden Schnittstellen der Test Engine 
angesteuert werden und die Ergebnisse ausgewertet werden. Die Test Engine soll die 
Funktionalitäten für die Ausführung von Testfällen umsetzen. Die Umsetzung der Operatoren im 
Rahmen der Überprüfung von Attributen soll außen vor gelassen werden. Es soll lediglich der 
leere Operator umgesetzt werden, der auf Gleichheit prüft. Zur Demonstration der 
Terminierungserkennung soll zusätzlicher Testcode entwickelt werden, mit 
Die Modularisierung/Portabilität soll dadurch evaluiert werden, in dem zwei unterschiedliche 
EP-Engines angebunden werden, die Szenarien analog umgesetzt und mit identischen Testfällen 
getestet werden können.  
Tabelle 6-2: Auswahl der benötigten Funktionalitäten im Prototyp 
Komponente Beschreibung der benötigten Funktionalitäten 
Test Client 
 
- Umsetzung aller EPTDL-Tabellen  
- Anbindung an die Test Engine 
Test Engine 
 
- Umsetzung der Funktionalitäten zum Ausführen von Testfällen 
- Unterstützung zeitbasierter Funktionalität 
EP-Driver - Anbindung von zwei unterschiedlichen EP-Engines 
Terminierungserkennung - Testcode zum kontrollierten Auslösen von Problemen der fehlenden 
Terminierungserkennung 
- Beispielhafte Implementierung der Terminierungserkennung 
 
6.4.2 Entwicklung des Prototyps 
Im Folgenden sollen wesentliche Aspekte des Prototyps verdeutlicht werden. Hierzu gehört 
neben dem Überblick der eingesetzten Technologien auch Details zur Umsetzung der EPTLD mit 
Hilfe von FitNesse bzw. dem Addon FitLibrary, sowie Einzelheiten zur Validierung der 
Terminierungserkennung. 
6.4.2.1 Überblick über die eingesetzten Technologien 
Zur Entwicklung des Prototyps wurde eine Auswahl an Technologien getroffen, die im 
Folgenden vorgestellt werden soll.  
Für den Einsatz als Test Client wurde das quelloffene Testframework FitNesse ausgewählt. 
Grundlage dieser Entscheidung waren die tabellarische Struktur, auf deren Basis auch die 
Testbeschreibungssprache EPTDL entwickelt wurde, sowie bestehende praktische Erfahrungen 
mit dem Framework. Als alternatives ATDD-Werkzeug wäre hier auch das Robot-Framework, 
welches einen ähnlichen Ansatz verfolgt. Zudem wäre eine Auswertung des Testfalls über 
geeignete Interpreter bzw. Parser möglich, die mit Hilfe von geeigneten Werkzeugen generiert 
werden können78. Für ABNF steht die quelloffene Software APG zur Verfügung79. 
Zur Darstellung der Portabilität wurden zwei quelloffene EP-Engines ausgewählt, welche 
umfangreiche EP-Funktionalitäten über unterschiedliche Programmiersprachen zur Verfügung 
stellen. Esper verwendet die Beschreibungssprache EPL, eine auf der SQL-Syntax basierende 
Sprache. JBoss Drools Fusion, als Erweiterung des Business Rules Management Systems JBoss 
                                                          
78 Eine detaillierte Übersicht über Parser-Generatoren findet sich auf Wikipedia unter 
https://en.wikipedia.org/wiki/Comparison_of_parser_generators, zuletzt zugegriffen am 09.04.2016.  
79
 http://www.coasttocoastresearch.com/, zuletzt zugegriffen am 09.04.2016. 
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Drools, verwendet eine Regelsprach in der Form „when … then …“. Beide Engines basieren auf 
JAVA und verwenden u.a. Java-Objekte als Event Repräsentationen.  
Da die beiden ausgewählten Komponenten Test Client, sowie die EP-Engine auf JAVA 
basierten, wurden die übrigen Komponenten Test Engine als auch der EP-Driver ebenfalls in JAVA 
realisiert. Zur Kommunikation zwischen den Schichten wurde JAVA RMI (Remote Method 
Invocation) eingesetzt [46, S. 499]. Als Alternative steht hier vor allem die CORBA (Common 
Object Request Broker Architecture) Spezifikation zur Verfügung, welche für verschiedene 
Plattformen in kommerziellen und freien Systemen implementiert wurde. Somit kann ein 
entfernter Methodenaufruf über unterschiedlichen Plattformen realisiert werden [17, S. 410f], 
[46, S. 491]. Aufgrund der gewählten Systeme scheint JAVA RMI jedoch der leichter zu 
realisierende Ansatz und wurde daher CORBA vorgezogen. Weitere Ansätze wie z.B. REST 
(Representational State Transfer) könnten auch als Schnittstellentechnologie eingesetzt werden, 
dabei können Ereignisse über JSON abgebildet übertragen werden [141, S. 402]. 
 
 
Abbildung 6-2: Überblick über die eingesetzten Technologien des Prototyps (eigene Darstellung) 
6.4.2.2 Umsetzung der EPTDL anhand von FitNesse 
Die Umsetzung der EPTDL-Tabellen und Kommandos erfolgte durch eine Erweiterung von 
FitNesse mit dem Namen FitLibrary80. FitLibrary bietet zusätzliche Arten von Testtabellen für 
FIT/FitNesse an. Mit Hilfe des sogenannten DoFixtures81 und der Erweiterung SequenzeFixture82, 
sowie dem Konzept des Flow-Modes83 von FitLibrary ist es möglich verschiedene 
aufeinanderfolgende Test-Tabellen an Methoden einer Fixture-Klasse zu binden, ohne den 
Namen der Fixture-Klasse zu wiederholen.  
                                                          
80
 https://sourceforge.net/projects/fitlibrary/,  
81
 http://fitnesse.org/FitNesse.UserGuide.FixtureGallery.FitLibraryFixtures.DoFixture, zuletzt abgerufen 
am 11.04.2016 
82
 http://fitnesse.org/FitNesse.UserGuide.FixtureGallery.FitLibraryFixtures.SequenceFixture, zuletzt 
abgerufen am 11.04.2016 
83
 http://fitnesse.org/FitNesse.UserGuide.FixtureGallery.ImportantConcepts.FlowMode, zuletzt abgerufen 
am 11.04.2016 
Prototypische Umsetzung und Evaluierung 
145 
Dieser Ansatz ermöglicht es die Testtabellen der EPTDL an Methoden einer Klasse zu binden 
und diese einzeln zu interpretieren und ggf. Feedback über erfolgreiche oder fehlerhafte Daten in 
den Tabellen zu geben. Hiermit könnte z.B. eine Test Client-seitige Überprüfung der Attributtypen 
erfolgen.  
Abbildung 6-3 zeigt die Methoden der Klasse QcepDoFixture in einer vereinfachten 
Darstellung. Hier werden die Tabellen der EPTDL anhand der Schlüsselworte in der ersten 
Tabellenzelle zu den Methoden zugeordnet. Über einen Rückgabewert von Typ boolean, können 
Erfolg (true) oder Fehler (false) angedeutet werden. Diese Tabellen werden in der Anzeige der 
Testergebnisse dann grün bzw. rot dargestellt. Detaillierte Auswertungen von Tabellen können 
über sog. Traverse-Klassen (z.B. AddTraverse, ExpectTraverse) vorgenommen werden. Diese 
kapseln die Verarbeitung der komplexeren EPTDL-Tabellen. Hier erlangt der Entwickler neben den 
Zugriff auf die Eingabedaten auch Zugriff auf die Ergebnistabelle und kann hier einzelne Zellen als 













Abbildung 6-3 UML-Klassendiagramm QcepDoFixture (vereinfachte Darstellung) 
Im Folgenden soll der Aufbau einer Traverseklasse dargestellt werden, welche für die 
Auswertung der Testtabellen (add, expect, expect not) benötigt werden. Für die übrigen 
einzeiligen Testkommandos werden lediglich die Methodenaufrufe direkt an die Test Engine 
weitergeleitet. Daher werden diese nicht explizit dargestellt und können im Quellcode 
nachgeschlagen werden. 
Die relevante Methode der Traverseklasse AddTraverse soll in Listing 6-1 erläutert werden. Im 
Konstruktor der Traverseklasse wird der Ereignistypbezeichner übergeben, der in Kopf der Tabelle 
angegeben ist (|add|eventType|). Traverseklassen überschreiben eine Methode 
interpretAfterFirstRow in der als Parameter die Eingabetabelle aus der Testspezifikation 
(addTable), sowie die Ergebnistabelle result, welche nach der Testausführung im Testfall 
angezeigt wird. Diese entspricht anfangs der Eingabetabelle und kann im Laufe der 
Testausführung mit Markierungen (rot, grün), sowie Kommentaren versehen werden, welche 
dem Benutzer als Ergebnis angezeigt werden. Über einen Iterator der Tabelle wird auf die 
einzelnen Zeilen zugegriffen (Zeile 4). Die erste Zeile beschreibt den Kopf der Tabelle und ist für 
die Auswertung an dieser Stelle nicht mehr relevant. Der Ereignistypbezeichner schon über den 
Konstruktor ausgewertet wurde. In der nächsten Zeile der Eingabetabelle befinden sich die 
Attributnamen des Ereignisses, welche in eine Liste extrahiert werden (Zeile 13). Darauffolgend 
werden die einzelnen Zeilen ausgewertet und entsprechende Ereignisse erstellt. Pro Zeile wird ein 
Ereignis instanziiert (Zeile 18) und die Attributwerte ausgelesen und in eine Schlüssel-Wert-Map 



















































public AddTraverse(String eventType) { 




public Object interpretAfterFirstRow(Table addT, TestResults result) 
{ 
  Iterator<Row> iterator = addT.iterator(); 
  iterator.next(); // Erste Zeile überspringen 
 
  // Attributnamen auslesen 
  Row columnHeaderRow = iterator.next(); 
  List<String> attributeLabels =     
    extractColumnHeaders(columnHeaderRow); 
 
  // Ereigniszeilen auswerten 
  while (iterator.hasNext()) { 
    Row next = iterator.next(); 
    ClientEvent event = new ClientEvent(); 
    event.setEventName(eventName); 
    Map<String, String> attributes =  
          fillAttributeHashMap(attributeLabels, next); 
    try { 
 //Eingabezeit auslesen 
 String time = attributes.remove(":time"); 
 if (time != null) {  
   event.setDetectionTime(time); 
 } 
       //Attributwerte auslesen und zum Ereignis hinzufügen 
 for (Entry<String, String> entry : attributes.entrySet()) { 
   AttributeValue attValue =     
     resolveAttributeValue(entry.getValue()); 
   ClientAttribute att = new     
     ClientAttribute(entry.getKey(),attValue); 
   event.getAttributes().add(att); 
 } 
        // Das Ereignis an die Test Engine senden 
 getTestingEngineService().addInputEvent(event); 
 next.pass(result); 
    } catch (RemoteException e) { 
  next.fail(result); 
  next.last().error(result, e.getMessage()); 
    } 
  } 
  return null; 
} 
} 
Listing 6-1: Auswerten der add-Tabelle in der Klasse Add-Traverse (stark vereinfachte Darstellung) 
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Das reservierte Attribut „:time“ wird ausgelesen und falls vorhanden in der Ereignisinstanz 
gespeichert. Für die weiteren Attribute aus der Map werden ClientAttribute-Instanzen erzeugt 
und dem Ereignis hinzugefügt. Hierzu werden die Werte AttributeValue mit der Methode 
resolveAttributeValue extrahiert. Im Rahmen dieser Methode werden auch tieferliegende 
Strukturen beim Einsatz von Referenzen aufgelöst, welche zuvor über add-reference-Tabellen 
(vgl. Kapitel 5.3.3) angelegt wurden. Ab Zeile 34 wird das erzeugte Ereignis an die Test Engine 
übermittelt und die Zeile mit der Methode pass als erfolgreich markiert. Im Ergebnis wird diese 
Zeile grün dargestellt und die Anzahl erfolgreicher Überprüfungen wird erhöht. Sollte während 
der Übertragung ein Fehler aufgetreten sein, wird die Zeile als nicht erfolgreich markiert und die 
Fehlermeldung an die letzte Zelle der aktuellen Zeile angehängt. 
6.4.2.3 Implementierung der Terminierungserkennung 
Der Lösungsansatz der Terminierungserkennung im vorgestellten System basiert auf einem 
Zählmechanismus, sowie dem Abwarten auf das Eintreffen von Ereignissen, die sich noch im 
Kommunikationssystem befinden. Die Umsetzung des Algorithmus in Java wurde mit Hilfe von 
sog. Semaphoren realisiert. Semaphore sind Koordinationsobjekte mit denen nebenläufige 
Prozesse synchronisiert werden können. Sie repräsentieren eine Art Ampelsteuerung und 
koordinieren, wie viele Prozesse den kritischen Pfad betreten dürfen. Dazu werden Methoden zur 
Anforderung und Freigabe bereitgestellt. Beim der Anforderung wird überprüft ob der kritische 
Abschnitt betreten werden darf. Ist der kritische Abschnitt belegt wird der Prozess in eine 
Warteschlange gelegt und blockiert bis die Freigabe erfolgt ist. Je nach Ausprägung der sog. 
Steuervariablen können genau ein Prozess (binäre Semaphore bzw. Mutex) oder mehrere 
Prozesse (allgemeine bzw. zählende Semaphore) auf den kritischen Pfad zugelassen werden [17, 
S. 273]. In JAVA (Version 8) werden zählende Semaphoren über die Klasse Semaphore des 
Packages java.util.conurrent zur Verfügung gestellt (vgl. Listing 6-2).  
Dem Konstruktor wird die Anzahl der initial erlaubten parallelen Prozessen auf dem kritischen 
Pfad übergeben. Über acquire kann eine Erlaubnis den Pfad zu betreten angefordert werden. 
Hierzu kann auch eine Zahl angegeben werden, die der Anzahl der angeforderten Zugänge zum 









class Semaphore { 
    Semaphore(int); 
    acquire(); 
    acquire(int); 
    release(); 
    release(int); 
} 
Listing 6-2: Relevante Methoden der Klasse Semaphore 
Zentraler Baustein in der Implementierung ist die Klasse TerminationHelper, die Methoden 
anbietet, um die Synchronisierung im Sinne der Terminierungserkennung zu ermöglichen. Listing 
6-3 zeigt den entsprechenden Quellcode. Sowohl im aktiven Kommunikationspartner (EP-Engine) 
als auch im passiven Partner (EP-Driver) wird die Klasse verwendet. Eine Instanz dieser Klasse 
dient in beiden Partnern als Synchronisationsobjekt. Bei der Instanziierung, sowie beim Aufruf der 
Methode reset, wird der TerminationHelper in den Initialzustand gesetzt. Die Variable 
numberOfEventsSent repräsentiert die Anzahl der versendeten Ereignisse des 
Kommunikationspartners. Sie ist vom Typ AtomicInteger aus dem package 
java.util.concurrent.atomic und garantiert einen nebenläufigkeitssicheren Zugriff (Lesen und 
Schreiben) auf die darin gekapselte Integer-Variable. Dies ist nötig, da aufgrund der parallelen 
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Ausführung der EP-Verarbeitung die Variablen von verschiedenen Threads aus inkrementiert 
werden kann. Dies wird durch die Methode increaseEventsSent vorgenommen. Über 
getNumberOfEventsSent kann diese Variable wieder ausgelesen werden. Die Anzahl der 
empfangenen Ereignisse vom Kommunikationspartner werden nicht explizit in einer Variablen 
hinterlegt. Mit jedem Eintreffen wird die Methode increaseEventsReceived aufgerufen, mit der 
die Methode release der Semaphore-Instanz aufgerufen wird. Es wird im Grunde ein weiterer 
Zugang auf dem kritischen Pfad zugelassen. Die zentrale Methode des TerminationHelper ist die 
Methode waitUntilAllMessagesReceived. Beim Aufruf der Methode soll diese so lange 
blockieren, bis alle erwarteten Ereignisse eingetroffen sind. Als Parameter wird die Anzahl der 
erwarteten Ereignisse übergeben und mit dieser die Methode acquire der Semaphor-Instanz 
aufgerufen. Es wird als eine gewisse Anzahl an Zugängen angefordert. Der Semaphor blockiert 
nun so lange, bis die entsprechende Anzahl an Zugängen verfügbar ist. Da diese nur durch die 
Methode increaseEventsReceived erhöht werden, wird als gewartet bis alle erwarteten 


























public class TerminationHelper { 
    Semaphore semaphore = new Semaphore(0); 
    AtomicInteger numberOfEventsSent = new AtomicInteger(0); 
 
    public void waitUntilAllMessagesReceived(int nrExpectedEvs) { 
  semaphore.acquire(nrExpectedEvs); 
    } 
 
    public void restart() { 
     semaphore = new Semaphore(0); 
     numberOfEventsSent.set(0); 
    } 
 
    public void increaseEventsReceived() { 
     semaphore.release(); 
    } 
 
    public void increaseEventsSent() { 
     numberOfEventsSent.incrementAndGet(); 
    } 
 
    public int getNumberOfEventsSent() { 
     return numberOfEventsSent.get(); 
    } 
} 
Listing 6-3: Die Klasse TerminationHelper 
6.4.2.4 Einbindung der Terminierungserkennung in den Programmcode 
Die Einbindung in die Programmstruktur erfolgt an ausgewählten Stellen, sowohl in der Test 
Engine als auch im EP-Driver.  
Test Engine 
Das Hochzählen der empfangenen Nachricht wird in der Callback-Methode onNewEvent 
verankert (siehe Listing 6-4). Nachdem das Ereignis in die interne Ergebnisliste resultStorage 
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abgelegt wurde, wird die Methode increaseEventsReceived des TerminationHelper aufgerufen. 
Hervorzuheben ist es, dass die Reihenfolge einbehalten werden muss. Aufgrund der 
Nebenläufigkeit könnte ein Hochzählen vor dem Einfügen in die Ergebnisliste dazu führen, dass 
ein Prozess, der auf die Auswertung wartet schon freigegeben wird, bevor das Ergebnis zur 





public void onNewEvent(Event event) throws RemoteException { 
    resultStorage.add(event); 
    terminationHelper.increaseEventsReceived(); 
} 
Listing 6-4: Callback-Methode der Test Engine (vereinfachte Darstellung) 
Analog zum Empfangen wird beim Versenden von Ereignissen die Methode 
increaseEventsSent aufgerufen. Der Quellcode hierzu wird im nächsten Absatz bei der Erläuterung 
des Schedulers diskutiert. 
Die eigentliche Terminierungserkennung wird in der Test Engine durch die Methode 
awaitTermination gestartet, die in Listing 6-5 abgebildet ist. Die Methode liest dazu die Anzahl 
der versendeten Ereignisse aus der TerminationHelper-Instanz aus. Da die Test Engine das 
Versenden der Nachricht aktiv steuert bleibt der Wert wird die Methode nur aufgerufen, wenn 
das Senden der Ereignisse abgeschlossen ist. Der Wert bleibt daher unverändert. Die Anzahl der 
versendeten Ereignisse wird an die entfernte Methode awaitTermination der EP-Driver-
Komponente übergeben. Die Methode blockiert so lange, bis die Terminierung im SUT erfolgt ist 
und übermittelt als Rückgabewert die Anzahl der vom EP-Driver versendeten Ereignisse. Nun wird 
mit Hilfe des TerminationHelper so lange blockiert, bis das letzte Ereignis empfangen wurde. Nach 
der Rückgabe ist die Terminierungserkennung beendet. Die Systeme haben ihre Berechnungen 
eingestellt und es befinden sich keine Ereignisse in den Kommunikationswegen. An dieser Stelle 








private void awaitTermination (){ 
    int nrEventsSent = terminationHelper.getNumberOfEventsSent(); 
    int nrEventsSut =    
        epDriver.awaitTermination(nrEventsSent); 
    terminationHelper.waitUntilAllMessagesReceived(nrEventsSut);                                     
    terminationHelper.restart(); 
} 
Listing 6-5: Methode awaitTermination in der Test Engine (vereinfachte Darstellung) 
EP-Driver 
Die Einbindung der Terminierungserkennung in den EP-Driver findet analog zur Test Engine 
statt. Wie in Listing 6-6 dargestellt werden in der Methode enqueueEvent die eingehenden 
Ereignisse in der TerminationHelper-Komponente gezählt. Auch hier ist die Reihenfolge relevant, 
da ein Erhöhen des Zählerstandes vor dem Einreihen in die Verarbeitungswarteschlange (Zeile 2) 
zu einer Terminierungserklären führen könnte, bevor das Ereignis verarbeitet wurde. Analog dazu 
muss beim Versenden der Nachricht an die Test Engine mit der Methode sendEventListener der 
Zähler der versendeten Nachrichten vor dem eigentlichen Versenden über die Callback-Methode 
onNewEvent erhöht werden (siehe Listing 6-7). 
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public void enqueueEvent(Event event) { 
    queue.add(event);  
    terminationHelper.increaseEventsReceived(); 
} 










Listing 6-7: Methode sendEventToListener im EP-Driver (vereinfachte Darstellung) 
Mit dem Start der Terminierungserkennung durch die Test Engine wird die Methode 
awaitTermination im EP-Driver aufgerufen und die Anzahl der zu empfangenden Ereignisse 
übergeben (siehe Listing 6-8). Dabei werden folgende Schritte ausgeführt. Zuerst wird mit Hilfe 
des TerminationHelper gewartet, bis alle Ereignisse eingetroffen sind. Danach wird gewartet bis 
die Berechnungen abgeschlossen sind und somit auch alle neu erstellten Ereignisse an die Test-
Engine abgesendet wurden. Hierzu wird die Methode awaitTerminationInternal aufgerufen, in 
der die produktspezifische Anwendungsfunktionalität zu Erkennung der Terminierung im SUT 
implementiert werden muss. Ist die Berechnung im SUT abgeschlossen wird die Anzahl der 










public int awaitTermination(int nrExpectedEvs) { 
  terminationHelper.waitUntilAllMessagesReceived(nrExpectedEvs); 
  awaitTerminationInternal(); 
  int nrSentMessages = terminationHelper.getNumberOfEventsSent(); 
  terminationHelper.restart(); 
  return nrSentMessages; 
} 
Listing 6-8: Methode awaitTermination im EP-Driver (vereinfachte Darstellung) 
6.4.2.5 Implementierung des Schedulers 
Nach der Erläuterung der Terminierungserkennung soll im Folgenden auf den Scheduler 
eingegangen werden, welcher die Terminierungserkennung verwendet. Der Scheduler ist dafür 
zuständig, die Eingabeereignisse in der entsprechenden zeitlichen Reihenfolge an das SUT über 
den EP-Driver zu übermitteln und die Steuerung der Zeit zu übernehmen. Listing 6-9 zeigt eine 
vereinfachte Darstellung der Implementierung. Der Methode scheduleEventsUntil wird ein 
Zeitstempel targetTimestamp übergeben, der die Zielzeit dieses Testlaufs enthält. Die 
Eingabeereignisse wurden in einer Warteschlange (Queue: outgoingEventList) mit dem 
zugeordneten Zeitstempel abgelegt und anhand der Zeit sortiert. In der Warteschlange liegen 
Instanzen der Hilfsklasse TimedEventWrapper verwendet, die als Container das Ereignis und 
separat den Eingabezeitpunkt beinhalten. Über die Ereignisse wird iteriert und jeweils das erste 
der Warteschlange ausgewählt, jedoch noch nicht entfernt (Zeile3). Der Eingabezeitpunkt 
insertionTime wird ausgelesen und es wird überprüft, ob dieser vor oder nach der Zielzeit 
targetTimestamp liegt. Sollte der Zeitpunkt nach der Zielzeit liegen, wird die Prozedur 
abgebrochen (Zeile 8)und dieses sowie die folgenden Ereignisse in diesem Lauf nicht mehr 
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betrachtet. Liegt der Eingabezeitpunkt davor wird die Zeit im SUT mit der Methode 
progressTimeAndWaitForTermination auf den nächsten Zeitpunkt gesetzt. Im Folgenden wird die 
Anzahl der versendeten Ereignisse im TerminationHelper erhöht und das Ereignis an das SUT 
gesendet. Nach dem Versenden mit enqueueEvent wird das Ereignis aus der Liste der zu 


















private void scheduleEventsUntil(Instant targetTimestamp){ 
     while (!outgoingEventList.isEmpty()) { 
      TimedEventWrapper ev = outgoingEventList.peek(); 
      Instant insertionTime = ev.getInsertionTime(); 
      if (insertionTime != null && 
          insertionTime.compareTo(currentTimeInSUT) > 0) { 
         if (targetTimestamp.compareTo(insertionTime) < 0) { 
   return; 
  } 
  progressTimeAndWaitForTermination(insertionTime); 
      } 
      terminationHelper.increaseEventsSent(); 
      getRmiService().enqueueEvent(ev.getEvent()); 
      outgoingEventList.remove(ev); 
      } 
} 
Listing 6-9: Scheduler-Algorithmus der Test Engine (stark vereinfachte Darstellung) 
Das Setzen der Zeit im SUT wird über die Methode progressTimeAndWaitForTermination 
abgebildet. Um die Abarbeitung der Ereignisse des aktuellen Zeitpunkts abzuwarten, wird die 
Terminierungserkennung gestartet. Nachdem alle Berechnung abgeschlossen wurde wird die Zeit 
hochgesetzt. Da durch das Hochsetzen der Zeit erneut zeitgesteuerte Funktionalitäten 








private Instant progressTimeAndWaitForTermination(Instant time){ 
    waitForTermination(); 
    getRmiService().progressTime(time); 
    waitForTermination(); 
    return insertionTime; 
} 
Listing 6-10: Scheduler-Algorithmus der Test Engine (stark vereinfachte Darstellung) 
Nach Abschluss der Methode scheduleEventsUntil wird erneut die Methode 
progressTimeAndWaitForTermination aufgerufen und das SUT auf die Zielzeit gesetzt (nicht 
abgebildet). 
6.5 UMSETZUNG DER SZENARIEN 
Nach der Beschreibung relevanter Aspekte des Prototyps wird auf die Umsetzung der 
Anwendungsszenarien eingegangen. Mit Hilfe dieser Szenarien sollen die Möglichkeiten der 
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EPTDL exemplarisch dargestellt und evaluiert werden. Die Implementierungen der Szenarien und 
der Testfälle sind online verfügbar84. 
6.5.1 Anwendungsbeispiel 1 – Flowerstore 
Das Anwendungsbeispiel Flowerstore basiert auf der Referenzanwendung „Fast Flower 
Delivery Application“. Dieses Beispiel wird im Buch „Event Processing in Action“ ausführlich 
beschrieben [4, S. 22ff]. Es gilt im Bereich Event Processing als De-Facto-Standard zur Erläuterung 
der verschiedenen EP-Funktionalitäten (vgl. z.B. [84]). Im Folgenden soll das Anwendungsszenario 
kurz vorgestellt werden.  
6.5.1.1 Beschreibung des Szenarios 
Die Anwendung vermittelt Blumenhändler bzw. Aufträge zur Auslieferung von Blumen mit 
unabhängigen Fahrern. Abbildung 6-4 visualisiert das Beispiel. Geht in einem Blumenladen 
(Flowerstore) ein Auftrag ein, wird eine Anfrage (Delivery Request) über das Bietsystem (Bid 
request system) an alle verfügbaren Fahrer (Van driver) mit geeigneter Bewertung in der näheren 
Umgebung gesendet. Diese können sich mit einem Gebot für den Auftrag bewerben. Ein 
entsprechender Algorithmus im Zuteilungssystem (Assignment System) wählt aus den 
eintreffenden Angebots-Ereignissen (Delivery Bid) den Sieger aus. Der Auftrag wird dem Fahrer 
zugewiesen (Assignment). Er holt die Blumen ab und liefert sie aus. Diese Aktivitäten werden 
jeweils durch Ereignisse (Pickup Confirmation, Delivery Confirmation) bestätigt und an ein 
Kontrollsystem (Control System) übermittelt. Bleibt der Fahrer im geforderten Zeitrahmen wird 
seine Bewertung erhöht, ansonsten verringert.  
 
Abbildung 6-4: Übersicht über das Fast Flower Delivery Beispiel aus [4, S. 22ff] 
Im Rahmen der Evaluierung wurden relevante Teile des Bietsystems, sowie des 
Zuteilungssystems umgesetzt85. Die Implementierung wurde unter Verwendung eines 
testgetriebenen Vorgehens durchgeführt.  
                                                          
84
 Siehe hierzu https://sourceforge.net/p/qcep-ts/examples, zuletzt abgerufen am 11.04.2016 
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Im Folgenden soll auf die Umsetzung des automatisierten Auswahlalgorithmus näher 
eingegangen werden. Gemäß Etzion & Niblett soll ein einfacher Algorithmus zur Anwendung 
kommen. Das erste eintreffende Gebot soll ausgewählt werden (vgl. [4, S. 329]). Es wird 
ersichtlich, dass es sich um eine zeitbasierte Funktionalität handelt. Als relevanter Zeitstempel soll 
die Entdeckungszeit herangezogen werden.  
6.5.1.2 Ereignistypen 
Die in dem Beispiel verwendeten Ereignistypen BidRequest und AutoAssignDeliveryBid werden in Tabelle 
6-3 bzw.  
Tabelle 6-4 näher beschrieben. Ein BidRequest repräsentiert eine Gebotsaufforderung, die an 
einen Fahrer gesendet wird. Die Antwort des Fahrers ist ein DeliveryRequest, welches unter 
bestimmten Umständen zu einem manuellen oder automatisierten Zuweisungsverfahren führt. 
Da in diesem Kontext lediglich der automatisierte Zuteilungsmechanismus getestet werden soll, 
wird hier der Ereignistyp AutoAssignDeliveryBid verwendet. Dieses entspricht einem DeliveryBid, 
bei dem eine automatisierte Zuteilung erfolgen kann. Details hierzu finden sich in Etzion & Niblett 
[4, S. 326ff] und können in der Implementierung und den Testfällen genauer betrachtet werden.  
Tabelle 6-3: Ereignistyp BidRequest 
Attributname Datentyp Semantik 
requestId Integer Identifikator des zu vergebenden Auftrags 
driver String Eindeutiger Name des Fahrers an den die Anfrage 
gesendet wird 
requiredDeliveryTime DateTime Geforderter Zeitpunkt der Lieferung 
requiredPickupTime DateTime Geforderte Abholzeit 
adresseeLocation Integer Postleitzahl des Blumenladens 
store String Eindeutiger Name des Blumenladens 
 
Tabelle 6-4: Ereignistyp AutoAssignDeliveryBid 
Attributname Datentyp Semantik 
requestId Integer Identifikator des zu vergebenden Auftrags 
driver String Eindeutiger Name des Fahrers an den die Anfrage 
gesendet wird 
requiredDeliveryTime DateTime Geforderter Zeitpunkt der Lieferung 
store String Eindeutiger Name des Blumenladens 
requiredPickupTime DateTime Geforderte Abholzeit 
 
6.5.1.3 Umsetzung des Testfalls und Implementierung des Anwendungsfalls 
Die Umsetzung des Testfalls ist in Listing 6-11 dargestellt. Aufgrund der Übersichtlichkeit 
wurden einige Attribute ausgeblendet. Die erfolgreiche Ausführung des Testfalls wird in 
Abbildung 6-5 anhand eines Screenshots dargestellt. Der Test startet mit einem definierten 
Zeitstempel. Er beinhaltet als Eingaben die Gebotsaufforderung (BidRequest) an die Fahrer. Für 
drei verschiedene Aufträge (requestIds 777, 778, 779) werden insgesamt fünf 
Gebotsaufforderungen an drei unterschiedliche Fahrer (Tim, Tim2 und Tim4) gesendet. Von 
unterschiedlichen Fahrern treffen verschiedene Gebote ein, die unter Zuhilfenahme von 
Kontextinformationen, zur automatisiert Zuweisung zugelassen wurden 
                                                                                                                                                                             
85
 Zur Umsetzung der Wissensdatenbank wurde die Erweiterung DbFit (https://github.com/dbfit/dbfit, 
zuletzt abgerufen am 11.04.2016) in das Werkzeug integiert. Da diese ausserhalb des Fokus dieser Arbeit 
liegt, wird diese Integration hier nicht weiter ausgeführt. 
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(AutoAssignDeliveryBid).Zu beachten ist hier der virtuelle Zeitstempel. Die definierten 
Eingabeereignisse sind nicht nach der Entdeckungszeit, sondern vorerst nach dem zugeordneten 
Auftrag (requestId) sortiert. Jeweils die ersten AutoAssignDeliveryBid-Ereignisse eines Auftrags 
sollen zu einer Zuteilung (Assigment) führen. Insgesamt darf es nur drei Zuteilungen geben 
(expect count), die im Folgenden detailliert überprüft werden (expect-Tabelle). Für Auftrag 777 












































|2001-07-12T10:00:02.000|777|Tim|…|Angels Flower Factory|…| 
|2001-07-12T10:01:00.000|777|Tim3|…|Angels Flower Factory|…| 
















Listing 6-11: EPTDL-Testfall des Flowerstore-Auswahlalgorithmus 
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Abbildung 6-5: Screenshot -Erfolgreicher Testfall des Flowerstore-Auswahlalgorithmus 
6.5.2 Anwendungsbeispiel 2 - Socialticket 
Das Auswerten von Daten aus sozialen Netzwerken wird im Forschungsbereich Social Media 
Mining thematisiert. Hier werden Theorien, Methoden und Werkzeugen aus den 
Sozialwissenschaften und der Informatik vereint. Während die Sozialwissenschaften die zu 
überprüfenden Theorien liefern, stellt und erforscht die Informatik Werkzeuge und Algorithmen 
zur Auswertung von großen Mengen an Daten aus sozialen Netzwerken [142].  Nachrichten aus 
sozialen Netzwerken können als Ereignisse gesehen werden. Sie können als atomare 
Informationsträger gesehen werden und treten typischerweise zeitlich verteilt im Sinne eines 
kontinuierlichen Ereignisstroms auf. Daher ist es nicht verwunderlich, dass der Einsatz von EP-
Systemen zur reaktiven Verarbeitung von sozialen Nachrichten, also das Erkennen von Mustern 
zur Laufzeit und die Reaktion auf erkannte Muster, in mehreren Quellen als typisches 
Anwendungsbeispiel aufgeführt wird [4], [58], [143].   
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6.5.2.1 Beschreibung des Szenarios 
Im Rahmen der Validierung der EPTDL und des konzipierten Testsystems soll eine EP-
Anwendung (Socialticket) zur Analyse von Nachrichten aus sozialen Medien entwickelt werden. 
Ausgangspunkt soll ein virtuelles Unternehmen sein, welches Konzertkarten über das Internet 
verkauft. Mit Hilfe der zu erstellenden EP-Anwendungen sollen Nachrichten aus den sozialen 
Medien Twitter86 (Mikroblogging) sowie MySpace87 (Website für Musikgruppen) auf Muster 
untersucht werden. Mit Hilfe der erkannten Muster sollen potentielle Kunden auf Konzerte 
hingewiesen werden. Dazu können über Twitter Nachrichten, sog. Tweets, direkt an Kunden oder 
über den offiziellen Auftritt des Unternehmens informiert werden. Abbildung 6-6 zeigt ein UML-
Diagramm zur Visualisierung des Kontexts der Anwendung. Die Anwendung Sozialticket ist dabei 
mit verschiedenen externen Systemen (Ereignisproduzenten/ –konsumenten) verbunden. 
Während die Ereignisse von MySpace nur konsumiert werden, können Ereignisse auch an Twitter 




Abbildung 6-6: UML-Kontextdiagramm zur Visualisierung des Anwendungskontexts von Socialticket 
Es wurden insgesamt 6 Anforderungen in Form von User Stories spezifiziert, die mit Hilfe der 
EPTDL bzw. des Testsystems auf Basis von Esper und Drools umgesetzt werden sollten. Tabelle 
6-5 zeigt die vorgegebenen User Stories, sowie die Zuordnung der in den User Stories 
verwendeten EP-Funktionalitäten. Zu jeder User Story wurden in der Umsetzung zwei Testfälle 
spezifiziert, ein Positivtestfall und ein Negativtestfall. Der Positivtestfall stellt ein erfolgreiches 
Szenario dar, welches zum Auslösen des beschriebenen Ergebnisses führt (wahr positiv). Der 
Negativtestfall repräsentiert ein Szenario, der das gewünschte Ergebnis nicht auslöst (wahr 
negativ). 
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 https://twitter.com/, zuletzt zugegriffen am 15.04.2016 
87
 https://myspace.com/, zuletzt zugegriffen am 15.04.2016 
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Tabelle 6-5: User Stories der Anwendung Socialticket und Zuordnung der EP-Funktionalität 
User 
Story 
Beschreibung Zugeordnete EP-Funktionalität 
1 Twitterangebot - Wenn ich als Twitteruser einen Bandnamen 
oder eine Eventbezeichnung in meinem Tweet habe, soll im 
Tweet des Ticketshops eine Beschreibung sowie ein Link zu der 
Seite der Band/des Events eingestellt werden. Die Nachricht zu 
einem Event soll nur einmal in 3 Stunden gepostet werden. 
Sliding Time Window 
Pattern Detection 
Transformation 
2 Twitterangebot ortsbezogen - Wenn ich als Twitteruser eine 
Ortsinformation angegeben habe und ich mehr als 3 Mal eine 
Band erwähnt habe, soll der Ticketshop eine persönliche 
Nachricht mit Beschreibung und Link zu der Seite des 
konkreten Konzert an meinem Ort senden. Die Nachricht zu 
einer Band soll nur einmal pro Jahr gepostet werden. 
Sliding Time Window 
Pattern Detection 
Transformation 
3 Twitterangebot kurz vor dem Ausverkauf - Wenn ich als 
Twitteruser in der Vergangenheit über eine Band / ein Event 
geschrieben habe, soll mir eine Nachricht zugestellt werden, 




4 Aktuelle Nachrichten - Wenn ich als Ticketshopbenutzer ein 
Konzert über den Ticketshop gebucht habe und es neue 
Aktivitäten dieser Band auf Myspace gibt, soll mir eine 
Nachricht mit dem Link gesendet werden. Je nach Auswahl im 
Profil soll mir die Nachricht über Email, SMS oder direkt über 




5 Wiederkehrende Bands - Ich als Ticketshopbenutzer will eine 
Nachricht bekommen, wenn eine Band, für die ich in der 
Vergangenheit schon Karten gekauft habe, wieder einen 
Auftritt in meiner Stadt plant. 
Pattern Detection 
6 Weihnachtsnachricht - Jedes Jahr am 24. Dezember soll eine 
Weihnachtsnachricht als öffentlicher Tweet gesendet werden. 
Fixed Time Schedule 
 
6.5.2.2 Relevante Ereignistypen 
Im Rahmen der Umsetzung wurden insgesamt 17 unterschiedliche Ereignistypen definiert. Im 
Folgenden sollen nur die für die folgenden Ausführungen besonders relevanten Ereignistypen 
betrachtet werden. Als eingehende Ereignisse werden TwitterEvents definiert, welche neben den 
Benutzernamen (username) und der Textnachricht (message) auch Angaben über den Ort (place) 
des Benutzers zum Zeitpunkt des Tweets beinhalten kann. Der Ort setzt sich aus einem, oder 
mehreren Koordinaten zusammen, welche Längen- und Breitengrade (longitude, latitude) 
beinhalten. Diese Struktur des Ortes entspricht einer von Twitter vorgegebenen JSON-Struktur 
zur Beschreibung eines eingegrenzten Ortes88. Eines der Ausgabeereignisse ist das sog. 
RelevantTweet. Dieses beschreibt ein für die weitere Verarbeitung relevantes TwitterEreignis und 
wird erstellt, wenn in einer Nachricht ein Bandname vorkommt. Dieser Name findet sich dann im 
Attribut name. Der Ereignistyp RelevantTweet verweist dabei auf das ursprüngliche TwitterEvent. 
Analog zum Ereignistyp TwitterEvent, welcher ein eingehender Tweet kennzeichnet, wird über 
den Ereignistyp TwitterOutgoingEvent ein vom Ticketshop ausgehender Tweet beschrieben. Die 
Definitionen der Ereignistypen in tabellarischer Form nach Etzion & Niblett finden sich im Anhang. 
Hier werden auch weitere Test- und EP-Codebeispiele für Esper und JBOSS Drools aufgezeigt. 
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twitterEvent: TwitterEvent  
Abbildung 6-7: Darstellung der Abhängigkeiten des Ereignistyps TwitterEvent 
6.5.2.3 Umsetzung der Testfälle und der Implementierungen 
Im Folgenden wird anhand von zwei unterschiedlichen Beispielen aus der Umsetzung von User 
Story 2 und 6 verschiedene Aspekte der Testbeschreibung und der Implementierung vorgestellt. 
Die vollständige Implementierung, sowie die zugeordneten Testfälle können online im 
zugehörigen GitHub-Projekt unter „examples/socialticket-app“ eingesehen werden89. Hier finden 
sich neben den Testfällen auch die jeweiligen Implementierungen für Esper und Drools Fusion. 
Abbildung 6-8 zeigt einen Testfall, in dem eine eingehende Twitter-Nachrichten auf 
Bandnamen überprüft werden und entsprechende Treffer als RelevantTweet weitergeleitet 
werden. Hierbei wird im konkreten Fall ein TwitterEvent mit entsprechender Unterstruktur 
spezifiziert. Es wird ein Platz (Place) als zu referenzierendes Objekt angegeben, welcher über drei 
Koordinaten eingegrenzt wurde. Die Referenzierung in den add-Tabellen erfolgt über Variablen 
(z.B. $rom bzw. $rom_coordinates). Der Testfall prüft ob in der Nachricht (message) ein 
Bandname vorhanden ist („ABBA“). Als Ergebnis wird im Testfall ein RelevantTweet erwartet. 
Hierbei werden verschiedene Attribute geprüft, darunter auch die in der Struktur tieferliegenden 
Attribute (latitude) der Koordinaten. Um diese zu adressieren, wird auf die Punktnotation 
zurückgegriffen.  
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 http://sourceforge.net/p/qcep-ts/, zuletzt abgerufen am 15.04.2016 
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Abbildung 6-8: Erfolgreicher Testfall zur Spezifikation von Unterstrukturen 
Listing 6-12 zeigt den entsprechenden Quelltext für Esper, Listing 6-13 den Quelltext für Drools 
Fusion. Die Hilfsmethode checkBandName dient dazu den übergebenen String auf Bandnamen zu 
analysieren. Wenn ein Ergebnis gefunden wird, wird der Name der Band übermittelt und im neu 
erstellten RelevantTweet eingetragen. Das ursprüngliche TwitterEvent wird im Attribut 







insert into RelevantTweet(name, username, area,twitterEvent) 
select TicketshopData.BandPool.checkBandname(te.message),username, area, te as 
twitterEvent  
from TwitterEvent as te  
where TicketshopData.BandPool.checkBandname(te.message) is not null; 











   $event: TwitterEvent( $message: message ); 
   eval( checkBandName($message) != null );  
then 
   insert( new RelevantTweet(checkBandName($message), $event.getUsername(), 
   $event.getArea(), $event) ); 
end 





Das vorangegangene Beispiel zeigt die Möglichkeit der Spezifikation von Unterstrukturen im 
Rahmen der Eingabe sowie den Zugriff auf tieferliegende Attribute bei der Überprüfung der 
erwarteten Ergebnisse auf.  
Im Folgenden soll ein Testfall zur Darstellung und Überprüfung eines komplexeren Szenarios 
dargestellt werden. Die beteiligten neuen Ereignistypen werden nicht explizit aufgeführt, ergeben 
sich jedoch aus dem Kontext. Die entsprechenden Quelltexte Die Anforderung aus User Story 2 
erfordert, neben der Ereignisverarbeitung eine Kommunikation mit dem Ticketshop, der über 
detaillierte Band bzw. Konzertinformationen verfügt. Sobald drei relevante TwitterEvents 
identifiziert wurden und Ortsinformationen (area) vorhanden sind, soll eine persönliche Nachricht 
mit Konzertinformationen an den Benutzer (username) gesendet werden. Im Testfall in Abbildung 
6-9 wird u.a. überprüft, dass bei mehrmaligen (>3) Auftauchen des Bandnamen trotzdem nur eine 
Nachricht gesendet werden soll. Daher werden insgesamt vier TwitterEvents als Eingaben 
spezifiziert. Durch das Ausführen der Eingaben mit execute until wird überprüft, dass trotz dem 
Erkennen von vier RelevantTweets lediglich ein RequestPersonalEvent erstellt wurde. Dieses 
Ereignis repräsentiert das Auftreten des geforderten Musters und wird vom externen Ticketshop 
konsumiert. Dieser soll damit aufgefordert werden die entsprechenden Informationen zu 
sammeln und eine persönliche Nachricht zu versenden. Sollte der Ticketshop in der 
Testumgebung nicht angebunden sein, kann dieser durch erneute Spezifikation eines 
Eingabeereignisses simuliert werden. Über eine add-Tabelle wird ein ResponseBandPersonalEvent 
angegeben. Durch erneute Ausführung wird dieses von der EP-Engine zu einem 
TwitterOutgoingEvent umgesetzt, welches eine ausgehende Nachricht über Twitter repräsentiert. 
Mit Hilfe des Testfalls wurden als ein mehrstufiges Szenario nachgestellt und ein beteiligter 
Partner durch weitere Eingabedaten simuliert. Sollte dieser Partner in späteren Tests angebunden 
werden, müssten nur die entsprechenden Zeilen des Testfalls auskommentiert werden.  
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Abbildung 6-9:  Screenshot Positivtestfall zu User Story 2 nach erfolgreicher Durchführung 
Es wird deutlich, dass auch komplexere Szenarien mit Hilfe der EPTDL abgebildet werden 
können. Der zeitliche Verlauf kann durch die Spracheelemente exakt gesteuert werden.  
Als abschließendes Beispiel soll auf User Story 6 eingegangen werden. In der beschriebenen 
Anforderung soll jeweils am 20. Dezember eine Nachricht (TwitterOutgoingEvent) versendet 
werden. Die Aktion wird also ausschließlich durch die Zeit ausgelöst, es wird kein Eingabeereignis 
benötigt. Listing 6-14 zeigt den entsprechenden Testfall. Hier startet die Zeit am 1. Januar 1970 
und wird bis zum 24. Dezember 1971 fortgeführt. Es wird darauffolgend erwartet, dass die 





















Listing 6-14: EPTDL-Testfall zu User Story 6 
6.5.3 Anwendungsbeispiel 3 -  Terminierungserkennung  
Die Terminierungserkennung soll anhand eines Beispiels in Esper verdeutlicht werden. Zum 
kontrollierten Auslösen von Problemstellungen zur Terminierungserkennung wurde bei der 
Umsetzung der Anforderung eine Verzögerung eingebaut, so dass die Anfrage eine Zeitspanne 
warten muss und erst dann beendet.  
6.5.3.1 Beschreibung des Szenarios, Umsetzung des Testfalls und der Implementierung 
Es soll jeweils eine Summe (Ereignistyp SumTran) für die letzten drei Einzelbeträge 
(Ereignistyp: Einzelbetrag) von Transaktionen erstellt werden. Die beiden Ereignistypen haben 
lediglich ein Attribut „betrag“ mit dem numerischen Datentyp „double“. Bei der Erstellung der 
Summe wird eine Hilfsmethode der Klasse „DelayHelper“ aufgerufen, die die Antwort um 300ms 













Listing 6-15: Quelltext zur Simulation der Terminierungserkennung 
Aufgrund der Asynchronität erfolgt direkt nach dem Absenden der Ereignisse mit execute die 
Überprüfung der erwarteten Ergebnisse. Durch die Verzögerung werden die Ergebnisse nicht 
schnell genug erstellt und die Auswertung der expect-Tabelle erfolgt gegen eine leere Menge. Der 
Testfall resultiert fälschlicherweise in einem Fehler, siehe Abbildung 6-10. Durch Aktivierung der 
Terminierungserkennung wird gewartet, bis alle Ergebnisse ausgewertet sind. Somit läuft der 
Testlauf erfolgreich (wahr-positiv). 
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Abbildung 6-10: Testlauf ohne (links) und mit (rechts) Terminierungserkennung 
6.5.3.2 Zusammenfassung 
Anhand eines einfachen Beispiels wurde aufgezeigt, dass Verzögerungen in der Ausführung 
von EP-Funktionalitäten zu Fehlern in den Testergebnissen führen können, wenn keine 
Terminierungserkennung vorhanden ist. Durch die Aktivierung der Terminierungserkennung 
werden die Verzögerungen abgewartet. Die Überprüfung der Ergebnisse wird erst vorgenommen, 
wenn alle Ergebnisereignisse empfangen wurden und die Ausführung beendet wurde. 
6.5.4 Anwendungsbeispiel 4 – Kreditkartenbetrug 
Das Szenario Kreditkartenbetrug wurde bereits in Kapitel 2.2.3 als motivierendes Beispiel 
vorgestellt. Es behandelt die Auswertung von Kreditkartentransaktionen hinsichtlich 
betrügerischer Tätigkeiten. Die zugrundeliegende Anforderungen der Geschäftsfunktionalität 
lautet: „Wenn innerhalb einer Stunde zwei Transaktionen mit derselben Kartennummer ausgelöst 
werden und die Orte der Transaktion mehr als 200 km entfernt sind, sperre das zugehörige 
Konto.“  
Abbildung 6-11 zeigt die Anforderung in der BEMN-Notation[127]. Mit dieser ist es möglich 
Kontextinformationen der Funktionalität, wie z.B. Zeitfenstergrenzen und 
Gruppierungsinformationen, bildlich darzustellen. So wird ein Briefumschlag für 
Kontextinformationen (aus den Attributen der Ereignisse), sowie ein Uhrensymbol für die 
zeitlichen Einschränkungen verwendet. Mit Hilfe eines kreisförmigen Pfeil, sollen Wiederholungen 
verdeutlicht werden.  
Es wird ersichtlich, dass es sich um eine zeitbasierte Funktionalität handelt, da hier die 
zeitliche Einschränkung von einer Stunde existiert. Dabei soll in diesem Beispiel festgelegt 
werden, dass hier die Erkennungszeit als maßgebend verwendet werden soll. Zudem werden die 
Attribute ort und kreditkartennummer ausgewertet. Das Attribut ort wird verwendet, um die 
räumliche Entfernung zweier Transaktionen zu berechnen. Über das Attribut kreditkartennummer 
sollen die zu korrelierenden Transaktionsereignisse identifiziert werden. Beim Vergleich sollen 
jeweils zwei Transaktionsereignisse betrachtet werden. Bei der Realisierung der Testbeschreibung 




Abbildung 6-11: Anforderung Kreditkartenbetrug in der BEMN-Notation 
Das Szenario beinhaltete mehrere Aspekte, die im Rahmen der Evaluierung des 
Lösungskonzepts betrachtet werden sollen. Dazu gehört die Testspezifikation von zeitbasierten 
Funktionalitäten und der Einsatz der EPTDL-Syntax, um die verschiedenen erwarteten Ergebnisse 
zu überprüfen.  
6.5.4.1 Ereignistypen 
Die Attribute der verwendeten Ereignistypen „Transaktionsereignis“ und „Sperrereignis“ 
werden in Tabelle 6-6 bzw. Tabelle 6-7 dargestellt. Zu beachten ist, im Hinblick auf die 
zeitbasierte Funktionalität das Attribut „zeitstempel“ im Transaktionsereignis. Dieses 
repräsentiert den Eintrittszeitpunkt, also den Zeitpunkt der durch den Automaten, der die 
Transaktion erstellt, vergeben wird. Dieser soll jedoch, wie in der Anforderung beschrieben, nicht 
in der Umsetzung der Funktionalität beachtet werden. Hier soll der Entdeckungszeitpunkt 
verwendet werden, der durch das EP-System vergeben wird. Als Ort wurde zur vereinfachten 
Darstellung eine textuelle Bezeichnung gewählt. Hier würden evtl. eine detaillierte Angaben von 
Koordinaten stehen, mit denen die genaue Position des Automaten ermittelt werden kann. Das 
Sperrereignis enthält neben der Kreditkartennummer auch eine Referenz auf die auslösenden 
Transaktionsereignisse. 
Tabelle 6-6: Ereignistyp Transaktionsereignis 
Attributname Datentyp Semantik 
zeitstempel DateTime Eintrittszeitpunkt 
kartennummer Integer Kreditkartennummer 
ort String Textuelle Bezeichnung des Ortes 
betrag float Wert der Transaktion in € 
posnr int ID des Automaten 
 
Tabelle 6-7: Ereignistyp Sperrereignis 
Attributname Datentyp Semantik 
kartennummer Integer Kreditkartennummer 
 
6.5.4.2 Umsetzung des Testfalls und Implementierung des Anwendungsfalls 
Die in Kapitel 2.2.3, Abbildung 2-21  beschriebenen Testkandidaten sind aus Gründen der 
Übersichtlichkeit in einem einzigen Testfall dargestellt (siehe Abbildung 6-12). Die Kandidaten 
werden anhand unterschiedlicher Kreditkartennummern voneinander getrennt. Die 
Testausführung soll am 10.04.2015 um 9 Uhr (simulierte Zeit) starten. Zu diesem Zeitpunkt 
werden vier Transaktionsereignisse vom Standort „Rom“ in der add-Tabelle spezifiziert, die sich 
lediglich in der Kreditkartennummer unterscheiden. Die „posnr“ bezeichnet das Kartenterminal 
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(Point of Sales), der „betrag“ den abzubuchenden Wert. Das Attribut „zeitstempel“ entspricht der 
Zeitangabe aus dem Kartenterminal.  
Die weiteren Transaktionsereignisse T2a-d werden zu unterschiedlichen Zeiten eingefügt. Man 
beachte das zuletzt spezifizierte Eingabeereignis. Hier unterscheiden sich Eintrittszeit 
„zeitstempel“ und die Entdeckungszeit „:time“. Dies entspricht dem Testkandidaten T2d. Die 
Testausführung soll bis zum Zeitpunkt 10:20 Uhr durchgeführt werden und umfasst damit alle 
Eingabeereignisse. 
Die erwarteten Ergebnisse werden in der expect-Tabelle spezifiziert. Die 
Transaktionsereignisse der Kreditkarten 123456781 (T2a) und 123456782 (T2b) liegen innerhalb 
des Zeitfensters und lösen ein Sperrereignis aus. Die Ereignisse der Kartennummer 123456783 
(T2c) lösen kein Sperrereignis aus. Der Sonderfall mit der Kartennummer 123456784 (T2d) soll 
gemäß Testfall ebenfalls kein Sperrereignis ausführen. Über das Zählkommando „expect count“ 
wird überprüft, dass nur die erwarteten (und auch keine zusätzlichen Sperrereignisse) erstellt 
wurden. Damit wird im Grunde implizit auch das Nichtvorhanden-Sein der Sperrereignisse zu T2c 




Die Implementierung erfolgte für beide angebundene EP-Engines. Die Quelltexte für JBoss 
Drools Fusion wird in Listing 6-16 gezeigt. Zeile 3 markiert den Auslöser. Immer wenn ein 
| startup at | 2015-04-10T09:00:00.000 |  
 
| add | Transaktionsereignis | 
| :time   | zeitstempel    | kartennummer  | ort  | betrag  | posnr | 
|  2015-04-10T09:00:00.000  |  2015-04-10T09:00:00.000  | 123456781 | Rom  | 89.50  | 2222 | 
|  2015-04-10T09:00:00.000  |  2015-04-10T09:00:00.000  | 123456782 | Rom  | 89.50  | 2222 | 
|  2015-04-10T09:00:00.000  |  2015-04-10T09:00:00.000  | 123456783 | Rom  | 89.50  | 2222 | 
|  2015-04-10T09:00:00.000  |  2015-04-10T09:00:00.000  | 123456784 | Rom | 59.50  | 2222 | 
|  2015-04-10T09:04:00.000  |  2015-04-10T09:04:00.000  | 123456781 | Dresden  | 59.50  | 3333 | 
|  2015-04-10T09:59:00.000  |  2015-04-10T09:59:00.000  | 123456782 | Dresden  | 59.50  | 3333 | 
|  2015-04-10T10:20:00.000  |  2015-04-10T10:20:00.000  | 123456783 | Dresden  | 59.50  | 3333 | 
|  2015-04-10T10:05:00.000  |  2015-04-10T09:40:00.000  | 123456784 | Dresden  | 59.50  | 3333 | 
 
| execute until |  2015-04-10T10:20:00.000 |  
 
| expect | Sperrereignis | 
| kartennummer   | 
| 123456781   | 
| 123456782  | 
 
 
| expect not | Sperrereignis | 
| kartennummer   | 
| 123456783   | 
| 123456784  | 
 
| expect | count | Sperrereignis | 2 | 
 
| shutdown | 
Abbildung 6-12: Testfall für Kreditkartenbeispiel 
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Transaktionsereignis neu eintrifft, wird überprüft ob es mindestens ein Ereignis im Zeitfenster von 
einer Stunde existiert, welches dieselbe Kartennummer aufweist und deren Ort weiter als 200 












 $a: Transaktionsereignis(  ) over window:length( 1 ); 
 Number( intValue >1 ) from accumulate  
 ( $b: Transaktionsereignis( kartennummer==$a.getKartennummer(),
 getDistance($a.ort,ort)>200 ) over window:time( 1h ) count($b) ); 
then 
 insert( new Sperrereignis($a.getKartennummer()) ); 
end 
Listing 6-16 Quellcode (JBoss Drools Fusion) für das Szenario Kreditkartenbetrug 
Die Realisierung mit der Esper EPL wird in Listing 6-17 dargestellt. Der Algorithmus ist analog 
aufgebaut. Beim Eintreffen eines Transaktionsereignisses wird in der Historie geschaut, ob 












insert into Sperrereignis(kartennummer) 
select a.kartennummer 
FROM Transaktionsereignis  a 
where 
(SELECT COUNT(*) 
 FROM Transaktionsereignis.win:time(1 hours) b  
 WHERE b.kartennummer = a.kartennummer 
 and helper.Distance.getDistance(a.ort,b.ort)>200)> 0 
Listing 6-17: Quelltext (Esper EPL) für das Szenario Kreditkartenbetrug 
 
Abbildung 6-13 zeigt einen Screenshot nach Durchführung des Testfalls. Das Ergebnis ist für 
beide Implementierungen also für beide EP-Engines gleichermaßen erfolgreich.  
6.5.4.3 Zusammenfassung 
Das Erkennen von Kreditkartenbetrug ist ein weit verbreitetes Szenario zur Motivation von 
und Einführung zu ereignisverarbeitenden Systemen. An dem vereinfachten Beispiel wurde 
verdeutlicht, wie die EPTDL eingesetzt werden kann, um zeitbasierte Testfälle zu spezifizieren. 
Dabei wurden alle dazu relevanten Syntaxelemente der EPTDL vorgestellt. Bei der Überprüfung 
der erwarteten Ergebnisse wurden sowohl erwartete vorhandene als auch erwartete nicht-
vorhandenen Ereignisse überprüft. Das Beispiel verdeutlicht dass EPTLD-Testfälle ohne 
Anpassungen gegen verschiedene EP-Engines (hier Esper und JBOSS-Drools) ausgeführt werden 
können.  
 
                                                          
90
 Die Berechnung der Entfernung wurde abstrahiert und über eine Hilfsfunktion getDistance() simuliert. 
Hier wird zur Simulation immer ein Wert über 200 ermittelt.  
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Abbildung 6-13: Screenshot Erfolgreicher Testfall des Szenarios Kreditkartenbetrug 
 
6.6 INTERPRETATION DER ERGEBNISSE UND DISKUSSION 
Nach der Darstellung der verschiedenen Anwendungsszenarien und der Umsetzung und 
Durchführung von automatisierbaren Testfällen sollen im Folgenden die Ergebnisse der 
Untersuchung dargestellt und diskutiert werden. 
6.6.1 Diskussion 
Ziel der prototypischen Umsetzung und Evaluierung war es einerseits die Realisierbarkeit des 
Lösungsansatzes vorzuweisen und andererseits die Begegnung der Anforderungen zu bewerten. 
Anhand von unterschiedlichen Anwendungsszenarien wurde der Lösungsansatz erprobt. Als 
verwandte Arbeiten wurden bereits in Kapitel 3 die Werkzeuge SbFit und FinCOS aus dem Projekt 
BiCEP vorgestellt. Die Diskussion der Ergebnisse wird daher im Hinblick auf diese Arbeiten 
vorgenommen. Im besonderen Fokus steht hier jedoch das Projekt SbFit, welches als einzige 
verwandte Arbeit im Sinne von ATDD eingesetzt werden kann.  
Bei der Betrachtung der Spezifikation von Eingabeereignissen (Anforderung A1) wurde eine 
weitgehend ähnliche, tabellarische Syntax wie bei SbFit gewählt. Diese entspricht generell der 
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Syntax von Testtabellen in FitNesse. Bei der Spezifikation von Unterstrukturen und Listen 
unterscheiden sich die Projekte. SbFit setzt hier auf eine JSON-Struktur, während in unserem 
Ansatz weitere Tabellen verwendet werden, um tiefere Strukturen darzustellen (Siehe hierzu 
Anwendungsbeispiel 2). Welche der Varianten im Sinne der Benutzbarkeit vorteilhafter ist, kann 
derzeit nicht bewertet werden. Festzuhalten ist jedoch, dass beide Projekte komplexe Strukturen 
unterstützen.  
Unterschiedlich muss jedoch die Semantik des Testkommandos zur Spezifikation von Ereignissen 
in den Projekten gesehen werden. Während BiCEP mit „enqueue“ das Eingabeereignis direkt in 
die Verarbeitung an die EP-Engine sendet, wird bei QCEP-TS mit „add“ lediglich ein Ereignis zur 
Eingabe registriert. Das tatsächliche Absenden von Ereignissen wird erst mit dem Testkommando 
„execute“ angestoßen. Diese Entkopplung von Spezifikation von Eingaben und Ausführen zeigt 
mehrere Vorteile auf. Es können einerseits Eingabeereignisse verschiedener Typen in den 
jeweiligen „add“-Tabellen gruppiert werden, was zu übersichtlichen Testbeschreibungen führen 
kann. Die zeitliche Reihenfolge beim Absenden der Ereignisse wird im System anhand des 
virtuellen Attributs „:time“ ermittelt. Andererseits können zeitbasierte Funktionalitäten (A2), wie 
z.B. das Auslaufen von Zeitfenstern, gezielt provoziert werden. Hierzu kann eine Zielzeit im 
Testkommando „execute“ angegeben werden. Somit erfüllt QCEP-TS im Gegensatz zu SbFit die 
Anforderungen zeitbasierte Funktionalität auszulösen in vollem Umfang, was z.B. im 
Anwendungsbeispiel 4 detailliert dargestellt wird. Mit Hilfe der verwendeten, simulierten Zeit 
(A3) ist kann eine beschleunigte Ausführung von Testfällen erreicht werden.  
Die Wiederholbarkeit von Testfällen (A4) ist in beiden Ansätzen SbFit und QCEP-TS gegeben, 
wird jedoch in QCEP-TS explizit modelliert. So werden z.B. Testkommandos „startup“ und 
„shutdown“ und entsprechende Methodendefinitionen in den verschiedenen Schnittstellen 
bereitgestellt. Ein Vorteil hierin liegt, neben der Modularisierbarkeit, in der Möglichkeit den Start 
und das Beenden des Anwendungskontextes gezielt zu steuern.   
Die Spezifikation von erwarteten Ereignissen (A5) wird, analog zu den Eingabeereignissen, von 
beiden Frameworks mit den bereits diskutierten Unterschieden unterstützt. Zusätzlich zu dem 
Überprüfen von exakten Werten werden in QCEP-TS Vergleichsoperatoren für Attribute 
angeboten, die jedoch nicht in der Evaluierung betrachtet wurden und als trivial in der 
Umsetzung gesehen werden können. Als zusätzliches Testkommando wird in QCEP-TS „expect 
count“ angeboten, welche die Anzahl von aufgetretenen Ereignissen überprüfen kann. Dieses 
kann z.B. auch im Hinblick auf die Überprüfung von Nicht-Vorhandenen Ereignissen (A6) 
eingesetzt werden. Hierzu werden jedoch auch entsprechende Testtabellen im Sinne der 
Negation der normal, erwarteten Ergebnisse angeboten. Als zusätzliches Merkmal bietet SbFit das 
Überprüfen der Reihenfolge der Ereignisse. Dies wurde im Rahmen von QCEP-TS nicht betrachtet, 
ist aber aufgrund der angenommen FIFO-Konsistenz der Kommunikationswege in der Umsetzung 
trivial. Kann die FIFO-Konsistenz nicht gewährleistet werden, müsste ein zusätzliches technisches 
Attribut in das Ereignismodell integriert werden, welches für jedes Ereignis inkrementiert wird. 
Dieser Aspekt soll hier aber nicht weiter betrachtet werden. 
Als Alleinstellungsmerkmal von QCEP-TS kann die integrierte Terminierungserkennung 
gesehen werden, die aufgrund der asynchronen Kommunikation erforderlich ist, um den 
Zeitpunkt der Überprüfung von erwarteten Ergebnissen vorauszusagen (A7). Im Rahmen der 
Untersuchung von SbFit wurde festgestellt, dass dieses Framework mit Hilfe eines Timeout-
Mechanismus auf erwartete Ergebnisse gewartet wird. Wie bereits in Kapitel 5.5 diskutiert 
wurde, kann dies zu verschiedenen Fehlerkonstellationen führen. Als Nachteilig für den Einsatz 
der Terminierungserkennung kann die zusätzliche Kommunikation gesehen werden. Auch wenn 
im betrachteten Ansatz lediglich zwei zusätzliche Nachrichten für eine Terminierungserkennung 
verwendet werden, kann dies in Summe zu Verzögerungen führen. Die Betrachtung dieses 
Aspekts ist jedoch vielfach abhängig von der Umgebung, in der das System eingesetzt werden 
soll. So spielen z.B. die Verteilung der einzelnen Schichten des Testsystems im Netzwerk, das 
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zugrundeliegende Übertragungsmedium oder auch die Eigenschaften des zu testenden 
Anwendungsszenarios eine maßgebende Rolle. Die Untersuchung dieser Eigenschaften übersteigt 
den Fokus dieser Arbeit und wird daher nicht weiter betrachtet. 
Eine weitere Anforderung betrifft die Abstraktion der testspezifischen Prozesse von der 
Testbeschreibungssprache. Im vorgestellten Lösungsansatz wurde die Testbeschreibungssprache 
EPTDL angelehnt an die Syntax des Testframework FitNesse entworfen und in der prototypischen 
Umsetzung entsprechende Fixtures zur Interpretation der Sprache entwickelt. Die Aufrufe an die 
Test Engine erfolgt über eine formal definierte Schnittstelle. Diese Trennung erlaubt es 
verschiedene Test-Frameworks an das Testsystem zu binden und somit unterschiedliche 
Testsprachen anzubinden. Auch eine Anbindung über eine imperative Programmiersprache ist 
dabei möglich. Dieser Aspekt erleichtert zudem den Einsatz von modellbasierten Testmethoden, 
welche ja aus unterschiedlichen Modellen Testfälle generieren. Hier ist die Möglichkeit 
geschaffen verschieden über die bereitgestellten Schnittstellen auf entsprechende 
Testfunktionalität zugreifen können, ohne Kenntnisse der tieferliegenden testspezifischen 
Prozessen haben zu müssen. 
Des Weiteren wurde aufgezeigt, dass die beschriebene einheitliche Schnittstelle für den 
Zugriff auf unterschiedliche EP-Engines realisiert werden kann. Die Implementierung wurde für 
beispielhaft für die EP-Engines Esper und JBOSS Drools Fusion umgesetzt. Eine Modularität im 
Sinne der Abstraktion von den EP-lösungsspezischen Verarbeitungsmodellen wurde somit 
bestätigt. Dies entspricht den Erkenntnissen des Projekt BiCEP. Hier wird einen ähnlich modularer 
Ansatz verfolgt, der jedoch Limitationen u.a. hinsichtlich der Zeitsteuerung, sowie der 
Terminierungserkennung aufweist und daher nicht für den hier verfolgten Fokus einsetzbar ist. 
Die Umsetzung der geforderten Funktionalitäten, wie z.B. der Zeitsteuerung oder der 
Terminierungserkennung, ist entsprechend abhängig von der eingesetzten EP-Engine. Hier 
müssen entsprechende Mechanismen z.B. die Verwendung einer simulierten Zeit vom Hersteller 
angeboten werden oder im Rahmen der Umsetzung der Testschnittstelle ergänzt werden. Z.B. 
wurde bei der prototypischen Umsetzung der Schnittstelle für die Engine JBOSS Drools Fusion 
eine explizite Terminierungserkennung nicht benötigt, da der eingesetzte EP-Algorithmus generell 
eine synchrone Abarbeitung vorsieht.  
Bewertet man die Benutzbarkeit der Sprache anhand der Anzahl der Testkommandos, kann 
diese, analog zur verwandten Arbeit SbFit, mit einfach bewertet werden.  
Tabelle 6-8: Bewertung des Lösungsansatzes im Vergleich zu den ausgewählten, verwandten Arbeiten 
Ansatz A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 
BiCEP o o - n.a. - - - o + o 
SbFit + o - + + + - + - + 
QCEP-TS + + + + + + + + + + 
 
Die zu überprüfenden Kernfragen befassten sich mit der Überprüfung der Funktionalität (K1) 
und andererseits mit der Modularität des Systems (K2). Hinsichtlich der Funktionalität konnte 
anhand systematisch gewählter Beispiele die Gesamtheit der EP-Funktionalitäten mit Hilfe des 
Lösungsansatzes in Form von Testfällen überprüft werden. Die deterministische Ausführung ist 
aufgrund des Einsatzes der Terminierungserkennung gegeben. Die Kernfrage K1 kann somit 
bestätigt werden. Kernfrage K2 wurde durch die Anbindung zweier unterschiedlicher EP-Engines 
überprüft. Auf Basis dieser Erkenntnisse kann auch A2 im betrachteten Kontext als bestätigt 
gesehen werden.  
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6.6.2 Limitationen 
Im Folgenden sollen die Limitationen der prototypischen Umsetzung und Evaluierung sowie 
der daraus resultierenden Ergebnisse beschrieben werden. Ziel der Evaluierung war es die 
Realisierbarkeit des Lösungsansatzes sowie die funktionale Eignung darzustellen und zu 
überprüfen. Die Evaluierung wurde anhand einer Auswahl von relevanten, zu implementierenden 
Funktionalitäten und ausgewählten Anwendungsszenarien durchgeführt. 
Einer der zu diskutierenden Limitationen befasst sich mit der funktionalen Vollständigkeit der 
ausgewählten Anwendungsszenarien. Ziel war es die identifizierten Kategorien von EP-
Funktionalitäten abdecken zu können (vgl. Kapitel 2.1.2). Weitere z.T. abweichende 
Kategorisierungen von EP-Funktionalitäten, wie z.B. aus der Veröffentlichung von Cugola & 
Margara [3], können zu diesen direkt zugeordnet werden und zeigen keine weiteren funktionalen 
Bausteine auf. Weitere Funktionalitäten könnten weder in der verfügbaren Literatur noch in der 
Analyse der Produktlösungen identifiziert werden. Daher wird davon ausgegangen, dass eine 
angemessene Abdeckung der Funktionalitäten erreicht wurde.  
Bei der Auswahl der Beispiele zur Evaluierung der Lösungsansätze wurde darauf geachtet, dass 
eine hohe Diversifikation der eingesetzten EP-spezifischen Funktionalitäten vorhanden ist. Die 
gewählten Beispiele sind daher aus bzw. angelehnt an Szenarien aus der Literatur und decken die 
identifizierten EP-Funktionalitäten vollständig ab. Eine entsprechende Auswahl an „realen“ 
Anwendungsszenarien bzw. entsprechenden Spezifikationen oder Implementierungen aus der 
Industrie ist, soweit es dem Autor bekannt ist, nicht verfügbar. Es wäre zudem zu vermuten dass 
solche reale Anwendungen auch nicht die Gesamtheit der EP-Funktionalitäten abdecken würden. 
Dennoch hat dieser Aspekt eine entsprechend negative Auswirkung auf die Generalisierbarkeit 
der Ergebnisse. Es kann zudem nicht beurteilt werden, welche Funktionalitäten in der Industrie 
eine höhere Relevanz haben und daher entsprechend vorwiegend betrachtet werden müssten. 
Unabhängig davon wurde jedoch aufgezeigt, dass die unterschiedlichen EP-Funktionalitäten mit 
der Lösung abgedeckt werden können.  
Ein weiterer limitierender Faktor kann in der Auswahl der EP-Engines gesehen werden. Hier 
wurden vor allem aufgrund der Verfügbarkeit zwei quelloffene Systeme ausgewählt, die auf 
unterschiedlicher technologischer Basis arbeiten. Während JBOSS Drools einen Algorithmus 
basierend auf dem RETE-Algorithmus von Charles Forgy [144] einsetzt, wird bei Esper ein Knoten-
basiertes Netzwerk nach dem Publish-Subscribe Prinzip aufgebaut91. Weitere EP-Engines wurden 
nicht untersucht, zudem wurden beide Kandidaten in der Programmiersprache JAVA geschrieben. 
Dies vereinfachte die Anbindung des Prototypens mittels JAVA-RMI.  
Da die Anbindung der Ereigniskanäle (Senden und Empfangen) in den Prototypen über JAVA-
RMI abgewickelt wurde, war eine synchrone Verbindung zu den EP-Engines gegeben. Da die 
Abarbeitung der Ereignisse in JBOSS-Drools Fusion synchron gestaltet ist, wurde hier keine 
Terminierungserkennung benötigt. Die Demonstration der Notwendigkeit der 
Terminierungserkennung wurde daher nur in Esper vorgenommen, dementsprechend auch nur 
hier die Terminierungserkennung umgesetzt. Zur Implementierung der Terminierungserkennung 
in weiteren EP-Engines ist Expertenwissen zu den einzelnen Engines nötig. Anhand des Beispiels 
wurde es jedoch ersichtlich, dass bei fehlender Terminierungserkennung bei asynchroner 
Verarbeitung Fehlerfälle auftreten können und diese durch aktivierte Terminierungserkennung 
verhindert werden.  
                                                          
91
 Vgl. https://docs.jboss.org/drools/release/5.3.0.CR1/drools-fusion-docs/pdf/drools-fusion-docs.pdf 
bzw. http://www.espertech.com/esper/release-5.1.0/esper-
reference/html_single/index.html#processingmodel, zuletzt abgerufen am 14.12.2016 
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Die Auswahl der Funktionalitäten des Testsystems, welche im Prototyp umgesetzt wurden, 
war nicht vollständig. So wurden Aspekte, wie z.B. die Implementierung von zusätzlichen 
Vergleichsoperatoren, ausgelassen. Diese Funktionalitäten wurden für die erforderlichen Zwecke 
nicht als relevant und zudem als trivial in der Umsetzung eingestuft. Eine entsprechende 
Auswirkung auf die Validität der Ergebnisse kann daher nicht festgestellt werden.  
6.6.3 Implikationen für die Wissenschaft 
Die Ergebnisse der prototypischen Umsetzung und Evaluierung hat verschieden Auswirkungen 
auf die Wissenschaft. Durch die Bereitstellung des Werkzeuges ist es nun möglich die Entwicklung 
von EP-Anwendungen in empirischen Studien vorzunehmen. Aufgrund der breiten Abdeckung des 
Prototyps ist es möglich erste Fallstudien im akademischen oder im industriellen Umfeld 
durchzuführen, um Erkenntnisse in der Anwendung von ATDD im Bereich der EP-
Anwendungsentwicklung zu erhalten bzw. um neue Untersuchungsgegenstände bzw. Phänomene 
aufzudecken. Zudem können mit Hilfe des Werkzeugs empirische Laborexperimente durchgeführt 
und somit einzelne Aspekte quantitativ erforscht werden. Im Bereich des modellbasierten 
Testens kann der Prototyp verwendet werden, um generierte Testfälle für EP-Anwendungen 
ausführen zu lassen. Dabei könnte auch die EPTDL als Zielsprache der Generierung verwendet 
werden.  
6.6.4 Implikationen für die Praxis 
Der Nutzen für die Praxis kann vor allem in der Bereitstellung des Lösungskonzepts sowie des 
Prototyps gesehen werden. Hersteller von EP-Engines können entsprechende Schnittstellen für 
die Anbindung eines solchen Testsystems vorsehen. Eine Standardisierung solcher Schnittstellen 
würde die Anbindung von externen Testsystemen erleichtern. Weitere Anbieter könnten sich auf 
die Realisierung von Anwenderfreundlichen Oberflächen spezialisieren bzw. bereits existierende 
Testlösungen auf diese Schnittstellen zugreifen lassen. Dies würde die Abhängigkeiten von 
Unternehmen zu EP-Produkten verringern. Eine Migration zu einer anderen EP-Engine würde 
vereinfacht werden, da dieselbe Testbasis eingesetzt werden kann. 
6.7 ZUSAMMENFASSUNG UND FAZIT 
Ziel der Evaluierung war es herauszufinden, ob der beschriebene Lösungsansatz realisierbar ist 
und die gegebenen Anforderungen damit erfüllt werden konnten. Zudem sollte die Modularität 
des Ansatzes hinsichtlich der Anbindung unterschiedlicher EP-Engines überprüft werden.  
Anhand von verschiedenen Anwendungsszenarien wurde der Einsatz der EPTDL dargestellt 
und die prototypische Umsetzung evaluiert. Als Ergebnis gilt festzuhalten, dass die definierten EP-
Funktionalitäten durch die Syntax-Elemente der EPTDL vollständig abgedeckt werden können (vgl. 
Aussage AS1). Die Anbindung zweier EP-Engines mit unterschiedlicher, technologischer Basis 
wurde umgesetzt. Mit identischen Testfällen konnten EP-Anwendung auf beiden EP-Engines 
gleichermaßen getestet werden.  
Die Bewertung des Lösungsansatzes im Vergleich zu den verwandten Arbeiten hat aufgezeigt, 
dass dieser den Stand der Technik in mehreren Aspekten erweitert. Dazu gehören die Möglichkeit 
zeitbasierte Funktionalitäten zu testen, sowie den Zeitpunkt der Ergebnisprüfung deterministisch 
zu ermitteln. Hinsichtlich der Benutzbarkeit zeigt die Lösung eine identische Bewertung zu der 
verwandten Lösung SbFit, wobei als Metrik hier die Anzahl der Testkommandos verwendet 
wurde. Diese gibt jedoch nur einen ersten Hinweis auf die Komplexität der Lösung. Eine Aussage 
über die Benutzbarkeit der Lösung im tatsächlichen Einsatz kann nur in empirischen 
Benutzerstudien ermittelt werden.  
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7 BENUTZERSTUDIEN 
Die bisherigen Ergebnisse der Arbeit zeigen, wie ein Testwerkzeug für das funktionale Testen 
von EP-Anwendungen im Rahmen von ATDD konzipiert, implementiert und eingesetzt werden 
kann. Dabei wurden der Anforderungen der Architekturziele „Funktionale Eignung“ und 
„Modularität/Portabilität“ auf Basis von Beispielszenarien systematisch validiert. Die 
Benutzerbarkeit wurde in der Architektur durch die Entwicklung einer tabellenbasierten 
Anfragesprache addressiert. Die Auswahl dieser Art der Testbeschreibung stützte sich auch 
Erkenntnisse aus der empirischen Forschung im Bereich von ATDD. Hier wurde in verschiedenen 
Studien bestätigt, das die tabellenbasierten Testbeschreibung leicht zu erlernen und anzuwenden 
ist.  
Die Möglichkeit Testfälle zu automatisieren und somit zeitaufwendige, manuelle 
Regressionstests abzulösen, ist ein offensichtlicher Vorteil von ATDD. Der tatsächliche Nutzen 
eines Werkzeuges spiegelt sich jedoch nicht nur im vorgegebenen Funktionsumfang wieder. Es 
kommt zudem darauf an, ob ein Werkzeug auch im praktischen Einsatz von Anwendern effizient 
verwendet werden kann und von diesen als Hilfestellung akzeptiert wird. Durch das in dieser 
Arbeit konzipierte Werkzeug ist es nun möglich empirische Studien zum Thema ATDD im Bereich 
„Event Processing“ durchzuführen. Der zweite Teil der Forschungsarbeit zielt darauf erste 
Erkenntnisse hinsichtlich der Nutzung der Testbeschreibungssprache EPTDL, als Repräsentant 
einer ATDD-Beschreibungssprache, zu erhalten. Im Folgenden wird die Wahl der Studienform und 
des Studieninhalts vorgestellt und die ausgewählten Experimente in den Stand der Technik 
eingeordnet. Daraufhin werden die Experimente und deren Ergebnisse im Detail erläutert. 
7.1 WAHL DER STUDIENFORM UND FRAGESTELLUNG 
Als Studienform für beide Benutzerstudien wurde das Laborexperiment gewählt. Dabei 
werden die Teilnehmer in einer kontrollierten Umgebung den zu testenden Faktoren ausgesetzt. 
Mögliche Einflussfaktoren können kontrolliert werden, welches eine hohe interne Validität zur 
Folge hat. Nachteilig ist hier jedoch der Einfluss auf die externe Validität. Ergebnisse gelten als nur 
bedingt generalisierbar [74]. Industrielle Fallstudien standen in der Phase der Dissertation nicht 
zur Auswahl, da dies a) erfordern würde, dass der Prototyp zu einer produktionsreifen Software 
entwickelt werden müsste und b) bei den vorhandenen Industriepartnern kein konkretes Projekt 
in diesem Kontext vorgesehen war. Eine Fallstudie mit Studenten wurde verworfen, da diese erst 
in der Entwicklung von EP-Anwendungen geschult werden müssten, um anschliessend ein 
entsprechendes Beispiel-Projekt begleiten zu können. Dies würde eine Bindung von Studenten 
von mehr als einem Semester bedeuteten, welches im Rahmen von den aktuell angeboten 
Unterrichtsformen (Seminaren, Projektstudien) der Partnerhochschulen nicht realisierbar war. 
Die Wahl der folgenden Laborexperimente, aus dem Kontext der Nutzung der EPTDL, ermöglichte 
eine Durchführung ohne Implementierungskentnisse der Teilnehmer im Bereich „Event 
Processing“. Eine industrielle Fallstudie wird weiterhin mit einem Industriepartner verfolgt, kann 
jedoch noch nicht konkret terminiert werden. 
Zur Ermittlung geeigneter Fragestellungen und Metriken wurde der Goal/Question/Metric-
Ansatz (GQM) nach Basili et al. [145] gewählt. GQM beschreibt ein systematisches Vorgehen zum 
Herunterbrechen von Zielen auf Fragen und konkreten Metriken. Auf der konzeptionellen Ebene 
(Goal) werden Forschungsziele beschrieben und verfeinert. Aus den Zielen werden auf der 
operationellen Ebene (Question) geeignete Fragen ermittelt, die beantwortet werden sollen, um 
das Ziel zu erreichen. Auf der quantitativen Ebene werden zu den Fragen relevanten Metriken 
ermittelt, mit denen die Fragen beantwortet werden sollen [74], [145]. Abbildung 7-1 zeigt das 
Ergebnis des GQM-Ansatzes für diese Forschungsarbeit. Weitere Ziele und Fragestellungen wie 
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z.B. die Analyse des Einflußes von ATDD auf Implementierungsaktivitäten analog zu Ricca et al. 
[105] wurden diskutiert, jedoch in dieser Arbeit nicht weiterverfolgt und sind daher nicht in der 
Abbildung aufgeführt. Ziel der beiden Experimente ist es das Verstehen und das Spezifizieren von 
Testfällen in der Testbeschreibungssprache ETPDL mit einem traditionellen Testformat zu 
vergleichen. Es soll ermittelt werden, ob es Unterschiede in der Verwendung der beiden Formate 
hinsichtlich Effizienz und Qualität gibt.  
 
Abbildung 7-1: Goal / Question /Metric - Ansatz für die durchgeführten Studien 
7.2 EINORDNUNG DER EXPERIMENTE IN DEN STAND DER TECHNIK 
Die relevante Literatur aus dem Bereich ATDD wurde bereits in Kapitel 4 diskutiert. Tabelle 7-1 
zeigt die für diese Arbeit am nächsten verwandten Studien auf und ordnet die eigenen 
Experimente FINDBUGS und ACCEPTTEST entsprechend ein. Die in der Literatur behandelten 
Studienobjekte sind synchrone Anwendungen auf Basis von JAVA, sowohl Web- als auch Desktop-
Anwendungen. Zwar wurde FIT/FitNesse als Werkzeug eingesetzt, jedoch wurde, soweit aus der 
Literatur ersichtlich, keine definierte Testbeschreibungssprache verwendet. Melnik führte ein 
Quasiexperiment durch und testete seine Ergebnisse gegen vordefinierte Erwartungswerte. Als 
eines der Ergebnisse resümiert Melnik, dass das Erstellen von FIT-Testfällen leicht zu erlernen ist. 
Bei den Studien von Ricca et al. wurden die Produktivität in der Entwicklung, sowie das Verstehen 
von Anforderungen untersucht. Dabei wurden das Vorhanden bzw. Nicht-Vorhandensein von FIT-
Testfällen als zu vergleichendes Merkmal untersucht. Beide Studien zeigen positive Effekte in der 
Produktivität beim Vorhandensein von FIT-Testfällen auf [14]. Marchetto et al. untersucht die 
Produktivität in der Entwicklung speziell für Web-Anwendungen und kann hier keine signifikanten 
Ergebnisse vorweisen [104]. Der Vergleich von Ergebnissen mit nicht-automatisierbaren, manuell 
durchführbaren Testfällen wird, wie bereits in Kapitel 4 diskutiert, in keiner der Studien 
betrachtet.  
Die in dieser Arbeit konzipierten und durchgeführten Studien beschäftigen sich mit dem 
Verstehen (Studie „FINDBUGS“) und der Spezifikation (Studie ACCEPTTEST) von Testfällen im 
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Fokus von EP-Anwendungen. Die Studien grenzen sich vor allem dadurch ab, dass ATDD erstmals 
für asynchrone Anwendungen untersucht wird und zusätzlich eine definierte 
Testbeschreibungssprache verwendet wird. Die beiden Experimente FINDBUGS und ACCEPTTTEST 
werden in den folgenden Kapiteln detailliert erläutert. 
Tabelle 7-1: Einordnung der Experimente 
 Melnik, 2006 Ricca, 2008 Marchetto, 
2008 
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7.3 BENUTZERSTUDIE „FINDBUGS“ 
Die Benutzerstudie FINDBUGS wurde konzipiert, um herauszufinden, ob es Unterschiede 
hinsichtlich des Verstehens von Testfällen gibt, die in unterschiedlichen Formaten 
(automatisierbar vs. nicht-automatisierbar) spezifiziert wurden. Hintergrund ist die Fragestellung, 
ob eine automatisierbare Sprache mehr oder weniger Aufwand in der tatsächlichen Nutzung 
durch Anwender verursacht. Die folgenden Ausführungen basieren auf der Veröffentlichung: 
„Executable Test Specifications Show No Negative Effect on Finding and Correcting Test Faults in 
Event Processing Application Development“ [146]. 
7.3.1 Ziel der Studie 
Ziel der Studie ist es, den Einfluss von Testbeschreibungsformaten auf das Verstehen von 
Testfällen zu ermitteln. Es soll untersucht werden, ob automatisierbare Testfälle für den Nutzer 
ähnlich gut zu verstehen sind wie nicht-automatisierbare. Da das Verstehen als latent 
beschrieben werden muss (vgl. [122]), also nicht direkt messbar ist, musste eine beobachtbare 
Alternative zur Messung des Verstehens an sich gefunden werden. In dieser Studie wurde das 
Auffinden und Korrigieren von Fehlern als Indikator für das Verstehen von Testfällen gewählt. 
Dies basiert auf dem Verständnis, dass Fehler nur entdeckt werden können, wenn der 
zugrundeliegende Testfall verstanden wurde. Die Studienbeschreibung gemäß Wohlin et al. [74] 
lautet wie folgt: 
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Tabelle 7-2: Beschreibung des Forschungsziel für die Studie „FINDBUGS“ nach Wohlin et al. [74] 
Analysiere das Auffinden und Korrigieren von Fehlern in Testfällen 
mit dem Ziel eine traditionelle text-basierte Testbeschreibungsvorlage 
mit einer automatisierbaren zu vergleichen  
hinsichtlich Aufwand, Qualität und gefühlter Einfachheit 
aus Sicht von  Fachexperten, Testern und Wissenschaftlern 
im Kontext von Studenten, die mit Testfällen zu Anforderungen aus der 
ereignisverarbeitenden Anwendungsentwicklung arbeiten 
 
7.3.2 Aufbau des Experiments und methodisches Vorgehen 
Im Folgenden wird das methodische Vorgehen zur Konzeption und Durchführung der Studie 
erläutert. Wie bereits dargestellt, sollen in dem Experiment Teilnehmer Fehler in vorgegeben 
Testfällen auffinden und korrigieren. Um dies zu ermöglichen, mussten geeignete Anforderungen 
und zugehörige Testfälle erzeugt werden. Der Prozess zur Erstellung, sowie ein Einführung in das 
Anwendungsszenario wird dargestellt. Zudem werden weitere Details zum Aufbau des 
Experiments, Materialien, Hypothesen, Testauswahl und Teilnehmer beschrieben. 
7.3.2.1 Spezifikation der Anforderungen und Testfälle 
Grundlage der Aufgabe sind Testfälle zu Anforderungen aus dem Bereich Event Processing. 
Soweit es aus der vorhandenen Literatur ersichtlich ist, gibt es keinen geeigneten, öffentlichen 
Satz an Anforderungen zu Event Processing Anwendungen, der für diese Studie herangezogen 
werden konnte. Der Prozess der Erstellung der Anforderungen und der Testfälle wird in Abbildung 
7-2 dargestellt. Um einen möglichst realitätsnahen Satz an Anforderungen und zugehörigen 
Testfällen zu bekommen, wurden zwei Fachexperten aus der Industrie mit einbezogen, die als 
Industriepartner des Competence Center Wirtschaftsinformatik der Hochschule München zur 
Verfügung standen. Fachexperte 1 arbeitet im Bereich Systemarchitekturen im Finanzsektor, 
Fachexperte 2 ist im öffentlichen Dienst im Bereich der Qualitätssicherung von Software 
beschäftigt. Fachexperte 1 spezifizierte die Anforderungen für eine beispielhafte Anwendung, 
Fachexperte 2 erstellte jeweils einen Testfall im Format IEEE zu den Anforderungen. Beide 
Fachexperten prüften gegenseitig die Artefakte und bestätigten eine für ihren Industriebereich 
typische und realitätsnahe Umsetzung. Der Leiter des Experiments prüfte, dass kein spezielles 
Domänenwissen für das Verstehen der Anforderungen erforderlich ist. Das Anwendungsszenario 
spielt im Bereich der Finanzdienste und wird im Absatz „Anwendungsszenario“ 7.3.2.2 näher 
erläutert. Nach Erstellung der Anforderungen und Testfälle wurden vom Leiter des Experiments 
Fehler in die Testfälle injiziert. Diese wurden wiederum von den Fachexperten überprüft und für 
realitätsnah eingestuft. Die verschiedenen Fehlerarten und die Zuweisung zu den Anforderungen 
sind in Tabelle 7-3 ersichtlich. Nach der Injektion der Testfehler wurden die Testfälle in das 
Format EPTDL übersetzt. Dazu wurden der Identifikationsbezeichner und das Ziel des Tests direkt 
übernommen und die Ein- und Ausgabedaten in die entsprechende Tabellenstruktur 




Abbildung 7-2: Vorgehen zur Erstellung der Anforderungen und Testfällen 
Tabelle 7-3: Zuweisung der Fehlerart zu den Anforderungen 
Anforderung Injizierte Fehlerart 
A1 Fehlerhafter Text 
A2 Inkorrekte Telefonnummer 
A3 Inkorrekter Euro-Betrag 
A4 Inkorrekte Zeitinformation 
A5 Inkorrekte Zeitinformation 
A6 Inkorrekter Euro-Betrag 
 
  
Abbildung 7-3: Screenshots des Testfalls zu Anforderung 1 (links = IEEE, rechts = EPTDL) 
7.3.2.2 Anwendungsszenario 
Die spezifizierten Anforderungen stammen aus dem Bereich der Finanzdienste. Ein 
Sicherheitssystem soll auf Basis von Event Processing umgesetzt werden. Abbildung 7-4 
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visualisiert das Anwendungsszenario. Das System soll Ereignisse aus einem Transaktionssystem 
analysieren, in welchem Finanztransaktionen, wie z.B. Kontoabhebungen über Kreditkarten, 
bearbeitet werden. Im Sicherheitssystem sollen verschiedene Sicherheitsmaßnahmen realisiert 
werden. So sollen zum Beispiel Missbrauchsfälle frühzeitig erkannt und darauf mit 
Transaktionsabbruch reagiert werden. Zudem können Kunden per SMS zusätzliche 
Sicherheitsmaßnahmen, wie z.B. maximale Tagesbeträge aktivieren und deaktivieren.  
 
Abbildung 7-4: Anwendungsszenario 
Die Anforderungen behandeln einzelne Funktionsbausteine aus diesem Anwendungsszenario. 
Es wurden insgesamt 6 Anforderungen und zugehörige Testfälle erstellt. Ein Beispiel für eine 
Anforderung aus der Studie findet sich im Anhang unter Kapitel 9.6.1. 
7.3.2.3 Aufbau, Materialien und Ablauf des Experiments 
Im Folgenden wird das Design des Experiments erläutert. Das Experiment wurde so geplant, 
dass es in einer 90-minütige Vorlesungsstunde an Universitäten durchgeführt werden kann. Es 
handelt sich um ein balanciertes, randomisiertes Experiment, d.h. für jede von zwei Gruppen 
werden gleich viele Teilnehmer vorgesehen. Jeder Teilnehmer wird zufällig einer Gruppe zugelost. 
Tabelle 7-4 visualisiert den Aufbau des Experiments und die Verteilung der Faktoren auf 
Anforderungen und Gruppen. Bei jeder Anforderung wechselt das Testformat, so dass jeder 
Teilnehmer mit beiden Anforderungen arbeitet. Dies trägt dazu bei, dass das Experiment im 
Rahmen von Vorlesungen als ethisch und pädagogisch annehmbar gesehen werden kann. Die 
Anforderungen wurden anhand ihrer Komplexität geordnet. Durch eine steigende Komplexität 
sollte ein Lerneffekt vermieden werden.  
Tabelle 7-4: Aufbau des Experiments (+) = EPTDL, (-) = IEEE 
Anforderung / 
Gruppe 
A1 A2 A3 A4 A5 A6 
Blau + - + - + - 
Rot - + - + - + 
 
Zur Bearbeitung des Experiments wurden jedem Teilnehmer folgende Materialien zur 
Verfügung gestellt: 
1. ein elektronisches Studiendokument mit: 
- einer Einführung zur Studie 
- einer Vertraulichkeitserklärung 
- der Beschreibung des Anwendungsszenarios 
- ein kurzer Fragebogen zur beruflichen Erfahrung 
- eine Schritt-für-Schritt Arbeitsanweisung 
- ein Fragebogen am Ende der Studie 




Den Teilnehmern wurde das Studiendokument kurz vor Beginn des Experiments zugesendet. 
In dem Dokument wurde ein Hyperlink mit der Adresse zu der privaten WIKI-Seite angegeben. Die 
Teilnehmer wurden aufgefordert die folgenden Arbeitsschritte auszuführen: 
1. Füllen Sie den Fragebogen zur beruflichen Erfahrung aus. 
2. Für jede Anforderung: 
- Tragen Sie die aktuelle Zeit ein (Startzeitpunkt) 
- Lesen Sie die Anforderung 
- Tragen Sie die aktuelle Zeit ein (Zwischenzeitpunkt) 
- Klicken Sie auf den Hyperlink zu dem entsprechenden Testfall im Wiki-System. 
Finden Sie den Fehler und beheben Sie ihn. 
- Tragen Sie die Zeit ein (Endzeitpunkt) 
- Füllen Sie den Fragebogen aus. 
Nach Beenden der Studie wurden die Studenten aufgefordert, das Studiendokument per Email 
an den Leiter des Experiments zu senden. 
7.3.2.4 Aufstellung der Hypothesen 
Die Anwenderstudie zielt darauf aufzudecken, ob das Format in dem ein Testfall spezifiziert 
ist, Einfluss auf das Finden und Beheben von Fehlern hat. Es werden folgende Nullhypothesen 
aufgestellt:  
H0a:  Es gibt keinen Unterschied in der Dauer, die benötigt wird, um Fehler in Testfällen zu 
finden und zu korrigieren. 
H0b:  Es gibt keinen Unterschied in der Korrektheit der Behebung des Fehlers. 
H0c:  Es gibt keinen Unterschied in der gefühlten Einfachheit der Verwendung der 
unterschiedlichen Formate 
Die erste zu überprüfende Hypothese (H0a) vergleicht den Aufwand, der benötigt wird, um 
Fehler zu identifizieren. Es wird die These aufgestellt, dass Unterschiede existieren, die jedoch in 
beide Richtungen ausschlagen können. Während die EPTDL ein strukturiertes, tabellenbasiertes 
Format erzwingt, könnten potentiell fehlende Erläuterungen die Zeit zum Auffinden der Fehler 
verlängern. Zudem könnte diese Ansicht als zu kompliziert angesehen werden. Andererseits 
könnte das einheitliche Format die Fehleranalyse unterstützen. Analog dazu verhält es sich mit 
Hypothese H0b, welche sich mit der Korrektheit der Lösung beschäftigt. Auch hier könnte sich ein 
tabellenbasiertes Format positiv auf die Fehlerbehebung auswirken oder wiederum zu mehr 
Verwirrung führen und inkorrekte Lösungen hervorbringen. H0c beleuchtet die gefühlte 
Einfachheit bei der Nutzung der verschiedenen Formate. Es wird davon ausgegangen werden, 
dass sich die Anwender für eine der beiden Lösungen hinsichtlich der gefühlten Einfachheit 
positionieren. Man beachte, dass diese Positionierung konträr zu den Ergebnissen aus H0a und H0b 
ausfallen könnte. So kann ein Format als leichter empfunden werden, während die objektiven 
Messwerte Dauer und Korrektheit der Lösung des Formats schlechter bewertet werden müssen. 
7.3.2.5 Auswahl der Variablen und der statistischen Tests 
Die Auswahl der Metriken wurde mit Hilfe des GQM-Ansatzes vgl. Kapitel 7.1 ermittelt.  
 





Tabelle 7-5: Ausgewählte Variablen und geeignete Tests (FINDBUGS) 
Hypothese Abhängige Variable Skalenart Geeignete Tests 
H0a Korrekturdauer  
(Sekunden) 
Verhältnisskala - t-Test  
- Mann-Whitney-U-Test 
H0b Korrektheit 










Hypothese H0a erfordert die Zeitmessung der Korrekturdauer. Diese wird anhand der manuell 
eingetragenen Werte aus dem Studiendokument ermittelt. Als Korrekturdauer wird der Zeitraum 
definiert, den die Teilnehmer nach dem Lesen der Anforderung aufbringen, um die Fehler zu 
identifizieren und zu korrigieren. Gemäß den Arbeitsschritten entspricht dies der Differenz 
zwischen Endzeitpunkt und Zwischenzeitpunkt. Um die Auswertung über den gesamten 
Datensatz, d.h. über alle Anforderungen, vornehmen zu können, wurden die absoluten Werte der 
Korrekturdauer gemäß der folgende Formel (7.1) normiert. AbsTimer
s  beschreibt die 
Korrekturdauer von Teilnehmer s (subject) und Anforderung r (requirement). Die normierte Zeit 
NormTimer
s ist gemäß F1 die Zeitdauer, die ein Teilnehmer für eine Anforderung benötigen 
würde, wenn die durchschnittliche Korrekturdauer für diese Anforderung über alle Teilnehmer (S) 
bei 60 Sekunden liegen wurde. Diese Transformation ist möglich, da es sich bei der 
Korrekturdauer um eine Verhältnisskala handelt, in der eine Multiplikation der Werte erlaubt ist 






∑ AbsTime𝑟𝑘𝑘 ∈ 𝑆
× |𝑆| × 60 𝑠𝑒𝑐 (7.1) 
 
Für den Test von Hypothese H0b wird die Korrektheit der Fehlerbehebung ermittelt. Dies wird 
über den Vergleich der von den Teilnehmern korrigierten Lösung mit den erwarteten Ergebnissen 
festgestellt. Dabei wird die Lösung als Korrekt angesehen, welche dem Stand der Testfälle 
entspricht, bevor die Fehler injiziert wurden. Es handelt sich um ein dichotomes Merkmal, 
welches der Nominalskala zugeordnet wird. Die Verwendungsschwierigkeit für den Test von H0c 
wird über eine bipolare Ratingskala ermittelt. Die Werte können somit der Ordinalskala 
zugeordnet werden (vgl. [148, S. 177]). Der Teilnehmer muss sich auf einer 5 Punkte Skala 
hinsichtlich eines der beiden Produktes entscheiden, wie in Abbildung 7-5 dargestellt wird. 
 
Abbildung 7-5: Darstellung der bipolaren Ratingskala am Beispiel der Frage 6 des Fragebogens 
Die Auswahl der geeigneten statistischen Tests erfolgt nach Eid, Gollwitzer und Schmitt [122]. 
Aufgrund des Designs des Experiments handelt es sich um zwei unabhängige Stichproben, die 
durch beide Gruppen repräsentiert werden. Da es sich um einen randomisierten Versuchsaufbau 
handelt, d.h. Teilnehmer aus einer Population werden auf zwei Gruppen verteilt, kann davon 
ausgegangen werden, dass die Populationsvarianz gleich ist auch wenn diese unbekannt ist. Der t-
Es fiel mir tendenziell leichter die Fehler in folgendem Format zu finden und zu korrigieren 




Test kann als geeigneter Test für Hypothese H0a genannt werden, soweit dessen Vorbedingungen 
(Anzahl der Stichproben >30, Normalverteilung, Homoskedastizität) erfüllt werden [122, S. 309f]. 
Bei Nicht-Erfüllung der Vorbedingungen kann auf den Mann-Whitney-U-Test zurückgegriffen 
werden [122, S. 320f], welcher auch für geringer Teilnehmerzahlen geeignet ist. Die Auswertung 
der Korrektheit der Lösung kann über den Zweistichproben-𝜒2-Test ermittelt werden, solange die 
Vorbedingungen (Anzahl der Stichproben >30, Normalverteilung) erfüllt sind [122, S. 317ff]. Bei 
kleineren Stichprobengrößen liefert der Fisher-Yates-Test (auch Fishers exakter Test) robustere 
Ergebnisse [122, S. 337]. Für die Auswertung der Verwendungsschwierigkeit wird auf den 
Wilcoxon-Vorzeichen-Rang-Test zurückgegriffen. Hierbei wird ermittelt ob es zu einer 
signifikanten Abweichung eines postulierten Median kommt [122, S. 280]. Als postulierter Median 
wird der dritte Punkt der Skala „unentschieden“ verwendet. 
Für die Überprüfung der Hypothesen wird ein Signifikanzniveau von α=0,05 gewählt. 
7.3.2.6 Teilnehmer  
Das Experiment wurde in den Räumlichkeiten der Hochschule München, Fakultät 
Informatik/Mathematik im Jahr 2014 durchgeführt. Teilnehmer waren insgesamt 17 Studenten 
der Wirtschaftsinformatik im Seminar „Realtime Computing mit Complex Event Processing“ aus 
dem 4.-6. Semester. Die Auswahl der Teilnehmer erfolgte aufgrund der Verfügbarkeit und der 
thematischen Ausrichtung des Seminars hinsichtlich „Event Processing“. Die Studenten haben vor 
dem Besuch des Seminars typische Grundlagen-Vorlesungen wie z.B. „Software Engineering“ und 
„Softwareentwicklung“ besucht. Im Rahmen des Seminars wurden vor der Durchführung des 
Experiments zwei 90-Minuten Vorlesungen zum Thema Event Processing und zwei 90-Minuten 
Praktika abgehalten, in denen die Teilnehmer mit beiden Testformaten auf einem Wiki-System 
gearbeitet haben. Die Teilnehmer wurden bis dahin nicht unterrichtet, dass es sich bei der EPTDL 
um eine automatisierbare Testbeschreibungssprache handelt. Bis zum Zeitpunkt des Experiments 
haben sich die Teilnehmer noch nicht mit dem Ausführen von Testfällen oder der 
Implementierung von EP-Anwendungsfunktionalität beschäftigt. Die Teilnahme an dem 
Experiment war freiwillig. Die Teilnehmer wurden unterrichtet, dass sie das Experiment zu jeder 
Zeit abbrechen können und ihre Daten aus der Studie entfernen lassen können. Das 
Studiendokument wurde dem Leiter des Experiments per Email zugesandt. Nach Speicherung des 
Dokuments wurde die Zuordnung zu dem Email-Account gelöscht und die Daten nur noch durch 
eine Nummerierung unterschieden. Die Anonymität der Daten wurde dadurch gewährleistet. Die 
Teilnehmer wurden nicht über die Ziele der Studie unterrichtet.  
7.3.3 Ergebnisse   
Im Folgenden werden die Ergebnisse der Studie vorgestellt. Diese beinhalten neben der 
Prüfung der Hypothesen auch Informationen zur Voranalyse und Datenkorrekturen sowie weitere 
Auswertung zur Überprüfung einzelner Validitätsmerkmale. 
7.3.3.1 Voranalyse und Korrekturen 
Die 17 Teilnehmer wurden per Losverfahren den beiden Gruppen zugeordnet, 8 in Gruppe 
„Rot“ und 9 in Gruppe „Blau“. Obwohl in einer Pilotstudie mit zwei Doktoranden das Experiment 
durchgeführt wurde und in einem abschließenden Review die Artefakte geprüft wurden, ist 
während der Analyse der Daten in Anforderung 5 neben der injizierten Inkonsistenz ein weiterer 
Testfehler aufgefallen. Einer der Teilnehmer bemerkte dies und kommentierte dies im 
Studiendokument. Aufgrund dieser Inkonsistenz wurden die Ergebnisse aus Anforderung 5 und 6 
aus der Analyse ausgeschlossen. Eine Vergleichbarkeit der beiden Gruppen ist für Anforderung 5 
aufgrund der Inkonsistenz nicht mehr gegeben. Diese Inkonsistenz hat genauso Auswirkungen auf 
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die folgende Anforderung, da von den Teilnehmern unterschiedliche Erfahrungen in Anforderung 
5 gemacht wurden. Daher wurde auch Anforderung 6 disqualifiziert. 
Jeweils ein Zeitwert in zwei unterschiedlichen Studiendokumenten wurde von den 
entsprechenden Teilnehmern nicht eingetragen. Diese wurde für die folgenden Auswertungen 
mit mittlere Zeitdauern für die jeweilige Anforderung belegt. Die Auswertungen wurden zuvor 
sowohl mit Extremwerten für diese Felder, sowie mit Ausschluss der Datensätze zusätzlich 
berechnet. Die Ergebnisse der Signifikanztests wurden dadurch nicht maßgebend beeinflusst.  
Alle Teilnehmer haben alle Anforderungen bearbeitet und die Aufgaben abgeschlossen. Kein 
Teilnehmer machte von dem Recht Gebrauch, das Experiment abzubrechen oder die Daten von 
der Studie entfernen zu lassen. 
7.3.3.2 Überprüfung der Hypothesen 
Die Teilnehmer benötigen im Durchschnitt 210 Sekunden um den Fehler zu finden und zu 
korrigieren. Abbildung 7-6 zeigt die Verteilung der Korrekturdauer für die verschiedenen 
Anforderungen aufgeteilt nach den beiden Faktoren IEEE (I) und EPTDL (E). Es wird ersichtlich, 
dass der Median bei der Verteilung für den Faktor EPTDL bei allen Anforderungen unter dem 
Median von Faktor IEEE liegt.  
Für die statistische Bewertung der Signifikanz wird auf den Mann-Whitney-U-Test 
zurückgegriffen. Diese Entscheidung beruht darauf, dass die Anzahl der Teilnehmer zu gering für 
die Anwendung des t-Tests ist. Tabelle 7-6 zeigt neben typischen beschreibenden statistischen 
Merkmalen, wie den Mittelwert und die Standardabweichung, die Ergebnisse (p-Wert) des Mann-
Whitney-U-Tests (MW). Es wird deutlich, dass bei keinem Einzeldatensatz ein statistisch 
signifikantes Ergebnis berechnet werden konnte.  
 
Abbildung 7-6: Boxplot-Diagramm für die Dauer zum Auffinden und Korrigieren von Fehlern 
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Tabelle 7-6: Arithmetisches Mittel, Standardabweichung und Ergebnisse des Mann-Whitney-U-Tests (MW) 
der Korrekturdauer 
 A1 A2 A3 A4 
 E I E I E I E I 
Arithmetisches Mittel (Sekunden) 252 346 222 186 145 181 118 222 
Standardabweichung (Sekunden) 81 160 177 87 80 70 62 148 
MW 0.1777 0.8474 0.2482 0.08326 
 
Um die Datensätze der einzelnen Anforderungen miteinander vergleichen zu können, wurden 
diese, wie in Abschnitt 7.3.2.4 erläutert, normiert. In Abbildung 7-7 wird das Boxplot der 
normierten Werte über alle Anforderungen (1-4) dargestellt.  
Wie zu erwarten war, kann auch hier visuell festgestellt werden, dass der Median der EPTDL-
Zeiten niedriger ist als der IEEE-Zeiten. Die statistische Berechnung mit dem Mann-Whitney-U-
Test zeigt einen signifikanten Unterschied auf (p-Wert: 0,040). Die Effektgröße wird nach Cohens 
δ Test ermittelt, vgl. [122, S. 205]. Demzufolge muss der Effekt als „klein“ eingestuft werden 
(|δ|=0,043). H0a kann demnach verworfen werden. Ein Unterschied wird ersichtlich, wenn der 
Datensatz in seiner Gesamtheit, d.h. über die Anforderung hinweg, betrachtet wird. 
 
Abbildung 7-7: Boxplot der normierten Korrekturdauer 
Die Korrektheit der Lösung, im Rahmen der Überprüfung von H0b, wurde durch Vergleich der 
korrigierten Fassung mit den erwarteten Ergebnissen ermittelt. Tabelle 7-7 zeigt den 
prozentualen Anteil der korrekten Lösungen pro Anforderung und Gruppe. In der Spalte 
„Summe“ werden die Ergebnisse über alle Anforderung hinweg kumuliert angezeigt. Bei beiden 
Faktoren kam es zu fehlerhaften Korrekturen bei A2, A3 beim Faktor EPTDL bzw. A4 beim Faktor 
IEEE. In der Zeile FY werden die Ergebnisse (p-Wert) des Fisher-Yates-Tests angezeigt. Bei keiner 
der Anforderungen kann ein signifikantes Ergebnis ermittelt werden. Auch kumuliert ist das 




Tabelle 7-7: Prozentuale Korrektheit der verschiedenen Gruppen und Ergebnisse des Fisher-Yates-Tests 
(FY) 
 A1 A2 A3 A4 Summe 
IEEE 100% 100% 100% 75% 88% 
EPTDL 100% 78% 89% 100% 93% 
FY 1 0.47 1 0.21 0.48 
 
Die Frage zur Hypothese H0c befasst sich mit der gefühlten Einfachheit mit der Fehler 
identifiziert und korrigiert werden können. Über eine Frage im Fragebogen wurde dieses 
Merkmal von den Studenten abgefragt. Dabei wurden die Studenten über eine bipolare 
Ratingskala abgefragt, die sich zwischen den Extremwerten IEEE und EPTDL bewegen und 
folgendermaßen kodiert wurden (Kodierung in Klammern): IEEE (1), eher IEEE (2), unentschieden 
(3), eher EPTDL (4), EPTDL (5).  
Abbildung 7-8 visualisiert die Verteilung der Antworten. Der Modus sowie der Median der 
Antworten liegt bei 3. Prozentual gesehen haben sich 44% der Teilnehmer für das Format EPTDL 
entschieden (Antwort „EPTDL“ oder „eher EPTDL“), 19% für das Format IEEE (Antwort „IEEE“ oder 
„eher IEEE“). 38% waren unentschieden. Von den 17 Teilnehmern haben 16 die Frage 
beantwortet. Bei der Berechnung der Signifikanz wurde der Wilcoxon-Vorzeichen-Rang-Test 
angewendet, der vor allem für geringe Datenmengen (hier nur 16 Datenpunkte) als robust gilt 
[122, S. 280f]. Mit den vorhandenen Daten konnte keine Signifkanz innerhalb des 
Signifikanzniveaus von 0,05 nachgewiesen werden (p-Wert: 0.23). H0c wird daher nicht verworfen.  
 
Abbildung 7-8: Säulendiagramm der Antworthäufigkeit der bipolaren Ratingskala zur Frage 6 (1= IEEE, 
5=EPTDL) 
7.3.3.3 Weitere Auswertungen 
Fragen 1-4 des Fragebogens zielten darauf gewisse Merkmale, die die interne Validität des 
Experiments betreffen, zu überprüfen. Frage 1 beschäftigt sich damit, ob für die Teilnehmer 
ausreichend Zeit zur Bearbeitung der Aufgabe vorhanden war. Frage 2-4 befassten sich mit dem 
Verständnis der Aufgabenstellung, des Anwendungsszenarios und der Anforderungen. Die 
Kodierung lautet wie folgt: stimme volkommen zu (1), stimme zu (2), unentschieden (3), stimme 
nicht zu (4), stimme überhaupt nicht zu (5). 
Es wird ersichtlich, dass die Teilnehmer keine Probleme hinsichtlich Zeit und dem Verstehen 
der Materialen hatten. Frage 6 beschäftigte sich mit dem Verstehen der Testfälle. Hiermit sollte 
überprüft werden, ob die Teilnehmer einer der beiden Formate bevorzugen, um die Absicht eines 
Testfalls zu verstehen. Abbildung 7-10 zeigt das entsprechende Säulendiagramm. Mit Hilfe des 
Wilcoxon-Vorzeichen-Rang-Tests konnte keine signifikante Bevorzugung einer der beiden 
Formate feststellen. Prozentual gesehen verteilen sich die Daten zu 27% auf das Format EPTDL 
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(Antwort „EPTDL“ oder „eher EPTDL“), zu 20% auf das Format IEEE (Antwort „IEEE“ oder „eher 




Abbildung 7-9: Säulendiagramme zur Überprüfung von Merkmalen der internen Validität (oben: Fragen 
1,2; unten Frage 3,4) 
 
Abbildung 7-10: Säulendiagramm der Antworthäufigkeit der bipolaren Ratingskala zur Frage 5 (1= IEEE, 
5=EPTDL) 
Im Folgenden wird der Einfluss der Gruppenzugehörigkeit auf die Korrekturdauer ermittelt. 
Die Gruppen unterscheiden sich daran, dass sie mit unterschiedlichen Formaten starten und 
somit die Anforderungen jeweils mit den unterschiedlichen Formaten bearbeiten. Ein 
vollständiger Versuchsaufbau würde mind. zwei weitere Gruppen benötigen, die alle 
Anforderungen mit demselben Format, sowohl für IEEE als auch EPTDL, bearbeiten. Hier könnte 
der sog. Lerneffekt, also die Verbesserung / Verschlechterung der Leistung über die 
verschiedenen Anforderungen gemessen werden und mit den alterierenden Gruppen verglichen 
werden. Zudem könnte ermittelt werden, ob sich ausgewählte Anforderungen mit dem einen 
oder anderen Format effizienter bearbeiten lassen. Aufgrund der zu erwartenden geringen 
Teilnehmerzahl wurde auf ein solches Design verzichtet. Im Folgenden soll nun ermittelt werden, 
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ob die Zugehörigkeit zu einer Gruppe einen Effekt auf die Bearbeitungszeiten hat. Die Auswertung 
wird anhand der normierten Zeitwerte durchgeführt. Abbildung 7-11 zeigt die Box Plots zu dieser 
Auswertung. Man sieht, dass sich die Mediane der beidem Formate für Gruppe „Rot“ deutlicher 
unterscheiden als für Gruppe „Blau“. Mit Hilfe des Mann-Whitney-U-Tests wurde diese 
Auswirkung getestet. Bei Gruppe „Rot“ wurde dabei ein signifikantes Ergebnis festgestellt (p-
Wert: 0,043), jedoch nicht für Gruppe „Blau“ (p-Wert: 0,41). Der Effekt kann nach Cohens δ-Tests 
mit „klein“ bewertet werden (|δ|=0,043), vgl. [122, S. 205].  
 
Abbildung 7-11: normierte Korrekturdauer pro Gruppe und Format 
7.3.4 Interpretation der Ergebnisse und Diskussion 
Im Folgenden sollen die Ergebnisse diskutiert und kritisch hinterfragt werden. Die Limitationen 
sowie die Implikationen für Forschung und Praxis werden aufgezeigt. 
7.3.4.1 Diskussion 
Das Verstehen von Testfällen an sich und das Auffinden und Korrigieren von Fehlern sind 
relevante Aktivitäten im Rahmen der abnahmetestgetriebenen Entwicklung. Diese Aktivitäten 
finden sich an mehreren Stellen im agilen Projektlebenszyklus, z.B. beim Wissenstransfer 
zwischen Fachexperten und Entwickler, während der Entwicklung, während der Regressionstests, 
etc. Ricca et al. zeigen z.B. auf, dass Anforderungen beim Vorhandensein von FIT-Testfällen 
effizienter verstanden wurden [12]. Haugset et al. erläuterte, dass Inkonsistenzen in 
Abnahmetestfällen oftmals vorkamen und dies zu einer gesteigerten Kommunikation zwischen 
Entwickler und Fachexperten führte [117]. Insgesamt werden in diesem Kontext Testfälle als 
Kommunikationsmedium gesehen und müssen demnach von verschiedenen Projektmitgliedern 
verstanden werden. In diesem Experiment wurde anhand Wirtschaftsinformatik-Studenten 
gezeigt, dass es beim Auffinden und Korrigieren von Fehlern hinsichtlich der Korrektheit der 
Lösung keinen Unterschied der Testbeschreibungssprache EPTDL im Vergleich zu traditionellen 
Testfallbeschreibungsformaten gibt. Die Fehler wurden in Zusammenarbeit mit den 
Industrieexperten ausgewählt und injiziert und wurden als realistisch bewertet. Die Schwierigkeit 
der Fehlerauswahl könnte zu gering gewesen sein, jedoch wurden bei Anforderungen 2-4 auch 
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inkorrekte Lösungen vorgefunden, was gegen diese Vermutung spricht. Die Korrekturdauern mit 
Mittelwerten zwischen 118 und 246 Sekunden deuten darauf hin, dass die Teilnehmer sich eine 
entsprechende Dauer mit dem Testfall beschäftigten müssen, um den Fehler zu identifizieren und 
zu korrigieren. 
In Tabelle 7-8 werden die Ergebnisse der Hypothesenprüfungen zusammenfassend dargestellt. 
Bei H0b und H0c konnte die Nullhypothese nicht verworfen werden. Für H0a wurde die 
Nullhypothese auf Basis des Gesamtdatensatzes verworfen92.  
Tabelle 7-8: Ergebnisse der Hypothesenüberprüfung im Überblick 
Hypothese Kurzbeschreibung Ergebnis 




H0b Es gibt keinen Unterschied in 
der Korrektheit der Lösung 
Nullhypothese wird 
nicht verworfen 
H0c Es gibt keinen Unterschied in 




Hinsichtlich der Korrekturdauer wurde über alle Anforderungen hinweg ein signifikantes 
Ergebnis ermittelt, welches jedoch nur eine geringe Effektstärke aufzeigt. Betrachtet man die 
Datensätze für die einzelnen Anforderungen, kann der Effekt nicht signifikant nachgewiesen 
werden. Die Ergebnisse werden daher defensiv interpretiert. Es gibt keine negativen 
Auswirkungen beim Einsatz der EPTDL gegenüber dem Format IEEE hinsichtlich Aufwand und 
Korrektheit. Betrachtet man die offensichtlichen Vorteile der Testautomatisierung (kein 
manueller Aufwand zur Testausführung, kürzere Test- und Feedbackzyklen) ist das Ergebnis 
positiv für den Einsatz von ATDD im Bereich Event Processing zu sehen. Die gefühlte Einfachheit 
beschreibt das subjektive Gefühl der Teilnehmer, in wie weit eines der beiden Formate das 
Auffinden und Korrigieren von Fehlern mehr oder weniger unterstützt. Prozentual gesehen 
tendieren die Teilnehmer zur Testbeschreibungssprache EPTDL (44% pro EPTDL vs. 19% pro IEEE), 
auch wenn dies nicht statistisch signifikant ist. Hinsichtlich des Verstehens der Absicht des 
Testfalles sind die Teilnehmer auch prozentual gesehen unentschieden. Es scheint, dass das 
tabellarisch-strukturierte Format der ETPDL die Teilnehmer besser unterstützt Korrekturen 
durchzuführen. Die klare Trennung der einzelnen Felder und die vorgegebene Teststruktur 
könnten den Ort der Korrektur eventuell klarer abgrenzen. Beim Format IEEE könnten aufgrund 
der fehlenden Struktur auch noch andere abhängigen Stellen existieren, die mit dem Fehler 
zusammenhängen. Dies könnte zu einem erhöhten kognitiven Aufwand, zu einer gefühlten 
Erschwernis und somit zu einer steigenden Entscheidungszeit führen.  
Die Teilnehmer waren in der Lage nach 2x90 Minuten Training die Aufgabe zu bewältigen. In 
der Verwendung der EPTDL zeigten die Teilnehmer ähnliche Effizienz wie mit einem traditionellen 
Testformat. Es scheint, dass der Umgang mit tabellarischen Testfällen keine erhöhte Komplexität 
hinsichtlich des Verstehens mit sich bringt. Read et al. beschreibt auf Basis von Fallstudien 
Erkenntnisse über eine vergleichbare Schwierigkeit von Prosa- und FIT-Testfällen hinsichtlich des 
                                                          
92
 In Weiss et al. 2015 [161] wurde H0a aufgrund der Ergebnisse der Einzeldatensätze nicht verworfen. In 
der Diskussion mit den Experten auf der Konferenz „Euromicro Conference on Software Engineering and 
Advanced Applications (SEAA) 2015“ wurde der Autor jedoch überzeugt, diese Entscheidung zu 
korrigieren. Die Prüfung des Gesamtdatensatzes liefert aufgrund der höheren Anzahl der Datenpunkte ein 
aussagekräftigeres Ergebnis und sollte bevorzugt werden. Die Interpretation des Ergebnisses und die 
Schlussfolgerung ändern sich durch diese Änderung jedoch nicht, da das Ergebnis auch schon in der 
Veröffentlichung entsprechend diskutiert und entsprechend defensiv interpretiert wurde. 
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Spezifizierens [108] und Interpretierens [109]. Es bestärken sich die Erkenntnisse dass der 
Umgang mit tabellenbasierten FIT-Testfällen als einfach einzuschätzen ist.  
7.3.4.2 Limitationen 
Die statistische Konklusionsvalidität beschäftigt sich mit der korrekten Interpretation der 
Daten. Für diese Studie wurden die aufgrund der geringen Teilnehmerzahl geeigneten 
statistischen Tests ausgewählt (Mann-Whitney-U-Test, Fisher-Yates-Tests und Wilcoxon-
Vorzeichen-Rang-Test) und angewendet. Aufgrund der geringen Teilnehmerzahl ist es möglich, 
dass Effekte durch die Tests nicht aufgedeckt werden können.  
Die interne Validität beleuchtet mögliche weitere Faktoren, die die Ergebnisse beeinflusst 
haben können. Grundsätzlich ist die interne Validität in Laborexperimenten als hoch anzusetzen, 
da hier alle Teilnehmer denselben Bedingungen (Raum, Uhrzeit, Klima, etc.) ausgesetzt sind. Im 
Rahmen der Ergebnisauswertung wurde bereits diskutiert, ob die Zugehörigkeit zu einer Gruppe 
und somit die unterschiedliche Reihenfolge der Zuordnung des Testformats Auswirkungen auf die 
Ergebnisse haben. Es wurde aufgezeigt, dass für Gruppe „Rot“, die mit dem Format EPTDL 
begonnen hat, signifikante Unterschiede in der Korrekturdauer zwischen den Formaten 
aufgedeckt werden konnten, im Gegensatz zur Gruppe „Blau“. Hier konnte jedoch auch keine 
Tendenz in Richtung IEEE festgestellt werden. Potentielles kompensierendes oder missgünstiges 
Verhalten wurde minimiert, da die Teilnehmer mit beiden Formaten gearbeitet haben. Die 
Teilnehmer wurden zudem mit beiden Formaten geschult, so dass die Vorbedingungen identisch 
waren. Eine mögliche Befürchtung einer Bewertung wurde minimiert, da versichert wurde, dass 
die Daten anonymisiert wurden.  
Im Rahmen der Konstruktvalidität werden potentielle Gefahren bei der Abbildung der Theorie 
auf die Messung im Experiment diskutiert. Im Experiment wird die Zeit zum Auffinden und 
Korrigieren von Fehlern gemessen. Wie aus der Aufgabenbeschreibung ersichtlich wird, wurde die 
Messung der Zeit über Formularfelder im elektronischen Dokument abgebildet. Die Teilnehmer 
mussten also die Zeit selbstständig eintragen. Eine automatisierte Messung über die eingesetzten 
Tools, z.B. über das Wiki-System, wurde diskutiert und aufgrund Uneinigkeit der konkreten 
Messpunkte und des erhöhten Anpassungsaufwandes verworfen. Eine manuelle Erfassung 
entspricht zudem dem Stand der Technik und wird u.a. von Ricca et al. in [13], [105], [111] analog 
eingesetzt. Ob das Korrigieren von Fehlern als ein Indikator für das Verstehen von Testfällen 
gewertet werden kann, muss in weiteren Experimenten überprüft werden. Wir argumentieren, 
dass ein Fehler in einem Testfall nur gefunden und korrigiert werden kann, wenn der Testfall 
verstanden wurde.  
Die externe Validität beschäftigt sich mit der Generalisierbarkeit der Erkenntnisse. Generell 
gelten Laborexperimente aufgrund der kontrollierten Umgebung als nur bedingt generalisierbar. 
Des Weiteren ist der Einsatz von Studenten als repräsentative Population ein viel diskutiertes 
Thema (z.B. in [149]–[151]), welches noch detaillierter untersucht werden muss. Das Finden von 
Fehlern, wie es in diesem Experiment betrieben wurde, ist kaum generalisierbar. In dem 
Experiment wussten die Teilnehmer, dass genau ein Fehler im Testfall vorhanden ist. Dies ist 
natürlich nicht realistisch, da in der Realität weder das Vorhandensein noch die Anzahl der Fehler 
in einem Testfall bekannt ist. Bei der Auswahl der Anforderungen und Testfälle wurde die Hilfe 
von zwei externen Fachexperten in Anspruch genommen. Diese bewerteten die Artefakte als 
realitätsnah. Es muss jedoch hinterfragt werden, ob die geringe bis mittlere Komplexitäten der 
Anforderungen, die aufgrund der Zeitbeschränkung gewählt wurden, repräsentativ sind. Zudem 
wurde überprüft, dass kein spezielles Domänenwissen in den Anforderungen vorhanden ist. 
Weiterhin konnte hier nur eins von vielen Anwendungsszenarien beleuchtet werden. Die Auswahl 
der Fehler beschränkte sich auf lokale Fehler, wie z.B. Tippfehler. Abstraktere, systematische 
Fehler wurden hier nicht beleuchtet. Diese können jedoch genauso relevant im industriellen 
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Einsatz sein. Die Repräsentation der Testfälle erfolgte über ein WIKI-System. Andere Werkzeuge 
zur Darstellung der Testfälle, wie z.B. Textverarbeitungssysteme oder spezialisierte Test-
Management-Werkzeuge könnten die Ergebnisse, vor allem hinsichtlich des Korrekturaufwands 
beeinflussen. Dies würde jedoch für beide Testformate gelten und muss separat untersucht 
werden. 
7.3.4.3 Implikationen für die Forschung 
Durch diese Studie sind einige Fragestellungen und Auswirkungen auf die Forschung 
aufgedeckt worden. Als erstes Experiment im Vergleich zur vorhandenen Literatur wurde in 
dieser Studie die Nutzung von automatisierbaren Testfällen im Vergleich zu traditionellen, nicht-
automatisierbaren Testfällen evaluiert. Da diese Untersuchung den speziellen 
Anwendungskontext „Event Processing“ beschreibt, ist es fraglich ob es für andere 
Anwendungsarten, z.B. bei Webanwendungen, zu ähnlichen Ergebnissen kommt. Dass die 
Anwendungsart eine Rolle spielt wurde bereits in der Literatur beschrieben. In der Studie von 
Marchetto et al. [104], die die Hilfestellung von FIT-basierten Testfällen für 
Implementierungsaktivitäten untersucht, wurde zwischen zwei JAVA-basierten Anwendungen 
(Desktop vs. Webanwendungen) kein einheitliches Ergebnis gemessen. Das Experiment 
FINDBUGS sollte also auf andere Anwendungsarten angepasst werden, um diese vergleichend zu 
analysieren.  
Ricca et al. zeigte z.B. auf, dass das Vorhandensein von FIT-Testfällen positive Auswirkungen 
auf das Verstehen von Anforderungen hat [13]. Daher kann davon ausgegangen werden, dass der 
Testfall inhaltlich verstanden wurde und somit einen positiven Effekt auf das Gesamtverständnis 
der Anforderung bewirkte. Ob dieser Effekt auch für traditionelle Testfälle nach IEEE aufgedeckt 
werden kann, muss untersucht werden. Die hier präsentierten Ergebnisse weisen jedoch darauf 
hin, dass es hinsichtlich des Verstehens keine signifikanten Unterschiede zwischen dem FIT-
basierten-Format EPTDL und dem Format nach IEEE gibt. Dementsprechend könnte man 
erwarten, dass ähnliche Effekte für das Format IEEE aufgedeckt werden können. Weiterhin gilt es 
analog dazu zu untersuchen, ob das Verstehen von Anforderungen auch im Kontext „Event 
Processing“ durch das Vorhandensein von EPTDL-Testfällen positiv beeinflusst werden kann. 
Das Experiment untersucht nur einen sehr kleinen Aspekt der Nutzung der EPTDL, das Lesen 
und Verstehen von Testfällen. Ein weitere Aspekt, nämlich das Erstellen von Testfällen, wurde in 
einer weiteren Studie untersucht, welche in Kapitel 7.4 vorgestellt wird. Zusätzliche Studien und 
Replikationen sind notwendig, um das Wissen in diesem Bereich zu sichern und zu erweitern. 
Eine holistische Überprüfung der Akzeptanz von Anwendern der Testbeschreibungssprache 
ETPDL und einem entsprechendem Testsystem kann z.B. mit Hilfe des Technology Acceptance 
Models gemäß Davis [152] durchgeführt werden.  
7.3.4.4 Implikationen für die Praxis 
Die Ergebnisse der Studie, sind aufgrund der begrenzten Generalisierbarkeit nur bedingt direkt 
auf die Praxis übertragbar. Es wurde ersichtlich, dass Studenten der Wirtschaftsinformatik mit 
beiden Testformaten IEEE und EPTDL nach nur 2x 90-Minuten Übungen gleichermaßen Fehler in 
Testfällen identifizieren und korrigieren konnten. Dies zeigt als Nebenbeobachtung auf, dass diese 
Personengruppe nach nur kurzer Einarbeitungszeit Abnahmetests in beiden Formaten verstehen 
können und für entsprechende Tätigkeiten eingesetzt werden können. Das Verstehen der 
Testfälle wurde durch die Studenten für beide Formate gleichermaßen bewertet. Betrachtet man 
die weiteren Vorteile von ATDD (kürzere Feedbackzyklen, weniger manuellen Regressionstests, 
etc.) die in der Literatur beschrieben werden, kann die Studie als ermutigend hinsichtlich des 




Das Ziel des Experiments FINBUGS war es die Auswirkungen von unterschiedlichen 
Testformaten (automatisierbar vs. nicht automatisierbar) auf das Verstehen von Testfällen zu 
untersuchen. Im Rahmen des Experiments FINDBUGS wurden 17 Studenten der 
Wirtschaftsinformatik aufgefordert jeweils einen Fehler in Testfällen zu 6 unterschiedlichen 
Anforderungen aus dem Bereich „Event Processing“ zu finden und zu korrigieren. Dabei wurde 
angenommen, dass das Korrigieren von Fehlern als starker Indikator für das Verstehen von 
Testfällen gewertet werden kann. Die Merkmale, die untersucht werden sollten, waren der 
Aufwand, die Qualität und die gefühlte Einfachheit in der Nutzung.  
Es hat sich gezeigt, dass sich die Dauer den Fehler zu identifizieren und eine Korrektur 
vorzunehmen für die beiden Formate unterscheidet. Dieser Unterschied ist zwar signifikant für 
den Gesamtdatensatz, jedoch mit einer sehr geringen Effektgröße. Für einzelne Anforderungen 
kann keine Signifikanz ermittelt werden. Aufgrund dieser Umstände erfolgt die Bewertung 
defensiv: 
Ergebnis 1:  Es können keine negativen Auswirkungen hinsichtlich der Korrekturdauer 
beim Einsatz der automatisierbaren Testbeschreibungssprache EPTDL 
festgestellt werden.  
Hinsichtlich der Korrektheit konnten für beide Formate vereinzelt fehlerhafte Lösungen 
festgestellt werden. Jedoch konnte dieser Aspekt weder für die einzelnen Anforderungen, noch 
für die Gesamtheit der Datensätze über alle Anforderungen mit signifikant bewertet werden.  
 Ergebnis 2:   Die Qualität der Fehlerkorrektur ist für beide Formate vergleichbar. 
Die gefühlte Einfachheit in der Nutzung der Formate wurde über einen Fragebogen ermittelt. 
Dabei mussten sich die Teilnehmer die Formate neben der Einfachheit der Fehlerkorrektur auch 
hinsichtlich der Einfachheit des Verstehens bewerteten. Das Ergebnis wird wie folgt bewertet. 
 Ergebnis 3: Wenn auch nicht statistisch signifikant, bevorzugen 44% der Teilnehmer 
das Testformat EPTDL gegenüber 19% für das Format IEEE für das 
Auffinden und Korrigieren von Fehlern. 
 Ergebnis 4:  Hinsichtlich des Verstehens der Absicht von Testfällen wird keines der 
beiden Formate von den Teilnehmern bevorzugt.  
7.4 BENUTZERSTUDIE „ACCEPTTEST“ 
Die Benutzerstudie ACCEPTTEST soll Erkenntnisse über den Einfluss des 
Testbeschreibungsformats auf die Spezifikation von Abnahmetestfällen im Bereich Event 
Processing. Hintergrund ist die Fragestellung, ob eine automatisierbare Sprache mehr oder 
weniger Aufwand im Rahmen der Spezifikation von Testfällen mit sich bringt und ob die Anzahl 
der Testfälle bzw. die dadurch erreichte Testabdeckung beeinflusst wird. Die folgenden 
Ausführungen wurden zum Teil in der Veröffentlichung „Specifying executable or nonexecutable 
acceptance test cases for event processing applications“ diskutiert [147]. 
7.4.1 Ziel der Studie 
Ziel der Studie ist es, den Einfluss von Testbeschreibungsformaten auf das Spezifizieren von 
Testfällen zu ermitteln. Es soll untersucht werden, ob unter Verwendung eines automatisierbaren 
Testbeschreibungsformats mehr oder weniger Testabdeckung als mit einem traditionellen, 
manuell ausführbaren Testbeschreibungsformat erreicht wird oder ob die Testabdeckung 
vergleichbar ist. Zudem soll überprüft werden, ob es Unterschiede hinsichtlich des Aufwands zur 
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Erstellung von Testfällen gibt und ob ein Testbeschreibungsformat hinsichtlich der gefühlten 
Einfachheit dominiert.  
Die Studienbeschreibung gemäß Wohlin et al. [74] lautet wie folgt: 
Tabelle 7-9: Beschreibung des Forschungsziel für die Studie „ACCEPTTEST“  nach Wohlin et al. [74] 
Analysiere das Spezifizieren von Testfällen 
mit dem Ziel eine traditionelle text-basierte Testbeschreibungsvorlage 
mit einer automatisierbaren zu vergleichen  
hinsichtlich Testabdeckung, Aufwand und gefühlter Einfachheit 
aus Sicht von  Fachexperten, Testern und Wissenschaftlern 
im Kontext von Studenten, die zu Anforderungen aus der 
ereignisverarbeitenden Anwendungsentwicklung Testfälle 
spezifizieren sollen 
 
7.4.2 Aufbau des Experiment und methodisches Vorgehen 
Im Folgenden sollen Details zur Planung und Aufbau des Experiments dargestellt werden. Im 
Rahmen des Experiments sollen durch Teilnehmer Testfälle zu gegebenen Anforderungen 
spezifiziert werden. Das Vorgehen zur Erstellung dieser Anforderungen wird hier näher erläutert. 
Zudem werden Einzelheiten zum Aufbau des Experiments, sowie zum Ablauf und zu den zu 
überprüfenden Hypothesen gegeben. Des Weiteren wird auf die Teilnehmer und auf den Kontext 
der Studie eingegangen. 
7.4.2.1 Spezifikation der Anforderungen und Anwendungsszenario 
Die Anforderungen, zu denen Testfälle spezifiziert werden sollen, sind ein wesentlicher 
Bestandteil der Studie. Vorgaben bei der Auswahl von Anforderungen waren  
1.) eine möglichst gute Abbildung der Realität zu bekommen, um die Generalisierbarkeit der 
Ergebnisse zu erhöhen und  
2.) Anforderungen zu finden, die kein spezielles Domänenwissen voraussetzen, damit keine 
intensive Schulung der Teilnehmer in das Fachgebiet vorgenommen werden muss. Das 
Anwendungsszenario soll also leicht verständlich und intuitiv sein, so dass die Teilnehmer sich die 
Rolle von Fachexperten einnehmen konnten.  
In der Literatur diskutierte Anforderungen konnten diese Kriterien nicht erfüllen. In Etzion und 
Niblett [4] werden z.B. verschiedene Event Processing Funktionalitäten anhand des 
Referenzbeispiels „Flowerstore“ diskutiert. Es handelt sich um eine Applikation, die es erlaubt für 
Aufträge eines Blumenladens geeignete Fahrer über ein Bieterpool zu ermitteln. Das 
Anwendungsszenario ist künstlich gewählt, um Funktionalitäten abzudecken und zeigt einen 
neuen Dienst auf, der nicht als intuitiv beschrieben werden kann. Zudem ist der 
Spezifikationsgrad zu detailliert, da hier verschiedene Spezifikationstemplates demonstriert 
werden. Im Gegensatz dazu erfordern z.B. die Anforderungen zum Monitoring für Dienstgüteziele 
in Werner [139] zu viel Domänenwissen. Weitere Veröffentlichungen wurden hinsichtlich 
geeigneter Anforderungen gesichtet, jedoch konnten keine geeigneten Kandidaten ermittelt 
werden (vgl. z.B. [66], [153]).  
Zu Erstellung der Anforderungen wurde das Anwendungsszenario des automatisierten 
Aktienhandels verwendet. Das Szenario ist ein typisches und oft verwendetes Beispiel, um „Event 
Benutzerstudien 
191 
Processing“ zu erläutern (vgl. z.B. [3], [138] oder die Produktseiten der Hersteller Oracle und 
Espertech93). Allein dieser Umstand kann schon als Hinweis darauf gewertet werden, dass das 
Szenario als intuitiv gesehen wird. Nach Auswahl des Szenarios, wurde ein Fachexperte aus der 
Industrie, der im Bereich der Systemarchitekturen bei einem Finanzdienstleister tätig ist, gebeten 
zu diesem Themenbereich vier Anforderungen zu spezifizieren: zwei davon von einfacher 
Komplexität und zwei mittlerer Komplexität. Die Anforderungen sind zwar künstlich erdacht, 
erfolgen aber in der Qualität einer typischen Anforderung in diesem Bereich, was vom 
Fachexperten bestätigt wurde. 
7.4.2.2 Aufgabenstellung 
Die Anforderungen bewegen sich im Bereich des automatisierten Aktienhandels (Algorithmic 
Trading). Das Algorithmic Trading System soll in Echtzeit auf eingehende Börsenkurse und –
Nachrichten reagieren. Börsenkurse treffen in das System direkt von der Börse ein (Stock tick 
feed), Käufe und Verkäufe können über einen externen Broker (External Broker) platziert werden. 
Das Inventar, also die Anzahl der verfügbaren Aktien, wird in einer Datenbank verwaltet 
(Inventory). Ein Nachrichtenservice ist angebunden, um auf aktuell eintreffende Nachrichten 
(News feed) reagieren zu können.  
 
Abbildung 7-12: Anwendungsszenario "ACCEPTTEST" 
Tabelle 7-10 zeigt einen Überblick über die Anforderungen. Die ersten beiden Anforderungen 
befassen sich mit Filter-Funktionalitäten, Anforderungen A3 und A4 beinhalten u.a. zeitbasierte 
Funktionalitäten. 
Tabelle 7-10: Anforderungen der Studie „ACCEPTTEST“ 
Anforderung Titel und Beschreibung 
A1 Filtern von relevanten Aktien 
Es sollen nur Börsenkurse weitergeleitet werden, die im Inventar gelistet 
sind 
A2 Filtern von Duplikaten 
Doppelte Meldungen von Börsenkursen sollen herausgefiltert werden 
A3 Erkennen von massiven Preisfluktuationen 
Wenn innerhalb von 5 Minuten eine Aktie um einen gewissen Betrag steigt, 
soll ein Alarm ausgelöst werden 
A4 Reagieren auf negative Nachrichten 
Wenn mehr innerhalb kurzer Zeit negative Nachrichten mit bestimmten 
Worten auftauchen und Kurse am Fallen sind, sollen Aktien verkauft 
werden.  
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7.4.2.3 Aufbau, Materialien und Ablauf des Experiments 
Im Folgenden wird das Design des Experiments erläutert. Das Experiment wurde so geplant, 
dass es in einer 90-minütige Vorlesungsstunde an Universitäten durchgeführt werden kann. Es 
handelt sich um ein balanciertes, randomisiertes Experiment, d.h. für jede von zwei Gruppen 
werden gleich viel Teilnehmer vorgesehen. Jeder Teilnehmer wird zufällig einer Gruppe zugelost. 
Im Rahmen des Experimentes sollen die Teilnehmer Testfälle zu Anforderungen erstellen, dabei 
sollen gewisse Daten gesammelt werden. Die Studie wurde so konzipiert, dass die Teilnehmer auf 
elektronischen Dateien arbeiten. Zur Durchführung des Experimentes wird von den Teilnehmern 
somit lediglich ein Textverarbeitungsprogramm benötigt. Die Materialien der Studie umfassen 
folgende Dokumente und werden per Zip-Datei zur Verfügung gestellt: 
- Ein Studiendokument mit  
o einer Einführung  
o der Aufgabenbeschreibung 
o der Beschreibung des Anwendungsszenarios (vgl. 7.4.2.2) 
o zwei Fragen zur Berufs- und Testerfahrung 
o der Vorgehensbeschreibung inkl. den Formularfeldern zur Zeiterfassung 
o einem Fragebogen mit Fragen zu Erfahrungen aus der Studie 
- Eine Beschreibung des entsprechende Testformat inkl. Beispiel 
- Pro Anforderung ein separates Dokument, mit  
o der Anforderungsspezifikation (Prosatext, sowie Beschreibung der verwendeten 
Ereignistypen, vgl. 9.7.1)  
o Platz zur Beschreibung von Testfällen 
 
Die konkrete Durchführung aus Sicht der Teilnehmer soll im Folgenden erläutert werden. Die 
Teilnehmer waren aufgefordert folgende Schritte durchzuführen: 
1. Lesen Sie die Einleitung, die Vertraulichkeitserklärung, die Aufgabenbeschreibung, sowie 
das Anwendungsszenario 
2. Füllen Sie die Fragen zur Berufs- und Testerfahrung aus 
3. Lesen Sie die Einführung zum Testformat 
4. Für jede Anforderung 
a. Tragen Sie die Startzeit ein 
b. Öffnen Sie das entsprechende Anforderungsdokument und erstellen Sie die 
Testfälle 
c. Tragen Sie die Endzeit ein 
5. Füllen Sie den Fragebogen aus. 
 
Im Studiendokument müssen die Zeitstempel manuell eingetragen und der Fragebogen 
ausgefüllt werden. Die Teilnehmer werden im Rahmen der Aufgabenbeschreibung aufgefordert, 
die Reihenfolge der Schritte einzuhalten. Die Teilnehmer sollen sich in die Rolle des Auftraggebers 
versetzen und pro Anforderungen so viele Testfälle zu spezifizieren, dass sie die Anforderungen 
abnehmen würden, wenn die Testfälle fehlerfrei durchgeführt würden. Es wird darauf 
aufmerksam gemacht, dass es kein Zeitlimit pro Anforderung gibt. Es kann also nicht davon 
ausgegangen, dass alle Teilnehmer alle Anforderungen komplettieren können. Nachfragen zu den 
Anforderungen werden unterbunden. Damit soll verhindert werden, dass Teilnehmer, die Fragen 
stellen einen anderen Informationsstand bei Beantwortung der Fragen erhalten. In der 
Aufgabenbeschreibung wird darauf aufmerksam gemacht, dass bei Fragen die Teilnehmer sich 
Benutzerstudien 
193 
selber Antworten ausdenken können. Die Frage sowie die Antwort soll bei den jeweiligen 
Testfällen dokumentiert werden.  
7.4.2.4 Aufstellung der Hypothesen 
Die Anwenderstudie untersucht, ob das Format in dem ein Testfall spezifiziert wird, Einfluss 
auf den Aufwand der Erstellung der Testfälle und auf die Qualität im Sinne einer Testabdeckung 
hat. Es werden folgende Nullhypothesen aufgestellt:  
H0a:  Es gibt keinen Unterschied in der Testabdeckung der spezifizierten Testfälle  
H0b:  Es gibt keinen Unterschied in der Dauer, die benötigt wird, um einen Testfall zu erstellen 
H0c:  Es gibt keinen Unterschied in der gefühlten Einfachheit der Verwendung der 
unterschiedlichen Formate 
Die erste zu überprüfende Hypothese (H0a) vergleicht die Testabdeckung der beiden Gruppen. 
Es wird die These aufgestellt, dass das Testformat die Erstellung von Testfällen so beeinflusst, 
dass es Unterschiede in der Testabdeckung gibt. Dabei könnten beide Richtungen eine Rolle 
spielen. Die tabellarische Übersicht kann aufgrund der klaren Struktur einfacher in einem neuen 
Testfall zu übertragen sein. Dies könnte ermutigen mehr Testfälle zu spezifizieren. Anderseits 
könnte die textuelle Beschreibung von Testfällen den Anwender in einer anderen Art kognitiv 
fordern, so dass neue Testvarianten beim Schreiben ausgedacht werden und den Testfällen im 
Anschluss hinzugefügt werden können. Ähnlich verhält es sich bei der Überprüfung von H0b. Hier 
wird der Aufwand betrachtet, der benötigt wird, um Testfälle zu erstellen. Es wird davon 
ausgegangen, dass das Testformat die Erstellungsdauer von Testfällen beeinflusst. Auch hier kann 
sich der Effekt auf beide Seiten auswirken. Die tabellarische Form der EPTDL fordert die 
detaillierte Beschreibung jeglicher Felder eines Ereignisses. Dies könnte zu einem erhöhten 
Aufwand führen, da textuell über Referenzen eventuell Datenszenarien evtl. geschickter 
wiederverwendet werden können. Andererseits kann die tabellarische Form eine Hilfestellung 
hinsichtlich der Übersichtlichkeit und der strikter vorgegeben Testkommandos, Zeitangaben, etc. 
H0c untersucht die gefühlte Einfachheit der Anwender. Es wird die These aufgestellt, dass das 
Format einen Einfluss auf die gefühlte Einfachheit hat, jedoch kann dies für beide Formate gelten 
und das Ergebnis auch diametral zu den Ergebnissen aus H0a und H0b ausfallen. Alle aufgestellten 
Hypothesen sind demnach zweiseitig zu überprüfen. 
7.4.2.5 Auswahl der Variablen und der statistischen Tests 
Die Auswahl der Metriken wurde mit Hilfe des GQM-Ansatzes, wie bereits in Kapitel 7.1 
beschrieben, durchgeführt und soll im Folgenden detailliert dargestellt werden. Tabelle 7-11 zeigt 
eine Übersicht über die verwendeten abhängigen Variablen und die Auswahl der geeigneten 
Signifikanztests. Die Testabdeckung soll über die Anzahl der Äquivalenzklassen, die mit den 
Eingabeereignissen der Testfälle abgedeckt werden, ermittelt werden. Wir verwenden den Begriff 
Testvertreter für einen Repräsentant einer zu testenden Äquivalenzklasse. In der Literatur wird 
hierzu der Begriff Testfall verwendet (z.B. in [18])., der im Kontext dieser Studie anders belegt ist. 
Ein Testfall in diesem Kontext ist eine abgeschlossene Beschreibung von Testanweisungen, 
Eingabeereignissen und erwarteten Ergebnissen. In einem Testfall können also mehrere 
Testvertreter enthalten sein und somit mehrere Äquivalenzklassen abgedeckt werden. Die 
Messung der Anzahl der Testvertreter für Hypothese H0a erfolgt über einen manuellen 
Zählprozess. Das methodische Vorgehen und das zugrundeliegende Konzept wird in Kapitel 
7.4.2.6 näher erläutert. Die Skalenart der Variable ist die Absolutskala. Werte absoluter Skalen 
ergeben sich aus der natürlichen Maßeinheit des Untersuchungsobjekts (die Anzahl der 
Testvertreter) und benötigen daher zur Interpretation keine Maßeinheit. 
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Tabelle 7-11: Ausgewählte Variablen und geeignete Tests (ACCEPTTEST) 
Hypo-
these 
Abhängige Variable Skalenart Geeignete Tests 
H0a Anzahl der Testvertreter 
 
Absolut - t-Test  
- Mann-Whitney-U-
Test 
H0b Spezifikationsdauer eines Testvertreters 
(Sekunden) 
Verhältnisskala - t-Test  
- Mann-Whitney-U-
Test 





Ein Vergleich der Anzahl der Testvertreter zwischen den Gruppen ist nur in Betrachtung 
einzelner Anforderungen sinnvoll. Da sich die Anforderungen in der Komplexität (ansteigend) 
unterscheiden und für komplexere Anforderungen jeweils eine höhere Anzahl an potentiellen 
Testvertretern existiert, ist ein Vergleich zwischen unterschiedlichen Anforderungen nicht 
möglich. Ein Vergleich der summierten Anzahl der Testvertreter pro Teilnehmer über die 
Anforderungen hinweg ist zudem nicht möglich, da nicht davon ausgegangen werden kann, dass 
alle Teilnehmer alle Anforderungen vollständig bearbeiten. Daher soll für die Auswertung von H0a 
der statistische Test einzeln pro Anforderung durchgeführt werden. H0a soll abgelehnt werden, 
wenn für alle Anforderungen ein signifikantes Ergebnis ermittelt werden kann. Für Hypothese H0b 
soll die Dauer zur Spezifikation eines Testvertreters ermittelt werden. Da die Definition eines 
Testvertreters den Teilnehmern nicht bekannt ist und, wie bereits beschrieben, in einem Testfall 
mehrere Testvertreter enthalten sein können, wird die Zeitdauer über die gesamte 
Bearbeitungszeit der Erstellung einer Anforderung gemessen. Zur Auswertung wird in der Folge 
die durchschnittliche Zeit für einen Testvertreter pro Teilnehmer nach Formel (7.2) errechnet. Die 
durchschnittliche Bearbeitungszeit t für einen Testvertreter v und dem Teilnehmer s wird 
ermittelt über die Summierung der absoluten Bearbeitungsdauer AbsTime für den Teilnehmer s ϵ 
S über alle Anforderungen a ϵ A hinweg dividiert durch die Summe der Anzahl der Testvertreter 









                    (7.2) 
 
Die Schwierigkeit der Testerstellung wird über eine Frage im Fragebogen anhand einer 5-
Punkte-Likert-Skala ermittelt. Die Teilnehmer mussten dabei bewerten, ob Sie Schwierigkeiten bei 
der Erstellung der Testfälle hatten. Die Likert-Skala wird in dieser Arbeit als Ordinalskala 
angesehen. In der Literatur wird kontrovers diskutiert, ob Likert-Skalen auch als Intervallskalen 
verwendet werden können. Dies würde voraussetzen, dass die Intervalle zwischen den Werten 
gleich groß sind [154]. In dieser Arbeit kann diese Vorrausetzung nicht eindeutig bestätigt 
werden, daher werden die Daten als ordinal angesehen. 
Die Auswahl der geeigneten statistischen Tests erfolgt nach Eid et al. [122]. Durch den Aufbau 
des Experiments ergeben sich die entsprechenden Auswahlkriterien. Die Daten der einzelnen 
Gruppen sind unabhängig voneinander. Aufgrund der randomisierten Zuteilung von Teilnehmern 
auf Gruppen kann davon ausgegangen werden, dass die Populationsvarianz gleich ist, auch wenn 
diese unbekannt ist. Geeignete Tests, sowohl für die Anzahl der Testvertreter, als auch für die 
durchschnittliche Bearbeitungsdauer sind nach Eid et al. [122, S. XXVIIff] der Student´s t-Test bzw. 
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der Mann-Whitney-U-Test. Für den Einsatz des t-Tests müssen verschiedene Bedingungen wie 
z.B. eine Normalverteilung der Stichproben, erfüllt sein. Zudem gilt der Test als nicht robust für 
kleinere Stichproben (Anzahl<30, vgl. [122, S. 309f]). Für kleine Stichprobenumfänge kann auf den 
Mann-Whitney-U-Tests zurückgegriffen werden. Der Test von Likert-Skalen wird in der Literatur je 
nach Zuordnung zur Intervall- bzw. zur Ordinalskala mit verschiedenen Tests wie z.B. den t-Test 
oder auch dem Mann-Whitney-U-Tests ausgewertet. De Winter und Dodou zeigen auf, dass beide 
Testverfahren für die meisten Datensätze vergleichbare Ergebnisse generieren [155]. Für die 
Auswertung der Schwierigkeit wird daher der Mann-Whitney-U-Test eingesetzt.  
Für die Überprüfung der Hypothesen wird ein Signifikanzniveau von α=0,05 gewählt. 
7.4.2.6 Bestimmung der Testvertreter 
Zur Messung der Qualität von Testfällen wird in der Literatur häufig die Quellcode -Abdeckung 
(Code Coverage) verwendet, z.B. bei Causevic et al. [156], Kochhar et al. [157] und Pancur et al. 
[158]. Code Coverage bezeichnet verschiedene Maße für die Bewertung der Qualität von Tests. 
Dabei wird die Abdeckung von Quellcode bei der Testausführung in verschiedenen 
Abstraktionsebenen untersucht. So zählt z.B. die Anweisungsüberdeckung (Statement Coverage) 
die Ausführung von Anweisungen, betrachtet aber nicht die Bedingungen in Verzweigungen. Im 
Rahmen der Zweigüberdeckung (Branch Coverage) wird zusätzlich ermittelt, ob Bedingungen im 
Quellcode die verschiedenen Werte (z.B. true und false) angenommen haben und somit auch alle 
Zweige durchlaufen werden [7]. Zur Ermittlung des Überdeckungsgrades gibt es verschiedene 
Werkzeuge, wie z.B. EclEmma94 für JAVA-basierte Anwendungen. Die Grundlage dieser Verfahren 
ist jedoch lauffähiger Code und ein entsprechendes Werkzeug zur Ermittlung der Abdeckung. 
Beides ist im Rahmen der hier betrachteten Anwendung nicht vorhanden. Auch wenn eine 
Referenzimplementierung vorgenommen werden könnte, gibt es, soweit es aus der Literatur 
ersichtlich ist, noch keine Ansätze zur Bewertung der Abdeckung von Event Processing Languages. 
Für SQL-Sprachen, die z.B. die Basis für die Esper EPL ist, werden in der Literatur Ansätze 
diskutiert, die jedoch noch für EP-Sprachelemente angepasst werden müssten [159]. Die hier 
diskutierten Abdeckungsverfahren eigenen sich demnach nicht für die Bewertung der 
Testabdeckung und werden daher nicht eingesetzt.   
Die Bewertung der Testabdeckung soll anhand der Zählung der Testvertreter von 
Eingabepartitionen, die auf Basis einer Äquivalenzklassenanalyse identifiziert wurde, 
vorgenommen werden. Die Bildung von Äquivalenzklassen ist ein Konzept zur Minimierung einer 
potentiell unendlich großen Menge von Eingabemöglichkeiten. Elemente einer Äquivalenzklasse, 
in dieser Arbeit Testvertreter genannt, sind äquivalent, d.h. sie führen zu einem identischen 
Ergebnis und können untereinander ausgetauscht werden. Äquivalenzklassen werden anhand 
von Partitionsgrenzen aus dem Code, z.B. anhand der Bedingung von Verzweigungen, oder aus 
der Spezifikation der Funktionalität gebildet [18], [160]. So würden bei einer Anforderung „Wenn 
der Preis x grösser als 4 ist, verkaufe Aktie E ansonsten kaufe Aktie V“ zwei Äquivalenzklassen ä1, 
ä2 unterschieden nach den Werten für den Eingabeparameter x gebildet werden (ä1: x<=4; ä2: 
x>4). Es müssten demnach jeweils ein Vertreter aus den beiden Äquivalenzklassen gewählt 
werden. 
Bei einem weiteren Eingabeparameter oder eine weitere Einschränkung des Wertebereichs 
erhöht sich die Anzahl der potentiellen Äquivalenzklassen (vgl. [18], [161]). Bei einer Anforderung 
„Wenn der Preis zwischen 2 und 4 ist und die Anzahl der bestellten Waren y >100, verkaufe Aktie 
E ansonsten kaufe Aktie V“ steigt die Anzahl der Äquivalenzklassen (x<2; 2<= x <=4; x>4; y<=100; 
y>100), da hier zwei Dimensionen (x und y) betrachtet werden müssen. Somit erhöht sich die 
                                                          
94
 http://eclemma.org/, zuletzt abgerufen am 21.02.2016 
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Anzahl der zu bildenden Testfälle bzw. Testvertreter bei einem starken Äquivalenzklassentest auf 
6. Abbildung 7-13 stellt die Äquivalenzklassen Ä1-Ä6 graphisch dar (vgl. [18], [160, S. 99], [161]).  
 
 
Abbildung 7-13: Beispielhafte Darstellung der Äquivalenzklassen (Ä1-Ä5) bei einem starken 
Äquivalenzklassentest 
Es wird deutlich, dass die Anzahl der Testvertreter, die gewählt werden müssen, um alle 
Testpartitionen zu belegen mit der Anzahl der Partitionsgrenzen und der Dimensionen aufgrund 
der möglichen Kombinationen untereinander exponentiell steigt. 
Das obige Beispiel hat verdeutlich wie Äquivalenzklassen gebildet und daraus Testvertreter 
gewählt werden können. Dies wurde an einem Beispiel mit zwei Eingabeparametern dargestellt. 
Betrachtet man die Funktionalitäten von Event Processing Anwendungen sieht man, dass der 
Kontext der Anwendung (wie z.B. die Zeit oder die Reihenfolge der Ereignisse) Auswirkung auf die 
Funktionalität haben kann. Eine fehlerhafte Auswertung des Kontextes bei der Implementierung 
von EP-Funktionalitäten kann somit auch zu falschen Ergebnissen führen. Dies soll am folgenden 
Beispiel verdeutlicht werden. In Anforderung 2 der Studie sollen Duplikate von 
Börsenkursnachrichten (StockTickEvents) herausgefiltert werden. Duplikate sind 
StockTickEvents, die denselben Betrag wie das vorangegangene Ereignis aufweisen. Nur relevante 
Börsenkursnachrichten, also keine Duplikate, sollen als neue Ereignisse 
(RelevantStockTickEvents) weitergeleitet werden. 
In Listing 7-1 wird ein erster Testfall präsentiert, in dem zwei StockTickEvents mit einem 
identischen Betrag und ein StockTickEvent mit einem Betragsupdate zum selben 
Unternehmen hintereinander auftreten. Als Ergebnis wird erwartet, dass nur zwei 
RelevantStockTickEvents erstellt werden. Das zweite StockTickEvent mit dem Preis 
„13.37“ soll demnach herausgefiltert werden. Die hier betrachteten, offensichtlichen 
Äquivalenzklassen behandeln das Attribut „price“ mit den Ausprägungen „identisch“ oder „nicht 

















| add | StockTickEvent | 
| :time               | code | price | 
| 14.11.2013 12:20:00 | IBM  | 13.37 | 
| 14.11.2013 12:21:00 | IBM  | 13.37 | 
| 14.11.2013 12:22:00 | IBM  | 13.34 | 
 
| execute until | 14.11.2013 12:23:00 | 
 
| expect count  | RelevantStockTickEvent |2| 
 
| expect | RelevantStockTickEvent | 
| code | price |  
| IBM  | 13.37 | 
| IBM  | 13.34 | 
Listing 7-1: Duplikatserkennung Testfall 1 
Die Funktionalität, die hier umgesetzt werden soll, hängt also von zwei eintreffenden 
Ereignissen ab. Ein eintreffendes Ereignis muss mit dem vorigen verglichen werden. Dabei muss 
sowohl der Code, als auch den angegebene Preis überprüft werden. Zudem ist es zusätzlich 
wichtig herauszufinden, wie das vorige Ereignis bestimmt wird. Siehe hierzu das Beispiel in Listing 
7-2. Zwischen zwei StockTickEvents mit dem code „IBM“ trifft ein weiteres mit dem code 
„MSFT“ ein. Wird in der Implementierung der Kontext falsch gewählt, also z.B. nicht nach dem 
Attribut „code“ gruppiert, und somit nur das Ereignis direkt davor betrachtet, würde der Test 
fehlschlagen, der Test aus Listing 7-1 den Fehler jedoch nicht aufdecken. Das zweite, eigentlich 
neue StockTickEvent von IBM würde als nicht relevant betrachtet werden, da es denselben Preis 
















| add | StockTickEvent | 
| :time               | code | price | 
| 14.11.2013 12:20:00 | IBM  | 13.37 | 
| 14.11.2013 12:20:30 | MSFT | 15.37 | 
| 14.11.2013 12:21:00 | IBM  | 15.37 | 
 
| execute until | 14.11.2013 12:23:00 | 
 
| expect count  | RelevantStockTickEvent |2| 
 
| expect | RelevantStockTickEvent | 
| code | price |  
| IBM  | 13.37 | 
| MSFT | 15.37 | 
Listing 7-2: Duplikatserkennung Testfall 2 
Neben den direkten Attributen spielt also der Kontext in Event Processing eine entsprechende 
Rolle. Für jede Anforderung wurde daher im Rahmen der Planung des Experimentes die zu 
betrachtenden Äquivalenzklassen gewählt. Um das Ermitteln der Anzahl von Testvertetern im 
Rahmen der Auswertung zu systematisieren, wurde eine Vorlagen mit Fragen und Antworten 
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ausgearbeitet. Diese Fragen sollen bei der Auswertung für jedes Eingabeereignis beantwortet 
werden. Tabelle 7-12 zeigt die entsprechende Vorlage zu Anforderung 2. 
Tabelle 7-12: Bestimmung der Testvertreter – Beschreibung für Anforderung 2 
Index Bezeichnung Werte und Beschreibung 
0 Attribut „code“ Existiert ein Ereignis vor diesem, mit identischem code? 
- 0: Ja 
- 1: Nein 
1 Attribut „price“ Welchen Preis hat das vorige Ereignis mit identischem 
code?  
-0: identisch 
-1: nicht identisch 
-2: Ereignis existiert nicht 
2 Kontext 
„Gruppierung“ 




-2: Ereignis existiert nicht 
 
Zur Auswertung werden die spezifizierten Eingabeereignisse (in der EPTDL add-Tabelle) der 
jeweiligen Testfälle nacheinander überprüft und die Fragen zu jedem Eingabeereignis (jede Zeile 
der add-Tabelle) beantwortet werden. Tabelle 7-13 stellt die Ergebnisse einer Analyse von Testfall 
2 tabellarisch dar. Hier wurde neben dem Vektor auch die Zeile des betrachteten Quelltextes mit 
angegeben. 
Tabelle 7-13: Auswertung der Testvertretervektoren aus Testfall 2 
ID Zeile Vektor 
V1 3 {1,2,2} 
V2 4 {1,2,1} 
V3 5 {0,1,1} 
 
Für die Bestimmung der Anzahl werden die eindeutigen Testvektoren zusammengezählt, d.h. 
dass Duplikate nicht gezählt werden. Als Ergebnis für die Auswertung von Testfall 2 ergibt sich 
eine Anzahl von 3 Testvertretern. Die erwarteten Ergebnisse zu den Testvertretern werden nicht 
ausgewertet. Dies beruht auf zwei Gegebenheiten. Erstens sind Inkonsistenzen und Fehler in 
Abnahmetest, wie von Melnik et al. und Haugset et al. festgestellt, üblich und werden nicht als 
Hindernis angesehen (vgl. [33], [117]). Vielmehr dienen sie als weitere Diskussionsgrundlage und 
haben daher einen kommunikativen Mehrwert. Zweitens würden die entsprechenden 
Codestellen bei Ausführung im Rahmen einer Abdeckungsanalyse auch bei fehlerhaften Testfällen 
mit als abgedeckt gezählt werden. Die Testvertreter repräsentieren also, die Eingabepartitionen, 
die im Test betrachtet werden. Die Korrektheit des erwarteten Ergebnisses wird im Rahmen 
dieser Arbeit nicht weiter betrachtet.  
7.4.2.7  Teilnehmer und Durchführung 
Teilnehmer der Studie waren Studenten der Informatik an der Hochschule München. Im 
Rahmen der Vorlesung „Software Engineering“ im November 2013 wurde die Studie in einer 90-
minütigen Praktikumsstunde durchgeführt. Die Auswahl der Teilnehmer erfolgte aufgrund der 
Verfügbarkeit und der thematischen Ausrichtung der Vorlesung. Darin wurden grundlegende 
Inhalte zum Thema Software Engineering vermittelt, inkl. Vorgehensmodelle und 
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Qualitätssicherung. Bis zum Zeitpunkt der Studie besuchte keiner der Studenten Vorlesungen, die 
den Themenbereich Event Processing behandelten. 
In der Woche vor dem Experiment präsentierte der Leiter des Experiments in einer kurzen 
Einführung die Studie. Darin wurde der Ablauf der Studie, Hinweise zur Vertraulichkeit sowie das 
Anwendungsszenario vorgestellt. Im Rahmen der Vertraulichkeitserklärung wurden die Studenten 
über die Anonymisierung der Daten sowie über die Möglichkeiten das Experiment zu jeder Zeit 
abzubrechen und die Daten im Nachhinein aus der Studie entfernen zu lassen, informiert. Die 
Ziele der Studie wurden nicht preisgegeben. Zu Beginn des Experimentes wurden die Teilnehmer 
den Gruppen zugelost. Den unterschiedlichen Gruppen wurden die Farbbezeichnungen Blau bzw. 
Rot zugeordnet. Gruppe Rot arbeitete mit dem Format EPTDL, Gruppe Blau mit dem Format IEEE. 
Diese Farbbezeichnungen fanden sich auf den Losen, die die Teilnehmer ziehen mussten. Damit 
konnten die Studenten das richtige Aufgabenpaket, welches Online zur Verfügung gestellt wurde 
auswählen. Die Zuordnung der Gruppenbezeichnungen zu den Formaten wurde nicht bekannt 
gemacht. Die Teilnehmer wussten also nicht, dass die Gruppen sich in der Zuordnung eines 
Formates unterscheiden. Je nach zugeordneter Gruppe mussten sich die Studenten die 
entsprechende Zip-Datei mit der Studienaufgabe von einer Website herunterladen (vgl. 7.4.2.3). 
Nach 90 Minuten wurde das Experiment beendet. Die Teilnehmer wurden aufgefordert, die 
Ergebnisse (auch nicht vollendete) per Email an den Leiter des Experiments zuzusenden.  
7.4.3 Ergebnisse 
Im Folgenden werden die Ergebnisse der Studie ausgewertet, interpretiert und diskutiert. Es 
werden Limitationen aufgezeigt und Implikationen für Wissenschaft und Praxis dargestellt.  
7.4.3.1 Voranalyse 
Im Rahmen der Voranalyse soll ein Überblick über die ermittelten Daten aufgezeigt werden. 
Tabelle 7-14 zeigt die Anzahl der Teilnehmer pro Gruppe und die davon auswertbaren Datensätze 
auf. Insgesamt mussten die Daten von zwei Teilnehmern von der Auswertung entfernt wurden. 
Ein Teilnehmer der Gruppe Rot, im Folgenden als Gruppe EPTDL bezeichnet, hatte die Aufgabe 
nicht ernsthaft betrieben. Dies äußerte sich darin, dass keine Zeiten in das Studiendokument 
eingetragen wurden und in den Anforderungen nur derselbe, kurze, unvollständige Testausschnitt 
kopiert und eingefügt wurde. In Gruppe Blau, im Folgenden als Gruppe IEEE bezeichnet, wurden 
Daten von einem weiteren Teilnehmern verworfen. Dieser hatte kontinuierlich Probleme mit 
seinem Textverarbeitungsprogramm und konnte somit keine der Anforderung ungestört 
bearbeiten und vollenden. Die auswertbaren Teilnehmer waren somit 6 in Gruppe EPTDL und 7 in 
Gruppe IEEE. 
Tabelle 7-14: Anzahl der Teilnehmer pro Gruppe 
 EPTDL (Rot) IEEE (Blau) 
Anzahl Teilnehmer gesamt: 7 8 
- davon verworfen: 1 1 
- davon für Auswertung relevant: 6 7 
 
Da es bei der Bearbeitung der Anforderungen kein Zeitlimit gab, wurde nicht erwartet, dass 
alle Anforderungen von allen Teilnehmern bearbeitet wurden. Es wurde ausdrücklich darauf 
hingewiesen, dass sich die Teilnehmer so lange Zeit nehmen soll, wie sie benötigen. Das Ziel 
sollten so viele Testfälle sein, so dass die Teilnehmer die Anforderung als potentieller Kunde 
abnehmen würden, wenn alle Testfälle erfolgreich bestanden werden würden. Die Anzahl der 
Teilnehmer, die die jeweilige Anforderung beenden konnten, wird in Tabelle 7-15 aufgeführt. 
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Anforderung A1 und A2 wurden von allen Teilnehmern vollendet. Anforderung A3 konnte jeweils 
ein Teilnehmer pro Gruppe nicht fertigstellen. Anforderung A4 wurde jeweils nur von zwei 
Teilnehmern bearbeitet. Die Datensätze für Anforderung A4 werden, aufgrund der geringen 
Anzahl und somit der geringen Vergleichbarkeit in den folgenden Auswertungen nicht betrachtet. 
Tabelle 7-15: Anzahl der auswertbaren Datensätze pro Anforderung 
Gruppe Anforderung 
 A1 A2 A3 A4 
EPTDL 6 6 5 2 
IEEE 7 7 6 2 
7.4.3.2 Überprüfung der Hypothesen 
Im Folgenden sollen die Ergebnisse hinsichtlich der zu überprüfenden Hypothesen dargestellt 
und ausgewertet werden. Dabei kommen die unter 7.4.2.5 beschriebenen statistischen Tests zum 
Einsatz. 
Anzahl der Testvertreter 
Tabelle 7-16 zeigt typische statistische Merkmale in Bezug auf die Anzahl der Testvertreter für 
die verschiedenen Anforderungen A1, A2 und A3 auf. Hier sind auch die Ergebnisse des Mann-
Whitney-U-Tests (MW), der aufgrund des geringen Stichprobenumfangs als geeigneter 
Signifikanztest ausgewählt wurde. Abbildung 7-14 stellt die Anzahl der Testvertreter grafisch in 
Form eines Boxplot-Diagramms dar.  
Für Anforderung A1 und A2 liegt der Median des Formats EPTDL über dem des Formats IEEE. 
Für Anforderung A3 ist der Median identisch. Die Ergebnisse des Signifikanztests ergeben lediglich 
für Anforderung A1 ein signifikantes Ergebnis. Für A2 und A3 liegt das Ergebnis deutlich über dem 
gewählten Signifikanzniveau von 0,05. Hypothese H0a kann nicht verworfen werden. 
Tabelle 7-16: Median, Arithmetisches Mittel und Standardabweichung der Anzahl der Testvertreter 
 A1 A2 A3 
 E I E I E I 
Median 2,5 2 4 2 5 5 
Arithmetisches Mittel 2,8 2,0 3,7 2,6 4,4 4,8 
Standardabweichung 1,0 0 1,0 1,7 1,3 1,5 






Abbildung 7-14: Boxplots - Anzahl der Testvertreter pro Anforderung 
Durchschnittliche Dauer zur Erstellung eines Testvertreters 
Zur Überprüfung des Aufwands wurde die durchschnittliche Dauer zur Erstellung eines 
Testvertreters als Metrik gewählt. Die Überprüfung der Hypothese H0b wird auf Basis der 
Betrachtung des Gesamtdatensatzes vorgenommen. Es werden also die Anzahl erstellten 
Testvertreter eines Teilnehmers über alle Anforderungen hinweg, durch seine persönliche 
gesamte Bearbeitungszeit der Anforderungen geteilt. Abbildung 7-15 zeigt das entsprechende 
Boxplot-Diagramm, Tabelle 7-17 die entsprechenden Lageparameter. Hier werden zwei Ausreißer 
der Gruppe IEEE ersichtlich, also Datenpunkte, die mehr als das 1,5fache des Interquartilsabstand 
von der Grenze des 3.Quartils entfernt sind. Die Werte können jedoch nicht als Extremwerte 
bezeichnet werden. Extremwerte sind laut Eid et al. mehr als der 3fache Interquartilsabstand von 
dem 3. Quartil entfernt [122, S. 123f]. Extremwerte würden demnach höher als 964 Sekunden 
betragen. Bei der Durchführung des Experiments ist keine Besonderheit aufgefallen, die eine 
Ursache für die Erhöhung der beiden Werte geben konnte. Auch in den Studiendokumenten der 
Teilnehmer wurde keine Bemerkung dokumentiert, die die erhöhten Werte erklären könnte. Die 
eingetragenen Zeiten sind in sich konsistent, d.h. die nächste Aufgabe wurde zum selben 
Zeitpunkt begonnen. Daher kann eine Falscheingabe ausgeschlossen werden. Die Ausreißer 
werden demnach zur weiteren Berechnung im Datensatz behalten. Zur Auswertung der Daten 
wird auf den Mann-Whitney-U-Test zurückgegriffen. Die Vorbedingung der Normalverteilung 
konnte bei dem Datensatz nicht erfüllt werden. Zudem liefert der Mann-Whitney-U-Test gerade 
bei Datensätzen mit Ausreißern robuste Ergebnisse, da hier nur der Rang und nicht der Wert in 
die Berechnung mit einfließt [122, S. 320f]. Das Ergebnis des Test ergibt, dass die Werte als 
statistisch signifikant (p-Wert: 0,020) bewertet werden. Die Ermittlung der Effektstärke erfolgt 
über den Test von Cohen, vgl. [122, S. 205]. Das Ergebnis weist auf einen starken Effekt hin 




Abbildung 7-15: Durchschnittliche Dauer zur Spezifikation von Testvertretern 
Tabelle 7-17: Lageparameter für die Spezifikationsdauer (in Sekunden) 
 Minimum 1. Quartil Median 3. Quartil Maximum 
EPTDL 90,0 132,0 200,0 300,0 450,0 
IEEE    130,0    252,0 322,5 430,0 480,0 
 
Gefühlte Schwierigkeit der Anwendung 
Die subjektive Empfindung der Teilnehmer hinsichtlich der Anwendung der beiden 
Testformate wurde über eine Frage im Fragebogen ermittelt. Die Frage lautete „Ich hatte keine 
Schwierigkeiten Akzeptanztests mit dem Format „IEEE“ zu definieren“ mit den 
Antwortmöglichkeiten 1: stimme vollkommen zu, 2: stimme zu, 3: unentschieden, 4: stimme nicht 
zu, 5: stimme überhaupt nicht zu). Die Daten für die beiden Gruppen werden in Abbildung 7-16 
visuell dargestellt. Der Modus und der Median der Gruppe IEEE liegt bei „unentschieden“, 
während beide Kennwerte für die Gruppe „EPTDL“ bei „stimme zu“ liegen. Zur Überprüfung der 
Signifikanz wird der Mann-Whitney-U-Test eingesetzt. Das Ergebnis zeigt auf, dass kein 
signifikanter Unterschied in der gefühlten Schwierigkeit bei der Verwendung der Testformate 






Abbildung 7-16: Säulendiagramme zu Frage 6 „ gefühlten Schwierigkeit“ 
7.4.3.3 Weitere Auswertungen 
Nach Überprüfung der Hypothesen sollen weitere Auswertungen vorgenommen werden. Im 
Fragebogen wurden weitere Fragen gestellt, die die interne Validität der Untersuchung 
beobachten sollen. Zudem werden weitere Merkmale, wie die Anzahl der spezifizierte Eingabe 
und erwarteten Ergebnisse, untersucht werden. Des Weiteren wird auf die Bearbeitungszeiten für 
die einzelnen Anforderungen eingegangen. Die Interpretation der Auswertungen findet in der 
Diskussion in Kapitel 7.4.4 statt. 
Weitere Fragen aus dem Fragebogen 
Frage 1 sollte überprüfen, ob die Teilnehmer genügend Zeit hatten die Aufgabe zu bewältigen. 
Frage 2-4 befassten sich mit dem Verständnis der Aufgabenstellung, des Anwendungsszenarios 
und der Anforderungen. Die Kodierung ist wie folgt: stimme volkommen zu (1), stimme zu (2), 
unentschieden (3), stimme nicht zu (4), stimme überhaupt nicht zu (5). 
 Wie schon in der Planung des Experiments beschrieben, war das Experiment aufgrund der 
Zeitbeschränkung auf eine Praktikumsstunde darauf ausgelegt, dass nicht alle Anforderungen 
vollständig bearbeitet werden können. Entsprechend sind die Ergebnisse für Frage 1 ausgefallen, 
mit dem Modus und Median bei „stimme nicht zu“. Frage 2 und 3 betreffen das Verständnis der 
Zielsetzung sowie des Anwendungsszenarios. Hier werden mit dem Modus und Median von 
jeweils „stimme zu“ das Verstehen bestätigt. Das Verstehen der Anforderung wurde mit Modus 





Abbildung 7-17: Säulendiagramme zu den Fragen 1-4 des Fragebogens 
 
Bei der Frage zum Verstehen der Formatbeschreibung liegen der Modus und der Median für 
die Gruppe EPTDL bei „stimme zu“, für die Gruppe IEEE bei „unentschieden“. Der Unterschied ist 
mit der Auswertung des Mann-Whitney-U-Tests nicht signifikant (p-Wert: 0,1085). 
 
  
Abbildung 7-18: Säulendiagramme zur Frage 5 des Fragebogens 
 
Eingabeereignisse und erwartete Ergebnisse 
Im Folgenden sollen die Gesamtzahlen an Eingabeereignissen und erwarteten Ergebnisse 
dargestellt werden. Als Eingabeereignisse werden alle einzugebenden Ereignisse gezählt, somit 
werden auch Duplikate, wie in der Bestimmung der Testkandidaten erläutert, mitgezählt. Als 
erwartete Ergebnisse werden alle Ereignisse gezählt, die in der Testspezifikation als Ergebnis 
angegeben werden. Zusätzlich wird gezählt, wenn die Teilnehmer eine gewisse Anzahl an 
Ereignissen als Ergebnis erwarten, z.B. „es darf kein Ereignis vom Typ X erstellt werden“. 
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Tabelle 7-18 zeigt den Median, sowie die Ergebnisse des Mann-Whitney-U-Tests für die 
einzelnen Anforderungen A1-A3 und der Gruppe (IEEE: I, EPTDL:E) auf. Die signifikanten 
Ergebnisse sind hervorgehoben. Hier werden auch die Verhältnisse von Testvertretern zu 
Eingabeereignissen bzw. erwarteten Ergebnisse aufgeführt. Abbildung 9-1 und Abbildung 9-2 
zeigen die Boxplot-Diagramme zu den Daten auf. Man sieht dass sich der Median der Gruppe 
EPTDL für beide Metriken über den der Gruppe IEEE liegt. Ein signifikanter Unterschied kann mit 
Hilfe des Mann-Whitney-U-Tests jedoch nur vereinzelt aufgedeckt werden, z.B. bei Anforderung 
A1 bei den Eingabeereignissen, oder bei den erwarteten Ergebnissen für Anforderung A1 und A2. 
Bei den Verhältnissen von Testvertretern zu Eingabeereignissen bzw. zu erwarteten Ergebnissen 
liegt dem Mittelwert betrachtend jeweils die Gruppe IEEE vor der Gruppe ETPDL. Die Gruppe 
benötigt im Durchschnitt also weniger Eingabeereignisse und erwartete Ergebnisse, um auf eine 
identische Testabdeckung zu kommen. Die Werte sind signifikant für Anforderung A1 und A3 
hinsichtlich des Verhältnisses zu den Eingabeereignissen und bei Anforderung 1 zusätzlich 
hinsichtlich des Verhältnisses zu den erwarteten Ergebnissen. 
 
Tabelle 7-18: Übersicht über Eingabeereignisse, erwartete Ergebnisse, Testvertreter und Bewertung der 
Signifikanz anhand des Mann-Whitney-U-Tests (MW) 
 A1 A2 A3 
 E I E I E I 
Eingabeereignisse - Median 7,5 2 9,5 3 18 9 
Eingabeereignisse - MW 0,040 0,0817 0,313 
Erwartete Ergebnisse - Median  4,5 2 6,5 3 8 5,5 
Erwartete Ergebnisse - MW 0,014 0,005 0,197 
Testvertreter - Median  2,5 2 4 2 5 5 
Testvertreter - MW 0,042 0,236 0,568 
Testvertreter pro Eingabeereignis - Mittelwert 0,36 0,82 0,36 0,58 0,22 0,57 
Testvertreter pro Eingabeereignis - MW 0,041 0,387 0,027 
Testvertreter pro erwartetem Ergebnis - Mittelwert 0,43 0,82 0,42 0,75 0,54 0,85 
Testvertreter pro erwartetem Ergebnis -MW 0,023 0,518 0,100 
 
Durchschnittliche Dauer zur Spezifikation eines Testvertreters 
Die Auswertung der Spezifikationsdauer im Rahmen der Hypothesentests erfolgte über eine 
Summierung der Werte über alle Anforderung, vgl. Formel (7.2) auf Seite 194. Im Folgenden 
sollen die Werte zu den Anforderungen nochmals einzeln aufgezeigt werden. Abbildung 7-19 
zeigt hierzu ein Boxplot-Diagramm mit den durchschnittlichen Zeiten der Teilnehmer innerhalb 
der betrachteten Anforderungen. Man sieht dass der Median der EPTDL-Gruppe jeweils unter 
dem der IEEE-Gruppe liegt, wobei der Unterschied in Anforderung A3 gering wirkt. Die Ergebnisse 
des Mann-Whitney-U-Tests für die Spezifikationsdauer innerhalb der einzelnen Anforderungen 




Abbildung 7-19: Durchschnittliche Dauer zur Erstellung von Testvertretern pro Anforderung 
7.4.4 Interpretation der Ergebnisse und Diskussion 
Im Folgenden sollen die Ergebnisse diskutiert und kritisch hinterfragt werden. Die Limitationen 
sowie die Implikationen für Forschung und Praxis werden aufgezeigt. 
7.4.4.1 Diskussion 
Das Spezifizieren von Testfällen im Sinne der abnahmetestgetriebenen Entwicklung ist eine 
zentrale Tätigkeit der Methode der abnahmetestgetriebenen Entwicklung. Die Auswahl eines 
geeignet Formates zur Beschreibung von solchen Testfällen ist herausfordernd, da verschiedene 
Rollen in verschiedenen Phasen der Softwareentwicklung mit diesen arbeiten müssen. Dazu 
gehört das Spezifizieren, Lesen, Auswerten und Pflegen der Testfälle. Während das Erlernen von 
ATDD-Werkzeugen, wie z.B. FIT, als einfach erachtet wird, wird das Spezifizieren von Testfällen, 
sowie deren Wartung als zeitintensiv eingestuft (vgl Kapitel 4). Im Rahmen des hier vorgestellten 
Experimentes wurde die Aktivität des Spezifizierens untersucht und der Einfluss von zwei 
Testbeschreibungsformaten auf diese Tätigkeit evaluiert.  
Zusammenfassend werden die Ergebnisse der statistischen Tests in Tabelle 7-19 dargestellt. 
Für die Hypothesen H0a und H0c konnten keine signifikanten Unterschiede zwischen den beiden 
Gruppen festgestellt werden. Sie können demnach nicht verworfen werden. Für H0b wurde ein 
signifikantes Ergebnis mit einem hoch zu bewertenden Effekt festgestellt.  
Tabelle 7-19: Ergebnisse der Hypothesenüberprüfung im Überblick 
Hypothese Kurzbeschreibung Ergebnis 








H0c Es gibt keinen Unterschied in 




Betrachtet man die Daten hinsichtlich der ausgewählten Testvertreter wird deutlich, dass das 
Format keinen signifikanten Einfluss auf die Auswahl relevanter Testfälle hat. Das bedeutet, dass 
die Qualität der Testfälle hinsichtlich der Diversifizierung der Eingabeereignisse als vergleichbar 
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angenommen werden kann. Daraus könnte man ableiten, dass der kognitive Prozess der Auswahl 
von Testvertretern vom tatsächlichen Schreiben des Testfalls unabhängig ist oder dass die beiden 
hier ausgewählten Formate zumindest gleichermaßen auf den Auswahlprozess einwirken. Die 
durchschnittliche Dauer zur Erstellung eines Testvertreters unterscheidet sich dabei jedoch 
signifikant, die EPTDL-Gruppe benötigte weniger Zeit zur Spezifikation eines Testvertreters. Dieser 
Effekt wurde zudem als hoch eingestuft und wird bei einer detaillierten Betrachtung vor allem für 
die Anforderungen A1 und A2 deutlich. Die Daten der weiteren Auswertung zeigen jedoch, dass 
bei Anforderung A3, eine etwas komplexere Anforderung, der Vorteil abnimmt. Ein weiterer 
Aspekt befasst sich mit Duplikaten von Eingabeereignissen, die durch die Bestimmung der 
Testvertreter herausgefiltert wurden. Betrachtet man das Verhältnis von Eingabeereignissen zu 
Testvertretern zeigt die IEEE-Gruppe einen besseren, d.h. niedrigeren Wert. Z.B. wurden bei 
Anforderung A3 von der EPTDL-Gruppe fünf Eingabeereignisse spezifizert, welche lediglich in 
einem Testvertreter resultierten (1/0,22). Zum Vergleich musste die Gruppe IEEE hier nur zwei 
Eingabeereignisse spezifizieren (1/0,57). Die Daten zeigen also, dass durch das Format EPTDL die 
Quantität der Eingabeereignisse zunimmt, jedoch die Qualität der Testfälle hinsichtlich 
Abdeckung sich nicht erhöht. Eine Vermutung, dass das Kopieren und Einfügen (Copy&Paste) der 
Daten vor allem in der Gruppe EPTDL verwendet wurde und somit Duplikate erstellt wurden, 
konnte bei der Betrachtung der Studienunterlagen nicht eindeutig bestätigt werden. Bei beiden 
Formaten wurden Kopiervorgänge gleichermaßen ersichtlich bzw. vermutet. Vielmehr wird davon 
ausgegangen, dass das Hinzufügen von Eingabeereignissen durch die Beschreibungssprache 
EPTDL vereinfacht wird (Hinzufügen einer Zeile in der add-Tabelle), so dass dies vermehrt 
praktiziert wurde. Bedenkt man, dass die Ergebnisse hinsichtlich der Spezifikationsdauer eines 
Testvertreters sich schon signifikant unterschieden haben, könnte durch geeignetes Training der 
Teilnehmer und somit der Vermeidung von Duplikaten dieser Unterschied noch deutlicher 
ausfallen. 
Die Akzeptanz von Anwender ist ein relevanter Faktor bei der Einführung von neuen 
Technologien oder Spezifikationsformaten. Bei der Analyse des Fragebogens hinsichtlich der 
gefühlten Schwierigkeit in der Anwendung des Formats konnte kein signifikanter Unterschied 
ermittelt werden. Die Teilnehmer waren in der Lage ohne gesondertes Training Testfälle 
gleichermaßen in beiden Formaten zu spezifizieren. Bei der manuellen Sichtung der Lösungen 
wurden für beide Formate keine Hinweise gefunden, die ein Nichtverstehen des einen oder 
anderen Formats andeuten würden. Es scheint, dass gleichermaßen das manuelle und das 
automatisierbare Format einfach zu erlernen ist. 
7.4.4.2 Limitationen 
Die statistische Konklusionsvalidität beschäftigt sich mit der korrekten Interpretation der 
Daten. Für diese Studie wurde der Mann-Whitney-U-Test für die statistischen Signifikanztests 
verwendet, der sich aufgrund der geringen Teilnehmerzahl für diese Überprüfungen anbietet. Die 
geringe Anzahl an Teilnehmer beschränkt jedoch die Möglichkeit Effekte überhaupt aufzudecken. 
Die interne Validität betrachtet weitere Faktoren außer den Hauptfaktoren, die die Ergebnisse 
beeinflusst haben können. In Laborexperimenten ist die interne Validität generell als hoch 
anzusetzen, da die Teilnehmer unter denselben Umgebungsbedingungen am Experiment 
teilnehmen. Eine Auswirkung auf die interne Validität kann in dem Training der Formate mit Hilfe 
von textuellen Beschreibungen innerhalb des Experiments gesehen werden. So könnte die 
Auswirkung eines schlechter bzw. besser beschriebenen Formats sich auf das Ergebnis der Studie 
niederschlagen. Die Ergebnisse zu Frage 5 aus dem Fragebogen, die diesen Aspekt beleuchtet, 
zeigen keinen statistisch signifikanten Unterschied zwischen den Gruppen. Zudem lag die 
Bearbeitungszeit dieser Formatbeschreibungen außerhalb der Messung der eigentlichen 
Aufgaben. Zudem wurden bei der manuellen Sichtung der Ergebnisse der Studie von beiden 
Gruppen gleichermaßen verwertbare Testfälle vorgefunden, so dass die Gefahr eines 
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Missverständnisses der Anwendung der Formate nicht beobachtet werden konnte. Ein weiterer 
zu beobachtender Faktor liegt möglicherweise in der Komplexität der Anforderung zu der 
Testfälle ermittelt werden sollen. Wie in der Diskussion beschrieben wird der Unterschied der 
Bearbeitungszeit für einen Testvertreter für die komplexere Anforderung geringer. Aufgrund der 
geringen Anzahl der Teilnehmer konnte dieser mögliche Effekt jedoch nicht weiter analysiert 
werden und sollte in weitere Studien detaillierter untersucht werden.  
Potentielles kompensierendes oder missgünstiges Verhalten wurde minimiert, da die 
Probanden nicht wussten, was das Ziel der Untersuchung und die Unterschiede der beiden 
Gruppen waren. Da der Leiter des Experiments nicht gleichzeitig zuständiger Dozent war und die 
Ergebnisse nur an den Leiter des Experiments per Email gesendet wurden, wurden die 
Befürchtungen, dass die Ergebnisse die Bewertung der Studenten im Studium beeinflussen, 
minimiert  
Die Konstruktvalidität betrachtet Einschränkungen bei der Abbildung der Theorie auf die 
Messung im Experiment betrachtet. Die Studie wurde von den Teilnehmern in elektronischen 
Dokumenten bearbeitet. Sie mussten neben den Testfällen auch die Start und Endzeiten der 
Aufgabenbearbeitung selbstständig vermerken. Eine automatisierte Erfassung der Zeiten wurde 
nicht als besonders vorteilhaft eingestuft und aufgrund der erhöhten Komplexität nicht als 
zielführend betrachtet. Zudem entspricht eine manuelle Erfassung dem Stand der Technik und 
wird u.a. in den verwandten Studien von Ricca et al. praktiziert [13], [105], [111]. Die Messung der 
Testabdeckung wird durch ein eigenes wohldefiniertes Vorgehen vorgenommen. Die Anzahl der 
Testvertreter wurde durch vordefinierte Fragen ermittelt, die auf Basis der 
Äquivalenzklassenanalyse ausgewählt wurden. Die Auswahl der Äquivalenzklassen wurde auf 
Basis der Erfahrung des Autors vorgenommen und könnte von der Auswahl von anderen 
Personen abweichen. Da die Bestimmung jedoch für beide Testbeschreibungen gleichermaßen 
angewandt wird, sollte eine Beeinflussung der internen Validität ausgeschlossen werden können. 
Klassische Messungen der Codeabdeckung im Sinne der Objektorientierung wurden aufgrund der 
zugrundeliegenden nicht-objektorientierten Programmiersprache ausgeschlossen.  
Die externe Validität beschäftigt sich mit der Generalisierbarkeit der Erkenntnisse. Aufgrund 
der kontrollierten Umgebung in einem Laborexperiment sind die Ergebnisse nur schwer 
generalisierbar. Zudem sind Studenten als geeignete Repräsentanten der „wirklichen“ Welt 
umstritten (vgl. [149]–[151]). Das Spezifizieren von Testfällen ist eine typische Aktivität, die beim 
Einsatz der abnahmetestgetriebenen Entwicklung stattfindet. Die Anforderungen wurden mit 
Hilfe eines Fachexperten ausgewählt und von diesem als realitätsnah eingestuft. Das gewählte 
Anwendungsszenario liegt in einem für diese Technologie oft verwendeten Bereich. Es gilt jedoch 
zu bedenken, dass die Anforderungen künstlich erdacht wurden und so ausgewählt wurden, dass 
kein spezielles Domänenwissen erforderlich war. Die Ausführung der Aufgaben wurde in einem 
klassischen Textverarbeitungsprogramm vorgenommen. Vor allem jedoch aufgrund der geringen 
Anzahl an künstlichen Anforderungen und der auf Grund der Zeitdauer geringen Komplexität ist 
die Generalisierbarkeit eingeschränkt. 
7.4.4.3 Implikationen für die Praxis 
Obwohl die Generalisierbarkeit der Erkenntnisse, wie bereits diskutiert, eingeschränkt ist, 
lassen sich aus den Ergebnissen der Studie erste Hinweise für die Praxis ableiten. Wie bereits in 
anderen Studien beschrieben wurde (vgl. Kapitel 4), kann das Erlernen und Anwenden der 
tabellarischen Testbeschreibungssprache EPTDL sowie der Testvorlage IEEE, als einfach eingestuft 
werden. Den Teilnehmern der Studie reichte ein kurzes Selbststudium eines 
Einführungsdokuments, um valide Testfälle zu spezifizieren. Es gilt zu bedenken, dass es sich um 
Informatikstudenten handelte, die aufgrund ihrer Ausbildung hierfür besonders zugänglich sind. 
Ähnliche Erfahrungen machten auch Melnik et al., die beobachteten, dass die tabellarische 
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Sprache von Fit von Informatikstudenten leichter eingestuft wurde als von 
Wirtschaftsinformatikern [38]. Betrachtet man den Aspekt, dass Testfälle z.T. kollaborativ erstellt 
werden, können zumindest von Entwicklern nach nur kurzer Zeit, Testfälle entwickelt werden. 
Betrachtet man die weiteren erwarteten Vorteile von ATDD, wie z.B. verkürzte Testzeiten durch 
Automatisierung oder gesteigerter Wissenstransfer, kann diese Studie als ermutigend hinsichtlich 
des Einsatzes der EPTDL gewertet werden.  
7.4.4.4 Implikationen für die Forschung 
Aus dieser Studie ergeben sich mehrere Implikationen für weitere Forschungsarbeiten. Es 
wurde für Informatikstudenten ein signifikanter Unterschied in der durchschnittlichen Zeit zur 
Spezifikation eines Testvertreters festgestellt. Dabei wurde zusätzlich beobachtet, dass trotz der 
geringeren Spezifikationsdauer bei der Anwendung des Formates EPTDL pro Testvertreter 
insgesamt zusätzlich mehr (redundante) Eingabeereignisse spezifiziert wurden. Weitere 
Forschungsstudien sollten durch zusätzliches Training der Teilnehmer ermittelten, ob diese 
Redundanzen aufgehoben, oder in zusätzliche relevante Testvertreter umgewandelt werden 
können. Falls dies möglich ist, könnte dies zu einer zusätzlichen Effizienzsteigerung führen. Diese 
Auswirkung, sowie das ursprüngliche Experiment sollte mit verschiedenen Rollen und weiteren 
Anwendungsszenarien repliziert werden.  
Ein weiterer interessanter Aspekt betrachtet die Auswirkung der Komplexität der 
Anforderungen auf die durchschnittliche Spezifikationsdauer. Wie in der detaillierten Betrachtung 
der Spezifikationsdauer über die verschiedenen Anforderungen (vgl. Abbildung 7-19) ersichtlich 
wird, variiert der Wert entgegen der ursprünglichen Annahme über die verschiedenen 
Anforderungen hinweg. Bei Anforderung 3 scheint ein vergleichbarer Wert bei beiden Formaten 
erreicht zu werden. Dieser Effekt sollte weiter untersucht werden, um Empfehlungen für den 
Einsatz von manuellen und automatisierbaren Testfällen geben zu können. Dabei könnte auch 
eine Kombination der Verfahren, also erst eine manuelle Spezifikation und eine spätere 
Automatisierung als weitere Alternative in den Untersuchungsprozess aufgenommen werden. 
Dieser Ansatz wäre vor allem relevant, wenn sich herausstellen sollte, dass Fachexperten mit 
einem automatisierbaren Format im Vergleich zum nicht-automatiserbaren eine nur 
entsprechend ineffiziente Performance erreichen.  
Für eine bessere Generalisierbarkeit ist es notwendig, den Einsatz der beiden Formate im 
industriellen Kontext anhand von Fallstudien zu untersuchen.  
7.4.5 Zusammenfassung 
In diesem Kapitel wurden die Ergebnisse des Experiments ACCEPTTEST vorgestellt, welches 
den Einfluss eines automatisierbaren und eines nicht-automatisierbaren 
Testbeschreibungsformats auf die Aktivität des Spezifizierens von Testfällen im Sinne der 
abnahmetestgetriebenen Entwicklung vergleichend untersucht. Das nicht-automatisierbare 
Format IEEE basiert auf der Vorlage aus dem Standard für Testdokumentation der IEEE Computer 
Society [30]. Als automatisierbares Format wurde die EPTDL gewählt. In dem Experiment wurden 
Probanden aufgefordert zu vorgegebenen Anforderungen Testfälle zu schreiben. Die folgenden 
Ergebnisse konnten aus den Daten extrahiert werden. 
Ergebnis 1:  Es gibt keinen signifikanten Unterschied in der Testabdeckung beim 
Einsatz für beiden Testformate. 
Ergebnis 2:  Durch den Einsatz der automatisierbaren Testbeschreibungssprache 
EPTDL wurde durchschnittlich signifikant weniger Zeit für die Erstellung 
eines Testvertreters benötigt. 
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Es hat sich gezeigt, dass sich der Einsatz der EPTDL positiv auf die Bearbeitungszeit auswirkt 
wobei der Effekt als hoch einzuschätzen ist. Bei der Betrachtung der insgesamt spezifizierten 
Eingabeereignisse (inklusive Duplikate) wurde folgende weiter zu untersuchende Erkenntnis 
aufgedeckt.  
Ergebnis 3:   Der Einsatz der EPTDL scheint die Quantität der spezifizierten   
   Eingabeereignisse zu erhöhen, jedoch nicht deren Qualität bezüglich der 
   Testabdeckung 
Des Weiteren wurde die gefühlte Einfachheit von den Teilnehmern anhand eines Fragebogens 
ermittelt, um eine erste Einschätzung der Probanden zu erhalten. Im Gegensatz zur gemessenen 
Verringerung der Spezifikationsdauer, könnte hier kein Unterschied gemessen werden. 
Ergebnis 4:  Es gibt keinen signifikanten Unterschied in der gefühlten Einfachheit 
Testfälle zu erstellen.  
 
7.5 ZUSAMMENFASSUNG UND FAZIT 
Ziel der Laborexperimente war es erste Erkenntnisse zur Benutzerbarkeit der 
Testbeschreibungssprache EPTDL aufdecken zu können. Die beiden Studien befassten sich mit 
dem Verstehen (Studie „FINDBUGS“) und der Spezifikation (Studie ACCEPTTEST) von Testfällen im 
Fokus von EP-Anwendungen. Wie im Rahmen der systematischen Literaturrecherche in Kapitel 4 
dargestellt wurde, ist die Anzahl der empirischen Studien im Bereich ATDD bisher gering. 
Insbesondere im Bereich der EP-Anwendungsentwicklung konnte noch keine verwandte Arbeit 
ermittelt werden.   
Hinsichtlich des Verstehens von Testfällen konnten keine negativen Auswirkung beim Einsatz 
der EPTDL hinsichtlich Zeit und Korrekturergebnis ermittelt werden. Bei der Untersuchung der 
Spezifikationstätigkeiten wurde deutlich, dass die Verwendung der EPTDL die Spezifikationsdauer 
pro Testpartition verkürzt. Zusätzlich wurde deutlich, dass vermehrt Duplikate hinsichtlich der 
abgedeckten Testpartitionen erzeugt wurden. Des Weiteren konnte die Qualität der Testfälle 
hinsichtlich der Testabdeckung nicht gesteigert werden. Tabelle 7-20 zeigt die Ergebnisse im 
Vergleich zu den angrenzenden Arbeiten.  
Die erzielten Ergebnisse sind kritisch zu betrachten. Vor allem die geringe Anzahl an 
Teilnehmern in beiden Studien limitieren die Erkenntnisse. Weitere Studien sind nötig, um die 
Erkenntnisse zu festigen, zu negieren oder in der Tiefe auszubauen. Trotzdem können die 
Ergebnisse als motivierend gewertet werden. Vor allem in Kombination mit den Antworten aus 
den Fragebögen zur subjektiven Einschätzung der Schwierigkeit der Sprachen, wird deutlich, dass 
die Testbeschreibungssprache EPTDL als alternative Möglichkeit zur Spezifikation von 
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8 ZUSAMMENFASSUNG UND FAZIT 
Im Folgenden sollen die Ergebnisse dieser Arbeit rekapituliert und zusammengefasst werden. 
Des Weiteren wird ein Ausblick auf weitere potentielle Untersuchungsgegenstände gegeben, die 
auf den Erkenntnissen dieser Arbeit aufbauen. 
8.1 ERGEBNISSE DIESER ARBEIT 
Die vorliegende Arbeit befasste sich mit der Methode der abnahmetestgetriebenen 
Entwicklung im Bereich der ereignisverarbeitenden Anwendungsentwicklung. Ziel der Arbeit war 
es zu evaluieren, wie ATDD im Bereich der EP-Anwendungsentwicklung ermöglicht werden kann. 
Dabei wurde betrachtet, welche Funktionalitäten benötigt werden, um entsprechende Testfälle 
ausführen zu können und wie funktionale Testfälle benutzerorientiert erstellt werden können. 
Zudem sollte der Einsatz einer entsprechenden Lösung in Benutzerstudien hinsichtlich des 
Verstehens und Spezifizierens von Testfällen untersucht werden.  
Es wurden die Grundlagen zu den beiden Kernbereichen „Abnahmetestgetriebene 
Entwicklung“ und „Ereignisverarbeitende Systeme“ analysiert und Problemstellungen anhand 
eines motivierenden Beispiels aufgezeigt. Darauf basierend wurden Anforderungen anhand von 
Qualitätszielen beschrieben und diesen zugeordnet. Bei der Betrachtung der verwandten 
Arbeiten wurde deutlich, dass nur wenige Ansätze existieren, die der Zielsetzung dieser Arbeit 
entsprechen. Keines der Ansätze erfüllt die identifizierten Anforderungen in Gänze. Als 
Erweiterung des Produktes Tibco Streambase existiert eine naheliegende Lösung, die jedoch 
relevante Anforderungen, wie das Testen von zeitbasierten Funktionalitäten sowie die dafür 
benötigte Terminierungserkennung nicht ausreichend unterstützt. Es wird deutlich, dass die 
betrachteten Systeme hinsichtlich der funktionalen Eignung Defizite vorweisen. Im Sinne der 
Modularität bzw. Portabilität ist das Projekt BiCEP eine gute Unterstützung, vermisst jedoch 
mehrere Aspekte der funktionalen Eignung, da  es auf Lasterzeugung und 
Performanceevaluierungen ausgerichtet ist.  
Zur Ermittlung des Stands der Technik in Bezug auf die empirischen Untersuchungen der 
abnahmetestgetriebenen Entwicklung wurde eine systematische Literaturrecherche 
durchgeführt. Die Auswertung der ermittelten Studien brachten neue Erkenntnisse hervor, die 
den Stand der Technik erweitern. So wurde deutlich, dass der Großteil der bisherigen Studien 
keinen Bezug zu manuellen Tests herstellte und somit keine Einordnung der untersuchten 
automatisierten Ansätze möglich ist. Zudem wurde ersichtlich, dass nur „traditionelle“ synchrone 
Anwendungen in den jeweiligen Untersuchungen Ziel der Anwendungsentwicklung waren. Des 
Weiteren wurde erkannt, dass fehlerhafte und unvollständige Testfälle von Projektteilnehmern 
trotzdem als wertvoll angesehen wurden. Bei Betrachtung der bestehenden empirischen Studien 
konnte insgesamt nur eine geringe Anzahl von Experimenten und Fallstudien aufgedeckt werden, 
die sich mit der abnahmetestgetriebenen Entwicklung beschäftigen. 
Als Lösungsansatz zur Begegnung der ermittelnden Anforderungen wurde die 
Testbeschreibungssprache EPTDL entwickelt und formal definiert. Diese deckt die Anforderungen 
zur benutzerorientierten Spezifikation von Testfällen ab und beinhaltet die Möglichkeit, 
testrelevanten Angaben wie Eingabeereignisse, Testabläufe und erwartete Ergebnisse zu 
spezifizieren. Die Sprache definiert Testkommandos, mit denen funktionale Testfälle spezifiziert 
werden können. Dabei werden in Abgrenzung zur verwandten, produktspezifischen Lösung SbFIT 
u.a. Testfälle für zeitbasierte Funktionalitäten und die Überprüfung von nicht-erwarteten 
Ereignissen unterstützt. Zur Ausführung der Sprache wurde ein verteiltes Testsystem mit drei 
Schichten entwickelt. Ein Test Client ist für die Interpretation der EPTDL zuständig, eine Test 
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Engine stellt testunterstützende Funktionaltäten bereit. Die Anbindung an konkrete EP-Produkte 
erfolgt über eine schlanke, produktunabhängige Schnittstelle (EP-Driver), deren Implementierung 
an das jeweils zu testende EP-Produkt angepasst werden muss. Der Austausch der Ereignisse 
sowie der Ereignistypinformationen zwischen den Schichten erfolgt auf Basis eines 
Ereignistypmodells, welches die für das funktionale Testen relevanten Merkmale abstrahiert und 
somit einer implementierungsunabhängigen Abstraktion des Modells von Rozsnyai et al. 
entspricht [15]. Die Ereignisinstanzen werden über ein angelehntes Modell abgebildet, deren 
atomaren Werte als Zeichenketten abgebildet werden. Eine Konvertierung von textueller 
Testbeschreibung in konkrete Datentypen ist bei Einhaltung der entsprechenden 
Formatierungsregeln nicht zwingend nötig und wird erst im Zielsystem, in der Laufzeitumgebung 
des EP-Produktes vorgenommen. Hierdurch wird eine Kompatibilität zu verschiedenen 
Laufzeitumgebungen sichergestellt. Die Implementierung der Schnittstellen kann somit mit 
verschiedenen Technologien, wie z.B. REST oder CORBA, vorgenommen werden. Aufgrund der 
Verteilung der Komponenten von Testsystem und zu testendem System sowie der asynchronen 
Verarbeitung von Ereignissen in den Zielsystemen wurde verdeutlicht, dass es einer expliziten 
Terminierungserkennung bedarf, um falsch-negative und falsch-positive Testergebnisse zu 
vermeiden. Es wurde eine Lösung der Terminierungserkennung vorgestellt, die auf dem Zählen 
von Ereignissen basiert und lediglich zwei Nachrichten benötigt, um eine Terminierung des 
Gesamtsystems zu erkennen.  
Die Validierung der Lösung hinsichtlich der funktionalen Eignung wurde auf Basis von 
Fallstudien vorgenommen, welche mit Hilfe eines entwickelten Prototyps umgesetzt wurden. Der 
Prototyp basiert Client-seitig auf dem Testframework FitNesse und ist insgesamt mit JAVA 
umgesetzt. Als EP-Produkte wurden die quelloffenen Systeme Esper und Drools Fusion gewählt. 
Mit Hilfe des Prototyps wurde die Anwendung der EPTDL verdeutlicht. An ausgewählten 
Beispielen wurde aufgezeigt, wie entsprechende Testanforderungen umgesetzt werden können. 
Die Implementierung der EP-Anwendungsfunktionalität wurde dabei für beide EP-Produkte 
vorgenommen und die Testfälle entsprechend gegen beide Implementierungen ausgeführt. 
Damit wurde die Umsetzung der Anforderungen hinsichtlich der Modularität evaluiert. Es wurde 
demonstriert, dass der Lösungsansatz die geforderten Anforderungen erfüllt. Als 
Herausforderung wurde lediglich das Spezifizieren von verschachtelten Attributen erkannt, 
welches durch die Sprachelemente der EPTDL zwar vorgenommen werden kann, jedoch bei 
tiefergehenden Strukturen als unübersichtlich eingestuft wird. Eine alternative, übersichtlichere 
Lösung für diese Problematik ist dem Autor jedoch nicht bekannt.  
Auf Basis der entwickelten Sprache und des Prototyps wurden zwei Benutzerstudien 
entwickelt und durchgeführt, durch die erste Erkenntnisse bezüglich der Nutzung der EPTDL 
ermittelt wurden. In der Studie FINDBUGS wurde das Verstehen von Testfällen untersucht und 
dabei die automatisierbare Testbeschreibungssprache EPDTL mit einer Testbeschreibungsvorlage 
der IEEE verglichen. Studenten zeigten vergleichbare Ergebnisse im Auffinden und Korrigieren von 
Testfehlern in beiden Formaten. Hinsichtlich der Bearbeitungsdauer wurde ein geringer, jedoch 
signifikanter Effekt zugunsten der EPTDL ermittelt. Die Studie ACCEPTTEST betrachtete das 
Spezifizieren von Testfällen. Auch hier zeigten Studenten mit beiden Formaten vergleichbare 
Ergebnisse, mit einem Vorteil der EPTDL hinsichtlich der Bearbeitungsdauer. Die Limitationen der 
Studien wurden vorgestellt und diskutiert. Die Studien und deren Ergebnisse erweitern den Stand 
der Technik in mehreren Aspekten. In den Studien wird erstmals die Entwicklung von 
ereignisverarbeitenden Anwendungen als Kontext der Betrachtung gewählt. Des Weiteren 
werden die gewählten Leistungsmerkmale bei der Bearbeitung von zwei verschiedenen 
Testbeschreibungsformaten (automatisierbar und nicht-automatisierbar) erhoben und somit der 
in der Literaturrecherche aufgedeckte, fehlende Bezug zu manuellen Tests hergestellt. Studenten 
konnten mit einer geringen Einarbeitungszeit vergleichbare Ergebnisse für beide Formate 
erzielen.  
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Die Daten der beiden Studien zeigen vielversprechende Ergebnisse für den Einsatz der EPTDL 
in der Praxis. So konnten keine negativen Auswirkungen bei der Nutzung der EPTDL im 
vorgestellten Kontext hinsichtlich der betrachteten Aktivitäten Spezifizieren und Verstehen 
beobachtet werden. 
8.2 AUSBLICK 
Die Ergebnisse der Arbeit bieten mehrere Ansatzpunkte für weitere Arbeiten in diesem 
Themenkomplex. Wie bereits beschrieben, wird in dieser Arbeit davon ausgegangen, dass die EP-
Verarbeitung zentralisiert, auf einem einzelnen Knoten vorgenommen wird. Der Betrieb von EP-
Anwendungen im Cluster, also auf mehreren Verarbeitungsknoten, die über ein Netzwerk 
verbunden werden, ist ein Aspekt, der in weiteren Arbeiten untersucht werden könnte. Eine 
entsprechende Topologie könnte z.B. eine Form annehmen, wie sie in Abbildung 8-1 dargestellt 
wird. Die EP-Anwendung ist auf mehrere Knoten (EP) verteilt, welche über einen Event Channel 
miteinander kommunizieren. Das Testsystem hat einerseits Zugriff auf den Event Channel, 
andererseits auch direkten Zugriff (Test Access) auf die einzelnen Knoten, um für den Testlauf 
relevante Aktionen anzustoßen. Die Herausforderungen einer verteilten Anordnung sind 
vielfältig. Im Besonderen muss die Durchführung von zeitbasierten Testfällen auf Basis einer 
simulierten Zeit neu betrachtet werden. Da die Kommunikation über das Netzwerk Zeit 
beansprucht, kann nicht davon ausgegangen werden, dass die Verarbeitung von Ereignissen zu 
einem Zeitpunkt stattfindet. Für den Kommunikationsweg müsste den Ereignissen eine Zeitdauer 
hinzugeschrieben werden. Ein entsprechender Steuermechanismus müsste entworfen werden, 
um potentielle Nebenläufigkeiten von Ereignissen, die in Verarbeitung sind, und Ereignissen, die 
zu dieser Zeit evtl. durch das Testsystem eingespielt werden, abbilden zu können.  
 
Abbildung 8-1: Beispielhafte Topologie einer verteilten EP-Anwendung inkl. Testsystem 
Die Verteilung von EP-Anwendungen auf mehrere Knoten wird z.B. von Schilling et al. 
untersucht [136], [137]. Hier werden Anwendungen automatisiert auf verschiedene heterogene 
Knoten verteilt. 
Der Ansatz wurde bisher nur in empirischen Experimenten mit Studenten anhand von 
ausgewählten Anwendungsszenarien untersucht. Eine Untersuchung in industriellen Fallstudien 
steht aus. Dabei sollten verschiedene Aspekte berücksichtigt werden. Es stellt sich die Frage, ob 
der Ansatz im industriellen Kontext als gewinnbringend für die Entwicklungstätigkeiten gesehen 
wird und ob, neben dem subjektiven Empfinden, auch objektive Vorteile gemessen werden 
können, z.B. im Vergleich zu vorgelagerten Projekten. Ein weiterer Aspekt wäre die Betrachtung 
der Vollständigkeit der Testkommandos. In dieser Arbeit wurden die relevanten Aspekte des 
funktionalen Testens über den Kontext der abnahmetestgetriebenen Entwicklung unter 
Zusammenfassung und Fazit 
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verschiedenen Annahmen getroffen. So wurde z.B. angenommen, dass Vererbungsinformationen 
zwischen Ereignissen für den Anwender verborgen bleiben und nicht benötigt werden. Diese 
Annahmen können in konkreten Fallstudien untersucht werden.  
Neben den Fallstudien bedarf es weiterer Experimente, um die gesammelten Erkenntnisse zu 
vertiefen und zu erweitern. Im Besonderen sollten die vorgestellten Experimente mit Anwendern 
aus der Industrie wiederholt werden, um die Generalisierbarkeit der Ergebnisse zu steigern. Des 
Weiteren bedarf es empirische Experimente, um Aspekte der Anwendungsentwicklung zu 
untersuchen. Analog zu den Untersuchungen von Ricca et al. könnten z.B. die Auswirkungen auf 




9.1 SUCHSTRINGS FÜR DIE SUCHMASCHINEN DER SYSTEMATISCHEN 
LITERATURRECHERCHE AM BEISPIEL VON IEEE 
Die Suchanfrage über IEEE wurde über die Kommandosuche durchgeführt95. Aufgrund einer 
Mengenbeschränkung der Suchparamater wurde die Suche auf einzelne Suchanfragen 
aufgeteilt: 
1. Suchanfrage (Treffer 2013: 176, Treffer 2016: 47): 
(((((((executable acceptance test) OR executable story test) OR executable customer test) 
OR Executable user test) OR Executable Fit software test) OR FitNesse) OR acceptance test 
driven development) 
2. Suchanfrage (Treffer 2013: 244, Treffer 2016: 94): 
(((((agile acceptance test) OR agile story test) OR agile customer test) OR agile user 
test) OR agile Fit software test) 
3. Suchanfrage (Treffer 2013: 71, Treffer 2016: 4): 
(((((XP acceptance test) OR XP story test) OR XP customer test) OR XP user test) OR XP Fit 
software test) 
4.  Suchanfrage (Treffer 2013: 37, Treffer 2016: 21): 
(((((SCRUM acceptance test) OR SCRUM story test) OR SCRUM customer test) OR SCRUM user 
test) OR SCRUM Fit software test) 
 
9.2 DATENEXTRAKTIONSFORMULAR DER SYSTEMATISCHEN 
LITERATURRECHERCHE „EMPIRISCHE FORSCHUNGSSTUDIEN IM 
BEREICH ATDD“ 
9.2.1 Vorlage mit Beschreibungen 
Topic comments 
Study identifier Unique ID for the study 
Date of extraction  
Bibliographic reference Author, year, title, source 
Type of paper conference paper, workshop paper, journal article, book section 
Year of publication  
Aims of the study General AIM, verbatim from the text 
Objectives Detailed objectives, verbatim from the text 
design of study Qualitative / Quantitative (experiment, survey, case study, action 
research) /Mixed 
Hypothesis if any, verbatim from the text 
Definition of executable 
acceptance test  
if any, verbatim from the text 





framework used What ATDD-framework has been used? 
Sample description students/professionals 
Sample size the size oft the subjects 
Perspective the perspective of the empirical research: developer / subject matter 
experts / researchers 
Type of software developed What kind of software has been developed/maintained in the study? (web 
application, backend system) 
Control group Was there a control group? (yes/no) 
Further Context of study university, duration of study, size of software 
Variables, metrics, Data 
collection 
What are the dependent variables? What metrics have been used? 
How was the data collected? 
Analysis methodologies How was the data analyzed? (qualitative, quantitative) 
Study findings  
Findings and conclusions verbatim from the text 
Validity What limitations / threads can be assigend to the study? (verbatim) 
Relevance What relevance has the study to research/practice? (verbatim) 
 
9.2.2 Ausgefülltes Datenextraktionsformular der Literaturrecherche am 
Beispiel von Melnik et al. 2004 [106] 
Topic comments 
Study identifier P1 
Date of extraction 25.07.2013 
Bibliographic reference Melnik et al. 2004. Suitability of fit user acceptance tests for specifying 
functional requirements: Developer perspective. Extreme programming 
and agile methods-XP …. (2004). 
Type of paper Conference paper 
Year of publication 2004 
Aims of the study The goal of our experiment was to determine the suitability of using FIT 
tests as the 
functional part of a requirements specification 
Objectives  
design of study Experiment, unsupervised 
Hypothesis We hypothesized that: 
A) FIT acceptance tests describe a customer requirement such that a 
developer can implement the feature(s) for that requirement. 
B) Developers with no previous FIT experience will quickly be able to learn 
how to use FIT given the time provided. 
C) 100% of developers will create code that passes 100% of customer 
provided tests. 
D) More than 50% of the requirements for which no tests were given will 
be implemented and tested. 
E) 100% of implemented requirements will have corresponding FIT tests. 
Definition of executable 
acceptance test  
By definition, acceptance tests assess whether a feature is working from 
the customer’s perspective. Acceptance tests are different from unit tests 
in that the later are modeled and written by the developer, while the 
former is at least modeled and possibly even written by the customer. 
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Acceptance tests can be specified in many ways, from prose-based user 
stories to formal languages. Because the execution of acceptance tests is 
time consuming and costly, it is highly desirable to automate this process. 
Automating acceptance tests gives an objective answer when functional 
requirements are fulfilled. At the same time, making the requirements too 
formal alienatesthe user, as in the case of definition using formal 
languages. 
framework used FIT/Fitnesse 
Sample description students/professionals 
Sample size 25 at University of Calgary, Teams of 4-5 members 
17 at Southern Alberta Institute of Technology, Teams of 3 members 
Total 42 Students, 12 teams 
Perspective developer 
Type of software developed online document review system (DRS) based on XML, XSLT, Java, JAXP 
-  
Control group no 
Further Context of study Students of computer science programs from the University of Calgary and 
the Southern Alberta Institute of Technology (SAIT) 
Duration: Two weeks (unsupervised) 
- subjects were required to work on only a partial implementation 
concentrating on the submission and review tasks 
- help was available twice a week 
 
Information provided: 
1. An outline of the system no more detailed than that given in this 
section. 
2. A subset of functional requirements to be implemented 
3. A suite of FIT tests (Our provided suite initially consisted of 39 test cases 
and 657 assertions) 
Variables, metrics, Data 
collection 
Dependent variables: 
Metrics used:  
- Customer Tests Pass Ratio 
- Percentage of attempted requirements.  
- Number of new tests 
- New Test Pass Ratio 
- Number of new Assertions 
- New Assertions Pass Ratio 
- % Additional Tests 
- % Additional Assertions 
- % New Features Tested 
- % Attempted Features Tested 
 
Analysis methodologies Quantitative with qualitative(but informal) support, qualitative descriptive 
reasoning 
Study findings  
Findings and conclusions - Our hypotheses (A and B) that FIT tests describing customer 
requirements can be easily understood and implemented by a 
developer with little background on this framework were 
substantiated by the evidence gathered in this experiment. 
Considering the short period of time allotted, we can conclude 
from the high rate of teams who delivered FIT tests (90%) that the 
learning curve for reading and implementing FIT tests is not 
prohibitively steep, even for relatively inexperienced developers. 
- Conversely, our hypotheses that 100% of participants would 
create code that passed 100% of customer provided tests (C), that 
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more than 50% of the requirements for which no tests were given 
would be tested (D), and that 100% of implemented requirements 
would have corresponding FIT tests (E) were not supported. 
 
From the outcome of our five hypotheses, along with our own 
observations and feedback from the subjects, we can suggest how FIT 
acceptance tests perform as a specification of functional requirements in 
relation to the criteria stated in our introduction. 
- We believe that noise is greatly reduced 
- We discovered that silence is not well addressed 
- Over-specification is not a problem 
- Wishful thinking is largely eliminated by FIT 
- Ambiguity may still be a problem when defining requirements 
using FIT tests if keywords or fields are defined in multiple places 
or if these identifiers are open to multiple interpretations 
- Forward references and oversized documents may still be an issue 
if large numbers of tests are present and not organized into 
meaningful test suites 
- Reader subjectivity is greatly reduced by FIT tests 
- Customer uncertainty may manifest as the previously mentioned 
problem of silence, but it is impossible for a defined FIT test not 
to have a certain outcome 
- there is no need for multiple representations of requirements 
- Requirements gathering tools can be problematic when they limit 
the types of requirements that can be captured 
 
In addressing the characteristics of suitability (as defined in Introduction), 
our findings demonstrate that FIT tests as functional requirements 
specifications are in fact unambiguous, verifiable, and usable (from the 
developer’s perspective). However, insufficient evidence was gathered to 
infer consistency between FIT tests. 
 
the best solution is probably some combination of both prose-based and 
FIT-based specifications. 
development teams could be prone to assuming their code is well tested if 
it passes all customer tests 
Validity Internal validity: 
-  all of the FIT tests provided in this experiment were written by 
expert researchers 
- Although this was an academic assignment, it was not conducted 
in a controlled environment. Students worked in teams on their 
own time without proper invigilation. 
Construct Validity: 
Conclusion Validity: 
- small sample size, 
External validity: 
- purely academic environment. 
 
Relevance To Research: 
Not further discussed. 
 
To Practice: 
Not further discussed. 
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9.3 ABNF-NOTATION FÜR DIE TESTBESCHREIBUNGSSPRACHE EPTDL 
Tabelle 9-1: ABNF-Notation für die Testbeschreibungssprache EPTDL 
test =  *( 
 ntest 
 / 
 ttest  
 ) 
 
ntest =( ; nicht zeitbasierter Test 
     COMMENTS 
     startup  
     COMMANDSEP COMMENTS 
     1*(  
      *(( add-reference / add-event) COMMANDSEP COMMENTS)  
      execute COMMANDSEP COMMENTS 
      *(( add-reference / expect-event / expect-count / cleanup-results  ) COMMANDSEP 
COMMENTS)       
     ) 
     shutdown COMMENTS 
      
     ) 
ttest    =( ; zeitbasierter Test 
     COMMENTS 
     timed-startup  
     COMMANDSEP COMMENTS 
     1*(  
      *((add-reference /timed-add-event ) COMMANDSEP COMMENTS)  
      timed-execute COMMANDSEP COMMENTS 
      *(( add-reference / expect-event / expect-count / cleanup-results   ) COMMANDSEP 
COMMENTS)       
     ) 
     shutdown COMMENTS 
      
     ) 
startup    =  COLSEP "startup" COLSEP  
timed-startup  =  COLSEP "startup at" COLSEP  date-time COLSEP  
 
add-event   =  add-header CRLF2 add-attributes 1*(CRLF2 add-values) 
add-header   =  COLSEP "add" COLSEP event-name  COLSEP  
add-attributes  =  COLSEP *(attribute-name COLSEP ) 
add-values   =  COLSEP *(attribute-value COLSEP )  
 
timed-add-event  =  timed-add-header CRLF2 timed-add-attributes 1*(CRLF2 timed-add-
values) 
timed-add-header =  add-header  
timed-add-attributes=  COLSEP ":time" add-attributes  
timed-add-values =  COLSEP  date-time add-values   
 
add-reference  =  reference-header CRLF2 reference-attributes 1*(CRLF2 reference-values) 
reference-header =  COLSEP "add"  COLSEP [event-name COLSEP] "as reference" COLSEP 
reference-attributes=  COLSEP ":refId" add-attributes  
reference-values =  COLSEP reference-id add-values   
reference-id  =  "$" 1*(ALPHA / DIGIT / "-" / "_") 
 
 
execute    =  COLSEP "execute" COLSEP  
timed-execute  =  COLSEP "execute until" COLSEP  date-time COLSEP  
 
expect-event  =  expect-header CRLF2 expect-cols 1*(CRLF2 expect-values) 
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expect-not-event =  expect-not-header CRLF2 expect-cols 1*(CRLF2 expect-values) 
expect-header =  COLSEP "expect" COLSEP  event-name COLSEP  
expect-not-header =  COLSEP "expect not" COLSEP  event-name COLSEP  
expect-cols  =  COLSEP  1*(*(attribute-name ".") attribute-name COLSEP )  
expect-values =  COLSEP  1*([operation WSP] attribute-value COLSEP )  
operation  =  ">" / "<" / ">=" / "<=" / "not" / "empty" / "notempty" 
expect-count =  COLSEP "expect count" COLSEP  event-name COLSEP  *DIGIT COLSEP  
 
cleanup-results  =  COLSEP "cleanup results" COLSEP  
 
shutdown  =  COLSEP "shutdown" COLSEP  
 
 
attribute-name   =  ALPHA *(ALPHA / DIGIT / "-" / "_") 
attribute-value  =  [att-value-item *(LSEP att-value-item)] 
att-value-item  =  ([DQUOTE] 1*(NONDQUOTEVCHAR) [DQUOTE] /reference-id / 1*(NONSEPVCHAR)) 
event-name   =  ALPHA *(ALPHA / DIGIT / "-" / "_")  
 
 
COLSEP   = *WSP COLSEPCHAR *WSP  ;column seperator 
COLSEPCHAR  = %x7C   ; "|"  - column seperator 
LSEP   = %x3B   ; ";"  - list item seperator 
ESCAPE   = %x5C   ; "\"  - escape character 
COMMANDSEP      =  2*CRLF2 
COMMENTS  = *(%x21-7B / %x7D-7E / UTF8-2 / UTF8-3 / UTF8-4 / WSP/ ESCAPE COLSEPCHAR / 
CRLF2 ) 
CRLF2           =  CRLF / CR / LF 
NONSEPVCHAR  =  (%x21 /%x23-3A /%x3C-5B / %x5D-7B / %x7D-7E / UTF8-2 / UTF8-3 / UTF8-4 / 
WSP/ ESCAPE COLSEPCHAR / ESCAPE LSEP / ESCAPE ESCAPE / ESCAPE DQUOTE)  
NONDQUOTEVCHAR =  (%x21 /%x23-5B / %x5D-7B / %x7D-7E / UTF8-2 / UTF8-3 / UTF8-4 / WSP/ 
ESCAPE DQUOTE)  
 
;timestamp format modified from https://tools.ietf.org/html/rfc3339 
date-fullyear   = 4DIGIT 
date-month      = 2DIGIT  ; 01-12 
date-mday       = 2DIGIT  ; 01-28, 01-29, 01-30, 01-31 based on 
       ; month/year 
time-hour       = 2DIGIT  ; 00-23 
time-minute     = 2DIGIT  ; 00-59 
time-second     = 2DIGIT  ; 00-58, 00-59, 00-60 based on leap second 
       ; rules 
time-secfrac    = "." 1*DIGIT 
time-numoffset  = ("+" / "-") time-hour ":" time-minute 
time-offset     = "Z" / time-numoffset 
 
partial-time    = time-hour ":" time-minute ":" time-second 
     [time-secfrac] 
full-date       = date-fullyear "-" date-month "-" date-mday 
full-time       = partial-time [time-offset] 
 




; UTF-8 nach https://tools.ietf.org/html/rfc3629 
UTF8-octets = *( UTF8-char ) 
UTF8-char   = UTF8-1 / UTF8-2 / UTF8-3 / UTF8-4 
UTF8-1      = %x00-7F 
UTF8-2      = %xC2-DF UTF8-tail 
UTF8-3      = %xE0 %xA0-BF UTF8-tail / %xE1-EC 2( UTF8-tail ) / 
                 %xED %x80-9F UTF8-tail / %xEE-EF 2( UTF8-tail ) 
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UTF8-4      = %xF0 %x90-BF 2( UTF8-tail ) / %xF1-F3 3( UTF8-tail ) / 
    %xF4 %x80-8F 2( UTF8-tail ) 
UTF8-tail   = %x80-BF 
 
; B.1.  Core Rules ; https://tools.ietf.org/html/rfc5234 
ALPHA          =  %x41-5A / %x61-7A   ; A-Z / a-z 
 
BIT            =  "0" / "1" 
 
CHAR           =  %x01-7F 
      ; any 7-bit US-ASCII character, 
      ;  excluding NUL 
CR             =  %x0D 
     ; carriage return 
 
CRLF           =  CR LF 
     ; Internet standard newline 
 
CTL            =  %x00-1F / %x7F 
     ; controls 
 
DIGIT          =  %x30-39 
     ; 0-9 
 
DQUOTE         =  %x22 
     ; " (Double Quote) 
 
HEXDIG         =  DIGIT / "A" / "B" / "C" / "D" / "E" / "F" 
 
HTAB           =  %x09 
     ; horizontal tab 
 
LF             =  %x0A 
     ; linefeed 
 
LWSP           =  *(WSP / CRLF WSP) 
     ; Use of this linear-white-space rule 
     ;  permits lines containing only white 
     ;  space that are no longer legal in 
     ;  mail headers and have caused 
     ;  interoperability problems in other 
     ;  contexts. 
     ; Do not use when defining mail 
     ;  headers and use with caution in 
     ;  other contexts. 
 
OCTET          =  %x00-FF 
     ; 8 bits of data 
 
SP             =  %x20 
 
VCHAR          =  %x21-7E 
     ; visible (printing) characters 
 
WSP            =  SP / HTAB 
     ; white space 




9.4 RELEVANTE EREIGNISTYPDEFINITIONEN FÜR DAS 
ANWENDUNGSBEISPIEL SOCIALTICKET 
 
Tabelle 9-2: Ereignistyp TwitterEvent 
Attributname Datentyp Semantik 
username String Benutzername des Autors der Nachricht 
message String Textnachricht 
messageType Int Art der Nachricht (0: öffentlich, 1: privat) 
area String Textuelle Beschreibungs des Heimatortes des 
Benutzers 
place Place Detaillierte Ortsangabe über Koordinaten (Siehe 
Datentyp Place) 
 
Tabelle 9-3: Datentyp Place 
Attributname Datentyp Semantik 
coordinates Liste von Coordinate Mehrere 
Koordinatenangaben 
 
Tabelle 9-4: Datentyp Coordinate 
Attributname Datentyp Semantik 
latitude String Die geographische Breite 
longitude String Die geographische Länge 
 
Tabelle 9-5: Ereignistyp RelevantTweet 
Attributname Datentyp Semantik 
name String Name der Band, die im Text gefunden wurde 
username String Benutzername des Autors des Tweets 
twitterEvent TwitterEvent Das zugrundeliegende Ereignis 
 
Tabelle 9-6: Ereignistyp TwitterOutgoingEvent 
Attributname Datentyp Semantik 
username String Benutzername des Autors der Nachricht 
message String Textnachricht 




9.5 WEITERE BEISPIELE ZUR SPEZIFIKATION VON TESTFÄLLEN UND DEREN 
UMSETZUNG IN ESPER UND DROOLS FUSION 
Tabelle 9-7: Positivtestfall und Listings zu User Story 1 aus der Beispielanwendung Socialticket  
User 
Story 1 
Twitterangebot - Wenn ich als Twitteruser einen Bandnamen oder eine 
Eventbezeichnung in meinem Tweet habe, soll im Tweet des Ticketshops eine 
Beschreibung sowie ein Link zu der Seite der Band/des Events eingestellt werden. 
Die Nachricht zu einem Event soll nur einmal in 3 Stunden gepostet werden. 


























































|Tickets für ABBA Link: link zu ABBA|ticketshop||0| 
 



































#Alarm nur ausführen, wenn 3 Stunden vergangen sind 
INSERT INTO EventAlarm(name, username) 
SELECT RelevantTweetOhneOrt.name, RelevantTweetOhneOrt.username FROM 
RelevantTweetOhneOrt Rn  
WHERE  (SELECT COUNT(*) 
FROM EventAlarm.win:time(3 hours) R  








































#Alarm nur ausführen, wenn 3 Stunden vergangen sind 
rule "FilterEventAlarm" 
when 
   
 not ( EventAlarm( getName() == $rel.getName() )  
 over window:time( 3h ) ); 
then 







Tabelle 9-8: Beispiel Filterung 
EPA 1 Erstellen einer relevante Transaktion (RelTran) nur, wenn ein Transaktion mit 
einem Betrag>=50 aufgetreten ist. 









































































insert into RelTran(betrag, benutzerId,ort, posId) 























 $r: Transaktion( getBetrag()>=50 ); 
then 
 insert( new RelTran($r.getBetrag(),$r.getBenutzerId(), $r.getOrt(), 





Tabelle 9-9: Beispiel Enrichment 
EPA 2 Erstelle ein angereichertes Ereignis (AngTran) und füge den Namen des Benutzers identifiziert anhand der benutzerId 
hinzu 




































































insert into AngTran(betrag, benutzerId,ort, posId,name) 
























 $r: Transaktion(); 
then 
 insert( new AngTran($r.getBetrag(), $r.getBenutzerId(), 







Tabelle 9-10: Beispiel Projection 
EPA 3 Erstelle ein anonymes Ereignis (AnonTran), bei dem die benutzerId entfernt ist. 
















































































insert into AnonTran(betrag,ort, posId) 






















 $r: Transaktion(); 
then 





Tabelle 9-11: Beispiel Split 
EPA 4 Teile die Transaktion auf in NegativTran (mit betrag <0) und PositivTran (mit 
betrag>=0) 














































































on Transaktion  
insert into PositivTran(betrag, benutzerId,ort, posId) select betrag, 
benutzerId,ort, posId where betrag>=0 
insert into NegativTran(betrag, benutzerId,ort, posId) select betrag, 



































 $r: Transaktion(getBetrag()>=0 ); 
then 
 insert( new PositivTran($r.getBetrag(), $r.getBenutzerId(), 





 $r: Transaktion(getBetrag()<0 ); 
then 
 insert( new NegativTran($r.getBetrag(), $r.getBenutzerId(), 







Tabelle 9-12: Beispiel Compose 
EPA 5 Erstelle ein potentielles Betrugs Ereignis (BetrugTran) für alle Transaktionen, 
für deren posId ein BetrugsVerdacht-Ereignis eingetroffen ist 



















































































insert into BetrugTran(betrag, benutzerId,ort, posId) 
select t.betrag, t.benutzerId,t.ort, t.posId  
from  





























 $r: Transaktion($pos==getPosId()); 
then 
 insert( new BetrugTran($r.getBetrag(), 






Tabelle 9-13: Beispiel Aggregation 
EPA 6 Gebe jeweils die Summe (SumTran) der letzten 3 Transaktionen aus. 









































































insert into SumTran(summe) 


























 Number( $summe: doubleValue  )  
 from accumulate (Transaktion($r:betrag )  
 over window:length( 3 ) sum($r) ); 
then 







Tabelle 9-14: Beispiel zeitbasierte Funktionalität (Sliding Window) 
EPA 7 Erstelle ein Ereignis (MaxBetrag), welches Änderungen am maximalen Betrag der 
letzten drei Minuten mitteilt. 














































































insert into MaxBetrag(maximum) 
select max(betrag)  
from  
























 Number( $maximum: doubleValue  ) from accumulate (  Transaktion( 
$r:betrag ) over window:length( 3 ) max($r) ); 
then 






Tabelle 9-15: Beispiel zeitbasierte Funktionalität (Tumbling Window) 
EPA 8 Erstelle all drei Minuten ein Ereignis (Durchschnitt), welches den Durchschnitt der Transaktionswerte der letzten drei 
Minuten ermittelt. 



















































































insert into Durchschnitt(wert) 


















 Tumbling Windows werden nicht unterstützt. 
 
9.6 STUDIE FINDBUGS 
9.6.1 Beispielhafte Aufgabenbeschreibung der Studie FINDBUGS 
 
Anforderung 1 
Der Kunde soll eine SMS (EingehendeSMS) zur Aktivierung/Deaktivierung der 
Sicherheitsfunktion "Scheck-/Kreditkartenlimit: maximale Betragshöhe für Auszahlungen 
und/oder Bezahlvorgänge für das Ausland" senden können. 
Die Nachricht soll das Schlüsselwort "MAX", sowie den Maximalbetrag in EURO bei 
Aktivierung, bzw. das Schlüsselwort "OFF" zur Deaktivierung beinhalten. z.B. "MAX 150" 
für Aktivieren des maximalen Betrags auf 150 €, bzw. "MAX OFF" zur Deaktivierung. 
Anhang 
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Der Kunde wird anhand der in der Datenbank registrierten Mobilfunknummer identifiziert. 
Der Status, sowie der maximale Betrag sollen in der Datenbank gespeichert werden. 
Der Kunde soll über SMS (AusgehendeSMS) über den Erfolg/Misserfolg benachrichtig 
werden: Bei Erfolg sollen folgende Nachrichten an den Kunden gesendet werden. "OK, ihr 
Maximalbetrag wurde gesetzt" bei Aktivierung bzw. "OK, ihr Maximalbetrag wurde 
entfernt" bei Deaktivierung. Ist der Kunde nicht mit der Mobilfunknummer registriert, soll 
eine Nachricht gesendet werden mit dem Text "Fehler. Diese Mobilfunknummer ist nicht 
bekannt." Bei fehlerhaften Texten soll folgende Nachricht gesendet werden: "Fehler. 
Falsche Eingabe." 
Für die Anforderung relevante Ereignistypen: 
Eingehende Ereignisse (und deren Attribute): 
 EingehendeSMS 
o number(Integer) – Mobilfunknummer 
o message(String) – Nachricht 
 
Ausgehende Ereignisse (und deren Attribute): 
 AusgehendeSMS 
o number (Integer)– Mobilfunknummer 
o message(String) – Nachricht 
 
Verwendete Datenbanktabellen (und deren Attribute): 
 KUNDE 
o KUNDE_ID (Integer) – Identifikationsnummer des Kunden 
o MOBILE (Integer) – Mobilfunknummer 
o MAX_AMOUNT (Integer) - maximale Betragshöhe für Auszahlungen 
und/oder Bezahlvorgänge für das Ausland 
o MAX_AMOUNT_ACTIVE (Integer) - 0: nicht aktiv, 1: Maximalbetrag 
aktiv, 2: Tageslimit aktiv 
9.6.2 Fragebogen der Studie FINDBUGS 
1. Ich hatte genügend Zeit die Aufgabe zu bearbeiten 
  stimme vollkommen zu  stimme zu   unentschieden   stimme nicht zu   stimme überhaupt nicht zu 
 
2. Die Zielsetzung der Aufgabe habe ich vollkommen verstanden 
  stimme vollkommen zu  stimme zu   unentschieden  stimme nicht zu   stimme überhaupt nicht zu 
 
3. Die Beschreibung des Anwendungsszenarios habe ich vollkommen verstanden 
  stimme vollkommen zu  stimme zu   unentschieden  stimme nicht zu   stimme überhaupt nicht zu 
 
4. Die Anforderungen habe ich vollkommen verstanden 
  stimme vollkommen zu  stimme zu   unentschieden  stimme nicht zu   stimme überhaupt nicht zu 
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5.  Es fiel mir tendenziell leichter die Absicht der Testfälle in folgendem Format zu verstehen 
  IEEE   eher IEEE   unentschieden   eher EPTDL   EPTDL 
 
6. Es fiel mir tendenziell leichter die Fehler in folgendem Format zu finden und zu korrigieren 
  IEEE   eher IEEE   unentschieden   eher EPTDL   EPTDL 
            
7. Weitere Kommentare, die ich anmerken möchte: 
 
9.7 STUDIE ACCEPTTEST 
9.7.1 Aufgabenstellung am Beispiel der Anforderung 2 
R2: Filtern von Duplikaten 
Kontext:  
Die Börse sendet kontinuierlich Kursinformationen, auch wenn der Preis der Aktien sich nicht 
geändert hat. Da diese Duplikate keine weiteren Informationen enhalten, müssen diese 
herausgefiltert werden. 
Anforderung:  
Duplikate von auftretenden StockTickEvents müssen gefunden und entfernt werden. Neu zu 
erstellende sog. relevante Kurs-Ereignisse (RelevantStockTickEvents) werden nur erstellt, wenn 
sich der Kurs der Aktie eines Unternehmens geändert hat. 
Datentypen: 
Eingehende Ereignisse (und deren Attribute): 
StockTickEvent 
- sharePrice (current share price) 
- code (Stock tick code)  
 
Ausgehende Ereignisse (und deren Attribute): 
RelevantStockTickEvent 
- sharePrice (current share price) 
- code (Stock tick code) 
 
Verfügbare Testdaten in der Datenbank 
code amount location 
IBM 1000 Munich 





Bitte definieren Sie für diese Anforderung so viele Testfälle, dass Sie die Software abnehmen 
würden, sobald alle Testfällte erfolgreich durchlaufen werden. 
------ 
9.7.2 Fragebogen der Studie ACCEPTTEST 
 
1. Ich hatte genügend Zeit die Aufgabe zu bearbeiten 
 stimme vollkommen zu  stimme zu   unentschieden  stimme nicht zu   stimme überhaupt nicht zu 
 
2. Die Zielsetzung der Aufgabe habe ich vollkommen verstanden 
 stimme vollkommen zu  stimme zu   unentschieden  stimme nicht zu   stimme überhaupt nicht zu 
 
3. Die Beschreibung des Anwendungsszenarios habe ich vollkommen verstanden 
 stimme vollkommen zu  stimme zu   unentschieden  stimme nicht zu   stimme überhaupt nicht zu 
 
4. Die Anforderungen habe ich vollkommen verstanden 
 stimme vollkommen zu  stimme zu   unentschieden  stimme nicht zu   stimme überhaupt nicht zu 
       
5. Die Beschreibung des Formats “IEEE” habe ich vollkommen verstanden 
 stimme vollkommen zu  stimme zu   unentschieden  stimme nicht zu   stimme überhaupt nicht zu 
  
6. Ich hatte keine Schwierigkeiten Akzeptanztests mit dem Format „IEEE“ zu definieren 
 stimme vollkommen zu  stimme zu   unentschieden  stimme nicht zu   stimme überhaupt nicht zu 
    





9.7.3 Weitere Diagramme der Studie ACCEPTTEST 
 
 
Abbildung 9-1: Studie ACCEPTTEST - Boxplot-Diagramm - Anzahl der Eingabeereignisse pro Anforderung 
und Format 
 
Abbildung 9-2: Studie ACCEPTTEST - Boxplot-Diagramm - Anzahl der erwarteten Ergebnisse pro 
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