The Role of the Subcortical Dorsal Visual Pathway in the Recovery of Visual Field Defects by Grasso, Paolo Antonino
Alma Mater Studiorum – Università di Bologna 
 
 
 
DOTTORATO DI RICERCA IN 
Cognitive Neuroscience 
 
 
Ciclo XXIX 
Settore Concorsuale di afferenza: 11/E1 
Settore Scientifico disciplinare: M-PSI/02 
 
 
 
The role of the subcortical dorsal visual pathway 
in the recovery of visual field defects 
 
 
 
 
Presentata da: Dott. Paolo Antonino Grasso 
 
 
 
 
 
 
Coordinatore Dottorato          Relatore 
Prof.ssa Monica Rubini      Prof.ssa Elisabetta Làdavas 
 
 
 
 
Esame finale anno 2017 
2 
 
 
 
 
 
 
 
 
 
 
Alla mia famiglia 
  
3 
 
Table of Contents 
 
Abstract ............................................................................................................................ 6 
 
CHAPTER 1 
General introduction ....................................................................................................... 8 
1.1 Visual system and visual field defects .................................................................... 9 
1.2 Residual visual capacities after lesions to the primary visual pathway ................ 14 
1.3 Audio-visual multisensory integration in the normal and lesioned brain ............. 21 
1.4 Rehabilitation of visual field defects: compensatory, restorative and multisensory 
based approaches ........................................................................................................ 28 
 
CHAPTER 2 
Electrophysiological effects of a systematic audio-visual stimulation on hemianopic 
patients and healthy participants ................................................................................. 36 
2.1 Experiment 1: Compensatory recovery after multisensory stimulation in 
hemianopic patients: behavioral and neurophysiological components ....................... 36 
Introduction ............................................................................................................. 36 
Materials and methods ............................................................................................ 39 
Results ..................................................................................................................... 48 
Discussion ............................................................................................................... 56 
2.2 Experiment 2: Audio-visual multisensory training enhances visual processing of 
motion stimuli in healthy participants: an electrophysiological study ....................... 60 
Introduction ............................................................................................................. 61 
Materials and methods ............................................................................................ 63 
4 
 
Results ..................................................................................................................... 75 
Discussion ............................................................................................................... 82 
 
CHAPTER 3 
Subcortical visual processing in hemianopic patients and healthy participants ..... 89 
3.1 Experiment 3: Electrophysiological evidence of implicit processing of motion 
stimuli presented in the blind field of hemianopic patients without blindsight .......... 90 
Introduction ............................................................................................................. 90 
Material and methods .............................................................................................. 93 
Results ................................................................................................................... 101 
Discussion ............................................................................................................. 112 
3.2 Experiment 4: Early V5 processing decoupled from awareness with fast but not 
slow motion: TMS evidence for dynamic deployment of parallel routes depending on 
motion velocity ......................................................................................................... 118 
Intoduction ............................................................................................................ 119 
Materials and methods .......................................................................................... 122 
Results ................................................................................................................... 129 
Discussion ............................................................................................................. 139 
 
CHAPTER 4 
General discussion ....................................................................................................... 145 
 
References..................................................................................................................... 157 
 
Glossary ........................................................................................................................ 178 
5 
 
 
 
 
 
  
6 
 
Abstract 
 
Lateralized post-chiasmatic lesions to the primary visual pathway result in loss of vision 
over the visual field retinotopically corresponding to the site of the lesion. Previous 
studies showed that a systematic audio-visual training could constitute an efficient tool 
for the rehabilitation of such disturbances as revealed by ameliorated clinical 
performances in various visual domains. The first part of the present dissertation aim to 
shed light on the substrates underlying multisensory mediated recovery of visual field 
defects. Experiment 1 and Experiment 2, demonstrated that a sustained audio-visual 
training can promote stable plastic neural changes within the cortex, likely reflecting an 
enhanced activity of those neural circuits connecting superior colliculus to cortical areas 
within the dorsal stream. The second part of the present dissertation aimed to shed light 
on the functionality and the characteristics of extrageniculate circuits targeting 
extrastriate visual areas within the dorsal stream. Experiment 3 and Experiment 4, 
suggested that these connections remain responsive even when a lesion prevents visual 
processing within the primary visual channel and that these connections could play a 
relevant role in the rapid processing of salient visual stimuli.  
Overall, the present experimental evidence suggest that visual processing depends on a 
variety of neural circuits and that a lesion to the primary visual pathway do not abolish 
the visual processing mediated by alternative routes. Moreover, activity within these 
routes could be exploited in a rehabilitative perspective, as revealed by ameliorated 
clinical performances and stable plastic neural changes induced by a systematic 
multisensory audio-visual training in hemianopic patients. 
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CHAPTER 1 
General introduction 
 
 
Vision is undoubtedly the dominant sense for humans. It enables us to interact with the 
surrounding environment to the point that our choices are in most of the cases highly 
driven by our visual experience. This happens because vision is the most reliable source 
of information and it strongly guides our daily behaviors in localizing, reaching and 
avoiding objects in the space. 
However, vision is not the only sense we own to gather information from the 
environment. Most of the inputs arising from the external world are indeed multisensory 
in their nature and consequently the same event or object is represented by our system as 
the product of a synergic interaction of different sensory experiences. 
The possibility to simultaneously perceive the same event in different sensory modalities 
constitute a strong advantage for our system. For example, at the neural level, we now 
know that several brain structures are specialized for the processing of combined sensory 
inputs and that brain responses to multisensory stimuli are generally more pronounced 
with respect to the single unisensory counterparts. In addition, the importance of 
experiencing various sensory inputs at the same time become clearer in the case of loss, 
or weakness, of information in one of the sensory modalities. In this case, the impaired 
sensory modality can greatly benefit from the information arising from the other sensory 
signals which can significantly boost the processing of the impaired input. 
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In this introductive chapter, I will firstly provide a description of the organization of visual 
system and of the consequences of lesions occurring at various stages of visual 
elaboration. I will then review the extent literature about evidence of preserved visual 
capacities still retrievable despite the presence of a visual field defect and the possible 
neural substrates subserving these capacities. I will then shift the focus of attention to the 
basic properties and the neural substrates governing the integration of different sensory 
modalities with a particular interest for the integration of audio-visual percepts. Finally, 
I will review the extent literature about existing protocols for the rehabilitation of visual 
field defects with a particular focus to a relatively novel approach exploiting audio-visual 
multisensory integration mechanisms. 
 
 
 
1.1 Visual system and visual field defects 
 
Organization of the visual system 
The primary visual pathway is the pathway conveying visual information from the retina 
to primary visual cortex through the lateral geniculate nucleus (LGN) of the thalamus (i.e. 
retino-geniculo-striate pathway). This pathway is generally conceived of as a parallel 
hierarchical system. It is hierarchical because visual information is sequentially 
processed at various stages of the visual hierarchy. Neural fibers originating from 
ganglion cells of the retina convey most of the information to the LGN, which in turns 
projects to primary visual cortex (V1) where the basic features of a visual scene are 
processed (Figure 1). From V1 visual information then flows through a cortical hierarchy 
10 
 
to higher order visual areas including V2, V3, V4 and V5 where other features of the 
visual scene are processed like color, orientation, motion and spatial frequency. The 
primary visual pathway is also conceived of as parallel because neural fibers are usually 
divided into two segregated systems based on anatomical and functional characteristics. 
A magnocellular system originating from large receptive field ganglion cells of the retina 
well suited to respond to large moving objects and a parvocellular system originating 
from small receptive field ganglion cells of the retina specialized for the analysis of fine 
details and stationary stimuli. After V1, magnocellular and parvocellular systems are 
recombined into two cortical pathways. A dorsal pathway flowing towards parietal cortex 
and dominated by magnocellular inputs mainly processing information about space, 
motion and action and a ventral pathway dominated by parvocellular inputs and flowing 
towards temporal lobes mainly implicated in object identification and perception 
(Goodale & Milner, 1992). 
As the other systems, also the visual system works on a crossed wires organization. Fibers 
originating from the two nasal hemiretinas (carrying information from the contralateral 
peripheral field) cross over at the optic chiasm, while fibers from the two temporal 
hemiretinas (carrying information from the contralateral medial field) do not cross. 
Consequently, fibers originating from the nasal hemiretina of the left eye and from 
temporal hemiretina of the right eye reach the right LGN via the optic tract and the reverse 
occur for the left LGN. From the LGN signals are then conveyed via the optic radiations, 
which send signals to striate cortex into two separate divisions. The lower division carries 
information arising from the upper quadrant of the contralateral visual hemifield and 
terminate in the lower part of calcarine sulcus while the upper division carries information 
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originating from the lower quadrant and terminates in the upper part of calcarine sulcus 
(Figure 1). 
 
 
 
Figure 1. Organization of the visual pathways. Neural fibers originating from the two temporal hemiretinas 
project to the ipsilateral side, while the two nasal hemiretinas cross over at the optic chiasm. Visual input 
arising from each visual hemifield is thus projected to the contralateral lateral geniculate nucleus (LGN) 
and primary visual cortex (retino-geniculo-striate pathway – solid lines). A small percentage of the optic 
nerve fibers project to the superior colliculus (SC) and pulvinar which in turn project to higher order visual 
cortices (retino-colliculo-extrastriate pathway – dotted lines) (readapted from Gazzaniga et al., 2009). 
 
Apart from the LGN a small percentage of neural fibers originating from the retina reach 
other subcortical nuclei like the superior colliculus (SC) and the pulvinar (PV) which in 
turn send visual information directly to extrastriate visual areas bypassing V1 (i.e. retino-
colliculo-extrastriate pathway) (Figure 1). Given the significant role played by SC in the 
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control of eye movements (Mohler & Wurtz, 1976, 1977; D. A. Robinson, 1972), this 
secondary route is generally thought to be implicated in the control of orienting behaviors 
towards objects of interest and is thought to mediate preserved orienting behaviors in the 
direction of unseen visual stimuli in hemianopic patients (L. Weiskrantz, 1986). In 
addition, evidence of direct projections from intralaminar layers of LGN and extrastriate 
areas have been reported. Even if in the normal brain, the functionality of these secondary 
pathways is mostly hidden, these secondary routes could be of a great relevance when a 
lesion occur to the primary visual route. 
 
 
Characteristics and etiology of visual field defects 
In the light of the hierarchical organization of the visual system described in previous 
paragraph, it is easy to imagine that lesions occurring at different sites of the primary 
visual pathway can evolve into different visual field defects. For example, peripheral 
lesions occurring at the level of the eye (e.g. glaucoma, macular degeneration) or the optic 
nerve (e.g. optic neuritis) are associated with the loss of vision from one eye whereas 
chiasmatic and post-chiasmatic lesions are mostly associated with the loss of vision over 
half of the visual field in both eyes. The latter condition, termed hemianopia, could be 
distinguished into heteronymous or homonymous. Heteronymous hemianopia is the loss 
of half of the visual field in different sides of both eyes and is usually caused by a lesion 
corresponding to the optic chiasm mostly caused by tumor (e.g. pituitary tumor). 
Homonymous hemianopia instead corresponds to the loss of half of the visual field on the 
same side of both eyes and can result from damages occurring at the level of the optic 
tract, optic radiation or primary visual cortex. Moreover, less extensive lesions in the 
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same areas can result in a less extensive loss of visual field. In particular, lesions occurring 
in the upper branch of the optic radiation (Meyer’s loop) or to the upper part of primary 
visual cortex mainly result in the loss of vision over the inferior portion of the 
contralateral visual field (inferior quadrantopia) while lesions occurring in the lower 
branch of the optic radiation or in the lower part of primary visual cortex mainly result in 
the loss of vision over the superior portion of the contralateral visual field (superior 
quadrantopia) (Figure 2). 
 
Figure 2. Schematic representation of visual field defects resulting from lesions occurring at different sites 
of the primary visual pathway (retino-geniculo-striate pathway). On the left are represented the different 
locations where lesions occur while on the right are the associated visual field defects. 
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Homonymous hemianopia can result from several pathological conditions such as 
ischemia, arteriovenous malformation, tumor, hemorrhage, abscess, anoxia or 
demyelination. Lesions of the occipital lobe (43%) or optic radiations (31%) are the most 
common causes, while smaller percentages are associated to damage of the optic tract 
(10%) or the LGN (1.2%, Zhang et al., 2006). Ischemic pathologies such as infarction of 
the posterior cerebral artery (PCA) or the middle cerebral artery (MCA) are the most 
common causes of homonymous hemianopia since branches of the two arteries supply 
striate and extrastriate visual areas. Also trauma and tumors are quite common causes 
while more rarely, homonymous hemianopia results from pathological conditions, such 
as multiple sclerosis, leading to demyelination of the optic radiations (Zhang et al., 2006). 
 
 
 
1.2 Residual visual capacities after lesions to the primary visual pathway  
 
Residual visual abilities in hemianopia 
Although the ability to consciously perceive visual stimuli in the blind field is lost after 
lesions to the striate cortex or the neural pathway feeding it, some hemianopic patients 
have demonstrated residual visual functions, in the absence of awareness (for a review, 
see Cowey, 2010). Such phenomenon have been classically termed blindsight, and might 
involve the ability to implicitly detect or discriminate specific visual features of stimuli 
presented in the blind field (L Weiskrantz, Warrington, Sanders, & Marshall, 1974). First 
reports of residual visual abilities after lesions to striate cortex arose in the turn of the 
nineteenth century when some studies described patients with visual field defects caused 
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by stroke or penetrating head wounds at the level of primary visual cortex who could still 
detect flickering or moving objects in their otherwise blind visual field (Riddoch, 1917). 
Later in time, Poppel et al. (1973) reported that occipital lesioned patients could still direct 
their eyes towards the approximate position of briefly presented flashes in the blind visual 
field. A year later, Perenin and Jeannerod (1975) further showed that patients with visual 
field defects could also perform accurately in the manual localization of stimuli presented 
in their blind visual field. Authors suggested the involvement of subcortical routes 
bypassing V1 in the generation of this phenomenon since it was only evident in those 
patients suffering a post-geniculate lesion to the primary visual pathway and was 
conversely absent in patients with lesions anterior to the optic chiasm. Blindsight patients 
usually report having no visual experience in their blind visual field but when forced 
choice paradigms are used, an above chance level performance can be shown. This 
happens for a wide range of visual stimuli (for a review: Cowey, 2010). 
Several studies demonstrated that the detection and the discrimination of moving stimuli 
presented in the blind visual field constitute one of the most preserved ability. For 
example Magnussen and Mathiesen (1989) reported evidence from a patient whose entire 
striate and extrastriate cortices where removed but could nevertheless show an above 
chance level performance in the detection of grating stimuli moving in the horizontal 
direction and an at chance performance when stimuli remained static. Blythe et al. (1986) 
also reported evidence of preserved abilities to detect the displacement of visual targets 
in the blind field but an inability to discriminate their spatial structures suggesting that 
only features related to the dorsal “where” pathway could be determined above chance 
level. As previously said, one possibility is that the preserved sensitivity to stimuli 
moving in the blind visual field could be reached through the recruitment of a route 
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bypassing V1. This would also be suggested by the results from a positron emission 
tomography study (PET) on GY (Barbur, Watson, Frackowiak, & Zeki, 1993), an 
hemianopic patient showing impressive preserved abilities to accurately discriminate 
motion stimuli on his blind visual field. In this study, authors showed an activation of 
area V5 without a concurrent activation of area V1 when moving stimuli where presented 
in his blind visual field, thus suggesting that visual input could reach V5 without firstly 
passing through V1. 
Some studies reported that also the capacity to determine the orientation of a stimulus 
could be preserved in some patients experiencing lesion to primary visual pathway. For 
example, Perenin (1978) showed a preserved above chance ability to discriminate 
between squares and triangles presented in the blind visual field of a sample of 
hemianopic patients likely reflecting a preserved ability to discriminate between line 
orientation as opposed to form. Indeed a study of Weiskrantz (1987) described a patient 
that could successfully discriminate between different forms when differences in the 
orientation cues were large (e.g. discriminating between diamonds and squares), but not 
when differences in orientation cues were less evident (e.g. discriminating between a 
rectangle and a square). Interestingly, in a later study Perenin and Rosetti (1996) reported 
a patient that was not able to discriminate above chance level between different 
rectangular shapes, but was nonetheless extremely accurate when asked to perform 
reaching and grasping movements in the direction of the same unseen stimulus. 
The discrimination of colors could also be preserved after lesions to the primary visual 
pathway. For example Brent et al. (1994) reported that patient GY could accurately 
identify large colored stimuli presented in his blind visual field in a forced choice 
paradigm. In another study (Danckert, Maruff, Kinsella, de Graaff, & Currie, 1998) 
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authors reported a significant congruency effect1 for color when color-congruent stimuli 
appeared in the blind visual field of a patient with an occipital damage. Interestingly this 
was not found to be true in a patient with a thalamic lesion that instead showed no 
facilitation for color-congruent stimuli appearing in his blind visual field, thus suggesting 
a crucial role played by the thalamo-extrastriate neural pathway. 
Finally another stimulus feature that seem to be preserved in hemianopic patients is the 
ability to implicitly process emotional stimuli in the absence of awareness, the so-called 
affective blindsight (for a review: Tamietto and de Gelder, 2010). On the one hand, these 
patients can perform above chance level both on task directly requiring them to 
discriminate the emotional content of faces presented in the blind visual field (de Gelder, 
Vroomen, Pourtois, & Weiskrantz, 1999; Pegna, Khateb, Lazeyras, & Seghier, 2005). On 
the other hand, a congruency effect for faces have been shown in the presence of 
emotionally identical pairs of unseen/seen stimuli (de Gelder, Pourtois, van Raamsdonk, 
Vroomen, & Weiskrantz, 2001). 
In the light of evidences showing a variety of preserved visual abilities in blindsight 
patients, one important question to be asked is whether also patients that do not exhibit a 
striking ability to detect or discriminate above chance level visual stimuli presented in 
their blind visual field could nonetheless show evidence of an implicit visual processing 
of these stimuli. Previous studies seem to suggest that this could be the case. For example, 
Bertini et al. (2013) tested the congruency effect found in blindsight patients with 
emotionally congruent pairs of seen/unseen stimuli described before (de Gelder et al., 
                                                          
1 The congruency effect refers to a faster reaction time to a target stimulus when an identical stimulus is 
concurrently presented in another portion of space. In hemianopic patients, faster responses to seen targets 
presented in the intact field while unseen stimuli are presented in the blind field are thought to represent 
indirect evidence of implicit visual processing in the blind field. 
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2001) in a group of hemianopic patients who performed at chance when directly asked to 
detect or discriminate visual signals presented in the blind field. Authors showed a 
response facilitation (i.e. reduced reaction times) when unseen fearful faces where 
presented in the blind visual field together with happy faces in the intact field that was 
interpreted as adaptive mechanisms for the implementation of efficient defensive 
responses. Intriguingly, the fear-related behavioral facilitation has also been reported at 
the electrophysiological level. Cecere et al. (2014) showed that unseen fearful faces 
presented in the blind field of hemianopic patients increased the amplitude of the early 
N170 component elicited by seen happy faces in the intact hemisphere possibly reflecting 
an enhanced structural encoding of faces presented in the intact field. 
These results suggest that also patients that do not show above chance level performances 
in the detection or discrimination of visual stimuli presented in the scotoma can 
nevertheless show evidence of a preserved processing when visual stimuli contain an 
emotional valence. However, it remains to be investigated whether this preserved 
processing could also be shown for other types of visual stimuli that do not have an 
emotional content. In chapter 3, I will present a study reporting electrophysiological 
evidence of implicit visual processing of motion stimuli presented in the blind visual field 
of a group of hemianopic patients without blindsight. 
 
 
Neuroanatomical correlates of residual visual abilities in hemianopia 
A great dispute still exist on what are the neural mechanisms involved in the residual 
visual abilities that some patients evidence despite the loss of vision due to a lesion to the 
primary visual pathway. 
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Some authors argued that implicit visual processing would be mainly mediated by the 
presence of preserved “islands” of primary visual cortex that are still capable to process 
visual information. This hypothesis arise from the fact that not all hemianopic patients 
show preserved visual abilities in the scotopic area and that some researchers 
demonstrated a link between intact islands of striate cortex and portions of visual field 
exhibiting residual visual functions (Fendrich, Wessinger, & Gazzaniga, 2001). However, 
this hypothesis has been questioned by studies revealing a preserved neural activity in 
extrastriate visual areas in the absence of activation of primary visual cortex (P Stoerig, 
Kleinschmidt, & Frahm, 1998) and by evidence of residual visual abilities even after a 
complete loss of the striate cortex (M. T. Perenin, 1978). 
It is possible that residual visual abilities are rather mediated by the activity of preserved 
secondary pathways connecting subcortical structures to extrastriate visual areas 
bypassing primary visual cortex. One possibility is that a network of projections between 
the SC, PV and extrastriate visual areas (i.e. retino-colliculo-extrastriate pathway) could 
mediate the residual visual functions. Indeed, SC receive direct input from the retina and 
contains a representation of the entire visual field (Schiller, 1972). On the one hand the 
SC is known to play a significant role in orienting behaviors and would consequently 
explain the ability of some hemianopic patients to orient a motor action (saccade or 
grasping movement) in the direction of an unseen target in their blind visual field (L 
Weiskrantz et al., 1974). On the other hand, several studies revealed the important role 
played by this secondary pathway in non-conscious visual processing. For example, V1 
lesioned monkeys showed abilities to discriminate motion, simple shape or patterns and 
to localize visual stimuli in their blind visual field (Ptito, Herbin, Boire, & Ptito, 1996), 
while these abilities were abolished after the removal of the ipsilateral SC (Rodman, 
20 
 
Gross, & Albright, 1990). In a similar way, neurons of the dorsal extrastriate MT area 
showed a preserved motion direction-selective response even after ablation of striate 
cortex (Rodman, Gross, & Albright, 1989), but this response was abolished after removal 
of the ipsilateral SC (Rodman et al., 1990). In addition, more recently Leh et al., (2006) 
revealed an association between the presence of ipsilateral and contralateral intact fibre 
tracts connecting SC to various cortical areas (association areas, primary visual cortex, 
parietal cortex and prefrontal areas) and the presence of residual visual abilities in the 
blind visual field. 
Alternatively, recent evidence support the idea that residual visual abilities could be 
mediated by connections between interlaminar layers of LGN and extrastriate visual 
areas. In a recent study Schmid et al. (2010) used fMRI and behavioral measures to test 
the role of LGN activity in residual visual abilities and V1-independent cortical activation 
in macaque monkeys with chronic lesions to primary visual cortex. They found a V1-
independent preserved activity in various extrastriate and higher order cortical areas that 
was abolished after temporarily inactivation of LGN. In addition, the ability to detect high 
contrast visual stimuli in the scotoma was abolished after LGN inactivation. In line with 
this, a recent diffusion tensor imaging (DTI) study showed intact white matter pathway 
between the LGN and area hMT+ in human subjects experiencing residual visual abilities 
in their blind visual field (Ajina, Pestilli, Rokem, Kennard, & Bridge, 2015). 
In summary, even if it is still controversial what are the exact neural pathways mediating 
implicit visual processing in the blind visual field of hemianopic patients, it seems clear 
that hierarchical models of the visual system cannot account for the behavioral and 
imaging evidence of residual visual processing in the absence of V1. A more complex 
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organization in which parallel connections can directly activate extrastriate visual areas 
seems more appropriate. 
 
 
 
1.3 Audio-visual multisensory integration in the normal and lesioned brain 
 
Subcortical and cortical structures mediating audio-visual multisensory integration 
One of the most known and studied site of convergence of multiple sensory inputs is the 
SC. This structure, placed on the midbrain, is present in all mammals and is known to 
receive and integrate inputs from different sensory modalities. The superficial layers of 
SC are known to mainly respond to visual stimulation, while deeper layers respond to the 
combination of visual, auditory and tactile stimuli. Multisensory integration at the level 
of SC neurons is known to follow three major rules. The responses of neurons from deeper 
layers are enhanced when different sensory stimuli originate approximately from the 
same spatial position (spatial rule), occur at approximately the same time (temporal rule) 
and when at least one of the two stimuli can elicit only a weak neural response when 
presented alone (inverse effectiveness). 
The spatial rule is a consequence of the overlapping of receptive fields from different 
modalities on multisensory neurons of SC, which results in an increased firing rate when 
stimuli originating from different modalities are displayed approximately in the same 
region of space. This could have the advantage of helping neurons integrating more easily 
the sensory information arising from the most stimulated region of space and thus 
potentially more relevant. Conversely, when stimuli from different sensory modalities are 
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presented with a considerable spatial disparity, the firing rate of SC multisensory neurons 
is decreased. 
The temporal rule could instead be a consequence of the timing necessary for the 
information to be processed from different modalities. Signals originating from different 
sensory modalities often require different amount of time to be processed and a relatively 
“large” time window in which different sensory signals can still be integrated in a 
multisensory percept could be necessary. Indeed, while a neural spike last only a few 
milliseconds, the corresponding voltage current generated could last several hundreds of 
milliseconds, thus allowing in this time period the integration of multiple stimuli 
originating from different sensory inputs. Consequently, two components of a 
multisensory stimulus are integrated if presented at approximately the same time, while 
not integrated when excessively spaced over time. The temporal coincidence leads to an 
enhanced firing rate of SC multisensory neurons, while an excessive temporal disparity 
will result in a decreased firing rate. 
The inverse effectiveness rule constitutes a highly adaptive and functional mechanism. 
When one (or both) component of a multisensory signal is weak, SC neurons produce a 
stronger firing rate. This enable the system to compensate for the lack of input in one of 
the two modalities that is partly overcome by the presence of a spatially and temporally 
congruent stimulus in another sensory modality (Làdavas, 2008). 
Apart from SC, multisensory audio-visual integration mechanisms are known to occur 
also in various cortical sites. Dorsal posterior parietal cortex (PPC) have been shown to 
represent a site of convergence of multisensory audio-visual pairs and to retain audio-
visual integrative responses similar to those recorded in SC neurons (Colby, Duhamel, & 
Goldberg, 1993; Dong, Chudler, Sugiyama, Roberts, & Hayashi, 1994; Schlack, 
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Hoffmann, & Bremmer, 2002; B E Stein & Meredith, 1993). The great part of 
multisensory integration studies in the cortex arise from researches on cats in which the 
anterior ectosylvian sulcus (AES), a portion of cortex lying at the junction between 
parietal, temporal and frontal lobes, is known to contain a large number of multisensory 
neurons revealing similar characterization of SC neurons. These neurons present 
overlapping receptive fields from different sensory modalities and show superadditive 
and decreasing responses to the presentation of spatiotemporally aligned or misaligned 
audio-visual pairs respectively (B E Stein & Wallace, 1996). Significant interactions 
between AES neurons and deep layers of SC have been documented in cats with AES 
neurons strongly influencing the multiplicative integration effect of SC neurons (W. Jiang 
& Stein, 2003). In primates and humans, posterior parietal cortices, particularly the lateral 
intraparietal part (LIP), are known to contain multisensory neurons. This area shows 
superadditive BOLD responses in the presence of audio-visual stimuli presented in spatial 
and temporal coincidence, while a decreased BOLD activity when audio-visual pairs are 
in spatial disparity (for a review see G A Calvert, 2001). 
In addition, superior temporal cortical areas have shown to be involved in the processing 
of multisensory audio-visual stimuli. For example, an fMRI study revealed that superior 
temporal sulcus (STS) show superadditive cortical activation in response to the 
presentation of synchronous audio-visual speech while the asynchronous presentation 
showed a similar activity to those induced by the presentation of each single modality 
(G.A. Calvert, Campbell, & Brammer, 2000). Furthermore, increase in BOLD signals 
have been documented in STS during the presentation of bimodal audio-visual or audio-
tactile stimuli with respect to unisensory stimuli (Stevenson & James, 2009) and 
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superadditive response in STS has been found during the presentation of weak bimodal 
stimulations (Beauchamp, Yasar, Frye, & Ro, 2008). 
 
 
Behavioral benefits of audio-visual integration in the normal brain 
As previously described, the SC neurons show clear evidence of enhanced responses to 
multisensory audio-visual pairs presented in spatial and temporal coincidence, as opposed 
to unisensory stimuli, especially when one (or both) of the two stimuli is weak and thus 
hard to detect or localize. Evidence that this is also observable at the behavioral level 
come from studies on normal subjects showing enhanced detection of hard to localize 
auditory or visual stimuli when these are presented in spatio-temporal register with visual 
or auditory stimuli. In a study of Frassinetti et al. (2002), subjects were asked to localize 
masked visual stimuli that could be presented either alone or together with an auditory 
stimulus presented in spatial and temporal coincidence or alternatively with a spatial or 
temporal disparity. Despite subjects were instructed to ignore the auditory stimulus, the 
detection of subthreshold masked visual stimuli was found to be significantly improved 
by the concurrent presentation of the auditory stimulus when this was presented in spatial 
and temporal register with the visual one, while no improvement was found when the 
auditory stimulus was presented in spatial or temporal disparity. In a similar way, 
Bolognini et al. (2007) showed that also the localization of auditory stimuli can benefit 
of the concurrent presentation of visual stimuli at detection threshold. In this study, 
subjects were asked to localize an auditory stimulus that could be presented with a 
concurrent supra-threshold or at threshold visual stimulus. The visual stimulus position 
could vary in regards to the spatial disparity from the auditory stimulus. While the supra-
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threshold visual stimulus in spatial disparity induced the classical ventriloquism effect 
(i.e. a mislocalization of the perceived auditory source in the direction of the visual 
source), the at threshold visual stimulus only influenced the auditory localization when 
the two stimuli were spatially coincident resulting in an enhanced auditory localization. 
Taken together these results suggest that the detection of weak sensory signals can 
critically benefit from the congruent presentation of other signals in different sensory 
modalities strongly resembling the rules governing responses at the level of single 
neurons of SC (B E Stein & Meredith, 1993). Interestingly, the behavioral advantage of 
concurrently presented audio-visual pairs seems to be strongly mediated by the SC. In a 
simple reaction time task, Leo, Bertini, Di Pellegrino, & Làdavas (2008) asked 
participants to respond to the presentation of audio-visual stimuli (in spatial coincidence 
or in spatial disparity) or auditory and visual stimuli presented alone. Results revealed 
that, while the presentation of audio-visual stimuli always induced a faster response with 
respect to the single unisensory condition, the behavioral advantage of presenting audio-
visual pairs in spatial and temporal coincidence was only evident when the visual stimulus 
was a red long-wavelength stimulus visible to the SC and was conversely absent when 
the stimulus used was a purple short-wavelength stimulus to which SC is blind (Sumner, 
Adamjee, & Mollon, 2002). 
 
 
Audio-visual multisensory integration in hemianopia 
As evident from studies reported in previous paragraphs, the behavioral and neural 
advantage of concurrently presented audio-visual pairs is boosted when one of the two 
sensory stimuli is weak. This property of the processing of multisensory stimuli could be 
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of great relevance when one of the two sensory modality is critically impaired because of 
a lesion occurring to primary sensory cortices (Làdavas, 2008). In line with this, previous 
evidence showed that patients suffering a lesion to primary visual cortex could benefit 
from audio-visual integration mechanisms during the detection and localization of stimuli 
presented in the blind visual field. Some studies investigated the effects of the concurrent 
presentation of audio-visual stimuli in the blind visual field as opposed to the presentation 
of auditory or visual stimuli alone, during detection or localization tasks. For example, 
Leo, Bolognini, Passamonti, Stein, & Làdavas (2008) tested the hypothesis that auditory 
localization could benefit from the presentation of a concurrent visual stimulus in the 
blind visual field. A group of hemianopic patients was tested with hard to localize 
auditory stimuli that could be presented either alone or together with a visual stimulus 
appearing in spatial and temporal register or at different temporal or spatial disparities 
with the auditory stimulus. The results showed an improved auditory localization 
performance in the blind visual field for audio-visual stimuli presented in spatial and 
temporal register, suggesting that covert visual processing could remain active in 
hemianopia. In a similar way, Frassinetti, Bolognini, Bottari, Bonora, & Làdavas, (2005) 
reported a significant improvement in the detection of visual stimuli presented in the blind 
field of hemianopic patients, when auditory stimuli were presented in spatial and temporal 
coincidence. In this study, a sample of hemianopic patients were asked to detect the 
occurrence of visual stimuli in their blind visual field that could be presented either alone 
or together with an auditory stimulus presented in spatial coincidence or in spatial 
disparity with the visual stimulus. Patients showed a greater detection of stimuli presented 
in spatial alignment with the auditory ones with respect to both visual stimuli alone and 
audio-visual stimuli presented in spatial disparity. Interestingly, patients reporting lower 
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detection accuracy in the unisensory visual condition displayed the highest enhancement 
with in the audio-visual condition, a finding consistent with the inverse effectiveness rule 
of SC neurons (B E Stein & Meredith, 1993). 
Overall, this evidence showed that hemianopic patients can successfully integrate unseen 
visual information with auditory information, suggesting an implicit visual processing of 
stimuli presented in the blind visual field. This processing could be presumably mediated 
by the retino-colliculo-extrastriate pathway, which is preserved in these patients and plays 
a pivotal role in crossmodal enhancement of perception. 
Even more intriguingly, multisensory facilitation effects were found to generalize to 
localization performances in the unisensory domain after exposure to a short audio-visual 
stimulation. In a study of Passamonti et al. (2009), a group of patients with visual field 
defects caused by lesion to primary visual cortex (hemianopic patients) or 
temporoparietal cortex (neglect patients,) were asked to localize weak sounds before and 
after a short session (~4 minutes) of repetitive audio-visual stimulation of their blind 
visual field. The audio-visual stimulation session was performed either with audio-visual 
stimuli presented in spatial coincidence or in spatial disparity. The results revealed 
improved auditory localization performances in the blind visual field for both group of 
patients when exposed to the spatially coincident audio-visual stimulation session 
(multisensory enhancement aftereffect). A bias in the localization of auditory stimuli in 
the direction of previously presented visual stimuli (ventriloquism aftereffect) was instead 
selectively shown in neglect patients. These findings suggest that while ventriloquism 
aftereffect requires the integrity of the geniculo-striate circuit (preserved only in neglects 
patients), the multisensory enhancement aftereffect is instead implemented along the 
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colliculo-extrastriate circuit that is generally spared both in neglect and hemianopic 
patients. 
 
 
 
1.4 Rehabilitation of visual field defects: compensatory, restorative and 
multisensory based approaches 
 
Compensatory and restorative approaches for the rehabilitation of visual field defects 
Visual field defects tend to improve in the first 2-3 months after the insult and some 
spontaneous recovery is likely to be observed in this period. However, after the third 
month, further spontaneous improvements are usually not expected and a rehabilitative 
approach is necessary to help patients dealing with the visual deficit. Two are the main 
lines of approach in the field of visual treatment: compensatory and restitutive 
approaches. 
The major aim of compensatory approaches for hemianopia is to make patients develop 
more efficient and automatic oculomotor strategies in the direction of the blind visual 
field. Hemianopic patients generally exhibit a reduced scanning behavior in the direction 
of their blind field together with a pattern of disorganized and inefficient visual search. 
Several trainings have been thus developed over the past decades aiming to compensate 
for these aspects. Most of these trainings include a series of exercises designed to 
stimulate compensatory oculomotor behaviors in the direction of the blind field. Some 
trainings require patients to search for a visual target embedded in a set of distractors 
(Kerkhoff et al., 1992; Pambakian, Mannan, Hodgson, & Kennard, 2004), while other 
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trainings stimulate patients to make large and fast saccades in the direction of targets 
presented alone (Nelles et al., 2001; Zihl, 1995). The efficacy of compensatory trainings 
is considered good. Patients usually report improved performances in the accuracy of 
scanning behaviors and reduced exploration times together with better performances in 
daily life activities (Zihl & Von Cramon, 1985). These trainings could act inducing a 
spatial bias during visual search as a consequence of the repetitive visual scanning 
behavior in the direction of the blind field. Interestingly, a study comparing the effects of 
a compensatory training based on saccadic exploration with the effects of an attentional 
training (i.e. a training without the saccadic component) revealed a similar pattern of 
results for the two type of trainings, thus suggesting that attention could play a crucial 
role in the rehabilitative effect (Lane, Smith, Ellison, & Schenk, 2010). 
Restorative approaches base their rationale to the idea that visual system is plastic and a 
repetitive photostimulation can potentially induce a neural reorganization. These 
approaches usually work by stimulating the transition zone, which is the border area 
between the intact field and the blind field, through the presentation of thousands of visual 
stimuli over weeks and months. Studies using this technique reported an enlarged visual 
field in central vision (Kasten, Wust, Behrens-Baumann, & Sabel, 1998; Mueller, Mast, 
& Sabel, 2007) together with functional improvements in various domains (Mueller I, 
Poggel A, 2003). However, controversies arose about the real efficacy of restorative 
approaches. Some studies argued that the effects shown could be the result of more 
effective eye movements instead of a real expansion of the visual field (Reinhard et al., 
2005) even if studies controlling for eye movements argue against this as the explanation 
of the restorative effects (Marshall, Chmayssani, O’Brien, Handy, & Greenstein, 2010). 
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In summary, while compensatory approaches mainly aim to develop efficient ocular 
scanning strategies enabling patients to compensate for the loss of vision without 
extending the area of intact visual field, restitutive approaches have the major aim to 
extend the visual perimetry promoting neural reorganization through an intensive 
stimulation of the border area between the blind and the intact visual field. Interestingly, 
despite the diversity, both methods were found to be efficient in the rehabilitation of 
visual field defects leading to significant improvements in various functional domains 
together with an altered activation in striate and extrastriate cortex suggesting that cortical 
reorganization mechanisms could be promoted by both type of approaches.(Marshall et 
al., 2008; Nelles et al., 2007). 
 
 
Multisensory based approach for the rehabilitation of visual field defects 
A novel approach for the rehabilitation of visual field defects has been proposed in the 
last decade. This approach is a compensatory approach based on the combination of 
saccadic training and multisensory audio-visual stimulation. 
Animal research revealed that the lack of compensatory eye movements in the direction 
of objects of interest in the blind visual field strongly depends from interaction between 
the SC and the cortex. Indeed, SC is not only extremely important for multisensory 
integration mechanisms (B E Stein & Meredith, 1993) but also for the programming and 
execution of eye movements and orienting behaviors (Gandhi & Katnani, 2011). Cats 
rendered blind by complete unilateral visual cortex ablation showed an attenuated visual 
responsiveness of deep SC neurons together with a lack of SC-mediated behavioral 
orienting in the direction of the contralateral blind hemifield. After one month of audio-
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visual multisensory stimulation, authors reported a re-emergence of visual orienting 
behaviors in the direction of the blind visual field that correlated with a reinstatement of 
visual responsiveness of deep SC neurons. Notably, the reinstatement of visual 
responsiveness in SC neurons was found to be mediated by training-induced alterations 
of descending inputs from AES association cortex and SC (H. Jiang, Stein, & McHaffie, 
2015). These findings indicate that the visual responsiveness in the deeper layers of 
ipsilesional SC can be reversed by a simple cross-modal training paradigm. 
Similar results have been demonstrated in hemianopic patients. Bolognini et al. (2005) 
attempted to exploit multisensory integration mechanisms to rehabilitate patients with 
visual field defects. In this study, a group of patients with chronic visual field defects 
underwent an intensive audio-visual training (4h daily, over two weeks). During the 
training, patients were seated in front of a concave ellipse in which eight LED lights 
associated with eight loudspeakers were positioned at increasing eccentricities with 
respect to a central fixation point (Figure 3). Patients were instructed to explore their 
entire visual field and to detect the presence of visual targets that could be either presented 
alone (unisensory condition) or together with a sound (multisensory condition). To boost 
oculomotor exploration towards the blind visual field, a greater proportion of stimuli were 
presented in the blind visual field to favor patients’ orienting behavior in that direction. 
After the training patients showed progressive amelioration of both visual detection and 
visual exploration abilities together with a post-training reduction in self-perceived 
disability (Bolognini et al., 2005). Notably, patients showed improved visual 
performances only when they could use eye movements to compensate for the loss of 
vision, while no improvement was found in detection tasks when asked to maintain their 
eyes on a central fixation cross. This suggests that the amelioration of visual performance 
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observed after training did not rely on an enlargement of the visual field but are likely 
mediated by an increased activation of the oculomotor system increasing orienting 
responses towards the blind visual field. 
 
  
Figure 3. Schematic bird’s eye view of the apparatus used by Bolognini et al., (2005) for the audio-visual 
training in hemianopic patients. Eight LEDs (V1-V8) were associated with eight loudspeakers (A1-A8) 
positioned at increasing eccentricities with respect to the center of the visual field (readapted from 
Bolognini et al., 2005). 
 
In another study conducted in a different set of patients, Passamonti et al., (2009) showed 
that, after the audio-visual training, hemianopic patients also improved in various 
oculomotor parameters recorded during visual search and reading tasks. Authors recorded 
eye-movements by means of an eye-tracking device and reported pre and post measures 
of oculomotor scanning with respect to the same audio-visual training used by Bolognini 
et al., (2005). Results showed significant post-training oculomotor improvements as 
revealed by reduced fixations, refixations and scanpath length leading to shorter search 
times in visual search tasks. In addition, improved performances in reading tasks were 
also reported with a reduced number of progressive and regressive saccades. Notably 
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these effects could not be ascribed to simple practice effects, as the performance of a 
group of healthy subjects was not influenced by the repetitions of the task. 
Interestingly, post-training clinical improvements remained stable over time as revealed 
by follow-up sessions at one month (Bolognini et al., 2005) and one year after the training 
(Passamonti, Bertini, et al., 2009). Overall, the behavioral and oculomotor changes 
reported suggest that the audio-visual training could represent an effective methodology 
to reinstate long-lasting oculomotor strategies that could compensate for the loss of 
vision. However, little is known about the neural changes mediating the effects of the 
multisensory training. Given the important role played by SC in the programming and 
execution of saccades as well as in audio-visual multisensory integration processing, 
authors proposed that the improvements might be due to an enhanced activity in the 
pathway connecting SC to dorsal extrastriate areas (i.e. retino-colliculo-extrastriate) that 
is known to be usually preserved in hemianopic patients. 
In chapter 2, I will shed light on the electrophysiological changes associated to the 
exposure to a systematic audio-visual training. I will firstly present a study aiming to 
investigate the long-term electrophysiological changes induced by a complete course of 
audio-visual multisensory training on hemianopic patients. Recent evidence revealed that 
multisensory audio-visual training might also induce plastic changes within attentional 
networks (Dundon, Làdavas, Maier, & Bertini, 2015) as revealed by a reduction of P3 
component of the EEG signal during detection of visual stimuli presented in the intact 
field. However, the study did not disambiguate whether reported modulations in the EEG 
signal represent long-term changes ascribing to persistent plastic neural changes induced 
by the audio-visual training or rather reflect a short term change in visuo-spatial 
attentional resources allocation that is mainly independent by the long-term clinical 
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improvements found in previous studies (Bolognini et al., 2005; Passamonti, Bertini, et 
al., 2009). If changes in the electrophysiological signal reported by Dundon et al. (2015) 
represent long-term plastic neural changes induced by the training, it would be plausible 
to observe similar changes also at a follow up session given that the audio-visual training 
was found to produce long-lasting clinical effects (Bolognini et al., 2005; Passamonti, 
Bertini, et al., 2009). To address this issue I used the same paradigm used by Dundon et 
al., (2015) and electrophysiological measures were recorded at various time intervals 
from the audio-visual training.  
I will then report further evidence of the neural modulations induced by a systematic 
audio-visual training presenting results from a study investigating whether the audio-
visual training promote changes within the dorsal or ventral visual processing. Given the 
existing functional connections between SC and various cortical areas ascribed to the 
dorsal stream (Krauzlis, Lovejoy, & Zénon, 2013; Lyon, Nassi, & Callaway, 2010), it 
would be plausible to hypothesize that the training could also induce plastic changes 
within the dorsal stream. To test this hypothesis I recorded EEG measures while a group 
of healthy participants performed a visual task relying on a dorsal processing (i.e. motion 
discrimination task) and a visual task relying on ventral processing (i.e. orientation 
discrimination task) before and after a short version of the same audio-visual training 
used for hemianopic patients. Further, the specific role of audio-visual integration 
processes was tested by comparing results obtained from a group of participants receiving 
a spatially coincident audio-visual training with results from a different group of 
participants receiving a training with spatially disparate audio-visual cues.  
In chapter 3, I will present two studies investigating the characteristics of extrageniculate 
visual processing. Lesions to the primary visual pathway usually leave unaffected the 
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other visual routes. However, both the functionality and the characteristics of visual 
processing mediated by extrageniculate routes remains unclear. I will firstly present an 
EEG study investigating implicit visual processing on hemianopic patients that do not 
show residual visual capacities in their blind visual field. This allowed to cast out the 
possiblity that the recorded signal could be explained by a preserved geniculo-striate 
functioning (Fendrich et al., 2001). EEG data were recorded while patients were presented 
with lateralized moving or static stimuli intruding their blind visual field. Given that the 
processing of motion on V5 area is both dependent from geniculo-striate inputs and from 
extrageniculate inputs (Gross, 1991; Rodman et al., 1989, 1990) it would be plausible to 
hypothesize an implicit processing of motion stimuli while no preserved processing of 
static stimuli should be expected. 
I will then present a transcranial magnetic stimulation (TMS) study in a group of healthy 
participants, which aimed to investigate whether different stimulus features could 
differentially recruit geniculo-striate and extrageniculate inputs to V5 area. I tested 
whether the direct extrageniculate pathway to V5 area is mainly active when fast moving 
stimuli have to be processed while the indirect geniculo-striate route is recruited by slow 
moving stimuli. Indeed, fast moving stimuli could potentially represent dangerous stimuli 
and would consequently require a faster cortical processing. If it was the case, one would 
expect fast motion to be processed earlier with respect to slow motion. I tested this 
hypothesis applying V5-TMS at different stimulus onset asynchronies (SOAs) while a 
group of healthy participants performed a motion discrimination task. 
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CHAPTER 2 
Electrophysiological effects of a systematic audio-visual stimulation on hemianopic 
patients and healthy participants 
 
 
2.1 Experiment 1: Compensatory recovery after multisensory stimulation in 
hemianopic patients: behavioral and neurophysiological components 
 
Introduction 
 
As widely described in Chapter 1 (see Visual system and visual field defects), damage to 
the visual structures located behind the chiasma, including primary visual cortex (V1), 
surrounding extrastriate cortices and optic radiations, lead to a loss of visual perception 
in up to one half of the contralesional visual field. 
Interestingly, behavioral evidences on low level visual perceptual tasks (i.e. grayscales 
task, Mattingley et al., 1994), has shown that, in association with the perceptual deficit, 
hemianopic patients could also exhibit an attentional bias in the direction of the 
ipsilesional visual hemifield (J B Mattingley et al., 1994; Tant, Kuks, Kooijman, 
Cornelissen, & Brouwer, 2002). In this task, patients are presented with two vertically 
aligned horizontal bars filled with scales of gray going from white to black. The two bars 
are identical but mirror reversed and patients are asked to report which of the two is 
perceived as darker in an eyes-moving free context. Results reveal that hemianopic 
patients have similar performances to those of neglect patients showing a bias towards 
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selecting the bar with the darker side ipsilateral to their lesion (Tant et al., 2002). The 
authors interpreted the result as the evidence of an unbalanced hyperactivation of the 
intact hemisphere as a consequence of the continuous asymmetric visual input due to the 
loss of vision over half of the visual field. In this view, hemianopics’ visual performances, 
could be worsened by the presence of a concurrent attentional bias towards the 
ipsilesional visual field (Poggel, Kasten, Müller-Oehring, Bunzenthal, & Sabel, 2006), 
resulting in a poorer attitude to implement compensatory ocular strategies to explore the 
blind visual field. If it was the case, improving visual scanning behavior towards the blind 
field might co-occur with a reduction of the attentional bias towards the ipsilesional visual 
field.  
As described in Chapter 1 (see Rehabilitation of visual field defects: compensatory, 
restorative and multisensory based approaches), a recent rehabilitative approach 
(Bolognini et al., 2005; Làdavas, 2008; Passamonti, Bertini, et al., 2009) has revealed that 
a systematic audio-visual multisensory stimulation of the blind visual field can reinstate 
more efficient and organized orienting responses towards the blind field, leading to 
significant ameliorations also in daily life activities. A possibility is that the audio-visual 
training could have boosted compensatory saccadic eye-movements towards the blind 
field reducing, at the same time, the attentional bias towards the intact visual field (Tant 
et al., 2002).  
A recent study confirmed this hypothesis (Dundon et al., 2015) revealing that the 
exposure to the same audio-visual rehabilitative protocol used in previous studies 
(Bolognini et al., 2005; Làdavas, 2008; Passamonti, Bertini, et al., 2009) improves visual 
scanning behaviors towards the blind field, and concurrently reduces the attentional bias 
towards the ipsilesional visual field. During a simple visual detection paradigm with 
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electroencephalography, hemianopic patients showed a post-training attenuation of the 
P3 component in response to visual stimuli presented in their intact visual field. The 
amplitude of P3 component is known to be modulated by the amount of attention 
allocated to processing or manipulating the stimulus (Isreal, Chesney, Wickens, & 
Donchin, 1980; Johnson, 1986) and the post-training reduction in P3 amplitude could thus 
represent an attenuation of visual attention towards the intact field, which might co-occur 
with a shift of spatial attention towards the blind visual field. These results suggest a 
critical role of multisensory audio-visual training in reducing attentional processing of 
stimuli presented in the intact field. 
However, while the ameliorative effects of the training on clinical measures of visual 
detection, visual exploration and oculomotor behaviors have been shown to remain stable 
also after several months from the training (Bolognini et al., 2005; Passamonti, Bertini, 
et al., 2009), it remains to be investigated whether also the associated re-allocation of 
attentional resources could show the same pattern of results.  
Thus, aim of the present study was to assess whether pairing gaze-evoking auditory cues 
with undetectable visual cues in a perimetry device reinstates long-lasting basic visual 
and visuomotor competencies in hemianopic patients, and whether these ameliorations 
are accompanied by long-term modulation of visual spatial attention. Replicating the 
post-treatment results from behavioral (Bolognini et al., 2005; Passamonti, Bertini, et al., 
2009) and electrophysiological measures (Dundon et al., 2015) at a follow-up session 
would confirm that a complete course of multisensory stimulation in the blind visual field 
is able not only to reinstate long-term compensatory saccadic eye movements towards the 
blind field, but also to induce long-term modulation of visuospatial attention allocation 
indicating long-term plastic changes in the neural structures involved in the recovery. 
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Patients underwent a course of multisensory treatment for two weeks. Behavioral 
performance and electrophysiological measures were tested at four time points: baseline 
1 (before training), baseline 2 (2 weeks after baseline 1, and immediately before training 
to control for possible practice effects), post (immediately after training) and follow-up 
(8 months after training, on average). 
 
 
 
Materials and methods 
 
Participants 
Ten patients (2 females, mean age = 49.8 years, SD = 13.7) with chronic visual field 
deficits (mean time since lesion at the first evaluation = 6.4 months; Table 1) took part to 
the study. Patients’ selection was contingent on reported visual field defects, and the 
availability of a full visual perimetry (Figure 4) and CT/MRI scans of the lesion (Figure 
5). Right-lesioned patients were screened using the Behavioral Inattention Test for the 
assessment of neglect (Wilson, Cockburn, & Halligan, 1987) to ensure performance was 
in the normal range. All patients showed normal hearing and normal or corrected-to 
normal-visual acuity. Patients were informed about the procedure and the purpose of the 
study, and gave written informed consent. The study was designed and performed in 
accordance with the ethical principles of the Declaration of Helsinki, and was approved 
by the Ethics Committee of the Psychology Department at the University of Bologna. 
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ID Sex Age Education Onset Lesion Site Aetiology 
P1 M 57 13 7 Left Occipital Ischaemic 
P2 M 39 13 3 Left Occipital Ischaemic 
P3 M 44 13 3 Left Temporo-Occipital Ischaemic 
P4 M 33 13 11 Left Temporal Ischaemic 
P5 M 50 8 6 
Left Thalamus and Temporo-
Occipital 
Ischaemic 
P6 F 54 18 7 Left Temporo-Occipital Ischaemic 
P7 F 37 13 12 
Right Temporo-Parietal-
Occipital 
Ischaemic 
P8 M 69 8 3 Right Temporo-Occipital Ischaemic 
P9 M 41 11 9 Right Temporo-Occipital AVM 
P10 M 74 23 3 
Right Temporo-Parietal-
Occipital 
Hemorrhagic 
 
Table 1. Demographic and clinical data of patients: M=Male; F=Female; Age in years; Education in years; 
Onset of lesion prior to treatment in months; AVM = Arteriovenous malformation. 
 
 
Experimental design 
Patients completed both a clinical and an oculomotor assessment at three time points, i.e., 
before treatment (B), immediately after treatment (P) and in a follow-up session (F; mean 
time after training = 8 months, SD = 3.02 months). Notably, the clinical and oculomotor 
measures used in the present study have been demonstrated to be resistant to practice 
effects, as shown by patients’ stable performance in test-retest assessments (Bolognini et 
al., 2005; Dundon et al., 2015; Passamonti, Bertini, et al., 2009). As a consequence, to 
reduce the testing time and patient fatigue, patients were not tested with a second control 
baseline in the present study. 
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Instead, EEG measures were collected at four time points: baseline 1, i.e., before 
treatment (B1), control baseline 2, i.e., two weeks after B1 and immediately before 
treatment (B2), immediately after treatment (P) and in a follow-up session (F; mean time 
after training = 8 months, SD = 3.02 months). The second baseline (B2) was included to 
control for any possible effects of merely repeating the test (i.e., practice effects). 
 
 
 
 
Figure 4. (A) Computerized automated visual perimetry (Medmont M700 automated perimetry apparatus, 
Melbourne, Australia). Axial hash marks denote ten visual degree increments; color map reports decibel 
values; LE = left eye, RE = right eye. (B) Schematic view of the visual field maps, depicting the locations 
of visual stimulation.  
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Figure 5. Axial views of CT/MRI scans of the patients. L = left, R = right. 
 
 
Clinical measures 
Patients completed a neuropsychological examination (Bolognini et al., 2005; 
Passamonti, Bertini, et al., 2009) to measure visual detection, visual scanning, reading 
abilities and self-perceived disability in daily activities. 
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Visual detection - Unisensory visual test - In a light-attenuated room, patients 
detected the presence of a light stimulus (red LED; luminance: 90 cd/m2; diameter: 0.5 
cm) presented on the horizontal meridian of the training apparatus (height: 30 cm, length: 
200 cm; Figure 7A), by pressing a button. The visual stimulus could appear at one of eight 
eccentricities (56°, 40°, 24° and 8° bilaterally). Patients could move their eyes, while the 
head remained fixed. An experimenter monitored when eyes were centered and 
administered the light stimulus (100ms). Patients performed three blocks of 120 trials (12 
trials at each eccentricity and 24 catch trials, i.e., no light stimulus). The percentage of 
correctly detected targets (accuracy) at each eccentricity constituted the outcome metric. 
Visual search – E-F test (modified from Zihl, 2000; Bolognini et al., 2005) – A 
personal computer running C.I.R.O. software (http://www.cnc.unibo.psice.unibo/ciro) 
was used to control stimulus presentation and record responses. One target stimulus 
(green capital F; 2° × 2°; RGB values: 0, 163, 0) and 20 distractors (green capital E; 2° × 
2°; RGB values: 0, 163, 0) were displayed on a projector screen (NEC V260X projector) 
randomly within a 52° × 45° array on a black background (RGB values: 0, 0, 0). Patients 
(at a distance of 120 cm from the projector screen) responded as quickly as possible if the 
target was present or not, with one of two buttons on the mouse. Patients performed one 
block of 20 trials - 16 target-present trials and 4 target-absent trials (i.e., catch trials). 
Response time and accuracy were recorded, and inverse efficiency scores (IES = response 
time divided by the percentage of accurate detections) were computed. 
Visual search – Triangles test (modified from Zihl, 2000; Bolognini et al., 2005) 
– Using the same procedure as above, patients were asked to count targets (yellow 
triangles; 2° × 2°; RGB values: 253, 253, 110), amongst distractors (yellow squares; 2° × 
2°; RGB values: 253, 253, 110) displayed against a black background (RGB values: 0, 0, 
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0). Patients pressed a button when they were able to indicate the number of targets in the 
array, which marked the response time. They then verbally declared their response, which 
was noted by the experimenter on a response sheet. Inverse efficiency scores (IES = 
response time divided by the percentage of accurate detections) were computed. 
Reading text task (Bolognini et al., 2005) – The text, in Italian, was a short story 
(330 syllables). Four different stories were counterbalanced between subjects and testing 
sessions. The texts chosen were equivalent with respect to graphical and lexical 
characteristics (font: Arial 40; 6–8 lines for each paragraph; 5–6 words per line; distance 
between lines: 1.5 cm) and were presented on a computer monitor (visual scene: 30° × 
24°). Subjects were asked to read aloud, and reading time was measured (syllables/sec). 
Self-report - Activities of Daily Living Inventory (ADL; modified from (Bolognini 
et al., 2005; Kerkhoff et al., 1992). Patients were asked to complete a ten-item, five-point 
Likert scale questionnaire exploring the dimensions of visual impairment in daily life. 
Raw mean scores constituted the outcome metric. 
 
 
Oculomotor measures 
Eye movements were assessed while patients performed the Visual search – Number test 
(modified from Bolognini et al., 2005). Eight stimulus arrays were presented, depicting 
the numbers 1 to 15 (2° × 2°; printed in red, RGB values: 251, 0, 55) on a black 
background (RGB values: 0, 0, 0), in random positions. Patients identified each number 
in ascending order while eye movements were recorded.  
Eye movements were recorded using a Pan/Tilt optic eye-tracker (Eye-Track ASL-6000) 
which registers real-time gaze at 60 Hz. The recording was performed in a dimly lit room. 
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The patient’s dominant eye was illuminated with invisible infrared light, and the 
reflections were recorded by a video camera positioned 60 cm from the eye. During the 
task, the position of patient’s eye in the visual scene was monitored online by the 
experimenter. Before collecting data from each patient, the equipment was calibrated 
using a nine-point grid. During calibration procedure, patients were asked to fixate 
successively on each of a series of small dots arranged on three lines. Fixation time at 
each dot position was at least three seconds. 
Data from eye movement recordings were quantitatively analyzed with respect to the 
number of fixations and saccadic speed (saccadic amplitude/saccadic duration). In 
addition, mean exploration time was taken as a behavioral measure of visual exploration. 
 
 
EEG measures 
EEG data were recorded at B1, B2, P and F while patients performed a simple visual 
detection task. During the task, patients were placed 57 cm away from a 17” PC monitor 
(refresh rate: 60Hz). Stimuli were presented on a PC running Presentation software 
(Version 0.60, www.neurobs.com). A target stimulus (white, RGB values: 255, 255, 255; 
1° diameter circle) appeared against a black background (RGB values: 0, 0, 0) at one of 
six locations: 15° right or left of the central fixation cross, and on the midline (i.e., 
horizontally aligned with the central fixation cross), or in the upper or lower quadrant 
(i.e., 13° above or below the midline). Each trial consisted of a central fixation cross (1000 
ms), followed by a gap (800 to 1200 ms), a target (100 ms) and a response window (1000 
ms, Figure 6). To control for false positives, 14.3% of trials were catch trials, i.e., a 
fixation cross followed by a gap, but no stimulus. Patients were instructed to maintain 
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central eye-fixation throughout the entire trial, and to detect the presence of the stimulus, 
pressing a response button as quickly as possible.  
 
Figure 6. Trial structure of the EEG behavioral task. Fixation cross (1000 ms) was followed by a gap 
ranging from 800 to 1200 ms. A stimulus was then presented for 100 ms at one of six possible locations 
(upper, median or lower, 15 degrees to the right or left visual field) followed by a response window of 1000 
ms in which participants were asked to press space-bar when they detected the visual stimulus. 
 
Patients performed 27 blocks of 30 trials (an average of 115 trials at each visual location, 
and 115 catch trials). EEG data were recorded with Ag/AgCl electrodes (Fast’n Easy-
Electrodes, Easycap, Herrsching, Germany) from 27 electrode sites (Fp1, F3, F7, FC1, 
FC5, C3, T7, CP1, CP5, P3, P7, O1, Fz, Cz, Pz, Fp2, F4, F8, FC2, FC6, C4, T8, CP2, 
CP6, P4, P8, O2) and the right mastoid. The left mastoid was used as reference, while the 
ground electrode was positioned on the right cheek. Vertical and horizontal 
electrooculogram (EOG) components were recorded from above and below the left eye, 
and from the outer canthus of both eyes. Data were recorded with a band-pass filter of 
0.01–100 Hz and amplified by a BrainAmp DC amplifier (Brain Products, Gilching, 
Germany). The amplified signals were digitized at a sampling rate of 500 Hz, offline 
filtered with a 40 Hz low-pass filter, and then analyzed using custom routines in Matlab 
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7.12.0.635 (R2011a; The Mathworks, Natic, MA, USA) and EEGLAB v10.2.5.8b 
(Delorme & Makeig, 2004). Data from all electrodes were re-referenced offline to the 
average of both mastoids. Stimulus triggers were located within the continuous EEG 
waveform and used to anchor the epochs (-200 ms to 900 ms; baseline window -100 ms 
to 0 ms pre-stimulus). Epochs containing artifacts were excluded using methods from the 
EEGLAB toolbox (Delorme, Sejnowski, & Makeig, 2007). Epochs with large EEG peaks 
(greater than an individually adjusted threshold, mean 242 µV) and with improbable data 
(joint probability of a trial > 5* SD) were also excluded (mean: 41.9 epochs per 
participant per session). Remaining vertical EOG artifacts were corrected using a 
regression approach (Gratton, Coles, & Donchin, 1983). Finally, epochs were discarded 
if horizontal saccadic movements (> 30 µV on horizontal EOG channels) were registered 
0 ms to 200 ms post-stimulus onset, to control for eye-movements explaining stimulus 
detection (mean: 55.8 epochs per participant per session). In total, 12% of epochs were 
excluded. Remaining epochs were averaged. The P3 component was quantified as the 
mean amplitude in a time window between 370 and 410 ms post stimulus presentation. 
Epochs were averaged for the entire group: electrodes were swapped cross-
hemispherically for patients with lesions to the left hemisphere. Thus, the data were 
analyzed as if all participants were right-lesioned. Scalp topography at B1 in the chosen 
time window showed a maximal positive inflection over electrodes CP1, P3 and Pz 
(Figure 9A). Data from these electrodes were therefore used for statistical analysis. 
Given that early sensory components such as the visual N1 can be modulated by visual 
spatial attention (for a review: Hillyard et al., 1998), we also analyzed this component. 
The N1 was quantified as the mean amplitude in a time window between 170 and 210 
ms. Scalp topography at B1 in the chosen time window showed a maximum negative 
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inflection (Figure 9B) over electrodes C3, CP5 and P7; data from these electrodes were 
used for the statistical analysis. 
 
 
Training 
During a full course of training (10 days; 4 hours of training per day), patients were 
presented with three different kinds of sensory stimulation (Figure 7A): (i) unisensory 
visual (UV; 100 ms red LED light; luminance: 90 cd/m2; diameter: 0.5 cm), (ii) 
unisensory auditory (UA; 100 ms, 80 dB white noise) and (iii) multisensory audio-visual 
(MAV; UV and UA simultaneously at the same location). Patients fixated centrally and 
performed visual explorations, while the head remained stationary. Patients explored for 
stimuli and responded with a button-press when any visual stimulus (UV or MAV) was 
observed. Stimuli were disproportionately allocated to the hemianopic side, to encourage 
exploration of this field. (For further details on the training protocol, please see: Bolognini 
et al., 2005; Dundon et al., 2015; Passamonti et al., 2009; for the apparatus, see also the 
“Visual detection - Unisensory visual test” paragraph). Patients performed approximately 
30 blocks per day, of 48 trials each (12 UV; 12 UA and 24 MAV). 
 
 
 
Results 
 
Repeated measures ANOVAs were conducted to test training effects on clinical, 
oculomotor and electrophysiological measures. To compensate for violations of 
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sphericity, Greenhouse-Geisser corrections (Greenhouse & Geisser, 1959) were applied 
whenever appropriate; corrected p-values (but uncorrected degrees of freedom) are 
reported. Partial eta-squared (ƞp2) effect sizes are also reported. Post-hoc comparisons 
were conducted using the Newman-Keuls test. 
 
 
Clinical measures 
Visual detection - Unisensory visual test: A 2×3×4 ANOVA, with visual field 
(hemianopic, intact), session (B, P, F) and location (56°, 40°, 24°, 8°) as within-subjects 
factors, was performed on raw accuracy scores. The main effects of visual field (F(1,9) = 
51.85, p = 0.00005, ƞp2 = 0.852), session (F(2, 18) = 30.31; p = 0.000003, ƞp2 = 0.771) 
and location (F(3,27) = 127.83, p = 0.0000000004, ƞp2 = 0.934) were significant. Notably, 
the three-way interaction between visual field, session and location was also significant 
(F(6,54) = 3.21; p = 0.048, ƞp2 = 0.262). Thus, two separate ANOVAs were run, for the 
hemianopic and intact visual fields, respectively, with the factors session (B, P, F) and 
location (56°, 40°, 24°, 8°). The ANOVA on the hemianopic field revealed a significant 
effect of session (F(2,18) = 36.52; p = 0.000001, ƞp2 = 0.804): accuracy scores 
significantly increased from B (37.6%) to P (66.4%; p = 0.0002) and from B to F (68.3%; 
p = 0.0001). No significant difference was instead observed between P and F (p = 0.637). 
Also, the main effect of location was significant (F(3,27) = 49.61; p = 0.000002, ƞp2 = 
0.846): accuracy was significantly lower at 56° (27.2%), compared to 40° (57.6%; p = 
0.0001), 24° (70.2%; p = 0.0001) and 8° (74.8%; p = 0.0002), and also lower at 40° 
compared to 24° (p = 0.007) and 8° (p = 0.001). The session x location interaction was 
not significant (F(6,54) = 1.82; p = 0.156, ƞp2 = 0.163). The ANOVA on the intact field 
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revealed a significant interaction between session and location (F(6,54) = 6.65; p = 0.004, 
ƞp2 = 0.426). Post-hoc comparisons revealed that at 56°, compared to B (86.2%), accuracy 
was significantly reduced at P (58.8%, p = 0.0001) and at F (63.8%; p = 0.0002), while 
no significant difference was found between P and F (p = 0.32). At the remaining three 
stimulus locations, accuracy was unchanged across all three testing sessions (all p-values 
> 0.352, Figure 7B). An ANOVA with the factor session (B, P, F) comparing the 
percentages of false alarms revealed no significant differences between sessions (F(2,18) 
= 1.38; p = 0.272, ƞp2 = 0.166; B: 0%; P: 2%; F: 1%). 
Visual search – E-F test: An ANOVA with the factor session (B, P, F), looking at 
the effect of treatment on IES, revealed a significant main effect of session (F(2,18) = 
4.47, p = 0.042, ƞp2 = 0.332): Compared to B (3242 ms), IES at P (2902 ms) and at F 
(2875 ms) were significantly lower (p = 0.023  and p = 0.039, respectively; Figure 7C), 
reflecting a post-treatment improvement in scanning efficiency, with no difference 
between P and F (p = 0.844). The same ANOVA computed on the percentage of false 
alarms revealed no significant effect of session (F(2,18) = 0.995, p = 0.344, ƞp2 = 0.117; 
B: 0%; P: 5%; F: 0%). 
Visual search – Triangles test: An ANOVA with the factor session (B, P, F), 
looking at the effect of treatment on IES, revealed a significant main effect of session 
(F(2,18) = 7.29, p = 0.022, ƞp2 = 0.447). Compared to B (11390 ms), IES at P (8274 ms) 
and at F (7894 ms) were significantly lower (p = 0.006 and p = 0.007, respectively; Figure 
7D), reflecting more efficient visual scanning at post-treatment and follow-up sessions. 
No difference was observed between P and F (p = 0.709). The same ANOVA computed 
on the percentage of false alarms revealed no significant effect of session (F(2,18) = 0.00, 
p = 1.00, ƞp2 = 0.000; B: 0%; P: 0%; F: 0%). 
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Figure 7. (A) Schematic bird’s eye representation of the apparatus used for the Visual detection - 
Unisensory visual test and the audio-visual training. Patients were placed at the center of a concave ellipse 
(200 cm in width and 30 cm in height) in which 8 LED lights and 8 piezoelectric loudspeakers were 
positioned at increasing eccentricities (8°, 24°, 40° and 56° to the left and to the right) with respect to the 
center. During the Visual detection - Unisensory visual test, only LED stimuli were used. (B) Results of 
the Visual detection - Unisensory visual test. Detection rates (% correct stimulus detections) are depicted 
as a function of stimulus eccentricity (8, 24, 40 and 56 degrees) and visual field (blind field, intact field), 
at B (black bars), P (dark grey bars) and F (light grey bars) sessions. (C) Visual search. Inverse efficiency 
scores (reaction time/accuracy) for the E-F test as a function of testing session (B, P, F). (D) Visual search. 
Inverse efficiency scores (reaction time/accuracy) for the Triangles test as a function of testing session (B, 
P, F). (E) Mean ratings from the Activity of Daily Living inventory as a function of testing session (B, P, 
F). (F) Reading text task. Reading speed (syllables/second) as a function of testing session (B, P, F). Error 
bars report standard error of the mean. Asterisks indicate significant comparisons (p < 0.05). 
 
 
ADL – An ANOVA with the factor session (B, P, F), looking at the effect of 
treatment on ADL scores, revealed a significant main effect of session (F(2,18) = 13.21, 
p = 0.003, ƞp2 = 0.595). ADL scores were significantly lower at P (5.3) and at F (3.3), 
compared to B (9.8; p = 0.003 and p = 0.0004, respectively), showing a significant 
improvement in the quality of patients’ daily living, both immediately after treatment and 
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at the follow-up session. In contrast, ADL scores were not significantly different between 
P and F (p = 0.14; Figure 7E). 
Reading text task – An ANOVA with the factor session (B, P, F) looked at the 
effect of treatment on reading speed. There was a significant main effect of session 
(F(2,18) = 4.68, p = 0.047, ƞp2 = 0.341), showing significantly improved reading speed at 
P (5.19 syll/sec) and at F (5.03 syll/sec), compared to B (4.61 syll/sec; p = 0.02 and  p = 
0.04, respectively; Figure 7F), while no difference was found between P and F (p = 0.44). 
 
 
Oculomotor measures 
ANOVAs with the factor session (B, P, F) were conducted separately for each oculomotor 
parameter measured (see the above section Oculomotor measures). The ANOVA on the 
number of fixations revealed a significant main effect of session (F(2,18) = 5.23, p = 
0.038, ƞp2 = 0.367). The number of fixations was significantly reduced at P (73.6) and at 
F (70.2) compared to B (80.9, p = 0.044 and p = 0.014, respectively). No significant 
difference was found between P and F (p = 0.329, Figure 8A). Also, the ANOVA on 
mean saccadic speed revealed a significant main effect of session (F(2,18) = 6.22, p = 
0.013, ƞp2 = 0.408). Saccades were significantly faster at P (64.81°/s) and at F (64.00°/s) 
compared to B (50.45°/s, p = 0.015 and p = 0.008 respectively; Figure 8B). No significant 
difference was found between P and F (p = 0.862).  
In addition, the ANOVA conducted on mean exploration times revealed a significant 
main effect of session (F(2,18) = 9.19, p = 0.007, ƞp2 = 0.50). Mean exploration time was 
significantly lower at P (23.5 s) and at F (23.2 s) compared to B (27.2 s; p = 0.002 and p 
= 0.003, respectively), while no difference was observed between P and F (p = 0.766). 
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This indicates a significant post-treatment improvement in visual exploration that was 
maintained at the follow-up session (Figure 8C). 
 
 
Figure 8. Oculomotor measures recorded during the Number visual search test.  Mean number of fixations 
(A), mean saccade speed (B) and mean exploration time (C) are reported as a function of testing session 
(B, P, F). Error bars report standard error of the mean. Asterisks indicate significant comparisons (p < 0.05). 
 
 
EEG measures 
Behavioral Data – Given the requirement of eye-fixation, patients, as expected, 
detected a low number of stimuli in the hemianopic field (6% at B1, 6% at B2, 7% at P 
and 7% at F). Analyses on accuracy, response times and detection sensitivity were 
therefore performed only for stimuli presented in the intact visual field, using 4 x 3 
ANOVAs with session (B1, B2, P, F) and location (upper, middle, lower) as factors. 
Neither accuracy (F(3,27) = 1.24, p = 0.304, ƞp2 = 0.121; B1 = 98%, B2 = 97%, P = 98%, 
F = 98%), response time (F(3,27) = 1.02, p = 0.375, ƞp2 = 0.102; B1 = 418.5 ms, B2 = 
422.9 ms, P = 408.7 ms, F = 406.3 ms) nor detection sensitivity (F(3,27) = 0.94, p = 
0.417, ƞp2 = 0.094; B1 = 4.75, B2 = 4.78, P = 4.75, F = 4.55) changed across sessions, 
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nor were there any significant interactions involving session and location (all p-values > 
0.105). 
EEG Data – No worthwhile ERPs were elicited by stimuli in the hemianopic field 
(Figure 9C). Therefore, only ERPs elicited by stimuli presented in the intact field were 
analyzed. A 4×3×3 ANOVA with the factors session (B1, B2, P, F), electrode (Pz, P3, 
CP1) and location (upper, middle, lower) compared the effect of treatment on the P3 
component elicited by stimuli presented in the intact visual field. The main effect of 
session was significant (F(3,27) = 7.61, p = 0.0008, ƞp2 = 0.458). The mean P3 amplitude 
at session P (7.19 µV) was significantly lower than at B1 (9.25 µV; p = 0.002) and at B2 
(9.05 µV; p = 0.002). The mean P3 amplitude at session F (7.99 µV) was also significantly 
lower than the mean P3 amplitudes at B1 (p = 0.04) and B2 (p = 0.04). There was no 
significant difference in P3 amplitude between B1 and B2 (p = 0.689), or between P and 
F (p = 0.117, Figure 9A). 
To control for other possible effects of the training on early sensory components that are 
known to be modulated by visuo-spatial attention (i.e., the N1 component; for a review: 
Hillyard et al., 1998), a 4×3×3 ANOVA with the factors session (B1, B2, P, F), electrode 
(C3, CP5, P7) and location (upper, middle, lower) was conducted on the N1 component 
elicited by stimuli presented in the intact visual field. The results revealed no main effect 
of session (F(3,27) = 1.23, p = 0.317, ƞp2 = 0.120), suggesting that the mean N1 amplitude 
remained constant over the four testing sessions (B1 = -2.88 µV; B2 = -2.18 µV; P = -
1.99 µV; F = -2.19 µV). 
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Figure 9. (A) Left panel depicts grand average ERPs averaged across electrodes Pz, P3 and CP1, elicited 
by stimuli presented in the intact visual field, as a function of session (B1, B2, P, F). Right panel depicts 
mean P3 amplitudes (with corresponding topographies) measured in a time window between 370 and 410 
ms as a function of testing session (B1, B2. P, F). Asterisks connected with lines indicate significant 
comparisons (p < 0.05). (B) Left panel depicts grand average ERPs averaged across electrodes C3, CP5 
and P7, elicited by stimuli presented in the intact visual field, as a function of session (B1, B2, P, F). Right 
panel depicts mean N1 amplitudes (with corresponding topographies) measured in a time window between 
170 and 210 ms as a function of testing session (B1, B2. P, F). (C) Grand average ERPs elicited by stimuli 
presented to the blind visual field averaged across electrodes Pz, P3 and CP1 (left panel) and across 
electrodes C3, CP5 and P7 (right panel), as a function of testing session (B1, B2, P, F). 
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Discussion 
 
In everyday life, hemianopic patients continuously experience asymmetric visual inputs, 
which could lead to an imbalance of attentional resource allocation towards the intact 
visual field (Tant et al., 2002). Multisensory audio-visual stimulation can reduce this 
attentional imbalance and improve clinical signs of hemianopia. Indeed, the present 
results confirm previous findings (Bolognini et al., 2005; Dundon et al., 2015; 
Passamonti, Bertini, et al., 2009) and provide new evidence for the long-term efficacy of 
the audio-visual training in both ameliorating visual performance and reducing the 
attentional bias towards the ipsilesional visual field. At the behavioral level, an 
improvement in visual search abilities, an increase in visual detection in the hemianopic 
field and improvements in self-perceived disability in daily life activities were observed 
at both the P and F sessions. Furthermore, oculomotor parameters during visual search 
revealed a reduction in the number of fixations, an increase in mean saccadic speed and 
a reduction in the mean exploration time at P and F sessions, suggesting the 
implementation of more organized visual exploration strategies. At the 
electrophysiological level, a reduction in the posterior-parietal P3 component elicited by 
simple visual detection in the periphery of the intact visual field was found both at the P 
session and at the F session. In addition, no differences were found between B1 and B2 
sessions, or between P and F sessions, dismissing any possible explanation of the results 
as practice effects, and confirming the long-term duration of the modifications induced 
by the training.  
A likely neural substrate driving the observed improvements in clinical and oculomotor 
parameters is the spared retino-collicolo-dorsal extrastriate pathway, which is known to 
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play a critical role in integrating audio-visual stimuli (Bertini, Leo, Avenanti, & Làdavas, 
2010; Bertini, Leo, & Làdavas, 2008; G A Calvert, 2001; Leo, Bolognini, et al., 2008; 
Maravita, Bolognini, Bricolo, Marzi, & Savazzi, 2008; Meienbrock, Naumer, 
Doehrmann, Singer, & Muckli, 2007; Nardo, Santangelo, & Macaluso, 2014; B E Stein 
& Meredith, 1993). In addition, the SC is relevant to the execution and initiation of 
saccades and target selection (Krauzlis, Liston, & Carello, 2004), and contributes to 
oculomotor planning (Arikuni, Sakai, Hamada, & Kubota, 1980; Barbas & Mesulam, 
1981). These observations are in line with electrophysiological findings showing that 
hemianopic cats, after similar audio-visual training, can recover visual orienting and 
visual responsiveness in the SC neurons. In addition, repeated exposure to audio-visual 
pairs has been shown to increase multisensory responses in the SC (L. Yu, Rowland, Xu, 
& Stein, 2012; Liping Yu, Stein, & Rowland, 2009; Liping Yu, Xu, Rowland, & Stein, 
2014). Interestingly, systematic multisensory stimulation can also uncover the 
responsiveness of the SC neurons to stimuli in a single sensory modality (L. Yu et al., 
2012; Liping Yu et al., 2009), showing that audio-visual stimulation can be effective at 
inducing plastic changes in the responses of SC neurons.  
In addition, the neural network involving the SC, extrastriate and dorsal-parietal cortices 
is known to have a crucial role not only in orienting movements of the eyes and the head 
towards visual stimuli, but also in controlling visual spatial attention (Krauzlis et al., 
2013). This seems in line with the present finding of a reduction in the amplitude of the 
P3 component in response to stimuli presented in the intact field, which seems to reflect 
a reallocation of spatial attentional resources after audio-visual training. Indeed, although 
no consensus has been reached on the exact processes underlying the P3 (Kok, 2001), this 
component has been interpreted as an index of attentional resource allocation (Isreal et 
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al., 1980; Wickens, Kramer, Vanasse, & Donchin, 1983), specifically within a late stage 
of cortical visual processing involving endogenous attention (Hopfinger & West, 2006). 
Moreover, attentional orienting has been consistently shown to influence P3 amplitude 
(see Polich, 2007 for review). The reduced P3 amplitude in the present study was 
associated with a post-treatment reduction in detection accuracy at the most peripheral 
eccentricity (56°) of the intact hemifield in the unisensory visual test. This corroborates 
the hypothesis of a reduction in attentional resource allocation toward the intact field after 
training. Indeed, the implementation of a more efficient oculomotor strategy after training 
might have increased compensatory saccadic planning towards the hemianopic field, 
inducing a consequent shift of attention from the intact to the blind field. This seems in 
line with evidence suggesting that preparation of saccades evokes visual attentional shifts 
towards the targeted location of the saccades (for a review: Zhao et al., 2012).  
The observation that improvements at the clinical, oculomotor levels as well as 
electrophysiological changes found after training, were stable at the follow-up session is 
extremely relevant to the neural plasticity of the visual system. Indeed, these findings 
reveal that systematic audio-visual stimulation with hemianopic patients can induce a 
long-term implementation of efficient compensatory oculomotor strategies and a long-
lasting reallocation of attentional resources, therefore suggesting a stable plastic change 
of the neural circuit (i.e., the retino-colliculo-dorsal pathway) subserving these effects. 
This seems in line with recent electrophysiological findings showing that when the 
neurons of the SC, deprived of any early sensory experience, are repeatedly exposed to 
spatially coincident audio-visual stimuli, they acquire stable multisensory integrative 
responses, which are maintained without further multisensory experience for more than 
one year (J. Xu, Yu, Rowland, Stanford, & Stein, 2012).  
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Overall, these results show that systematic audio-visual multisensory stimulation can 
promote long-term plastic changes in hemianopic patients, with stable and long-lasting 
beneficial effects resulting in ameliorations in their quality of life. 
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2.2 Experiment 2: Audio-visual multisensory training enhances visual processing of 
motion stimuli in healthy participants: an electrophysiological study 
In previous experiment, I showed that the exposure to an intensive audio-visual 
multisensory training can significantly improve hemianopic patients’ performances on 
various domains. I firstly replicated results from previous studies (Bolognini et al., 2005; 
Dundon et al., 2015; Passamonti, Bertini, et al., 2009) showing that, when free to explore 
their entire visual field, patients show post-training increased performances on visual 
search and visual detection tasks, together with a pattern of more organized oculomotor 
behavior. Interestingly, electrophysiological data confirmed, at a follow up session of ~8 
months, a reduction of P3 component during the detection of briefly presented visual 
stimuli in the intact field, suggesting a multisensory mediated long-lasting reduction of 
attentional resources allocation towards the intact visual field possibly reflecting the 
counterpart of a greater resources allocation in the direction of the blind visual field. 
This result suggests that the audio-visual multisensory training could have boosted the 
activity of those cortical and subcortical structures mediating audio-visual integration and 
visuo-spatial attentional processes. A likely candidate subserving both mechanisms is the 
network of connections between SC and cortical areas ascribed to the dorsal stream like 
dorsal posterior parietal and dorsal extrastriate cortices (Behrmann, Geng, & Shomstein, 
2004; Krauzlis et al., 2013; Lyon et al., 2010; Nardo et al., 2014). If this is the case, we 
should expect an influence on visual processing within the dorsal stream, while leaving 
unaffected the visual processing within the ventral stream. Thus, I will present 
electrophysiological data from a study investigating this point through a comparison of 
the effects of the audio-visual training on a task relying on the activity of dorsal cortices 
and a control task relying on striate and ventral extrastriate cortices. 
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Introduction 
 
Previous studies documented that a repetitive audio-visual stimulation could enhance the 
unisensory visual responses of SC neurons (L. Yu et al., 2012). Following cross-modal 
exposure trials, SC neurons showed an increased sensitivity to both cross-modal 
configurations and to the single unisensory components. The present study aimed to test 
whether similar mechanisms could also be observed in the cortex. In particular, I tested 
whether the exposure to a repetitive audio-visual stimulation might specifically enhance 
activity within the dorsal stream, as a consequence of a massive stimulation of its 
connections to the SC. Indeed, the SC is known to be robustly connected to higher order 
cortical areas within the dorsal stream, while projections relayed to the ventral stream are 
less documented (Krauzlis et al., 2013; Lyon et al., 2010). A systematic audio-visual 
stimulation could thus potentially enhance not only SC responses (L. Yu et al., 2012; 
Liping Yu et al., 2009, 2014), but also neural responses within those cortical areas 
receiving most collicular projections (Lyon et al., 2010). 
To test this hypothesis, a group of healthy participants were tested before and after audio-
visual training with two tasks: a Motion discrimination task, relying on activation of the 
dorsal-MT pathway (Kolster et al., 2010; Tootell et al., 1995; Watson et al., 1993; Zeki 
et al., 1991), and an Orientation discrimination task, relying on activation of the striate 
and early ventral extrastriate cortices (Boynton & Finney, 2003; Fang et al., 2005; 
Kamitani & Tong, 2005; Murray et al., 2006; Yacoub et al., 2008; Swisher et al., 2010).  
The Motion discrimination task, in which participants were asked to discriminate the 
motion direction of random-dot kinematograms, was selected based on the idea that 
motion processing involves both the dorsal extrastriate area MT and the SC (Kolster et 
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al., 2010), therefore suggesting a shared neural pathway with audio-visual multisensory 
integration. In contrast, the Orientation discrimination task, in which participants were 
asked to report the tilt of Gabor patches, entails the activation of striate and early ventral 
extrastriate cortices (Fang et al., 2005), and does not involve the neural structures 
mediating audio-visual integration. During each task, EEG was recorded to measure 
electrophysiological correlates of motion and orientation discrimination. 
In addition, to test the role of multisensory integrative processes in activating the 
colliculo-dorsal extrastriate pathway, one group of participants received training with 
concurrent audio-visual stimuli presented in the same spatial position, i.e., following the 
multisensory integrative principles of spatial and temporal coincidence (B E Stein & 
Meredith, 1993), while a control group received training with audio-visual stimuli 
presented at a spatial disparity of 32°, preventing optimal integration of the two sensory 
modalities. If audio-visual integration relies on activity in the colliculo-dorsal extrastriate 
pathway, then systematic stimulation with spatially coincident audio-visual stimuli 
should enhance activation of that pathway, resulting in a post-training increase in motion 
discrimination, which typically requires the activation of dorsal extrastriate cortices. 
Specifically, an increase in the amplitude of early visual evoked potentials, reflecting the 
visual discrimination process (i.e., the N1 component), might be expected. No effect of 
the audio-visual stimulation should be conversely expected in the orientation 
discrimination task which do not require a specific activation of dorsal cortices. No effect 
should also be expected after training with audio-visual pairs presented in spatial 
disparity. 
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Materials and methods 
 
Participants 
Thirty-two healthy volunteers took part in the study (20 females; mean age: 23.5 years; 
range: 19-33 years). All subjects were right-handed, had normal or corrected-to-normal 
vision and had no history of neurological or psychiatric disorders. Participants were 
informed about the procedure and the purpose of the study, and gave written informed 
consent. The study was designed and performed in accordance with the ethical principles 
of the Declaration of Helsinki, and was approved by the Ethics Committee of the 
Psychology Department at the University of Bologna. 
 
 
Experimental design 
Each participant underwent two visual tasks, the Motion discrimination task and the 
Orientation discrimination task (see Motion discrimination task and Orientation 
discrimination task sections below). EEG was recorded during both tasks. Each task was 
performed before (Pre-training session) and after (Post-training session) audio-visual 
training (Figure 10). Experimental blocks of the Motion discrimination and Orientation 
discrimination tasks were interleaved, and the order of block presentation was 
counterbalanced between participants. Two experimental sessions were performed on two 
separate days. On the first day, participants performed the Motion and Orientation 
discrimination titration procedures (see Motion discrimination titration procedure and 
Orientation discrimination titration procedure sections below). Then, on the same day, 
they completed the Pre-training session, in which EEG was recorded during the Motion 
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discrimination and Orientation discrimination tasks. On the second day of testing (two or 
three days after the Pre-training session), participants completed the Audio-Visual 
training (see Audio-Visual training section below) and the Post-training session, in which 
EEG was again recorded during the Motion discrimination and Orientation discrimination 
tasks. 
For the audio-visual training, participants were randomly assigned to two different 
groups, each of which received a different type of training: the AV-SC group received 
multisensory training in which audio-visual stimuli were presented in spatial coincidence, 
i.e., according to the principles of optimal multisensory integration (B E Stein & 
Meredith, 1993), while the AV-SD group, received a control training procedure in which 
audio-visual stimuli were presented in spatial disparity (see  Audio-Visual training section 
below).  
 
 
Figure 10. Schematic representation of the experimental design. 
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Motion discrimination titration procedure 
The titration procedure was performed to select the stimulus difficulty level (i.e., the 
coherence level) at which participants performed with a discrimination accuracy around 
60-65%, in order to avoid possible floor and ceiling effects during the subsequent Motion 
discrimination task. 
Participants were seated in a dimly lit and sound controlled room in front of a 19” monitor 
(60 Hz refresh rate) at a distance of 57 cm. Stimuli consisted of modified random dot 
kinematograms (Gummel, Ygge, Benassi, & Bolzani, 2012), i.e., small white dots moving 
within a circular frame (5° diameter), displayed on a black background (velocity 2.2 °/s; 
lifetime: 8 frames; number: 150; density: 14.5 dots/deg2). Stimuli were randomly 
presented 15° to the right or to the left of the centre of the screen. In each trial, dots moved 
in one of the four cardinal directions, and participants were asked to discriminate the 
direction of motion (vertical or horizontal) by pressing one of two vertically aligned 
response buttons on the keyboard. Response buttons were counterbalanced between 
subjects. During the task, participants kept their gaze at the centre of the screen, and were 
instructed to respond as quickly as possible using the index and middle fingers of their 
right hand.  
Each trial (Figure 11A) started with a blank screen with a central fixation cross (1000 
ms), and then a blank screen of random duration ranging from 150 ms to 300 ms. This 
was followed by presentation of the motion stimulus (530 ms), and then another blank 
screen, during which participants’ responses were recorded (maximum duration 2000 
ms).  
The titration procedure consisted of 13 experimental blocks, each one composed of 80 
trials. In 40 trials, the stimulus was presented in the right visual field, and in the remaining 
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40 trials the stimulus was presented in the left visual field. In each block, motion stimuli 
were presented at a different level of coherence in order to test participants’ motion 
perception performance. The 13 blocks corresponded to 13 consecutive levels of 
coherence. Starting from 100% coherence in the first block, the number of coherently 
moving dots was decreased at a rate of 20.6% in each subsequent block by substituting a 
percentage of the coherent dots with noise dots moving in a Brownian manner. Starting 
from the first block, in which all the dots moved coherently in a specific direction (100% 
coherence), the number of coherently moving dots decreased until reaching 6.3% 
coherence in block 13. The titration procedure was administered twice before the Pre-
training session, in order to minimise learning effects. Performance during the second 
titration procedure was used to select the coherence level to be used in the Motion 
discrimination task.  
 
 
Orientation discrimination titration procedure 
The titration procedure was performed to select the stimulus difficulty level (i.e., the tilt 
orientation) at which participants performed with a discrimination accuracy around 60-
65%, in order to avoid possible floor and ceiling effects during the subsequent Orientation 
discrimination task. 
The setup was similar to the one used in the Motion discrimination titration procedure. 
Stimuli consisted of circular, equiluminant Gabor patches (7°), displayed on a grey 
background. The Gabor patches were composed of a 2D sinusoidal luminance grating 
with a spatial frequency of 3.5 cycles per degree. They were randomly presented 15° to 
the right or to the left of the centre of the screen. Participants were asked to discriminate 
67 
 
the tilt orientation from the vertical axis of the Gabor patch (clockwise or anti-clockwise) 
by pressing one of two vertically aligned response buttons on the keyboard. Response 
buttons were counterbalanced between subjects. During the task, participants kept their 
gaze at the centre of the screen, and were instructed to respond as quickly as possible 
using the index and middle fingers of their right hand.  
Each trial (Figure 11B) started with a blank screen with a central fixation cross (1000 
ms), and then a blank screen of random duration ranging from 150 ms to 300 ms. This 
was followed by presentation of the Gabor patch (250 ms), and then another blank screen, 
during which participants’ responses were recorded (maximum duration 2000 ms).  
The titration procedure consisted of 13 experimental blocks, each one composed of 80 
trials. In 40 trials, the stimulus was presented in the right visual field, and in the remaining 
40 trials the stimulus was presented in the left visual field. In each block, the Gabor 
patches were presented at a different tilt orientation from the vertical axis, in order to test 
participants’ orientation discrimination performance. The 13 blocks corresponded to 13 
different degrees of tilt, in which tilt orientation decreased at a rate of 29.3% of the 
previous level. Tilt orientation from the vertical axis reduced from 16° in block 1 to 0.25° 
in block 13. The titration procedure was administered twice, in order to minimise learning 
effects. Performance during the second titration procedure was used to select the degree 
of tilt to be used in the orientation discrimination task. 
 
 
Motion discrimination task 
The Motion discrimination task was performed both before (Pre-training session) and 
after (Post-training session) the Audio-Visual training, and EEG was recorded in both 
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sessions. Stimuli consisted of the same modified random dot kinematograms (Gummel et 
al., 2012) used in the Motion discrimination titration procedure. In each trial, dots moved 
in one of the four cardinal directions, and participants were asked to discriminate the 
direction of motion (vertical or horizontal) by pressing one of two vertically aligned 
response buttons on the keyboard. Response buttons were counterbalanced between 
subjects. During the task, participants kept their gaze at the centre of the screen, and were 
instructed to respond as quickly as possible using the index and middle fingers of their 
right hand.  
For each participant, the kinematograms were set at the coherence rate corresponding to 
60-65% accuracy in the Motion discrimination titration procedure (see above; mean 
coherence rate: 15.8%). Stimuli were randomly presented 15° to the right or to the left of 
the centre of the screen.  
Each trial (Figure 11A) started with a blank screen with a central fixation cross (1000 
ms), and then a blank screen of random duration ranging from 150 ms to 300 ms. This 
was followed by presentation of the motion stimulus (530 ms), and then another blank 
screen, during which participants’ responses were recorded (maximum duration 2000 
ms).  
Participants completed 6 blocks, consisting of 80 trials per block, i.e., 40 trials with 
stimuli presented in the right visual field and 40 trials with stimuli presented in the left 
visual field. In total, participants underwent 480 trials (240 trials per side of presentation). 
Behavioural performance was measured by computing inverse efficiency scores (IES = 
mean reaction times/proportion of correct responses).  
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Orientation discrimination task 
The Orientation discrimination task was performed both before (Pre-training session) and 
after (Post-training session) Audio-Visual training, and EEG was recorded in both 
sessions. Stimuli consisted of the same circular, equiluminant Gabor patches used in the 
Orientation discrimination titration procedure. In each trial, a Gabor patch was presented 
with either a clockwise or anti-clockwise tilt from the vertical axis, and participants were 
asked to discriminate the tilt orientation by pressing one of two vertically aligned response 
buttons on the keyboard. Response buttons were counterbalanced between subjects. 
During the task, participants kept their gaze at the centre of the screen, and were instructed 
to respond as quickly as possible using the index and middle fingers of their right hand. 
For each participant, the tilt was set at the orientation corresponding to 60-65% accuracy 
in the Orientation discrimination titration procedure (see above; mean tilt orientation: 1°). 
Stimuli were randomly presented 15° to the right or to the left of the centre of the screen.  
Each trial (Figure 11B) started with a blank screen with a central fixation cross (1000 
ms), and then a blank screen of random duration ranging from 150 ms to 300 ms. This 
was followed by presentation of the Gabor patch (250 ms), and then another blank screen, 
during which participants’ responses were recorded (maximum duration 2000 ms). 
Participants completed 6 blocks, consisting of 80 trials per block, i.e., 40 trials with 
stimuli presented in the right visual field and 40 trials with stimuli presented in the left 
visual field. In total, participants underwent 480 trials (240 trials per side of presentation). 
Behavioural performance was measured by computing inverse efficiency scores (IES = 
mean reaction time/proportion of correct responses).  
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Figure 11. Experimental tasks and Audio-
Visual training. (A) Motion discrimination 
task. (B) Orientation discrimination task. (C) 
A schematic bird's-eye view of the apparatus 
used for multisensory training, depicting the 
locations of visual (V1-V8) and auditory (A1-
A8) stimuli. Stimuli were positioned at 8, 24, 
40 and 56 visual degrees of eccentricity into 
both the left and right visual fields, on an 
elliptical apparatus. 
 
 
 
 
 
 
 
 
 
 
 
 
Audio-Visual training 
Participants sat on a comfortable chair with their head placed on a chin rest positioned at 
the centre of the training apparatus. The apparatus consisted of a concave ellipse, 200 cm 
wide by 30 cm high, placed on a table. Visual and auditory stimuli were delivered at eight 
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positions along the median line at 8°, 24°, 40° and 56° of eccentricity to the right and to 
the left of the centre (Figure 11C). Auditory stimuli consisted of 100 ms bursts of white 
noise at 80 dB, emitted by hidden piezoelectric loudspeakers (A1-A8 in Figure 11C). 
Visual stimuli consisted of 100 ms flashes of red LED light (luminance at 90 cd/m2; V1-
V8 in Figure 11C). Three different kinds of sensory stimulation were administered: (i) 
unisensory visual stimulation, in which only visual stimuli were presented at the 24°, 40° 
and 56° positions on the apparatus; (ii) unisensory auditory stimulation, in which only 
auditory stimuli were presented at the 24°, 40° and 56° positions on the apparatus; (iii) 
multisensory audio-visual stimulation, in which auditory and visual stimuli were coupled. 
Participants were asked to press a response button when they detected a visual stimulus 
and to perform eye movements towards the position of the visual stimulus. Trials with 
unisensory auditory stimuli could be considered catch trials, since no response was 
required. In contrast, participants had to respond to the visual stimuli on both unisensory 
visual and multisensory audio-visual trials. Whereas multisensory audio-visual stimuli 
were used to increase the activity of the SC-dorsal MT pathway, the role of the unisensory 
visual trials was to make the task less predictable and to increase participants’ attentional 
engagement.  
Half of the participants received multisensory training with audio-visual pairs of stimuli 
presented in spatial coincidence, i.e., auditory and visual stimuli were presented in the 
same spatial position at 24°, 40° or 56° on the apparatus (AV-SC group).  The remaining 
half received multisensory training with audio-visual pairs, in which the visual stimulus 
was presented at the 24°, 40° or 56° position on the apparatus, and the auditory stimulus 
was presented at a spatial disparity of 32° within the same hemifield (AV-SD group). 
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Audio-visual stimulus pairs were disproportionately allocated to one side of the visual 
field, i.e., participants received 75% of the audio-visual pairs in either the left or the right 
visual field (trained hemifield), while the remaining 25% were delivered on the other side 
(untrained hemifield). Unisensory visual and auditory stimuli were equally distributed on 
both sides. The side in which participants received 75% of the audio-visual pairs (i.e., the 
trained hemifield) was counterbalanced between participants. 
Participants performed 38 blocks of trials. Each block consisted of 12 unisensory visual 
stimuli (6 in the left and 6 in the right visual field; i.e, 2 per each spatial position), 12 
unisensory auditory stimuli (6 in the left and 6 in the right visual field; i.e., 2 per each 
spatial position) and 24 multisensory audio-visual stimuli (18 in the trained hemifield, i.e. 
6 per each spatial position; 6 in the untrained hemifield, i.e., 2 per each spatial position).  
 
 
EEG recording and ERP analysis 
EEG was recorded during the Motion discrimination and Orientation discrimination tasks 
with Ag/AgCl electrodes (Fast ‘n Easy Electrodes, Easycap, Herrsching, Germany) from 
27 electrodes sites on the scalp (Fp1, Fp2, F7, F3, Fz, F4, F8, FC5, FC1, FC2, FC6, T7, 
C3, Cz, C4, T8, CP5, CP1, CP2, CP6, P7, P3, Pz, P4, P8, O1, O2) and one on the right 
mastoid. The electrode on the left mastoid was used as the reference, while the ground 
electrode was placed on the right cheek. Impedances were kept below 10 KΩ. All 
electrodes were off-line re-referenced to the average of both mastoids. Vertical and 
horizontal electrooculogram data (EOG) were recorded from above and below the left 
eye and from the outer canthi of both eyes. EEG and EOG were recorded with a band-
pass of 0.01-100 Hz and amplified by a BrainAmp DC amplifier (Brain Products, 
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Gilching, Germany). The amplified signals were digitised at a sampling rate of 500 Hz 
and off-line filtered with a 40-Hz low-pass filter.  
ERP data were analysed using custom routines in Matlab 7.12.0.635 (R2011a; The 
Mathworks, Natic, MA, USA) and EEGLAB v10.2.5.8b (Delorme & Makeig, 2004; 
http://www.sccn.ucsd.edu/eeglab). Segments of 200 ms before and 900 ms after stimulus 
onset were extracted from the continuous EEG.  The baseline window ran from -100 ms 
to 0 ms relative to stimulus onset. Epochs with incorrect responses were rejected (Motion 
discrimination task: pre-training 38%, post-training 36%; Orientation discrimination task: 
pre-training 38%, post-training 35%). In addition, epochs contaminated with large 
artefacts were identified using the following methods from the EEGLAB toolbox 
(Delorme et al., 2007): (1) an epoch was excluded whenever the voltage on a channel 
exceeded an individually adjusted threshold (Motion discrimination task: pre-training 280 
µV, post-training 275 µV; Orientation discrimination task: pre-training 281 µV, post-
training 280 µV) to remove epochs with large voltage peaks (mean excluded epochs: 
motion discrimination task, pre-training 3.3%, post-training 2.3%; Orientation 
discrimination task, pre-training 3.1%, post-training 3.4%); (2) an epoch was excluded 
whenever the joint probability of a trial exceeded five standard deviations to remove 
epochs with improbable data (mean excluded epochs: Motion discrimination task, pre-
training 1.7%, post-training 2%; Orientation discrimination task, pre-training 1.5%, post-
training 1.7%). Remaining vertical EOG artefacts were corrected using a multiple 
adaptive regression method (Automatic Artifact Removal Toolbox Version 1.3; 
http://kasku.org/projects/eeg/aar.htm; Gratton et al., 1983), based on the least mean 
squares algorithm. Finally, epochs were discarded from the analysis when saccadic 
movements (>30 µV in the horizontal EOG channels) were registered in a time window 
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between 0 and 530 ms following stimulus onset in the Motion discrimination task (mean 
excluded epochs: pre-training 2.1%, post-training 3.3%) and between 0 and 250 ms 
following stimulus onset in the Orientation discrimination task (mean excluded epochs: 
pre-training 1.2%, post-training 1.8%). The remaining epochs (mean epochs: Motion 
discrimination task, pre-training 54.9%, post-training 57.4%; Orientation discrimination 
task, pre-training 56.2%, post-training 58.1%) were averaged separately for each 
participant, each session and each hemifield of stimulus presentation.  
ERP channels were swapped cross-hemispherically for participants in which the trained 
hemifield was the right visual field. In this way, the entire participant sample was 
analysed as if the trained hemifield was the left side.  
The N1 component was quantified as the mean amplitude in a time window of 140 – 180 
ms post-stimulus presentation (Figures 12C, 12D, 12E, 12F; Figures 13C, 13D, 13E, 
13F). Scalp topographies for the N1 component were also calculated as the mean 
amplitude in a time window of 140 – 180 ms post-stimulus presentation. Scalp 
topographies of the mean N1 amplitude in the Pre-training session (Figure 12A and Figure 
13A) and the Post-training session (Figure 12B and Figure 13B), both in the Motion and 
the Orientation discrimination tasks, showed a maximal negative deflection over 
electrodes FC1, FC2 and Cz; data from these electrodes were used for statistical analysis.  
Mean N1 amplitudes were analysed with 2x2x3x2 ANOVAs with Time (Pre-training, 
Post-training), Hemifield (Trained hemifield, Untrained hemifield) and Electrode (FC1, 
FC2, Cz) as within-subjects variables, and with Group (AV-SC group, AV-SD group) as 
a between-subjects variable. The ANOVAs were performed separately for each 
experimental task (Motion discrimination task, Orientation discrimination task). To 
compensate for violations of sphericity, Greenhouse-Geisser corrections were applied 
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whenever appropriate (Greenhouse & Geisser, 1959), and corrected p-values (but 
uncorrected degrees of freedom) are reported. Post-hoc comparisons were performed 
using the Newman-Keuls test.  
 
 
 
Results 
 
Behavioural results 
IES in the Motion discrimination and the Orientation discrimination tasks were analysed 
with two separate 2x2x2 ANOVAs with Time (Pre-training, Post-training) and Hemifield 
(Trained hemifield, Untrained hemifield) as within-subjects factors and Group (AV-SC 
group, AV-SD group) as a between-subjects factor. 
The analysis on IES in the Motion discrimination task revealed a main effect of Time 
(F(1,30) = 9,38, p = 0.004; ƞp2 = 0.24), showing a significant improvement in performance 
in the Post-training session (1336 ms), compared to the Pre-training session (1423 ms). 
No other main effects (all p values > 0.118) or interactions (all p values > 0.223) were 
significant. 
In contrast, the analysis on IES in the Orientation discrimination task revealed no 
significant main effects (all p values > 0.097) or interactions (all p values > 0.181). 
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Electrophysiological results 
The ANOVA on mean N1 amplitudes elicited in the Motion discrimination task (Figure 
12) revealed a significant Hemifield x Electrode interaction (F(2,60) = 25.17, p < 0.001, 
ƞp2 = 0.46). For stimuli presented in the trained hemifield, the contralateral FC2 electrode 
showed a significantly greater N1 amplitude (-2.29 µV) compared to both ipsilateral FC1 
(-2.01 µV, p = 0.002) and central Cz (-2.13 µV, p = 0.030). For stimuli presented in the 
untrained hemifield, the contralateral FC1 electrode showed a significantly greater N1 
amplitude (-2.31 µV) compared to both ipsilateral FC2 (-1.85 µV, p < 0.001) and central 
Cz (-2.11 µV, p = 0.003). 
More importantly, the Time x Hemifield x Group interaction was significant (F(1,30) = 
4.80, p = 0.036, ƞp2 = 0.13). Post-hoc comparisons revealed that, in the group who 
received coincident audio-visual training, a significantly greater N1 amplitude was 
observed in response to stimuli presented in the trained hemifield in the Post-training 
session (-3.02 µV ), compared to the Pre-training session (-1.96 µV, p = 0.003; Figure 
12C, 12G). In contrast, in the same group of participants, no significant difference 
between the Pre-training session (-1.93 µV) and the Post-training session (-2.19 µV, p = 
0.747) was found in response to stimuli presented in the untrained hemifield (Figure 12D, 
12G). Notably, in the group who received spatially disparate audio-visual training, no 
significant differences in N1 amplitude were found between the Pre-training session and 
the Post-training session, either in response to stimuli presented in the trained hemifield 
(Pre-training: -1.84 µV; Post-training: -1.74 µV, p = 0.702; Figure 12E, 12H), or in 
response to stimuli presented in the untrained hemifield (Pre-training: -2.00 µV; Post-
training: -2.23 µV, p = 0.644; Figure 12F, 12H). No other main effects (all p values > 
0.163) or interactions (all p values > 0.090) were significant. 
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Figure 12. Motion discrimination task. (A) and (B) represent scalp topographies of the mean N1 amplitude 
in a time window between 140 – 180 ms, averaged over stimuli presented in the trained hemifield and the 
untrained hemifield, in the Pre-training session (A) and the Post-training session (B) for both the AV-SC 
(Audio-Visual training with stimuli in spatial coincidence) and the AV-SD (Audio-Visual training with 
stimuli in spatial disparity) groups. Grand-average ERPs averaged across electrodes FC1, FC2 and Cz, 
elicited by motion stimuli in the Pre-training session and the Post-training session, in the trained (C) and 
untrained (D) hemifields in the AV-SC group, and in the trained (E) and untrained (F) hemifields in the 
AV-SD group. Mean N1 amplitudes elicited by motion stimuli in the Pre-training and Post-training 
sessions, presented in the trained and untrained hemifields in the AV-SC group (G) and the AV-SD group 
(H), averaged across electrodes FC1, FC2 and Cz in a time window between 140 ms and 180 ms. 
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Figure 13. Orientation discrimination task. (A) and (B) represent scalp topographies of the mean N1 
amplitude in a time window between 140 – 180 ms, averaged over stimuli presented in the trained hemifield 
and the untrained hemifield in the Pre-training session and the Post-training session for both the AV-SC 
(Audio-Visual training with stimuli in spatial coincidence) and the AV-SD (Audio-Visual training with 
stimuli in spatial disparity) groups. Grand-average ERPs averaged across electrodes FC1, FC2 and Cz, 
elicited by orientation stimuli in the Pre-training session and the Post-training session, in the trained (C) 
and untrained (D) hemifields in the AV-SC group, and in the trained (E) and untrained (F) hemifields in 
the AV-SD group. Mean N1 amplitudes elicited by orientation stimuli in the Pre-training and Post-training 
sessions, presented in the trained and untrained hemifields in the AV-SC group (G) and the AV-SD group 
(H), averaged across electrodes FC1, FC2 and Cz in a time window between 140 ma and 180 ms. 
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The ANOVA on mean N1 amplitudes elicited in the Orientation discrimination task 
(Figure 13) revealed only a significant Hemifield x Electrode interaction (F(2,60) = 16.42, 
p < 0.001, ƞp2 = 0.35). For stimuli presented in the trained hemifield, the contralateral FC2 
electrode showed a significantly greater N1 amplitude (-0.91 µV) compared to ipsilateral 
FC1 (-0.61 µV, p = 0.011). For stimuli presented in the untrained hemifield, the 
contralateral FC1 electrode showed a significantly greater N1 amplitude (-0.86 µV) 
compared to ipsilateral FC2 (-0.45 µV, p < 0.001). In contrast with the results of the 
Motion discrimination task, the Time x Hemifield x Group interaction was not significant 
(F(1,30) = 0.003, p = 0.961, ƞp2 = 0.00008). In addition, no other significant main effects 
(all p values > 0.713) or interactions (all p values > 0.266) were found. 
To ascertain whether there were any differences in N1 enhancement during motion 
discrimination between participants who received audio-visual training in the left visual 
hemifield and those who received training in the right visual hemifield (Corral & Escera, 
2008; Sosa, Clarke, & McCourt, 2011; Sosa, Teder-Sälejärvi, & McCourt, 2010), a 
2x2x3x2x2 ANOVA with Time (Pre-training, Post-training), Hemifield (Trained 
hemifield, Untrained hemifield) and Electrode (FC1, FC2, Cz) as within-subjects 
variables and Group (AV-SC group, AV-SD group) and Trained side (Left, Right) as 
between subjects variables was performed. Again, the Time x Hemifield x Group 
interaction was significant (F(1,28) = 5.07, p = 0.032, ƞp2 = 0.15), confirming a significant 
post-training increase in N1 amplitude in response to stimuli presented in the trained 
hemifield in the group who received coincident audio-visual training (Pre-training: -1.96 
µV; Post-training: -3.02 µV; p = 0.002). No significant difference was found in response 
to stimuli presented in the untrained hemifield (Pre-training: -1.93 µV; Post-training: -
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2.19 µV; p = 0.730). Moreover, no significant differences were found in the group who 
received spatially disparate audio-visual training (all p values > 0.469). Importantly, the 
Time x Hemifield x Group x Trained side interaction was not significant (F(1,28) = 1.70, 
p = 0.203, ƞp2 = 0.06), suggesting a similar post-training N1 enhancement in participants 
who received training in the left hemifield and the right hemifield.  
In addition, to control for possible hemispheric differences in N1 enhancement during 
motion discrimination, mean N1 amplitudes recorded from the lateralised electrodes FC1 
(in the hemisphere ipsilateral to the trained hemifield) and FC2 (in the hemisphere 
contralateral to the trained hemifield) were analysed with a 2x2x2x2 ANOVA with Time 
(Pre-training, Post-training), Hemifield (Trained hemifield, Untrained hemifield) and 
Hemishpere (ipsilateral, contralateral) as within-subjects variables, and with Group (AV-
SC group, AV-SD group) as a between-subjects variable. Similar to the previous 
analyses, the Time x Hemifield x Group interaction was significant (F(1,30) = 5.42, p = 
0.027, ƞp2 = 0.15), and post-hoc comparisons confirmed a significant post-training 
increase in N1 amplitude in response to stimuli presented in the trained hemifield in the 
group who received coincident audio-visual training (Pre-training: -2.00 µV; Post-
training: -3.06 µV; p = 0.002). No significant difference was found in response to stimuli 
presented in the untrained hemifield (Pre-training: -2.01 µV; Post-training: -2.25 µV; p = 
0.624). In addition, no significant differences were found in the group who received 
spatially disparate audio-visual training (all p values > 0.526). Neither the main effect of 
Hemisphere (F(1,30) = 1.23, p = 0.276, ƞp2 = 0.04) nor the Time x Hemifield x 
Hemisphere x Group interaction (F(1,30) = 0.09, p = 0.759, ƞp2 = 0.003) was significant, 
suggesting no hemispheric differences in the observed N1 enhancement. 
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An additional control analysis was performed to ascertain that the N1 increase after 
spatially coincident Audio-Visual training was not influenced by the preceding C1 
component. Two separate 2x2x3x2 ANOVAs for each experimental task were performed 
on C1 amplitudes, quantified as the most negative peak in a time window of 70-130 
ms post-stimulus onset, with Time (Pre-training, Post-training), Hemifield (Trained 
hemifield, Untrained hemifield) and Electrode (FC1, FC2, Cz) as within-subjects 
variables, and with Group (AV-SC group, AV-SD group) as a between-subjects variable. 
The ANOVA on mean C1 amplitudes elicited in the Motion discrimination task revealed 
a significant effect of Time (F(1,30) = 17.6, p < 0.001, ƞp2 = 0.37), showing a significant 
increase in C1 amplitude in the Post-training session (-1.55 µV) compared to the Pre-
training session (-1.01 µV). Notably, the Time x Hemifield x Group interaction was not 
significant (F(1,30) = 0.45, p = 0.508, ƞp2 = 0.01), suggesting that the observed C1 
increase might reflect perceptual learning due to practice effects (Bao, Yang, Rios, He, & 
Engel, 2010; Pourtois, Rauss, Vuilleumier, & Schwartz, 2008). In addition, the main 
effect of Electrode was significant (F(2,60) = 15.14, p < 0.001, ƞp2 = 0.33), showing 
significantly greater C1 amplitudes over electrode Cz (-1.45 µV) compared to both FC1 
(-1.2 µV, p < 0.001) and FC2 (-1.18, p < 0.001). No other significant main effects (all p 
values > 0.388) or interactions (all p values > 0.260) were found. 
In the Orientation discrimination task, a significant main effect of Electrode (F(2,60) = 
24.94, p < 0.001, ƞp2 = 0.45) was found, revealing greater C1 amplitudes over electrode 
Cz (-1.00 µV) compared to both FC1 (-0.66 µV, p < 0.001) and FC2 (-0.69, p < 0.001). 
No other significant main effects (all p values > 0.907) or interactions (all p values > 
0.070) were found. 
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Finally, to test possible differences at a later time window post-stimulus onset, mean P2 
component amplitudes were analysed with a 2x2x3x2 ANOVA for each experimental 
task, with Time (Pre-training, Post-training), Hemifield (Trained hemifield, Untrained 
hemifield) and Electrode (FC1, FC2, Cz) as within-subjects variables and Group (AV-SC 
group, AV-SD group) as a between-subjects variable. The P2 component was quantified 
as the most positive peak in a time window between 220-260 ms post-stimulus onset. 
Overall, the P2 component was not significantly modulated by audio-visual training. 
Indeed, the ANOVA on mean P2 amplitudes elicited in the Motion discrimination task 
revealed no significant main effect of Time (F(1,30) = 1.04, p = 0.398, ƞp2= 0.03) or 
Group (F(1,30) = 0.93, p = 0.343, ƞp2= 0.03). In addition, no significant Time x Hemifield 
x Group interaction was found (F(1,30) = 0.009, p = 0.924, ƞp2= 0.0003). 
Similarly, the ANOVA on mean P2 amplitudes elicited in the Orientation discrimination 
task revealed no significant effect of Time (F(1,30) = 0.21, p = 0.650, ƞp2= 0.007) or 
Group (F(1,30) = 0.7, p = 0.408, ƞp2= 0.023). The Time x Hemifield x Group interaction 
was also non-significant (F(1,30) = 1.45, p = 0.237, ƞp2= 0.046). 
 
 
 
Discussion 
 
The results of the present study show an enhancement of the N1 component in a Motion 
discrimination task extensively involving the dorsal MT pathway (Kolster et al., 2010; 
Tootell et al., 1995; Watson et al., 1993; Zeki et al., 1991) after exposure to a training 
with spatially coincident audio-visual stimuli. The effect was found to be spatially 
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selective to the portion of space receiving the greater amount of audio-visual stimulation 
as it was found only in response to stimuli presented in the trained hemifield (receiving 
75% of total audio-visual stimulation), while no effect was found in response to stimuli 
presented in the untrained hemifield (receiving 25 % of total audio-visual stimulation). 
Notably, no effect was found in an Orientation discrimination task involving the ventral 
extrastriate pathway. Furthermore, participants who received a control training with 
spatially disparate audio-visual stimuli showed no effects in either task suggesting that 
the effect was strongly dependent to multisensory integration rules (B E Stein & 
Meredith, 1993). 
The observed N1 enhancement might reflect increased motion discrimination ability 
(Vogel & Luck, 2000) after the spatially coincident audio-visual training. Indeed, the N1 
component is an early visual-evoked potential, which has been associated with visual 
discrimination processes (Mangun & Hillyard, 1991; Martínez et al., 1999; Vogel & 
Luck, 2000) and might be related to attentional preparation for discriminating task-
relevant features (Chen, Li, Qiu, & Luo, 2006; Pinal, Zurrón, & Díaz, 2014).  
The enhanced processing of motion stimuli might reflect increased activity in the retino-
colliculo-dorsal MT pathway due to the intensive two-hour training with spatially 
coincident audio-visual stimuli. Indeed, a wide range of evidence suggests that both 
motion processing and audio-visual integration share common neural circuits. On the one 
hand, primate studies suggest the existence of a functional pathway from the SC to 
cortical area MT (Berman & Wurtz, 2010, 2011; Lyon et al., 2010), in which motion 
signals are processed (Zeki, 1974; Maunsell & Van Essen, 1983a, 1983b; Albright, 1984). 
Similarly, evidence from humans suggests the involvement of the SC (Schneider & 
Kastner, 2005) and the dorsal extrastriate area MT in motion processing (Kolster et al., 
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2010; Tootell et al., 1995; Watson et al., 1993; Zeki et al., 1991). On the other hand, 
converging evidence reveals the pivotal role of the human SC in integrating spatio-
temporally coincident audio-visual stimuli (Calvert, 2001; Bertini et al., 2008; Leo et al., 
2008; Maravita et al., 2008), and the relevance of the dorsal temporo-parietal and 
posterior parietal cortices in mediating orienting behaviour towards audio-visual stimuli 
(Bertini et al., 2010; Meienbrock et al., 2007; Nardo et al., 2014). Interestingly, a similar 
audio-visual training administered to hemianopic cats induced a recovery of visual 
orienting behaviour towards the hemianopic field, co-occurring with the reinstatement of 
visual responsiveness in the SC (H. Jiang et al., 2015), suggesting that coincident audio-
visual stimulation might induce plastic changes in the SC. The plasticity of the colliculo-
dorsal pathway is also supported by the observation that repeated audio-visual stimulation 
favours the development (J. Xu et al., 2012; Jinghong Xu, Yu, Rowland, Stanford, & 
Stein, 2014; Liping Yu, Rowland, & Stein, 2010) and enhancement (L. Yu et al., 2012; 
Liping Yu et al., 2009, 2014) of multisensory integrative responses in the SC. 
Intriguingly, repeated exposure to multisensory pairs can also increase neuronal 
responses to stimuli in a single sensory modality (L. Yu et al., 2012; Liping Yu et al., 
2009). This is in line with the finding of the present study in which the audio-visual 
training affected responses to purely visual stimuli. Enhanced motion processing was 
observed only in response to the trained hemifield (i.e., the hemifield in which 75% of 
the coincident audio-visual stimuli were presented), while no change was found in the 
untrained hemifield, in which participants received only 25% of audio-visual stimuli. This 
seems to suggest a lateralised activation of the colliculo-dorsal MT pathway after the 
Audio-Visual training, in line with previous evidence showing that the SC contains a 
representation of the contralateral auditory and visual space (for a review: King, 2004). 
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Interestingly, we can speculate that the lack of any effect in the untrained hemifield might 
be due to an insufficient amount of multisensory stimulation presented in that hemifield. 
However, further studies are needed to investigate the exact quantity of stimulation 
needed to boost activity in the colliculo-dorsal MT pathway.  
Notably, the post-training N1 enhancement observed in response to motion stimuli was 
detected over anterior fronto-central electrodes. Visual stimulus presentation is known to 
elicit a complex of temporally overlapping negative waves (the “N1 complex”) in the 
135-200 ms time window, both with posterior occipito-parietal and anterior fronto-central 
scalp distributions (Di Russo et al., 2005, 2012; Di Russo, Martinez, & Hillyard, 2003; 
Di Russo, Martínez, Sereno, Pitzalis, & Hillyard, 2002; Mangun & Hillyard, 1991; 
Martínez et al., 1999). Interestingly, the neural sources of the anteriorly distributed N1 
component have been shown to be located in the superior parietal cortex (Di Russo et al., 
2005, 2003, 2002), therefore corroborating the hypothesis that the observed N1 
enhancement might reflect an increase in the activity of dorsal cortical areas. Indeed, a 
wide range of evidence suggests the existence of a network of cortical areas 
interconnected with the SC, including dorsal posterior parietal areas (Harting, Huerta, 
Frankfurter, Strominger, & Royce, 1980; Krauzlis et al., 2013; D. L. Robinson & 
Petersen, 1992). 
Interestingly, no effect was found after training with audio-visual stimuli presented at a 
spatial disparity of 32°, suggesting that the combination of auditory and visual stimuli per 
se is not sufficient to enhance motion processing. In order to activate the colliculo-dorsal 
MT pathway and enhance motion discrimination, audio-visual pairs must be presented in 
spatial coincidence. Indeed, although spatial coincidence seems to play a marginal role in 
non-spatial tasks (e.g. Bertelson & Vroomen, 1994; Doyle & Snowden, 2001), spatial 
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alignment has been widely demonstrated to be crucial for multisensory enhancement in 
tasks requiring an orienting response (either overt or covert; for a review: Spence, 2013), 
as in the present audio-visual training. In line with this idea, electrophysiological studies 
in animals report that SC responses are enhanced only in the presence of spatially 
coincident audio-visual stimuli (B E Stein & Meredith, 1993), while audio-visual pairs 
presented in spatial disparity might depress SC responses (Kadunce, Vaughan, Wallace, 
Benedek, & Stein, 1997). Similarly, studies in humans have revealed enhanced activity 
in the SC (G A Calvert, 2001) and dorsal cortical areas with spatially coincident audio-
visual stimuli, compared to spatially disparate stimuli (Macaluso, et al., 2004; 
Meienbrock et al., 2007; for a review: Calvert, 2001; Stein & Stanford, 2008). The finding 
that the N1 was only enhanced after training with stimuli presented in spatial coincidence 
rules out a possible role of saccadic eye movements in mediating the post-training effect. 
Indeed, in order to obtain an orienting response during the training and, therefore, to 
enhance the spatial component of the task, participants were asked to perform eye 
movements towards the visual and audio-visual stimuli. However, the saccadic response 
per se cannot account for the post-training N1 enhancement since saccadic eye 
movements were also performed in the control training procedure with spatially disparate 
audio-visual stimuli, after which no N1 enhancement was found. 
Notably, the observed increase in the N1 component was not influenced by changes in 
the preceding C1 component. Indeed, the amplitude of the C1 component in the Motion 
discrimination task was increased after training, irrespectively of the type of training 
(spatially coincident vs. spatially disparate) and the hemifield in which stimuli were 
presented (trained vs. untrained). This general increase in C1 amplitude is in line with the 
finding that behavioural performance on the Motion discrimination task improved after 
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training, regardless of the type of training and the side of stimulus presentation. Both 
these findings might reflect a practice effect in motion processing. In line with this 
hypothesis, it has been shown that increases in stimulus-evoked activity as early as the 
C1 might aid perceptual performance, resulting in perceptual learning (Bao et al., 2010; 
Pourtois et al., 2008; Rauss, Schwartz, & Pourtois, 2011). Indeed, a wide range of 
evidence has shown better performance on visual perception tasks, including motion 
discrimination (Saffell & Matthews, 2003; Lu et al., 2004), after repeated exposure to 
visual (for a review: Fahle, 2005) and audio-visual stimuli (Kim et al., 2008; Shams & 
Kim, 2012).  
At a later stage of visual processing related to task relevance evaluations (i.e., the P2 
component; Potts et al., 1996; Potts & Tucker, 2001; Potts, 2004), no effects of audio-
visual training were found. This suggests that audio-visual training specifically affects 
the early visual discrimination process, but has no effect on higher order cognitive 
processes. The specific activation of the colliculo-dorsal MT pathway after the coincident 
Audio-Visual training is also suggested by the lack of any effects on orientation 
discrimination. Indeed, unlike with motion discrimination, both animal (Hubel & Wiesel, 
1968; Hubel et al., 1977; Vogels & Orban, 1994; De Weerd et al., 1999) and human 
studies have revealed that grating orientation discrimination elicits activation in a visual 
pathway involving the striate cortex (Kamitani & Tong, 2005; Swisher et al., 2010; 
Yacoub et al., 2008) and early ventral extrastriate cortices (Boynton & Finney, 2003; 
Fang et al., 2005; Murray et al., 2006; Tong et al., 2012).   
As a consequence, it seems reasonable that systematic, coincident audio-visual training, 
activating the colliculo–dorsal pathway, would have effects on a Motion discrimination 
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task, which relies on the same pathway, but not on an Orientation discrimination task, 
which relies on early ventral visual areas.  
Overall, these results suggest that systematic audio-visual stimulation with spatially 
coincident stimuli enhances post-training functionality of the colliculo-dorsal MT 
pathway. Even though the post-training effects were only observed at the 
electrophysiological level, it is possible that increasing the duration of training might also 
induce changes at the behavioural level. Although the present study did not systematically 
investigate the duration of this post-training enhancement, which was observed 
immediately after audio-visual training (i.e., within two hours), electrophysiological 
evidence from animals suggests that the effects of repetitive audio-visual stimulation 
might outlast the exposure period and remain stable over a long period of time (i.e., more 
than 16 months after stimulation; Xu et al., 2012). This would also be in line with results 
from the study presented in previous experiment revealing long-term electrophysiological 
changes (~8 months after stimulation) induced by the exposure to a systematic audio-
visual stimulation on hemianopic patients (Grasso, Làdavas, & Bertini, 2016). 
 
 
  
89 
 
CHAPTER 3 
Subcortical visual processing in hemianopic patients and healthy participants 
 
In previous chapter, I showed that the exposure to a multisensory spatially coincident 
audio-visual training can induce a selective enhanced processing of visual stimuli relying 
on the activity of the dorsal pathway as measured by a post-training enhancement of early 
visual N1 component. Conversely, the processing of stimuli relying on the activity of 
striate and early ventral extrastriate cortices was not influenced by the training. I 
hypothesized that this result could be driven by a boosted activity within the dorsal stream 
as a consequence of an increased recruitment of connections with SC (Krauzlis et al., 
2013; Lyon et al., 2010) induced by a prolonged coincident audio-visual stimulation. This 
interpretation is also suggested by the lack of enhanced visual processing in both dorsal 
and ventral pathway after an audio-visual training violating the basic principles of 
multisensory integration (B E Stein & Meredith, 1993). 
The improved clinical performances of hemianopic patients after exposure to the same 
audio-visual training (Bolognini et al., 2005; Dundon et al., 2015; Grasso et al., 2016; 
Passamonti, Bertini, et al., 2009) could thus be driven by an improved functionality of the 
colliculo-dorsal circuit. However, it is not clear whether V1 lesioned patients that do not 
show residual residual visual capacities (i.e. blindisght) can still show a preserved 
functionality of this pathway. In the next experiment, I will therefore present a study 
aiming to investigate this point by comparing the electrophysiological activity induced 
by the presentation of visual stimuli relying or not relying on the activity of the colliculo-
dorsal route in a group of hemianopic patients without blindsight. 
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3.1 Experiment 3: Electrophysiological evidence of implicit processing of motion 
stimuli presented in the blind field of hemianopic patients without blindsight 
 
Introduction 
 
Unilateral post-chiasmatic lesions to primary visual pathway lead to loss of vision over 
half of the visual field retinotopically corresponding to the site of the lesion. When visual 
stimuli are presented in the blind visual field, hemianopic patients are usually unaware of 
the presence of a stimulus. However, when forced to provide a response of detection or 
discrimination of visual stimuli in the scotopic area, some patients are still capable to 
perform above chance level (see Residual visual capacities after lesions to the primary 
visual pathway in Chapter 1). As widely described in Chapter 1, the neural origin of this 
phenomenon, termed blindsight, is still unclear. Some authors proposed that residual 
visual abilities are mediated by preserved “islands” of primary visual cortex that are still 
responsive to visual stimulation (Fendrich et al., 2001), others argued that blindsight is 
mediated by the activity of subcortical connections to extrastriate visual areas bypassing 
the lesional site (Ajina et al., 2015; Bridge, Thomas, Jbabdi, & Cowey, 2008; Ffytche, 
Guy, & Zeki, 1996; Holliday, Anderson, & Harding, 1997; Leh et al., 2006). 
However, blindsight is the exception rather than the rule since only a minority of 
hemianopic patients report evidence of residual visual abilities in their blind visual field. 
This lead to hypothesize that it could rather be the result of a peculiar situation possibly 
arising from plastic reorganization of the visual system after lesions to primary visual 
pathway occurring early in time (Bridge et al., 2008; Leh et al., 2006; Rees, 2008; 
Tamietto, Pullens, De Gelder, Weiskrantz, & Goebel, 2012). Furthermore, blindsight 
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patients sometimes report experiencing glimpses of awareness when high contrasted 
stimuli are presented in their blind visual field, casting some doubt on the complete loss 
of primary visual cortex functioning (Silvanto, Cowey, Lavie, & Walsh, 2005). 
The aim of the present study was to investigate whether hemianopic patients that do not 
show residual visual abilities in their blind visual field, could show evidence of implicit 
visual processing of “specific” stimuli presented in the scotopic area. To date a few 
studies already revealed that this could be the case (Bertini et al., 2013; Cecere et al., 
2014). In these studies authors reported behavioral (Bertini et al., 2013) and 
electrophysiological (Cecere et al., 2014) evidence of  visual processing of fearful faces 
presented in the blind visual field interpreted as the result of the activation of the 
subcortical colliculo-pulvinar-amygdala network. It remained to be investigated whether 
also stimuli that do not contain an emotional valence could show a preserved processing 
possibly arising from the activity of subcortical spared visual pathways bypassing the 
lesioned site. 
To investigate this point, in the present study I recorded EEG activity while a group of 
hemianopic patients without blindsight were presented with lateralized visual stimuli in 
their blind or intact visual field. Stimuli consisted of dots that could either move or remain 
static. Moving stimuli were chosen based on evidence that the processing of motion on 
dorsal MT area depends both on inputs from primary visual cortex and from SC (Rodman 
et al., 1989, 1990) and could thus potentially elicit an electrophysiological activity even 
in the absence of V1. Electrophysiological responses to the presentation of moving 
stimuli was compared to that elicited by the presentation of both static stimuli and a 
control condition of no stimulus presentation (i.e. blank condition). The prediction was 
that, when presented in the blind visual field, only stimuli that could rely on the activity 
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of a secondary subcortical pathway (i.e. motion stimuli) bypassing the lesioned site, could 
be capable to elicit an electrophysiological activity providing evidence of a preserved 
processing. 
Electrophysiological activity was quantified in the time-frequency domain (i.e., event-
related spectral perturbations, ERSPs). The analysis was a priori focused on the alpha (8-
12 Hz) and low-beta (15-25 Hz) bands given the reported association of these frequencies 
with sensory processing and attentional mechanisms (Bauer, Kennett, & Driver, 2012; 
Klimesch, 2012; Neuper & Pfurtscheller, 2001; Pfurtscheller & Lopes Da Silva, 2004; 
Pfurtscheller, Neuper, & Mohl, 1994). In addition, an analysis in the time-domain (i.e., 
event-related potentials, ERPs) was also performed. Specifically, the time-frequency 
based approach enabled to measure both the phase-locked and the not phase-locked 
changes in the electrophysiological signal (see Figure 14) thus allowing to measure task-
relevant dynamics in the EEG signal not retrievable with a time-based approach (Michael 
X Cohen, 2011; Herrmann & Knight, 2001; Pfurtscheller & Lopes, 1999). 
 
Figure 14. Trial averaging of non-phase locked signal in the time domain (second column) and in the time 
frequency domain (third column). The first column shows simulated trials with a jittered temporal response 
with respect to time 0. Trial averaging critically affect response in the time domain but not in the time-
frequency domain. 
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Material and methods 
 
Participants 
Eleven patients (5 females, mean age = 50.9 years, SD = 12.4) with chronic visual field 
defects at the time of present evaluation (mean time since lesion = 13.5 months; Table 1) 
took part to the study. Patients were recruited based on reported visual field defects, the 
availability of a full visual field perimetry (Figure 15) and CT/MRI scans of the lesion. 
Right-lesioned patients were screened using the Behavioral Inattention Test neglect 
assessment (Wilson et al., 1987) to ensure performance was in the normal range. All 
patients showed normal or corrected-to-normal visual acuity. Patients were informed 
about the procedure and the purpose of the study, and gave written informed consent. The 
study was designed and performed in accordance with the ethical principles of the 
Declaration of Helsinki, and was approved by the Ethics Committee of the Psychology 
Department at the University of Bologna. 
 
 
Experimental Procedure 
Patients were firstly tested on forced choice tasks (see Forced Choice Tasks section 
below) to ensure an at chance level performance of detection and discrimination of visual 
stimuli in the blind visual field. After forced choice tasks, patients took part to the main 
experimental session (see Experimental Session section below) in which EEG were 
recorded. 
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ID Sex Age Education Onset Lesion Site Aetiology 
P1 M 60 8 47 Left Occipital Ischaemic 
P2 M 50 13 7 
Left Temporo- Parietal- 
Occipital 
Ischaemic 
P3 M 71 n.d. 3 Left Temporo-Occipital Ischaemic 
P4 M 45 13 7 Left Temporal Hemorragic 
P5 F 58 8 18 Left Posterior Temporal Tumor 
P6 F 58 13 28 Left Fronto-Temporal-Insular AVM 
P7 F 33 16 5 
Right Temporo-Parietal-
Occipital 
Ischaemic 
P8 M 58 8 5 
Right Temporo-Parietal-
Occipital 
Abscess 
P9 F 57 8 22 
Right Temporo-Parietal-
Occipital 
Ischaemic 
P10 M 32 13 3 Right Occipital AVM 
P11 F 38 13 4 
Right Temporo-Parietal-
Occipital 
Tumor 
 
Table 2. Demographic and clinical data of patients: M=Male; F=Female; Age in years; Education in years; 
Onset of lesion prior to treatment in months; AVM = Arteriovenous malformation. 
 
 
Stimuli and Apparatus 
Stimuli used both on Forced Choice Tasks and the Experimental Session consisted of 300 
white dots (dot size: 2 x 2 pixels) on a black background presented within a circle area of 
5° x 5° of visual angle on a 24’’ LCD monitor (refresh rate: 60 Hz, 1920 x 1080 pixel 
resolution). Stimuli were presented at an eccentricity of 20° from the center of the screen 
and could either move (with maximum coherence at a velocity of 8°/s) or remain static. 
For patients with quadrantopia, stimuli were presented in the upper (upper quadrantopia) 
or lower (lower quadrantopia) part of the screen in order to ensure presentation in the 
blind visual field. During the Forced Choice Tasks stimuli were always presented within 
the blind visual field, while during the Experimental Session stimuli were half presented 
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in the blind visual field and half presented in the intact visual field. The experiment was 
conducted in a sound controlled room with participants seated at a viewing distance of 57 
cm from the monitor. A computer running Presentation software (version 0.60) controlled 
stimuli presentation.  
 
 
Figure 15. Computerised automated visual perimetry (Medmont M700 automated perimetry apparatus, 
Melbourne, Australia). Axial hash marks denote ten visual degree increments. Colourmap reports decibel 
values corresponding to each point in the grey scale; LE=Left Eye; RE= Right Eye. 
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Forced Choice Tasks 
Patients were tested on three separate two-alternative forced-choice (2AFC) direct tasks 
requiring detection or discrimination of stimuli presented in the scotopic area. In the 
motion detection task, moving stimuli or catch trials (i.e. blank screen) were randomly 
presented. Similarly, in the static detection task, static stimuli or catch trials were 
randomly presented. In the discrimination task, patients were randomly presented with 
either moving stimuli or static stimuli. For each of the three-forced choice task, trial 
structure consisted of a blank screen (1000ms) with a central fixation cross followed by 
the presentation of a target stimulus (2000ms). After stimulus presentation, a blank screen 
with a central question mark appeared and patients were asked to provide a verbal 
response that was manually recorded by the experimenter. During the task, patients were 
instructed to maintain their eyes on the central fixation cross. Eye movements were 
monitored by means of an eye-tracker and trials in which an eye movement was registered 
were discarded from the analysis. In the motion detection task and static detection task 
patients were asked to indicate whether or not a stimulus appeared in the blind field (50% 
valid trials, 50% catch trials) while in the discrimination task patients were asked to 
indicate whether a moving or static stimulus appeared in their blind visual field (50% 
moving stimuli, 50% static stimuli).  Each of the three tasks consisted in the presentation 
of 100 trials equally distributed between the two alternatives. Mean percentage of correct 
responses was computed for each task and accuracy was compared to chance level (50% 
accuracy) by means of a binomial test. 
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Experimental Session 
Each trial started with the presentation of a fixation cross (2000 or 3000ms) than a 
lateralized visual stimulus (moving or static dots) could appear either in the blind or in 
the intact visual field for 2000ms. In addition, blank trials (no stimulus presentation) were 
included. At the end of stimulus presentation, a small dot appeared (100ms) either above 
or below the fixation cross followed by a response time window of 2000ms (Figure 16). 
 
 
Figure 16. Schematic representation of the experimental paradigm. A trial began with the presentation of 
a fixation cross at the center of the monitor (2000-3000ms) followed by the presentation of lateralized visual 
stimuli (moving or static dots) appearing either on the intact or on the blind visual field. An additional 
control condition (blank condition) in which no stimuli appeared was also included. Patients were instructed 
to maintain their eyes on the central fixation cross and to respond to the presentation of a small dot (100ms) 
either appearing above or below fixation. 
 
Patients were instructed to maintain central eye-fixation throughout the entire trial 
ignoring the presence of lateralized visual stimuli and to respond whether the central dot 
appeared above or below the fixation cross by respectively pressing the upward or 
downward arrow on the keyboard. Request to respond to the position of the dot allowed 
minimizing eye movements in the direction of lateralized visual stimuli and concurrently 
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reducing attentional drop. The Experimental Session was divided into five blocks. Each 
block consisted of the presentation of 40 lateralized moving stimuli (half-presented in the 
blind visual field and half-presented in the intact visual field), 40 lateralized static stimuli 
(half-presented in the blind visual field and half-presented in the intact visual field) and 
20 catch trials. 
 
 
EEG Recording and pre-processing 
EEG data were recorded with Ag/AgCl electrodes (Fast’n Easy-Electrodes, Easycap, 
Herrsching, Germany) from 59 electrode sites (Fp1, AF3, AF7, F1, F3, F7, FC1, FC3, 
FC5, FT7, C1, C3, C5, T7, CP1, CP3, CP5, TP7, P1, P3, P5, P7, PO3, PO7, O1, Fp2, 
AF4, AF8, F2, F4, F8, FC2, FC4, FC6, FT7, C2, C4, C6, T8, CP2, CP4, CP6, TP8, P2, 
P4, P6, P8, PO4, PO8, O2, FPz, AFz, Fz, FCz, Cz, CPz, Pz, POz, Oz) and the right 
mastoid. The left mastoid was used as reference, while the ground electrode was 
positioned on the right cheek. Vertical and horizontal electrooculogram (EOG) 
components were recorded from above and below the left eye, and from the outer canthus 
of both eyes. Data were recorded with a band-pass filter of 0.01–100 Hz and amplified 
by a BrainAmp DC amplifier (Brain Products, Gilching, Germany). The amplified signals 
were digitized at a sampling rate of 1000 Hz and then analyzed using custom routines in 
Matlab 7.12.0.635 (R2011a; The Mathworks, Natic, MA, USA) and EEGLAB v10.2.5.8b 
(Delorme & Makeig, 2004).  
Data from all electrodes were re-referenced offline to the average of both mastoids and 
offline filtered with a band-pass filter of 1-40 Hz. Continuous EEG waveform were 
segmented in epochs from -1000ms to 2000ms considering the onset of lateralized 
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stimulus presentation (moving, static, and blank) and baseline corrected to the pre-
stimulus interval (1000ms). Epochs containing horizontal eye-movements that could 
explain stimulus detection were excluded by visual inspection, while vertical EOG 
artefacts were corrected through an independent component analysis (ICA). Remaining 
epochs were divided into five separate datasets based on stimulus type and side of 
presentation (1. moving stimulus presented in the blind field, 2. moving stimulus 
presented in the intact field, 3. static stimulus presented in the blind field, 4. static stimulus 
presented in the intact field and 5. blank presentation). 
 
 
Time-frequency domain analysis 
For each dataset, a time-frequency (TF) analysis based on a continuous wavelet transform 
of the signal (Morlet’s wavelets) between 4 and 40 Hz (1 Hz step) was performed 
(baseline window: -500 to 0 ms pre stimulus). Epochs were then averaged and electrodes 
were swapped cross-hemispherically for patients with lesions to the left hemisphere. 
Thus, the data were analyzed as if all participants were right-lesioned. 
When presented in the intact visual field, both moving and static stimuli showed the 
greater event-related desynchronization (ERD) over contralateral posterior electrodes in 
a time range between 200 and 800ms post stimulus onset for the alpha range (8-12 Hz) 
(Figure 17A) and between 200 and 500ms post stimulus onset for the low-beta range (15-
25 Hz) (Figure 19A). For both moving and static stimulus presentation, scalp 
topographies in the chosen time windows showed the maximum contralateral ERD across 
electrodes O1, PO3, PO7, P3, P5, P7 in the alpha range (see scalp topographies on Figure 
17A) and across electrodes O1, PO3, PO7, P1, P3, P5 in the low-beta range (see scalp 
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topographies on Figure 19A). These electrodes were then chosen to represent responses 
of the intact hemisphere, while electrodes O2, PO4, PO8, P4, P6, P8 in the alpha range 
and electrodes O2, PO4, PO8, P2, P4, P6 in the low-beta range, were chosen to represent 
responses of the lesioned hemisphere. Data were then separately averaged across 
electrodes of the intact and the lesioned hemisphere, and subsequently averaged across 
the chosen time windows in the alpha (8-12 Hz) and low-beta (15-25 Hz) range. 
Two separate 2 x 3 ANOVA with factors Hemisphere (Intact, Lesioned) and Stimulus 
Type (Moving, Static, Blank) were conducted for stimuli presented in the intact visual 
field and for stimuli presented in the blind visual field. All post-hoc comparisons were 
conducted using the Newman-Keuls test. 
 
 
Time-domain analysis 
For each trace, epochs were averaged and electrodes were swapped cross-hemispherically 
for patients with lesions to the left hemisphere. Thus, the data were analyzed as if all 
participants were right-lesioned. 
When presented in the intact visual field, both moving and static visual stimuli elicited 
an ERP response mainly showing a negative inflection (N1) peaking around 200ms (see 
Figure 21A) and a positive inflection (P3) peaking around 300ms (see Figure 22A). The 
N1 component was then quantified as the mean amplitude in a time window between 180 
and 210ms post-stimulus onset. Scalp topography in the chosen time window showed the 
maximal contralateral negative inflection over electrodes FC1, FC3, C1, C3, CP3, CP5 
in response to both moving and static stimulus presentation. These electrodes were then 
chosen to represent the N1 component over the intact hemisphere, while electrodes FC2, 
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FC4, C2, C4, CP4, CP6 were chosen to represent the N1 component over the lesioned 
hemisphere. Data from these electrodes were therefore averaged and used for the 
statistical analysis. The same procedure was used for P3 that was quantified as the mean 
amplitude in a time window between 280 and 340ms post-stimulus onset. Scalp 
topography in the chosen time window showed the maximal contralateral positive 
inflection over electrodes P3, P5, P7, PO3, PO7, O1 in response to both moving and static 
stimulus presentation. These electrodes were then chosen to represent the P3 component 
over the intact hemisphere, while electrodes P4, P6, P8, PO4, PO8, O2 were chosen to 
represent the P3 component over the lesioned hemisphere. Data from these electrodes 
were therefore averaged and used for the statistical analysis. 
Two separate 2 x 3 ANOVA with factors Hemisphere (Intact, Lesioned) and Stimulus 
Type (Moving, Static, Blank) were conducted for stimuli presented in the intact visual 
field and for stimuli presented in the blind visual field. All post-hoc comparisons were 
conducted using the Newman-Keuls test. 
 
 
 
Results 
 
Forced Choice Tasks 
For each patient and for each task, the percentage of correct responses was calculated (see 
Table 3) and compared to the chance level (50% correct). Performances did not 
significantly differ from chance level in any of the tasks (motion detection task: all ps > 
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0.11; static detection task: all ps = 0.11; discrimination task: all ps = 0.16) revealing that 
the patients were not aware of the presence of stimuli in the blind visual field. 
 Motion detection Static detection Discrimination 
P1 54% 58% 51% 
P2 51% 53% 54% 
P3 57% 54% 49% 
P4 54% 46% 57% 
P5 54% 49% 52% 
P6 55% 51% 48% 
P7 58% 57% 57% 
P8 52% 53% 52% 
P9 57% 53% 53% 
P10 51% 55% 51% 
P11 52% 54% 56% 
Table 3. Individual percentage of correct answers in each of the three forced choice tasks. 
 
Time frequency-domain results 
The ANOVAs compared the ERD response over the intact and lesioned hemispheres 
elicited by moving, static or blank stimulus presented either in the intact visual field or in 
the blind visual field. 
Alpha range (8-12 Hz). The ANOVA on the intact visual field showed a significant main 
effect of Stimulus Type (F(2,20) = 14.804, p < 0.001). The post-hoc analysis revealed 
that both moving (-1.41 dB; p < 0.001) and static (-1.04 dB; p = 0.001) stimuli 
presentation elicited a significantly greater desynchronization in the alpha range with 
respect to blank condition (-0.05 dB), while no difference was shown between moving 
and static stimuli presentation (p = 0.173). The interaction between Hemisphere and 
Stimulus Type was also significant (F(2,20) = 4.256, p = 0.029) and was explained by a 
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greater ERD of the contralateral intact hemisphere as compared to the ipsilateral lesioned 
hemisphere, for both moving (intact: -1.81 dB, lesioned: -1.01 dB; p = 0.008) and static 
(intact: -1.36 dB, lesioned: -0.73 dB; p = 0.036) stimuli presentation but not for the blank 
condition (intact: 0.01 dB, lesioned: -0.11 dB; p = 0.627). Furthermore, both in the intact 
and in the lesioned hemisphere, moving (intact: p = 0.0001, lesioned: p = 0.003) and static 
(intact: p = 0.0002, lesioned: p = 0.016) stimuli elicited a greater ERD with respect to 
blank condition. In summary, when presented in the intact visual field both moving and 
static stimuli elicited, as expected, a greater desynchronization in the alpha range with 
respect to the blank condition, while no difference was evidenced between moving and 
static stimuli presentation, suggesting that the two type of stimuli were comparable in 
terms of evoked response in the alpha range (Figure 17A, 17C and Figure 18). The 
ANOVA for stimuli presented in the blind visual field showed a significant main effect 
of Stimulus Type (F (2,20) = 7.295, p = 0.004). The post-hoc analysis revealed that 
moving stimuli elicited a significantly greater desynchronization (-0.53 dB) with respect 
to both static stimuli presentation (-0.15 dB; p = 0.009) and blank condition (-0.05 dB; p 
= 0.004), while no difference was shown between static stimuli presentation and blank 
condition (p = 0.449). Interestingly, also the interaction between Hemisphere and 
Stimulus Type was significant (F (2.20) = 7.407, p = 0.004). The post-hoc analysis 
revealed that, in the intact ipsilateral hemisphere, moving stimuli presentation elicited a 
significantly greater desynchronization (-0.65 dB) with respect to both static stimuli 
presentation (-0.07 dB; p < 0.001) and blank condition (0.01 dB; p < 0.001), while, for 
the lesioned contralateral hemisphere, moving stimuli presentation elicited a significantly 
greater response (-0.37 dB) with respect to blank condition (-0.11 dB; p = 0.043) but not 
to static stimuli presentation (-0.24 dB; p = 0.210).  
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Figure 17. (A-B) Frequency plots depicting event-related desynchronization (ERD) in response to moving 
(upper panels) or static (lower panels) stimuli presented in the intact (A) and blind (B) visual field. (C) 
Frequency plots depicting ERD in response to the control condition (blank condition) of no stimulus 
presentation. Left panels always represent ERD responses averaged across posterior electrodes of the intact 
hemisphere (left ROI on the corresponding topographies), while right panels represent ERD response 
averaged across posterior electrodes on the lesioned hemisphere (right ROI on the corresponding 
topographies). Topographies depict ERD in the alpha range (8-12 Hz) in a time window between 200 and 
800ms post stimulus onset. 
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Figure 18. Event-related desynchronization (ERD) in the alpha range (8-12 Hz) in response to stimuli presented in 
intact visual field (upper plots) and in the blind visual field (lower plots) averaged between 200 and 800ms post stimulus 
onset. Left plots show ERD responses averaged across selected electrodes of the two hemispheres (intact and lesioned), 
while right plots show ERD response separately for the intact and lesioned hemispheres. Blue bars always depict ERD 
in response to moving stimuli, red bars to static stimuli and green bars to blank condition (no stimulus). Error bars 
represent standard error. 
 
No difference was instead shown between static stimulus presentation and blank 
condition neither for the intact hemisphere (p = 0.471) nor for the lesioned hemisphere (p 
= 0.204). In addition, a greater ERD for the intact with respect to lesioned hemisphere 
was shown in response to moving stimuli (p = 0.004) but not to static stimuli (p = 0.21) 
and blank condition (p = 0.47). 
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In summary, when presented in the blind visual field only moving stimuli were capable 
to elicit a greater desynchronization in the alpha range with respect to the blank condition 
and this response was mainly driven by activity in the intact hemisphere (Figure 17B, 
17C and Figure 18). 
Low-Beta range (15-25 Hz). The ANOVA on the intact visual field showed a significant 
main effect of Stimulus Type (F(2,20) = 13.705, p < 0.001). The post-hoc analysis 
revealed that both moving (-0.83 dB; p < 0.001) and static (-0.80 dB; p < 0.001) stimuli 
presentation elicited a significantly greater desynchronization in the low-beta range with 
respect to blank condition (-0.03 dB) but no difference was shown between moving and 
static stimuli presentation (p = 0.828). The interaction between Hemisphere and Stimulus 
Type was also significant (F(2,20) = 6.616, p = 0.006) and was explained by a greater 
ERD response in the intact hemisphere for both moving (intact: -0.99 dB, lesioned: -0.68 
dB; p = 0.004) and static (intact: -0.94 dB, lesioned: -0.67 dB; p = 0.013) stimuli 
presentation but not for blank condition (intact: 0.01 dB, lesioned: -0.07 dB; p = 0.312). 
Furthermore, both in the intact and in the lesioned hemisphere moving (intact: p = 0.0001, 
lesioned: p = 0.0001) and static (intact: p = 0.0001, lesioned: p = 0.0001) stimuli elicited 
a greater ERD with respect to blank condition (Figure 19A, 19C and Figure 20). The 
ANOVA on the blind visual field showed a significant main effect of Stimulus Type 
(F(2,20) = 4.321, p = 0.027). The post-hoc analysis revealed that moving stimuli (-0.28 
dB) elicited a significantly greater desynchronization with respect to both static stimuli (-
0.06 dB; p = 0.03) and blank presentation (-0.03 dB; p = 0.034), while no difference was 
shown between static stimuli and blank presentation (p = 0.709). Both the main effect of 
Hemisphere (F(1,10) = 3.178, p = 0.105) and the interaction Hemisphere x Stimulus Type 
were not significant (F(2,20) = 0.582, p = 0.568) (Figure 19B, 19C and Figure 20). 
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Figure 19. (A-B) Frequency plots depicting event-related desynchronization (ERD) in response to moving 
(upper panels) or static (lower panels) stimuli presented in the intact (A) and blind (B) visual field. (C) 
Frequency plots depicting ERD in response to the control condition (blank condition) of no stimulus 
presentation. Left panels always represent ERD response averaged across posterior electrodes of the intact 
hemisphere (left ROI on the corresponding topographies), while right panels represent ERD response 
averaged across posterior electrodes on the lesioned hemisphere (right ROI on the corresponding 
topographies). Topographies depict ERD in the low-beta range (15-25 Hz) in a time window between 200 
and 500ms post stimulus onset. 
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Figure 20. Event-related desynchronization (ERD) in the low-beta range (15-25 Hz) in response to stimuli 
presented in intact visual field (upper plots) and in the blind visual field (lower plots) averaged between 
200 and 500ms post stimulus onset. Left plots show ERD responses averaged across selected electrodes of 
the two hemispheres (intact and lesioned), while right plots show ERD response separately for the intact 
and lesioned hemispheres. Blue bars always depict ERD in response to moving stimuli, red bars to static 
stimuli and green bars to blank condition (no stimulus). 
 
 
Time-domain results 
No worthwhile ERPs were elicited by stimuli presented in the blind visual field (Figure 
21B and 22B). Therefore, only ERPs elicited by stimuli presented in the intact field were 
analyzed. The ANOVA compared the ERP response over the intact and lesioned 
hemispheres elicited by moving, static or blank stimulus presentations. 
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N1 component. The main effect of Hemisphere (F(1,10) = 10.109, p = 0.009) was 
significant revealing a higher N1 component in the intact hemisphere (-1.33 µV) with 
respect to the lesioned hemisphere (-0.81 µV). Also the main effect of Stimulus Type 
(F(2,20) = 3.903, p = 0.037) was significant. The post-hoc analysis revealed that both 
moving (-1.39 µV; p = 0.045) and static (-1.66 µV; p = 0.041) stimuli presentation elicited 
a significantly higher N1 component with respect to the blank condition (-0.17 µV) but 
no difference was shown between moving and static stimuli presentation (p = 0.633). The 
interaction between Hemisphere and Stimulus Type was not significant (F(2,20) = 1.964, 
p = 0.166).  
P3 component. The main effect of Hemisphere (F(1,10) = 5.072, p = 0.048) was again 
significant revealing a higher P3 component in the intact hemisphere (1.53 µV) with 
respect to the lesioned hemisphere (0.51 µV). The main effect of Stimulus Type was 
significant (F(2,20) = 9.826, p = 0.001). Also in this case the post-hoc analysis revealed 
that both moving (1.37 µV; p = 0.002) and static (1.57 µV, p = 0.002) stimuli presentation 
elicited a higher P3 component with respect to the blank condition (0.13 µV) while no 
difference was shown between moving and static stimuli presentation (p = 0.577). The 
interaction between Hemisphere and Stimulus Type (F(2,20) = 4.930, p = 0.018) was 
significant. The post-hoc analysis revealed that, in the intact hemisphere, both moving 
(2.04 µV; p = 0.001) and static (2.42 µV; p < 0.001) stimuli presentation elicited a 
significantly higher P3 component with respect to the blank condition (0.12 µV) and no 
difference between them (p = 0.372), while no significant differences was evidenced over 
the lesioned hemisphere (all p-values > 0.19). 
Overall, the analysis of ERP elicited by stimuli presented in the intact visual field revealed 
that both moving and static stimuli presentation were able to elicit a greater response with 
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respect to the blank condition, while no significant difference was shown between the 
response elicited by moving and static stimuli presentation suggesting that the two type 
of stimuli were comparable in terms of evoked response amplitudes. 
 
 
Figure 21. Event-related potentials (ERPs) elicited by the presentation of visual stimuli in the intact (A) 
and in the blind (B) visual field. Left and right panels represent respectively ERPs averaged across 
electrodes of the intact (left ROI on the corresponding topographies) and lesioned (right ROI on the 
corresponding topographies) hemispheres, in response to the presentation of moving stimuli (blue line), 
static stimuli (red line) or blank condition (green line). Topographies depict EEG activity averaged in a 
time window between 180 and 210ms after the presentation of moving (upper topography) or static (lower 
topography) stimuli in the intact (A) or blind (B) visual field.  
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Figure 22. Event-related potentials (ERPs) elicited by the presentation of visual stimuli in the intact (A) 
and in the blind (B) visual field. Left and right panels represent respectively ERPs averaged across 
electrodes of the intact (left ROI on the corresponding topographies) and lesioned (right ROI on the 
corresponding topographies) hemispheres, in response to the presentation of moving stimuli (blue line), 
static stimuli (red line) or blank condition (green line). Topographies depict EEG activity averaged in a 
time window between 280 and 340ms after the presentation of moving (upper topography) or static (lower 
topography) stimuli in the intact (A) or blind (B) visual field. 
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Discussion 
 
The present study aimed to investigate the presence of implicit visual processing in the 
blind visual field of a group of hemianopic patients without blindsight. The major aim 
was to test whether stimuli that could rely on the activity of a subcortical route bypassing 
the lesioned site (i.e. motion stimuli) could show evidence of a preserved processing 
(without stimulus awareness), as indexed by a measurable electrophysiological response. 
During experimental sessions, motion or static stimuli were randomly presented in the 
intact or blind visual field together with a control condition (i.e. blank condition) in which 
no stimulus was shown. Importantly, none of the patients participating to the present 
experiment showed above chance level performances in any of the direct forced choice 
tasks aimed to evaluate residual visual capacities in the blind visual field. 
The analysis in the time-frequency domain, revealed, as expected, a greater ERD 
in the alpha (8-12 Hz) and low-beta (15-25 Hz) band when a stimulus (moving or static) 
was presented in the intact visual field as compared to the condition in which no stimulus 
was presented (blank condition). The desynchronization was mainly evident over 
posterior electrodes sites placed in the intact contralateral hemisphere and no significant 
difference in ERD amplitude was evident between the presentations of moving and static 
stimuli. Interestingly, an ERD in the alpha and low-beta band was also evident when 
moving stimuli were presented in the blind visual field and was significantly greater with 
respect to ERD measured during both static stimulus presentation and blank condition 
that did not differ each other. Also in this case ERD was mainly confined over posterior 
electrodes of the intact ipsilateral hemisphere. Indeed, electrophysiological activity 
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elicited by moving stimuli presented in the blind visual field was significantly larger over 
electrodes of the intact hemisphere with respect to electrodes of the lesioned hemisphere. 
An ERD in the alpha and low-beta band is generally thought to represent the 
electrophysiological correlate of an activated cortical area (Neuper & Pfurtscheller, 2001; 
Pfurtscheller et al., 1994). Brain regions that are active during a task usually exhibit a 
reduced synchronization (i.e. desynchronization), while regions that are not involved 
exhibit an enhanced synchronization (Pfurtscheller & Lopes Da Silva, 2004). 
Moreover, desynchronization and synchronization (ERS) in the alpha band are generally 
observed over posterior brain regions during tasks requiring a shift of visuo-spatial 
attention. When covertly attending to a specific portion of space, a decrease in alpha 
activity is observed in cortical regions contralateral to the attended location, while an 
increase in alpha activity is observed in ipsilateral cortical regions. These modulations 
are thought to reflect the correlate of an enhanced (ERD) or a reduced (ERS) cortical 
readiness to respond to the spatial location (Kelly, Lalor, Reilly, & Foxe, 2006; Sauseng 
et al., 2005; Thut, 2006). The same holds true during task requiring attention to a specific 
sensory modality in which an ERS has been observed over cortical regions associated 
with the sensory modality to be ignored (Foxe & Snyder, 2011). Similarly, a modulations 
of activity in the low-beta band has also been found over posterior cortices during 
attentional tasks (Bauer et al., 2012; Siegel, Donner, Oostenveld, Fries, & Engel, 2008). 
The significant decrease in the alpha and low-beta band associated with the presentation 
of a stimulus in the intact visual field shown here could thus be interpreted as the evidence 
of cortical activation reflecting stimulus processing or shift of visuo-spatial attention 
induced by stimulus appearance. A similar process was observed when stimuli were 
presented in the blind visual field where patients had no awareness of stimulus 
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presentation. However, it is interesting to point out that, when presented in the blind visual 
field, a significant ERD was only found in the presence of a moving stimulus while no 
relevant ERD has been elicited by static stimuli presentation. This result seems to suggest 
that even patients that do not show residual visual abilities in their blind visual field can 
nevertheless show an implicit visual processing of some stimulus features. The lack of a 
significant electrophysiological activity in response to the presentation of a static stimulus 
suggests that the activity would be specifically linked to the processing of motion. Even 
if the present data cannot account for the cortical or subcortical generators of these 
oscillations, one possible interpretation is that this could be the result of the involvement 
of the pathway connecting SC to dorsal extrastriate areas (i.e. colliculo-dorsal 
extrastriate). This pathway is usually spared in hemianopic patients and is also thought to 
play a role in the processing of motion signals given that the activity in dorsal area V5/MT 
partly depends on input from V1 and partly depends on input originating from the SC 
(Gross, 1991; Rodman et al., 1989, 1990). In addition, the relative lateralization of the 
electrophysiological activity over electrodes placed in the intact hemisphere suggests that 
the implicit visual processing of motion in the blind visual field may originate from the 
intact hemisphere. We could speculate that the activation of ipsilateral intact hemisphere 
could have been reached via interhemispheric connections between subcortical 
ipsilesional structures and cortical contralesional striate and extrastriate areas, similar to 
those observed in blindsight patients (Bridge et al., 2008; Leh et al., 2006; Tamietto et 
al., 2012) or could have alternatively reached contralesional cortices via intercollicular 
circuitry (Rushmore & Payne, 2003). 
At the electrophysiological level, both the SC and MT area are known to robustly respond 
to transient flickering or moving stimuli (Marrocco & Li, 1977; Schneider & Kastner, 
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2005) while being weakly activated by stationary stimuli and changes in luminance 
contrast (Kastner et al., 2004; Schneider & Kastner, 2005). Conversely, both LGN and 
V1 are known to be sensitive to changes in luminance contrast and to show maintained 
responses to static stimuli (Kastner et al., 2004; McLelland, Ahmed, & Bair, 2009; 
McLelland, Baker, Ahmed, & Bair, 2010). 
The processing of static stimuli could thus mainly require the integrity of the geniculo-
striate pathway as opposed to moving stimuli that could also benefit from the activity of 
the SC-dorsal MT route generally spared in hemianopic patients. 
The lack of a significant desynchronization in response to static stimuli presentation also 
cast out the possibility that the activity shown in response to moving stimuli could be 
explained by a simple change of luminance. Moving and static stimuli were indeed 
comparable both in terms of emitted light and in terms of elicited ERD magnitude when 
presented in the intact visual field. 
The analysis in the time domain, revealed the presence of a negative (N1) and a 
positive (P3) component in response to the presentation of stimuli (moving or static) in 
the intact visual field, while no measurable event related potentials (ERPs) were evident 
when no stimulus was presented (blank condition). The amplitude of both N1 and P3 did 
not differ between the presentations of moving or static stimuli. Contrary, when stimuli 
were presented in the blind visual field, no measurable ERPs were elicited. The 
presentation of both moving and static stimuli did not evoke any measurable component 
neither in the intact nor in the lesioned hemisphere and was visually comparable to the 
activity recorded in the blank condition. This result is in line with previous findings of 
studies investigating the electrophysiological aspects of visual functions in hemianopic 
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patients without blindsight that found no evidence of activity elicited by stimuli presented 
in the blind visual field (Dundon et al., 2015; Grasso et al., 2016). 
 
 
Methodological considerations 
As previously said, the activity induced by the presentation of the moving stimuli in the 
blind visual field was only evident in the time-frequency domain. This result seems to 
suggest that the analysis in the time-frequency domain could constitute a more sensitive 
approach to investigate implicit visual processing. A possible explanation of the 
discrepancy found between the two analysis, could dwell in the possibility with time-
frequency analysis to measure both the phase-locked and the not phase locked response 
of the EEG signal. Indeed, task-related information can be lost during ERP averaging 
(Mike X Cohen, 2014) since ERPs result from the alignment of the phases of ongoing 
oscillations (Makeig et al., 2002) and are measurable only in the case of a strictly phase 
locked and time-locked activity. One possibility is that the presentation of a motion 
stimulus in the blind visual field elicited loosely timed state changes in the oscillatory 
activity, mainly related to attentional mechanisms that are not shown in the time-domain 
but are instead still retrievable in the time frequency-domain (Michael X Cohen, 2011; 
Herrmann & Knight, 2001). 
 
 
Conclusions 
In the present study, I have shown electrophysiological evidence of implicit visual 
processing in the scotopic area of a group of hemianopic patients without blindsight. The 
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electrophysiological response to stimulus presentation was only recorded in the presence 
of a moving stimulus, while no measurable activity has been shown in the presence of a 
static stimulus. This result suggests that the implicit visual processing shown in the 
present study could be mainly related to the activation of spared neural connections 
between SC and dorsal extrastriate MT area bypassing the lesion. 
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3.2 Experiment 4: Early V5 processing decoupled from awareness with fast but not 
slow motion: TMS evidence for dynamic deployment of parallel routes depending 
on motion velocity 
In previous experiment, I reported electrophysiological evidence of implicit preserved 
processing of visual stimuli presented in the blind visual field of a group of hemianopic 
patients without blindsight. The electrophysiological activity was shown only in response 
to motion stimuli while no relevant activity was recorded when static stimuli were 
presented. This result suggests that a lesion to the primary visual pathway would leave, 
at least partly, unaffected the processing of motion signals also in those patients not 
showing any residual visual capacity when tested with direct tasks. I hypothesized that 
the preserved response could be the result of the activity of subcortical direct connections 
between SC and dorsal MT area known to be generally preserved after lesions to primary 
visual pathway. Indeed the processing of motion in MT is known to be partly dependent 
on input from the primary visual cortex and partly dependent on input from the SC (Gross, 
1991; Rodman et al., 1989, 1990). However, it is not clear whether the fast-direct input 
to MT via the SC can be activated by all motion stimuli or rather show a selectivity for 
those stimuli potentially containing a greater salience and thus requiring a faster 
elaboration. 
In the next experiment, I will present results from a transcranial magnetic stimulation 
(TMS) study on healthy participants investigating the effect of motion velocity on timing 
of V5/MT processing. I will show that stimuli moving at fast velocities reach V5/MT at 
earlier latencies with respect to stimuli moving at slow velocities thus suggesting the 
recruitment of segregated pathways to V5/MT depending on motion velocity. 
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Intoduction 
 
Perception of motion is an important characteristic of our visual system, since motion 
stimuli are in many cases also behaviorally relevant. One of the most prominent area in 
the processing of motion signals is a relatively small portion of dorsal extrastriate visual 
cortex, area MT/V5. In monkeys, lesions to this area lead to severe impairments in motion 
direction discrimination (W. T. Newsome & Pare, 1988; W. Newsome, Wurtz, Dürsteler, 
& Mikami, 1985) and TMS applied over this area in humans results in transient 
impairments of motion processing (Beckers & Hömberg, 1992; d’Alfonso et al., 2002; 
Hotson, Braun, Herzberg, & Boman, 1994; Sack, Kohler, Linden, Goebel, & Muckli, 
2006; Walsh, Ellison, Battelli, & Cowey, 1998). 
Based on hierarchical models of visual processing in primates, V5 can be considered a 
relatively late stage in the processing stream. After activating the retina, visual 
information reaches the thalamus where the magnocellular layers of LGN convey most 
of the motion information to primary visual cortex V1 (Felleman & Van Essen, 1991; 
Maunsell & Van Essen, 1983; Van Essen & Maunsell, 1983), which in turn projects to 
V5. This pathway is thought to support awareness of visual motion through recurrent 
feedback to V1 (Bullier, 2001; Lamme, 2001; Pascual-Leone & Walsh, 2001). However, 
this is not the only route by which motion information can reach V5. The existence of 
functional connections between subcortical structures such as the superior SC and PV to 
V5 has been widely documented in primates (Berman & Wurtz, 2010, 2011; Lyon et al., 
2010; Rodman et al., 1990) and the involvement of both SC (Schneider & Kastner, 2005) 
and V5 (Tootell et al., 1995; Watson et al., 1993; S. Zeki et al., 1991) in the processing 
of motion signals suggests the existence of similar functional connections also in humans. 
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As previously discussed in the present thesis (see Residual visual capacities after lesions 
to the primary visual pathway in Chapter 1), this alternative pathway could mediate the 
presence of residual visual capacities to detect or discriminate moving stimuli after 
lesions to the primary visual pathway (Petra Stoerig, 2006; Lawrence Weiskrantz, 1996). 
However, some studies revealed that not all moving patterns elicit an above-chance level 
performance in these patients. In particular, a study reported that blindsight patient G.Y. 
with intact V5 but lesioned V1 could more easily detect or discriminate fast-moving 
(>6°/s) than slower moving stimuli (Barbur et al., 1993). This was interpreted as evidence 
of an increased recruitment of the subcortical connection bypassing V1 by fast motion. 
In accordance with this, another study showed a preserved early EEG response to fast 
motion but not slow motion when stimuli were presented in GY’s blind hemifield 
(Ffytche et al., 1996) even if this result was challenged by similar follow-up studies in 
the same patient (Benson, Guo, & Hardiman, 1999; Holliday et al., 1997). Conversely, 
slow moving stimuli may mostly rely on the activity of the geniculo-striate pathway and 
consequently may need the integrity of V1. In accordance with this, a double-dissociated 
pattern of performance was reported in a patient with bilateral V5 lesions but intact V1, 
who showed higher reliability in the detection and discrimination of slow moving (<6°s) 
than fast moving stimuli (Hess, Baker, & Zihl, 1989; Zihl, von Cramon, & Mai, 1983). 
Taken together these results suggest that parallel motion input to V5 could depend on 
stimulus characteristics, a phenomenon that was termed dynamic parallelism (Ffytche, 
Guy, & Zeki, 1995; Ffytche et al., 1996). 
Nonetheless, the existence of two segregated pathways that could be differentially 
activated by the presence of fast versus slow moving signals is still a matter of debate. To 
date no consistent evidence for dynamic parallelism in healthy participants has been 
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reached. While a study combining EEG and MEG measurements revealed earlier evoked 
responses to fast moving stimuli over V5 as compared to V1, and a reverse temporal 
pattern when slow moving stimuli were presented (Ffytche et al., 1995), a subsequent 
MEG study using a variety of stimulus parameters found no evidence of an early V5 
response that could be explained by a direct subcortical input (Anderson, Holliday, Singh, 
& Harding, 1996). Likewise, while intracranial recordings from area V5A in monkeys 
revealed an earlier response latency to fast than slow moving stimuli (52 vs. 60ms; 
Kawano et al., 1994), a subsequent study on V1 lesioned macaque monkeys showed no 
differential latencies in area MT to slow versus fast motion (Azzopardi, Fallah, Gross, & 
Rodman, 2003). 
In the present TMS study, I tested the hypothesis of dynamic parallelism in two groups 
of healthy participants by transiently interfering with V5 or V1/V2 processing, 
respectively. Participants were asked to judge the direction of motion of a patch of dots 
moving at either 23°/s (fast motion) or 4.4°/s (slow motion) while applying double-pulse 
TMS at different stimulus onset asynchronies (SOAs). In addition to assessing the TMS-
induced objective performance changes, participants were also asked to provide a trial by 
trial rating of their confidence in perceiving the motion stimuli (awareness) in order to 
examine possible dissociations between TMS interference with objective and subjective 
measures. In case of dynamic parallelism for motion processing, one would expect TMS 
to differentially interfere with fast versus slow motion processing when V5 or V1/V2 is 
being stimulated. More specifically, one would expect V5-TMS interference with 
objective measures to occur at earlier latencies or being stronger for fast than slow moving 
stimuli, suggesting the involvement of a more direct pathway to V5 for the processing of 
fast motion (i.e. colliculo-extrastriate). In addition, one may expect these V5-TMS effects 
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on motion processing to be more decoupled from subjective awareness (confidence 
ratings) in case of fast than slow moving stimuli, suggesting that fast motion processing 
relies less on primary visual cortex function. The reverse could occur for V1/V2-TMS, 
which may conversely show an earlier time window or stronger TMS interference with 
slow than fast moving stimuli, and greater coupling of these V1/V2-TMS effects to 
subjective awareness of these changes, given the crucial role played by V1/V2 in visual 
awareness (e.g. Silvanto et al., 2005) and the finding of slow motion perception mostly 
relying on V1/V2 integrity (Hess et al., 1989; Zihl et al., 1983). 
 
 
 
Materials and methods 
 
Participants 
Twelve participants took part in Experiment 1 (two males; mean age: 25.1, SD: 3.9), and 
twelve participants in Experiment 2 (three males; mean age 25.1, SD: 3.8), nine of whom 
participated in both experiments. The selection of participants to Experiment 1 or 2 was 
based on consistent perception of moving (Experiment 1) or static (Experiment 2) 
phosphenes (see Transcranial Magnetic Stimulation and Functional Localization section 
for further details). All participants were naïve to the purpose of the study, were right-
handed (apart from one left-hander participant who took part in both experiments) and 
had normal or corrected to normal vision. No participant presented with contraindications 
for TMS (Rossi, Hallett, Rossini, Pascual-Leone, & Safety of TMS Consensus Group, 
2009), nor with a history of neurological or psychiatric disorders. Before taking part in 
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the experiment, all participants provided written informed consent. The study was 
approved by the ethics committee of the College of Science and Engineering, University 
of Glasgow. 
 
Experimental design 
Each experiment consisted of three sessions conducted on three separate days (see Figure 
23A). The first day served to determine TMS location and intensity per participant (see 
below, Transcranial Magnetic Stimulation and Functional Localization) and to equate 
task complexity across participants and conditions for the following sessions (see 
Titration). The experimental sessions were performed on the second and third day. For 
those participants who took part in both experiment 1 and 2, order of experiments was 
randomized (5 participants starting with one experiment and 4 with the other).  
 
 
Transcranial Magnetic Stimulation and Functional Localization 
TMS was administered using a Magstim Rapid2 Plus1 stimulator and a figure-of-eight 
coil. Double pulse TMS with an inter-pulse interval of 26.7ms was used both during the 
functional localization phase and during the experimental sessions. 
Experiment 1 examined the effect of TMS over motion area V5. I chose to stimulate left 
V5 in all participants based on previous TMS studies showing more interference with 
motion processing after left than right hemispheric interventions (Anand, Olson, & 
Hotson, 1998; Beckers & Hömberg, 1992). Left V5 was localized individually at day 1 
by establishing for each participant the site over which TMS most strongly induced the 
perception of moving phosphenes. To this end, a 6 x 6 cm grid of thirty-six points centered 
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3 cm above and 3 cm to the left of the inion was firstly drew on an elastic cap. Starting 3 
cm dorsal and 4 cm lateral from the inion, the coil was then moved across the grid in 1 
cm steps in order to find the site from which most reliable moving phosphenes were 
induced. On average, this was 3.3 cm above and 2.6 cm lateral from the inion (center of 
coil). 
Experiment 2 examined the effects on TMS over early visual areas (V1/V2). In analogy 
to experiment 1, V1/V2 was localized at day 1 by establishing for each participants the 
site over which TMS induced the perception of static phosphenes covering the center of 
the visual field. To this end, a 4 x 4 cm grid of sixteen points centered 2 cm above the 
inion was firstly drew on an elastic cap. Starting from 2 cm above the inion, the coil was 
then moved across the grid in 1 cm steps in order to find the site from which most reliable 
static phosphenes were induced. On average, this was 2.6 cm above the inion (coil center). 
For both V5 and V1/V2 localization, TMS intensity was initially set to 50% of maximum 
stimulator output (MSO) and then gradually increased or decreased following a staircase 
procedure based on the participants’ report of phosphenes. Nine participants perceived 
both moving and static phosphenes, and therefore participated in both experiments. Six 
participants perceived either moving (n=3) or static phosphenes (n=3) and therefore took 
part in experiment 1 or 2 only. Coil orientation was individually chosen based on each 
participant’s most consistent reports of phosphenes. This resulted in the coil handle 
oriented upward for both V5 and V1 stimulation in the majority of participants. 
During the experimental sessions, the stimulator output was set to 10% below the 
individual defined phosphene threshold (PT) in order to avoid phosphene perception. The 
average stimulator output used was 36% MSO for V5 stimulation and 40% MSO for V1 
stimulation. 
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Figure 23. Experimental design and stimuli employed in two TMS experiments targeting area V5 or V1/V2 
respectively (Experiment 1 and 2), while healthy participants had to discriminate direction of fast vs. slow 
moving visual stimuli. (A) Experimental design: Each experiment consisted of three sessions. Session 1 (at 
day 1) served to identify areas V5 or V1/V2 by induction of moving vs. static TMS phosphenes respectively, 
and to equate task complexity across conditions (fast motion and slow motion) for the following sessions. 
Session 2 and 3 served for data acquisition to examine TMS interference with fast vs slow visual motion 
processing (TMS intensity < phosphene threshold, trials equally split across day 2 and 3). (B) Schematic 
representation of a trial. Each trial began with a fixation cross (2500ms) followed by the presentation of a 
stimulus (fast motion, slow motion or static, 67ms, 5 frames). Real or SHAM double pulse TMS was then 
applied at one of six possible stimulus onset asynchronies (SOAs) or, alternatively, no TMS was delivered. 
Participants were asked to report the perceived direction of motion (by 2AFC) and to rate their awareness 
of motion on a four point scale (1 - “I did not perceive any motion at all”, 2 - “I might have perceived 
motion but I did not have any idea of its direction”, 3 - “I did not actually see the direction of the motion, 
but I may have been able to sense or guess its direction”, 4 - “I saw the direction of the motion”). 
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Coherent motion stimuli, task and Apparatus 
Eighty white dots (dot size: 3 x 3 pixels) were presented within an area of 3° x 3° of visual 
angle (squared) at the center of a black CRT monitor (19’’, refresh rate: 75 Hz, 1280 x 
1024 pixel resolution). A percentage of dots could move either rightward or leftward 
(coherent motion) over five frames (66.7ms) at either 23°/s (fast motion) or 4.4°/s (slow 
motion), while the remaining percentage of dots moved in a random manner. In addition, 
during the experimental sessions static stimuli were also presented (see Figure 23B). The 
experiment was conducted in a dimly lit and sound controlled room with participants 
seated with their head placed on a chinrest at a viewing distance of 57 cm from the 
monitor. A computer running E-Prime software (Version 2.0) controlled stimulus 
presentation and manual response collection. 
 
 
Titration 
In both experiments, a titration curve was established at day 1 per motion velocity 
condition to individually adjust stimulus properties (i.e. motion coherence levels) for 
equating task difficulty between fast and slow motion stimuli for the subsequent 
experimental sessions. 
Each trial began with a fixation cross (2500ms) followed by the presentation of a left- or 
rightward moving stimulus (either fast or slow motion; see Coherent motion stimuli, task 
and Apparatus section above). After the presentation of the motion stimulus, participants 
were asked to indicate the perceived direction of motion (by a 2AFC), or to guess if not 
perceived. Stimuli were randomly presented at one of 12 coherence levels (ranging from 
a minimum of 8% to a maximum of 62% of dots moving coherently). Participants 
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performed three blocks of titration, each composed of 384 trials equally distributed across 
the two velocity conditions (fast motion, slow motion) and the twelve levels of coherence. 
The coherence level at which each participant performed at an accuracy of 75-85% 
(average over the three titration blocks) was then selected for the experimental sessions. 
On average, stimuli were presented at 23% of coherence for fast motion and 35% for slow 
motion. 
 
 
Experimental Session 
For each participant, slow motion and fast motion stimuli were set at the coherence rate 
established during titration (see Titration section above). In addition, static catch stimuli 
(80 white dots presented centrally for 66.7ms within 3° x 3° of visual angle on black 
background) were included in the experimental sessions (see Figure 23B). 
In order to control for eye blinks during stimulus presentation, two electrodes were placed 
above and below the participants’ left eye and EOG activity was continuously recorded. 
Before the beginning of each experimental session, the location and the intensity of TMS 
was checked to confirm the validity of the parameters determined in the previous session 
(see Transcranial Magnetic Stimulation and Functional Localization section above). 
Each trial started with a fixation cross (2500ms) followed by the presentation of a 
stimulus (66.7ms; fast motion, slow motion or static). Double-pulse TMS with an inter-
pulse interval of 26.7ms was then delivered at six different delays from motion stimulus 
onset (SOAs: 26.7, 53.3, 80, 106.6, 133.3 and 160 ms) in either an active TMS block or 
a sham TMS block (see Figure 23B), the latter to control for a potential influence of the 
TMS click on task performance. As an addition control condition, no TMS trials were 
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also included. Participants were first asked to judge whether they perceived a rightward 
or a leftward motion and then to rate their perceptual awareness on the same four-points 
rating scale previously used by Koivisto et al. (2010): 1) “I did not perceive any motion 
at all”, 2) “I might have perceived motion but I did not have any idea of its direction”, 3) 
“I did not actually see the direction of the motion, but I may have been able to sense or 
guess its direction”, 4) “I saw the direction of the motion”. When a static stimulus was 
perceived, participants were instructed to guess in response to the first prompt and then 
select the first point of the perceptual awareness rating scale (“I did not perceive any 
motion at all”). 
A total of 24 stimuli were presented for each SOA (and no TMS) and for each type of 
stimulus (fast motion, slow motion and static) administered across 12 blocks. On six 
blocks, participants received TMS while on the remaining six blocks a control SHAM 
stimulation was administered in which the coil was positioned perpendicular to the scalp. 
The order of TMS and SHAM blocks were pseudo-randomized across participants within 
experimental sessions and half of the blocks (n=6) were administered during the first 
experimental session (day 2), while the other half (n=6) were administered during the 
second experimental session (day 3). 
 
 
Analysis 
Only eye blink free trials (as assessed by EOG in a post-stimulus time window ranging 
from 0-100ms from stimulus onset) and trials with reaction times < 3sd from the mean 
were considered. Inverse efficiency scores (IES = mean reaction times/proportion of 
correct responses) were computed as a measure of objective performance, while the mean 
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of rating scale scores (RSS = sum of rating scores/number of trials) was used as a measure 
of subjective performance. These measures were analyzed per experiment using 2 x 2 x 
6 repeated-measure Analyses of Variance (ANOVAs) with the within-subject factors 
Stimulation (TMS, SHAM), Motion Velocity (fast motion, slow motion) and TMS SOA 
(26.7, 53.3, 80, 106.6, 133.3 and 160 ms). When appropriate, main effects and interactions 
were followed up by simple tests.  
Further tests included analysis of SHAM trials and static trials for control purposes using 
2 x 6 ANOVAs with the within-subject factors Motion Velocity (fast motion, slow 
motion) and TMS SOA (6 levels). No TMS trials were analyzed with a two-tailed t-test 
comparing performances between fast and slow motion. Correlation analyses (using 
Spearman rank correlations) were performed to examine possible relationships between 
the effects of TMS on objective and subjective motion perception (or the absence thereof). 
 
 
 
Results 
 
Experiment 1 (V5-TMS) 
Figure 24 illustrates task performance in terms of both the objective measure (2AFC 
response, Figure 24A) and subjective measures (confidence ratings, Figure 24B) and for 
both the fast and slow motion stimuli (left vs. right panels) under V5-TMS (colored lines) 
as compared to SHAM (black line).  
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Objective Measures 
Regarding objective performance (Figure 24A), the 2x2x6 ANOVA revealed a significant 
Stimulation x Velocity x SOA interactions (F(5,55) = 2.967, p = 0.019), suggesting that 
V5-TMS had differential effects on motion processing over SOAs depending on motion 
velocity (left vs. right panels). I therefore conducted two separate 2x6 ANOVAs, one per 
motion velocity. For fast motion trials (Figure 24A, left panel), a significant Stimulation 
x SOA interaction (F(5,55) = 2.826, p = 0.024) was found. This was explained by 
significant TMS effects (TMS vs. SHAM) at the 2nd, 4th and 6th SOA, where TMS 
impaired motion detection relative to SHAM (2nd SOA: 1003.96 vs 898.27ms; t(11) = 
2.402, p = 0.035, 4th SOA: 895.73 vs, 805.15ms; t(11) = 2.086, p = 0.061; 6th SOA: 805.77 
vs. 691.54ms; t(11) = 2.739, p = 0.019). Importantly, this effect was not driven by outliers, 
as TMS interference relative to SHAM was observed in the majority of participants (see 
inset in Figure 24A, left panel illustrating single subject data for 2nd SOA). The same 2x6 
ANOVA on slow motion trials (Figure 24A, right panel) also revealed a significant 
Stimulation x SOA interaction (F(5,55) = 2.723, p = 0.028) which however was explained 
by a significant TMS effect (TMS vs. SHAM) at the 3rd SOA only, where TMS impaired 
performance relative to SHAM (883.85 vs. 783.54ms; t(11) = 3.036, p = 0.011). Again, 
TMS interference relative to SHAM was observed in the majority of participants (see 
inset in Figure 24A, right panel for individual data). In addition, the overall 2x2x6 
ANOVA revealed a significant main effect of SOA (F(5,55) = 12.073, p < 0.001, linear 
decrease of IES over time) and a significant Stimulation x SOA interaction (F(5,55) = 
2.522, p < 0.039) that was explained by a significant TMS effect over the 3rd SOA (916.42 
vs, 817.87ms; t(11) = 2.212, p = 0.049) when both velocities are collapsed.  
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To rule out that differences in performance between the two motion velocities may have 
been driven by differences in task complexity, a 2 x 6 ANOVA on SHAM block trials 
only, with Motion Velocity and SOA as within subject factors was also run. The main 
effect of Velocity (F(1,11) = 0.070, p = 0.796) and the interaction Velocity x SOA 
(F(5,55) = 0.675, p = 0.644) were both far from significant, whereas the main effect of 
SOA was again significant (F(5,55) = 9.061, p < 0.001). No difference between the two 
velocities was also evidenced on no TMS trials (t(11) = -1.356, p = 0.202). Overall, this 
therefore confirms that participants’ performances for the two types of stimuli were 
equated, as intended by the pre-experimental titration session.  
To examine whether TMS over V5 selectively disrupted motion processing, or interfered 
with visual processing in general, I also analyzed performance on the trials with static 
stimuli using a 2 x 6 ANOVA with Stimulation and SOA as within subject factors. The 
main effect of Stimulation, SOA and the interaction Stimulation x SOA were all far from 
significance (all p-values > 0.30) suggesting that TMS over V5 did interfere with motion 
processing, without affecting visual processing in general (in contrast to V1/V2-TMS, see 
below).  
Overall, present data set indicates that V5-TMS interferes with motion processing at 
differential time points after motion onset, depending on velocity of motion, with fast 
motion being processed around 30ms earlier than slow motion (50 vs 80ms post-motion 
onset). 
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Figure 24. Interference of V5-TMS (Experiment 1) with objective and subjective motion perception. A: 
Objective performance (Inverse Efficiency Scores, IES) and B: Subjective performance (motion Rating 
Scale Scores, RSS) during TMS (colored lines) versus SHAM (black lines) at each SOA for fast motion 
(left panel) and slow motion (right panel). Error bars represent 95% confidence interval corrected for a 
within subjects design (Cousineau, 2005). Note that V5-TMS interfered with fast vs. slow motion at an 
earlier (2nd) vs. later (3rd) SOA for objective performance (in A). Insets on the upper panels represent single 
participants’ trends in TMS and SHAM blocks over the 2nd SOA for fast motion (left inset) and 3rd SOA 
for slow motion (right inset). 
 
 
Subjective Measures 
The analysis of subjective performance (Figure 24B) using the 2 x 2 x 6 ANOVA with 
Stimulation, Velocity and SOA as within subject factors revealed a main effect of 
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Velocity F(1,11) = 4.927, p = 0.048). On average, participants assigned lower confidence 
rating scores to perception of fast motion stimuli (mean = 2.97) than to slow motion 
stimuli (mean = 3.27). No other main effects (all p-values > 0.18) or interactions were 
significant (all p-values > 0.40). 
 
 
Correlations between Objective and Subjective Measures 
To investigate the relationship between objective and subjective measures, I examined 
correlations between SHAM normalized measures of objective effects on perception (i.e. 
IES on TMS blocks – IES on SHAM blocks) (Figure 25A) and SHAM normalized 
measures of subjective changes (i.e. RSS on TMS blocks – RSS on SHAM blocks) 
(Figure 25B) across participants on SOAs in which behavioral performances were found 
to be significantly affected by TMS (i.e. the 2nd, 4th and 6th SOA of the fast motion stimuli 
and the 3rd SOA of the slow motion stimuli). The correlation results are illustrated in 
Figure 25C. While in the fast motion trials, the behavioral performance decrease did not 
significantly correlate with a decrease in subjective measures at any of the relevant SOAs 
(2nd SOA: Spearman r(10) = 0.133, p = 0.681; 4th SOA: r(10) = -0.237, p = 0.457; 6th 
SOA: r(10)=0.360, p = 0.249) (see Figure 25C, left panel for 2nd SOA), a significant 
correlation was found on the 3rd SOA of slow motion trials (Spearman r(10) = -0.648, p 
= 0.022) (see Figure 25C, right panel). Therefore, while objective measures of disrupted 
fast motion perception by V5-TMS were decoupled from subjective measures (changes 
in the absence of awareness), objective and subjective measures correlated in regards to 
V5-TMS disrupted slow motion perception (the more TMS interfered with objective 
performance, the lower was the confidence ratings). 
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Figure 25. Relationship between interference of V5-TMS (Experiment 1) with objective vs. subjective 
performance (SHAM-normalized). A: SHAM normalized performance (i.e. TMS–SHAM) for objective 
and B: subjective measures in fast motion (left panel) and slow motion trials (right panel). C: Correlation 
scatterplots (95% confidence intervals) between SHAM normalized objective and subjective performances 
(A. vs B.) on the 2nd SOA for fast motion (left inset) and the 3rd SOA for slow motion (right inset).  
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Experiment 2 (V1/V2-TMS) 
Figure 26 illustrates task performance in terms of both the objective measure (2AFC 
response, Figure 26A) and subjective measures (confidence ratings, Figure 26B) and for 
both the fast and slow motion stimuli (left vs. right panels) under V1/V2-TMS (colored 
lines) as compared to SHAM (black line).  
 
 
Objective Measures 
Analysis of the objective performance measures (Figure 26A) made evident a significant 
main effect of Stimulation (F(1,11) = 6.342, p = 0.028) revealing that V1/V2-TMS 
induced a general decrease of performance over all velocities and all SOAs with respect 
to SHAM stimulation (981.59 vs. 917.32ms), which was independent of SOA. In 
accordance with this, no significant interactions were also found between Stimulation x 
SOA (F(5,55) = 0.487, p=0.785), Stimulation x Velocity (F(1,11) = 3.483 p=0.09) and 
Stimulation x Velocity x SOA (F(5,55) = 1,496, p=0.206). Also a significant main effect 
of SOA was found (F(5,55) = 5.538, p < 0.001) explained by a linear decrease on IES 
measures from earlier to later SOAs, which was independent of Stimulation (no 
interaction Stimulation and SOA), replicating the SOA effect found in Experiment 1 
(Figure 24A) which is likely driven by an unspecific effect of the TMS click on 
performance. No other main effects (all p-values > 0.21) or interactions were significant 
(all p-values > 0.28). To control for possible differences in performance between the two 
velocities due to differences in task complexity, a 2 x 6 ANOVA with Velocity and SOA 
was again conducted on SHAM trials only. The main effect of Velocity (F(1,11) = 0.147, 
p = 0.708) and the interaction Velocity x SOA (F(5,55) = 0.938, p = 0.464) were both far 
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from significant, whereas the main effect of SOA was again significant (F(5,55) = 2.821, 
p = 0.024). No difference between the two velocities was also evidenced on no TMS trials 
(t(11)) = -1.208, p = 0.252) confirming that performances in processing the two type of 
stimuli in the absence of TMS were equated as intended. To investigate whether TMS 
had interfered with motion processing, or affected visual processing in general, an 
additional 2 x 6 ANOVA with Stimulation and SOA as within subject factors was 
conducted on static trials. The main effect of Stimulation was significant (F(1,11) = 
5.091, p = 0.045), suggesting that TMS over V1 had interfered also with the processing 
of static stimuli (TMS vs. SHAM: 583.48 vs. 532.89ms). The main effect of SOA was 
also significant (F(5,55) = 17.078, p < 0.001) explained by a linear decrease of IES 
measures from earlier to later SOAs, while the Stimulation x SOA interaction was not 
significant (F(5,55) = 0.690, p = 0.633). 
Overall, this indicates that while V5-TMS had interfered with motion processing at 
specific time points, V1/V2-TMS interfered with general visual processing in a much 
larger time window after stimulus onset (~27-160ms). As a consequence, inferences on 
the implication of V1/V2-TMS in motion processing are limited with present data set.  
 
 
Subjective Measures 
The 2 x 2 x 6 ANOVA with Stimulation, Velocity and SOA as within subject factors was 
also conducted on RSS measures (see Figure 26B). A slight trend toward a significant 
main effect of Velocity (F(1,11) = 3.366, p = 0.093) and SOA (F(5,55) = 2.211, p = 0.066) 
were evidenced. No other significant main effects (all p-values > 0.25) or interactions 
were found (all p-values > 0.18). 
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Figure 26. Interference of V1/V2-TMS (Experiment 2) with objective and subjective motion perception. 
A: Objective performance (Inverse Efficiency Scores, IES) and B: Subjective performance (motion Rating 
Scale Scores, RSS) during TMS (colored lines) versus SHAM (black lines) at each SOA for fast motion 
(left panel) and slow motion (right panel). Error bars represent 95% confidence interval corrected for a 
within subjects design (Cousineau, 2005). 
 
 
Correlations between Objective and Subjective Measures 
Again, correlations between SHAM normalized measures of objective effects on 
perception (i.e. IES on TMS blocks – IES on SHAM blocks) (Figure 27A) and SHAM 
normalized measures of subjective changes (i.e. RSS on TMS blocks – RSS on SHAM 
blocks) (Figure 27B) were examined. Because there was no effect of SOA but V1/V2-
TMS tended to disrupt performance over all SOAs relative to SHAM, I correlated 
objective and subjective measures collapsed across SOAs. The analysis did not reveal any 
138 
 
significant correlation between the two measures neither for fast motion stimuli 
(Spearman: r (10) = -0.426, p = 0.167) (Figure 27C, left panel), nor for slow motion 
(Spearman: r (10) = -0.055, p = 0.862) (Figure 27C, right panel). 
 
 
Figure 27. Relationship between interference of V1/V2-TMS (Experiment 2) with objective vs. subjective 
performance (SHAM-normalized). A: SHAM normalized performance (i.e. TMS–SHAM) for objective 
and B: subjective measures in fast motion (left panel) and slow motion trials (right panel). Note that V1/V2-
TMS tended to interfere with motion processing across all SOAs in fast motion trials (but less so with slow 
motion stimuli)  C: Correlation scatterplots (95% confidence intervals) between SHAM normalized 
objective and subjective performances (A. vs B.) for fast motion (left inset) and slow motion (right inset) 
collapsed across SOAs.  
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Discussion 
 
In the present study, I used TMS in a group of healthy participants to test the hypothesis 
of dynamic parallelism which posits that fast parallel input to V5 by-passing V1 depends 
on stimulus characteristics (Ffytche et al., 1995, 1996). To this end, I interfered with V5- 
or V1/V2-processing in two separate TMS-experiments (targeting V5 or V1/V2 
respectively) while participants performed a motion discrimination task on fast (23°/s) or 
slow (4.4°/s) moving stimuli. Altogether, the present results are in support of dynamic 
parallelism for motion processing. The results are discussed separately for each 
experiment below, alongside methodological considerations.  
 
 
Evidence for segregated motion input into V5 as a function of motion velocity 
Results from the present experiment revealed that fast and slow moving stimuli show 
different timing in regards to processing by V5. When interfering with V5 by TMS, an 
early (~50ms) decrease of 2AFC performance when fast moving stimuli were processed 
and a later decrease (~80ms) with slow moving stimuli was found. No interference with 
the processing of static stimuli was found by V5-TMS in any of the tested SOAs, 
confirming the role of V5 for the processing of motion signals (Beckers & Hömberg, 
1992; d’Alfonso et al., 2002; Hotson et al., 1994; Sack et al., 2006; Walsh et al., 1998). 
Interestingly, the early V5-TMS induced decrease of 2AFC performance in the fast 
motion trials did not correlate with a change in motion awareness as revealed by 
subjective motion rating scales, while the later decrease in the slow motion trials was 
significantly correlated with a change in motion awareness. These results suggest that fast 
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moving stimuli could reach V5 through a more direct pathway than slow moving stimuli, 
given the time difference in V5-TMS interference (~30ms) found between the two 
conditions. The latencies of arrival to V5 area found in the present study also match 
previous electrophysiological findings evidencing that fast motion elicit an early 
component originating in V5 with an onset at approximately 40ms and peaking at 70ms, 
while slow motion elicit a component with an onset of approximately 60ms and peaking 
at 100ms (Pitzalis, Strappini, de Gasperis, Bultrini, & Di Russo, 2013). One possibility is 
that fast motion information is mainly conveyed the direct route connecting the SC to V5 
bypassing V1 (i.e. a colliculo-dorsal extrastriate route). In monkey, the existence of a 
functional connection between SC and V5 for motion processing has been widely 
documented (Berman & Wurtz, 2010, 2011; Lyon et al., 2010; Rodman et al., 1990). In 
humans, a similar connection has also been suggested, given that both SC (Schneider & 
Kastner, 2005) and V5 (Tootell et al., 1995; Watson et al., 1993; S. Zeki et al., 1991) are 
known to play a role in the processing of motion signals. Furthermore, a relative 
specialization of SC to respond to fast moving stimuli has been reported (Tohmi, Meguro, 
Tsukano, Hishida, & Shibuki, 2014; Waleszczyk, Wang, Benedek, Burke, & Dreher, 
2004; Wallace, McHaffie, & Stein, 1997) and an above-chance level performance in the 
detection or discrimination of moving stimuli in the scotopic area (despite absence of 
awareness) has been documented specifically for fast moving stimuli after lesion to V1 
(Barbur et al., 1993), which lends support to the notion that direct pathways may be 
selectively involved in the processing of fast motion patterns. Conversely, slow moving 
stimuli may reach V5 only after processing in V1 (i.e. implicating a geniculo-striate route) 
as also suggested by the preserved ability to perceive slow motion after bilateral V5 
lesions (Hess et al., 1989; Zihl et al., 1983). The present finding of a dissociation between 
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fast and slow moving stimuli with respect to the correlation between TMS-interference 
with objective and subjective measures of motion processing is providing further support 
to these notions. The fact that the early TMS-interference with fast motion processing did 
not correlate with a change in motion awareness is indicative of a decoupling between 
objective and subjective analysis of fast motion signals that resemble the decoupling 
shown in blindsight patients’ performances on motion detection or discrimination tasks 
(Riddoch, 1917; L. Weiskrantz, 1986), while the presence of such a correlation for slow 
moving stimuli suggests coupling to awareness and provides further support for V1 
involvement with this type of motion stimulus. 
Altogether, the present results are in line with the idea that collicolo-extrastriate and 
geniculo-striate pathways are selectively activated by different stimulus velocities, 
corroborating the view of a dynamic parallelism in the processing of motion signals 
(Ffytche et al., 1995, 1996). In this view, fast moving stimuli primarily rely on the 
activation of a direct route to V5, and the processing of stimuli through this route is 
decoupled to some extent from their conscious experience, suggesting that this pathway 
is sufficient to implement implicit sensorimotor transformations necessary to quickly 
respond to the presence of a moving target, but not to provide a complete analysis, 
including awareness of it. The existence of a faster pathway specialized for the analysis 
of fast moving stimuli also makes sense in the perspective of an evolutionary advantage. 
Fast moving stimuli constitute more dangerous events and consequently require the 
implementation of faster motor responses occurring before or even in the absence of 
awareness. This is less important for slow moving stimuli that may reach V5 through a 
slower and less direct pathway, which preserves the coupling between objective and 
subjective experience of motion and allows for a more in depths analysis. 
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Interestingly, the processing of fast moving stimuli by V5-TMS was not influenced only 
at the second SOA (i.e. 53.3ms). A decrease of performance was also evidenced at the 
third and fourth SOAs (i.e. 79.8ms and 106.6ms) suggesting a relatively long lasting 
involvement of V5 in the processing of fast motion. This was not true for slow moving 
stimuli that conversely showed a more time-restricted decrement of performance over the 
third SOA (i.e. 79.8sm). Finally, another decrease of performance at the latest SOA (i.e. 
160ms) was also evidenced in the fast motion trials. The long latency of occurrence 
suggests that this could represents feedback signals from higher frontal regions such as 
frontal eye fields and parietal cortex that are known to exert a top-down control in visual 
processing (Foxe & Simpson, 2002; Laycock, Crewther, Fitzgerald, & Crewther, 2007; 
Ruff et al., 2006; Silvanto, Lavie, & Walsh, 2006), albeit I acknowledge the speculative 
nature of this interpretation. A similar decrease should also be expected for slow motion 
trials. However, if we consider a constant time lag between the processing of the two 
velocities, this should be expected in a time window beyond the SOAs here considered 
(i.e. ~190ms). 
 
 
No selective interference of V1/V2-TMS with motion processing 
When TMS was applied over V1/V2, an unspecific decrease of performance irrespective 
of stimulus velocity and SOAs was found. One possibility is that, TMS applied over this 
area interfered with general visual processing as also suggested by a significant decrease 
in the performance on catch trials (i.e. static stimuli). Indeed, even if V1 exhibit responses 
to patterns of motion (McKeefry, Watson, Frackowiak, Fong, & Zeki, 1997; G A Orban, 
Kennedy, & Bullier, 1986), the role of this area is not strictly confined to the analysis of 
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a motion signal. It is thus reasonable to think that TMS applied over V1 could cause a 
broader interference with visual processing. Nonetheless, it is noteworthy that previous 
TMS studies were able to find a more restricted window of interference with motion 
processing when TMS was applied over V1 (Beckers & Hömberg, 1992; Beckers & Zeki, 
1995; Laycock et al., 2007; Silvanto, Lavie, & Walsh, 2005) although the consistency in 
regards to the timing of this window across these studies is limited. Some studies reported 
early interference at ~60-70ms (Beckers & Hömberg, 1992; Beckers & Zeki, 1995), while 
others found a later window of interference evidenced not earlier than ~100-120ms post 
stimulus onset (Hotson et al., 1994; Silvanto, Lavie, et al., 2005). One explanation for the 
discrepancy between present and previous findings in regards to the time-window of V1-
interference are differences in the stimulation protocol used. The present study used a 
double-pulse stimulation protocol with a relative large inter-pulse interval (i.e. 26.7ms) 
that could have had a much more detrimental effect when applied over V1. In accordance 
with this, a previous study using a similar stimulation protocol (Koivisto et al., 2010) also 
showed a temporally unspecific disruption of motion processing over the majority of 
tested time intervals when TMS was applied over V1, and a much more temporally 
selective disruption when TMS was applied over V5. 
 
 
Methodological considerations 
As to the optimal design for studying the role and the timing of V5 and V1/V2 in the 
processing of motion stimuli by TMS, I would like to point out the control conditions 
implemented in the present study which I consider important for enabling to discard 
possible confounds potentially influencing the result (and which have not always been 
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implemented by the many past TMS studies on the same topic, none of which however 
dissociating between fast and slow motion processing). Firstly, results obtained with TMS 
were always compared with a control SHAM condition that enabled to exclude the 
influence of the auditory click associated with TMS on the participants’ performance. 
Secondly, the use of concurrent EOG recordings enabled to exclude TMS-induced eye-
blinks as the origin of the performance decrease in the presence of a TMS pulse. Finally, 
the inclusion of static stimuli (catch trials) allow to pinpoint interference with motion 
processing per se, as opposed to visual processing in general. 
 
 
Conclusions 
Altogether, the present results support the idea that fast moving and slow moving stimuli 
are not processed by the same pathway, corroborating that parallel processing of motion 
signals through segregated routes is dynamically deployed depending on motion 
characteristics (dynamic parallelism). The latency difference in V5 processing between 
fast and slow moving stimuli (~50ms vs 80ms) suggest an extra relay for slow motion 
stimuli, likely involving V1 (given the decoupling of objective from subjective changes 
to motion processing for fast but not slow moving stimuli). This would be in line with the 
idea that motion signals can reach V5 through two segregated pathways. 
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CHAPTER 4 
General discussion 
 
There is no doubt that humans are visual creatures. We constantly rely on our visual 
system to the point that most of our daily choices and behaviors are indeed driven by 
visual experience. However, human species is endowed with a variety of sensory channels 
working in concert and constantly providing our system a redundant description of the 
surrounding environment. 
The importance of experiencing different sensory inputs at the same time become 
increasingly relevant when one of these inputs is weak or lost. The impaired sensory 
modality can indeed greatly benefit from the concurrent presentation of a congruent signal 
arising from a different sensory channel, which can lead to an enhanced processing of the 
otherwise subthreshold sensory component. For example, as described in Chapter 1 (see 
Audio-visual integration in the normal and lesioned brain), hemianopic patients show 
enhanced detection performances of visual stimuli presented in the scotopic area when 
these are associated with a sound and the same holds true when healthy participants are 
presented with hard to detect visual cues (Frassinetti et al., 2005, 2002; Làdavas, 2008). 
Similar mechanisms are also observed at the neural level. For example, multisensory 
neurons of the SC show progressively enhanced responses with progressively less 
effective pairs of stimuli, a phenomenon called inverse effectiveness (B E Stein & 
Meredith, 1993) and similar responses are also observed in the cortex (for a review 
Calvert, 2001). In addition, long-term multisensory mediated perceptual facilitation of 
unisensory signals has also been reported in hemianopic patients possibly reflecting a 
sustained activation of those cortical and subcortical areas mediating multisensory 
146 
 
integrative mechanisms (Passamonti, Frissen, & Làdavas, 2009). In line with this, it has 
been shown that SC neurons repeatedly exposed to concordant audio-visual pairs can 
enhance their responsiveness to the individual visual and auditory components (L. Yu et 
al., 2012). 
A relatively recent approach for the rehabilitation of visual field defects based on a 
combination of audio-visual stimulation and saccadic training has shown to induce 
significant improvements in various visual domains. After a complete course of 
multisensory audio-visual training, patients reported long-lasting ameliorations in visual 
search and reading abilities together with reduced disabilities in daily life activities 
(Bolognini et al., 2005). Furthermore, the training also promoted improved oculomotor 
scanning behaviors characterized by fewer fixations, reduced scanpath length leading to 
shorter search times during visual search. Importantly, the improvements were critically 
dependent on the use of paired audio-visual multisensory stimulation since no 
ameliorations were reported when a control unisensory training was used (Passamonti, 
Bertini, et al., 2009). This suggests that the ameliorative effects could be driven by a 
boosted recruitment of the SC, which is well implicated in multisensory integration 
mechanisms (B E Stein & Meredith, 1993) as well as saccades execution and oculomotor 
planning (Arikuni et al., 1980; Barbas & Mesulam, 1981; Krauzlis et al., 2004). In 
addition, the intensive multisensory stimulation could have also enhanced activity in 
those cortical areas receiving collicular projections and involved in audio-visual 
multisensory integration processes (Bertini et al., 2010; Krauzlis et al., 2013; Maravita et 
al., 2008; Meienbrock et al., 2007; Nardo et al., 2014). 
However, while associated clinical and behavioral improvements have been widely 
demonstrated, it remains to be clarified what are the substrates of the effects induced by 
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a sustained audio-visual training. Experiment 1 and 2 of the present dissertation were 
designed to clarify this point on hemianopic patients and healthy participants. 
 
In Experiment 1, a group of hemianopic patients was exposed to a complete course of the 
same multisensory training used in previous studies (Bolognini et al., 2005; Dundon et 
al., 2015; Làdavas, 2008; Passamonti, Bertini, et al., 2009). As expected, after the training 
patients reported ameliorated performance on visual search tasks, a more efficient pattern 
of oculomotor behaviors and reduced disabilities in daily life activities that remained 
stable also at a ~8 months follow up session. In addition, a reduced P3 component of the 
electrophysiological signal in response to simple visual stimuli briefly presented in the 
periphery of the intact visual field (Dundon et al., 2015) was confirmed at the follow up 
session. This result clearly revealed that the audio-visual training induced stable changes 
in the processing of visual stimuli that were evident also after several months. Critically 
P3 amplitude was not reduced at the baseline 2, designed to control for possible effects 
due to the repetition of the test. Given that the amplitude of the P3 component is 
modulated by the amount of attentional resources allocation (Isreal et al., 1980; Wickens 
et al., 1983), the present result suggests that the audio-visual training could have led to a 
stable reduction of attentional resources allocation in the direction of the intact visual 
field. This would be in line with results from previous studies reveling that hemianopic 
patients also exhibit a maladaptive attentional bias in the direction of their intact visual 
field similar to that shown by neglect patients and possibly reflecting an hyperactivation 
of the intact hemisphere (Jason B. Mattingley et al., 2004; Tant et al., 2002). It is possible 
that the audio-visual training induced a reduction of the attentional bias in the direction 
of the intact visual field in favour of a greater allocation of attentional resources towards 
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the blind visual field, as also suggested by the post-training increase of accuracy 
performances in the blind visual field during the unisensory visual detection task. Indeed, 
when free to move their eyes patients showed an increase in the detection of visual stimuli 
briefly presented in their blind visual field together with a concurrent reduction of the 
detection of stimuli presented in the peripheral site of the intact visual field. The post-
training implementation of a more efficient oculomotor strategy might have increased 
compensatory saccadic planning towards the hemianopic field, inducing a consequent 
shift of attention from the intact to the blind field. This seems in line with evidence 
suggesting that preparation of saccades evokes visual attentional shifts towards the 
targeted location of the saccades (for a review Zhao et al., 2012).  
The lack of a significant modulation of early components of the electrophysiological 
signal (P1 or N1) could look odd since these components are usually known to be 
influenced by visuo-spatial attentional shifts (Mangun & Hillyard, 1991). However, early 
and late stages of attention can have separate effects on the electrophysiological signal. 
When early (exogenous) and late (endogenous) attentional mechanisms overlap, for 
example in the case of a stimulus appearing in the covertly attended location, both the 
early and the late stages of the electrophysiological signal are likely to be influenced. 
Contrary, when exogenous and endogenous attentional mechanisms are separated, early 
and late components can be separately affected (Hopfinger & West, 2006). The audio-
visual training on hemianopic patients could have thus selectively induced a long-lasting 
modulation of post-perceptual attentional mechanisms while leaving unchanged the early 
mechanisms. 
A likely neural substrate driving the reported changes might be the SC. Indeed, SC is 
known to be also part of a network of brain areas implicated in spatial attention and plays 
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a crucial role both in the implementation of the motor consequences of attention and in 
the process of target selection that precedes movement (Krauzlis et al., 2004, 2013; 
Sprague, 1966). In addition, the intensive audio-visual stimulation could have also 
induced a modulation in those cortical areas receiving collicular projections and involved 
in multisensory integration processes and attentional mechanisms (Behrmann et al., 2004; 
Bertini et al., 2010; Krauzlis et al., 2013; Maravita et al., 2008; Meienbrock et al., 2007; 
Nardo et al., 2014). A likely candidate is the network of connections between the SC and 
cortical areas within the dorsal stream, like dorsal posterior parietal cortices, which is 
known to be involved in both multisensory integrative processes (G A Calvert, 2001; 
Nardo et al., 2014; B E Stein & Meredith, 1993) and in the control of orienting behaviors 
and attentional mechanisms (Behrmann et al., 2004; Krauzlis et al., 2013; Krauzlis, 2004). 
As a consequence, it is plausible to hypothesize that the multisensory training could also 
selectively influence neural activity within the dorsal stream. 
 
To further examine this point, in Experiment 2 a group of healthy participants was 
exposed to a shorter version of the same audio-visual training and electrophysiological 
measures were recorded before and after the training while subjects performed two 
lateralized visual discrimination tasks: a motion discrimination task and an orientation 
discrimination task. Results revealed that the audio-visual training enhanced the early 
visual processing during the execution of a motion discrimination task greatly relying on 
the activity of the dorsal stream (Kolster et al., 2010; Tootell et al., 1995; Watson et al., 
1993; S. Zeki et al., 1991), as indexed by a post-training enhancement of the N1 
component. Furthermore, the N1 enhancement was only evident in response to stimuli 
presented in the previously trained hemifield (i.e. the hemifield receiving 75% of audio-
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visual stimulation), suggesting a spatial selectivity of the effect. Conversely, no enhanced 
processing was evident when subjects performed an orientation discrimination task 
involving striate and ventral extrastriate cortices (Fang et al., 2005; Kamitani & Tong, 
2005; Swisher et al., 2010; Yacoub et al., 2008). The effect was found to be strongly 
dependent to multisensory integration rules (B E Stein & Meredith, 1993) given that 
participants receiving a control training in which audio-visual pairs were always 
presented in spatial disparity, showed no effect in either tasks. The N1 enhancement might 
reflect increased motion discrimination ability (Vogel & Luck, 2000) after the spatially 
coincident audio-visual training given that this component has been associated with visual 
discrimination processes (Mangun & Hillyard, 1991; Martínez et al., 1999; Vogel & 
Luck, 2000). It is possible that the repeated exposure to the audio-visual training could 
have increased the activity of the network of connections between SC and dorsal cortices, 
leading to an enhanced visual processing within the dorsal stream. Indeed, on the one 
hand previous studies revealed that repeated audio-visual stimulation can induce plastic 
changes in responses of SC neurons (L. Yu et al., 2012) and that the exposure to 
multisensory pairs can also increase neuronal responses to stimuli in a single sensory 
modality (Schroeder & Foxe, 2005; Shams, Wozny, Kim, & Seitz, 2011). 
Taken together results from Experiment 1 and 2 showed that a systematic audio-visual 
training can induce significant and stable changes in the electrophysiological responses 
of the brain to unisensory visual stimuli. Results from Experiment 1 revealed that an 
audio-visual training in hemianopic patients improve visual search and orienting 
behaviors in the direction of the blind visual field, while concurrently reducing the 
attentional processing of visual stimuli presented in the intact visual field. Further, results 
from Experiment 2 showed that the audio-visual training on healthy participants 
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selectively enhances visual discriminatory processes related to activity within the dorsal 
stream. Both results could be ascribed to changes occurring within the network of 
connections between SC and the dorsal cortices. 
 
 
Experiment 3 and 4 of the present dissertation were designed to explore the functionality 
and the characteristics of extrageniculate visual processing on both hemianopic patients 
and healthy participants. Indeed, our visual system is endowed with an incredibly 
complex organization composed of multiple visual pathways. Even if the majority of 
visual information is conveyed by the pathway connecting retina to LGN of the thalamus 
and then to primary visual cortex (i.e. retino-geniculo-striate pathway), alternative 
circuits are also present. This complex organization has several advantages. On the one 
hand, prevent the system to a complete loss of the visual function in the case of damage 
to the primary visual channel and on the other hand afford the system with different 
processing levels and speeds.  
 
In Experiment 3, I reported electrophysiological evidence of implicit visual processing of 
stimuli presented in the blind field of hemianopic patients without blindsight, that could 
likely reflect the activity of alternative visual routes bypassing the lesional site. To date, 
most of the studies investigating preserved visual processing in hemianopic patients, were 
mainly aimed to shed light on the fascinating phenomenon of blindsight as a model for 
studying the properties of alternative routes to the primary visual channel (for a review 
Cowey, 2010). However, blindsight is the exception rather than the rule likely resulting 
from a very peculiar reorganization of the visual system and thus it might be risky to 
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generalize results from these patients to a wider population of V1-lesiond patients. 
Blindsight patients show surprising abilities to accurately respond to several stimulus 
features in their blind visual field in some cases also associated to glimpses of 
consciousness, which cast some doubt on the complete loss of primary visual cortex 
functioning. Conversely, investigating implicit visual processing in patients who do not 
show residual visual capacities in their blind visual field allows to undoubtedly exclude 
the involvement of primary visual cortex since feedback signals to this area are thought 
to be an essential component of consciousness (Bullier, 2001; Lamme, 2001; Silvanto, 
Cowey, et al., 2005). Surprisingly, to date only few studies aimed to investigate the 
presence of implicit visual processing in hemianopic patients that do not report residual 
visual abilities in their blind field. These studies showed evidence of implicit visual 
processing of emotional stimuli supposed to reflect the activity of the subcortical 
colliculo-pulvinar-amygdala network (Bertini et al., 2013; Cecere et al., 2014). In 
Experiment 3, I showed that also the processing of motion could be preserved in these 
patients. Indeed, moving dots presented in the scotopic area of a group of hemianopic 
patients induced a significant modulation of the electrophysiological signal as indexed by 
an event-related desynchronization in the alpha (8-12 Hz) and low-beta (15-25 Hz) 
generally associated with sensory processing and attentional mechanisms (Bauer et al., 
2012; Klimesch, 2012; Neuper & Pfurtscheller, 2001; Pfurtscheller & Lopes Da Silva, 
2004; Pfurtscheller et al., 1994; Thut, 2006). No modulation of the electrophysiological 
signal was instead shown by the presentation of static stimuli that induced an 
electrophysiological response statistically comparable to the control condition of no 
stimulus presentation (i.e. blank condition). These results suggest that also hemianopic 
patients that do not show striking residual visual capacities to detect or discriminate 
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stimuli above chance level in their blind visual field, can nevertheless show preserved 
visual processing of some stimulus features. The lack of a relevant modulation of the 
electrophysiological signal, when static stimuli were presented, suggests that the activity 
would be mainly related to the processing of motion. Indeed, the two types of stimuli 
(moving and static dots) induced comparable electrophysiological responses when 
presented in the intact visual field thus discarding the possibility that the difference could 
be ascribed to a mere luminance difference. Even if the present data cannot account for 
the cortical or subcortical generators of the activity reported, it is possible that it results 
from the recruitment of the subcortical pathway connecting SC to dorsal MT area and 
bypassing the lesional site. Indeed, the processing of motion on dorsal MT area is both 
dependent on signals supplied from the primary visual cortex and from signals originating 
from SC (Gross, 1991; Rodman et al., 1989, 1990). Furthermore, electrophysiological 
evidence revealed that both SC and dorsal MT area robustly respond to the presence of 
flickering or moving stimuli (Marrocco & Li, 1977; Schneider & Kastner, 2005), while 
being weakly activated by stationary stimuli (Kastner et al., 2004; Schneider & Kastner, 
2005). It is thus reasonable to hypothesize that the implicit processing of motion described 
in the present thesis would result from the activity of this secondary route. In addition, 
these results on the one hand confirm the view of a prominent role of primary visual 
cortex for the conscious analysis of visual stimuli (Bullier, 2001; Lamme, 2001; Silvanto, 
Cowey, et al., 2005) while on the other hand lend support to the notion that the 
unconscious processing of some stimulus features could be preserved in the absence of 
V1 contribution. 
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In Experiment 4, I tried to better characterize the properties of the subcortical processing 
of motion stimuli revealed in previous experiment. In particular, I tested whether the 
recruitment of subcortical visual route to V5/MT area depends on motion characteristics, 
with more “salient” stimuli being processed by the fast subcortical SC-dorsal MT route 
while less salient stimuli reaching V5 through the pathway relaying on primary visual 
cortex. Studies on patients suggested that this could be the case since V1-lesioned patient 
G.Y. could only reliably detect stimuli moving at fast velocities (>6°/s) while bilateral 
V5-lesioned patient L.M. reported residual perception of stimuli moving at very slow 
speeds (Barbur et al., 1993; Ffytche et al., 1995; Hess et al., 1989; Zihl et al., 1983). In 
Experiment 4, I lent support to this notion by using TMS to interfere on V5 while a group 
of healthy participants performed a motion discrimination task. I reported evidence of an 
earlier interference with the processing of fast motion stimuli (i.e. 23°/s) at ~50ms post 
stimulus onset and a later interference at ~80ms when stimuli moved at a slower velocity 
(i.e. 4.4°/s). I interpreted this result as evidence of the recruitment of parallel segregated 
routes to V5 differentially activated by the velocity of motion. The fast SC-dorsal MT 
direct route would be mainly activated by fast moving objects as also suggested by the 
relative specialization of SC to respond to fast motion (Tohmi et al., 2014; Waleszczyk 
et al., 2004; Wallace et al., 1997). In addition, the early decrease of performance shown 
during fast motion trials did not correlate with a subjective awareness of the decremented 
performance as measured by a trial-by-trial subjective rating of motion performance. 
Conversely, slow motion trials showed a strong correlation between objective and 
subjective measures of the decrease of performance. This result would lend further 
support to the idea that the processing of slow motion require a first step of analysis on 
primary visual cortex greatly associated to conscious perception (Bullier, 2001; Lamme, 
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2001; Silvanto, Cowey, et al., 2005), while fast motion would quickly activate V5 area 
without the processing of V1. 
Taken together, results from Experiment 3 and 4 provided novel findings on the 
characteristics of visual processes mediated by extrageniculate routes. For the first time, 
I showed that also hemianopic patients that do not report residual visual capacities in the 
scotopic area could show evidence of a preserved processing of motion signals likely 
mediated by the functionality of the SC-dorsal MT visual pathway (Experiment 3). This 
secondary route could be mainly involved in a fast coarse elaboration of motion sufficient 
to quickly execute an appropriate motor response but not to provide a complete analysis 
of the stimulus. This would be particularly important in the case of potentially dangerous 
stimuli like fast moving objects (Experiment 4). The direct SC-dorsal MT pathway might 
miss some fine perceptual aspects of the processing in V1 in favor of a faster transfer of 
information for an earlier detection of motion and implementation of rapid orienting 
behaviors. 
 
 
In conclusion, in the present dissertation I described the relevant role played by 
extrageniculate neural circuits targeting cortical areas within the dorsal stream and how 
activity within these circuits can be efficiently modulated by a non-invasive stimulation 
based on a systematic exposure to paired audio-visual cues. The reported results revealed 
that these connections could play a relevant role in the rapid processing of salient visual 
stimuli requiring a fast elaboration and that these connections remain responsive even 
when a lesion prevent visual processing within the primary visual channel. Furthermore, 
I showed that a sustained audio-visual stimulation could be capable to significantly 
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reinforce activity of these connections. These results are particularly relevant in the 
perspective of a deeper comprehension of the neural mechanisms underpinning 
multisensory mediated recovery from visual field defects (Bolognini et al., 2005; 
Làdavas, 2008; Passamonti, Bertini, et al., 2009). They show, for the first time, that a 
systematic audio-visual training can induce stable plastic neural changes within the 
cortex, likely reflecting modulated responses in SC neurons (e.g. H. Jiang et al., 2015). 
Furthermore, these results somehow mirror previous animal evidence (L. Yu et al., 2012) 
and lend further support to the idea that the visual system could retain plastic properties 
until adulthood, that are highly exploitable in a rehabilitative perspective. 
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Glossary 
2AFC: Two alternative forched choice 
ADL: Activity of daily living (Experiment 1) 
AES: Anterior ectosylvian sulcus 
ANOVA: Analysis of variance 
AV-SC: Audio-visual spatially coincident training (Experiment 2) 
AV-SD: Audio-visual spatially disparate training (Experiment 2) 
AVM: Arteriovenous malformation 
B: Baseline (Experiment 1) 
B1: Baseline 1 (Experiment 1) 
B2: Baseline 2 (Experiment 1) 
BOLD: Blood oxygenation level dependent 
CRT: Cathode ray tube 
CT: Computed tomography 
dB: Decibel 
DC: Direct coupled 
DTI: Diffusion tensor imaging 
EEG: electroencephalogram 
EOG: Electrooculogram 
ERD: Event-related desynchronization 
ERP: Event related potential 
ERS: Event-related synchronization 
ERSP: Event-related spectral perturbation 
F: Follow-up (Experiment 1) 
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fMRI: Functional magnetic resonance imaging 
hMT+: Human middle temporal 
Hz: Hertz 
ICA: Independent component analysis 
IES: Inverse efficiency score 
MCA: Middle cerebral artery 
MT: Middle temporal 
LED: Light emitting diode 
LCD: Liquid crystal display 
LGN: Lateral geniculate nucleus 
LIP: Lateral intra parietal 
MAV: Multisensory audio-visual (Experiment 1) 
MEG: Magnetoencephalography 
MRI: Magnetic resonance imaging 
MSO: Maximum stimulator output 
P: Post (Experiment 1) 
PCA: Posterior cerebral artery 
PET: Positron emission tomography 
PPC: Posterior parietal cortex 
PV: Pulvinar 
ROI: Region of interest 
RSS: Rating scale score (Experiment 4) 
SC: Superior colliculus 
SD: Standard deviation 
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SOA: Stimulus onset asynchrony 
STS: Superior temporal sulcus 
TF: Time frequency 
TMS: tanscranial magnetic stimulation 
UA: Unisensory auditory (Experiment 1) 
UV: Unisensory visual (Experiment 1) 
V1: Primary visual cortex 
µV: Microvolt 
ƞp2: Partial eta square 
 
 
 
