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Abstract
Assume a standard Brownian motion W = (Wt )t∈[0,1], a Borel function f : R → R such that f (W1) ∈
L2, and the standard Gaussian measure  on the real line. We characterize that f belongs to the Besov
space B2,q () := (L2(),D1,2()),q , obtained via the real interpolation method, by the behavior of
aX(f (X1); ) := ‖f (W1)−P Xf (W1)‖L2 , where =(ti )ni=0 is a deterministic time net andP X : L2 → L2
the orthogonal projection onto a subspace of ‘discrete’stochastic integrals x0+
∑n
i=1 vi−1(Xti −Xti−1)with
X being the Brownian motion or the geometric Brownian motion. By using Hermite polynomial expansions
the problem is reduced to a deterministic one. The approximation numbers aX(f (X1); ) can be used to
describe the L2-error in discrete time simulations of the martingale generated by f (W1) and (in stochastic
ﬁnance) to describe the minimal quadratic hedging error of certain discretely adjusted portfolios.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The recent study of quantitative approximation problems for stochastic integrals has been
motivated, for example, by problems in stochastic ﬁnance, where one replaces continuously
adjusted portfolios by discretely adjusted ones and is interested in the occurring approximation
error, which can be interpreted as risk.After considering special cases the investigations indicated
that there is a close relation between stochastic approximation and smoothness properties of
these stochastic integrals. A ﬁrst connection in this direction in terms of interpolation spaces was
observed in [5]. The aim of this paper is to extend the results in the case that the underlying
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diffusion, which acts as integrator of the stochastic integrals, is the Brownian motion or the
geometric Brownian motion. The particular choice of the diffusion allows us to exploit Hermite
polynomial expansions to transform the stochastic problem into a completely deterministic one and
to understand better the interplay between smoothness, described by interpolation, and stochastic
approximation.
To explain the paper in more detail, we let W = (Wt )t∈[0,1] be a standard Brownian motion
deﬁned on a probability space (,F,P) with W0 ≡ 0 and having continuous paths for all
 ∈ , where we assume that F is the completion of (Wt : t ∈ [0, 1]). We let (Ft )t∈[0,1] be the
augmentation of the natural ﬁltration ofW , the process S = (St )t∈[0,1] be the geometric Brownian
motion
St := eWt− t2 , t ∈ [0, 1],
and  be the standard Gaussian measure on the real line
d(x) := 1√
2
e−
x2
2 dx.
The complete orthonormal system of Hermite polynomials (hk)∞k=0 ⊂ L2() is obtained by
hk(x) := (−1)
k
√
k! e
x2
2
dk
dxk
(
e−
x2
2
)
and the Sobolev space D1,2() can be deﬁned as Banach space of all f = ∑∞k=0 khk ∈ L2()
such that
‖f ‖D1,2() :=
( ∞∑
k=0
(k + 1)2k
) 1
2
< ∞.
Fractional smoothness is given by the real interpolation method:
Deﬁnition 1.1 (Bennet and Sharpley [3], Bergh and Lo˝fstro˝m [4]). Let X0 and X1 be compati-
ble Banach spaces. Given x ∈ X0 + X1 and 	 > 0, the K-functional is deﬁned by
K(x, 	;X0, X1) := inf
{‖x0‖X0 + 	‖x1‖X1 : x = x0 + x1} .
Given  ∈ (0, 1) and q ∈ [1,∞], we let (X0, X1),q be the space of all x ∈ X0 + X1 such that
‖x‖(X0,X1),q :=
∥∥∥	−K(x, 	;X0, X1)∥∥∥
Lq((0,∞), d		 )
< ∞.
The spaces by which we measure the fractional smoothness are deﬁned as
B2,q() := (L2(),D1,2()),q .
We relate this type of fractional smoothness to an approximation of Z = f (W1) quantiﬁed as
follows:
Deﬁnition 1.2. Let X be the Brownian motion or geometric Brownian motion and T be the
set of all deterministic time nets 0 = t0 < · · · < tn = 1 where n = 1, 2, . . . varies as well.
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Given  = (ti)ni=0 ∈ T and Z ∈ L2(,F,P), we let
aX(Z; ) := inf
∥∥∥∥∥[Z − EZ] −
n∑
i=1
vi−1(Xti − Xti−1)
∥∥∥∥∥
L2
,
where the inﬁmum is taken over all Fti−1 -measurable functions vi−1 :  → R such that
E|vi−1(Xti − Xti−1)|2 < ∞.
As main result we describe the relation betweenB2,q() and aX(f (W1); ) in Theorems 3.2 and
3.5: if one is interested in the optimal approximation rate c/
√
n for f ∈ B2,2() for deterministic
nets of cardinality n + 1, then Theorem 3.2 gives nets n, realizing this optimal rate, which are
equidistant only if  = 1 which corresponds to f ∈ D1,2(). For f ∈ B2,q() with  ∈ (0, 1)
the equidistant nets do not provide the rate c/
√
n in general. Conversely, if the particular nets
n give the optimal rate, then f ∈ B2,2(). In the case one wishes to use equidistant nets, the
second Theorem 3.5 gives the non-optimal rate one can still expect. We would like to point out
that both theorems provide equivalences and that the use of non-equidistant nets in Theorem 3.2
is essential. In particular, we recover from the behavior of aX(f (W1); ) the exact smoothness
of f .
To conclude the introduction with some background for Deﬁnition 1.2 let us ﬁrst introduce part
of the notation needed in Section 3. We let f ∈ L2(), deﬁne g : (0,∞) → R with
g
(
ex−
1
2
)
:= f (x), (1)
and ﬁnd some ε > 0 such that
F(t, x) := Ef (x + W1−t ) and G(t, y) := Eg(yS1−t ) (2)
gives C∞-functions on (−ε, 1) × R and (−ε, 1) × (0,∞), respectively, 1 with
F
t
+ 1
2
2F
x2
= 0 and G
t
+ y
2
2
2G
y2
= 0
(this is known, the argument for the extension of F and G from [0, 1) to (−ε, 1) can be taken
from [7, Lemma A.2]). Setting
Z := f (W1) = g(S1) ∈ L2, (3)
we obtain
E(Z|Ft ) = F(t,Wt ) = G(t, St ) a.s.
for t ∈ [0, 1) and
Z − EZ =
∫ 1
0
F
x
(t,Wt ) dWt =
∫ 1
0
G
y
(t, St ) dSt a.s.
1 We consider the Brownian motion on [0, 1 + ε] to this end.
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by Itô’s formula with
E sup
t∈[0,b]
∣∣∣∣Fx (t,Wt )
∣∣∣∣
2
< ∞ and E sup
t∈[0,b]
∣∣∣∣St Gy (t, St )
∣∣∣∣
2
< ∞
for b ∈ [0, 1) (cf. [7, Corollary 4.1, 6, Lemma 2.3]). Given a net  = (ti)ni=0 ∈ T and Z as in (3),
we consider the Riemann-approximation
asimX (Z; ) :=
∥∥∥∥∥[Z − EZ] −
n∑
i=1

(ti−1, Xti−1)(Xti − Xti−1)
∥∥∥∥∥
L2
with X ∈ {W,S} and 
 := (F/x) if X = W and 
 := (G/y) if X = S. From [7] one gets
that
1
c
aX(Z; )asimX (Z; )caX(Z; ) (4)
for X ∈ {W,S}, where c1 is an absolute constant ([7, Theorem 3.1] covers the case X = W
by the one-step approximation, which immediately implies (4) for X = W as shown for X = S
in [7]).
NowDeﬁnition 1.2 can bemotivated as follows: take the discounted Black–Scholesmodel from
stochastic ﬁnance with time-horizon T = 1 and S = (St )t∈[0,1] as price-process. If g : (0,∞) →
Rwithg(S1) ∈ L2 models the pay-off of anEuropeanoption, thenEg(S1)+∑ni=1 vi−1(Sti−Sti−1)
is the pay-off of an hedging portfolio for g(S1) if the portfolio can be re-balanced at the time-
knots 0 = t0 < t1 < · · · < tn−1 only and Eg(S1) is the starting capital as in the perfect
hedge. Consequently, aS(g(S1); ) is the corresponding minimal L2-risk, where one is allowed to
optimize over the positions vi−1. Accordingly, the quantity asimS (g(S1); ) describes the hedging
error if a simple discretized delta-hedging strategy is used. Typical examples for g are g(y) :=
(y − K)+ so that g(S1) is the pay-off of an European Call option with strike price K > 0 or
g(y) := [K,∞)(y) so that we get the pay-off of a Binary option with strike price K > 0. The
simulation of the process
(∑n
i=1 
(ti−1, Xti−1)(Xti∧t−Xti−1∧t )
)
t∈[0,1] yields to problems studied
in the literature connected to Monte-Carlo simulations (in order to get the information about F
andG if one cannot compute them directly) and approximation schemes for stochastic differential
equations (cf., for example, [13,1,2,12]). By means of such a simulation one can investigate the
discrete portfolio or one can approximate, for example, (E(g(S1)|Ft ) − Eg(S1))t∈[0,1] in case
the function G should be only used at ﬁnitely many particular time-knots and in between the
(simulated) diffusion S = (St )t∈[0,1].
The paper is organized as follows: in Section 2 we state a characterization for certain Besov
spaces needed later in the study of our approximation problem. Here we do not restrict ourselves
to B2,q(), we work in the more general setting of sequence spaces. In Section 3 we deal with the
characterization of f ∈ B2,q() in terms of the approximation numbers aX(f (W1); ).
Throughout the paper we use some standard notation from Banach space theory. All Banach
spaces are assumed to be real. To shorten sometimes the notation, given A,B0 and c1 the
expression A ∼c B is an abbreviation for A/cBcA.
2. Besov spaces
Besov spaces and connections to interpolation theory have been intensively studied in various
settings: a more classical setting can be found in [3,4,15,16], the setting of the Wiener space in
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[17,10] (and the references therein). Here we start with Besov spaces deﬁned as interpolation
spaces of sequence spaces.
Deﬁnition 2.1.
(i) For a sequence of Banach spaces E = (Ek)∞k=0 with Ek = {0} we let 2(E) and d1,2(E) be
the Banach spaces of all a = (ak)∞k=0 ∈ E such that
‖a‖2(E) :=
( ∞∑
k=0
‖ak‖2
) 1
2
and ‖a‖d1,2(E) :=
( ∞∑
k=0
(k + 1)‖ak‖2
) 1
2
,
respectively, are ﬁnite.
(ii) For  ∈ (0, 1) and q ∈ [1,∞] we deﬁne the Besov spaces
B2,q(E) := (2(E), d1,2(E)),q .
In the above deﬁnition the coordinates ak of the sequences a ∈ E belong to separate Banach
spaces Ek and their norms are taken with respect to these Ek’s. This extension from the case
(ak)
∞
k=0 ⊆ R does not affect the proof of Theorem 2.2 at all, however opens the way to exploit
Theorem2.2 for generalWiener spaces through the chaos decomposition (an examplewill be given
by Corollary 2.3). For the spaces d1,2(E) and B2,q(E) (and also for other ones) we use the con-
vention that ‖a‖d1,2(E) = ∞ and ‖a‖B2,q (E) = ∞ if a ∈ d1,2(E) and a ∈ B

2,q(E), respectively.
One might also consider a more general scale Bp,q(E), however, we restrict our considerations to
B2,q(E) because this is the only case needed in Section 3. Since ‖a‖2(E)‖a‖d1,2(E) we know
from the general interpolation theory (see, for example, [15, Section 1.3.3]) that we have the
continuous embeddings
B
1
2,r1(E) ⊆ B22,r2(E) and B2,q1(E) ⊆ B2,q2(E)
for 0 < 2 < 1 < 1, r1, r2 ∈ [1,∞],  ∈ (0, 1), and 1q1q2∞. For our stochastic
approximation problem in Section 3 we need to know the behavior of the function
(T a)(t) :=
∞∑
k=0
‖ak‖2tk (5)
for t ∈ [0, 1) and a = (ak)∞k=0 ∈ 2(E) in dependence on a ∈ B2,q(E). For this purpose we
prove:
Theorem 2.2. For  ∈ (0, 1), q ∈ [1,∞], and a = (ak)∞k=0 ∈ 2(E) one has
‖a‖
B2,q (E)
∼c ‖a‖2(E) +
∥∥∥(1 − t) 1−2 √(T a)′(t)∥∥∥
Lq([0,1), dt1−t )
∼c ‖a‖2(E) +
∥∥∥(1 − t)− 2√(T a)(1) − (T a)(t)∥∥∥
Lq([0,1), dt1−t )
,
where c1 depends on (, q) only and the expressions may be inﬁnite.
For example, taking the semi-group Gs(a) := (e−s(k+1)ak)∞k=0 on 2(E) Theorem 2.2 is quite
similar to existing semi-group characterizations (see [4, Theorem 6.7.3 and p. 167, Exercise 28,
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15, Sections 1.13.2 and 1.14.5], where one can use [4, Theorem 5.6.1, 15, Section 1.15.2]). In the
Appendix we give a direct proof including a remark about the special case q = 2.
To illustrate the usage of the spaces Ek in Deﬁnition 2.1 via Theorem 2.2, we let d be the
standard Gaussian measure on Rd and (W(d)t )t∈[0,1] be the standard d-dimensional Brownian
motion on Rd which we simply take as product of independent copies of our one-dimensional
Brownian motion including the corresponding products of the underlying probability spaces
and ﬁltrations ((d),F (d),P(d)) and (F (d)t )t∈[0,1]. As orthogonal basis for L2(d) we choose
(hk1,...,kd )
∞
k1,...,kd=0 with
hk1,...,kd (x1, . . . , xd) := hk1(x1) · · ·hkd (xd)
and (hk)∞k=0 being the Hermite polynomials, and obtain the kth chaos by
Hk := span{hk1,...,kd : k1 + · · · + kd = k}, k = 0, 1, 2, . . . .
Letting Jk : L2(d) → Hk ⊆ L2(d) be the orthogonal projection onto Hk , the Sobolev and
Besov space D1,2(d) and B2,q(d), respectively, are given by
‖f ‖2D1,2(d ) :=
∞∑
k=0
(k + 1)‖Jkf ‖2L2(d ) and B2,q(d) := (L2(d),D1,2(d)),q
with  ∈ (0, 1) and q ∈ [1,∞]. Now we get
Corollary 2.3. For  ∈ (0, 1), q ∈ [1,∞], and f ∈ L2(d) one has
‖f ‖
B2,q (d )
∼c ‖f ‖L2(d ) +
∥∥∥(1 − t)− 2 ‖M1 − Mt‖L2∥∥∥
Lq([0,1), dt1−t )
and
‖f ‖
B2,q (d )
∼c ‖f ‖L2(d ) +
∥∥∥∥s− 2 ∥∥∥f (X) − f ((1 − s)X +√2s − s2Y)∥∥∥L2
∥∥∥∥
Lq((0,1], dss )
, (6)
where Mt := E
(
f (W
(d)
1 )|F (d)t
)
, X and Y are independent Rd -valued random variables with
standard normal distribution, and c1 depends on (, q) only.
Proof. Writing f = ∑∞k=0 Jkf we get by using the Ornstein–Uhlenbeck semi-group that
E|E(f (W(d)1 )|F (d)t )|2 =
∞∑
k=0
tk‖Jkf ‖2L2(d ) =: (Tf )(t).
Hence the ﬁrst equivalence follows from Theorem 2.2 and
E|f (W(d)1 ) − E(f (W(d)1 )|F (d)t )|2 = E|f (W(d)1 )|2 − E|E(f (W(d)1 )|F (d)t )|2
= (Tf )(1) − (Tf )(t).
The second assertion follows from
‖M1 − Mt‖L2 ∼2
∥∥∥f (X) − f ((1 − s)X +√2s − s2Y)∥∥∥
L2
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for s + t = 1. To check this equivalence we may assume for convenience that f is a ﬁnite sum of
elements of the Hermite polynomial basis and get, for an independent copy W(d) of W(d), that
‖M1 − Mt‖L2 =
∥∥∥f (W(d)1 ) − Ef (W(d)t + W(d)1−t )∥∥∥
L2

∥∥∥f (W(d)1 ) − f (W(d)t + W(d)1−t )∥∥∥
L2

∥∥∥f (W(d)1 ) − Mt∥∥∥
L2
+
∥∥∥Mt − f (W(d)t + W(d)1−t )∥∥∥
L2
= 2 ‖M1 − Mt‖L2 ,
whereE is the expected valuewith respect toW(d).We conclude by observing that the distributions
of (W(d)1 ,W
(d)
t + W(d)1−t ) and (X, (1 − s)X +
√
2s − s2Y ) are the same for s + t = 1. 
Remark 2.4. For q = 2 the equivalence (6) is close (we need a different parameterization) to
a result of Hirsch [10, Theorem 13, Remark, p. 428; for the different interpolation methods see
15, 1.8.2]). In particular, Eq. (6) implies for all q that 
 ◦ f ∈ B2,q(d) whenever f ∈ B2,q(d)
and 
 : R → R is a Lipschitz function. The endpoint D1,2(d) of our interpolation scale is stable
under compositions with Lipschitz functions as well (cf. [14, Proposition 1.2.3] with a slightly
different setting).
3. Approximation in B2,q()
In this section we deal with the connection between the approximation properties of f (W1)
measured by aX(f (W1); ) and the smoothness of f expressed in terms of the Besov spaces
B2,q(). For the stochastic approximation problem the scale B

2,q(), where q varies, is needed to
understand some of the phenomena. Let us illustrate this by two examples.
Given f ∈ L2() which belongs to one of the Besov spaces B2,q() we would like to know the
nets 0 = t (n)0 < · · · < t(n)n = 1 that minimize a(f (W1); (t(n)i )ni=0) up to a multiplicative constant
as n → ∞. We shall see in Theorem 3.2 that the choice of these nets is precisely determined by
the spaces B2,2().
On the other hand, typical examples f (W1) for our approximation problem considered in the
literature so far, belong either toD1,2() or are closely related toB2,∞()when they are considered
in our setting. For instance, Gobet–Temam [9] gave natural f such that one has
lim
n→∞ n

2 aS(f (W1); n) ∈ (0,∞) (7)
for certain  ∈ (0, 1), where n = (i/n)ni=0 are the equidistant nets (and one can use [7, Theo-
rem 4.4] to come from the setting of [9] into our setting). One might ask whether one always (or
under what conditions) has a limit like in (7). As explained in Remark 3.6, it will follow from our
results that this limit implies that f (W1) ∈ B2,∞()\
⋃
q∈[1,∞) B2,q(). This shows the particular
role of the spaces B2,∞() and that one does not have a limit as in (7) in general.
Let us recall some known results for X ∈ {W,S}. From [6,5] we know that
inf
0=t0 ··· tn=1
aX(f (W1); (ti)ni=0)
ε√
n
(8)
for n = 1, 2, . . . and some ε = ε(f ) > 0 whenever there are no constants c0, c1 ∈ R such
that f (W1) = c0 + c1X1 a.s. In general, there is no upper bound c/√n as pointed out in [11].
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However, in [5,7] it is shown that for a large class of functions f one can verify this bound, i.e.
there is a sequence of nets fn = (tf,ni )ni=0 ∈ T , n = 1, 2, . . . , and some c = c(f ) > 0 with
a(f (W1); fn ) c√
n
. (9)
The typical property of the nets fn in (9) is that their knots concentrate more and more close to
the time-horizon T = 1. Equidistant time nets give the optimal rate c/√n if and only if f (W1) ∈
D1,2() (see [5] and Theorem 3.2). So it seems that the necessary degree of concentration of
the time-knots at time T = 1 of the nets fn indicates the distance of f to D1,2(). From the
above the following two possibilities to connect fractional smoothness of f and the behavior of
aX(f (W1); ) seem to be reasonable:
(A1) We relate the necessary concentration of the time nets fn at T = 1 in (9) to the condition
f ∈ B2,q().
(A2) Given a ﬁxed sequence of reference nets n, n = 1, 2, . . . , we relate the behavior of
aX(f (W1); n) tof ∈ B2,q(). SinceD1,2() is characterized by the fact that the equidistant
nets give the rate c/
√
n our natural choice is n := (i/n)ni=0.
The approach (A2) is also motivated by:
Theorem 3.1 (Geiss and Geiss [5, p. 349]). Let  ∈ (0, 1), f ∈ L2(), and W be the Brownian
motion. Then the following assertions are equivalent:
(i) f ∈ B2,∞().
(ii) There is a c > 0 such that, for all n = 1, 2, . . . and n := (i/n)ni=0,
aW (f (W1); n)cn− 2 . (10)
Theorem 3.1 will be extended by Theorem 3.5 by a different method than used in [5]. As
furthermore shown (for a slightly smaller class of functions f ) in [5, Theorems 2.3, 2.5], condition
(10) implies
sup
n1
√
naW
(
f (W1); n
)
< ∞ (11)
whenever 0 <  <  and n = (t(n,)i )ni=0 is given by
t
(n,)
i := 1 −
(
1 − i
n
) 1

. (12)
This gives our starting point for (A1) where we clarify the connection between (11) and fractional
smoothness in Theorem 3.2 and explain in this way the implication (10) ⇒ (11) by the embedding
B2,∞() ⊆ B2,2(). In particular, we get a replacement for (10) from which one immediately sees
the validity of (9) for f ∈ B2,2() with fn = n .
3.1. The results
The following theorems will be proved in the next paragraph. Our ﬁrst statement deals with the
approach (A1). To include the limit case  = 1 we let B12,2() := D1,2().
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Theorem 3.2. Let  ∈ (0, 1], f ∈ L2(), and X be either the Brownian motion or the geometric
Brownian motion. Then the following assertions are equivalent:
(i) f ∈ B2,2().
(ii) There is a c2 > 0 such that, for all n = 1, 2, . . . and  = (ti)ni=0 ∈ T ,
aX(f (W1); )c2 sup
i=1,...,n
(ti − ti−1) 12
(1 − ti−1) 1−2
.
(iii) There is a c3 > 0 such that, for all n = 1, 2, . . . ,
aX(f (W1); n)
c3√
n
,
where the nets n are given in (12).
Moreover, if |f (W1)|,X is the inﬁmum of all possible c2 > 0 in (ii) and ‖f (W1)‖,X is the
inﬁmum of all possible c3 > 0 in (iii), then
‖f ‖
B2,2()
∼d ‖f ‖L2() + |f (W1)|,X
∼d ‖f ‖L2() + ‖f (W1)‖,X,
where d > 0 depends on  only.
Remark 3.3. Concerning Theorem 3.2 we remind that the rate c/
√
n is best possible because
of (8). We do not know whether there is a natural characterization of B2,q() for q = 2 by nets
realizing the optimal rate c/
√
n like in (ii) or (iii) of Theorem 3.2. In case, one does not ask for
the best rate, a characterization similar to (iii) was given by Theorem 3.1 for q = ∞.
There is a connection between approximation properties of f (W1) and path-properties of the
martingale
(
F(t,Wt )
)
t∈[0,1) generated by the closure f (W1). To explain this, for  ∈ [0, 1) we
let
I(f )() :=
(∫ 1
0
(1 − t)−−1|f (W1()) − F(t,Wt ())|2 dt
) 12
which measures the path-wise speed of convergence of the martingale to its closure in an integral
form. For  = 1 the expression is not appropriate since for f = ∑∞k=0 khk ∈ L2() with
supk1 |k| > 0 one computes E|I1(f )|2 = ∞. For  ∈ (0, 1) and certain f it was shown in
[5, Corollary 2.12, Theorem 2.3] that I(f ) ∈ L2 impliesTheorem 3.1(ii) and that Theorem 3.1(ii)
gives I(f ) ∈ L2 for 0 < . Now this becomes clear since for  ∈ (0, 1) and f ∈ L2()
Corollary 2.3 (q = 2, d = 1) states that I(f ) ∈ L2 if and only if f ∈ B2,2(). Translating this
into approximation theory by Theorem 3.2 leads to:
Corollary 3.4. For  ∈ (0, 1), f ∈ L2(), and X ∈ {W,S} the following assertions are
equivalent:
(i) I(f ) ∈ L2.
(ii) There is a c > 0 such that, for all n = 1, 2, . . . and  = (ti)ni=0 ∈ T ,
aX(f (W1); )c sup
i=1,...,n
(ti − ti−1) 12
(1 − ti−1) 1−2
.
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The corollary does not extend to  = 0, since condition (ii) would be always satisﬁed, but
exploiting Hermite expansions of f one ﬁnds f ∈ L2() such that E|I0(f )|2 = ∞. Our next
theorem concerns the approach (A2) and extends Theorem 3.1.
Theorem 3.5. Let q ∈ [1,∞],  ∈ (0, 1), and X ∈ {W,S}. Then
‖f ‖
B2,q ()
∼c ‖f ‖L2() +
∥∥∥∥(n 2 − 1q aX(f (W1); n))∞n=1
∥∥∥∥
q
,
where c = c(, q)1 and n := (i/n)ni=0.
Remark 3.6. Recall that the nets n were given in (12) where n = 1n are the equidistant nets.
(i) Theorem 3.5 makes clear that limits of type (7) for certain  ∈ (0, 1) require that
f ∈ B2,∞()
∖ ⋃
q∈[1,∞)
B2,q().
In fact, f (W1) ∈ B2,∞() since (7) gives aS(f (W1); n)cn−

2 , and f (W1) ∈ B2,q() for
all q ∈ [1,∞) since lim infn n 2 aS(f (W1); n) > 0 by (7) as well.
(ii) Assumef ∈ L2() such that
∥∥∥∥(n 2 − 1q aX(f (W1); n))∞n=1
∥∥∥∥
q
< ∞ for some (, q) ∈ (0, 1)×
[1,∞] or supn1
√
naX(f (W1); n) < ∞ with  ∈ (0, 1]. Given a Lipschitz function 
 :
R → R, Theorems 3.2 and 3.5 and Remark 2.4 imply that (
 ◦ f )(W1) shares the same
approximation properties. An extreme example for this is the case f (W1) = X1. Since
one trivially has that aX(X1; n) = 01/√n for n = 1, 2, . . . one obtains an alternative
argument for aX(
(X1); n)c/√n (the approximation of 
(X1) for absolutely continuous

 was considered, for example, in [18]).
Remark 3.7. Throughout the paper the approximation error is measured with respect to L2. It
would be of interest to replace L2 by Lp with p = 2, in particular with p ∈ (2,∞). A result in
this direction, where the L2-space is replaced by weighted BMO-spaces, is obtained in [8] and
shows that certain approximation rates change in comparisonwith theL2-case. The problem in the
general Lp-case consists in ﬁnding a replacement of Lemma 3.10 which links the approximation
properties to the behavior of 2F/x2 and 2G/y2. Lemma 3.10 goes back to [7] and relies, so
far, on the L2-norm.
3.2. Proof of Theorems 3.2 and 3.5
Lemma 3.8. Let  ∈ (0, 1], n = (t(n,)i )ni=0 be the nets deﬁned in (12), and
 : [0, 1) −→ [0,∞)
be a continuous and non-decreasing function. Then the following assertions are equivalent:
(i) There is a constant c1 > 0 such that
n∑
i=1
∫ ti
ti−1
(ti − u)
(u) duc1 sup
i=1,...,n
ti − ti−1
(1 − ti−1)1−
for all 0 = t0 < t1 < · · · < tn = 1.
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(ii) There is a constant c2 > 0 such that
n∑
i=1
∫ t (n,)i
t
(n,)
i−1
(t
(n,)
i − u)
(u) du
c2
n
for all n = 1, 2, . . . .
(iii) There is a constant c3 > 0 such that∫ 1
0
(1 − u)1−
(u) duc3.
For (i) ⇒ (ii) and (ii) ⇒ (iii) one can take c2 = dc1 and c3 = dc2, where d > 0 is a constant
depending at most on , for (iii) ⇒ (i) one can take c1 = c3.
Proof. (i) ⇒ (ii): This implication follows by inserting the nets n into (i) and a simple compu-
tation.
(ii)⇒ (iii): Given time nets (t(n)i )ni=0 with 0 = t (n)0 < · · · < t(n)n = 1 and limn supi=1,...,n |t (n)i −
t
(n)
i−1| = 0 we have that
lim inf
n
n∑
i=1
(1 − t (n)i−1)1−
(t(n)i−1)(t(n)i − t (n)i−1)
∫ 1
0
(1 − u)1−
(u) du.
Furthermore,
n∑
i=1
(1 − t (n)i−1)1−
(t(n)i−1)(t(n)i − t (n)i−1)
=
n∑
i=1
(1 − t (n)i−1)1−
t
(n)
i − t (n)i−1
(t
(n)
i − t (n)i−1)2
(t(n)i−1)

(
sup
i=1,...,n
(1 − t (n)i−1)1−
t
(n)
i − t (n)i−1
)
n∑
i=1
(t
(n)
i − t (n)i−1)2
(t(n)i−1)

(
sup
i=1,...,n
(1 − t (n)i−1)1−
t
(n)
i − t (n)i−1
)
n∑
i=1
2
∫ t (n)i
t
(n)
i−1
(t
(n)
i − u)
(u) du.
Applying this to (t(n,)i )
n
i=0 gives∫ 1
0
(1 − u)1−
(u) du2 lim inf
n
(
sup
i=1,...,n
(1 − t (n,)i−1 )1−
t
(n,)
i − t (n,)i−1
)
c2
n
dc2
for some d = d() > 0.
(iii) ⇒ (i): Here one gets that
n∑
i=1
∫ ti
ti−1
(ti − u)
(u) du
=
n∑
i=1
∫ ti
ti−1
ti − u
(1 − u)1− (1 − u)
1−
(u) du
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
(
sup
i=1,...,n
sup
u∈[ti−1,ti )
ti − u
(1 − u)1−
)∫ 1
0
(1 − u)1−
(u) du
=
(
sup
i=1,...,n
ti − ti−1
(1 − ti−1)1−
)∫ 1
0
(1 − u)1−
(u) du
c3 sup
i=1,...,n
ti − ti−1
(1 − ti−1)1− . 
Given f ∈ L2() and t ∈ [0, 1), we let
HW(f )(t) :=
∥∥∥∥∥
2
F
x2
(t,Wt )
∥∥∥∥∥
L2
and HS(f )(t) :=
∥∥∥∥∥S2t 
2
G
y2
(t, St )
∥∥∥∥∥
L2
with F and G taken from (2). The functions HW(f ) and HS(f ) are the main tool in order to
estimate aX(f (W1); ) and can be computed by:
Lemma 3.9. For f = ∑∞k=0 khk ∈ L2() and t ∈ [0, 1) one has that
HW(f )
2(t) =
∞∑
k=0
2k+2(k + 2)(k + 1)tk,
HS(f )
2(t) =
∞∑
k=0
(
k+2 − k+1√
k + 2
)2
(k + 2)(k + 1)tk,
so that 112HW(f )
2(t) − 23
(
21 + 22
)
HS(f )2(t)4HW(f )2(t) + 221.
Proof. We only check the formula for HS(f ), the proof for HW(f ) is the same. Let us ﬁx
t ∈ [0, 1). It is known (cf., for example, [7, Lemma A.2]) that
y2
2G
y2
(t, y) = E
(
g(yS1−t )
(
W 21−t
(1 − t)2 −
W1−t + 1
1 − t
))
= E
(
f (x + W1−t )
(
W 21−t
(1 − t)2 −
W1−t + 1
1 − t
))
for exp(x − (t/2)) = y > 0, x ∈ R, and g given by (1). 2 Hölder’s inequality implies that the
linear map f → S2t (2G/x2)(t, St ) is continuous from L2() into L2() so that we may restrict
ourselves to f = ∑Nk=0 khk ∈ L2() to obtain the expansion for HS(f ). For the Ornstein–
Uhlenbeck-type operators
S1t (f )(x) :=
∫
R
f (
√
t x + √1 − t )  d(),
S2t (f )(x) :=
∫
R
f (
√
t x + √1 − t ) (2 − 1) d()
2 For the case HW(f ) one has 
2F
x2
(t, x) = E
(
f (x + W1−t )
(
W21−t
(1−t)2 −
1
1−t
))
.
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we have that S1t (h0) = S2t (h0) = S2t (h1) = 0 and
S1t (hk) =
√
1 − t√kt k−12 hk−1,
S2t (hl) = (1 − t)
√
l(l − 1)t l−22 hl−2
for k1 and l2 with the convention that 00 := 1. Hence
HS(f )
2(t)
=
∫
R
[∫
R
f (
√
tx + √1 − t)
(
2 − 1
1 − t −
√
1 − t
)
e−
2
2
d√
2
]2
e−
x2
2
dx√
2
=
∥∥∥∥ 11 − t S2t (f ) − 1√1 − t S1t (f )
∥∥∥∥
2
L2()
=
∞∑
k=0
(
k+2 − k+1√
k + 2
)2
(k + 2)(k + 1)tk.
The relation between HW(f ) and HS(f ) follows by a simple computation using the identities for
HW(f ) and HS(f ). 
The following lemma is taken from [7] where it is formulated for the geometric Brownian
motion. The case of the Brownian motion is covered in [7] by the one-step approximation, which
immediately implies the multi-step approximation from Lemma 3.10 as well.
Lemma 3.10 (Geiss [7]). For f ∈ L2(), Z = f (W1), and  = (ti)ni=0 ∈ T one has that
aX(Z; ) ∼c
(
n∑
i=1
∫ ti
ti−1
(ti − u)HX(f )2(u) du
) 1
2
,
whereX is either the Brownian motion or the geometric Brownian motion and c1 is an absolute
constant.
Proof of Theorem 3.2. (a) First, we assume that  ∈ (0, 1). Let f = ∑∞k=0 khk ∈ L2(),
a = (k)∞k=0 ∈ 2, and (T a)(t) :=
∑∞
k=0 2ktk , t ∈ [0, 1). Applying Theorem 2.2 for q = 2 and
Lemma 3.9 give
‖f ‖
B2,2()
∼c(2.2) ‖a‖2 +
√∫ 1
0
(1 − t)−(T a)′(t) dt
∼c′ ‖a‖2 +
√∫ 1
0
(1 − t)−[(T a)′(t) − 21] dt
= ‖f ‖L2() +
√∫ 1
0
(1 − t)−
∫ t
0
HW(f )2(u) du dt
= ‖f ‖L2() +
√
1
1 − 
∫ 1
0
(1 − t)1−HW(f )2(t) dt,
where c(2.2)1 is taken from Theorem 2.2, c′1 depends at most on , and the partial integra-
tion can be checked replacing HW(f )2 by (HW(f ) ∧ N)2, N > 0, and exploiting monotone
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convergence. Finally, we remark that
‖f ‖L2() +
√∫ 1
0
(1 − t)1−HW(f )2(t) dt
∼c′′ ‖f ‖L2() +
√∫ 1
0
(1 − t)1−HS(f )2(t) dt
with c′′ = c′′()1 where we used Lemma 3.9 once more. Now the assertion of our theorem
follows from Lemmas 3.8 and 3.10.
(b) The case  = 1 follows from Lemmas 3.8–3.10 as well because of
‖f ‖2D1,2() = ‖f ‖2L2() + 21 +
∫ 1
0
HW(f )
2(u) du. 
Proof of Theorem 3.5. (a) For a = (an)∞n=1 ⊆ E, where E is a Banach space, we let
‖a‖d2,∞(E) := sup
n1
√
n‖an‖ and ‖a‖∞(E) := sup
n1
‖an‖.
Given a = (an)∞n=1 ∈ ∞(E), l2, and 	 ∈ (
√
l − 1,√l], we have
K
(
a, 	; d2,∞(E), ∞(E)
)

√
l − 1‖al−1‖
since ‖(an,0)∞n=1‖d2,∞(E) + 	‖(an,1)∞n=1‖∞(E)
√
l − 1‖al−1,0 + al−1,1‖. Hence
‖a‖(d2,∞(E),∞(E))1−,q
=
∥∥∥∥
(∥∥∥	−1K (a, 	; d2,∞(E), ∞(E))∥∥∥
Lq((
√
l−1,√l], d		 )
)∞
l=1
∥∥∥∥
q

∥∥∥∥
(√
l − 1‖al−1‖
∥∥∥	−1∥∥∥
Lq((
√
l−1,√l], d		 )
)∞
l=2
∥∥∥∥
q
2−
1
q 2−
1−
2 − 1q
∥∥∥∥(n 2 − 1q ‖an‖)∞n=1
∥∥∥∥
q
.
It should be noted that the pair (d2,∞(E), ∞(E)) can be also described by using a modiﬁcation
of the spaces used in [4, Theorem 5.6.1].
(b) We consider the map A acting between
A : L2() → ∞(L2) and A : D1,2() → d2,∞(L2)
deﬁned by
Af := (Anf )∞n=1 with Anf := f (W1) − Ef (W1) − PnXf (W1),
where PnX : L2 → L2 is the orthogonal projection onto the closed subspace generated by∑n
k=1 vk−1
(
Xk
n
− Xk−1
n
)
with vk−1 :  → R being F k−1
n
-measurable and satisfying
E
∣∣∣vk−1 (Xk
n
− Xk−1
n
)∣∣∣2 < ∞.
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One gets ‖A : L2() → ∞(L2)‖1. On the other hand, we know from Theorem 3.2 ( = 1)
that A : D1,2() → d2,∞(L2) is bounded as well. Real interpolation (see, for example,
[3, Theorem 5.1.12]) gives that∥∥∥A : B2,q() → (∞(L2), d2,∞(L2)),q∥∥∥  ∥∥A : D1,2() → d2,∞(L2)∥∥ =: c.
Combining this with step (a) yields to∥∥∥∥(n 2 − 1q aX(f (W1); n))∞n=1
∥∥∥∥
q
c′‖f ‖
B2,q ()
for some c′ = c′(, q) > 0 and one inequality of our theorem follows since ‖f ‖L2()c′′
‖f ‖
B2,q ()
for some c′′ = c′′(, q) > 0.
(c) Let us turn to the other direction. We have∫ 1− 1
n
0
HX(f )
2(u) du  2n
n∑
i=1
∫ i
n
i−1
n
(
i
n
− u
)
HX(f )
2(u) du
 2nc2(3.10)aX(f (W1); n)2
with c(3.10) > 0 taken from Lemma 3.10 where the ﬁrst inequality is trivial for n = 1 and follows,
for n2, from∫ 1− 1
n
0
HX(f )
2(u) du 
n−1∑
i=1
∫ i
n
i−1
n
duHX(f )
2
(
i
n
)
 2n
n−1∑
i=1
∫ i+1
n
i
n
(
i + 1
n
− u
)
HX(f )
2(u) du.
Hence,∥∥∥∥∥(1 − t) 1−2
(∫ t
0
HX(f )
2(u) du
) 1
2
∥∥∥∥∥
Lq
(
[0,1), dt1−t
)

∥∥∥∥∥∥∥∥
⎛
⎜⎜⎝
∥∥∥∥∥∥(1 − t)
1−
2
(∫ 1− 1
n
0
HX(f )
2(u) du
) 1
2
∥∥∥∥∥∥
Lq
(
[ n−2
n−1 ,
n−1
n
), dt1−t
)
⎞
⎟⎟⎠
∞
n=2
∥∥∥∥∥∥∥∥
q

∥∥∥∥∥
(∥∥∥(1 − t) 1−2 √2nc(3.10)aX(f (W1); n)∥∥∥
Lq
(
[ n−2
n−1 ,
n−1
n
), dt1−t
)
)∞
n=2
∥∥∥∥∥
q
c
∥∥∥∥(n 2 − 1q aX(f (W1); n))∞n=1
∥∥∥∥
q
with c = c(, q) > 0. On the other hand, assuming the orthogonal expansion f = ∑∞k=0 khk
with a = (k)∞k=0 ∈ 2 and (T a)(t) :=
∑∞
k=0 2ktk for t ∈ [0, 1), we get that
(T a)′(t) = 21 +
∫ t
0
HW(f )
2(u) du9(21 + 22) + 12
∫ t
0
HX(f )
2(u) du
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by Lemma 3.9. Combining the last two estimates with Theorem 2.2 yields to
‖f ‖
B2,q ()
 c(2.2)
[
‖f ‖L2() +
∥∥∥(1 − t) 1−2 √(T a)′(t)∥∥∥
Lq([0,1), dt1−t )
]
 c(2.2)
⎡
⎣c′‖f ‖L2() + √12
∥∥∥∥∥(1 − t) 1−2
(∫ t
0
HX(f )
2(u) du
) 1
2
∥∥∥∥∥
Lq([0,1), dt1−t )
⎤
⎦
 c(2.2)
[
c′‖f ‖L2() +
√
12c
∥∥∥∥(n 2 − 1q aX(f (W1); n))∞n=1
∥∥∥∥
q
]
with c′ = c′(, q) > 0 so that the remaining inequality of our assertion is proved as well. 
Appendix A
Proof of Theorem 2.2. Throughout the proof we follow the convention that ’empty’ sums are
treated as zero.
(a) It is known and not difﬁcult to see that K(a, 	; d1,2(E), 2(E)) can be estimated as
K(a, 	; d1,2(E), 2(E)) ∼√2
( ∞∑
k=0
min{k + 1, 	2}‖ak‖2
) 1
2
(13)
for a = (ak)∞k=0 ∈ 2(E) and 	 > 0 (cf. [4, Theorem 5.6.1, 15, Section 1.18.2]). In fact, because
the case 	 ∈ (0, 1] is obvious, we let 	 ∈ (√n,√n + 1] for some n ∈ {1, 2, . . .} and a =
(ak)
∞
k=0 ∈ 2(E). Then the decomposition a = a(0) + a(1) with a(0) := (a0, . . . , an−1, 0, 0, . . .)
gives the upper estimate of the K-functional. To get the lower one, we let (ak,0)∞k=0 ∈ d1,2(E)
and (ak,1)∞k=0 ∈ 2(E) such that ak = ak,0 + ak,1 and observe that
∞∑
k=0
(k + 1)‖ak,0‖2 + 	2
∞∑
k=0
‖ak,1‖2 12
∞∑
k=0
min
{
k + 1, 	2
}
‖ak‖2.
(b) Let d(t) := dt1−t , k := ‖ak‖, and  := 1 − . We start with the ﬁrst equivalence of the
theorem. For t ∈ [0, 1) take nt ∈ {1, 2, . . .} such that 1 − 1nt  t < 1 − 1nt+1 . Then we get∥∥∥(1 − t) 2√(T a)′(t)∥∥∥
Lq()

∥∥∥∥∥∥∥(1 − t)

2
(
nt−1∑
k=1
2kkt
k−1
) 12 ∥∥∥∥∥∥∥
Lq()
+
∥∥∥∥∥∥∥(1 − t)

2
⎛
⎝ ∞∑
k=nt
2kkt
k−1
⎞
⎠
1
2
∥∥∥∥∥∥∥
Lq()

∥∥∥∥∥∥∥(1 − t)

2
(
nt−1∑
k=1
k2k
) 12 ∥∥∥∥∥∥∥
Lq()
+ c
∥∥∥∥∥∥∥(1 − t)

2
⎛
⎝ 1
1 − t
∞∑
k=nt
2k
⎞
⎠
1
2
∥∥∥∥∥∥∥
Lq()
since ktk−1c2/(1−t) for knt and some absolute c > 0, where theLq -normsmight be inﬁnite.
The inequality ktk−1c2/(1− t) can be seen as follows: because of nt(1− t)−1 < nt + 1 it is
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sufﬁcient to check that ktk−1c2nt for knt . Replacing t by 1−(nt +1)−1 it is enough to verify
k(n/(n+1))k−1c2n for kn1. This inequality holds for c2 := supn1(n/(n+1))n−1 in the
case k = n. The case kn follows by induction via (k+1)(n/(n+1))kk(n/(n+1))k−1. Now,
using the transformation 	2 = 1/(1 − t) and observing that nt	2 < nt + 1 we can continue to∥∥∥(1 − t) 2√(T a)′(t)∥∥∥
Lq()
2
1
q
∥∥∥∥∥∥∥	
−
⎛
⎝	2−1∑
k=1
k2k
⎞
⎠
1
2
∥∥∥∥∥∥∥
Lq([1,∞), d		 )
+ c2 1q
∥∥∥∥∥∥∥	
−
⎛
⎝	2 ∞∑
k=	2
2k
⎞
⎠
1
2
∥∥∥∥∥∥∥
Lq([1,∞), d		 )
(1 + c)2 1q
∥∥∥∥∥∥	−
( ∞∑
k=1
min{k + 1, 	2}2k
) 1
2
∥∥∥∥∥∥
Lq([1,∞), d		 )
(1 + c)2 1q √2 ∥∥	−K(a, 	; d1,2(E), 2(E))∥∥Lq([1,∞), d		 )
(1 + c)2 1q √2‖a‖(d1,2(E),2(E)),q
= (1 + c)2 1q √2‖a‖
B2,q (E)
,
where x is the largest integer smaller than or equal to x ∈ R and where we used (13). Moreover,
‖a‖2(E)c,q‖a‖B2,q (E) so that one direction of the ﬁrst equivalence is veriﬁed. To get the
remaining estimate we again use (13) to obtain
‖a‖
B2,q (E)
= ∥∥	−K(a, 	; d1,2(E), 2(E))∥∥Lq((0,∞), d		 )
c′,q‖a‖2(E) +
∥∥	−K(a, 	; d1,2(E), 2(E))∥∥Lq([1,∞), d		 )
c′,q‖a‖2(E) +
√
2
∥∥∥∥∥∥	−
( ∞∑
k=0
min{k + 1, 	2}2k
) 1
2
∥∥∥∥∥∥
Lq([1,∞), d		 )
c′′,q‖a‖2(E) +
√
2
∥∥∥∥∥∥∥	
−
⎛
⎝	2−1∑
k=1
(k + 1)2k + 	2
∞∑
k=	2
2k
⎞
⎠
1
2
∥∥∥∥∥∥∥
Lq([1,∞), d		 )
.
Moreover, for tn := 1 − 1n , n1, one has
n−1∑
k=1
(k + 1)2k + n
∞∑
k=n
2k5
∞∑
k=1
2k
1 − tkn
1 − tn = 5n
∫ 1
tn
(T a)′(t) dt
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so that, with Z(s) := (T a)′(1 − s) for s ∈ (0, 1],∥∥∥∥∥∥∥	
−
⎛
⎝	2−1∑
k=1
(k + 1)2k + 	2
∞∑
k=	2
2k
⎞
⎠
1
2
∥∥∥∥∥∥∥
Lq([1,∞), d		 )

√
10
∥∥∥∥∥∥∥	
−
⎛
⎝	2 ∫ 1
1− 1	2
(T a)′(t) dt
⎞
⎠
1
2
∥∥∥∥∥∥∥
Lq([1,∞), d		 )
= √10
∥∥∥∥∥∥	−
(
	2
∫ 1
	2
0
Z(s) ds
) 1
2
∥∥∥∥∥∥
Lq([1,∞), d		 )

√
10
∥∥∥∥∥∥	−
(
	2
∫ 1
	2
0
Z(s) ds
) 1
2
∥∥∥∥∥∥
Lq([1,∞), d		 )
= √102− 1q
∥∥∥∥∥r 2
(
1
r
∫ r
0
Z(s) ds
) 1
2
∥∥∥∥∥
Lq((0,1], drr )
,
where we used that Z is non-increasing and (1/	2)(1/	2) (q = ∞ is included by 1/∞ = 0).
To continue we need the inequality∥∥∥∥∥r 2
(
1
r
∫ r
0
Z(s) ds
) 1
2
∥∥∥∥∥
Lq((0,1], drr )
(1 − )−max
{
1
2 ,
1
q
} ∥∥∥s 2√Z(s)∥∥∥
Lq((0,1], dss )
. (14)
For q ∈ [2,∞] this follows from Hardy’s inequality∥∥∥∥r−1
∫ r
0
(s) ds
∥∥∥∥
Lp
(
(0,∞), dr
r
)  11 − 
∥∥s(s)∥∥
Lp
(
(0,∞), ds
s
)
for a Borel function  : (0,∞) → [0,∞) and p ∈ [1,∞] (see [3, Lemma 3.9, p. 124]). In the
case q ∈ [1, 2] inequality (14) can be turned into∫ 1
0
r
−1
p
−1
(∫ r
0
(s)p ds
) 1
p
dr 1
1 − 
∫ 1
0
s

p
−1(s) ds (15)
for a continuous non-increasing function  : (0, 1] → [0,∞) and p ∈ [1, 2]. By monotone
convergence it is sufﬁcient to show (15) for
(s) =
2n∑
k=1
k(0, k2n
](s) with n ∈ {1, 2, . . .} and k0.
Since in this case the left-hand side can be bounded by
2n∑
k=1
k
∫ 1
0
r
−1
p
−1
(∫ r
0
(0, k2n
](s)p ds
) 1
p
dr,
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whereas the right-hand side equals
2n∑
k=1
k
1 − 
∫ 1
0
s

p
−1(0, k2n
](s) ds,
it sufﬁces to verify (15) for (s) := (0,ε](s) with ε ∈ (0, 1] (which can be done by directly
computing both sides). Combining (14) with the previous estimates and substituting Z back by
(T a)′ gives
‖a‖
B2,q (E)
c′′,q‖a‖2(E) +
√
2
√
102−
1
q
∥∥∥∥∥r 2
(
1
r
∫ r
0
Z(s) ds
) 1
2
∥∥∥∥∥
Lq((0,1], drr )
c′′,q‖a‖2(E) +
√
2
√
102−
1
q (1 − )−max
{
1
2 ,
1
q
} ∥∥∥(1 − t) 2√(T a)′(t)∥∥∥
Lq([0,1), dt1−t )
and therefore the remaining inequality of the ﬁrst equivalence of the theorem.
(c) The second equivalence follows from step (b) and
r

2
(
1
r
∫ r
0
Z(s) ds
) 1
2 = (1 − t)− 2√(T a)(1) − (T a)(t)
for r ∈ (0, 1] and r + t = 1. 
Remark A.1. In the special case q = 2 there is an alternative proof of the ﬁrst equivalence of
Theorem 2.2: using the approach from [4, Theorem 5.6.1] one gets that
‖a‖
B2,2
∼d ‖a‖2(E) +
√√√√ ∞∑
k=1
‖ak‖2k (16)
for some d = d()1. Exploiting k ∫ 10 (1− t)−tk−1 dt ∼c k for k = 1, 2, . . .with c = c()1
we deduce
‖a‖
B2,2
∼d ‖a‖2(E) +
√√√√ ∞∑
k=1
‖ak‖2k
∼√c ‖a‖2(E) +
√√√√ ∞∑
k=1
‖ak‖2k
∫ 1
0
(1 − t)−tk−1 dt
= ‖a‖2(E) +
√∫ 1
0
(1 − t)−(T a)′(t) dt
= ‖a‖2(E) +
∥∥∥(1 − t) 1−2 √(T a)′(t)∥∥∥
L2
(
[0,1), dt1−t
) .
So far, we do not see such an argument for q = 2 although there are characterizations for B2,q(E)
similar to (16).
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