search method that searches f candidate solution paths in parallel (the beamwidth), never backtracks, and saves only the f "best" paths at each stage. The evaluation of "best" at each stage is somewhat expensive, typically requiring one or more evaluations of a dispatch heuristic. In the filtered method, this step is done with some low cost, crude heuristic, which passes some number of nodes, up to af3 (a is the filterwidth), to the expensive heuristic which in turn selects up to f nodes from them. A preliminary study was performed to provide some insight into the effects of the search parameters, a and , on solving this problem. A combinatorial experimental design was used to investigate the performance of the dispatch heuristics and Filtered Beam Search using two pairs of parameter settings. The design parameters included two due date ranges, two tardiness factors, three relative earliness costs, and three sizes of job batch. Twenty replications were made, yielding a total of 1440 problems. The Filtered Beam Search methods were not only the best by far, but also the most robust. The paper is organized as follows. In the next section, prior work on special cases of the early/tardy problem is discussed. The general search methods of branch-and-bound, neighborhood search and beam search are also reviewed. ?3 develops the adjacency condition that follows from the local optimality of the globally optimal solution, and identifies special cases of optimal sequences. ?4 describes the rationale for the new early/tardy heuristics and the Filtered Beam Search method. The computational study and results are contained in ?5. ?6 presents the conclusions.
Background
The authors know of no other works on the general early/tardy problem although in the last decade some papers have been published on scheduling problems that include both earliness and tardiness penalties. The earliest of these was by Sidney (1977) . Sidney showed that the problem of minimizing maximum job penalty (early or tardy), where all jobs have the same early and tardy cost functions and idle time could be inserted, was polynomially bounded. Lakshminarayan, Lakshmanan, Papineau and Rochette (1978) later provided an O(n log n) algorithm for this problem. Seidmann, Panwalkar and Smith (1981) considered the problem of assigning individual job due dates and identifying a sequence so as to minimize weighted earliness, tardiness and lead times costs. All jobs had the same early, tardy and leadtime weights. Panwalkar, Seidmann and Smith (1982) considered a similar problem except that jobs had to be assigned a common due date. Polynomial algorithms were provided for both, the latter was O(n log n). Kanet (1981) provided a polynomially bounded algorithm for minimizing absolute lateness on a single machine where jobs have a common due date that is greater than the total makespan of all jobs. Idle times could be inserted in the schedule. Sundaraghavan and Ahmed (1984) extended Kanet's work to the parallel machine case, still polynomially bounded, and to the single machine case where no idle time could be inserted. The latter is a special case of the early/tardy problem where early and tardy costs of all jobs are one. This problem was not shown to be polynomially bounded.
Search techniques may be used in both exact and heuristic procedures. They have mainly been developed and studied by researchers in Operations Research and Artificial Intelligence e.g. Barr and Feigenbaum (1981) , Lawler and Woods (1966) and Nilsson (1980) . The better known ones are perhaps best-first search and depth-first search. Bestfirst search involves always selecting the most promising tip nodes of the search tree to explore, while depth-first search explores the most recently sprouted node. Whereas these two techniques tend to develop partial solutions in the process of searching, the neighborhood search methods (Baker 1974 ) require an initial complete solution to start the search. Neighborhood search methods are typically used to improve solutions obtained through some computationally simple procedures, e.g. to improve schedules obtained through the dispatch method.
There are many variations of the Beam Search method, but they all share a common feature: at any point in time, the search method only explores a limited number of partial solutions in parallel. The Beam Search method was first known to have been implemented by Lowerre (1976) in HARPY, a speech recognition system. It was later used by Rubin (1978) for image recognition in a system called ARGOS. Fox (1983) used Beam Search in a system called ISIS to find schedules in a complex job shop environment. More recently, Ow and Smith (1986) developed another knowledge-based system, OPIS, for scheduling the same job shop model that incorporated Beam Search as one of its knowledge sources. In all these applications, a single expensive evaluation heuristic was used. Further, the research focus was on the problem domain, rather than on understanding the behavior of the search method itself.
Analysis of the Early/Tardy Problem
This section gives a formal statement of the early/tardy problem and identifies a necessary condition for an optimal schedule based on local optimality. Conditions under which globally optimal sequences may be found are also discussed. Each job is assumed to have a due date, a penalty defined for each time unit that it is early and a possibly different penalty for each time unit that it is tardy. Thus, the early/tardy objective function
where n is the number ofjobs to be scheduled, di is the due date ofjob i,J is its completion time, hi is the early cost rate and wi is the tardy cost rate.
Adjacency Condition
The Adjacency Condition described below must be satisfied by all optimal sequences. It is based on the requirement that a globally optimal schedule must also be locally optimal so that no improvement can be gained by a pairwise interchange of adjacent jobs. PROOF. The WLPT sequence maximizes weighted lateness. In so doing, weighted earliness is also minimized. If no job is tardy, the tardiness cost is zero for all jobs, and hence the minimum total earliness cost is also the minimum weighted early/tardy cost.
Heuristics for the Early/Tardy Problem

Tardiness Heuristics
The work of Morton, Rachamadugu and Vepsaleinen (1984) on the weighted tardiness problem provides a paradigm for early/tardy heuristics. They developed a myopic heuristic that attempts to achieve local optimality. A locally optimal sequence is defined as one that cannot be improved by interchanging the positions of adjacent pairs of jobs. Local optimality is a necessary but not sufficient condition for global optimality. They found that job i immediately precedes job j in an optimal sequence when Pij ( However, the authors found that local optimality was still far from global optimality due to "clashes" between multiple jobs. The following example illustrates the problem. Figure 2 shows a sequence of unit jobs 1, 2, 3, 4, 5, and their respective due dates. For simplicity, assume that the tardy cost rates are equal for all jobs, w. The sequence was obtained using the priority rule above and is locally optimal. At t = 0 and t = 1, all jobs have zero priority so jobs 1 and 2 were arbitrarily selected. However, at t = 2, the remaining jobs 3, 4 and 5 have priority w but only one can be chosen to complete on time. It is clear that jobs 3, 4 and 5 should have been scheduled before 1 and 2, but the priority rule was too myopic to foresee the clash. The problem may be alleviated somewhat by approximating a job's priority with respect to a group of jobs, rather than just one job. In the above example, an optimal sequence may be found if priority is based on a group of three jobs. This insight led to the addition of a lookahead parameter, k to the priority function. The resulting function is: 
Earlyl Tardy Heuristics
We followed the Morton, Rachamadugu and Vepsaleinen (1984) approach to develop a myopic heuristic for the early/tardy problem that would also attempt to achieve an "extended" local optimality. If inequality (1) and similarly for Pji(sj). Pij(si) may be considered to be the priority of job i with respect to job j. As in the weighted tardiness case, a simple dispatch rule may be obtained by comparing each job's priority to that of a job with average processing time p, and selecting the highest priority job to schedule next. This rule attempts to find sequences that satisfy the adjacency condition. However, once again, the problem of multiple job clashes can make such a locally optimal sequence far from globally optimal. As in the weighted tardiness case, a lookahead parameter (k) may be used to attempt to extend the scope of optimality beyond two adjacent jobs. The linear priority rule for a job i is: The choice of k should reflect the average number of jobs that may clash in the future each time a sequencing decision is to be made. From the graph of the priority rules in Figure 4 , it can be seen that the k parameter controls the time at which a job's priority begins to increase. This may be interpreted to signify that tardiness is imminent. Before this time, only the earliness cost is relevant. Therefore, when job due dates are close together and the lead times of jobs are not very long, a large lookahead k should be used. This causes job priorities to rise earlier to reflect the potential for large numbers of jobs to clash. A decision may then be made early enough to avoid the clash. In the case where due dates are evenly distributed, k should be small as few jobs will clash.
Both LIN-ET and EXP-ET begin with a priority of Hi when jobs are in no danger of being tardy, si ? kpi, gradually increases to a plateau at Wi when jobs are on time or late, si c 0. If the WSPT sequence for an early/tardy problem has no early jobs, and, hence, is optimal (Lemma 1), then both rules will be guaranteed to generate the WSPT sequence. This is because some jobs will be tardy or on time whenever a sequencing decision has to be made. For the WSPT job to be optimal, a tardy job will have the largest Wi among the unscheduled jobs, which is also the maximum priority any job can attain. Both rules will determine that job to have priority Wi and select it to be scheduled. Thus a WSPT sequence will be generated. If jobs have large slacks, then both rules will schedule jobs in increasing order of Hi, i.e. WLPT. Such a schedule is optimal if all jobs are early (Lemma 2). 
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Beam Search Methods
The basic idea in all the Beam Search methods is to search a limited number of solution paths in parallel. The following example illustrates a simple Beam Search. Consider a one-machine weighted tardiness problem with five jobs to be scheduled. One job is scheduled at a time. The Beam Search tree for this problem is shown in Figure 5 . The nodes represent partial sequences of jobs. The descendants of a node are obtained by extending the sequence by one unscheduled job. The search tree was obtained using a beamwidth of two. Thus, at level one, we begin by enumerating the five different ways a solution sequence could begin. The goodness of each partial sequence is estimated using a function known as an evaluation function and the "best" two sequences are selected. These two nodes form the beam, the beginnings of two solution paths to be developed in parallel. Consequently, each of the two nodes are sprouted, generating level 2. The eight new partial sequences, each consisting of two jobs, are then evaluated. Again, the two "best" are selected for the beam and the procedure is repeated until, finally, two complete sequences are found (level 5). The better one is chosen as the solution.
Beam Search methods are not guaranteed to find an optimal solution since there is no guarantee that a node on the optimal path is always selected for the beam. Further, Beam Search does not backtrack so that nodes, once excluded from the beam, are lost forever. The intent of this class of search techniques is to search quickly, hence no backtracking. Effectiveness is achieved by acknowledging the inaccuracy of evaluation functions by pursuing a number of promising paths concurrently so as "to hedge its bets." The more accurate an evaluation function, the narrower the beamwidth that can be tolerated without degrading the quality of the solution.
As with all search techniques, the choice of an evaluation function plays a crucial role in the efficiency and effectiveness of the search. In scheduling problems, nodes may be evaluated in two ways. The priority of the last job added to the sequence may be used, i.e., a priority evaluation function. Alternatively, a schedule cost may be estimated for each node, called a cost evaluation function. We present three Beam Search methods that use either priority or cost evaluation, or the two together.
Priority Search uses a priority function as its evaluation function and differs from the description above in only one respect. Referring to Figure 5, In Probe Search, an upper bound is calculated to serve as the evaluation function. At any node, where it is desired to have a cost evaluation function, the partial sequence is completed by dispatching the remaining unscheduled jobs using some priority rule. The schedule from this probe can be costed. This produces an upper bound on the schedule cost. In preliminary tests the Probe Search method was found to be good but quite expensive, since for every node sprouted, a full dispatch procedure must be executed. The tardiness factor, r, (Srinivasan 1971 ) is a coarse measure of the proportion ofjobs that might be expected to be tardy in an arbitrary sequence. For a given average due date, d, and average processing time, p, r can be derived by r = 1 -dl/(np). Wilkerson and Irwin ( 1971) reported that when the due date range is tight, the priority of all jobs would tend to rise at about the same time, making it difficult to discriminate between urgent and not-so-urgent jobs. In our experiments, a due date range factor, R, was used to control the range of the due date distribution, calculated as Rn p-. Below is a summary of the parameters that were controlled in generating the test problems. All data, processing times, due dates and costs, are integers. * Processing times and due dates. A bivariate Normal distribution was used which incorporates the variation in processing times, variation in due dates and the correlation between the processing times and due dates. Numbers drawn were rounded to the nearest integer. The parameters were set at the following levels:
o Population mean for processing times was 15. o Coefficient of variation for the processing times, (std. dev./ mean), was 0.2. o Due dates range factor, R, was set at 0.4 and 1.0. o Correlation coefficient between processing times and due dates, p, was set at 0 and 0.5. o Tardiness Factor, i-, was set at 0.2 and 0.6. * Tardy cost rate. Tardy cost and holding cost would more frequently, in practice, be related to work content. Therefore, the weights of a job were determined by independently determining the cost per unit processing time, iv/p, from a uniform distribution in the range [ 0, 5 ]. The tardy cost for a job with processing time, pi, obtained from the bivariate Normal distribution described earlier, was wi = (wlp) X Pi. * Early cost rate. This was expressed as a ratio of the tardy cost rate, h / w. h / w was set at 25%, 10% and 5%. Note that the early cost rate is not an exact proportion of tardy cost rate since the rates are rounded to the nearest integers. This scheme would be consistent with the case where tardy cost rate reflected the value of a job and the early cost rate, reflecting holding cost, is proportionate to job value. * Number of jobs in each set of tests, n. 8, 15, and 25. Twenty test problems were generated for each combination of test parameter settings, giving a total of 1440 test problQms. A preliminary study of the performances of the three Beam Search methods discussed earlier was conducted using the 25-job problems with early-to-tardy cost rate ratio of 25%. The EXP-ET priority function was used for the priority evaluation and to perform the probe in the cost evaluation. Based on this study, Filtered Beam Search was determined to dominate the others in terms of search efficiency and solution quality. A more thorough investigation of Filtered Beam Search was then carried out together with four priority rules used for dispatching, and neighborhood search. The priority rules were LIN-ET, EXP-ET, the exponential MRV rule and the Earliest Due Date Rule (EDD). For LIN-ET and EXP-ET, k was set at 3 for the 8-and 15-job problems, and 5 for the 25-job problems.3 Morton, Rachamadugu and Vepsaleinen (1984) have found that the MRV rule outperformed WSPT, EDD and Montagne's method (1969) in the weighted tardiness problem, while EDD gave very good results for low tardiness problems with wide due date ranges. The MRV lookahead was set at 2. Neighborhood search provided an alternative extension of the dispatch method. An initial EXP-ET dispatch schedule was searched by interchanging adjacent pairs of jobs (Baker 1974) . Two settings of the Filtered Beam Search parameters were studied. In Beam-3, both filterwidth and beamwidth were set at 3, and in Beam-5, both were set at 5.
Results of the Computational Study
Performance was measured by the difference in cost between the heuristic solution and the optimal or lower bound cost on each problem expressed as a percentage of the optimal or lower bound cost.5 The optimal solution was found using Branch-and-Bound.
The better performance with a larger lookahiead for the 25-job problems is hypothesized to be due to the increased potential for larger number of jobs to clash. The improvement in performance was especially obvious at higher tardiness factors.
4In Beam-3, a maximum of 9 nodes are evaluated using the cost function at each level of the tree, while in Beam-5, a maximum of 25 are evaluated "expensively".
S The weakness of this method is that if the optimal/ lower bound cost is very small, as in the case of lower T value, then a seemingly small difference, say from one wrong decision, can result in a huge percentage difference.
The lower bound on each partial solution was found by a relaxation involving breaking each job up into unit jobs that can then be solved as a linear assignment problem. Optimal solutions were found for all 8-job problems, but only some 15-job problems. The lower bounds were found to be quite tight when compared to optimal solutions for 60 15-job problems.
A series of tests, graphed in the Appendix, was undertaken to explore the effect of k on the performance of EXP-ET. As expected, a small lookahead (k = 2 or k = 3) was sufficient at low tardiness factors where few job clashes are expected. When the due date range was wide, larger lookaheads degraded performance. When the range was narrow and tardiness factor was high (i.e. high potential for a large number of jobs to clash) performance improved as k increased. small filterwidths and beamwidths. The case where tardiness factor is high, r = 0.6 and R = 0.4, requires a larger search tree to compensate for the relative inaccuracy of the priority rule for this set of data. In Figures 6, 7 and 9, there is a small but quite consistent deterioration in the performance when the filterwidth is increased beyond a certain size. Table 1 summarizes the results of the comparative study of four dispatch rules and neighborhood search and Filtered Beam Search. (Neither the correlation coefficient p nor the percentage that early costs are of tardy costs had much influence on the nature of these results. Therefore we combined them for presentation.) EDD was disappointing even when the tardiness factor, r, was very low. MRV performed relatively well at higher tardiness factors, but not at lower factors. In contrast, EXP-ET and LIN-ET were both considerably less sensitive to r and R. EXP-ET showed a somewhat better overall performance compared to LIN-ET. Using Neighborhood Search (NBhood) with EXP-ET provided an even further improvement on the result. However, using EXP-ET in the Filtered Beam Search method, Beam-3 and Beam-5, gave not only better results but performed consistently over different combinations of tardiness factors and due date ranges. Table 2 shows the average computation times of the search methods when executed on a VAX 780. The column entitled OPT/LB shows the average time taken to compute an optimal solution using Branch-and-Bound (8-job problems), or a lower bound cost by solving a linear assignment problem. From the data, it seems that NBhood is a worth- while extension to the basic dispatch procedure while Filtered Beam Search at the two settings are also cheap ways of obtaining consistently good results.
Conclusion
This paper examined both heuristics and search methods for the single machine early/ tardy problem. The priority function EXP-ET appears to be quite accurate in that when used to schedule jobs using the dispatch method, relatively good schedules are obtained. The results also show that it may be expensive to ignore early costs and just use a heuristic that considers only tardy costs. However, it must be recognized that these results were obtained for a particular set of experiments.
We also investigated a variation of Beam Search that uses a priority function for evaluation purposes. The computational study showed that Filtered Beam Search was able to produce very good solutions with a relatively small search tree. The search is in some ways similar to Neighborhood Search in that both methods attempt to search the region around some good solution or partial solution. The extent of the search can be controlled using the filterwidth and beamwidth so that the search can be tailored to the A trace of the above search would produce a search tree where the nodes represent partial sequences enumerated in A, except the tip nodes which represent complete sequences. The descendents of a node represent sequences that are extensions of it, i.e. the sequences in A are descendents of the sequences in B at step 3. Since each iteration of steps 2 through 5 adds up to ca# nodes to this search tree and there are n iterations for an n-job problem, the search tree has less than naq3 nodes. The size and structure of the tree may be controlled by a and d.
