The analysis of the wind flow around buildings has a great interest from the point of view of the wind energy assessment, pollutant dispersion control, natural ventilation and pedestrians wind comfort and safety. Since LES turbulence models are computationally time consuming when applied to real geometries, RANS models are still widely used. However, RANS models are very sensitive to the chosen turbulence parametrisation and the results can vary according to the application. In this investigation, the simulation of the wind flow around an isolated building is performed using various types of RANS turbulence models in the open source code OpenFOAM, and the results are compared with benchmark experimental data. In order to confirm the numerical accuracy of the simulations, a grid dependency analysis is performed and the convergence index and rate are calculated. Hit rates are calculated for all the cases and the models that successfully pass a validation criterion are analysed at different regions of the building roof, and the most accurate RANS models for the modelling of the flow at each region are identified. The characteristics of the wind flow at each region are also analysed from the point of view of the wind energy generation, and the most adequate wind turbine model for the wind energy exploitation at each region of the building roof is chosen.
Introduction
The analysis of the wind flow around buildings has a great interest from the point of view of the wind energy exploitation, pollutant dispersion control, natural ventilation (van Hooff and Blocken, 2010; Ramponi and Blocken, 2012) and pedestrians wind comfort and safety . Toja-Silva et al. (2013) present a review of the opportunities and challenges of urban wind energy that stresses the necessity to perform accurate analyses of the flow behaviour on building roofs, in order to get more information about possible positions of wind turbines to take advantage of the accelerating effect of the wind above the building, the adequate kind of turbine and the estimation of the power generation. Some authors (Ledo et al., 2011; Lu and Ip, 2009; Ricciardelli and Polimeno, 2006; Ng et al., 2011; Abohela et al., 2013) have carried out similar analyses reaching the same conclusions. A careful analysis must include both experimental and numerical studies (Blocken, 2014) .
As part of the urban wind energy activities at the CIEMAT, an experimental campaign of the wind flow around a building is being planned. The purpose of the experiment is to obtain precise measurements of the flow field data of a real scale building where small wind turbines can be installed on its roof, which then will be used to validate results of computational fluid dynamics (CFD) simulations. The final aim of this project is to produce a real-scale urban wind benchmark, specifically tailored for wind energy exploitation, that can be used by the urban CFD modelling community. In order to investigate possible scenarios and the placement of the measurement points, a numerical study is presented in this investigation, with the aim of identifying the best locations and types of wind turbines to be placed on the building roof.
The Direct Numerical Simulation (DNS) of the wind flow around a full-scale building geometry is unattainable. Therefore, some simplifying assumptions must be made. There are two main numerical approaches to flow modelling: Large-Eddy Simulation (LES) and Reynolds Averaged Navier-Stokes Equations (RANS). The LES consists in the modelling of the near wall flow by using space filtered equations (Pope, 2000; Sagaut, 2006) . LES presents an agreement with experimental data better than RANS, but its computational cost is very high for full-scale geometries, especially in the case of the wind flow around buildings (Franke et al., 2007) . The other main flow modelling technique consists in the solution of the RANS equations. Currently, state-of-the-art RANS modelling involves the use of two-equation closures for the purposes of wind energy resource assessment over (moderately) complex terrain. A recent comparison of models for the benchmark case of Bolund can be found in Sumner (2012) .
The choice of the turbulence model is a compromise between the accuracy and the computational cost. Since the purpose of computational wind engineering (CWE) analysis is to extend the conclusions to real-scale cases, and the computational cost of LES with full-scale geometries is too expensive nowadays (Franke et al., 2007; Sumner et al., 2010) , there is a necessity of a better parametrisation of turbulence models used in RANS modelling to effectively deal with real-scale cases. In agreement with this, the main objective of the present work is to determine the best 2-equation turbulence models from the point of view of the urban wind energy exploitation. To do this, some k-e and k-w models are tested performing simulations with the free, open source CFD software package OpenFOAM (2013) . In order to compare the simulation results with experimental values, the benchmark case A of the Architectural Institute of Japan (Guidebook for Practical Applications of CFD to Pedestrian Wind Environment around Buildings, 2013 ) is used. This benchmark case is an isolated building of aspect ratio 1:1:2 tested in a wind tunnel by Meng and Hibi (1998) .
A similar study was undertaken by Tominaga et al. (2008) using both linear RANS (LK, MMK and Durbin's revised k-e) and LES models, and by Shao et al. (2012a) using non-linear RANS models (Shih, Craft and Ehrhard) . Gousseau et al. (2013) and Kono and Kogaki (2013) performed LES simulations (using the Smagorinsky model) for the same building studied in the present investigation, obtaining better agreement with experimental data at higher computational cost. This is the reason why RANS models (especially in combination with the k-e model) are widely used in industrial applications for complex cases. These previous studies (Tominaga et al., 2008; Shao et al., 2012a) analysed the whole flow (including upstream and downstream) but were not focussed on the flow behaviour on the building roof from the point of view of wind energy exploitation. Steady RANS simulations are not always in good agreement with experimental results because flow unsteadiness due to the vortex shedding behind the building is not well reproduced (Tominaga et al., 2008) . In this work, we test different turbulence models, focusing on reproducing experimental measurements for both velocity and turbulence kinetic energy on the building roof. Therefore, the present investigation is aimed at bringing useful information about the accuracy of different 2-equation turbulence models for the wind energy assessment in the different regions of the building roof, since different 2-equation turbulence models have different degrees of reliability under particular flow conditions (detachment, reattachment, recirculation, etc.) . Furthermore, the flow is analysed and the possibility of wind energy exploitation is commented at each region, recommending the wind turbine type more adequate for each situation.
In the following, the turbulence modelling is discussed in Section 2 and the case study description and the simulation details are presented in Section 3. Afterwards, Section 4 presents the obtained results and the discussion regarding the behaviour of RANS models and the flow at each region of the building roof from the point of view of the wind energy exploitation. Finally, conclusions and recommendations for further developments are commented in Section 5.
Dynamics and turbulence modelling
The steady-state RANS equations for an incompressible fluid without body forces can be written as (Cheng et al., 2003) dUi dXj 0 (1) for the mass conservation, and for the momentum conservation
where p is the mean pressure and p and v are the fluid density and kinematic viscosity, respectively. The Reynolds stresses (u/uj) must be prescribed in terms of the mean flow values. Considering the Boussinesq linear isotropic eddy-viscosity hypothesis (linear relationship between the turbulent stresses and the mean velocity gradients), the statistical turbulence closure model yields
where
is the strain rate tensor, n is the kinematic eddy viscosity, <% is the Kronecker Delta function and k = \.u[u[ is the turbulent kinetic energy. The equations for the turbulent kinetic energy and the turbulence dissipation rate (e) are necessary to solve all the unknowns. These equations, in steady-state form without considering buoyancy, are
where ft is the production of k, and q< and cj (Prandtl numbers), Qi and Q 2 are closure constants. The production of k in the standard k-e model (SKE) is
where S is the modulus of the rate of strain tensor and
where Q, is the proportional number, another constant parameter. There are some modifications of the SKE model, developed to improve the accuracy of the results, especially the overestimation of the turbulent kinetic energy in the impinging region of bluff bodies. Launder and Kato (1993) (KL model) propose the calculation offt as a function of the strain rate scale (S) and the vorticity scale {Q)\ ft tSii.
However, the KL model has a mathematical inconsistency in the modelling of -u/uj and ft, between Eqs. (3) and (9). Furthermore, the KL model overestimates ft (comparing with SKE) when QjS > 1. To correct these problems, Tsuchiya et al. (1997) Durbin (1996) proposed another k-e modification to correct the k overestimation in the SKE model by calculating n related to the turbulence velocity time scale (T):
Since in the SKE model kje is adopted for T, the proposed bound on the time scale of Durbin (1996) is
where According to Durbin (1996), Eq. (14) can be modified to obtain agreement with experimental data. In the present case, we have empirically found the following expression (explained in detail in Section 4) to obtain agreement of the recirculation distance on the building roof with the experimental data:
Yap ( where 3/, is the normal distance to the nearest wall. Yap's correction is usually applied together with the KL model (called KLY) . Yakhot and Smith (1992) developed the k-e Re-Normalisation Group (RNG) model, also by adding a term (£K) to the right hand side of Eq. (6),
where t] = Skje and the rest of the parameters are constants of the model (Yakhot and Smith, 1992; Kim and Baik, 2004) . Besides the k-e models described previously, we also consider the k-m shear stress transport (SST) (Menter, 1994) 
where co is the specific dissipation, ijj and r w are the effective diffusivities of k and co, respectively, ft is the generation of k due to mean velocity gradients, P m is the generation of co, \jj and %j are the dissipations of k and co, respectively, and Q, is the cross-diffusion term.
Additionally to the linear models described above, we also consider the Nonlinear k-e Shih (Shih et al. (1993) ) model. The non-linear eddy viscosity models, in general, have been developed to improve the Boussinesq approximation adopted in the linear eddy viscosity turbulence models keeping the stability and applicability conditions. The Nonlinear k-e Shih model consists in the addition of the quadratic term to Eq. (3). The quadratic Reynolds stresses equation yields
where C\ is an empirical coefficient. Fig. 1 . Diagram of the case of study. All dimensions are in meters.
Description of the case study and simulation details
The case study is the benchmark case A of the Architectural Institute of Japan (Guidebook for Practical Applications of CFD to Pedestrian Wind Environment around Buildings, 2013) . This benchmark case is an isolated building of aspect ratio 1:1:2 placed within an atmospheric boundary layer, tested in a wind tunnel by Meng and Hibi (1998) . Fig. 1 shows the geometry of the problem. Other investigations (such as Tominaga et al., 2008; Gousseau et al., 2013) describe the geometry in dimensionless units, but in the present investigation the real dimensions of the wind tunnel are specified because the results differ significatively with the domain size (especially k) due to the variation of the Re number.
We perform the simulations in OpenFOAM (2013). Table 1 presents the boundary conditions imposed for all the variables at each boundary of the simulation domain. The inlet profiles, used in the wind tunnel experiment of Meng and Hibi (1998) , are shown in Fig. 2 . They are set in OpenFOAM with the utility setDiscreteFields (Contrib setDiscreteFields, 2013). The wall functions are standard functions of OpenFOAM.
The steady-state simpleFoam solver for incompressible turbulent flow is used to solve the partial differential equations. For the spatial discretisation of differential operators, the Gaussian integration was used with different interpolation schemes. The 2nd order linear interpolation was applied for Gradient terms, the 2nd order upwind interpolation for Divergence terms, while for the Laplacian terms the 2nd order linear interpolation was used with explicit non-orthogonal correction (Rakai et al., 2014; Balogh , 2012) . Regarding the linear system solvers, generalised geometric-algebraic multi-grid solver (GAMG) with DIC smoother is used for the pressure, and preconditioned bi-conjugate gradient solver for asymmetric matrices (PBiCG) with diagonal incomplete (Lu and Ip, 2009 ) (DILU) preconditioner is used for the rest of variables. Second order accurate numerical schemes (both central differencing and upwind) must be used at least in order to avoid problems with false diffusion (Rakai et al., 2014; Balogh et al., 2012; Bakker, 2015; ANSYS Fluent, 2015) . Regarding the mesh, the external domain (inlet, outlet, ground, sky and sides in Fig. 1 ) is implemented using the conventional blockMesh application of OpenFOAM ( Fig. 3a) with a grading of 4 in vertical direction. The building geometry, previously designed with a CAD tool and saved in STL format, is embedded into the external mesh using the snappyHexMesh application. The snappyHexMesh application is an adaptative refinement meshing utility of OpenFOAM very appropriate to mesh complex geometries, such as buildings with different shapes from stereolithography (STL) CAD files (OpenFOAM, 2013; SnappyHexMesh, 2013; SnappyHexMeshDict, 2013) . This allows to deal with any building shape. The mesh around the building is refined and adapted to its shape. The application allows to define independent refinement boxes but, in the present case, the refinement is applied around the building surfaces. The refinement distance around the building surfaces is 0.16 m in this case. Fig. 7 shows the final mesh obtained. The total number of cells in the final mesh is close to 3.1 M.
Results and discussion
In what follows, the simulation results, together with experimental data from Meng and Hibi (1998) are presented and discussed, identifying the most appropriate models for the different regions of the building roof. Afterwards, the characteristics of the wind flow are analysed, bringing an evaluation of the possibility of the wind exploitation and the most appropriated kind of turbine at each region.
Simulation results
Since this investigation focuses on wind energy exploitation, we concentrate our analysis on the building roof, avoiding a Shih et al. (1993) Shear stress transport (SST) (Menter, 1994) discussion about the recirculation downstream of the building. Hence, the comparison of the mean wind velocity (U) and turbulent kinetic energy (fe) with the experimental results obtained by Meng and Hibi (1998) is carried out at the vertical axes located at the central plane of the domain according to the diagram shown in Fig. 4 . We test the RANS turbulence models shown in Table 2 . Different model coefficients values are also tested (Table 3) for the linear k-e models (except RNG, that uses the analytically determined values for the model constants reported in the literature, Yakhot and Smith, 1992) . The standard coefficients used for industrial flows are compared with those proposed by Crespo et al. (1985) and by Bechmann and Sorensen (2010) . The coefficients that differ from the standard ones are C tl , Qi and K. Crespo et al. (1985) tailored the standard model constants with the atmospheric measurements of Panofsky and Dutton (1984) . Bechmann and Sorensen (2010) use C fI = 0.03, the appropriate value for atmospheric flows, and the standard value K = 0.40. The constant Qi is calculated using the expression Qi = Qi Jc^a, (23) which is derived assuming balance between viscous dissipation and shear production in the surface layer (Bechmann and Sorensen, 2010) .
The analysis of the results can focus on either qualitative or quantitative aspects. The qualitative aspects focus on the behaviour of the wind flow on the roof, and the quantitative aspects focus on the accuracy of the data compared with the experimental values. It is important to mention this because some models have very good quantitative results although they cannot reproduce well the recirculation on the building roof. This is because of experimental data in the size of recirculation vortex is not available (the lower points at the vertical profiles V2-V4 of Fig. 4 are above the recirculation). The opposite situation also takes place. For example, the SKE model using the coefficients proposed by Bechmann and Sorensen (2010) matches the same recirculation distance found by the experiment, but the model does not pass the validation for k.
Before presenting the qualitative results for all the models tested, it is appropriate to explain how we have modified the Durbin model. The Durbin model is based on the imposition of the "Realisability" constraint 2k > (u a u a ) > 0 via a bound on the time scale T (where summation is not taken in (u a u a ) ). The stagnation anomaly with impinging flows in the SKE model is addressed by relating the eddy viscosity n to the turbulence velocity scale {v^) and its time scale T. This procedure leads to a reduction of the fe overestimation at the impingement wall and to the reproduction of the recirculation flow on the roof. Although this overestimation is significatively reduced, it still remains. Another feature is that this model tends to overestimate the recirculation length both on the roof and beyond the building (Durbin, 1996) . According to Durbin (1996) , the factors appearing in Eq. (14) are the maximum in order to strictly apply the Realisability constraint and they can be modified to obtain agreement with experimental data, but he clearly states that this issue is beyond the scope of his article. In the present investigation, using the coefficients proposed by Crespo et al. (1985) , we have empirically found that the recirculation length XR can be exactly matched by relaxing the Realisability constraint proposed by Durbin (1996) . Note that other authors, as Tominaga et al. (2008) , have also relaxed the Realisability constraint (see Eq. (15)). The coefficients of Crespo et al. (1985) are used because the hit rates are higher than those obtained using the standard coefficients with each version of the Durbin model. Additionally, the recirculation distance XR is nearer the experimental value than using the coefficients proposed by Bechmann and Sorensen (2010) , as is shown in Table 4 . In order to determine the optimum constant factor for the calculation of T D we have carried out a sensibility analysis of XR obtaining Eq. (16) as the optimum alternative. Fig. 5 shows the values tested and the corresponding result for XR . Note that the relationship between the constant factors in 7b expression (16) and XR is linear.
The most important aspects for the qualitative analysis are the wind direction and the recirculation distance. The wind direction at each region of the building roof is analysed in Section 4.2. Regarding the recirculation of the flow, the comparison of the simulation results obtained for the reattachment distance (X R ), relative to the roof length, of the recirculation vortex on the building roof is presented in Table 4 . As is well known, the SKE model cannot predict well the reverse flow on the building roof due to its overprediction of the turbulent kinetic energy at the impingement region of the windward wall (Shao et al., 2012b) and, because of that, the use of SKE is not recommended to estimate the wind behaviour in the urban environment (Franke et al., 2007;  Guidebook for Practical Applications of CFD to Pedestrian Wind Environment around Buildings, 2013) . Using the SKE with the coefficients of Bechmann and Sorensen (2010) , the same value of XR from the experiment of Meng and Hibi (1998) is obtained, although the case is not successfully validated for k. The Durbin model used by Tominaga et al. (2008) with the coefficients proposed by Crespo et al. (1985) overestimates XR by only 15.4%, giving the closest agreement with the experimental data among the different models tested. Additionally, the MMK model using the coefficients of Crespo et al. (1985) overestimates XR by a 17.3% and the original Durbin with standard coeffs. underestimates it by a 17.3%. The Durbin model with the 75 proposed in Eq. (16) shows the best agreement using the coefficients of Crespo et al. (1985) , reaching the same value than the experiment of Meng and Hibi (1998) , XR = 0.52. Therefore, these models are the most appropriate to estimate the behaviour of the wind flow over a building roof with a qualitative approach. Both Nonlinear Shih and k-m SST models overestimate the recirculation beyond the roof. All the k -e models tested present a better agreement with the experimental data of Meng and Hibi (1998) by using the coefficients proposed by Crespo et al. (1985) and by Bechmann and Sorensen (2010) than by using the standard coefficients. Table 4 also shows the hit rates (HR) for streamwise velocity (U) and the turbulent kinetic energy (fc). These hit rates, evaluated at the vertical axes V2-V5 of Fig. 4 (building roof), are calculated according to Santiago et al. (2007) by using the equation
where n is the total number of points compared, and where SIMj and £XP,-are the simulation and experimental values, and RD and AD are the relative and absolute maximum admissible deviation from the experimental data, respectively. These values are RD = 0.25 and AD = 0.05 and AD = 0.017 for U and k, respectively (Santiago et al., 2007) . The values of the hit rate that allow us to consider the validation work as successful are HR > 66%.
In this case, all the models reach streamwise velocity hit rates higher than 80%, which is a reasonably good result. The most important difficulty for the RANS models is to estimate the turbulent kinetic energy. In this case, the only models that reach hit The most important aspects of the quantitative analysis are the accuracy of the streamwise velocity and turbulent kinetic energy. All the models tested successfully passed the validation for U and, therefore, the critical point for the RANS models is to accurately predict the turbulent kinetic energy. Fig. 6 shows a comparison of the turbulent kinetic energy for the models that successfully pass the validation for k. The highest values of k at the impingement region of the windward wall (shown in red), are always overestimated at the upstream corner. However, these highest values are also found on the central region of the building roof, in better agreement with the experimental results. The results using the MMK model (with Bechmann coeffs.) present the best agreement with the experimental data, showing peak values of k only on the central part of the roof. The MMK model avoids the overestimation of the production term of fc(ft) by using both strain rate scale S and vorticity scale fi (instead of only S, as in the SKE model) in the calculation of ft when Q < S. The original Durbin models (with Crespo and Bechmann coeffs.) and the MMK-Crespo also show a qualitatively good result, since the peak values around the upstream edge have a lower magnitude than on the central region. All the models that successfully pass the validation for k are exhaustively analysed in Section 4.2, focussing on the accuracy of the different models at the different regions of the building roof.
Grid dependency study
In order to check the order of convergence of the solutions, the new variation of the Durbin model proposed in this investigation (the best results found) is analysed using 3 different meshes: coarse, medium-size (the size used for the comparison of the models) and fine mesh. The refinement distances around the building surfaces are controlled by the snappyHexMesh application of OpenFOAM. Table 5 presents the main parameters used, and Fig. 7 shows a detail of the final meshes obtained. Table 5 also shows the hit rates obtained at the 3 cases. The hit rate obtained for k shows a variation between the 3 cases. To check the order of convergence of the numerical scheme, the grid convergence index (GCI) is calculated according to Roache (1998) by using the total number of cells (N) and the hit rate of k (HR k the effective grid refinement ratio for a 3-dimensional unstructured grid is Note that the system of Eqs. (29) and (30) must be solved by means of an iterative procedure, starting with q = 1. The subscripts 1, 2 and 3 above refer to the fine, medium-size and coarse meshes, respectively. In this case, the observed convergence rate is p = 2.23 and the grid convergence index is GC/ 2 i = 0.0577 (5.77%).
Flow behaviour on different regions of the building roof
Since the different models analysed show different agreement with the experimental data in the different regions of the building roof, it is convenient to divide the roof into different regions according to the characteristics of the flow, in order to recommend the most appropriate model to deal with each specific problem. Therefore, the building roof is divided into 3 regions: upstream corner, central region and downstream corner of the roof (Fig. 8) . The upstream corner of the roof corresponds to the impingement region, the central region corresponds to the recirculation area and the downstream corner corresponds to the leaving flow region. In what follows, the most appropriate models to estimate the velocity and turbulent kinetic energy at each region are identified. Fig. 9a and c shows the velocity profiles obtained around the upstream corner of the building roof (vertical axes shown in Fig. 4 ), using the RANS models that successfully pass the validation, compared with the experimental data of Meng and Hibi (1998) . The agreement of the velocity profiles with the experimental results is reasonably good. The worst option to estimate the velocity upstream is the Nonlinear model of Shih et al. (1993) . Fig. 9b and d shows the turbulent kinetic energy profiles obtained around the upstream corner of the building roof (vertical axes shown in Fig. 4) , using the RANS models that successfully pass the validation, compared with the experimental data of Meng and Hibi (1998) . The best models to estimate the turbulent kinetic energy upstream are the MMK and Nonlinear Shih. At the upstream edge, only the Nonlinear Shih model shows a reasonably good result. The rest of the models clearly overestimate fe at z < 0.22 m. Due to the relaxation of the Readability constraint, the modified Durbin model proposed in the present investigation shows the highest overestimation at the impingement region, although it shows an excellent agreement with the experimental data at the centre and downstream regions.
Upstream corner of the roof
For the estimation of both U and fe upstream, the best RANS model is the MMK, obtaining hit rates of HRu = 92.9% and HRk = 71.4% at this region for U and fe, respectively. Fig. 10a and c shows the velocity profiles obtained at the central region of the building roof (vertical axes shown in Fig. 4) , using the RANS models that successfully pass the validation, compared with the experimental data of Meng and Hibi (1998) . All the models show a reasonably good agreement with the experimental data, reaching hit rates of HRu = 75-87.5%. The Nonlinear Shih model shows the worst behaviour. However, there is an uncertainty regarding the velocity in the recirculation because the experimental results are only presented from the top of the vortex, and the maximum velocity below (negative horizontal component) is not provided by the experimental results. The reattachment distance (XR ) is the only variable available to analyse the qualitative behaviour of the recirculation flow. From the qualitative point of view, the best agreement is obtained with the new modification proposed for the Durbin model, yielding exactly the same value of the reattachment distance obtained at the experiment of Meng and Hibi (1998) . It is important to mention that the Nonlinear Shih model clearly overestimates the reattachment distance. Fig. 10b and d shows the turbulent kinetic energy profiles obtained at the central region of the building roof (vertical axes shown in Fig. 4) , using the RANS models that successfully pass the validation, compared with the experimental data of Meng and Hibi (1998) . The Nonlinear shih model clearly underestimates k at z < 0.18 m up to 60%. The rest of the models show a reasonably good agreement with the experimental results. At the lower height of the region (z < 0.18 m) RNG and the original Durbin (with standard coeffs.) models underestimate k by 15%. The rest of the models overestimate k by a similar amount. The best model to estimate k at the central region of the roof is the MMK, that reaches a HRk = 100%. Fig. 11a and c shows the velocity profiles obtained around the downstream corner of the building roof (vertical axes shown in Fig. 4) , using the RANS models that successfully pass the validation, compared with the experimental data of Meng and Hibi (1998) . The agreement with the experimental results is reasonably good for all the models. The worse behaviour is observed for the Nonlinear Shih profiles, where U is notably underestimated due to the recirculation overestimation. Fig. lib and d shows the turbulent kinetic energy profiles obtained around the downstream corner of the building roof (vertical axes shown in Fig. 4) , using the RANS models that successfully pass the validation, compared with the experimental data of Meng and Hibi (1998) . Nonlinear Shih, RNG and the original Durbin (with standard coeffs.) models clearly underestimate k. The rest of the models show a reasonably good agreement with the experimental data, especially MMK (with Crespo coeffs.), the new modified version of Durbin (with Crespo coeffs.) and Yap (with Bechmann coeffs.) . The exception is downstream of the building (close to the vertical wall of the building), where RNG and the original Durbin (with standard coeffs.) present the best agreement.
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Downstream corner of the roof

Wind energy exploitation and wind turbine positioning
Defining the concentration factor of the wind as the increase of the velocity around the building compared to the freestream inlet velocity at the height of the building (Lu and Ip, 2009 ), a concentration factor of the wind of 6-20% on the building roof is appreciated at the vertical axes V2-V5. However, atmospheric wind turbulence is one of the main effects causing fatigue damage on wind turbine components (Mouzakis et al., 1999) . According to the European Wind Turbine Standards II (Pierik et al., 1999) , when the turbulence intensity exceeds 15% the fatigue loads on the wind turbines have to be re-evaluated based on the actual conditions at the site. Therefore, a value of 77 = 0.15 is used as a maximum admissible for the horizontal axis wind turbines (HAWT). Fig. 12a shows a diagram with the most adequate type of wind turbine for each region, plotted on top of the turbulence intensity map and the velocity field. The bold line represents the limit between the most appropriate area for HAWT and vertical axis wind turbines (VAWT). The most appropriate areas to install HAWT are above z/77 = 0.19 from the roof surface upstream and above z/77 = 0.31 downstream. It is recommended to incline the horizontal axis of the HAWT 5° downwards at the upstream region below z/77 = 0.31. Below these heights, the installation of a VAWT is more appropriate since it is not affected by the wind direction fluctuations (Kooiman and Tullis, 2010) and it resists better the velocity fluctuations of the wind (Carpman, 2011) . Additionally, the VAWT can be installed in horizontal position at the central-upstream region close to the roof surface, in order to take the most of the recirculation of the flow. That is, the VAWT in horizontal position can exploit the positive streamwise velocity up and the negative streamwise velocity down and, additionally, it can exploit the circular flow upstream or donwnstream of the turbine. More investigations are needed to better understand the behaviour of the VAWT in strongly turbulent environments.
Another very interesting application for the wind energy exploitation at the upstream corner of the building roof is the use of a ducted wind turbine (Toja-Silva et al., 2013) . This kind of wind turbine takes the most of the pressure difference between the vertical wall and the roof, with positive and negative pressures, respectively. Depending on the differential pressure coefficient, power coefficient values close to 1 can be reached (Grant et al., 2008) . Fig. 12b shows a diagram of the turbine position into the pressure field.
High wind situations (wind speed > 3 m/s as the one studied in this paper show a well defined circulation pattern and a predominant wind direction (Whiteman, 2000; Jimenez and Dudhia, 2013) . However, in order to make the conclusions of this paper more general, and independent of the incident wind direction, we also consider an oblique incident wind direction (45°). Fig. 13 shows a comparison between the threshold of 77 = 0.15 for a normal incident wind direction (0°) and an oblique one (45°). For the oblique wind direction, the HAWT can be placed above z/77 = 0.14 and z/77 = 0.27 at upstream and downstream edges, respectively. Below these heights, VAWT must be considered. Since the threshold of 77 = 0.15 is lower everywhere, the heights obtained for the normal incident wind (most unfavourable case) are conservative values for a general wind direction case. Therefore, we conclude that, in general, an HAWT can be placed above z/77 = 0.31 anywhere at the roof, regardless of the incident wind direction. The situation investigated in this paper is an isolated building but, since the inlet profile is highly turbulent (as shown in 
Conclusions
In this investigation, CFD simulations of the wind flow around a single building were performed with OpenFOAM using several RANS turbulence models, and the results were compared with the experimental results of a wind tunnel benchmark case. The behaviour of the different RANS models were analysed at different regions of the building roof (upstream, downstream and central region of the roof), and the most appropriate models were identified for each situation both qualitatively and quantitatively. Furthermore, the characteristics of the flow were studied from the point of view of the wind energy exploitation and the most adequate turbine model for each region was suggested. To the knowledge of the authors, there are not publications that suggest a procedure for HAWT positioning in high-rise building roofs.
On the qualitative side, the Durbin model with the 7b form proposed in Eq. (16) showed a perfect agreement with the experimental data for recirculation distance. Additionally, DurbinTominaga (with Crespo coeffs.), MMK (with Crespo coeffs.) and original Durbin (with standard coeffs.) models showed a reasonable agreement with the experiment. The SKE model (with Bechmann coeffs.) also matched the same value of the recirculation distance obtained by the experiment, but it is not successfully validated for k. Both Nonlinear Shih and k-a> SST models overestimate the recirculation beyond the roof. All the k-e models tested show a better agreement with the experimental data by using the coefficients proposed by Crespo et al. (1985) and by Bechmann and Sorensen (2010) than by using the standard coefficients.
For the quantitative analysis, the hit rate is calculated. All the models successfully passed the validation threshold (HR > 66%) for the streamwise velocity (U) but, for the turbulent kinetic energy (fe) only the RNG (with standard coeffs.), MMK (with Crespo and Bechmann coeffs.), all the Durbin variations (with Crespo and Bechmann coeffs., and the original Durbin model also with standard coeffs.), Yap (with Bechmann coeffs.) and Nonlinear Shih passed the validation.
In order to check the order of convergence of the solutions, the hit rate for k obtained with the new Durbin 7b proposed in this investigation is analysed for 3 different meshes: coarse, mediumsize and fine mesh (1.7M, 3.1M and 9.8M cells, respectively). The observed convergence rate is p = 2.23 and the grid convergence index is GCI = 0.0577 (5.77%).
Regarding the behaviour of the RANS models at the different regions of the building roof, at the upstream region of the roof the best agreement with experimental data for both U and k is achieved using the MMK model (with both Crespo and Bechmann coeffs.). At the central region of the roof there is an uncertainly regarding the velocity in the recirculation zone because the experimental data do not include the negative horizontal component of velocity. The reattachment distance (XR) is the only data available to analyse the qualitative behaviour of the recirculation. From this qualitative point of view, the best agreement is obtained with the new modification of the Durbin model (with Crespo coeffs.), yielding exactly the same value than the experimental one. At the central region of the roof the best agreement for k is obtained with the MMK model (with both Crespo and Bechmann coeffs.) that reach a HRk = 100%, although the rest of the linear turbulence models show a reasonably good agreement. At the downstream region of the building roof (on the downstream edge), MMK (with Crespo coeffs.), the new modified version of Durbin (with Crespo coeffs.) and Yap (with Bechmann coeffs.) shows the best agreement for both U and k. The Durbin model with the proposed form of 7b and Crespo coefficients gave the best results from a global point of view, both qualitatively and quantitatively. Additionally, the MMK model (with Crespo coeffs.) gave the best quantitative results and a reasonably good qualitative agreement with the experimental data.
The analysis of the turbines positioning is based in the turbulent kinetic energy, limited up to a turbulence intensity 77 < 0.15 for HAWT, from a fatigue loads preventing point of view. According to that, the most appropriate areas found to install HAWT are above z/H = 0.19 from the roof surface upstream and above z/H = 0.31 downstream. It is recommended to incline the horizontal axis of the HAWT 5° downwards at the upstream region below z/H = 0.31. The installation of VAWT is recommended below these heights. The installation of a VAWT in horizontal position at the central-upstream region close to the roof surface was also considered, to make the most of the recirculation of the flow. Additionally, the installation of a ducted wind turbine at the upstream corner of the building roof, in order to make the most of the pressure difference between the vertical wall (positive) and the roof surface (negative), is also interesting. Although high wind situations as the one studied in this paper show a predominant wind direction, in order to make the conclusions of this paper more general, and independent of the incident wind direction, we also consider an oblique incident wind direction. The results show that HAWT can be placed above zjH = 0.14, zjH = 0.27 at the upstream and downstream edges, respectively. Since the threshold of 77= 0.15 is lower everywhere, the heights obtained for the normal incident wind (most unfavourable case) are conservative values for a general wind direction case and, therefore, can be concluded that an HAWT can be placed above zjH = 0.31 everywhere at the investigated case, regardless of the incident wind direction. The situation investigated corresponds to an isolated building but, since the inlet profile is highly turbulent, this rule can also be applied to a building surrounded by smaller buildings.
In order to be rigorous in the extrapolation of the results to a real case, there is a need to carry out a benchmark case similar to the one analysed in this investigation but with a full-scale geometry. We only analysed the regions on the central symmetry axis of the roof, because the experimental data is only available at these positions. To complete the analysis it would be interesting to have also experimental data at the corners and other regions of interest apart from the central axis. Additionally, a more realistic urban setting with several buildings included should also be considered. The authors of this investigation are currently working on this matter.
