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a b s t r a c t
We give a common generalization of two earlier constructions in [H.P. Gumm, T. Schröder,
Monoid-labeled transition systems, Electronic Notes in Theoretical Computer Science 44
(1) (2001) 184–203], that yielded coalgebraic type functors for weighted, resp. fuzzy
transition systems. Transition labels for these systems were drawn from a commutative
monoidM or a complete semilattice L, with the transition structure interacting with the
algebraic structure on the labels. Here, we show that those earlier signature functors are in
fact instances of a more general construction, provided by the so-called copower functor.
Exemplary, we instantiate this functor in categories given by varieties V of algebras.
In particular, for the variety S of all semigroups, or the variety M of all (not necessarily
commutative) monoids, and with M any monoid, we find that the resulting copower
functorsMS[−] (respMM[−]) weakly preserve pullbacks if and only ifM is equidivisible
(resp. conical and equidivisible).
Finally, we show that copower functors are universal in the sense that every faithful
Set-functor can be seen as an instance of an appropriate copower functor.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Labeled transition systems and their many variations constitute fundamental examples of Set-coalgebras and most
notions and intuitions in abstract coalgebra are based on such examples. When the elements in the label set K are just
considered to be names (of processes, actions, inputs), then the presence or absence of labels does not have much of an
impact on the coalgebraic theory. A K -labeled transition system on a set A is just a family of Kripke structuresAk = (A, Rk),
i.e. unlabeled transition systems with transition relations Rk = {(a, a′) ∈ A2 | a k_ a′}, one for each k ∈ K . Definitions and
theorems for Kripke structures will just have to be quantified over all labels.
As an example, a map ϕ between K -labeled transition systemsA andB is a homomorphism if and only if the following
two conditions are satisfied for each k ∈ K and a, a′ ∈ A, b, b′ ∈ B:
a
k_ a′ =⇒ ϕ(a) k_ ϕ(a′) (1)
ϕ(a)
k_ b′ =⇒ ∃a′ ∈ A.a k_ a′ ∧ ϕ(a′) = b′. (2)
When K carries some algebraic structure, more interesting behavior can be modeled. If, for instance,M = (M,+, 0)
is a commutative monoid, one can define a signature functor M(−)ω (see Section 2.3), so that coalgebras are image-finite
transition structures with labels fromM and homomorphisms respect the addition structure ofM in the sense that a map
ϕ betweenMω-coalgebrasA andB is a coalgebra homomorphism if and only if
ϕ(a)
m_ b ⇐⇒ m =∑{m′ | a m′_ a′ ∈ ϕ−1{b}} (3)
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where
∑
denotes summation inM, and a, a′ ∈ A, b ∈ B, see [5]. When the elements ofM are interpreted as weights or
strengths, then thismeans that the strength of a transition in the image is obtained by adding the strengths of corresponding
transitions in the preimage. Observe that for the above formula tomake sense,we need not only that the summation involves
at most finitely many nonzero summands, but also thatM is associative as well as commutative.
Choosing forM the additive monoid R+, the finite distribution functorDω becomes a subfunctor ofMω and the above
formula describes homomorphisms between Markov-chains, which are just coalgebras of signature Dω , see, e.g. [12],
Section 3.5.
A different construction starts with the label set forming a complete semilatticeL = (L,∨). In that case we can define
a signature functorL(−) whose coalgebras are (not necessarily image-finite)L-labeled systems where the homomorphism
condition turns out to be
ϕ(a)
l_ b ⇐⇒ l =∨{l′ | a l′_ a′ ∈ ϕ−1{b}}. (4)
Despite its formal similarity with (3), observe, that the absence of image-finiteness now requires
∨
to be associative,
commutative, and idempotent as well in the following sense:
∨
has signature
∨ : P(L) → L and satisfies ∨{l} = l,
as well as
∨
i∈I(
∨
Li) = ∨(⋃i∈I Li) for all families (Li)i∈I of subsets of L. One easily checks that these are precisely the
conditions guaranteeing the functor properties forL(−).
ChoosingL = 2 = {0, 1}with the natural order, we can interpretL-coalgebras as standard Kripke structures where the
successors of a state s are all those s′ with s_s′. On the other hand, choosing for L the closed interval [0, 1] ⊆ R with its
induced order,L-coalgebras are just fuzzy transition systems.
Despite the obvious formal similarities in the above homomorphism formulae, it has not been clear, how to unify these
different notions of labeled transition systems, in particular, since for monoid labeled transition systems image-finiteness
seems to be an essential restriction, whereas semilattice-labeled transition systems seem to rely on idempotency in an
essential manner. These observations seemed to stand in the way of a common generalization which at the same time
ought to cover standard labeled transition systems, where no algebraic structure is available on the label set, even though
we are able to equivalently rewrite the homomorphism conditions (1) and (2) in a manner reminiscent of the previous two
formulas as
ϕ(a)
k_ b ⇐⇒ k ∈ {k′ | a k′_ a′ ∈ ϕ−1{b}}. (5)
In this note we shall show that indeed all mentioned types of labeled transition systems can be seen as instances of a
single construction which yields a signature functorAV[−] for an arbitrary variety of universal algebrasV and an arbitrary
algebraA ∈ V. Choosing forV the class of all commutative monoids or the class of all complete semilattices, we obtain the
above mentioned monoid-labeled, resp. semilattice-labeled systems. Specializing V to the class of all algebras with empty
signature (i.e. sets), we obtain the standard notion of labeled transition systems.
In order to demonstrate a novel application, we apply our construction to the casewhere the label set carries a semigroup
or a not necessarily abelianmonoid structure.We show that in both cases the signature functor preserves kernel pairs, if and
only if, the semigroup (the monoid) is equidivisible. In the semigroup case, this is also equivalent to the functor preserving
weak pullbacks. In the monoid case, it preserves weak pullbacks iff the monoid is equidivisible and conical, two important
notions from semigroup theory, that will be discussed below.
2. Definitions and background
By a signature, we understand any endofunctor T on the category of sets. An algebra of signature (or type) T is simply any
map f : T (A)→ A. Following tradition, we write an algebra as a pairA = (A, f A), where A is a set, called the base set, and
f A : T (A) → A is the so called operation of A. An algebra homomorphism between algebras A = (A, f A) and B = (B, f B)
is a map ϕ : A → B satisfying ϕ ◦ f A = f B ◦ Tϕ. Classical universal algebra is mostly concerned with the case where
T is a polynomial functor T (X) = ∑i∈I Xni . In this case f A : T (A) → A decomposes into a family of ni-ary operations
(f Ai : Ani → A)i∈I .
Dually, a coalgebra of signature T is a map α : A→ T (A) and we also write it as a pairA = (A, αA)where A is called the
state set and αA : A→ T (A) the structure map. A map between between coalgebrasA = (A, αA) andB = (B, αB) is called
a homomorphism fromA toB if
Tϕ ◦ αA = αB ◦ ϕ. (6)
A subset U ⊆ A is called a subcoalgebra, if there exists a (necessarily unique) structure map αU : U → T (U) so that the
inclusion map⊆AU is a homomorphism. We write U ≤ A if U is a subcoalgebra ofA.
2.1. Nondeterministic systems
Consider, for instance, the powerset functor P, then a coalgebra of signature P is just a map α : A→ P(A). Such a map is
equivalently described by a binary relation_A setting a_A a′ : ⇐⇒ a′ ∈ α(a). (We shall drop subscripts to_ and to α
when they are clear from the context.) Let Pω(X) denote the set of all finite subsets of X , then Pω is a subfunctor of P and its
coalgebras are just image-finite transition systems.
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2.2. Nondeterministic labeled transition systems (LTS)
For a P(K×−)-coalgebraA = (A, αA) and a, a′ ∈ A,wewrite a k_ a′ iff (k, a′) ∈ α(a). The homomorphism equation (6)
translates into the previously mentioned conditions (1) and (2), which are together equivalent to (5). Note that the functor
is naturally isomorphic to P(−)K . If K is infinite, this gives rise to two (slightly different) notions of image-finite systems as
either the coalgebras of Pω(−)K or as the coalgebras of Pω(K ×−).
2.3. Commutative monoid labeled system
Given a commutative monoidM = (M,+, 0) and a set X,we letMXω be the monoid of all maps σ : X → M with finite
support, i.e. for which σ(x) = 0 for all but finitely many x ∈ X . ThenM(−)ω becomes a functor, when we define it on maps
f : X → Y as
Mfω(σ )(y) :=
∑
{σ(x) | x ∈ X, f (x) = y},
see [5]. AnM(−)ω -coalgebraA = (A, α) can be considered anM-labeled transition systems by writing
a
m_ a′ ⇐⇒ α(a)(a′) = m.
In [5], coalgebra homomorphisms betweenM(−)ω -coalgebras A = (A, αA) and B = (B, αB) were characterized as maps
ϕ : A → B satisfying condition (3). Thus anM-labeled system A = (A, αA) is not just a labeled transition system whose
label set happens to carry a monoid structure. For one, we have a different notion of homomorphism, but we also observe
that there is always exactly one transition between a and a′ from A and its weight is given as α(a)(a′). Nevertheless, wemay
choose to interpret a transition of weight 0 as nonexistent, so we do have a natural interpretation of single systems as image
finite LTS.
As a concrete example, consider M = N, the additive monoid of natural numbers, then the elements of NX can be
considered as multisets of elements from X . Every multiset τ ∈ NX associates to each x ∈ X its multiplicity. NXω is the
collection of all finite multisets. Coalgebras for this functor have been discussed in [10], together with variations, such as e.g
An interesting variation is obtained by replacing N with Z. Here, the elements of ZX can be interpreted as multiset where
elements may have negative occurrences.
Monoid and lattice labelled transition systems, as one of the reviewers notes, find their natural place in mixed
algebraic/coalgebraicmodels of systems such as e.g. in the structured transition systemsof [3,1], inmathematical operational
semantics [14], and in the work of the Bremen Group onmixed algebraic and coalgebraic specification. Nevertheless, in this
notewe shall usemonoids and related structuresmainly as parameters for constructing set functorswith desired properties,
so we shall not further discuss the abovementioned applications of transition systems.
2.4. Semilattice labeled systems
In order to get rid of the image-finiteness inherent in the previous example, we now assume that L is a complete
semilattice L = (L,∨). The corresponding covariant signature functor L(−) associates a set X with the set LX of all maps
σ : X → L and a map f : X → Y with a mapLf : LX → LYdefined as
Lf (σ )(y) =
∨
{σ(x) | f (x) = y}.
In [5] it was shown that this defines a functor and that a map ϕ : A→ B is a homomorphism between L(−)-coalgebras
A = (A, αA) and B = (B, αB) if and only if the following two conditions are satisfied for all a, a′ ∈ A, all b ∈ B and all
l ∈ L:
a
l_ a′ =⇒ ϕ(a) l′_ ϕ(a′) for some l′ ≥ l (7)
ϕ(a)
l_ b′ =⇒ l ≤∨{l′ | ∃a′ ∈ A.a l′_ a′, ϕ(a′) = b′}, (8)
where again we use the notation a
l_ a′ : ⇐⇒ α(a)(a′) = l. Observing that a l_ a′ ∧ a l′_ a′ =⇒ l = l′, we check that:
Lemma 1. Conditions (7) and (8) are together equivalent to condition (4).
Proof. Given the above two conditions, and assuming ϕ(a) l_ b′ we need to show l = ∨{l′ | a l′_ a′ ∈ ϕ−1{b′}}. Condition
(8) takes care of one inequality. For each l′ with a l
′_ a′ ∈ ϕ−1{b′}we obtain ϕ(a) l′′_ b′ for some l′′ ≥ l′ using (7). Therefore,
l = l′′ ≥ l′, and the supremum of all these l′ is below l.
Given l = ∨{l′ | a l′_ a′ ∈ ϕ−1{b′}}, we also need to show ϕ(a) l_ b′. Now if ϕ−1{b′} = ∅, the assumption yields l = 0,
which by (8) entails ϕ(a)
0_ b′. Otherwise, condition (7) implies that ϕ(a) l′′_ b′ for some l′′ ≥ l and condition (8) guarantees
that l′′ ≤ l.
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For the converse, we need to derive conditions (7) and (8) from (4). Assuming a
l_ a′ and using a′ ∈ ϕ−1{ϕ(a′)}, the
right-to-left direction of (4) implies ϕ(a)
l′_ ϕ(a′) for some l′ ≥ l. Finally, (8) follows trivially from (4).
The functor L(−) generalizes the covariant powerset functor in that choosing the two-element ordered set 2 = {0, 1}
with 0 ≤ 1, we obtain 2(−) ∼= P(−). It also generalizes the signature functor of labeled transition systems, as (2K )(−) ∼=
P(K ×−). More interestingly, we can choose forL the real unit-interval [0, 1] ⊆ R and interpret [0, 1]-coalgebras as fuzzy
transition systems, with a
r_ a′ indicating a transition with certainty r . The homomorphism conditions have a very natural
interpretation in this context in that the certainty of a transition b_b′ in the image is established as the supremum of the
certainty of all transitions a_a′ with ϕ(a) = b and ϕ(a′) = b′.
3. Copower functors
We now show that the functorsL(−) andM(−)ω studied previously, are instances of a more general construction. To this
end, assume that C is a category with fixed objectM ∈ C so that for every set X , the X-fold coproduct∐CXM ofM exists in
C. To ease notation, we writeM ·C X for for this coproduct, and we shall often drop the index C when we don’t expect this
to lead to ambiguities.
3.1. The copower functor
We claim thatMC[X] := M ·C X is the object map of a functor, which we shall call a copower functor. For every x ∈ X ,
let ex : M → M · X be the x-th canonical sum injection. For a set map f : X → Y , the source (ef (x) : M → M · Y )x∈X is a
competitor to the sum (ex :M→M ·X)x∈X . This provides a unique C-morphismM · f :M ·X →M ·Y withM · f ◦ex = ef (x)
for all x ∈ X .
M · X M·f /_______ M · Y
M
ex
bFFFFFFFF ef (x)
<xxxxxxxx
(9)
Theorem 2. Given a category C with objectM ∈ C so that all copowersM · X exist in C, then
MC[X] :=M ·C X and MC[f ] :=M ·C f
for any sets X and Y and any map f : X → Y , defines a covariant functor.
Proof. Obviously,MC[idX ] = idMC[X], so let f : X → Y and g : Y → Z be maps. We claim thatMC[g ◦ f ] =MC[g] ◦MC[f ],
i.e.M · (g ◦ f ) =M · g ◦M · f . Indeed, for each x ∈ X we get by (9):
M · (g ◦ f ) ◦ ex = e(g◦f )(x) = eg(f (x)) =M · g ◦ ef (x) =M · g ◦M · f ◦ ex
whenceM · (g ◦ f ) =M · g ◦M · f , as the ex are jointly epi.
Since, in this paper,we aremainly interested inSet-endofunctors,we can obtain those either by choosing forC a subcategory
of Set or, more generally, by composing an arbitrary copower functor F : Set → C with any functor U : C→ Set . In most
cases, U will be a forgetful functor, so we shall often suppress it, since it will always be clear from the context, whether we
are looking at someA in C or at U(A) ∈ Set . We now show that both our functorsM(−)ω andL(−) are instances of the above
construction.
3.2. Commutative monoids
Proposition 3. LetMc be the category of commutative monoids andM ∈Mc. ThenMMc[−] =M(−)ω .
Proof. It is well known that in the category of commutative monoids the copower
∐
XM is given by {σ : X → M |
σ(x) =a.e. 0}, i.e the set of all maps σ : X → M that are almost everywhere zero, with addition defined pointwise, so
MMc[X] =MXω . The injections ex :M→MXω are defined by
ex(m)(x′) :=
{
m if x = x′
0 otherwise.
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Each σ ∈MXω can be written as a sum σ =
∑
x∈X ex(σ (x)), so let f : X → Y be any set map, then, using the fact thatM ·C f
is anMc-morphism, we calculate
MMc[f ](σ )(y) = (M ·Mc f )
(∑
x∈X
ex(σ (x))
)
(y)
=
(∑
x∈X
(M ·Mc f )(ex(σ (x)))
)
(y)
=
(∑
x∈X
ef (x)(σ (x))
)
(y)
=
∑
x∈X
(ef (x)(σ (x))(y))
=
∑
x∈X
{σ(x) | f (x) = y}
= Mfω(σ )(y).
HenceMMc[f ] =Mfω .
3.3.
∨
-Semilattices
Next, we show that for a complete
∨
-semilatticeL, the semilattice functorL(−) is a copower-functor, as well.
Lemma 4. For a
∨
-semilattice L and a set X, the X-fold coproduct is LX with injections ex : L → LX given by ex(l)(x) = l,
and ex(l)(x′) = 0 for x 6= x′. In particular, products and coproducts are the same in the category of∨-semilattices.
Proof. Let (hx : L → S)x∈X be an X-indexed family of ∨-homomorphisms. We must show that there is a unique ∨-
homomorphism ϕ : LX → S with ϕ ◦ ex = hx for all x ∈ X . Since every element σ ∈ LX can be written as∨x∈X ex(σ (x)),
such a ϕ must necessarily satisfy:
ϕ(σ) = ϕ
(∨
x∈X
ex(σ (x))
)
=
∨
x∈X
ϕ(ex(σ (x)))
=
∨
x∈X
hx(σ (x)).
Taking the last line as a definition, we check that ϕ is indeed a
∨
-homomorphism:
ϕ
(∨
i∈I
σi
)
=
∨
x∈X
hx
(∨
i∈I
σi(x)
)
=
∨
x∈X
∨
i∈I
hx(σi(x))
=
∨
i∈I
∨
x∈X
hx(σi(x))
=
∨
i∈I
ϕ(σi).
To check that ϕ ◦ ex = hx, we calculate for arbitrary l ∈ L:
(ϕ ◦ ex)(l) = ϕ(ex(l)) =
∨
x′∈X
hx′(ex(l)(x′)) = hx(l),
where in the last step we have used the fact that ex(l)(x′) = l for x = x′ and 0 otherwise.
Theorem 5. LetSL be the category of complete
∨
-semilattices andL ∈ SL, thenL(−) = LSL[−].
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Proof. By the previous lemma, we haveLSL[X] = LX andLSL[f ](σ ) = ∨x∈X ef (x)(σ (x)) for any function f : X → Y . We
calculate:
LSL[f ](σ )(y) =
(∨
x∈X
ef (x)(σ (x))
)
(y)
=
∨
x∈X
(ef (x)(σ (x)))(y)
=
∨
{σ(x) | x ∈ X, y = f (x)}
= Lf (σ )(y).
3.4. Algebras in varieties
Varieties of universal algebras are complete categories, in which all coproducts exist. Usually, these coproducts coincide
with what is known in universal algebra as free products, see [4], who attributes them to [11]. However, the definition of
free products requires that the canonical embeddings of the summands should be injective. As a consequence, free products
need not exist in the presence of nullary operations. Coproducts, in contrast, do always exist, but in the presence of nullary
operations, it may happen that the summands are not embedded injectively into the sum.
Example 6. Consider algebras with two nullary operations, named 0 and 1. LetA be the two-element algebrawith 0A 6= 1A
andB the one-element algebra. One easily checks thatB is the sum ofA andB.
Due to this complication, we present below the construction of coproducts of T -algebras where T is an arbitrary Set-
endofunctor. They can be built in any category given by a variety V of T -algebras, for which the V-free algebras FV(X)
exist for each set of variables X . In particular, this is the case for the polynomial functors of classical universal algebra.
In order to construct the sum inV of a family (Ax)x∈X of algebras, we beginwith the sum of their base sets in the category
Set,which is, of course, the disjoint unionΣx∈XAx together with the injections ex : Ax → Σx∈XAx. We consider this disjoint
union as the set of variables over which we build the V-free algebra FV(Σx∈XAx). Let ι : Σx∈XAx → FV(Σx∈XAx) be the
embedding of variables, then ι is injective, unlessV is the trivial variety defined by the equation x = y. LetΘ be the smallest
congruence relation on FV(Σx∈XAx) so that piΘ ◦ ι◦ ex becomes a homomorphism for each x ∈ X , that isΘ is the congruence
generated by the set of all pairs(
(ι ◦ ex ◦ f Ax)(a¯) , (f F ◦ T (ι ◦ ex))(a¯)
)
(10)
where a¯ ∈ T (Ai). We claim that
Lemma 7. FV(Σx∈XAx)/Θ with the homomorphisms piΘ ◦ ι ◦ ex is the coproduct inV of the family (Ax)x∈X .
Proof. Consider a competitor, that is any algebra C with homomorphisms ψx : Ax → C as in the following figure:
FV(Σx∈XAx)
piΘ /
ϕ
$I
II
II
II
II
II
II
II
II
II
II
II
FV(Σx∈XAx)/Θ
ψ

Σx∈XAx
ι
O
f
*TTT
TTTT
TTTT
TTTT
TTTT
Ax
ex
O
ψx / C
Since Σx∈XAx is the sum in Set, there exists a unique map f : Σx∈XAx → C with f ◦ ex = ψx for each x ∈ X . Let ϕ be the
unique homomorphic extension of f to FV(Σx∈XAx). By definition of Θ, it follows that ϕ factors through piΘ thus yielding
the required sum map ψ . Uniqueness of ψ follows from the the uniqueness of ϕ and the fact that piΘ is epi.
We now specialize to the situation of classical universal algebra, where T is a polynomial functor: T (X) = Σi∈IXni . An
operation f A on a T -coalgebra is then a family (f Ai )i∈I of ni-ary operations f
A
i : Ani → A. Assuming that V is nontrivial, we
may assume that ι is the natural inclusion, so the congruenceΘ in the construction of the coproduct above is generated by
the set of all pairs
(ex(f
Ax
i (a1, . . . , ani)), f
F
i (ex(a1), . . . , ex(ani)) (11)
where x ∈ X, i ∈ I and a1, . . . , ani ∈ Ax.
Specializing further to the X-fold copower of an algebraA, we start with A × X , the X-fold copower of A in Set and the
embeddings ex : A→ A× X given by ex(a) = (a, x). Hence the congruence on FV(A× X) is generated by the set of all pairs(
(f Ai (a1, . . . , ani), x), f
F
i ((a1, x), . . . , (ani , x))
)
(12)
where x ∈ X , i ∈ I and a1, . . . , ani ∈ A.
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It maywell happen, that variables (a, x) and (a, y)with x 6= y become identified byΘ. In particular, this occurswhenever
a = f Aj ( ) is the result of a nullary operation (nj = 0) inA. In that case, the equality (12) implies (a, x)Θ f Fj () for all x ∈ X ,
hence (a, x) = (a, y) in FV(A× X)/Θ for all x, y ∈ X .
The elements of FV(A × X) are V-terms with variables from A × X , which we can represent as equivalence classes of
finite trees. The leaves of these trees are the variables (a, x) ∈ A× X , or the nullary operation symbols fj. Each inner node is
labeled by an operation symbol fi, and has ni subtrees. Two trees p and q are identified in FV(A×X), if p = q is aV-equation,
and they are identified in FV(A × X)/Θ , iff there exist a sequence p0, p1, . . . , pn of trees with p = p0, pn = q, and for each
i < n either pi = pi+1 is a V-equation or pi = t((a1, x), . . . , (an, x)) and pi+1 = (tA(a1, . . . , an), x), or conversely. It is
customary to write ax instead of (a, x) so that formally, AV[X] is the set of V-terms in the ax subject to the requirement
that ‘‘right multiplication’’ with x becomes a homomorphism.
4. Semigroups and monoids
Recall that a semigroup S = (S, ·) is just a setwith a binary associative operation. AmonoidM = (M, ·, 1) is a semigroup
with a two-sided unit. We shall writeM = (M,+, 0) when the operation is commutative. Let S, (resp.M) be the variety
of all semigroups (resp. monoids) and Sc (resp.Mc) be the varieties of all commutative semigroups, (resp. commutative
monoids).
4.1. Conical, refinable and equidivisible semigroups
The following notions from semigroup theory will be needed in the sequel.
Definition 8. A monoidM is called conical, if no elementm 6= 1 is invertible, i.e. ifm1 ·m2 = 1 impliesm1 = 1 = m2.
A semigroup S can always be embedded into amonoid by adjoining a fresh element 1 /∈ S. The resultingmonoid S1 is clearly
conical and conversely, every conical monoidM arises this way from a semigroup.
Definition 9 ([2]). A semigroup S is called refinable, if a1 · a2 = b1 · b2 implies the existence of s11, s12, s21, s22 so that
si1 · si2 = ai, and s1i · s2i = bi for i = 1, 2.
In other words, given a1 · a2 = b1 · b2, there is a matrix, whose i-th row multiplies to ai and whose i-th column to bi.
s11 s12 a1
s21 s22 a2
b1 b2
Refinability can be considered as a generalized distributive law. Indeed, as was shown in [5], and as we shall also see below,
a lattice, considered as a semilattice, is refinable if and only if it is distributive.
By an easy induction, one checks that refinability implies a matrix decomposition of equal products of arbitrarily many
factors, in other words, if a1, . . . , am ∈ S, and b1, . . . , bn ∈ S with a1 · · · · ·am = b1 · · · · ·bn then there exists anm×n-matrix
(si,j) of elements from S, whose i-th row multiplies to ai and whose j-th column to bj for each i ≤ m, and j ≤ n.
s11 · · · s1n a1
...
...
...
sm1 · · · smn am
b1 · · · bn
The final and related notion we need is equidivisibility:
Definition 10 ([7]). A semigroup S is called equidivisible, if a1 · a2 = b1 · b2 implies that there exists some h so that either
a1 = b1 · h and h · a2 = b2 or b1 = a1 · h and h · b2 = a2.
Equidivisible monoids are obviously refinable, but the converse does not hold, as the following example demonstrates.
Proposition 11. A lattice, considered as ∨-semilattice, is refinable iff it is distributive, and it is equidivisible iff it is a chain.
Proof. The first claimwas already shown in [5], using the characterization of distributive lattices by the exclusion of certain
finite sublattices. Here we offer a different and more elementary proof.
Observe first, that whenever we have a1, a2, b1, b2 ∈ L with a1 ∨ a2 = b1 ∨ b2 and s11, s12, s21, s22 as required in the
definition of refinability, then it follows that sij ≤ ai and sij ≤ bj, hence sij ≤ ai ∧ bj. Therefore
ai = si1 ∨ si2 ≤ (ai ∧ b1) ∨ (ai ∧ b2) ≤ ai
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so (ai ∧ b1) ∨ (ai ∧ b2) = ai, which means that the i-th row in the table below joins to ai. Similarly, the j-th colum joins to
bj. So, whenever there is a solution s11, s12, s21, s22, then the following must be a solution, too:
(a1 ∧ b1) (a1 ∧ b2) a1
(a2 ∧ b1) (a2 ∧ b2) a2
b1 b2
Now, ifL is distributive, it is easily checked that this is indeed a solution. For instance, the join of the i-th row is then
(a1 ∧ b1) ∨ (a1 ∧ b2) = ai ∧ (b1 ∨ b2) = ai ∧ (a1 ∨ a2) = ai
and, likewise, the join of the j-th column is bj. HenceL is refinable.
Conversely, assume thatL is refinable and let x, y, z ∈ L be arbitrary.With a1 = x∧(y∨z), a2 = y∨z, b1 = y and b2 = z
weobviously have a1∨a2 = y∨z = b1∨b2, so by refinability and the above remarks, wemust have (a1∧b1)∨(a1∧b2) = a1,
which means that
(x ∧ y) ∨ (x ∧ z) = (x ∧ (y ∨ z) ∧ y) ∨ (x ∧ (y ∨ z) ∧ z)
= (a1 ∧ b1) ∨ (a1 ∧ b2)
= a1
= x ∧ (y ∨ z).
IfL is equidivisible, then for arbitrary elements a1, a2 ∈ Lwe can write a1 ∨ a2 = a2 ∨ a1 and obtain an element hwith
either a1 = a2 ∨ h or else a2 = a1 ∨ h. In the first case, a1 ≥ a2, and in the second case a1 ≤ a2. This proves that L is a chain.
Conversely, if L is a chain, thenm := a1∨a2 = b1∨b2 implies thatm ∈ {a1, a2}∩{b1, b2}. If a1 = b2 = m or if a2 = b1 = m,
one can take h = m. In the remaining cases a1 = b1 = m, resp. a2 = b2 = m, one obtains a solution with h = max(a2, b2),
resp. h = max(a1, b1).
Proposition 12. Every equidivisible semigroup is refinable.
Proof. In an equidivisible semigroup S = (S, ·) let elements a1, a2, b1, b2 be given with a1 · a2 = b1 · b2. Equidivisibility
yields an element h such that w.l.o.g. a1 · h = b1 and h · b2 = a2. Thus we can partially fill the required matrix as
a1 a1
h b2 a2
b1 b2
In amonoid, we could fill the as yet empty spacewith the unit element, but in a semigroup, such a unit need not be available.
Fortunately, however, equidivisibilty forces the existence, for any pair a, b ∈ S, of an element ea,b which is at the same time
a right unit for a and a left unit for b. To see this, apply equidivisibility to the trivial equality a · b = a · b. Now filling ea1,b2
into the empty space of the above matrix finishes the proof.
It is equidivisibility, rather than refinability, which allows us to obtain a common refinement for equal products of elements.
To see this, observe first that we can visualize equidivisibility as follows:
a1 · a2 = b1 · b2 =⇒
b1︷ ︸︸ ︷
a1 · h · b2 or
a1︷ ︸︸ ︷
b1 · h · a2 .︸ ︷︷ ︸
a2
︸ ︷︷ ︸
b2
This idea can be extended to products with arbitrarily many factors. Given a1 · · · · · am = b1 · · · · · bn, we can find a common
refinement as a product of smaller building blocks h1 · · · · · hm+n−1 so that all the factors ai and bj are products of adjacent
groups of the hr :
h1 · · · · ·
ai︷ ︸︸ ︷
hir−1+1 · · · · · hjs−1+1 · · · · · hir · · · · · hjs · · · · · hm+n−1 .︸ ︷︷ ︸
bj
A precise formulation is given in the following result, which will be needed later:
Lemma 13. M is equidivisible iff given a1 · · · · · am = b1 · · · · · bn there exists some k < m + n, elements h1, h2, . . . , hk and
partitions 0 = i0 < i1 < · · · < im = k as well as 0 = j0 < j1 < · · · < jm = k so that ar = hir−1+1 · · · · · hir for each r ≤ m and
likewise bs = hjs−1+1 · · · · · hjs for each s ≤ n.
Proof. We use induction on m + n. For m = 1 or n = 1 the statement is trivial, for m = n = 2 it is just the definition of
equidivisibility. Thus, assume a1 · · · · · am+1 = b1 · · · · · bn withm, n ≥ 2. Put a := a1 · · · · · am and b := b1 · · · · · bn−1, then
a · am+1 = b · bn. Equidivisibility yields h with either a · h = b and h · bn = am+1 or b · h = a and h · am+1 = bn. In the
first case, the inductive hypothesis yields a common refinement h1 · · · · · hm+n−1 of a1 · · · · · am · h and b1 · · · · · bn−1. With
hm+n := bnwe extend it to a common refinement of a1 · · · · · am+1 and b1 · · · · · bn. The second case is handled similarly.
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4.2. Copowers of nonabelian monoids
For the rest of this section, we are concerned mostly with the functorMM[−]whereM is the variety of all monoids and
M = (M, ·, 1) ∈ M. Given a set X , the elements of F := FM(M × X), the free monoid over the setM × X , are the monoid
terms in variables from M × X . We shall use ? as multiplication symbol in F in order to avoid ambiguities. Writing mx
instead of (m, x), we can represent the elements of F as formal polynomials
m1x1 ? · · · ?mnxn
where mi ∈ S and xi ∈ X . The elements of the X-fold copower MM[X] are obtained by reducing with the equations
corresponding to (12):
m1x ?m2x = (m1 ·m2)x (13)
1x = ε. (14)
Writing [m1x1 ? · · · ?mnxn]M for theΘ-class ofm1x1 ? · · · ?mnxn, it follows that
MM[X] = {[m1x1 ? · · · ?mnxn]M | n ∈ N, mi ∈ M, xi ∈ X}.
The rules (13) and (14) reduce a formal polynomial m1x1 ? · · · ? mnxn to a normal form with respect to Θ , so that we may
equivalently write
MM[X] = {m1x1 ? · · · ?mnxn | n ∈ N, mi ∈ M − {1}, xi ∈ X, xi 6= xi+1}
where the case n = 0 accounts for the empty product, representing the unit 1. Fromnowon, whenwewritem1x1?· · ·?mnxn
by itself, we assume that it is already in normal form, otherwise we write [m1x1 ? · · · ?mnxn]M. Consequently, [m1x1 ? · · · ?
mnxn]M can be read as ‘‘the normal form ofm1x1 ? · · · ?mnxn’’.
4.3. Monoid labeled coalgebras
Coalgebras for the functor MM[−] are transition systems where each state has a list of successor states with the
transitions to these states labeled by elements ofM . States appearing twice at adjacent positions in the list are combined and
their labels multiplied according toM and transitions with label 1 are dropped. In the case ofM = (N,+, 0), for example,
coalgebras are transition systems where every state has a multiset of successor states.
The coalgebraic theory of the class of coalgebras for a given functor T depends on the properties of the functor T . A
prominent concern is weak preservation of certain limits. The early coalgebraic literature (see [9]) in fact, was primarily
concerned with functors that weakly preserved pullbacks. It was later shown in [6], that weak preservation of pullbacks
can be separated into (weak) preservation of preimages and weak preservation of kernel pairs. Structure theoretically, the
first property is equivalent to homomorphic preimages of subcoalgebras being subcoalgebras, and the latter preservation
property guarantees that bisimilarity agrees with observational equivalence.
For these reasonswe shall be concernedwith the question, underwhich conditions the functorMM[−]weakly preserves
preimages, kernels, or both, i.e. weak pullbacks. For the functorM(−)ω which due to Proposition 3 agrees withMMc[−], the
following result has been proved in [5]:
Theorem 14. LetMc be the class of all commutative monoids andM ∈Mc, then
• MMc[−] (weakly) preserves preimages iffM is conical,• MMc[−] weakly preserves kernel pairs iffM is refinable.
As an immediate consequence one obtains:
Corollary 15. MMc[−] weakly preserves pullbacks iffM is conical and refinable.
We are now trying to obtain similar characterizations when we replace the classMc by the class of all monoidsM or by the
class of all semigroupsS. We begin with a characterization ofMM-coalgebras and some useful lemmas:
Lemma 16. Let A = (A, α) be an MM[−]-coalgebra, then U ⊆ A is a subcoalgebra iff for each u ∈ U with α(u) =
m1a1 ? · · · ?mnan we have ai ∈ U for all i ≤ n.
Proof. Note that the functorMM[−] preserves inclusions. Hence U is a subcoalgebra iff αA(u) ∈MM[U] for each u ∈ U , so
if α(u) = m1a1 ? · · · ?mnan is in normal form, we must have ai ∈ U for all i ≤ n.
Lemma 17. IfM is conical, then U ⊆ A is a subcoalgebra iff for all u ∈ U with α(u) = [m1a1 ? · · · ?mnan]M we have ai ∈ U for
all i ≤ n with mi 6= 1.
Proof. IfM is conical, then reducingm1a1 ? · · · ?mnan to normal form, can only make those ai disappear whose coefficients
mi are equal to 1.
After these preparations, we first show:
Proposition 18. MM[−] (weakly) preserves preimages if and only ifM is conical.
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Proof. In [6] it was shown that a Set-functor T (weakly) preserves preimages if and only if homomorphic preimages of
T -subcoalgebras are subcoalgebras, to be precise, if
V ≤ B =⇒ ϕ−1V ≤ A
for every homomorphism ϕ : A→ B among T -coalgebras.
Assuming thatM is conical, let A = (A, α) and B = (B, β) be arbitraryMM[−]-coalgebras, V ≤ B and ϕ : A → B
any homomorphism. Given u ∈ ϕ−1V and α(u) = m1a1 ? · · · ? mnan, Lemma 16 requires us to show ai ∈ ϕ−1V , that is
ϕ(ai) ∈ V . Note that each mi 6= 1. Since ϕ is a homomorphism and V a subcoalgebra, β(ϕ(u)) = (MM[ϕ] ◦ α)(u) =
[m1ϕ(a1) ? · · · ?mnϕ(an)]M ∈ V . By Lemma 17, we conclude that each ϕ(ai) ∈ V , so each ai ∈ ϕ−1V , as required.
For the converse, considerMM[−]-coalgebras A = ({x, x1, x2}, α) and B = ({y, y1}, β) where α(x) = m1x1 ? m2x2,
β(y) = (m1 · m2)y1 and α(x1) = α(x2) = β(y1) = ε. Clearly, the map ϕ, with ϕ(x) = y and ϕ(x1) = ϕ(x2) = y1 is a
homomorphism. Assuming (m1 · m2) = 1 makes {y} a subcoalgebra of B, but ϕ−1{y} = {x} is not a subcoalgebra of A,
unlessm1 = m2 = 1. Thus, weak preservation of preimages forcesM to be conical.
For the proof of the main theorem of this section, we need a further technical lemma which is easily proved by induction:
Lemma 19. Suppose [m1u1 ? · · · ? mnun]M = c1x1 ? c2x2 ∈ MM[{x1, x2}] with x1 6= x2, then m1 · · · · · mk = c1 and
mk+1 · · · · · mn = c2 for some k < n. If all mi are different from 1 andM is conical then additionally u1 = · · · uk = x1 and
uk+1 = · · · un = x2.
Proof. The proof is by induction on n. For the premise to hold, nmust be at least 2, so the base step is trivial. Assume, the
claim holds for some n, then for n + 1 we start with [m1u1 ? · · · ? mnxn ? mn+1xn+1]M = c1x1 ? c2x2. The left hand side of
this equation must be reducible to c1x1 ? c2x2 with the above rules (13) or (14). After the first reduction step, the formal
polynomial becomes shorter and the induction hypothesis can be applied. If, for instance, rule (13) was used, then we get
w.l.o.g. c1 = m1 · · · · (mi · mi+1) · · ·mk and c2 = mk+1 · · · · · mn. The decomposition of the original formal polynomial is
obvious. The same holds, if rule (14) was applied. The second statement of the lemma is obvious, since under the stated
hypothesis the second rule (14) can never be applied.
The main result of this section is then:
Theorem 20. MM[−] weakly preserves pullbacks if and only ifM is conical and equidivisible.
Proof. If MM[−] weakly preserves pullbacks, it weakly preserves preimages and kernel pairs. By Proposition 18, M is
conical. Also,MM[−] weakly preserves kernel pairs, so let c1, c2, d1, d2 ∈ M be given with c1 · c2 = m = d1 · d2. Consider
sets X := {x1, x2} and Z := {z} and the uniquemap f : X → Z . Then the elements c1x1 ?c2x2 and d1x1 ?d2x2 are in the kernel
ofMM[f ]. With X × X being the kernel of this particular f in the base category Set , weak kernel preservation guarantees
the existence of some element w ∈ MM[X × X] withM[pi1](w) = c1x1 ? c2x2 andM[pi2](w) = d1x1 ? d2x2, where the
pii : X2 → X are the canonical projections.
Any suchw can be written asm1(u1, v1) ? · · · ?mn(un, vn)where n ∈ N, ui, vi ∈ X and allmi 6= 1, hence
[m1u1 ? · · · ?mnun]M = c1x1 ? c2x2
and
[m1v1 ? · · · ?mnvn]M = d1x1 ? d2x2.
Now Lemma 19 yields c1 = m1 · · · · · mk and c2 = mk+1 · · · · · mn and likewise d1 = m1 · · · · · ml and d2 = ml+1 · · · · · mn.
If k = l, we choose h = 1, otherwise w.l.o.g k < l and with h = mk+1 · · · · · ml we have c1 · h = d1 and h · d2 = c2, soM is
equidivisible.
Conversely, assuming thatM is equidivisible, let f : X → Z be any set map and let Ker f := {(x, y) ∈ X2 | f (x) = f (y)}
be its kernel with pi1and pi2 its projection maps. Given u, v ∈MM[X]withMM[f ](u) =MM[f ](v)wemust find an element
w ∈MM[Ker f ] such thatMM[pi1](w) = u andMM[pi2](w) = v.
Now, we have u = a1x1 ? · · · ? amxm and v = b1y1 ? · · · ? bnyn for appropriate m, n ∈ N and ai, bj ∈ M and xi, yj ∈ X .
Note that this notation implies that all ai and all bj are 6=1, which we can safely assume, so
MM[f ](u) = [a1f (x1) ? · · · ? amf (xa)]M = [b1f (y1) ? · · · ? bnf (yn)]M =MM[f ](v) .
It follows that both terms have a common normal form NF = t1z1 ? · · · ? trzr . To reduce to this normal form, only rule (13)
is available, since none of the coefficients ai, bj is equal to 1 and since 1 cannot be created in the reduction process, due to
the assumption thatM is conical.
Let us first consider the special case r = 1. Then f (x1) = · · · = f (xm) = z1 = f (y1) = · · · = f (yn) and
a1 · · · · · am = t1 = b1 · · · · · bn. Using the notation of Lemma 13, we find h1, h2, . . . , hk refining the products so that
each hi is part of the product decomposition of a unique al(i) and of a unique br(i). We now consider the formal polynomial
w = h1(xl(1), yl(1)) ? · · · ? hk(xl(k), yr(k))
thenw ∈MM[Ker f ] and
MM[pi1](w) = h1xl(1) ? · · · ? hkxl(k) = a1x1 ? · · · ? amxm = u
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likewise
MM[pi2](w) = h1yr(1) ? · · · ? hkyr(k) = b1y1 ? · · · ? bnyn = v
as requested.
In the general case where the normal form NF = t1z1 ? · · · ? trzr has r > 1, we will find partitions of the indices
0 = i0 < i1 < · · · < ir = p and 0 = j0 < j1 < · · · < jr = q so that for each k the products agree:
mik+1 · · · · ·mik+1 = sjk+1 · · · · · sjk+1
and also
f (xik+1) = · · · = f (xik+1) = zk+1 = f (yjk+1) = · · · = f (yjk+1).
For each such class of the partition we proceed as in the special case above, and find a formal polynomial wk ∈ MM[Ker f ]
and definew = w1 ∗ · · · ? wr .
4.4. The semilattice functorMS[−]
IfS is the class of all semilattices, only rule (14) is to be used in computing the congruenceΘ . In this context, even ifM
should happen to be a monoid, the label 1 does not play any special role. It is therefore easy to see that for any semigroup
M, the functorMS[−] preserves preimages. The case of kernel preservation is dealt with as before, but it is not necessary
to consider any condition replacing ‘‘conical’’. We therefore obtain:
Theorem 21. For any semigroupM, the functorMS[−] weakly preserves preimages.MS[−] weakly preserves kernel pairs iff
it weakly preserves pullbacks iff the semigroupM is equidivisible.
4.5. The categorical perspective on equidivisible semigroups
We have considered monoids and classes of semigroups to construct Set-functors with specially designed preservation
properties. In a sense, we employed semigroup and monoid notions and methods to study category theoretic properties.
One might ask, whether conversely, category theoretic notions might benefit the study of monoids. A monoidM, after all,
is a category •M , albeit a really simple looking one. It has just one single object • = {0}, and it has an arrow a : • → • for
each a ∈ M. Composition of arrows is defined as monoid multiplication. A commutative square, in this category is a just
collection of elements a1, a2, b1, b2 ∈M satisfying a1 · a2 = b1 · b2. Obviously, then
M is equidivisible ⇐⇒ Each square in •M has a diagonal, that is
• a1 /
b1

•
~
~
~
~
a2

or
• a1 /
b1

•
a2

either
•
b2
/ • •
b2
/
?~
~
~
~ •
Squares having diagonals is a very important aspect in category theory. It is, for instance, fundamental in the study of
standard factorizations and factorization systems for morphisms. Here, we shall show, how this category theoretic view
might be used to obtain a convincing graphical argument for the proof of the Refinement Lemma 13.
The given equality a1 · · · · · am = b1 · · · · · bn, translates into two paths in the category •M with common starting and
ending point. The above diagonal property allows us to insert arrows into this pair of paths. After the first arrow is inserted
a new pair of paths arises, and so on. We obtain a figure such as e.g.:
• a2 /





 •
a3 /
h2






•






a4 / •







· · · •
am
@
@@
@@
@@
•
a1
?~~~~~~~
b1 @
@@
@@
@@
•
•
b2
/
?~
~
~
~
~
~
~
~
~ •
b3
/
h4


G


•
b4
/ • · · · •
bn
?~~~~~~~
It is required to find a path from the left to the right end that collects all ai as well as all bj. Note that each node always
has at most two outgoing arrows, and that these are connected by another (necessarily dashed) arrow given by the diagonal
property. The algorithm commences at the common starting point of the two paths and proceeds to its successor. In the case
where there are two successors, it chooses the one fromwhich the connecting diagonal arrow starts. It is easy to verify that
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this results in a path with the required properties. In the above example, with the diagonals labeled h1, h2, etc. from left to
right, the algorithm would yield the path a1, a2, h2, b2, h4, a4, . . . providing the common decomposition:
a3︷ ︸︸ ︷
a1 · a2 · h2︸ ︷︷ ︸
b1
· b2 · h4 · a4 · · · ·︸ ︷︷ ︸
b3
·
5. Universality of copower functors
Generalizing earlier constructions, we have studied Set-functors arising from powers of a fixed object M in some
category C as T (X) = U(∐x∈XM) = U(M · X), whereM · (−) is a copower functor and U a forgetful functor to Set . We
have instantiated this construction in algebraic categories of semigroups, monoids and commutative monoids. An obvious
question arises: What is special about such copower functors? Without any restriction on U , we could write every Set-
functor this way, simply choosing U = T and M = 1. Therefore, we shall understand, for the rest of this section, by a
copower functor any functor T (−) =M ·C (−), where C is a subcategory of Set andM an object in C.
5.1. Faithful Set-functors
A functor T is faithful if Tf = Tg implies f = g for any pair of parallel morphisms f and g . For Set-functors, one needs to
test faithfulness only on points, where a point is any map ix : 1→ X assigning the element of 1 to x ∈ X . This result is often
attributed to [13], although it cannot be found there. Nevertheless it has been folklore in the ‘‘Prague group’’:
Lemma 22. A Set-functor T is faithful if and only if Ti0 6= Ti1 where i0, i1 : 1→ {0, 1} are the point maps.
Proof. Assume that T is not faithful, then there are maps f , g : X → Y with f 6= g but Tf = Tg . Let x ∈ X be an element
with f (x) 6= g(x) and consider the point map ix : 1 → X with ix(?) = x as well as the maps i0 and i1 from above. The
compositions f ◦ ix and g ◦ ix can be made to factor through i0 and i1, repectively, using an injective map h : {0, 1} → Y .
X
f /
g
/ Y
1
ix
O
i0 /
i1
/ {0, 1}
O
h
O
Applying the functor T to this diagram, Th ◦ Ti0 = Tf ◦ Tix = Tg ◦ Tix = Th ◦ Ti1, so by canceling the monomap Th, we obtain
Ti0 = Ti1.
It follows, that any non-faithful Set-functor must identify all point maps ix, ix′ : 1→ X , of a given set X .
5.2. Faithfulness of copower functors
Our aim is to describe all copower functors, so we begin with two special cases. The first one is the constant functor
C0(X) = ∅, for all X , and the second one is the almost constant functor C0,1 with C0,1(∅) = ∅ and C0,1(X) = 1 for X 6= ∅. It is
easy to check that both are copower functors, with C being equivalent to either • d or to •: / • d . We shall
call any Set-functor quasiconstant, if its image in Set is equivalent to one of these two trivial categories. We then obtain:
Theorem 23. Every copower functor is either faithful or quasiconstant.
Proof. Assume that T is a copower functor and letM be the object so that T (X) = M ·C X , where the copower is taken in
an appropriate subcategory C of Set. Recall thatM · (−) is defined on maps f : X → Y by the diagram
M · X M·f / M · Y
M
ex
bFFFFFFFF ef (x)
<xxxxxxxx
where we use the notation from 3.1. Let e? be the isomorphism e? : M → M · 1, then in particular for f = iy : 1→ Y we
obtain
M · iy ◦ e? = ey. (15)
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By assumption, T (−) =M · (−) is not faithful, soM · iy =M · iy′ and the above equation entails
ey = ey′ (16)
for all y, y′ ∈ Y .
Now, let g, h : X → Y be arbitrary maps. We shall show thatM · g = M · h. Indeed, by definition and using (16), we
have
M · g ◦ ex = eg(x) = eh(x) =M · h ◦ ex
for all x ∈ X . Since the ex are the sum inclusions and thereby jointly epi, we obtainM · g = M · h. As a consequence, all
maps between any two given sets X and Y are identified by the functor.
Assuming that X and Y are nonempty, we havemaps f : X → Y and g : Y → X . It follows thatM ·f ◦M ·g =M ·(f ◦g) =
M · idY = idM·Y and likewiseM · g ◦M · f = idM·X , which proves that any two objectsM · X andM · Y are isomorphic in
Set , provided X, Y 6= ∅. Clearly, there is also a mapM · ∅ →M · X , so that the image of T =M · (−) has as skeleton either
the one-element category or the two-element category given by the two-element partial order 0 ≤ 1.
5.3. Faithful functors as copower functors
Our final result shows the converse, i.e. that every faithful Set-endofunctor can be represented as a copower functor.
Theorem 24. For every faithful Set-endofunctor T, there is a subcategory C of Set, and an object M ∈ C such that T (−) =
M ·C (−) is a copower functor.
Proof. Let C be the subcategory of Set consisting of all sets of the form T (X) together with all maps Tf where X is a set and
f a set map. For x ∈ X , denote by ix the map ix : 1 → X with ix(?) = x. Obviously, X with the maps (ix)x∈X is the sum in
the category Set of |X | copies of 1. We claim that likewise T (X)with morphisms (Tix)x∈X is the sum in C of |X | copies of the
C-object T (1). Indeed, given a family of C-morphisms mx : T (1) → Q , there is a set Y with Q = T (Y ) and there are maps
fx : 1 → Y with mx = Tfx for all x ∈ X . We obtain a unique map g : X → Y satisfying g ◦ ix = fx for each x ∈ X , hence
Tg ◦ Tix = Tfx = mx.
T (X)
Tg /
Th
/ T (Y ) = Q
T (1)
Tix
bEEEEEEEE Tfx=mx
:ttttttttt
To show uniqueness of Tg , let any other C-morphism u = Th be given, satisfying Th ◦ Tix = Tfx, then we obtain
T (h ◦ ix) = T (g ◦ ix) for each x ∈ X . As T is assumed to be faithful, it follows that h ◦ ix = g ◦ ix for each x ∈ X , hence h = g ,
so u = Tg.
This proves that T (X)with the embeddings ex := Tix is indeed the X-fold copower in C ofM := T (1). We therefore have
for each set X that T (X) = ∐Cx∈XM = M ·C X and for any map f : X → Y we infer from f ◦ ix = if (x), using the notation of
3.1, that Tf ◦ ex = Tf ◦ Tix = Tif (x) = ef (x), which proves that T is indeed a copower functor.
Combining the above two results, we have a further equivalent characterization of faithful functors, where the equivalence
of (1.) and (2.) can be found in [8] and the equivalence of (1.) and (3.) is folklore:
Corollary 25. For a Set-functor T the following are equivalent:
(1) T is faithful,
(2) the identity functor I is a subfunctor of T ,
(3) Ti0 6= Ti1 where i0, i1 : 1→ {0, 1}
(4) T is a non-quasiconstant copower functor.
Non-faithfulSet-functors appear to be the exception, rather than the rule. The simplest example of a non-faithfulSet functor,
besides C0 and C0,1, that we are aware of, was communicated to us by J.Adámek: T (X) = X × X − ∆X + 1, where ∆X is
the diagonal of X . Therefore, it appears safe to say that the notion of copower functor indeed captures the vast majority of
naturally occurring Set-functors.
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