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Abstract 
Two approaches for the large scale synthesis of graphene were investigated with the objective 
of achieving high-quality graphene for practical applications: (1) non-covalent solution based 
exfoliation of graphite, and (2) chemical vapour deposition of graphene on copper. As the 
processing conditions, structure, and properties of graphene are inherently connected, the aim 
of the study was to gain fundamental insights on the critical mechanisms that govern the 
properties and device performance of graphene. The first part of this thesis describes the 
efficient non-covalent exfoliation of graphite to produce few-layer-graphene dispersion in N-
methylpyrrolidone and large-scale thin film deposition using the Langmuir-Blodgett 
assembly. In the second part, the chemical vapour deposition of polycrystalline graphene 
films on copper was investigated as it has emerged as the most promising route toward large 
scale synthesis of monolayer graphene for optoelectronics applications due to its properties 
approaching that of ideal graphene and the relatively low cost of copper. An extensive range 
of growth parameters was employed to develop a model of two-dimensional nucleation and 
self-limited growth of graphene on the surface of copper. The analysis of the nucleation and 
growth kinetics has revealed the relationship between atomic processes that impart two 
distinct temperature regimes of nucleation, whereas the growth of the individual nuclei was 
shown to be rate-limited by the carbon attachment at the nuclei edges. Moreover, the growth 
on high index copper surfaces has shown that graphene nanostructures of controlled shapes, 
density, and dimensions can be produced, depending on the Cu crystal orientation. 
Interestingly, few-layer-graphene grown on Cu frequently exhibits AA stacking with 
interlayer spacing of ~3.6 Å , with a preserved linear dispersion relationship. This work thus 
provides practical guidelines for achieving wafer scale single crystal graphene as well as the 
control over the mesoscale structure by the careful selection of the growth parameters.   
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1 Introduction 
The emergence of novel materials with exceptional properties has always been at the 
forefront of technological evolution. For instance, each of the major eras in history is often 
associated with the advancement of a staple material that led to creation of the new tools with 
a profound impact in civilization. The last of such materials is probably silicon, which 
brought forth the Digital Revolution enabled by Si based semiconductor devices in the late 
20th century. Similarly, graphene, atomically thin, two-dimensional sp
2
 carbon, which has 
not been easily accessible until 2004, holds an enormous potential to drive the next 
technological revolution in a wide range of applications due to its unique optoelectronic 
properties.
[1]
 Curiosity driven research led by Prof. Andre Geim and his assistant, Dr. 
Konstantin Novoselov to develop a simple procedure, using a scotch tape to peel thin layers 
off from a single crystal of pryolytic graphite, resulted in the isolation of graphene on an 
insulating substrate in 2004. The material has revealed the existence of massless charge 
carriers with record carrier mobilities and demonstrated other unusual phenomena such as 
room temperature half-integer quantum Hall effect
[2,3]
 which have been recognized by the 
award of the Nobel Prize in Physics in 2010 to Andre Geim and Konstantin Novoselov “for 
groundbreaking experiments regarding the two-dimensional material graphene”.[4] While 
being fascinating for fundamental physics, graphene also has a multitude of promising 
properties that are of technological importance. For example, its superior carrier mobilities, 
greater than 200,000 cm
2
/Vs, exceeding that of any other electronic material at room 
temperature
[5,6]
 are especially suitable for high frequency electronics; its excellent 
conductivity and transparency serve as a promising transparent electrode in photovoltaics and 
display devices
[7,8]
; the extremely high mechanical strength (~200 times greater than steel) 
and stiffness (~1 TPa) are attractive for its use in reinforced structures and composites.
[9]
 
To implement the graphene for practical applications, beyond the scope of laboratory 
experiments, the challenge still remains to develop approaches for the efficient synthesis and 
processing of graphene films compatible with current manufacturing process. The scotch tape 
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method that was used to produce the first isolated graphene layers on insulating substrates is 
labour intensive and can only yield a few small graphene crystallites of lateral size less than 
100 μm on a centimetre scale substrate. High-throughput methods for scalable synthesis of 
high quality graphene over large areas are required for the realization of graphene-based 
applications in the real world. 
To this end, several large scale fabrication approaches have been recently explored. The 
most commonly studied methods are: (1) solution phase exfoliation,
[10-13]
 (2) epitaxial growth 
on SiC,
[14-16]
 and (3) chemical vapour deposition on transition metals.
[17-21]
 There are mainly 
two categories of solution phase exfoliated graphene: non-covalent exfoliation and covalent 
exfoliation. Non-covalent exfoliation leads to nano-flakes of pristine graphene of few layers 
with a small portion of single layers, while covalent exfoliation leads chemically 
functionalized graphene in monolayer form with altered electrical properties. The graphene is 
grown on SiC via sublimation of Si at high temperature from 1200 to 1800 °C in ultrahigh 
vacuum or inert atmosphere. Although this method can directly produce high quality, wafer-
scale graphene on an insulating substrate with a relatively good control of the number of 
layers, the high manufacturing costs due to the use of relatively expensive single crystal SiC 
and high processing temperatures, and the limitations on the subsequent transfer of graphene 
onto different substrates have hindered its usability for various applications. Chemical vapour 
deposition on transition metals is enabled by catalytic decomposition of carbon sources such 
as hydrocarbons or organic polymers at the surface of the transition metals such as copper 
and nickel at temperatures typically ranging from 700 – 1100 °C in low vacuum or 
atmospheric pressure. The transfer of graphene onto many ranges of arbitrary substrates and 
high electronic quality of CVD graphene, close to micromechanically exfoliated graphene, 
has made it most suitable for a wide range of optoelectronic applications. 
In this work, solution based exfoliation in an organic solvent and CVD of graphene on 
Cu were chosen as experimental approaches for the fabrication of high-quality graphene thin 
films with good reproducibility and properties adequate for optoelectronic applications. The 
main challenge here is to understand how the processing conditions affect the properties of 
the graphene film and in turn engineer graphene structures with desired properties. Currently, 
there is a lack of clear understanding on the critical experimental parameters that affect the 
quality of graphene by both approaches, although the exceptional properties reported for 
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graphene strongly rely on achieving defect-free high crystalline structures. For instance, the 
electronic properties of CVD graphene have not yet reached those of ideal single crystal 
graphene. This has been attributed to formation of polycrystalline graphene films through the 
nucleation and growth of individual domains of graphene in the initial stages of the film 
formation. Therefore, understanding of the nucleation and growth mechanism by performing 
a systematic study of the effect of growth parameters is critical to provide a rational way to 
determine the thickness, morphology and crystal sizes of CVD graphene. This dissertation 
will address such issues that are of fundamental importance in the synthesis of high quality 
graphene. 
The dissertation has been organized into following parts: (1) the literature review of the 
structure, basic properties, major synthesis methods of graphene, and its applications (chapter 
2), (2) description of the experimental design of the solution phase exfoliation and CVD 
methods (chapter 3 and 4), (3) description of main experimental characterization techniques 
(chapter 5), (4) results and discussion on the structural and optoelectronic characterization of 
the non-covalently exfoliated graphene (chapter 6), (5) development of the nucleation and 
growth mechanisms of CVD graphene on copper based on the parametric study (chapter 7), 
(6) effect of Cu crystal orientations on graphene nucleus density, shape, and alignment 
(chapter 8), (7) characterization and growth mechanism of few-layer graphene produced by 
CVD (chapter 9), and lastly, (8) summary and future outlook (chapter 10).  
 21 
 
2 Literature Review 
2.1 Introduction 
This chapter will critically review the relevant literature data on the properties of 
graphene, major synthesis routes and their advantages and disadvantages pertaining to large-
scale production, and potential applications emanating from such synthesis methods. This 
literature review contains five parts: (1) historical perspective on the discovery of graphene; 
(2) technologically relevant properties of graphene, (3) synthesis; (4) potential applications of 
graphene; and (5) challenges in the synthesis of graphene for optoelectronic applications.  
2.2 Discovery of Graphene: Historical Perspective 
Long before the isolation of graphene on insulating substrates by A. Geim’s group in 
2004
[1]
 sparked widespread research interest, graphene was cited in the theoretical work by 
P.R. Wallace entitled “The Band Theory of Graphite” in 1947[22] which has been used as a 
basis for the study of graphite intercalation compounds (GICs), fullerenes, and carbon 
nanotubes (CNTs). Wallace showed that graphene was a semimetal with unusual linear 
dispersion relationship, but at that time the possibility of a purely 2D material was thought to 
be impossible to realize. Indeed, the existence of a free standing atomically thin 2D crystal 
was predicted to be impossible by Peierls and Landau since such layer would be unstable 
against folding or aggregation into curved structures based on thermodynamic 
arguments.
[23,24]
  
However, graphene in supported form has been known to exist on surfaces of transition 
metals for about 50 years as a by-product from catalysis reactions for conversion of 
hydrocarbons.
[25]
 The formation of a single layer of graphite was first observed on surfaces of 
single crystal Pt
[26]
 and Cu.
[27]
 The annealing of these metals led to the segregation of carbon 
impurities from the bulk to the surface. In the case of Ni and Co metals, used as industrial 
heterogeneous catalysts, it has been shown in the early 1960s that reactions involving 
hydrocarbons cause the formation of graphitic carbon on the catalyst surface, which 
deactivate the catalytic activity.
[25,28-30]
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The attempts to peel off and manipulate single sheets of graphite using mechanical 
means were reported by Ruoff, who demonstrated the isolation of thin graphitic layers (less 
than ~10 nm).
[31]
 The isolation of graphene on insulating substrates was finally achieved by 
utilizing the “scotch-tape method” by Geim[1]. Moreover, he was able to easily distinguish 
monolayer graphene from thicker layers under an optical microscope due to the fortuitous 
interference effects obtained by placing it on 300 nm thick SiO2 on Si. This ability not only to 
exfoliate but also to easily identify and locate high-quality graphene has allowed easy access 
to the material so that a wide variety of experiments to investigate the fundamental 
phenomena could be quickly carried out. This invention of the scotch tape method has led to 
a rapid growth in the field of graphene especially within the physics community.  
2.3 Graphene: Definition and Structure 
Graphene is an atomically thin sheet of sp
2
 hybridized carbon atoms that are arranged in 
a two-dimensional honeycomb lattice. It is the latest nanomaterial in the family of carbon 
allotropes to generate intense scientific interest. Carbon is well known to form different types 
of bonding through orbital hybridization. In Figure 1a, the two-dimensional hexagonal lattice 
structure of graphene is depicted with the unit cell vectors. The four valence electrons in a 
carbon atom hybridize to form three σ bonds and one π bond. The π conjugation with the 
neighbouring atoms results in delocalized electrons (Figure 1b). These π electrons constitute 
the valence band (bonding, π band) of graphene that is completely filled and meets the empty 
conduction band (anti-bonding, π* band) with zero band gap imparting the semi-metallic 
characteristics. 
Graphene can be considered conceptually as the building block for other sp
2
 allotropes
[2]
 
as illustrated in Figure 2. Starting from the planar, hexagonal geometry (which arises from 
the planar trigonal coordination of sp
2
 hybridization), graphene can be folded to form 
fullerenes by replacing some of the hexagons with pentagons that induce curvatures, 
nanotubes by rolling, or stacking many sheets to form bulk graphite. Graphene exhibits 
significantly different electrical properties from bulk graphite.
[32]
 A stack of 2-10 layers of 
graphene also exhibits intermediate properties that are different from a single sheet of 
graphene or graphite.
[33]
 The latter is generally defined as few-layered graphene (FLG).  
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Figure 1 a) Lattice structure of graphene. a1 and a2 are the lattice unit vectors. The nearest carbon – 
carbon distance is 1.42 Å . There are two atoms (A and B) per unit cell.
[32]
 b) the hexagonal 
arrangement of carbon atoms in graphene depicting the σ bonding and the p orbitals that form π 
bonds.
[14]
 
 
Figure 2 Graphene as building block for other sp2 carbon allotropes. Conceptual diagram illustrates 
how sheets of graphene can be folded to form a) fullerenes (C60), b) rolled into a carbon nanotube, and 
c) stacked to form graphite.
[2] 
In Figure 3, the most common stacking orientations for FLG obtained from exfoliation of 
natural graphite are shown.
[14,34,35]
 The most stable stacking order that can be seen in 
crystalline graphite such as highly oriented pryolytic graphite (HOPG) and natural graphite is 
Bernal stacking (also called AB stacking) which has a periodic arrangement of two graphene 
sheets stacked on top of each other with one sheet rotated by 60˚ relative to the other about 
the c axis. This stacking contains non-equivalent sublattice atoms: an A atom directly above 
an A atom in the sheet below and a B atom with no atom below or above in the adjacent 
sheets. Other possible stacking orders are rhombohedral stacking, (ABCABC…) where the 
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first two sheets are stacked in the same way as for Bernal stacking but the third sheet having 
the same orientation with the second sheet is translated by (2aG/3, bG/2), simple hexagonal 
(AAAA…) stacking where the sheets are stacked unrotated with respect to each other without 
any translation, and AA’ stacking where the second sheet is translated by half of a unit vector. 
Often in the case of few-layered graphene or graphite produced at low temperature, no 
stacking order can be observed. This type of random stacking is called turbostratic where no 
preferential orientation angles between crystalline lattices of two adjacent graphene sheets are 
present. 
 
Figure 3 Common stacking orders found in multilayer graphene exfoliated from natural graphite. a) 
hexagonal AA stacking, b) Bernal AB Stacking, and c) ABC stacking. Shaded areas are unit cells. CG 
= 0.6708 nm at 297 K.
[14]
 
The edges of a graphene sheet of finite size can be categorized into two main types: 
zigzag and arm-chair. The zigzag edge is produced when graphene is cut along the unit vector 
directions depicted in Figure 1a, whereas the armchair edge follows the direction 
perpendicular to the zigzag edge. The type and functionalization at the edge by impurities can 
have significant influence in the properties of graphene of size smaller than few tens of 
nanometres.
[36-38]
 Other than the edges, crystalline defects such as vacancies, Stone-Wales 
like defects
[39-41]
 (5 – 8 membered rings instead ideal 6), sp3 hybridized carbon, and grain 
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boundaries can be present within the interior of the graphene. The vacancies are the least 
stable form of defects in pristine graphene as enough annealing can reconstruct the pin-hole 
containing lattice to a completely vacancy-free hexagonal or polygonal (5- 8 membered rings) 
one.
[42]
 
2.4 Materials Properties of Graphene 
Graphene is a semimetal with unusual linearly dispersing electronic states giving rise to 
Dirac fermions. The charge concentration in graphene can be controlled by application of 
external electric and magnetic fields, or by altering sample geometry and/or topology.
[1,3]
 As 
a consequence of the Dirac fermions in graphene, charge carrier mobilities up to 500,000 
cm
2
/Vs with ballistic transport characteristics over distances approaching a micron at room 
temperature, along with unusual phenomena such as the half-integer Hall effect
[2]
 have been 
observed. In addition, as a consequence of the strong in-plane σ bonds, it has robust 
mechanical properties, exceptional thermal conductivities, and high chemical resistance.
[43]
 
2.4.1 Optoelectronic Properties of Graphene 
Many of the unique properties of graphene arise from its unusual electronic structure, the 
Brillouin zone of which is shown in Figure 4a. The linear dispersion relationship between the 
energy and crystal momentum for valence and conduction bands as predicted by tight binding 
approximation is shown in Figure 4b. The Fermi level of the intrinsic graphene lies on the 
point where the valence and conduction bands meet. This point is also known as the charge 
neutrality or the Dirac point. The absence of a band gap separating the valence and 
conduction bands and zero density of states at the Fermi level gives graphene its semi-
metallic character. As the effective mass of charge carrier is the inverse of second derivative 
of the dispersion relationship, the low energy electrons have zero mass, which makes charge 
carriers, electrons and holes, to behave as massless Dirac fermions that are governed by the 
Dirac equation in relativistic quantum mechanics. This is quite unusual because, in the case 
of 3D bulk metals and semiconductors, the effective mass is finite and charge carrier 
dynamics is described by the non-relativistic Schrödinger equation. The Dirac particles are 
usually associated with quantum electrodynamics involving high-energy particles. Being able 
to observe them in graphene allows them to be readily accessible so that fundamental features 
predicted by theory such as ballistic transport and quantum Hall effects
[2]
 at room 
temperature can be observed. 
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Figure 4 a) The 1
st
 Brillouin zone of graphene. b1 and b2 are reciprocal lattice unit vectors in the 
momentum space. Dirac cone is found at K and K` points; b) The dispersion relationship of graphene 
near Fermi level with magnified view of the linear dispersion relationship (Dirac cone).
[32]
 
In graphene, the massless charge carriers travel with an effective speed that is about 300 
times less than the speed of light, vF ~ 10
6
 m/s and have very large mean free path,
[32]
 
allowing ballistic transport. Charge carrier mobility of up to 1,000,000 cm
2
/Vs at low 
temperature (~5 K)
[44]
 has been observed in pristine, suspended graphene. At room 
temperature, the mobility has been measured to typically range from 10,000 to 120,000 
cm
2
/Vs.
[45,46]
 This value is at least 100 times faster than what is observed in silicon. The 
scattering mechanisms that limit the mobility values in graphene are not yet fully understood. 
Scattering in graphene does not depend strongly on temperature for T < 400 K
[6]
 but it is 
influenced by the charged impurities of the supporting substrate and other extrinsic impurities 
that may be present.
[6,32,45-47]
 For instance, the carrier mobility is typically on the order of 
10,000 cm
2
/Vs for polar SiO2 substrate limited by the graphene-SiO2 interaction.
[32]
 On the 
other hand, graphene placed on more inert, hexagonal boron nitride (BN) substrate exhibited 
the mobility of 500,000 cm
2
/Vs.
[48,49]
  Substitutional defects are unlikely in graphene as the 
carbon atoms form strong in-plane bonds and graphene seems to form perfect crystal without 
vacancies in the range of microns at room temperature.
[41]
 Furthermore, graphene forms 
corrugations or puddles of charges which can act also as scattering centres.
[50]
 
Conductivity of graphene can be tuned by doping through fabrication of a field effect 
device structure where the application of gate voltage modulates the Fermi level (Figure 5). 
Figure 5a depicts the density of states and ambipolar transport in graphene where it can be 
seen that both the hole and electron densities can be easily controlled with the gate voltage. 
Because the density of state increases linearly away from the charge neutrality point, the 
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conductivity also varies linearly with gate voltage. The mobility, however, remains constant 
over a wide range of gate induced doping. At low temperatures, graphene approaches a 
universal conductivity of 4e
2
/h and does not undergo metal to insulator transition as 
theoretically expected for a material even with very low concentration of charge carriers near 
the Dirac point.
[2]
 This minimum quantized conductivity has been predicted by the theory 
describing the 2D Dirac fermions.  
 
Figure 5 a) Calculated density of states of graphene. Close to the Fermi level, the density of states 
ρ(ε), is linear with respect to the energy. t = ~2.8 eV (nearest neighbour hopping energy).[32] b) 
ambipolar transport characteristic of graphene. Field induced by gate voltage, Vg can control 
concentration and polarity of charge carriers. Positive (negative) gate voltage increases Fermi level, 
increasing carrier concentration of holes (electrons).
[2]
 
Thermal conduction in graphene can also occur through ballistic phonon transport with 
theoretical values of the thermal conductivity predicted to be ~8000 W/mK while indirect 
measurements have yielded values ranging from 600 to 5000 W/mK that are comparable to 
that of bulk graphite (≤2000 W/mK).[51-55] The wide range in values stems from the substrate 
effect and assumptions made during measurements and calculations. More direct thermal 
conductivity measurements are needed and being investigated to clarify the values.
[52]
 The 
high thermal conductivity makes graphene promising for heat dissipation and transport 
applications.
[56,57]
  
The optical properties of graphene also exhibit intriguing features as a consequence of 
the Dirac fermions. Its transmittance in visible and infrared wavelengths up to ~ 6000 nm 
remains constant at 97.7 %, a constant that can be derived from quantum optical conductance 
(e/2h) of ideal, undoped graphene (Figure 6).
[58,59]
 The decrease in transmittance toward the 
UV region arises from the π-π* optical transition at the M point of the Brillouin zone with 
transition energy of ~ 4.4 eV.
[60,61]
 It has been demonstrated that the optical properties of 
graphene can be significantly modulated by the doping which can lead to novel 
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optoelectronic effects and devices.
[62]
 This is especially evident for far-infrared to THz region 
where the interaction between the free charge carriers and incident photons becomes 
significant in accordance to the Drude model.
[63-65]
 In addition, the sub-wavelength scale 
surface plasmons  in graphene has long excitation lifetime and strong coupling with light and 
can be modulated easily by turning the Fermi level.
[66,67]
 Furthermore, the very fast carrier 
relaxation of excited charge carriers of grpahene can allow a broad population inversion by 
optical pumping and stimulated emssision in the infrared range making it very promising for 
room temperature THz laser applications.
[68]
 
 
Figure 6 a) Optical transmittance of mechanically exfoliated monolayer and bilayer graphene. b) The 
transmittance of graphene remains constant demonstrating that the minimum conductance of graphene 
is defined by the fine structure constant (α=e2/ħc).[58] 
For applications such as electrical interconnects and transparent electrodes, few-layered 
graphene is required to provide higher conductivity and current density.
[69,70]
 The properties 
of multi-layer graphene depend on both the number and stacking orientation of the layers. 
The π electrons in different layers of graphene can interact with each other significantly to 
impart the unique electronic structure of FLG. The thickness dependence continues up to 10 
layers after which the properties approach that of bulk graphite. For example, bilayer 
graphene with Bernal stacking no longer exhibits massless Dirac fermions and has a more 
complex band structures (Figure 7).
[32]
 An exception is turbostratic graphene where 
individual sheets have the properties of monolayer graphene.
[16]
 The screening length of 
graphene is only ~ 5 Å  (less than thickness of a bilayer) which means bulk and surface 
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properties must be considered separately for the few-layered graphene with thickness of 
greater than four layers.
[2]
  
 
Figure 7 Thickness dependent band structures for (a) monolayer graphene, (b) AB stacked bilayer 
graphene, (c) AB stacked trilayer graphene, and (d) AB stacked graphite calculated by DFT. 
[71]
 Note 
that because of interlayer interactions, the valence and conduction bands from each layer splits into 
two and the parabolic dispersion relationship develops at the Fermi level in AB stacked bilayer (b), 
whereas the Dirac point again appears in trilayer. AB stacked 3D graphite structure exhibits broad, 
parabolic dispersion relationship.  
2.4.2 Mechanical Properties 
Along with its extraordinarily high electrical and thermal properties, graphene also 
exhibits outstanding mechanical strength. It has been observed that graphene has mechanical 
strength of ~125 GPa (~200 times greater than strength of typical high strength alloy steel
[72]
) 
and Young’s modulus of ~1.0 TPa.[9,73] It can be elastically stretched to a 20% strain.[74] 
These excellent mechanical properties of graphene have important implications in structural 
materials such as graphene reinforced composites
[75]
 and resonator elements in 
micro/nanoelectromechanical systems.
[76]
 
2.4.3 Chemical and Surface Properties 
Another outstanding quality that makes graphene suitable for a wide range of 
applications is its chemical nature. Like graphite, graphene is generally a chemically stable 
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material and it is thermally stable in air up to temperatures of ~500 ˚C.[77] Graphene has a 
very large surface area, ~2600 m
2
/g
[78,79]
 which is useful for catalyst and energy storage 
applications. Graphene can also serve as a template for sensing adsorbed gas molecules
[80]
 
and forming nanoparticle assemblies.
[81]
 
Graphene can be functionalized through chemical modifications such as oxidation, 
hydrogenation, and fluorination. Oxidation renders graphene hydrophilic and allows further 
alteration of the functional groups by organic molecules (e.g. acylation followed by SOCl2 
activation for polymer linkage and treatment by diazonium salts for improved solubility in 
polar organic solvents).
[82,83]
 Hydrogenation can render graphene insulating
[20]
 and may have 
implications in hydrogen storage.
[84]
 Fluorination of graphene makes it strongly hydrophobic, 
induces p-type doping, and can also open up a band gap.
[85,86]
 Through functionalization, the 
optoelectronic, chemical, and surface properties of graphene can be engineered for multitude 
of applications. 
2.5 Synthesis Methods for Graphene Thin Films 
2.5.1 Micromechanical Exfoliation of Graphite 
Graphene sheets in graphite interact via van der Waals forces. This weak bonding allows 
layers of graphene to easily peel or slide off by rubbing against a surface or tip.
[31,87]
 The 
exfoliation or micromechanical cleavage of graphite essentially exploits this weak bonding to 
obtain graphene. In one of the earlier attempts to mechanically exfoliate graphite, AFM tips 
were used to peel off thin layers of graphite from pre-patterned HOPG islands that were laid 
down onto Si(100).
[31]
 Later, trials with tipless AFM cantilever to stamp nanoscale flakes of 
HOPG onto SiO2/Si substrates (Figure 8) were attempted.
[88]
 However, these approaches 
usually yielded graphitic layers with thickness values of > 10 nm.  
The “scotch tape” method[1] utilizes the common cellophane adhesive to peel off 
graphene layers from HOPG. After the removal, the tape is pressed onto the desired substrate 
(typically 300 nm thick SiO2 on Si). In addition to large amounts of graphitic particles, sheets 
of single to few monolayers are also deposited. The monolayers can be observed by optical 
microscopy (Figure 9) and the thickness can be verified by Raman spectroscopy (The details 
regarding Raman spectroscopy of graphene are given in Chapter 5).  
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Figure 8 One of the earliest attempts to mechanically exfoliate graphene from HOPG: (a) and (b) are 
SEM images of graphite layers peeled away by a AFM tip.
[31]
 (c) and (d) are images of transferred 
graphite to SiO2 substrates from a tipless AFM cantilever with which slabs of HOPG were deposited 
on and image of a typical device fabricated for electrical measurements.
[88]
 
 
Figure 9 Optical microscope image of micromechanically exfoliated sheets of graphene and graphite 
on SiO2/Si deposited by the scotch tape method. Regions of different thicknesses are indicated.
[89]
  
Recent efforts building on mechanical exfoliation include transfer-stamping of FLG from 
graphite by using pre-patterned stamp templates to precisely position and control the 
thickness of graphene with a well-defined area.
[90-92]
 However, realizing large area deposition 
of graphene thin films through mechanical exfoliation may be challenging due to the 
development of alternative methods for graphene production. 
2.5.2 Solution Phase Exfoliation of Graphite 
One of the promising routes to synthesize large quantities of graphene for large area 
applications is to exfoliate graphite in solution to produce a dispersion of graphene flakes. 
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Such exfoliation methods rely on covalent and non-covalent interactions introduced by 
external molecules to disrupt the van der Waals interactions between the graphene sheets. 
This has been performed by introducing intercalants in graphite through covalent 
functionalization, non-covalent exfoliation in compatible organic solvents, and/or in presence 
of surfactants.  
 
Figure 10 AFM image of graphene oxide flakes deposited on a substrate and its height profiles 
through the three horizontal lines. The height profiles show the thickness of GO to be ~1 nm.
[93]
 
2.5.2.1 Graphene Oxide 
Graphene oxide (GO) is the most widely investigated solution based precursor to 
graphene and was first proposed by Ruoff in 2006 (Figure 10).
[75]
 GO is graphene 
functionalized with hydroxyl, epoxy, and carbonyl groups (Figure 11).
[94]
 The preparation of 
GO involves conversion of graphite to graphite oxide using strong acids and oxidizing 
agents.
[75,95,96]
 The functionalization breaks the van der Waals interaction between the sheets 
and renders them hydrophilic leading to efficient exfoliation of graphite oxide into 
monolayers of GO when stirred or sonicated in water. Because the functionalization by 
oxygen disrupts the sp
2
 conjugation and introduces sp
3
 bonds, GO is insulating. To restore 
conductivity, the oxygen groups have to be removed to recover the sp
2
 conjugation. This can 
be done mainly through reduction by reducing agents (usually hydrazine, N2H4), followed by 
thermal annealing in inert gas at 200 – 1000 ˚C.[11,97] Other reducing agents include NaBH4 
and KOH.
[82]
 Other approaches of reduction in the literature are: (1) electrochemical 
GO
GOGO
GO GO
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reduction
[98]
; (2) light activated reduction by a strong pulse of light
[99]
; and (3) catalytic 
reduction by TiO2 and NaOH under UV radiation.
[100]
 
 
Figure 11 Chemical Structure of GO.
[101]
 
The reduction step is able to make the reduced form of graphene oxide (rGO) fairly 
conductive with ambipolar transport properties,
[102,103]
 but with best conductivity and 
mobility values that are two or three orders of magnitude lower than that of mechanically 
exfoliated graphene. The reason for the poor electrical properties of rGO is that the oxidation 
and reduction processes produce defects. Raman spectroscopy on graphene oxide and 
reduced graphene oxide indicates that both rGO and GO contain large amount of defects as 
evidenced by the large D to G peak intensity ratio and broad G peak. Some oxygen groups 
remain strongly bonded and defects such as vacancies and non-hexagonal structures can be 
seen in rGO as can be observed by XPS, high resolution TEM, and annular dark field 
imaging.
[104,105]
 
2.5.2.2 Non-covalent Exfoliation of Graphite 
Recent development in solution phase production of graphene is non-covalent exfoliation 
of graphite in the presence of amphiphilic surfactants
[10,106,107]
 or organic solvents
[13,108-111]
 
that have compatible surface energies to graphite. This leads to separation and dissolution of 
dispersed graphene sheets without any covalent funtionalization. These methods can result in 
graphene with high crystallinity and minimal lattice defects that are associated with the 
covalent functionalization. The choices of the solvents or surfactants employed in these 
works are often the ones previously used to debundle single walled carbon nanotubes as they 
exhibit similar surface properties.
[112]
 
In the first report of non-covalent exfoliation of graphite, mono-to-few-layered graphene 
was obtained by sonication in N-methyl-pyrrolidone (NMP), Dimethylformamide (DMF), -
Butyrolactone (GBL), and 1,3-Dimethyl-2-imidazolidinone (DMEU).
[13]
 The surface energies 
of these solvents are close to that of graphite so that exfoliation is facilitated. It was found 
that NMP was the best in terms of yield of monolayer graphene and stability of dispersion 
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(Figure 12).
[110]
 Other works have shown that DMF,
[108]
 chloroform,
[108,111]
 1-
pyrenecarboxylic acid (PCA),
[113]
 and chlorosulphonic acid
[114]
 can also produce exfoliated 
graphene of high-quality. The dispersibility of graphene in solvents is predicted to depend on 
the compatibility of surface energy, solubility parameter, π-π interactions, charge transfer 
between the two.
[115,116]
 Surfactants such as 1,2–distearoly-sn-glycero-3-
phosphoethanolamine-N-[methoxy(polyethylene glycol)-5000] (DSPE-mPEG) and sodium 
chlorate have been used to produce aqueous dispersions of surfactant coated graphene with 
the yield comparable to exfoliation in NMP.
[10,117]
 Although non-covalent exfoliation reduces 
process steps and is shown to produce graphene sheets of high crystal quality (as evidenced 
by Raman spectroscopy; Figure 13), the transport properties are comparable to graphene 
oxide and not as good as those of mechanically exfoliated graphene.
[13,108,111]
 This is 
attributed to the small flake sizes where the charge carrier transport is mediated by defective 
edges rather than the bulk basal plane. 
 
Figure 12 a) TEM image of graphene sheet exfoliated in NMP. Scale bar, 500 nm. b) Histogram 
describing distribution of number of layers per flake in NMP exfoliated graphene.
[13]
  
2.5.2.3 Thin Film Deposition Methods of Solution-processed Graphene 
Depositing thin films of graphene on a planar substrate is a crucial step toward device 
integration. Uniform deposition over large area and precise thickness control are needed. 
Spin-coating (or spin-casting) is one of the most frequently used methods to deposit solution-
processed graphene films (Figure 14a and b).
[118-121]
 It has enabled large area uniform 
deposition of chemically derived graphene films and polymer-graphene composite films to 
fabricate GO based sensors and field emission devices. Another frequently used method is 
vacuum filtration where the diluted solution of dispersion is filtered through a nano-porous 
membrane.
[13,97,122]
 Vacuum filtered GO films have been used as transparent electrodes for 
solar cells and to produce GO paper (Figure 14c).  
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Figure 13 Raman spectra of few-layered graphene exfoliated in NMP compared to a bulk graphite 
spectrum.
[13]
 
 
 
Figure 14 a) Schematic illustrating spin-coating procedure and b) spin-coated multi layered GO 
film.
[123]
 c) GO paper produced by vacuum filtration (inset) and SEM image of cross section of the 
graphene oxide paper.
[93]
 
 
Figure 15 a) SEM image of single layer of GO film deposited by Langmuir-Blodgett Assembly.
[124]
 
b) Photography of multi-layer Langmuir-Blodgett film on a quartz slide.
[117]
 c) Graphene dispersion in 
chloroform and spray coated graphene thin film on a flexible transparent substrate.
[73]
  
Self-assembly of chemically derived graphene at the water/air interface, known as 
Langmuir-Blodgett assembly allows layer-by-layer deposition of graphene films on variety of 
substrates. In Langmuir-Blodgett assembly of GO, electrostatic repulsion leads to formation 
(a) (b) (c)
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of close-packed GO film lying smoothly on the surface of water that is then transferred onto a 
substrate of choice (Figure 15a and b).
[117,124]
 Self-assembly at liquid-liquid interface is also 
possible between two immiscible liquids.
[111]
 
Other deposition techniques worth mentioning are spray-coating (Figure 15c)
[73]
 and ink-
jet printing.
[125,126]
 
2.5.3 Growth on Silicon Carbide 
Graphite formation by thermal decomposition of SiC was first discovered more than a 
century ago by Acheson,
[127,128]
 and epitaxial growth of FLG on SiC was shown for the first 
time in the 1970s.
[129]
 SiC exists in many energetically similar bulk polytypes (250 crystalline 
forms). The two polytypes that are of the most interest for electronics (and consequently the 
most available) are the hexagonal 4H and 6H polytypes (energy gaps of 3.3 eV and 3.0 eV, 
respectively).
[130]
 Both are formed by stacking basal plane “bilayers” of Si and C, with 0.25 
nm c-axis spacing and an in-plane lattice constant of 0.307 nm. For the 4H polytype, the unit 
cell c dimension is 1.00 nm (4 bilayers) and 1.51 nm (6 bilayers) for the 6H material. Heating 
of SiC(0001) in vacuum or inert atmosphere to 1200 to 1800 ˚C, leads to the selective 
sublimation of silicon atoms while the remaining carbon atoms rearrange forming an 
hexagonal lattice parallel to the a-b plane.
[14,131-133]
 As a result, several atomically thin carbon 
layers can appear and generally speaking, depending on the annealing time, it is possible to 
tune the number of graphene layers. This growth is defined as epitaxial and the lattice 
mismatch between the honeycomb lattices of graphene and SiC(0001) is ~22 %.
[134]
 
Graphene films on silicon and carbon terminated surfaces are substantially different. For 
example, growth on (0001) Si-face is usually self-limiting to 4 – 5 layers, while on the (0001) 
C-surface, graphitic layers thicker than 10 layers are usually obtained. The very first 
graphene layer grown on the SiC is insulating due to charge transfer to the substrate and 
serves as a buffer layer that electronically decouples the upper graphene layers from the 
substrate. Angle resolved photoemission spectroscopy (ARPES) on graphene form the (0001) Si-
face has confirmed that the energy versus momentum relation, E(k) is linear for monolayer 
graphene and quadratic for a bilayer as expected from the Bernal type stacking.[135,136] 
Graphene growth on the C-terminated SiC(0001), as for the Si face, progresses by 
thermal decomposition in vacuum and or inert gas environment. However, on the Si-face 
graphene grows epitaxially [e.g., showing sharp spots in low-energy electron diffraction 
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(LEED)] while UHV-grown C-face graphene shows many rotational domains, or even 
sprouts of nanotubes. Control of the C-face graphitization is improved by enclosing the SiC 
substrate by carefully controlling the Si sublimation rate in an inert atmosphere
[132]
; however 
this method preferably produces few-layered epitaxial graphene albeit of high-quality (Figure 
16). Monolayer graphene over a large portion of the surface with good reproducibility has not 
been demonstrated. Furthermore, C-face graphitization results in step edge formation with 
width of tens of nanometres that affects the homogeneity of graphene films. Islands of size on 
the order of 300 – 700 nm with varying number of layers are also often reported.  
 
Figure 16 a) LEED image of graphene grown on SiC.
[137]
 b) AFM topograph of SiC surface.
[137]
 c) 
Linear dispersion and Dirac cone of multilayer epitaxial graphene grown on SiC(0001) observed by 
ARPES.
[136]
 d) Scanning tunneling microscopy (STM) image with incomplete coverage of graphene 
monolayer on SiC.
[138]
 The darkest regions are bilayer graphene. e) Atomic resolution STM image 
demonstrating the crystalline nature of graphene grown on SiC.
[138]
 
The electronic properties of graphene on C-face appear to be better than that of graphene 
grown on Si-face. Hall effect mobility of few-layered epitaxial graphene on C-face at room 
temperature can be up to 20,000 cm
2
/Vs and up to 15,000 cm
2
/Vs for a single layer.
[139]
 The 
electronic properties of graphene on Si-face are significantly different as there is significant 
interaction with the substrate which leads to doping (-0.5 eV electron doping), band gap of 
D
C
E
C
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0.25 eV, and strong electron-phonon interactions. As a result, the mobility (~1,500 cm
2
/Vs) 
of graphene grown on Si-face is more than an order of magnitude lower than that of graphene 
grown on C-face. However, high frequency devices (e.g. HEMT - high electron mobility 
transistors) have been fabricated on graphene grown on Si terminated SiC(0001) wafer and 
have been demonstrated to operate at frequencies on the order of up to 300 GHz.
[140]
  
Despite the high-quality of the epitaxial graphene obtained on SiC(0001), there are no 
reliable methods to transfer graphene onto other substrates. 
 
Figure 17 a) Schematic of CVD system for graphene deposition in a hot-wall tube furnace with a 
metal catalyst as substrate and CH4 as gaseous carbon source.
[141]
 b) Schematic of possible surface 
processes for CVD on Cu.
[142]
 c) Illustration of vapour phase mass transport highlighting the role of 
the mass flow and boundary layer that forms on the substrate surface inside the CVD furnace.
[143]
 
2.5.4 Catalytic Chemical Vapour Deposition 
Graphene has been successfully synthesized by CVD via decomposition of hydrocarbon 
gases catalysed by a transition metal that is also the support substrate for the growth (Figure 
17). The synthesis can be enabled by a wide range of growth parameters. Various metals 
including Ni,
[17]
 Fe,
[144]
 Cu,
[20,145]
 Au,
[146,147]
 Ag,
[148]
 Co,
[149]
 Ru,
[150]
 Pt,
[151,152]
 Ir,
[153]
 Pd,
[154]
 
and Rh
[155]
, and alloys such as stainless steel,
[156,157]
 Ni-Cu,
[158-160]
 Au-Ni,
[161]
 and Ni-Mo
[162]
 
have been successfully used to form graphene in presence of carbon containing molecules 
(e.g. CH4, C2H4, C2H6, and CO) at temperatures ranging from 300 ˚C
[163]
 to 1120 ˚C.[17,164] 
Recent effort has focused on the development of graphene deposition at either low vacuum or 
atmospheric pressure, which would enable cost-effective, high-throughput fabrication.
[17,19,117]
 
(a)
(b)
(c)
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In this type of growth, a simple system such as a hot-wall tube furnace (Figure 17a) is 
adequate for the growth of graphene films of relatively high quality.  
In order to make the CVD graphene useful for transparent electrodes, flexible electronics, 
and field effect device applications, transfer techniques similar to the one shown in Figure 18 
have been developed to transfer graphene grown on metallic layers onto insulating substrates. 
The wet transfer techniques involve coating a polymer support onto the graphene layer and 
etching away the metallic layer to place the polymer support/graphene film on a different 
substrate. Because of the presence of water and etchant, the transferred graphene can contain 
contaminants and exhibit unintentional doping. Alternatively, etchant-free electrochemical 
delamination,
[165]
 and completely dry transfer techniques involving strongly adhering layers 
of polymer coatings
[166,167]
 have been recently developed. In addition, low temperature 
growth of graphene at the interface between a dielectric and metal catalysts
[168]
 and electrical 
isolation of graphene on metal by oxide intercalation
[169]
 have been demonstrated to bypass 
the need for transfer process altogether.  
Figure 18 Possible transfer processes for patterned graphene grown on Ni
[19]
. After graphene is grown 
on Ni (a), the graphene can be transferred onto another substrate by coating a polymer support 
followed by etching (b), or direct etching of the Ni to obtain free standing graphene (c).  
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Figure 19 Growth mechanism of graphene on Ni (a) and Cu (b) investigated by successive 
introduction of the precursor gases (CH4) containing different isotopes of carbon. On Ni, graphene 
growth occurs by surface segregation and precipitation (crystallization) while on Cu it occurs by 
surface adsorption.
[170]
 
2.5.4.1 Effect of catalyst substrates 
In CVD, the thickness, stacking, and crystalline orientations of graphene layers obtained 
primarily depends on the metal catalyst used. In fact, metal-carbon interactions determine the 
mechanisms of growth and lead to different growth morphologies. Metal that dissolves 
carbon at or near the growth temperature is favourable for FLG deposition. Thus, solubility of 
carbon is a critical parameter for choosing a catalyst for graphene. Generally, metals with 
partially filled d-orbital have more interaction toward carbon than metals with completely 
filled d-orbitals.
[171]
 
Of the numerous types of suitable metals, Ni and Cu are the most promising for cost-
effective, large area deposition. The mechanism of graphene growth is, however, different for 
these two metals (Figure 19a). In the case of Ni, which has partially filled d-orbitals, 1.3 wt% 
of carbon dissolves into the Ni substrate at 1000 ˚C as shown in the phase diagram in Figure 
20a.
[172]
 Upon cooling, the carbon and metastable Ni3C phase diffuse out and precipitate into 
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graphene. Typically, multi-layered graphene is formed at the surface. As the carbon 
segregation-precipitation continues, a new graphene layer is formed underneath the first layer 
and so on until there is no supersaturation of carbon in the bulk Ni or out-diffusion becomes 
kinetically hindered at lower temperatures. In this growth mechanism, the thickness of 
resulting graphene layer mainly depends on the initial amount of carbon supplied into the 
bulk, the thickness of the catalyst, and the cooling rate.
[17,170]
 
 
Figure 20 a) Ni-C binary phase diagram.
[173]
 b) Phase diagram of Cu-C system.
[174]
 The solubility of 
carbon in Cu is more than an order of magnitude lower than that of Ni in comparable temperatures.  
The mechanism on Cu which has no partially filled d-orbital to interact with carbon is 
different from Ni in that carbon cannot diffuse into the substrate at typical growth 
temperatures due to the negligible solubility of carbon in Cu (<1.4 ppm at 1000 ˚C; Figure 
20b).
[174]
 Therefore, graphene on Cu is formed by direct, catalytic decomposition of the 
hydrocarbon (CH4) gas and 2D crystallization effects on the substrate surface (Figure 19b). 
After nucleation of graphene, progressive covering of the surface continues until the catalytic 
decomposition of hydrocarbon stops. The process is therefore self-limited to mostly a single 
monolayer. Indeed, after growth, ~ 95 % of the surface can be covered by a monolayer with 
the rest being patches of multi-layered graphene.
[20]
 The mechanism has been verified by 
using 
12
CH4 and 
13
CH4 carbon precursors and Raman mapping.
[170]
 Recently, the use of alloy 
catalysts such as Ni-Cu, Ni-Mo with varying degrees of carbon solubility has been 
demonstrated to control the number of layers and achieve lower growth temperature than Cu-
only growth.
[158-161]
  
The most common substrates for the CVD growth are polycrystalline foils as they are 
cheaply available. However, polycrystalline foils exhibit grain boundaries which can nucleate 
(a) (b)
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extra layers and random surface facets of different crystal orientations resulting in non-
uniformity.
[175-177]
 The different crystal facets are known to affect the growth behaviour and 
quality of the graphene overlayer.
[178]
 In addition, step edges produced by surface roughness 
or vicinal surfaces can also result in different nucleation and growth behaviour from perfectly 
flat surfaces (Figure 21).
[153,179]
 Thin metal films grown on single crystal substrates such as 
sapphire or MgO have been used to overcome this problem resulting in uniform single crystal 
substrate.
[178,180]
 Using liquid Cu at growth temperature above its melting point (> 1080 °C) 
has been recently shown to be another way to eliminate the Cu grain boundaries and obtain 
uniform, high-quality graphene.
[164,181]
   
 
Figure 21 STM topography of graphene islands formed on Ir (111) step edges with different growth 
times and atomistic model of graphene island growth.
[153]
 
2.5.4.2 Effect of carbon precursor sources 
The type of carbon source is an important parameter as it can influence kinetics and yield. 
The decomposition temperature and rate of growth depend on the sources of carbon due to 
different activation energies. The most common source is CH4 which is known to be less 
reactive than acetylene, ethylene, and alcohols, but it makes the growth more controllable. 
Alternative sources of carbon such as camphor,
[182]
 liquids (e.g. benzene,
[183]
 toluene,
[184]
 
ethanol
[185]
), polymers [e.g. polymethylmethacrylate (PMMA),
[186,187]
 polystyrene (PS),
[188]
 
and polyacrylonitrile (PAN),
[188]
] and other organic materials
[189]
 have been also investigated 
to produce graphene films of various thicknesses. The efficiency of these sources for 
graphene production has not yet been fully investigated. Generally, low feed rate of the 
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carbon source is preferred for uniform monolayer graphene growth with high crystal 
quality.
[190,191]
 
2.5.4.3 Effect of carrier gases 
Other than the carbon source, inert (e.g. Ar and N2) and hydrogen gases are introduced 
into the system during the growth as carrier gasses. Ar and N2 are unlikely to be involved in 
the reactions, whereas H2 plays an important role in cleaning the catalyst substrate by etching 
away oxides during the pre-growth annealing step, and also partially etching away the 
amorphous carbon that usually forms in excess of the carbon precursor.
[192]
 In addition, it has 
been suggested that H2 stabilizes the zigzag edges of graphene, thus affecting the growth 
rate.
[193,194]
 In addition, etching of graphene on Cu by H2 due to hydrogenation of graphene 
has been reported.
[195-197]
 Furthermore, H2 has also been revealed to be detrimental to the 
morphology of catalysts surfaces via diffusion into grain boundaries or any voids within the 
catalyst resulting in hydrogen blisters.
[198,199]
 It must be also noted that at high temperature 
and very low pressure conditions in the absence or low flow rate of the carrier gas (e.g. UHV 
conditions), significant sublimation of the substrate metal can occur due to its finite vapour 
pressure during graphene growth affecting the growth morphology.
[200]
 Thus, further 
investigation of overall pressure and the role of carrier gases are also required.  
2.5.4.4 Current status of growth mechanism studies on Cu 
Some of the basic variables for understanding the surface nucleation and growth 
mechanism on Cu, such as the growth rate of graphene islands, have been analysed so far for 
a limited range of growth conditions (Figure 22) by scanning electron microscopy,
[201]
 Raman 
mapping,
[170]
 scanning probe microscopes
[202]
, and in-situ LEEM imaging.
[200,203]
 However, a 
detailed understanding of the growth mechanisms such as the reaction kinetics and the critical 
experimental parameters (temperature, gas composition, etc.) that govern the quality of the 
material has not yet been extensively investigated. 
On Ru and Ir, in-situ LEEM observation of graphene surface nucleation has shown that 
the graphene growth rate is limited by attachment of multi-atom clusters at the growing edges 
of nuclei
[150,204]
 (Figure 23a). No such analysis has been done for graphene growth on Cu 
although that similar atomic processes such as adsorption, surface diffusion, and edge 
attachment take place. Many empirical works using trial-and-error approaches have 
demonstrated that an ideally flat surface, low flow rates, low partial pressure of gaseous 
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carbon source relative to the partial pressure of hydrogen, and high temperature generally 
result in low density of nuclei and large graphene single crystal domains
[176,177,190,191]
 (Figure 
23b, c). However, these works lack insights on the exact underlying mechanisms of surface 
nucleation and growth and on the control of the various mesoscale features (e.g. nucleus 
density, lateral size, shape, and edge structure) of graphene nucleation. 
 
Figure 22 SEM image of graphene on grown on polycrystalline Cu for different times. a) 1 min, b) 2 
min, c) 10 min, and d) 60 min.
[20]
 The graphene nuclei form at random sites on Cu (a), enlarge and 
emerge to form a continuous film of graphene (b-c). The growth self-terminates as Cu surface is 
entirely covered by the monolayer graphene (d).  
Moreover, various works from literature report nucleation of a concentric stack of multi-
layer graphene at a single nucleation centre in addition to a monolayer. This behaviour 
deviates from the self-limited picture of monolayer growth on Cu and warrants closer 
examination. Various mechanisms such as release of carbon during cooling from defects 
sites,
[205]
 differences in gas flow conditions on surface defects sites that leads to greater flux 
of carbon precursors toward surface protrusions,
[143]
 and vapour phase decomposition of 
hydrocarbons by Cu vapour
[206]
 have been proposed to give explanation for the multilayer 
formation. 
It is worth noting that most of the proposed mechanisms of graphene growth on Cu in the 
literature so far are either too phenomenological without much quantitative, predictive 
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power
[143]
 or too narrow in terms of applicability and heavily relying on computational 
modelling and simulations under idealized conditions
[194,207-209]
. For example, many 
modelling and simulation papers consider calculating energies of adsorbed carbon and carbon 
clusters only on flat, ideal Cu(111) surfaces, although many of practical applications involve 
the use of rough, polycrystalline Cu foils for graphene synthesis. In addition, the growth 
process is a complex non-equilibrium problem whose understanding requires taking account 
the competition of various atomic processes such as mass transport from the vapour phase, 
heterogeneous decomposition of carbon source, surface diffusion, carbon cluster/nuclei 
formation, edge enlargement by carbon attachment, nucleus coalescence, and their respective 
reverse reactions. Thus, independent modelling work relying on a single method such as DFT 
calculations or molecular dynamics cannot entirely represent a global view of the process. 
Lastly, many of the predictions made by such studies, for examples, the actual nature carbon 
species on Cu surfaces and their interactions with the growing edges
[209,210]
 are yet to be 
verified by experiments.  
 
Figure 23 a) Illustration of graphene nucleus growth limited by attachment of 5-carbon atom chain on 
Ir(111).
[204]
 b) Influence of growth parameters on the lateral sizes of graphene nuclei during CVD on 
Cu.
[191]
 Scale bar, 10 m. JMe and PMe represent methane flow rates, and methane partial pressure, 
respectively. c) Growth of graphene inside a copper foil enclosure. As the flow of carbon containing 
gas is limited inside the enclosure, the nucleation and growth rates become much slower leading to 
significantly less density of nuclei with much larger lateral dimensions.
[190]
 
2.5.4.5 Characteristics of CVD grown graphene films on Cu 
The structural and electronic qualities of CVD grown graphene are much better than that 
of graphene produced by solution based methods and comparable to SiC grown graphene, but 
(a) (b) (c)
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usually lower than that of mechanically exfoliated graphene. Recently, ARPES measurements 
on graphene grown on Cu(111) and Cu(100) have shown that the linear dispersion 
relationship is preserved attesting the weak graphene-metal interactions.
[211]
 Moiré structure 
of graphene on Cu was observed by STM due to the rotational domains and lattice 
mismatch.
[202]
 
The growth of FLG, which deviates from the self-limited model of monolayer graphene, 
has been investigated by Raman spectroscopy
[172]
 and TEM.
[212]
 Small patches of 1-5 L FLG 
covering less than 10% of the total area are often reported in the literature (e.g. Figure 
24).
[20,172,213]
 The stacking order of the FLG grown by CVD has been shown to be a mixture 
of AB, ABC, and random stacking.
[206,212,214]
 Thus, the FLGs produced by CVD methods are 
expected to have varying degree of electronic properties different from mechanically 
exfoliated graphene which exhibit the AB stacking order.
[215-217]
 
 
Figure 24 a) SEM and b) optical images of graphene transferred onto SiO2/Si substrate. c) Raman 
spectra of 1-3 layer graphene corresponding to red circled area (1L), blue circled area (2L), and green 
arrow (3L) of (a) and (b).
[20]
  
As mentioned earlier, the nucleation and growth mechanism of CVD results in 
polycrystalline graphene. The grains of various rotational orientations can be imaged over 
large area by diffraction filtered, DF-imaging within electron microscopy techniques such as 
TEM and LEEM
[178,218,219]
. Figure 25a shows crystal domains of different orientations colour 
mapped by the composite dark field TEM images of all possible orientations. The typical size 
of the rotational domains or grains can range from ~ 10 nm to more than 100 m depending 
on conditions. The large angle grain boundary between the rotated grains typically contains 
alternating arrangements of heptagon-pentagon pairs as illustrated by HRTEM imaging in 
Figure 25b. 
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The polycrystallinity of CVD graphene results in a variation of the electronic properties 
of graphene from device-to-device.
[219,220]
 Within a single crystal CVD graphene, the carrier 
mobility can exceed mobility of 10,000 cm
2
/Vs on SiO2
[191,215,221]
 similar to that of 
micromechanically exfoliated graphene. Nevertheless, Tsen et al.
[219]
 has recently shown that 
well interconnected grains can actually exhibit carrier mobility values close to that of single 
crystals possibly confirming the theoretical prediction that many of ideal line defects act as 
weak scatterers.
[222-224]
 However, most of the reported values in literature still have a large 
variation in the mobility values from 500 to 10,000 cm
2
/Vs,
[20,191,218,225-227]
 potentially arising 
from the discontinuity between the graphene nuclei and the charged impurities originating 
from the wet transfer process.
[227]
  
 
Figure 25 a) a combined TEM dark filed image orientation dependent colour mapping of rotational 
domains in polycrystalline CVD graphene grown on Cu of random grain orientations.
[218]
 Scale bar, 
500 nm. b) HRTEM filtered image of a grain boundary between two graphene grains. The heptagons, 
hexagons, and pentagons that constitute a grain boundary is marked blue, green, and red, 
respectively.
[218]
 Scale bar, 0.5 nm.  
2.5.5 Other Synthesis Methods 
As an alternative to top-down, solution based exfoliation of graphite to produce 
dispersion of graphene flakes, a bottom-up approach where graphene flakes are built by 
cyclodehydrogenation and planarization of small benzene based planar molecules called 
polyacyclic aromatic hydrocarbons (PAHs), is actively investigated using the versatile tools 
of organic chemistry.
[228,229]
 Graphene nano-discs of PAHs up to 222 carbon atoms (diameter 
(a) (b)
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of 3.2 nm) have been synthesized.
[230]
 Their limited size remains as a challenge as increasing 
size of the molecule generally decreases solubility, and increases side reactions.
[231,232]
 
Solvothermal method of directly converting alcohol to graphene through pyrolysis of 
ethanol in the presence of sodium has been developed.
[233]
 A few other substrate free 
production routes involving pyrolysis of alcohol in gaseous phase have been investigated.
[234-
236]
 However, these methods of production have not been clearly demonstrated to be 
competitive in terms of quality and yields when compared to the most popular large-scale 
synthesis methods described in the previous sections.  
 
Figure 26 Transmission of a monolayer graphene film (red), in comparison with ITO (black) , and 
other commonly used transparent conductive films (SWNTs, ZnO/Ag, and TiO2/Ag).
[7]
 
2.6 Applications of Graphene 
2.6.1 Graphene Based Electrodes 
Graphene retains very good conductivity and transparency in the mid-infrared to UV 
range of the electromagnetic spectrum (Figure 26). This makes graphene a good candidate for 
transparent and conducting electrodes for optoelectronic applications such as solar 
cells,
[141,237-240]
 organic light emitting diodes (OLEDs),
[241-244]
 organic light-emitting 
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electrochemical cells (OLECs),
[245]
 and touch screens.
[18,19,246]
 For more than four decades, 
indium tin oxide (ITO) has been used as the transparent and conducting electrode.
[247,248]
 ITO 
has an excellent transmittance and sheet resistance. However, it faces several technological 
challenges.
[249]
 First, it tends to crack during bending which makes it unsuitable for flexible 
electronics. Second, choices of the substrates are limited by its high temperature deposition. 
High-quality ITO is usually deposited on glass by sputtering at temperature around 400 ˚C. 
Although deposition at lower temperature has been demonstrated, this results in higher sheet 
resistance. Third, ITO is chemically unstable in acidic environments limiting device lifetime. 
Lastly, the limited global supply of indium is causing the rise in the price of ITO. Hence, a 
transparent and conducting material with good chemical stability, flexibility, and scalability 
to replace ITO is urgently needed.  
To this end, graphene based transparent electrodes with promising performance 
characteristics have been demonstrated. The essential performance characteristics for a 
transparent conductor are its sheet resistance versus transmittance relationship. Generally for 
thin metallic films, transmittance, T, is related to the sheet resistance, Rs by eq. 1:
[250]
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where Z0 = 337 Ω is the impedance of free space, and σOp and σDC and are the optical and 
DC conductivities respectively. The ratio (σDC/σOp) can be considered as a figure of merit to 
evaluate the performance of transparent electrode. For example, the minimum industrial 
requirement for LCD application is T ~ 80% at Rs ~ DC/σOp value of 
35.
[251]
 For electroluminescent displays and touch screen panels which require lower 
performance, σDC/σOp = 11 (T ~ 80 % at Rs .
[252]
 
Intrinsically, graphene and FLG in undoped state is expected to have σDC/σOp of 2.6 – 
11,
[253]
 much lower than that of ITO which has σDC/σOp of 170 (transmittance of 85% and Rs 
.
[248]
 However, doping high-quality graphene while preserving its high carrier 
mobility can lead to the have sheet resistance as low as ~
[6]
 at transmittance of 97.7 % 
giving much higher σDC/σOp of ~560.  
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Experimentally, best σDC/σOp values of graphene films obtained through solution based 
methods are 2.6 for rGO
[254]
 and 27 for non-covalently functionalized graphene.
[111]
 Doped 
CVD graphene exhibits better quality with values of σDC/σOp ranging from 50
[255]
 to 198,
[18]
 
already comparable to or exceeding that of ITO. This makes the CVD synthesis a very 
promising route for production of high performance transparent graphene electrodes.  
Current developments in large-area graphene have led to demonstration of optoelectronic 
devices where graphene as transparent anodes has yielded promising results that is 
approaching the performance of ITO based control devices. 
In addition to optoelectronic applications, graphene and FLG sheets have been studied as 
electrode materials for electrochemical/electrocatalytic applications such as lithium-ion 
batteries,
[157,256-262]
 electrochemical fuel cells,
[263-268]
 and ultracapacitors
[259,269-277]
 which can 
benefit from graphene’s chemical stability and large surface area-to-volume ratio along with 
high conductivity. Furthermore, graphene interconnects (conductive wires embedded in 
integrated circuits) are expected to outperform conventional copper interconnects in many 
aspects
[278]
 such as higher current density limit (~100 times larger than Cu)
[279]
 and thermal 
conductivity (~ 10 times higher than Cu).
[51]
 
2.6.2 Graphene Based Transistors 
The high mobility of graphene makes it useful for field effect transistors (FET).
[280-283]
 
The 2D planar configuration of graphene has the advantage that the current complementary 
metal oxide-semiconductor (CMOS) technology can be utilized for fabrication. However, the 
limitations of graphene are that it cannot currently be deposited onto wafer scale substrates 
and more fundamentally it does not turn off due to its zero band gap nature. The low on/off 
ratios (~10) in graphene mean that it cannot be utilized for logic devices.
[284]
 The on/off ratio 
can be improved by inducing a band gap by utilizing graphene nano-ribbons (GNR)
[285-290]
 or 
quantum dots.
[280]
 However, these solutions introduce other fabrication issues as well as 
undermining the planar processing advantages of graphene. Furthermore, the mobilities of 
GNRs are much lower.
[222,291]
 
Thus, the most promising device application of graphene may be high radio frequency 
analogue devices (also known as HEMTs), which require on/off ratios of only 10-100.
[73]
 
Recently, IBM has reported a device operating at cut off frequency of 300 GHz fabricated 
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from CVD graphene grown on Cu and SiC converted graphene (Figure 27).
[292]
 The estimated 
cut of frequency of ideal graphene device can reach up to 1420 GHz outperforming the state-
of-art silicon and III-V semiconductor devices which have operating frequencies of 400 – 600 
GHz.
[293]
 However, in order for graphene to ultimately replace them, many technical issues 
remain such as obtaining well-defined current saturation at high drain-source voltage, and 
finding suitable substrate, top-gate dielectric, and metallic contacts to minimize interface-
induced carrier scattering and contact resistance.
[293]
 
 
Figure 27 a) Schematic cross-sectional view of a graphene based HEMT. b) Top-view of a HEMT 
device imaged through SEM (scale bar, 2µm). c) Current gain(|h21|) of a HEMT fabricated by CVD 
graphene transferred onto diamond like carbon wafer as a function of operating frequency.
[294]
 
2.6.3 Other Applications 
Graphene embedded in materials such as polymer and ceramics can significantly 
improve the mechanical properties of the composites such as strength, stiffness, and hardness 
potentially resulting in a mechanically robust, low-weight graphene based composite with 
thermal shock resistance.
[75,295-297]
 It was shown that even less than 1 wt% of graphene can 
significantly increase Young’s modulus and hardness of the polymers such as PMMA, 
polyvinyl acetate (PVA), and PAN.
[296,298,299]
 In addition, only 0.05 wt% of graphene in 
PMMA can increase glass transition temperature by 40 ˚C. High-quality graphene containing 
thermoresponsive polymer hydrogels of poly(N-isopropylacrylamide)
[300]
 and poly(N-
vinylcaprolactam)
[296,301]
 were recently realized by non-covalent exfoliation of graphite in 
monomer based solvents followed by direct frontal polymerization of the unfunctionalized 
graphene-monomer solution. Improvement of composites through functionalization and 
cross-linking of graphene to enhance the filler – matrix interaction are currently being 
sought.
[295]
 
(a) (b)
(c)
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Graphene has an excellent potential to become an active element for molecular sensors 
due to the exceptionally low noise characteristics and extremely high surface area to volume 
ratio.
[73]
 Physisorbed molecules can influence the electrical and mechanical properties of 
graphene which can be detected through measuring the changes in chemical potential
[80,302-306]
 
or the quality factor, Q of mechanical resonator made of a graphene membrane.
[118,307]
 This 
makes graphene promising material as chemical sensors because it has the potential to detect 
toxic gases of concentration as small as 1 ppb which fulfil the sensitivity requirement for 
industrial and military monitors.
[80,304]
 However, the limited selectivity of pristine graphene is 
considered as a major problem for graphene based sensors. 
Graphene’s strong interaction with light over a wide wavelength range can lead to 
variety of applications for optical communications.
[293,308]
 Some of the promising applications 
include energy-efficient, ultrawide-bandwidth, CMOS compatible graphene based optical 
modulators with ultrafast responses,
[309]
 high throughput metal-graphene-metal photo-
detectors,
[310]
 and ultrahigh gain graphene-quantum dot hybrid phototransistors.
[311]
  
Other numerous proof-of-concept demonstrations of many types of graphene based 
applications are present in literature. They include field emission device,
[120,312,313]
 diffusion 
barrier membranes,
[314,315]
 support membrane for TEM grids,
[316]
 saturable absorber for laser 
mode-locking,
[317,318]
 and hydrogen storage.
[319,320]
 
2.7 Conclusions 
The extraordinary properties of graphene make it promising for many commercial 
applications especially in thin film electronics. To implement graphene in such applications, 
highly reproducible methods for large-scale synthesis of defect-free material of uniform 
properties must be developed. For example, mobility values greater than 10,000 cm
2
/Vs are 
required for operation of transistors at THz frequencies.
[294]
 For transparent electrode 
applications, sheet resistance of less  % is required.
[321]
 
Precise control of the properties of graphene must be achieved via doping to achieve better 
performance. Lastly, the synthesis method must be compatible and scalable with existing 
technologies for facile integration of graphene into current electronics. The advantages and 
disadvantages of different methods for obtaining graphene are summarized in Table 1. Of 
these, non-covalent solution phase exfoliation and CVD on Cu offer the most promising 
routes for high throughput production of graphene for large area graphene of reasonable 
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quality. SiC wafers are expensive but the ability to make wafer-scale graphene using this 
method is also appealing.  
The non-covalent solution phase exfoliation method is at an early stage of development 
and hence improvements in critical aspects such as the materials properties and thin film 
deposition methods as well as much better fundamental understanding of the relationship 
between processing conditions and quality-limiting mechanisms are the main challenge to be 
addressed in this dissertation.  
Similarly, while we have seen a rapid advance in the qualitative understanding of the 
CVD growth of graphene resulting in materials with improved properties, we still lack the 
predictive ability to precisely control the graphene structure and thus its properties. 
Inhomogeneity within the CVD graphene structure should be minimized by elimination of 
grain boundaries and precise control over number of layers and their coverage. To this end, 
guidelines for growing single crystal graphene will be sought. This is to be achieved by 
acquiring a detailed understanding of the growth parameters and underlying physicochemical 
mechanisms.  
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 Advantages Disadvantages Single 
crystal grain 
size 
Room 
temperature 
mobility 
(cm
2
/Vs) 
Solution phase 
exfoliation 
 Inexpensive/high-
throughput 
 Large scale deposition 
on variety of substrates 
via printing 
 Less expensive 
(processed in close to 
ambient, room 
temperature conditions) 
 Poor electrical 
properties due to 
defects and small flake 
sizes 
 Polydispersity in lateral 
sizes and number of 
layers 
 
~1 m[110] 
(for non-
covalent 
exfoliation) 
100m[322] 
(for GO) 
100
[125,323]
 (for 
overlapped 
layers with 
non-covalent 
exfoliation) 
10-1,000
[254,324]
 
(for rGO) 
SiC 
decomposition 
 Direct growth on 
insulating substrate 
 Wafer scale growth  
 Good electrical 
properties already 
demonstrated 
 High temperature 
 Expensive SiC wafer 
 Large variability in 
quality  
 Morphology issues 
 No reliable transfer 
method 
 
~10 m[325]  10,000 – 
30,000
[138,139,326]
 
CVD 
Graphene 
 Growth at temperatures 
<1000 ˚C  
 Inexpensive catalysts 
substrates (Cu, Ni…) 
 Wafer scale growth  
 Good electrical 
properties already 
demonstrated  
 Transfer onto many 
kinds of substrates 
 Wrinkles 
 Polycrstallinity 
 Contamination and 
damage during the 
transfer process 
~1 
mm
[327,328]
 
10,000 – 
45,000
[219,221]
  
Table 1 Summary of advantages and disadvantages of the three large area synthesis methods. Best 
single crystal grain size (in terms of order of magnitude) and room temperature charge carrier 
mobility values (given in terms of range due to a large spread of values in the literature) for each 
method are also included for quantitative comparison.   
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3 Experimental Setup of Langmuir-
Blodgett Deposition of Graphene 
Exfoliated in NMP 
3.1 Introduction 
In the first part of the thesis work, I have carried out the investigation on non-covalent 
exfoliation of graphene in NMP, which was newly demonstrated in 2008. This study 
presented in this dissertation has been completed and presented at the MRS Fall 2009 
Meeting, Boston, U.S.A (a manuscript is also under preparation). The motivation for the non-
covalent exfoliation arose from the fact that properties of graphene oxide after reduction were 
not satisfactory for high-end applications of graphene. Thus, the aim was to explore another 
solution-processed method and obtain thin films with optoelectronic properties superior to 
graphene oxide.  
In this chapter, the experimental setup of the non-covalent exfoliation work will be 
described in three parts: (1) background theory of graphene exfoliation in organic solvents 
without covalent functionalization and thin film formation via Langmuir-Blodgett assembly, 
(2) experimental procedures for obtaining high quality graphene in NMP, and (3) large area 
thin-film deposition methodology via Langmuir-Blodgett assembly. 
3.2 Background Theory 
3.2.1 Exfoliating Graphite in a Solvent 
The exfoliation of graphite can only occur if the net energetic cost is very small, that is, 
if the enthalpy of mixing (per unit volume) where in our case the solvent and the graphitic 
flakes, is very small. This has been calculated to be
[110]
: 
 
22mix
G sol
mix flake
H
V t
  

               (2) 
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where    √    
  is the square root of the surface energy (Esur) of phase i, tflake is the 
thickness of a graphene flake and   is the graphene volume fraction. This equation, 
reminiscent to the Hildebrand–Scratchard equation of regular binary solutions[329] states that 
the enthalpy of mixing is dependent on the balance of graphite and solvent surface energies. 
For graphite, the surface energy is defined as the energy per unit area required to overcome 
the van der Waals forces when peeling two sheets apart. From eq. 2, we expect the minimum 
energy cost of exfoliation for solvents whose surface energy matches that of graphite, 40 
mJ/m
2
. Although this approach assumes only dispersive force contributions in the surface 
energy,
[330]
 solvents whose surface energies are close to 40 mJ/m
2 
have been experimentally 
demonstrated to yield high concentration of graphene dispersions.
[110]
 
3.2.2 Langmuir-Blodgett Film Formation 
Conventionally, Langmuir-Blodgett assembly refers to the monolayer formation of 
amphiphilic organic molecules at the air-water interface.
[331-333]
 Due to the attractive force 
between polar “head” of the amphiphilic molecule and water, and the hydrophobicity of the 
non-polar “tail” of the molecule, the molecule preferentially align vertically with the polar 
heads in contact with water and the non-polar tails pointing away from the surface. Initially, 
the molecules on water tend to spread evenly on the water surface in a random fashion at low 
surface concentration. As the concentration reaches a critical micelle concentration, the 
molecules can form a closed packed monolayer by adding a sufficient amount of the 
molecules onto the water surface or by compressing the molecules together through a 
movable trough wall which effectively increases the surface pressure (difference between 
surface tension of water and surface tension due to the molecules). The monolayer then can 
be transferred easily onto a wide range of solid substrates by immersing the substrate before 
the assembly and carefully pulling out the substrate onto which the monolayers are adhered.   
In the last two decades, Langmuir-Blodgett assembly technique has been extended to 
monolayer formation of hydrophobic nanoparticles,
[334]
 nanorods,
[335]
 nanotubes,
[336]
 and 
graphene oxide
[117,124,337]
 that reduce the overall interface energy by spreading out and 
forming a monolayer on the water surface.  
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3.3 Preparation of graphene in NMP 
The initial conditions of exfoliation of graphite in NMP used in this study were based on 
the method developed by Y. Hernandez et al.
[13]
 as displayed in Figure 28. The effect of the 
exfoliation conditions such as the initial concentration of graphite powder, sonication time (ts), 
centrifugation speed/time, and additional stirring process was investigated further in order to 
optimize the method to yield high quality, well-exfoliated graphene dispersions of high 
concentrations. 
 Graphite and NMP were purchased from Sigma-Aldrich (product number: 332461). 
Before exfoliation, large particles were removed by a 125 µm mesh sieve. The mixture was 
then sonicated in ultrasonic bath while being stirred by a custom made stirrer. For each 
experiment, great care was taken to maintain the same level of water and position of the 
beaker containing the mixture in the ultrasonic bath every time in order to ensure 
reproducibility. The mixture was then purified by centrifugation (Beckman Coulter Avanti J-
26 with JA-20 rotor), with centrifugal force of 10,000 g for 30 – 90 minutes. Note that the 
centrifugation step must be followed right after the sonication/stirring step with minimal 
delay between the steps to prevent reaggregation. The top 80% of the supernatant was taken 
out from the centrifuge tube and stored in vial for further experiments. Refer to Figure 28 for 
the overall illustration of the procedure.  
3.4 Longmuir-Blodgett Thin-film Deposition 
As highlighted in the literature review, one of the crucial aspects of solution-processed 
graphene for optoelectronic application is its compatibility with solution based thin-film 
deposition techniques. The challenge for thin-film deposition from graphene in NMP is that 
high boiling point of solvent makes spin-coating or spray-coating difficult due to the flake 
aggregation due to slow drying speed and poor wetting. Moreover, the high solubility of 
many kinds of polymers in NMP also introduces difficulties in vacuum filtration approach as 
many existing filters are made of polymer materials.  
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Figure 28 Graphene exfoliation in NMP and Langmuir-Blodgett deposition process. The processing 
step is largely adapted from the work by Y. Hernandez et al.
[13]
 In order to significantly improve the 
efficiency and yield, we have introduced the simultaneous stirring of the solution during the 
sonication step.  
In this work, we employ the Langmuir-Blodgett scheme
[331,338,339]
 to produce thin film of 
graphene on various substrates. Here, the graphene/NMP suspension is carefully deposited on 
a trough of DI water through the Langmuir-Blodgett assembly, which exploits the 
hydrophobicity of the solute (in this case graphene) and high surface energy of water to self-
assemble a layer on the water surface. As the dispersion is gently dropped onto the surface of 
water, the NMP dissolves into the water but graphene, which is hydrophobic, remains 
floating on the surface of water. Because of the high surface energy of water the flakes would 
tend to spread out as much as possible which effectively decreases the total surface energy. 
Continuous film forms at the appropriate concentration of graphene on the surface of water. 
The film can then be deposited onto variety of substrates by first immersing the substrate in 
the water bath, then injecting the graphene suspension to allow the graphene layer formation, 
and finally pulling out the substrate from the water.  
Sieved 
Graphite
(<125 um)
Mix in NMP 
(<=300 g/mL)
Sonicate +
stir for 20 –
60 min
Centrifuge at 
3,000 g -
11,000 g for 
30 - 90 min
Supernatant
Graphene
/NMP
Recycle 
Sediments
Stirring shaft
Ultrasonic bath
Graphite 
in NMP
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Figure 29 Schematic of film deposition processes using Langmuir-Blodgett assembly at the air-water 
interface. a) When dispersion of graphene/NMP is dropped onto a bath of water, Langmuir-Blodgett 
film forms on the surface of water as graphene is immiscible with water while NMP readily dissolves 
in water. After the formation of a Langmuir-Blodgett film, the film can be deposited on a pre-
immersed substrate by Langmuir-Blodgett Deposition (b) or Langmuir-Schaffer Deposition (c).  
Depending on the orientation of the substrate with respect to the graphene/water surface 
during the pull-out process, the deposition technique is called Langmuir-Blodgett when the 
substrate is orthogonal to the surface (Figure 29b) and Langmuir-Schaefer
[340]
 when it is 
horizontal (Figure 29c). For the large scale deposition (for areas larger than 2 cm × 2 cm), we 
utilized an automated dip-coater to control the speed of the substrate’s vertical movement in 
Langmuir-Blodgett deposition, and an automatic syringe pump (Baxter, Model AS40A) to 
simultaneously control the input rate of graphene dispersion dropped onto the surface of 
(a)
(b) Langmuir-Blodgett Deposition
Graphene in
NMP
Water
NMP
Air
(c) Langmuir-Schaffer Deposition
Substrate
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water (Figure 30). For deposition on small-scale SiO2/Si substrates (1 cm × 1 cm) for FET 
device measurements, we have employed the simpler Langmuir-Shaffer deposition method 
where the substrate was pulled from the water bath horizontally. 
The above deposition procedure can be repeated for multiple times on a same sample 
after drying the film in air for 30 min followed by heating the sample on a hot plate (~120 °C) 
for 10 min, in order to obtain thicker films of FLG.  
3.5 Conclusion 
In this chapter, we have described the novel approaches to graphite exfoliation for high 
throughput production of non-covalently functionalized graphene dispersed in NMP and large 
area thin film deposition techniques from the graphene/NMP dispersion for optoelectronic 
characterizations and fabrication of graphene based devices.  
 
Figure 30 Photographs of the automated Langmuir-Blodgett deposition/dip-coater assembly. a) Side 
view of the dip-coater setup. b) Close-up, top view of the dip-coater setup. The substrate (glass slide) 
immersed in the custom-made trough is clamped to the automatically actuated arm that slowly pulls 
the substrate vertically up, while the injection of graphene/NMP dispersion onto the surface of water 
within the trough was controlled by the automated syringe pump. The trough is constructed by the 
walls made of Teflon and Plexiglas.  
 
 
(a) (b)
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4 Experimental Design of Chemical Vapour 
Deposition of Graphene on Copper 
4.1 Introduction 
The limitations of solution-processed graphene led us to pursue chemical vapour 
deposition for scalable synthesis of high quality graphene. As discussed in the literature 
review, copper has some distinct advantages over other catalysts for graphene growth such as 
low cost, ability to generate self-limited growth of single layer graphene over the entire 
surface and compatibility with facile solution based transfer methodologies for transferring 
graphene onto any other substrates. The primary challenge is to achieve reproducible and 
uniform deposition of high quality graphene with a precise control over the crystalline grains, 
number of layers and continuity. The aim is therefore to elucidate the growth mechanisms 
and provide guidelines for achieving high quality graphene with a desired structure. This 
understanding can be reached by studying the effect of the growth conditions over extensive 
ranges and developing a general model to accurately predict the growth behaviour and tailor 
the properties of graphene as outlined in Table 2. 
In this chapter, the design of the experimental system for the CVD growth of graphene, a 
parametric study of the growth conditions, as well as experimental methodology for substrate 
preparation and transferring CVD grown graphene that was employed throughout the study 
will be discussed.  
4.2 Chemical Vapour Deposition System 
Our CVD work was based on the initial report by the Ruoff group
[20]
 where the growth 
of graphene on Cu was reported for the first time. Follow-up studies have confirmed the 
result and also the preferential growth of a single graphene layer over 
multilayers.
[18,70,143,170,191,341]
 These studies have shown that the material has to be improved 
due to the polycrystalline nature of the CVD graphene. Up until now, only a few reports have 
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investigated systematically the effect of various growth conditions with limited insights on 
the physicochemical growth mechanisms.  
 
Table 2  Summary of the main parameters involved in growth process – materials characteristics – 
optoelectronic performances relationship in CVD graphene. Many of the critical structural and 
optoelectronic properties are expected to be inherently dependent on the growth conditions.  
We have set up a hot wall tube furnace for low pressure CVD growth and begun by 
reproducing the results of the previous studies using the CH4/H2 mixture and Cu foil at 1000 
˚C as the standard conditions. Indeed, our initial results have indicated that high quality 
graphene can be obtained in our furnace.  
The schematic of the CVD system is shown in Figure 31. The system is a hot wall, tube 
furnace system that contains an electrically powered furnace, quartz tube chamber, power 
supply, gas cylinders, mass flow controllers, vacuum pump, and vacuum gauge. The quartz 
tube (3.5 cm in diameter and 100 cm in length, 99.995% purity, Robson Scientific) is placed 
at the centre of the cylindrical furnace at which the copper substrates are to be inserted. The 
temperature of the furnace is monitored and maintained by a proportional-integral-differential 
(PID) controller (Eurotherm 2204) with a thermocouple (TC) installed near the centre of the 
furnace. The temperature reading has been calibrated at the beginning of the project by an 
independent measurement using an external thermocouple. The furnace contains a single 
heating zone (45 cm in length) that operates on the principle of Joule heating by the resistive 
Growth process 
parameters 
• Pressure 
• Gas composition 
• Growth time 
• Surface roughness 
• Cu crystal 
orientations 
• Temperature 
 
Structural 
characteristics of 
CVD graphene 
• Coverage and 
continuity   
• Grain size and 
orientations 
• Morphology: 
• wrinkles 
• grain boundaries 
• Thickness  
• Stacking order 
Optoelectronic 
performances of 
CVD graphene 
• Sheet Resistance 
vs. Transmittance 
• Field-effect 
Mobility 
• Temperature-
Dependent 
characteristics 
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coils embedded in the furnace. Figure 32 displays the temperature profile across the furnace 
measured by inserting a thermocouple from one end of the furnace when the set temperature 
is 1000 °C. The temperature stays relatively constant near the centre with temperature 
difference of < ~2 °C for a length of ~ 5 cm. At the end of a growth experiment, power 
supply is turned off and the furnace is left to cool naturally to room temperature, although the 
cooling rate of the sample itself can be much faster by quickly pulling the quartz tube out of 
the furnace at the end of the growth (rapid cooling). The typical heating and cooling rates of 
the furnace are shown in Figure 33.  
 
Figure 31 Schematic of the CVD system. 
The gases are supplied by compressed gas cylinders from BOC (CP grade Ar, CP grade 
hydrogen, and zero grade CH4). Initially, all of the gas flow rates to the system were 
controlled by mass flow controllers calibrated for each gas (Aalborg MFC GFC series). Later, 
a manual leak valve (Kurt J. Lesker VZMD95) was used to control the flow rate of CH4 
below 0.5 sccm instead of the mass flow controller for the low PCH4 study.  
A base pressure of ~ 1 × 10
-3 
mbar was achieved by a two-stage rotary pump (Leybold 
D8B). The pressure of the system during growth was monitored by a capacitive pressure 
gauge (Agilent CDG-500, full pressure range of 10 torr) installed near the downstream end of 
the tube and were controlled through the needle valve attached at the inlet of pump. Above 10 
mbar, a Bourdon gauge (Kurt J. Lesker, KJLD GMBAR) was used to monitor the vacuum 
condition when the chamber is being evacuated and purged.  
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Figure 32 Temperature profile of the CVD furnace measured from the upstream end of the tube 
furnace by an external thermocouple. 
 
Figure 33 Temperature, gas flow rates at different stages of the CVD process: I-heating, II-annealing, 
III-growth, IV-cooling. The coloured lines indicate lower ranges of annealing and growth 
temperatures investigated.  
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4.2.1 Fluid Mechanical Considerations 
As the CVD depends on the composition and partial pressure of the gases that flow 
across the substrate, critical flow parameters (temperature, mass flow rate, partial pressures, 
diameter of the tube furnace, dimensions of substrate and support, etc.) of the system that 
determine the pressure drop and flow uniformity must be addressed. The importance of such 
flow conditions in CVD graphene growth was highlighted for the first time by Bhaviripudi et 
al.
[143]
 
At the pressure range employed for the study (~ 1 mbar), the mean free path of the atoms 
and molecules in the reactor is much smaller than the dimensions of the reactor (Knudsen 
number <<1).
[342]
 Hence, one can employ the continuum fluid mechanics for viscous gases. 
One of the important dimensionless parameters that determine the flow regime across the 
tubular furnace is the Reynolds number, Re: 
 Re
gv d

              (3) 
where  is the density of the fluid, vg is the average gas velocity (in m/s), d is the inner 
diameter of the quartz tube (3.4 cm), and  is the dynamic (or absolute) viscosity of the fluid 
(in Pa·s). Re can be considered as ratio of magnitude of inertial force to the viscous-drag force 
on the fluid.
[342]
 It is empirically determined that if Re is much less than 1200, the flow inside 
the tube would be laminar in which the behaviour of the fluid (streamline, pressure etc.) can 
be easily predicted. If Re is 1200-2000 or greater, turbulence can occur that would produce 
irregular variations (eddies and vortices) in flow velocity and pressure which can be difficult 
to predict.
[342]
 The density of a gas can be calculated by using the ideal gas law relationship: 
MP
RT
               (4) 
where M is a molar mass, P, pressure, T, temperature, and R, gas constant (8.314 J·K
-
1
·mol
-1
). The molar mass values of Ar and H2 are 39.95 g/mol, and 2.016 g/mol respectively. 
The gas velocity in terms of volumetric flow rate, Q (m
3
/s) through the tubular furnace is:  
2
2
4
4
vd Q
Q Av v
d


   
        
(5) 
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where A is the cross sectional area of the tube, d, is the diameter of the tube. Then, viscosity 
values of the gases are primarily a function of temperature and generally higher for the gases 
of larger molecular weight. For instance, Ar = 6.56 Pa·s,
[343]
 H2 = 2.17 Pa·s,
[344]
 and CH4 = 
~3 Pa·s
[345]
 at 1300 K. Therefore, for a fixed geometry of system, Re generally increases as 
temperature, pressure, and flow rates increase. In typical conditions of the experimental setup 
(P~ 4 mbar, T ~ 1300 K, and Q = 10 sccm = (101325 pa / 400 pa ) × 1.7 × 10
-7
 m
3
/s = 4.31 × 
10
-5
 m
3
/s), Re ~ 0.04
 
(when considering Ar atmosphere to calculate the upper limit of Re). 
Thus, it was very likely that the flow inside the furnace was laminar.  
Another critical fluid dynamic parameter for the CVD is the thickness of the boundary 
layer (or stagnant layer), δ, across the sample surface. Due to the surface shear drag, vg is zero 
at the surface of the sample (y = 0) and asymptotically reaches the main flow rate away from 
the surface (y = δ) in the direction perpendicular to the direction of the flow. The thickness of 
boundary layer from the leading edge of the substrate placed parallel to the flow direction (x 
= 0) is:
[346]
 
 4.65
Re
xd
 
        
(6) 
As the Re is quite small for the system of the current work, we expect significant effect 
of the viscous flow. However, as the extent of the boundary layer cannot increase indefinitely, 
and is limited by the diameter of the tube, the velocity profile above the surface is expected to 
be homogenous for δ > d. (For instance, δ = 13.6 cm already, when x is 1 mm, which is 
unphysical as δ > d.) As Re is much lower than 1, this gives effectively uniform boundary 
layer for most of the sample surface except for the region near the leading edge.  
The inhomogeneous boundary layer is expected to be detrimental for thin film 
morphology especially in the mass-flow regime where the overall reaction is limited by the 
mass transport (or gas diffusion) from the vapour phase to the substrate surface across the 
boundary layer. The rate in this regime is determined by the concentration gradient across the 
boundary layer and reaction constant, km:
[347,348]
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where Dgas, is the diffusion coefficient of a gas, dgas, gas molecular diameter, mgas, gas 
molecular mass, k, Boltzmann’s constant. For surface reaction limited regime, km is much 
higher than the overall surface reaction constant, ks, which essentially follows the Arrhenius 
relationship:  
 exps
G
k
kT
 
  
           
(8)
 
where ΔG is the change in the free energy of the surface reaction. Bhaviripudi et al.[143] 
have shown that low pressure graphene growth is likely surface reaction limited and the 
growth rate is uniform of over the entire area of the substrate. However, it must be noted that 
limited vg of CH4 or high temperature which increases ks much more steeply than km can 
result in the transition from the surface reaction regime to mass transport regime.   
Lastly, the pressure drop, Δp, across the sample due to the viscous flow must be 
addressed. This can be calculated by the Darcy–Weisbach equation in the laminar flow 
regime:
[346]
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where l is the sample length. For the typical set of conditions, this results in negligible 
pressure drop ( < 1 Pa) across the entire region heated by the furnace.  
Throughout the study, most of the pressure and mass flow rates of the gases were kept in 
the regime of laminar flow, surface reaction limited deposition, and low pressure drop, in 
order to ensure the reproducibility of the CVD experiment.  
4.3 The Parametric Study 
In table 2, the growth parameters and their ranges are summarized. These ranges were 
determined based on literature studies, fluid mechanical analysis of the system in the previous 
section, and the limitations of our experimental setup. For example, the temperature range 
was limited by the minimum temperature required for cracking of hydrocarbons precursors (> 
~ 650 °C), and the melting point of the catalyst (for copper, ~1080 ˚C). Additionally, the total 
pressure was kept at least two orders of magnitude above the vapour pressure of Cu (Figure 
A1 in Appendix) by mainly controlling the pumping rate and introducing Ar for most of 
growth experiments in order to minimize sublimation of Cu.
[349]
 Other than these restrictions, 
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ranges of growth conditions were set to be as wide as possible in order to maximize the 
applicability of the interpretation of the results. The conditions of all of the experiments 
performed throughout the study are summarized in Table A1 in Appendix. 
Growth Parameters Range of Parameters 
Annealing temperature 
Annealing pressure 
Annealing time 
Growth temperature 
Growth pressure 
Growth time 
PCH4 
PH2 
PAr 
Cu surface roughness 
Cu crystal orientations 
Cu purity 
Heating rate 
Cooling rate 
650 - 1070 ˚C 
0.08 mbar - 1000 mbar (atmospheric pressure) 
10 seconds to <10 hours 
650 - 1070 ˚C 
0.08 mbar - 1000 mbar (atmospheric pressure) 
Flash exposure (< 3 sec) to <10 hours 
0.0001 mbar to 30 mbar 
0.1 mbar to 10 mbar 
0 mbar to 10 mbar 
As-received vs. electropolished 
Single crystal (100), (111), and high index orientations 
99.8% (low purity) to 99.999 % (high purity)  
Normal (~ 30 ˚C / min) or rapid 
Normal (by natural cooling of furnace) or rapid 
Table 3 Range of main experimental growth parameters that were investigated.  
The effect of each parameter on the growth process can be systematically distinguished 
by varying one parameter at a time while the rest of the parameters remain fixed. The main 
results of this parametric study will be presented in the next chapters and they will form basis 
for developing the model of graphene growth on Cu.  
4.4 Preparation of Cu Substrates 
We have employed four different kinds of Cu foils: 1) 0.127 mm thick copper foil of 
99.9 at. % purity (Alfa Aesar #13380); 2) 0.025 mm thick copper foil of 99.8 at. % purity 
(Alfa Aesar #13302 lot H18W024); 3) another 0.025 mm thick low purity copper foil of 99.8 
at. % purity using a different manufacturing process (Alfa Aesar #46986); 4) 0.025 mm thick 
high purity copper foil of 99.999 at. % purity (Alfa Aesar Puratronic #10950) (Note: 
#13302 0.025 mm thick Cu foils other than lot H18W024 are electrochemically coated with a 
thin film of chromic oxide
[184]
 which is difficult to remove without electrochemical polishing 
and Alfa Aesar has recently created a new catalogue number, 46365 for the same Cu foil 
without the chromic oxide plating to be used for graphene growth). Additionally, single 
crystal Cu(100) and Cu(111) discs were used (Surface Preparation Laboratory, Netherlands 
99.9999 at. % purity). In order to prepare them for the graphene growth, the substrates were 
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always cleaned by a sonication bath in acetone for 15 min followed by sonication bath in 
ethanol for 15 min, and dried quickly by blowing compressed argon gas or dry air.  
Acid treatments mainly by acetic acid were used to minimize surface contaminations, in 
particular CuO and Cu2O that may hinder the nucleation of graphene. In this treatment, Cu 
samples were immersed in 100 % acetic acid (VWR) at room temperature for ~ 15 min and 
they were immediately loaded into the tube furnace for the growth. This has been shown to 
improve graphene morphology by removal of oxide particles.
[350]
  
Surface defects on Cu surfaces such as scratches and rolling features have been shown to 
create additional nucleation sites for graphene growth.
[176]
 In order to obtain smooth surfaces 
and remove the extrinsic surface defects such as rolling features and scratches of Cu foils, the 
copper foils were electropolished. One side of Cu foil was coated with a polymer and 
immersed in a stainless steel beaker of poly(ethylene glycol) (molecular weight, 400 from 
Sigma Aldrich) and phosphoric acid solution (1:3 volume ratio).
[176]
 Stainless steel tweezers 
were used to make electrical contact to the Cu foil that was used as the anode, and the 
stainless steel beaker was used as cathode. Voltage of ~1.9 V was applied on the foil for 30 
min by a DC power supply. After the electropolishing, the foil was immediately rinsed in 
water and cleaned in ultrasonic bath of acetone and ethanol. 
In order to make the surface of the foils even smoother and as flat as possible, annealing 
and mechanical polishing were sometimes employed before electropolishing. The Cu 
substrates were annealed in a tube furnace for an hour at a temperature above 1030° C in the 
10 vol% H2 and 90 vol% Ar mixture in the atmospheric pressure. For mechanical polishing, 
the Cu foils were mounted in a Cu cylinder and mechanically polished by polishing discs 
(with Agar B8223 selvyt cloth, dia. 250 mm) for several cycles using alumina suspensions of 
successively finer particle sizes (1 μm, 0.3 μm, and 0.05 μm). After the mechanical polishing, 
the sample must be electropolished to remove residual alumina particles which are difficult to 
remove using an ultrasonic bath. 
In order to re-use the single crystal Cu discs, after characterizing the obtained graphene 
film, it was removed by O2 plasma etching (Solarus Model 950), and the substrate was 
electropolished as described above.  
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4.5 Typical growth procedure 
To give an example of the step-by-step growth procedure, typical CVD conditions 
employed in the study (especially in Chapter 7) are used here. The Cu substrate was placed 
inside a quartz tube that was loaded into the horizontal cylindrical furnace. The quartz tube 
was then evacuated by a rotary pump to a base pressure of ~1  10-3 mbar, and 100 sccm of 
Ar was introduced into the chamber for 30 min to replace air before heating the furnace to 
annealing/growth temperature of 720 °C - 1000 °C (Figure 31). Next, Ar was shut off, and 5 
sccm of H2 (PH2 ~ 4 mbar) was introduced. The furnace was heated according to Figure 33 to 
an annealing temperature of 1030 °C (or some other set temperature; refer to Table A1). After 
annealing with the same H2 flow rate for 30 min, the temperature of furnace was changed to 
the growth temperature of 1000 °C, and CH4 was introduced to the furnace at the flow rate of 
0.5 sccm (PCH4 ~ 0.4 mbar; total growth pressure = 4.1 mbar) to start the growth once the 
temperature became stabilized. After the growth time between 1 sec (flash exposure) and 30 
min, the methane flow and power to the furnace were shut off, and the sample was allowed to 
cool down naturally inside the furnace with the hydrogen flow rate of 5 sccm.  
In order to reduce the density of nuclei and increase the size of a graphene nucleus 
further, an enclosure method modified from the one employed by Li et al.
[190]
 was used to 
obtain grain of ~ 100 μm in lateral size at the growth temperature of 1070 °C. Instead of 
making the enclosure entirely of the copper foil, the substrates were placed inside an alumina 
crucible (Almath), and its opening was covered by a copper foil. This modification prevents 
the copper substrates from bonding to the Cu enclosure at elevated temperatures.  
4.6  Transfer of Graphene  
Graphene samples grown on Cu were transferred onto different substrates for further 
characterization such as Raman spectroscopy or XPEEM. We have followed the procedure 
that were outlined by X. Li et al.
[255]
 to transfer graphene. The polymer support, Poly(methyl 
methacrylate) (PMMA) dissolved in anisole (MicroChem) was spin-coated at a spin speed of 
3500 rpm for 1 min on the as-grown graphene film on Cu foil. Afterward, the Cu foil was 
etched in a solution of FeCl3 (Sigma Aldrich) (3.5 g) dissolved in DI water (100 mL) + HCl 
(10 mL) solution. Alternatively, 5.7g of ammonium persulfate [(NH4)2S2O8] mixed in 250 
mL of DI water was used as an etchant. A free standing PMMA/graphene film floating on the 
water bath was obtained after a few hours of Cu etching. Several washing cycles in DI water 
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were necessary to eliminate the residual of FeCl3. The freestanding graphene/PMMA 
membrane was transferred onto glass slides, SiO2/Si, quartz, or Au/mica substrates for further 
characterizations. Following the transfer, the PMMA was dissolved in an acetone bath at 
~40 °C for 30 min. Here, applying a PMMA film with the right thickness (~ 300 nm; by 
controlling the spinning speed) and using several washing cycles in DI water were crucial in 
obtaining clean and uniform transferred films as inspected by optical and scanning electron 
microscopies. Additionally, some of the transferred graphene samples were cleaned further in 
a tube furnace by annealing in an inert atmosphere (Ar) for > 1 hour at a temperature greater 
than 300 ºC. 
4.7 Conclusion 
 The complex methodologies for the CVD study of graphene and our choice of 
growth conditions to understand the graphene growth process have been outlined in this 
chapter. The careful selection of growth conditions, finding appropriate preparation 
techniques for the Cu surface prior to the growth, and employing clean transfer procedures 
were among the most critical aspects in the experimental methods of the study.  
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5 Characterization Techniques 
5.1 Introduction 
Understanding the growth mechanism and performing quality control of atomically thin 
films of graphene require a set of sensitive, state-of-art characterization techniques to obtain 
critical information regarding its morphology, structure, and chemistry of the sample. In this 
chapter, various microscopic, crystallographic, spectroscopic techniques as well as 
optoelectronic property measurement techniques that have been used together to analyse the 
solution-processed and CVD graphene (as-grown and transferred) samples are described.  
5.2 Field Emission Scanning Electron Microscopy 
Scanning electron microscopy (SEM) was one of the most frequently employed 
characterization techniques in this work to probe the morphology of the CVD graphene 
samples (Figure 34a). It enables easy imaging of the surface topology over a large area with 
high resolution to determine the presence, coverage, uniformity, and thickness of graphene. 
This is especially true for a field emission gun SEM (FESEM) where the field emission gun 
is used for electron source that produces electron beam with the incident beam spot size (< 5 
nm
[351]
 on a flat surface) generally much narrower than SEMs equipped with conventional 
filament based guns.  
SEM imaging is performed by raster scanning the sample surface by a high energy (1-30 
keV), focused electron beam in high vacuum (< 2 × 10
-5
 mbar) to low vacuum in 
environmental SEM (~ 10 mbar).
[352]
 The beam becomes scattered at the surface to be picked 
up by the electron detectors close to the sample. The scattering of electrons can be 
categorized largely into either elastic (backscattered) or inelastic (secondary) depending on 
the nature of the interaction of the incident beam with the sample. In backscattered electron 
(BSE) imaging mode, electrons that are elastically scattered are used to form an image. 
However, due to the large interaction volume (Figure 34b), the resolution using this mode is 
limited to 10 - 100 nm. Whereas, in secondary electron (SE) imaging mode, the interaction 
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volume is much less due to its low energy, making resolution of the imaging in the order of 
1- 10 nm. 
Figure 34  (a) Schematic illustrating the SEM setup used to image graphene samples (indicated by the 
brown arrow).
[353]
 (b) Cross section of interaction volume of incident electron underneath sample 
surface.
[354]
 
As the graphene growth occurs only at the surface level, the samples were typically 
imaged using SE mode. It must be noted that the FESEM (Gemini 1525 FEGSEM) was 
equipped with two electron detectors: (1) one standard SE detector that was located away 
from the lens facing the sample surface at an angle, and (2) in-lens detector that was 
embedded in the electron lens that directly faces the sample surface. Due to the proximity of 
the in-lens detector and the sample surface and high sensitivity to low energy electrons (< 
few tens of eV), the in-lens image produces very sharp thickness contrast for the thin 
graphene layers (< 10 layers) on the sample surface.
[353]
 As a result of the larger attenuation 
of the reflected electrons in thicker graphene film, the thinner layers of graphene appear 
much lighter than thicker layer, and it can give an enough contrast to distinguish the thickness, 
layer by layer. The acceleration voltage of the incident electron, VHT was chosen to be 5 – 10 
kV. Although even lower VHT (1 kV) is preferred for the highest contrast,
[353]
 the stability and 
the resolution of the image was optimized at higher voltages (5 – 10 kV) due to the 
instrumental limitations of the system that result in blurry and highly noisy images at VHT < 5 
kV. The low voltage is also beneficial toward reducing the electron beam damage and 
charging of the sample surface which become significant at high magnification (more than 
20,000 X).
[355]
 
(b)(a)
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5.3 Electron Backscattered Diffraction 
Electron backscattered diffraction (EBSD) technique is one of the complementary 
characterization tools of SEM that can be used within the same experimental setup of the 
SEM. The technique has been used extensively to study the Cu substrate texture, and 
epitaxial relationship between the individual crystal orientation of the Cu substrate and thin 
film of CVD graphene grown on the substrate. 
Figure 35 a) Schematic of EBSD setup within the SEM chamber.
[356]
 b) An example of Kikuchi 
pattern projected on the phosphor screen acquired by the CCD detector.
[357]
  
In EBSD, the BSEs that are reflected from the crystalline surface form a diffraction 
pattern known as Kikuchi bands which are detected by a phosphor screen equipped with CCD 
camera (Figure 35). If the crystal structure and dimensions are already known and specimen 
surface is fixed respect to the electron beam and the camera, the Kikuchi band patterns can be 
deconstructed to give the relative crystalline orientations of the surface. Since the BSEs have 
interaction volume of 10 - 100 nm depending on the material and beam energy, EBSD is 
applicable for the crystal orientation determination of thick layers (10 - 100 nm) only and 
cannot be used to determine the crystallinity of atomically thin layers deposited on much 
thicker substrates. The most advantageous feature of EBSD over other crystallographic 
techniques such as X-ray crystallography and TEM selected area diffraction is that it can 
perform spatial mapping of crystallographic orientations of sample over large areas with 
(b)(a)
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spatial resolution of approximately 10 – 50 nm[358] which then can be correlated with the 
morphological information obtained by the SEM imaging.  
Throughout the study, Oxford EBSD detector and hkl Analysis Software package were 
used for the technique to probe crystal orientation of the substrate. For the measurement, VHT 
= 20 kV was used and the sample was mounted with 70° tilt to allow the BSEs to be 
projected onto the phosphor screen (Oxford Instruments). One of the limitations of EBSD is 
that the surface must be relatively flat for accurate orientation measurement. Performing 
EBSD on Cu foil sample can be difficult as it exhibits the rolling features and considerable 
surface roughness due to the manufacturing process. The rolling features must be the aligned 
with the direction of the tilt in order to minimize roughness induced scattering and distortion. 
The error in the angle of experimental crystalline orientation of the surface plane analysed by 
the EBSD technique was estimated to be less than ±5 °. 
The crystalline orientations are commonly illustrated in terms of pole figures and the 
collection of the pole figures from a large area of the sample gives the texture of the sample. 
Mainly the low Miller index pole figures, (100), (110), and (111) in the case of FCC material 
such as Cu and Ni are often reported in literature to illustrate the angle of misorientation from 
the surface to the main low index planes. 
5.4 Micro-Raman Spectroscopy 
Micro-Raman spectroscopy is one of the most versatile, non-destructive, and high-
throughput methods to identify and characterize graphene thin films. In this work, the main 
uses of the technique involved the identification of graphene structure, thickness, defects, and 
stacking order of multilayers. The ambient condition of the measurement without much need 
for sample preparation allows the facile acquisition of the Raman spectra with the lateral 
scale and resolution of optical microscopy (~ 1 m).  
The Raman process is an inelastic scattering of light where the incident light interacts 
with lattice vibrations (phonons). It can involve either emission (Stokes scattering) or 
absorption (anti-Stokes scattering) of phonons.
[359]
 The loss of incident light energy, EL 
(usually fixed in the visible – UV light range) leads to shift in the wavelength of the scattered 
light (measured in cm
-1
) which depends on the electronic structure and phonon dispersion of 
the specimen. The detailed theory of Raman spectroscopy of graphene and its related 
 76 
 
structure is far too complicated and beyond the scope of current work. In this section, we give 
description of the apparatus and briefly discuss the main features of Raman spectra of mono 
to few-layer graphene that are relevant to the structural characterization of the solution-
processed and CVD graphene films. 
 
Figure 36 (a) Basic schematic of Raman spectroscopy setup on a graphene based structure.
[360]
 (b) 
Raman spectra of graphene with different number of layers.
[361]
 (c) Illustration of the main vibrational 
modes of graphene lattice (G and D).
[361]
 (d) Phonon scattering mechanism for G, D and 2D bands in 
the graphene dispersion relationship near K and K’ points. 
Figure 36a illustrates the basic experimental setup of micro-Raman spectroscopy system 
for the measurement on a graphene structure placed on a substrate. The model of the system 
used in this work was Reinshaw inVia Raman spectrometer system. Typically, a single 
energy of either EL = 1.96 eV (λL = 633 nm) or 2.41 eV (λL = 514 nm) was used as the 
excitation energy of the laser beam because these wavelengths have been commonly used for 
sp
2
 carbon materials due to the large scattering cross-section, giving high signal-to-noise ratio. 
Other than the common laser energies, EL’s from 1.9 eV to 3.5 eV have been used especially 
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for the phonon dispersion study of graphene.
[362,363]
 The Raman spectra were acquired by 
filtering the scattered light through a monochromator over the range of 1000 to 3000 cm
-1
 
with a resolution of ~ 1 cm
-1
. The counts and intensity of the excitation laser light (10 - 50 
mW) were adjusted so that the balance of signal-to-noise ratio, laser irradiation induced 
damage of the sample, and acquisition time were optimized. In a micro-Raman system, the 
system is coupled with an optical microscope to image and perform Raman measurement on 
the same area. The spatial resolution is about 1 m, which is limited by the size of the 
focused laser beam on the sample due to the diffraction of light. Our system also contained a 
motorized stage that can automatically capture a map of Raman spectra in the x and y 
directions. 
The most prominent features that are commonly found in the Raman spectra of graphene 
are G, D, and 2D bands
[364]
 as displayed in Figure 36b. The G band peak is found at ~ 1582 
cm
-1
 with EL = 2.41 eV and is related to the doubly degenerate E2g mode (Figure 36c) which 
is a first order Raman scattering process (only one phonon is involved). It is a non-dispersive 
mode (Figure 36d) where the peak position is mostly independent of EL (except for highly 
defective graphene).
[363]
 The disorder-induced D band is at ~1350 cm
-1
 when EL = 2.41 eV, 
and it is related to the radial breathing mode of the sp
2
 rings and this process is symmetrically 
forbidden in ideal graphene lattice unless the electron/hole is scattered by a defect through a 
doubly resonant, fourth order process.
[365]
 For the activation of the D band, an incident 
photon from the laser generates an electron-hole pair (i); the electron with lattice momentum, 
k, is scattered by a phonon with a momentum q ~ K (ii); then elastically scattered by a defect 
near K’ point (iii); and finally, recombines with a hole (iv). Because of the linear phonon 
dispersion relationship for the Raman active, longitudinal optical (LO) phonon with a Khon 
anomaly at the K point, the position of D peak is strongly dispersive with EL (~50 cm
-1 
/eV).
[365-367]
 
The D band intensity to the G band intensity ratio [I(D)/I(G)] serves as an indicator for 
degree of disorder.
[365,368]
 Traditionally, the relationship between I(D)/I(G) has been 
described by the Tuinstra and Koenig relation in nanocrystalline graphite where I(D)/I(G) is 
inversely proportional to the mean grain size, La.
[369]
 This relation is expected to be held until 
La ~ 2 nm where the significant proportion of ideal sp
2
 rings within the sample starts to 
decrease to reduce I(D)/I(G). Recently, vacancy-like defects with the mean inter-defect 
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distance, LD, has been shown to give rise to D peak with relationship, I(D)/I(G)  1/LD
2
 for 
LD > 10 nm.
[363]
 Below LD ~ 10 nm, I(D)/I(G) still increases till about I(D)/I(G) ~ 14 at EL = 
2.41 eV and decreases as I(D)/I(G)  LD
2
 for LD < 3 nm.  
In low defect regime, where I(D)/I(G) increases with the degree of disorder, it has been 
recently shown that by comparing I(D) with the intensity of another small defect related, D’ 
peak I(D’) at ~1620 cm-1, which is generated by the intravalley process, the nature of defect 
can be identified as vacancies [where I(D)/I(D’) ~ 7], sp3 functionalization induced defects 
[I(D)/I(D’) ~ 13], and grain boundaries [I(D)/I(D’) ~ 3.5].[370] Since a typical graphene 
sample in a real condition cannot contain purely one type of defects, the precise identification 
and quantification of the defects, however, still remain as a challenge. It must also be noted 
that the D peak cannot identify other kinds of disorder that are not Raman active, but still 
may degrade the electronic properties of graphene. They include zigzag edges, physically 
adsorbed dopants, and uniaxial and biaxial strains.
[363]
 
The 2D band (also known as G’ peak) which occurs at twice the frequency of D peak (~ 
2700 cm
-1
 at EL = 2.41 eV) corresponds to the overtone of D band.
[365]
 This process involves 
two electron scattering events by phonons of opposite momentum (q, -q) so that the total 
momentum is conserved. This makes the 2D band Raman active even for a defect free 
graphene lattice with EL dependent dispersive relationship (~ 100 cm
-1
/eV).
[371]
 The shape of 
the 2D peak is a very useful indicator to identify stacking order and thickness of the graphene 
layers. The monolayer has a single Lorentzian 2D peak with a narrow FWHM (~25 cm
-1
).
[372]
 
For turbostratic multilayers the peak tends to get broader (FWHM > 40 cm
-1
) and shifted 
toward higher wavelength (> 10 cm
-1
).  
In AB stacked FLG where the interlayer interaction is more significant, the 2D peak can 
be de-convoluted into four Lorentzian peaks with FWHM of ~ 24 cm
-1
 due to the splitting of 
the electronic band structure in valence and conduction bands.
[372]
 The evolution of the 2D 
bands can be a useful indicator for the thickness identification of AB stacked multilayer as 
shown in Figure 36b. For higher thicknesses (> 10 layers), 2D band approaches that of 
natural graphite which is described by a convolution of two Lorentzian peaks. 
In the case of G band, the E2g modes are no longer degenerate in FLG and split into the 
symmetric (Eg) and anti-symmetric (Eu) modes leading to the G peak broadening or splitting 
especially for supported or doped FLG.
[372]
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Raman spectroscopy also can determine the degree of mechanical strain and doping in 
monolayer graphene. In the case of CVD graphene, which is produced at a high temperature, 
a large biaxial compressive stress is induced during cooling due to the mismatch between the 
thermal expansion coefficients of the graphene overlayer and substrate. The 2D and G peak 
will blue-shift by up to ~30 cm
-1
 and ~20 cm
-1
, respectively with biaxial strain of -0.5 % as 
determined by the CVD graphene grown on Cu at high temperature (> 1000 °C).
[373]
  
Doping can always be present in graphene due to the wet processing, substrate, 
unintentional contamination, air, moisture, and substrate that lead to changes in the Raman 
spectra.
[367,374]
 Das et al.
[360]
 has observed the shifts in the G and 2D peaks by 
electrochemically doping graphene in a top-gated structure where the 2D peak is blue-shifted 
by up to 15 cm
-1
 by p doping (nh ~ 3 x 10
13
 cm
-2
), and red-shifted by up to 10 cm
-1
 with n-
doping (ne ~ 3 x 10
13
 cm
-2
). On the other hand, G peak always blue-shifts upon both types of 
doping (~20 cm
-1
 when ne = 3 x 10
13
 cm
-2
). The ratio I(G)/I(2D) and the FWHM are to also 
increase due to doping.  
Recently, for twisted multilayers, misorientation angle dependent symmetry conditions 
have been shown to generate additional double resonance Raman scattering process resulting 
in additional Raman peaks near the D peak. They are called either R band
[375]
 or I band.
[376-378]
 
These peaks have an important implication in the study of multilayers produced by CVD or 
solution-processed films where stacking orders different from Bernal stacking are present. In 
addition to the R band, also recently, C band has been found at a very low wavenumber (30 – 
50 cm
-1
) which arise from in-plane E2g shear mode and it tends to red-shift with increase in 
number of graphene layers due to the interlayer interactions.
[379]
  
5.5 Atomic Force Microscopy 
The atomic force microscopy (AFM) is one of most commonly used probe-tip based 
nanoscale imaging techniques with extremely high resolution down to the atomic scale. This 
technique has been used to obtain three-dimensional topology of as-grown graphene on Cu 
and graphene transferred onto thermally oxidized Si wafers (SiO2/Si) and measure the surface 
roughness of the samples. 
Basic operating principle of AFM is illustrated in Figure 37. The microfabricated 
cantilever tip’s movement is controlled by piezoelectric actuators that are regulated through a 
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feedback mechanism. The feedback mechanism is governed by the proportional-integral 
differential (PID) controller which uses the signal from a photodiode that detects the laser 
light reflected off from the head of the cantilever tip. In contact mode, one of most frequently 
used operational modes in AFM, the tip touches the surface with a constant contact force (in 
the order of nN) while the deflection of the tip is monitored by the feedback mechanism. This 
gives three-dimensional surface profiles that can be used to monitor the thickness and 
morphology of the surface. Another frequently used AFM mode is tapping or intermittent 
contact mode. Here, the tip oscillates with frequency in order of 100’s of KHz in and out of 
contact momentarily with the surface to map the surface topology. This mode is particularly 
useful toward studying the surface of fragile and soft samples including graphene where 
damage and distortion of the sample surface are minimized. The shift in the phase of 
oscillation of the tip due to the damping of the oscillation by the surface of different 
mechanical properties also provides complementary information as a phase image of the 
spatial distribution of materials with different mechanical properties alongside the 3D height 
image. The disadvantage of the tapping mode is that longer acquisition time is often required 
compared to the contact mode AFM and the oscillation of the tip can induce additional 
surface deformations and artefacts.
[380]
 
 
Figure 37 Illustration of atomic force microscopy setup.
[381]
 
The lateral resolution of AFM is typically limited by the tip radius and the condition of 
the tip. The typical materials used in the tips are silicon and silicon nitride, which have high 
hardness and stiffness. The radius of curvature of typical Si/Si3N4 based tip is not usually 
sharper than 2-3 nm. In ambient conditions, the maximum lateral resolution of 5 nm can be 
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achieved.
[381]
 However, tips can easily worn out and attract small loose particles reducing the 
lateral resolution. Artefacts and ghost images can be seen in an AFM image produced by a 
damaged tip which needs replacement. The height resolution in the vertical direction is 
expected to be as small as Angstroms, however, due to the effect of surface adsorbates in 
ambient condition, the measured thickness can be much thicker than the actual thickness.
[364]
 
Therefore, a caution must be exercised when determining number of layers of multilayer 
stack of graphene as it can overestimate the thickness. Other practical limitations of AFM are 
the low scan speed, smaller scan area (typically < 100 m × 100 m) compared to SEM and 
optical microscope, and difficulty in imaging large features with height differences greater 
than 1 m. 
 The AFM instrument used in the study was manufactured commercially by Veeco 
(Model name: NanoScope Multimode AFM) and all the measurements were performed in 
ambient conditions. The model names of the tips used were AFM Si tip NSC15 (tip radius, 10 
nm) for tapping mode and CSC (tip radius, 10 nm) for contact mode. 
5.6 X-ray Synchrotron Techniques: Low Energy Electron Microscopy and 
Photoemission Electron Microscopy UV-Vis Optical Transmittance/absorbance 
Spectrophotometry 
 Low energy electron microscopy (LEEM) is a powerful UHV surface imaging technique 
that is aided by a versatile range of complementary tools that can be used within the same 
system for simultaneous imaging and analysis. This setup was used to analyze the thickness 
dependent morphology, crystalline orientations of graphene domains (using low energy 
electron diffraction), and stacking order of graphene thin films as grown on Cu, and 
transferred onto Au and SiO2/Si substrates. The LEEM and the complementary techniques 
discussed were performed by A. Locatelli and T. O. Menteş in the Nanospectroscopy 
beamline at Elettra Synchrotron light source, Trieste, Italy.
[382]
  
 In LEEM (Figure 38a), the high energy electrons (15 – 20 keV) produced by electron 
gun (LaB6) is passed through series of condenser lenses, deflected by the magnetic separator, 
and decelerated to much low kinetic energy (1 – 100 eV) as it moves toward the sample that 
is held at a negative potential. Due to the short inelastic mean free path of low energy 
electrons in most of materials, the incident electrons are backscattered from only a few top 
atomic layers at the surface of the samples. The elastically backscattered electrons reflected 
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from the surface are deflected by the magnetic beam separator and projected onto the imaging 
plane through the electron-optics and energy filter. If the specularly reflected electron beam is 
used form the real space image, the operation mode is called bright field imaging (Figure 
38b). For crystalline sample, the diffracted beam can be used to give the low energy electron 
diffraction (LEED) patterns (Figure 38c), the 2D reciprocal space of the surface. Specifically 
selecting the primary or secondary LEED beam that has undergone a finite parallel 
momentum transfer provides dark field images, which enable a selective view of crystalline 
domains of particular interest.  
 In the bright field imaging mode of LEEM, the lateral resolution is < 10 nm and the field 
of view (FOV) can be as large as a few tens of μm. For LEED measurement, the aperture 
size can be reduced to area less than 1 m in diameter. Since the intensity of the reflected 
beam is usually high the imaging by LEEM does not require a long acquisition time allowing 
in-situ analysis of surface processes in real time, for example, in-situ growth of graphene
[204]
 
and etching/doping of graphene on metal substrates.
[383]
 
 Moreover, for very thin films such as graphene layers thinner than 10 ML, the low 
energy electrons (<10 eV) can exhibit quantum well resonance with oscillations in the 
reflected electron intensity with the incident electron energy that leads to N dips (and N-1 
peaks) in the oscillation for N number of atomic layers.
[384,385]
 This observation has been used 
in many occasions to determine the thickness and illustrate thickness distribution of thin films 
in energy dependent LEEM imaging. 
Photoemission electron microscopy (PEEM) is a complementary technique to LEEM 
where the electron gun is replaced by a light source of high energy. The purpose of the 
technique in this study was to identify any surface contaminants before and after the growth 
and after the wet transfer process. This technique was also used to locally probe the electronic 
structure of the samples (through angle resolved photoemission spectroscopy) on as-grown 
graphene on Cu and transferred graphene on Au and SiO2/Si substrates.  
The light source of PEEM was a highly collimated, high energy radiation (soft X-rays; 
from 40 eV up to 1000 eV) generated by a synchrotron light source. As the beam hits the 
sample surface electrons are emitted from the surface by the photoelectric effect.
[386]
 The 
emitted electrons are collected by the same set of electron optics used by the LEEM to form a 
PEEM image to provide photoemission spectra (PES) commonly obtained in ultraviolet 
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photoemission spectroscopy (UPS) and X-ray photoemission spectroscopy (XPS) with spatial 
resolution smaller than 30 nm (Figure 38d). This provides a rich set of information regarding 
the surface composition, chemical states, and density of states as a function of binding energy 
below the Fermi level with energy resolution of ~300 meV. 
Figure 38 a) Schematic of the LEEM/PEEM setup. The energy slit, the contrast and field-limiting 
apertures, are marked in red. The lenses depicted are the objective (obj), transfer (TL), field (FL), 
inner (IL), projector-1 (P1), accelerating (acc) and retarding (ret) lenses.
[387]
 b-d) Various operation 
modes of LEEM/PEEM: b) bright field imaging. c) dark field/ diffraction imaging. d) micro probe 
XPS).
[388]
  
 In a similar manner as LEED, the emitted electrons with finite momenta parallel to the 
surface can be selectively detected and analyzed to give a map of the electronic band 
structure along the high symmetry crystal planes in angle resolved photoemission 
(a)
(b) (c) (d)
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spectroscopy (ARPES). In the case of non-uniform samples, selected area or ARPES can be 
performed by introducing field limiting aperture to the image plane to reduce the probed area 
down to ~1 m in diameter.  
 ARPES is an excellent tool to directly probe the two-dimensional electronic structure of 
graphene below the Fermi level. The main point of interest is a direct observation of the 
Dirac cone in the valence band near K point of graphene’s reciprocal space along the M-K-Г 
direction. As the shape of the cone changes with the number of layers, stacking orientation, 
substrate-graphene interaction, and crystal quality, ARPES provides a rich set of 
complementary information for determining the electronic and structural property of 
graphene thin films.
[389]
 
5.7 UV-Vis Optical Transmittance/Absorbance Spectrophotometry 
 The optical transmittance/absorbance properties are characteristic of light’s interaction 
with the electronic structures and scattering centres within the material. It holds a practical 
importance when transparency in the visible range of electromagnetic spectrum is concerned. 
Moreover, the thickness and concentration of light absorbing solvents can be determined by 
the transmittance measurement. In the present study, the transmittance/absorbance 
measurement was performed on the graphene thin films on transparent substrates (glass slides) 
to assess the optical transparency in the UV-visible range and on graphene dispersion in NMP 
placed in Quartz cuvette to determine the concentration of graphene dispersed in the solvent.  
 The model of the instrument was Ocean Optics S2000-UV-Vis. In this experimental set-
up, a white light produced by a halogen lamp was transmitted through the thin film sample, 
and after substrate background subtraction, the intensity of transmitted light was measured in 
terms of wavelength (from 300 nm to 800 nm) by a diffraction grating equipped with a CCD 
camera which has a spectral resolution of ~ 1.5 nm. 
 For the determination of concentration of light absorbing solute in a solution, the 
absorbance of solution placed in a quartz cuvette was first measured. Then, the concentration 
is related to the absorbance according to the Beer-Lambert’s Law,  
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A cl
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       (10) 
where A is the absorbance of solution, II, intensity of incident light, IT, intensity of 
transmitted light, c, concentration of solute, l, path length of light (width of the quartz cuvette, 
1cm), and α, the absorptivity of the dispersion at a given wavelength. For instance, the 
absorptivity of graphene dispersion in NMP at the wavelength of 660 nm is <α660> = 2,460 
L/gm.
[13]
 
 Similarly, for the thin metallic film of thickness smaller than the wavelength of incident 
light, the absorbance can be described by the equation:  
'A t      (11) 
where α’ is the thin film absorption coefficient and t is the thickness of the film. In this limit, 
absorption coefficient can also be related to the optical conductivity, op by
[390]
: 
 
0
2
opZ 
 
      
(12) 
 where Z0 is the impedance of free space (376.7 ).  
 For ideal graphene films, α’ is equal to 0.0297 nm-1[58,391] in the most of the visible range 
determined by the fine structure constant which is related to a fundamental unit of 
conductance.  
5.8 Two-Probe Electrical Conductivity and Mobility Measurement 
 One of most commonly used techniques to assess the electrical properties of graphene is 
to probe field effect properties of a back gated field effect transistor (FET) structure of a 
graphene thin film deposited on a SiO2/Si wafer substrate (Figure 39a). Here, highly p-doped 
Si(100) substrate acts as the back gate, below a thermally grown SiO2 with thickness of 300 
nm, which acts as a gate dielectric. On top of the graphene layer, two Au electrodes (source 
and drain) were deposited with thickness of > 30 nm by thermal evaporation of Au wire 
through patterned shadow masks. The distance between the electrodes or the channel length, 
L, was 20 m, and the length of the electrode or the channel width, W, was 500 m.  
 The conductivity (DC) of graphene thin films within the channel disregarding the edge 
effects can be calculated by:  
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where GDC is the DC conductance of the channel, IDS, current between the source and drain 
electrodes, VDS, voltage applied between the source and drain electrodes, and t, the thickness 
of the thin film.  
 
Figure 39 a) Back gated field effect transistor (FET) schematic. b) Illustration of 4 probe 
measurement method to measure the sheet resistance of the rectangular thin film sample.
[392]
 
 In order to calculate the field effect mobility (μFET), the transfer characteristic (IDS versus 
gate voltage, VGS for a fixed VDS) must be first obtained. From the slope of the linear part of 
the curve (ΔIDS/ ΔVGS), the μFET values can be calculated by eq. 14
[90]
: 
ds
FET
ox DS GS
I
W
C V V
L




        (14) 
where Cox is the oxide capacitance (Cox = εoxε0/tox ; εox = 3.89 and ε0 = 8.854 x 10
-12
 F/m). 
 The measurement system was equipped with tungsten probes to make contacts with the 
gate and electrodes, and pre-programmed parametric analyser (HP4140B). For the 
temperature dependent conductivity measurements, the sample was placed inside a cryostat 
(ST-500, Janis) in temperatures ranging from 178 K (liquid nitrogen was used as coolant) to 
300 K in a high vacuum of 10
-5 
torr maintained by a turbomolecular pump. 
5.9 Four- Probe Sheet Resistance Measurement 
 The Van der Pauw 4-probe technique enables measurement of electrical conductivity 
over a centimetre scale without the need to deposit patterned electrodes of well-defined 
p++-Si
Au Au
SiO2
Graphene
L = 20 μm
(a) (b)
D S
Vgate
A
VDS
R43,12=V43/I12
R14,23=V14/I233
41
2
3
41
2
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geometry and the obtained value is not affected by the contact resistance unlike the two-probe 
configuration in which the contact resistance can increase the measured values of the thin 
film resistance. 
 In order to obtain the sheet resistance, Rs = (dct)
-1
 of the film, contacts were made at the 
four corners (labelled 1, 2, 3, and 4) of the rectangular sample (typically, ~ 1 cm × 1cm) on 
insulating substrates (glass and SiO2/Si) using a probe station equipped with four tungsten 
probes connected to Keithly 2400 Sourcemeter. An electric current, I12 was flown from the 
contact no. 1 to contact no. 2 while measuring the voltage difference between contact no. 4 
and no. 3, V43. The ratio V43/I12 gives R12,43 (Figure 39b). This process was repeated for all 
other 3 edges. Then, Rs can be calculated by the solving the following equation
[392]
:  
 exp exp 1a b
S S
R R
R R
     
    
          
(15) 
where Ra and Rb are average of R12,43 , R21,34 , R34,12 , and R43,12, and average of R23,14, R32,41, 
R41,32, and R14,23, respectively. The solution for Rs can be obtained by solving the equation 
graphically or through numerical methods. 
5.10 Conclusion 
In this chapter, the main characterization techniques performed on graphene dispersions 
and solution-processed and CVD graphene thin films on various substrates were discussed. 
The combination of the above techniques performed on the same type of the sample was 
employed to provide useful complementary information allowing a clear correlation among 
the morphology, structure, and optoelectronic quality of the samples.  
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6 Langmuir-Blodgett Deposition of 
Graphene Exfoliated in NMP and 
Optoelectronic Characterizations 
6.1 Introduction 
This chapter follows the previous chapter on the Experimental Setup of Langmuir-
Blodgett deposition of graphene in NMP to present the main results and discussion of the 
experiments towards the aim of obtaining high quality solution-processed graphene. 
Specifically, the chapter will focus on: (1) evaluation of graphene/NMP dispersion obtained 
in various conditions; (2) characterization of thickness and quality of graphene by Raman 
spectroscopy and TEM; (3) surface and optoelectronic properties of Langmuir-Blodgett films 
of graphene; and (4) temperature dependent charge carrier transport properties. 
6.2 Graphene Dispersion in NMP 
Figure 40 contains the photographs of the graphene dispersions prepared using various 
exfoliation conditions. The three main types of graphene dispersions that were used in this 
study are outlined in Table 4. 
High rotational speed of centrifugation generally reduces the amount of thick and large 
unexfoliated graphite in NMP, however it also significantly decrease the concentration of the 
final supernatant as can be seen in Figure 40. Applying stirring to the mixture during the 
sonication step has been found to markedly improve the concentration of the exfoliated 
graphene by more than an order of magnitude (Figure 40). The absorbance measurement of 
the dispersion has shown that graphene concentrations greater than 1 mg/ml can be obtained 
by simultaneously stirring and sonicating the mixture for 30 min followed by centrifugation 
at 12,000 rpm (r.c.f. = 1,700 g). The significant improvement in the concentration can be 
explained by shear thinning.
[393-395]
 When the initial concentration of graphite is more than 
500 mg/ml, the suspension may become so viscous in a gel-like state that it would 
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dramatically damp out the ultrasonic excitations. Rotation of the stirring shaft induces shear 
in the mixture to momentarily increase the fluidity and allow the sonication to remain 
effective so that final concentration of > 1 mg/ml can be obtained within tens of minutes of 
sonication time. This increased efficiency is a significant improvement over the previous 
report by Umar et al.
[12]
 where sonication time of more than two weeks would be required to 
achieve the similar concentration of graphene without the application of stirring.  
 
Figure 40 Effect of centrifugation speed and stirring on the solute concentration. Photographs of A: 
supernatant solution before the final centrifugation step, B: supernatant after centrifugation at 3000 
rpm for 30 min without stirring, C: supernatant centrifuged at 6000 rpm for 30 min without stirring, 
D: supernatant centrifuged at 12000 rpm for 30 min without stirring, and E: supernatant centrifuged at 
12000 rpm for 30 min with stirring applied. 
 
Table 4 Processing conditions for three different types of suspensions produced for the study.  
Label Initial
Concentration 
of Graphite 
Powder
Sonication 
Time 
Initial 
Centrifugation
Speed
Final 
Centrifugation
Speed
GNMP1 ~200 mg/mL 20 min 2000 rpm for 
90 min
12000 rpm for 
30 min
GNMP2 ~200 mg/mL 30 min 2000 rpm for 
90 min
12000 rpm for 
30 min
GNMP3 ~200 mg/mL 60 min 2000 rpm for 
90 min
12000 rpm for 
30 min
 90 
 
6.3 Characterization of Exfoliated Graphene 
 
Figure 41 Raman spectra of graphite, exfoliated few-layer graphene (FLG), and exfoliated bilayer 
graphene deposited on SiO2/Si substrate from the graphene/NMP suspension. Laser excitation 
wavelength, 633 nm.  
The purified supernatant obtained after the centrifugation of dispersion has been 
characterized for its thickness, crystal quality, and lateral flake sizes. The Raman 
spectroscopy on the drop-cast and Langmuir-Blodgett films was used to determine the 
thickness of individual graphene flakes by analysing the shape and position of the 2D peak of 
the spectra (Figure 41). Comparison with the 2D peaks reported in the literature for 
mechanically exfoliated graphene indicates that most of the individual graphene flakes have 
thickness of 2-5 layers reflecting that the flakes have been well exfoliated.
[364]
  
To investigate the crystal quality of graphene, the D to G peak ratios and G peak FWHM 
have been analysed for the same Raman spectra. As evident in Figure 41, the D to G peak 
ratio of NMP exfoliated graphene is much less than that of graphene oxide and closer to that 
of the starting graphite.
[93]
 Furthermore, the FWHM of the G peak remains unchanged 
indicating good crystallinity. As expected for the non-covalent exfoliation, the degree of 
defect appears to be much less than that of covalently functionalized graphene. The main 
reason for the appearance of the D peak following the exfoliation from the starting graphite is 
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likely due to the edge defects of exfoliated graphene flakes of smaller lateral sizes (< 200 nm) 
that are produced during the vigorous exfoliation process.
[116]
  
 
Figure 42 Bright field TEM images of exfoliated graphene flakes from GNMP1 and its centrifugation 
sediments. a) Exfoliated graphene flakes of supernatant suspension, which was drop-cast on TEM 
grid. Scale bar, 100 nm. b) Sediment obtained after final centrifugation step for GNMP1. Scale bar, 
200 nm. c) HRTEM image of a FLG. Scale bar, 20 nm. 
Figure 42 shows the transmission electron microscopy (TEM) images of graphene flakes 
which further support the effectiveness of the method to produce exfoliated few-layer 
graphene (FLG) of high crystal quality. The flakes from supernatant in Figure 42a appear to 
be much thinner compared to the particles found in the centrifugation sediment in Figure 42b. 
The flakes appear to be thin enough to be highly transparent to electrons under TEM. The 
high resolution TEM image in Figure 42c illustrates the basal plane atomic lattice of FLG, 
which demonstrates high degree of crystalline order within the flakes. 
6.4 Properties of Langmuir-Blodgett Deposited Film  
The LB deposited films on glass and Si(100) substrates with 300 nm thick thermally 
grown silicon oxide were dried in a mixture of Ar and H2 (10:1 ratio) at 420 ˚C for 30 min in 
order to remove any residual solvents for analysis. The representative AFM images of LB 
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films from dispersions of graphene prepared using three different sonication times (ts = 20 
min, GNMP1; ts = 30 min, GNMP2 ; ts = 60 min, GNMP3; Table 4) are shown in Figure 43a-
e. The lateral size of the graphene flakes decreases as ts increases as shown in the flake size 
distribution (Figure 43f). This is consistent with general sonication phenomena of particle 
scission where the dimensions of particle decrease as ts
-1/2
.
[116,396,397]
  
 
Figure 43 Atomic force microscopy height image LB films of different types of graphene in NMP 
and different number of deposition, n. a) GNMP1, n = 1 (scale bar, 800 nm), b) GNMP2, n = 2 (Scale 
bar, 200 nm), c) GNMP2, n = 5 (scale bar, 1 m), and d) GNMP3, n = 2 (scale bar, 200 nm). e) AFM 
Phase image of GNMP3 with n = 2 (Scale bar, 400 nm). f) Lateral size distribution of graphene flakes 
obtained from the AFM images of LB films for the three different types of suspensions.  
A problem often seen in the case of drop-cast film of graphene/NMP is that poor wetting 
and slow drying time of the solvent induce aggregation of exfoliated graphene flakes into 
graphitic particles that hinder further characterization. Langmuir – Blodgett deposition on the 
flat water-air interface prevents the agglomeration and makes the flakes remain aligned 
relatively parallel to the substrate surface. The samples however have a large degree of 
roughness resulting in large apparent thicknesses (>10 nm) possibly due to the overlap and 
folding of the flakes during deposition and drying process. The average thickness for each 
deposition was nevertheless consistent as it appears to increase linearly with the number of 
depositions, n (Figure 44).  
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Figure 44 Thickness versus number of deposition for three types of graphene/NMP dispersions. 
Surface energy of the LB film was determined by the Fowkes method
[398]
 using water 
and formamide as solvents for the contact angle measurement on a 20 nm thick LB film on 
quartz, and it found to be 43 mN/m. In comparison to the ideal surface energy of graphene 
based films reported in literature, our surface energy value is similar to the value of 
unfunctionalized graphene ( 46.7 mN/m) rather than that of graphene oxide (62.1 mN/m).
[399]
 
This result indicates that exfoliation in NMP does not significantly alter the surface chemistry 
of the graphene sheets as in the case of graphene oxide where the surface energy is changed 
dramatically by functionalization of surface and edges by oxygen functional groups. 
6.5 Optoelectronic Characteristics of Langmuir-Blodgett Films 
The optical transmittance of the LB film in the visible spectrum displays consistent 
decrease in transparency as with film thickness (Figure 45 and Figure 46). The highest 
transparency (considered at λ = 550 nm) for a single deposition (produced from GNMP3), 
was found to be about 98 %, corresponding to monolayer graphene. Increasing the graphene 
film thickness led to a consistent decrease in transparency, down to 55 % for n = 5.  
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Figure 45 a) GNMP2 deposited onto a glass slide by the Langmuir-Blodgett deposition method. Grey 
arrow line indicates the direction of vertical movement of substrate during the LB deposition. Green 
line region indicates initial stage of deposition where the film contains pin-holes and non-uniformity. 
Blue line region indicates homogenous film deposition after the initial stage. b) Optical transmittance 
for different number of LB deposition, n, on glass in the visible spectrum (from GNMP2). 
From the thickness versus transmittance behaviour, the calculated absorption coefficient 
is 0.0058 nm
-1 
which is much less than that of ideal graphene film (0.02970 nm
-1
)
[58,391]
 
(Figure 46). However, the smaller value is expected due to the loose stacking of graphene 
sheets and presence of empty spaces between flakes that result in a large density of pinholes. 
Significant improvement of the conductivity was detected after annealing in the Ar/H2 
(10:1 ratio) atmosphere. Therefore, remaining NMP in the as-deposited film may be a crucial 
limiting factor for electric properties in the as-deposited graphene films. We also found that 
the electrical conductivity depends on the size of the flakes as well as the thickness of the 
films. The film with the largest average flake sizes, 220 nm (Figure 47a), exhibited the 
highest conductivity of 100 S/cm (GNMP1) while the film with the lowest average flake size 
of 80 nm (GNMP3) exhibited much lower conductivity of 4.4 × 10
-3
 S/cm. This dependence 
of the conductivity on the flake sizes indicates that the sheet-to-sheet junction resistance may 
be a dominant factor in charge transport.  
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Figure 46 Transmittance vs. thickness. The fitting was based on eq. 10 in the Characterization 
Techniques chapter. The absorbance coefficient for GNMP2 obtained from the fitting (eq. 10) is 
0.0058 nm
-1
. 
 
Figure 47 a) Conductivity vs. Thickness graph for LB films. The curve fitting was performed 
according to eq. 16. b) Transmittance vs. the sheet Resistance graph for LB Films for different 
number of deposition. The curve fitting was performed according to eq. 17.  
However, the conductivity also increases with thickness of the films (Figure 47a), 
suggesting that the relatively high roughness (which can be as high as the half of the film 
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thickness) and the presence of pin holes are responsible for the reduced electrical properties 
of the thin films
[107]
. This thickness dependent behaviour can be explained in the framework 
of percolation theory. The difference between the bulk film and thin film of exfoliated 
graphene can be attributed to reduced effective volume fraction due to the volume that does 
not participate in charge carrier conduction at the surface.
[400]
 We assign a thickness to this 
non-percolative volume, Δt, and approximate the effective percolative volume fraction to be 
 = t/(t+Δt). Using a simplified form of generalized effective medium (GEM) model of 
percolation, the relationship for the thickness conductivity, dc(t) above the critical 
percolation thickness, tc can be written as 
[401,402]
:  
( )
p
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dc bulk
c
t t
t
t t
 
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  
 
     (16)  
Here, we assume tc = Δt which is a threshold thickness for the formation of a percolative 
network of graphene flakes. p is critical percolation exponent related to the geometry and 
interaction between the flakes, and DCbulk  is the bulk conductivity as t approaches infinity. The 
curve fitting performed on the conductivity vs. thickness for GNMP2 shown in Figure 47a 
predicts the behaviour fairly well giving tc value of ~ 10 nm. This value is reasonable as we 
expect the first layer (t = 7 nm) to be just below tc due to the characteristic conformation of 
graphene flakes on the surface of the water bath during the Langmuir-Blodgett assembly 
where most of the contacts between the graphene flakes are made only at their poorly 
conductive edges.
[124]
 After the 2
nd
 deposition (t > 14 nm), we expect the overlap between the 
graphene flakes to be large enough for the percolation to take place. The obtained value of p 
= ~2.5 is greater than what is predicted by scaling arguments for isotropic systems (p = ~2 for 
3D systems
[403]
; p = ~1.3 for 2D
[404]
). However, the high values of the exponents (p > 2) were 
experimentally found in the other similar thin film systems of exfoliated graphite
[125,405,406]
 
and can be attributed to the highly anisotropic dimensions and orientation of the graphene 
flakes.
[401]
  
From the fitting, it is clear that the DC(t) values in the range of thickness of practical 
importance (T > 50 %) are well below the bulk DC conductivity and DC(t) is only attained 
when t >> 100 nm. Then the relationship between transmittance and sheet resistance, Rs for 
thin films is determined by DC(t) through the following equation
[400]
 : 
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where Z0 = 376.7  is the impedance of free space, and Op is the optical conductivity of 
the film which is constant in the thickness ranges investigated. As shown in Figure 47b, the 
fitted curve using the calculated value of DC(t) from Figure 47a well describes the 
percolation behaviour of the Rs versus % transmission above the percolation threshold. 
Considering the effect of percolation, the film with the largest mean flake sizes (GNMP1) 
exhibited the best optoelectronic property having transmittance of 73% at Rs of 5 k Ω/ as 
evident in Figure 47b. The DC conductivity to optical conductivity ratio (which is considered 
as a figure of merit for transparent conductors) for the best film obtained from GNMP1 was 
0.48 at thickness of 20 nm. This is comparable to other solution-processed graphene films 
reported in literature,
[11,12]
 however, DC(t)/Op values can be further increased by careful 
optimization of the deposition conditions (e.g. reduction of pinholes by applying lateral 
surface pressure during the LB deposition) to improve the percolation parameters so that bulkDC
can be reached at lower thickness. bulkDC obtained for GNMP2 from the curve fitting is about 
300 S/cm which is still much less than that of bulk graphite. However, this is expected as the 
film still contains a large amount of trapped solvents and voids in the bulk of the film. From 
the optical density of our film obtained by comparing the value of absorption coefficient with 
that of ideal multilayer graphene, we estimate that maximum possible conductivity of fully 
densely packed film would be ~1500 S/cm. This value is on the same order of magnitude of 
polycrystalline pryolytic graphite.
[407]
 
Field effect was also observed in our thin film field effect transistor (FET) devices. The 
transfer characteristics of the FET devices shown in Figure 48a indicate that the on/off ratio 
is very small, close to one, even for a large voltage sweep (from -100 V to 100 V). In addition, 
the film was found to be heavily p-doped with the charge neutrality point located at a gate 
voltage (VGS) greater than 40 V. This is possibly due to the residual solvents trapped between 
the sheets and doping from the edge states and defects which act as electron traps.
[407]
 We 
also observed the hysteresis effects for different sweeping directions and saturation currents 
at high bias voltages. This gives further evidence for presence of defect states, in the form of 
oxygen functionalities which introduce sp
3
 carbon or other extended imperfections 
[408]
 giving 
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rise to the trapped states.
[409]
 From the slope of the transfer characteristics, the field effect 
carrier mobility (μFET) values of a thin film can be calculated by eq. 18
[90]
:  
ds
FET
ox DS GS
I
W
C V V
L




       (18) 
where Cox is the oxide capacitance (Cox = εoxε0/tox), W, the channel width, L, the channel 
length, and VDS the source to drain voltage. The best room temperature hole mobility value 
we measured was 0.9 cm
2
/Vs which was again obtained from the films with largest average 
lateral flake sizes (GNMP1). The average electron mobility was about an order of magnitude 
smaller than the hole mobility values likely due to the presence of the defects and impurities 
that disproportionally affect the mobility of the charge carriers. It must be noted the measured 
value of μFET is an underestimate of the actual carrier mobility as percolated conductive paths 
comprise only a fraction of the film area. Improving the percolation path should be expected 
to improve the field effect mobility values in the thin film composed of two dimensional 
flakes. Mobility values of up to ~ 95 cm
2
/Vs were recently reported in inkjet-printed film of 
graphene exfoliated in NMP.
[125]
 This was achieved only after careful optimization of 
deposition parameters such as substrate surface functionalization and packing of graphene 
flakes.
[125]
  
 
Figure 48 a) FET transfer characteristics for GNMP2. b) Temperature dependent conductivity from a 
GNMP2 device. Curve fit was performed according to the STB model of polycrystalline graphite.  
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6.6 Temperature Dependent Electrical Measurements 
In order to gain further insights into the main limiting factors of the electrical property, 
we have performed temperature dependent conductivity and mobility measurements from 78 
K to 280 K. This will specifically elucidate the transport mechanism of the bulk 
conductivities ( bulkDC ) as the percolation parameters (p and tc) can be considered to be 
independent of temperature. The weak temperature dependence and 
semimetallic/semiconducting behaviour with positive temperature coefficient of conductivity 
for a GNMP2 device are shown in Figure 48b. The increase in conductivity with increasing 
temperature has been typically ascribed to various charge localization models such as Mott 
type variable range hopping (VRH),
[410]
 fluctuation induced tunnelling (FIT),
[411]
 and simple 
thermal activation for the case of disordered conducting polymers,
[411-414]
 and thin film 
network of carbon nanotubes,
[415-419]
 covalently modified graphene.
[102,103]
 stemming from the 
presence of energy barrier between conductive regions in the network. However, the weak 
and almost linear dependence of conductivity with temperature did not yield reasonable 
values for the models above even if the combination of the models were used for different 
temperature ranges. The temperature dependent mobility values also do not support the 
presence of mobility gap in the film at low temperature as it is a decreasing function of 
temperature (Appendix, Figure A2). 
Unlike a network of carbon nanotubes that partly contains semiconducting nanotubes and 
a film of disordered conductors, there seems to be much more overlap and interaction 
between the conductive regions of the graphene flakes without strong localization above the 
percolation threshold. This is further supported by the room temperature value of the bulkDC  
approaching that of polycrystalline graphite. Then, we can consider the film to be an oriented, 
polycrystalline mixture of turbostratic and Bernal stacked few-layer graphene flakes, and 
apply the band theory of charge carrier transport to the temperature dependence. In single 
crystal graphite, finite overlap between conduction and valence bands leads to a finite density 
of states at the Fermi level and results in metallic like conduction. However, in pryolytic 
graphite of small crystalline size and very thin layer of graphite (flake thickness ~ 10 nm), the 
density of the states at the Fermi level diminishes as the overlap becomes very small.
[420,421]
 
Then, the conduction behaviour can be well explained by the simple two band (STB) 
model
[88,422,423]
 of graphite where two symmetric parabolic bands are used to describe the 
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density of electrons and holes in conduction and valence bands, respectively. This model has 
been successfully used to describe the electronic behaviours of polycrystalline graphite
[424]
, 
mesoscopic graphite flakes
[88,423]
, and carbon nanotubes
[425,426]
. In our case of a heavily p-
doped film where the overlap between the two bands is negligible compared to the shift in 
Fermi energy, and n = nh>> ne,  
2
16
( ) ln 1 exph
o
n T kT
h c kT
   
    
  
     (19) 
where h is Planck’s constant, c0 = 6.71 × 10
-10 
m, c-axis lattice parameter of graphite, k, 
Boltzmann’s constant,  is magnitude of shift in EF from the charge neutrality point.  
The carrier mobility, μ can be described in terms of lattice scattering due to electron-
phonon interaction, and boundary scattering.  
 
 
1 1 1 1
( ) b th b
BT
T T

   
         (20) 
where B and α are temperature independent constants.  
Therefore, using the Drude formula for conductivity ( = enμ), the conductivity can be 
fitted according to the STB model as illustrated in Figure 48b. The curve fitting yielded  = 2 
meV, which is quite reasonable considering the hole doping on the order of 10
18
 cm
-3
 as 
estimated from the position of the charge neutrality point in Figure 48a. In addition, α = 0.82, 
which is also a reasonable value as it can range from 0.5 to 1.6 in polycrystalline graphite.
[424]
 
The deviations from STB theory can possibly arise from the temperature dependence of 
contact resistance at the electrode-graphene junction, activation of trapped charges at higher 
temperatures, inhomogeneous charge carrier density, and temperature dependent α.  
The gradual decrease of μFET, with increasing temperature can also be explained by this 
approach as μFET remains fixed at low temperature as the mean free path is mainly limited by 
the crystalline size, and at high temperature, mobility is dominantly limited by thermal 
scattering of the charge carriers, although the scatter in data points is considerably large to 
perform reliable fitting (Appendix, Figure A2). 
6.7 Conclusion 
Summarizing, scalable methods for efficient production of highly concentrated solution 
of graphene in NMP (> 1 mg/mL) and large area deposition of graphene have been developed. 
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The dispersion contains high quality, unfunctionalized graphene flakes that are well 
exfoliated with thickness between monolayer to FLG. The thin films exhibit good 
optoelectronic properties for solution-processed graphene without need for additional 
processing steps. However, the large area optoelectronic properties appear to be limited by 
the small flake size (< 200 nm) resulting from the vigorous sonication step and by the 
percolation limited conduction of charge carriers due to loose packing of graphene flakes in 
the LB assembly and subsequent deposition. The conduction mechanism can be explained by 
the simple two band model and exhibits similarity to that of polycrystalline turbostratic 
graphite. 
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7 Nucleation and Growth Mechanism of 
CVD Graphene on Cu 
7.1 Introduction 
In the race to obtain high quality CVD graphene, most of the experimental works so far 
have focused on finding the optimal conditions by trial and error basis.
[143,176,190,196]
 Although 
this has led to a significant improvement in the crystal grain size and electrical properties, a 
full understanding of the precise physicochemical mechanisms that govern film formation 
and that can potentially lead to the rational engineering of the growth of wafer-scale single 
crystal graphene is still lacking. Here, we present the most significant results of our 
parametric study described in the previous chapter to develop a general model that can 
reasonably predict the quantitative details of the experiments over a wide range of conditions. 
To this end, we systematically analyse the CVD process in the framework of existing theories 
for two-dimensional nucleation and growth of thin films, which describe the key stages that 
determine the nucleation density, distribution of nuclei, and final coverage. We have 
identified competing atomic phenomena such as adatom mobility versus desorption whose 
balance define characteristic nucleation regimes with very different activation energies 
depending on the temperature. The growth rates are limited by carbon attachment to the 
graphene edges without significant dependence on the crystal orientation of the Cu substrate. 
However, both nucleation and growth are affected by the microscopic substrate roughness 
that determines nuclei distribution and can impart distinctive morphological features to the 
final film. Predictions, whether a given growth condition would produce a continuous, 
pinhole-free graphene film, are possible by employing modified Langmuir model of 
adsorption and self-terminating, 2D crystallization. Our study offers new fundamental 
insights on the CVD graphene growth, highlighting the key distinguishing aspects and 
defining clear guidelines for the large-scale fabrication of high quality graphene and 
ultimately, single crystal graphene films.  
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Much of the findings in this chapter have been recently published in ACS Nano.
[427]
 This 
chapter provides additional details and updates to the results of our experiments and 
implications of the model beyond the published work. A manuscript containing some of the 
additional works has also been submitted and it is currently under review. 
7.2 Results 
7.2.1 Characteristics of the Cu Polycrystalline Foils 
The copper catalyst used for the work presented in this chapter, is a polycrystalline Cu 
foil (25 μm thickness, 99.8 %, Alfa Aesar item. No. 13382) with an average grain size of 
about 5 m. After annealing at 1000 °C, the foil exhibits a bimodal grain size distribution, 
composed by grains with average lateral size of about 100 m as well as grains which have 
undergone an “abnormal growth” giving an average lateral size of 2 mm (Figure 49a, c). 
Therefore, taking into account that we typically grow graphene onto samples of about 5 mm x 
5 mm, we should consider that the abnormal grains can occupy more than the half of the 
surface. Crystallographic analysis by electron backscattered diffraction (EBSD) (Figure 49e) 
and X-ray diffraction (XRD) (Figure 49d) demonstrates that most of the Cu grains show (100) 
or (310) orientations while only a small fraction of grains exhibit (111) or (211). Below the 
temperature of 1000 °C, we have found similar grain orientations albeit with smaller mean 
grain sizes. The as-received foil surface presents regular rolling features produced by the 
manufacturing process that run across the entire surface (Figure 49b, c). Their average height 
and width are 800 nm and 15 m, respectively. The resulting average RMS surface roughness 
is 250 nm as measured by AFM (Figure 49b) and optical interferometer (Figure 49c).  
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Figure 49 Characteristics of polycrystalline Cu foil substrate. a) Optical microscope image of Cu foil 
after growth. Scale bar, 500 m. b) AFM height image of as-received Cu foil. Scale bar, 10 m. c) 
Optical interferometry image of surface profile of as-received Cu foil. Scale bar, 200 m. d) Gain size 
distribution of Cu foil after growth. (inset) Area fraction of Cu grains of different grain orientations. 
e) X-ray diffraction of the Cu substrate before and after the growth. f) (111) pole figure of Cu grains 
characterized by EBSD. 
 
Figure 50 XPS spectra of a Cu foil: (a) survey of Cu surface after annealing without graphene growth 
(collected using Al Kα source; Ehv = 1486.7 eV); (b) Cu Auger peak LMM shows an entirely metallic 
character after graphene growth in contrast with the initial oxidized character in as received foil (Mg 
Kα source; Ehv = 1253.6 eV). 
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7.2.2 X-ray Photoelectron Spectroscopy Analysis of Cu Substrates 
Although it could be expected that impurities that are commonly present in Cu (e.g. S, 
Sn, Ag, O2, etc.) could segregate to the surface at high temperature this appears not to be the 
case. Only a negligible amount of S < 1% was seldom detectable after annealing of a Cu 
single crystal with 5 mm of thickness. The XPS analysis (Figure 50) of the substrate before 
and after the growth experiments suggests that the only impurity present at the Cu surface is 
carbon.  
 
Figure 51 High-resolution scanning electron microscope (SEM) images of graphene nuclei grown on 
Cu for different growth temperatures and times. These are identifiable as areas darker than the 
exposed Cu surface, which quickly oxidize in air after being taken out from the CVD growth system. 
F.E. stands for flash exposure (growth time of less than 3 sec). Scale bar, 1 μm. 
7.2.3 Time and Temperature Dependent Evolution of Graphene Nuclei on Cu 
We investigated the growth of graphene from 720 °C up to 1050 °C (Details are given in 
Chapter 4) for different time durations, from a flash exposure to methane up to 30 min in 
order to follow the evolution of the graphene and to extract the growth rates. The temperature 
range of growth includes the minimum temperature (720 °C) at which graphene nucleation 
was observed while the maximum temperature (1050 °C) was chosen close to the Cu melting 
 106 
 
point (1084 °C). Methane flow was chosen to be 0.5 sccm (PCH4 = 0.4 mbar), and hydrogen 
flow rate was 10 sccm (PH2 = 4 mbar). In order to understand the effect of substrate on 
graphene formation, we carefully characterized crystallinity and morphology of the Cu 
substrates before and after annealing at the growth temperatures. Upon exposure to CH4, 
graphene nucleates very rapidly, grows and coalesces to form large domains (Figure 51). 
Using this growth approach, three key phenomena attracted our attention: (1) nucleation only 
occurs during the initial instants and no new nuclei are formed even after only 4 min of 
growth time at any temperature (Figure 51); (2) higher temperature leads to a lower nucleus 
density (number of nuclei per unit area) with larger lateral size (Figure 51 and Figure 52); (3) 
the domains do not evolve to fully cover the substrate surface, rather, the fractional coverage 
of graphene saturates for temperatures below 1000 °C under our experimental conditions. 
Growth times as long as up to 150 min have been attempted, but the area of graphene never 
could reach a complete surface coverage with pores remaining in the film.  
 
Figure 52 Cumulative distribution plot of graphene nucleus size of graphene/Cu samples obtained at 
flash exposure for growth temperatures, 750 °C, 920 °C, and 1000 °C. The graphene nucleus size 
measurements were performed by using Image J software on the large area SEM images (number of 
nuclei > 100) from respective conditions under the assumption of circular nuclei where the obtained 
nuclei diameter corresponds to the approximate lateral size. 
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Figure 53 Graphene thin film characteristics. a) SEM image of a continuous graphene on Cu at Tgrowth 
= 1000 C, with tgrowth of 30 min. Scale bar, 5 μm. The wrinkles produced due to differences in thermal 
expansion coefficient (dark curled lines) and underlying Cu surface facets that run across the diagonal 
(bright and dark undulations) are visible. b) AFM topography of a continuous graphene on Cu 
displaying the surface facets from the substrate. Scale bar, 2 μm. c) Raman spectra of a continuous 
monolayer graphene film grown at 1000 °C. d) Atomic scale STM image recorded with an Omicron 
LT-STM at 77 K of graphene film grown under the same condition. The relatively low D peak and the 
ordered lattice structure demonstrate the high crystal quality of the film. 
In order to obtain a continuous graphene film we needed to reach growth temperature of 
 1000°C and exposure time of about 30 min. Figure 53a shows the SEM image of as-grown 
graphene film on Cu. Other than the wrinkles produced due to thermal expansion coefficient 
(b)(a)
2D
G
D
(c) (d)
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mismatch and underlying Cu surface facets, the film appears quite uniform without apparent 
thickness variations. Similar facet-like features were observed from the AFM image in Figure 
53b indicating the graphene film follows the morphology of the underlying substrate. This 
continuous film is mostly a single graphene layer as Raman spectroscopy and STM indicate 
(Figure 53c, d respectively). The 2D/G peak ratio is about 2 and the 2D FWHM is about 28 
cm
-1 
as reported for single layer graphene grown by CVD.
[20]
 In addition, the D peak is 
negligible over most of the surface scanned, suggesting reasonably good continuity of the 
film and low level of defects. The STM image shows the expected linear Moiré pattern 
generated by the presence of a Cu lattice with (100) crystallographic orientation.
[428]
 It is 
worth noting that the individual flow rates of H2 and CH4 and the growth pressure of the 
CVD process were chosen so that growth occurs in the surface reaction regime
[143]
 to obtain 
uniform single layer of graphene over more than 95% of the surface within growth time of 30 
min at 1000 °C. These conditions were kept constant throughout the study unless otherwise 
noted. 
7.3 Discussion 
7.3.1 Model of 2D Nucleation and Growth 
Kinetics of two-dimensional nucleation and growth on surfaces has been both 
theoretically and experimentally investigated extensively in other systems; e.g. thin film 
deposition and crystallization of amorphous phases at surfaces. We employ a general 
approach based on three well established models in order to understand the nucleation and 
growth of graphene on a Cu surface from an atomistic to macroscopic level: (1) the rate 
equation model
[429-433]
 developed in the 1960s originally intended for study of physical 
vapour deposition of thin films on a planar substrate in UHV; (2) the Johnson-Mehl-Avrami-
Kolmogorov (JMAK) model of phase transformation[434-436]; and (3) Langmuir theory of 
adsorption.
[171,437]
 
 110 
 
 
Figure 54 Overall illustration of the nucleation and growth mechanism of graphene on Cu. The 
decomposition of methane leads to supersaturation of carbon adatoms at the Cu surface. When ccu 
reaches a critical supersaturation point (cnuc) graphene domains nucleate and begin to grow possibly 
involving multi-atom carbon cluster formation and attachment of the clusters (i). Graphene nuclei 
coalesce as the growth proceeds further (ii). The growth stops either when the amount of 
superstaurated carbon species are consumed (iii) or when the domains merge together to completely 
cover the surface of Cu (iv).  
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Figure 54 illustrates the overall processes of graphene formation on Cu on the bases of 
the models developed for graphene growth on metals with higher carbon affinity (namely 
with higher carbon solubility).
[150,204]
 Upon breakdown of methane through dissociative 
chemisorption on the Cu surface, the surface concentration of the active carbon species, ccu, 
increases until it reaches a critical supersaturation level (cnuc), where nucleation of stable 
graphene nuclei takes place. As the nucleation and growth of the supercritical nuclei deplete 
the adsorbed carbon species surrounding them, the ccu is quickly reduced to a level where the 
nucleation rate is negligible while growth of the nuclei continues until the supersaturated 
amount of surface carbon species above the equilibrium level ceq is consumed and the 
equilibrium between graphene, surface carbon, and CH4/H2 is reached. Depending on the 
available carbon, the degree of supersaturation (cnuc/ceq), graphene nuclei either coalesce to 
form eventually a continuous film or stop growing to reach a saturated, final incomplete 
coverage.
[150,204]
  
It must be noted that the exact nature of the active carbon species adsorbed on Cu surface 
that leads to graphene nucleation has not been well identified yet. Several theoretical 
calculations
[207,438,439]
 have predicted that dissociation of methane to a carbon monomer on Cu 
is highly endothermic and carbon dimers are more stable than isolated C adatoms (by over 2 
eV) as the carbon-Cu interaction is weak and the diffusion barrier of carbon is low. In the 
surface mediated growth of graphene on Ru and Ir, 5-atom carbon clusters were found to be 
direct precursors of stable nucleus.
[150,204]
 However, here, we generally refer to the active 
carbon species as carbon monomers because there is no conclusive experimental evidence for 
the presence of mobile carbon clusters based on our analysis. However, additional work is 
necessary to definitively rule out the absence of the clusters. We also rule out that high 
temperature poisoning by non-carbon impurities at the surface could be the reason for the 
observed growth saturation behaviour on the bases of X-ray photoelectron spectroscopy (XPS) 
characterizations (Figure 50).  
7.3.2 Nucleation: Critical Nucleus Size  
On the basis of the standard theory of nucleation,
[440,441]
 we expect that the driving force 
for graphene nucleation is the degree of supersaturation of the adsorbed carbon and barriers 
to nucleation are mainly created by the excess energy of edge carbon atoms of graphene 
nuclei. One of the central parameters in the theory of nucleation is the critical size of nucleus 
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where the driving force of supersaturation is balanced by excess energy of edge atoms that 
make the nucleus unstable. Once the nucleus exceeds the critical size, the only way to reduce 
the total chemical free energy is via enlargement of the nucleus through attachment of new 
carbon at the edge. This in turn leads to significant nucleation and growth of supercritical 
nuclei. Therefore, determination of the critical nucleus size is of fundamental importance 
toward understanding of the nucleation kinetics. 
Let us first consider the top-down, continuum approach for calculating the formation 
energy of graphene nucleus on Cu, i.e. the edge and interfacial properties of a nucleus are 
independent of size and identical to the macroscopic properties of graphene on Cu. 
Then, the free energy of formation of a graphene nucleus of compact hexagonal geometry 
is:  
 ( )
2
tot
tot C edge tot strain b
N
G N N E E             (21) 
where Ntot is the total number of carbon atoms within the graphene nucleus, ΔC, the 
supersaturation chemical potential per carbon atom which is a function of growth conditions, 
edge, the edge energy per carbon atom, Estrain, the strain energy induced by the lattice 
mismatch between graphene and Cu, and Eb, interfacial binding energy of graphene on Cu. 
Recently, the energy of a stable graphene nucleus on Cu(111) which is made up of zigzag 
edges has been calculated to be edge = - 0.4 eV/atom.
[442]
 Due to the relative small lattice 
mismatch and week interaction between graphene and Cu(111), the interface related energies 
have been calculated to be quite small: Estrain = 0.11 eV/atom
[179]
 and Eb = - 0.035 
eV/atom.
[443]
 Employing a typical value for ΔC = 0.5 eV,
[179,444]
 the critical size when ΔG = 
0 is estimated to be ~ 2 atoms.  
However, eq. 21 is not expected to be accurate for Ntot < ~50 as the properties of atomic 
size nucleus significantly deviate from the bulk-like properties of graphene on Cu at the 
macroscopic level.
[445]
 The carbon atoms on metal surface have been predicted to exhibit 
various stable configurations such as chains and arches of discrete number of carbon atoms 
before transforming into a hexagonal graphene structure.
[207,438]
 Also, the hexagonal nucleus 
is predicted to bulge out of the planar substrate due to the significant curvature induced by the 
metal-edge interaction at the periphery.
[209,438]
 On Ru and Ir, a collision of six 5-atom chains 
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is expected to give a 30 atom critical nucleus which is independent of temperature as the edge 
atoms are stabilized through interaction with surface metal atoms as revealed by in-situ 
LEEM.
[204]
 For Cu, it has been theoretically predicted that minimum size of stable nuclei are 
at least two atoms and the critical size can be affected by the partial pressure of methane, 
hydrogen, and temperature.
[207,446,447]
 However, direct observation of the critical nuclei size 
was not possible as the nucleation time was extremely short compared to the time scale of the 
experiment. The extrapolation of the data resulted in significant errors due to substantial 
coalescence and negligible nucleation at longer growth times and did not yield a physically 
realistic value. As our experimental results indicate that all nucleation occurs in the initial 
stages of the process, it is much easier to directly measure the saturation nuclei density at 
different temperatures and compare with existing models.  
 
Figure 55 Analysis of graphene nucleation behaviour. a) Natural logarithm of density of graphene 
nuclei vs. 1/T from SEM analysis at flash exposure. The linear fits are performed for the two regimes; 
desorption controlled (> 850 °C) and capture controlled (< 850 °C).  
Here, we assume that the size of critical nucleus is temperature independent and a critical 
nucleus is made up of a small number of atoms since this is often the case for the quantitative 
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rate equation treatment of the nucleation theory that the critical nucleus size is a fixed a 
priori.
[440]
 Moreover, the atomic scale critical nucleus seems to be a reasonable assumption 
supported by previous experimental and theoretical analysis of the initial steps of carbon 
nanotube formation using metallic catalysts.
[448]
 
7.3.3 Nucleation: Saturation Density of Nuclei  
In order to understand the nucleation kinetics within the framework of the existing 
nucleation model, we need to examine the density of nuclei as a function of temperature. 
Figure 55 shows the Arrhenius plot of the temperature dependent saturation density of 
graphene nuclei, Ns, estimated from density of graphene nuclei at flash exposure. We could 
identify two distinct slopes (below and above 870 °C), which reflect the presence of two 
different nucleation mechanisms governed by different activation energies.  
According to the rate equation model, under the assumption of temperature independent 
critical nucleus size, the occurrence of two nucleation regimes is a result of the competition 
between the processes of adatom capture, surface diffusion and re-evaporation.
[150,429,433]
 In 
the low temperature regime (<870 °C), the desorption of carbon adatoms is negligible due to 
its high activation energy (~ 6 eV
[207]
) so that the lifetime of an adatom at the surface before 
nucleation or attachment of carbon at the graphene nuclei edges is determined by carbon 
surface mobility. This regime then can be assigned as the capture-controlled regime where 
the nucleation rate is limited by capture of a carbon adatoms by supercritical nucleus. In the 
high temperature regime (>870 °C), the desorption rate can be significant compared to the 
mobility of carbon adatoms so that the adatom lifetime and nucleation rate can be said to be 
desorption controlled.  
The saturation density of nuclei (Ns) in the capture-controlled regime follows the 
relationship below under the assumption of atomic size critical nuclei for the methane partial 
pressure of 
4CH
P :  
 
4
3 2~ exp att d ads CH
E E E
N P
kT
  
  
        
(22) 
Therefore, the apparent nucleation activation energy in the low temperature regime 
corresponds to ELT = (2Eatt – Ed – Ead)/3 = 1 eV (Figure 55a), where Eatt is a barrier of 
attachment for the capture of a monomer by supercritical nucleus, Ed, activation energy of 
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surface diffusion of a monomer, and Ead, activation energy for dissociative adsorption of CH4 
on Cu.  
Similarly, in the desorption controlled regime,  
 
4
2 ~ exp des att d ads CH
E E E E
N P
kT
   
  
        
(23) 
the high temperature nucleation activation energy, EHT = (Edes + Eatt – Ed – Ead)/2 = 3 eV 
(Figure 55a) where Edes is the desorption energy of a carbon monomer on Cu surface . 
Considering the known values of Ed ~ 1.8 – 0.06 eV,
[439,447,449]
 Ead ~ 1.7 – 1.9 
eV,
[446,450,451]
 Edes ~ 6 eV
[207]
 on Cu and Eatt ~ 2 eV estimated from the growth on Ru,
[204]
 the 
obtained values of ELT and EHT are in a reasonable agreement with the values expected from 
the model of capture-controlled and desorption controlled nucleation, respectively.  
In both cases, the decrease in the saturation density of nuclei for increasing temperature 
can be explained by the increase in the capture probability of a supercritical nucleus relative 
to the nucleation rate due to the increase in the carbon adatom mobility (at the low 
temperature regime) or desorption rate (at the high temperature regime), reducing the 
probability of further nucleation. Furthermore, reducing the rate of hydrocarbon 
decomposition by lowering the methane partial pressure (
4CH
P ) can also decrease density of 
the nuclei in which the effect is expected to be more significant at high temperatures.  
It must be noted that, in eq. 23, Edes of 6 eV for desorption of carbon adatom was chosen 
to fit the experimental value for EHT instead of that of reverse reaction of CH4 chemisorption 
as the activation energy barrier for the reverse reaction is ~ 0.8 eV
[207]
 and too small to fit the 
experimental result. However, the activation energy of 6 eV may be prohibitively high for the 
actual carbon adatom desorption to physically occur. Alternative explanation may be that in 
the high temperature regime, multi-atomic carbon clusters can be significantly mobile and 
can decompose easily until they reach a certain critical size. The general equation for capture 
controlled nucleation involving the active species made of i carbon atoms was obtained by 
Venables et al.
[452]
 
4
2 ( 1)~ expi i att i d ads CH
i E E E iE
N P
kT
       
        
(24) 
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where Ei is the surface diffusion barrier for i-atom clusters. This equation reverts back to eq. 
22 when i = 1 (monoatomic case).  
Similarly, for desorption controlled regime, the general expression for Ns is: 
 
4
2 ~ exp
att i d des adi
s CH
E E E i E E
N P
kT
    
  
        
(25) 
Therefore, the higher EHT value than ELT may arise from the activation of the carbon clusters 
that significantly contribute to the nucleation and growth. However, further quantitative 
analysis is difficult as reasonable values for what might be i and the additional term, Ei  
remain so far unknown.   
More details on how eq. 22 and 23 were obtained are given in the Saturation nucleus 
density solution section of Appendix. The details for eq. 24 and 25 can be found in the 
articles written by J. A. Venables et al.
[452,453]
  
7.3.4 Nucleation: Effect of Substrate Surface Morphology and Nucleation 
Exclusion Zone 
 So far we have modelled the graphene nucleation on an ideal, smooth homogeneous 
surface. However, the polycrystalline Cu foil substrate exhibits various degrees of surface 
roughness, grain boundary grooves, and stepped terraces that may play an important role in 
determining the density and shape of the nuclei, and therefore the final density of grain 
boundaries of the polycrystalline graphene. Different surface morphologies can be induced by 
several types of features that are either extrinsic or intrinsic in nature. They include (1) rolling 
features and other large scale irregular dents and protrusions produced during foil 
manufacturing (Figure 49 and Figure 56a, b, d, e,), (2) grain boundary grooves evolving at 
higher temperatures due to the polycrystalline nature of the substrate
[454,455]
 (Figure 57b), (3) 
phantom grain boundaries grooves formed during Cu grain growth
[454,455]
 (Figure 57b), (4) 
step edges and kinks formed due to the misorientation of low-index crystal facets (Figure 4c), 
and (5) dislocations (Figure 57b). 
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Figure 56 Effects of different Cu morphologies are compared in order to understand the preferential 
nucleation sites. (a, b, c) Surface profiles imaged by AFM (scale bar, 5 m), (d, e, f) optical 
interferometry (scale bar, 100 m) and (g, h, i) SEM (scale bar, 1 m) performed on graphene/Cu 
samples produced at different polishing and annealing conditions. (a, d, g) unpolished Cu substrate 
with annealing temperature of 750 °C and growth temperature of 750 °C (b, e, h) unpolished Cu 
substrate with annealing temperature of 1000 °C and growth temperature of 750 °C. The dashed circle 
in (h) indicates a region of preferential nucleation on the rough area of Cu surface. (c, f, i) electro-
polished Cu substrate with annealing temperature of 1000 °C and growth temperature of 750 °C. 
Roughness measurement by AFM has yielded 18 nm, 8 nm, and 3 nm RMS for samples a, b, and c, 
respectively. 
 
0
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0
(a) (b) (c)
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(g) (h) (i)
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Figure 57 a) Optical micrograph of transferred graphene onto SiO2 where graphene thickness 
distribution reflects the Cu morphology. The darker multi-layer regions (e.g. white arrow) follow the 
graind boundaries and grooves of Cu underneath whereas brighter monolayer regions (e.g. black 
arrow) appear on a smooth Cu surface. Scale bar, 10 m b) The LEEM image (electron energy 3.5 
eV) shows Cu (100) single crystal after several cycles of sputtering and annealing at 950 °C. Step 
edges (A) as well as dislocations (B) appear darker because of the different orientation with respect to 
the incident beam. Scale bar, 2 m (c) C1s XPEEM map of the same region in (b) demonstrates that 
carbon is preferentially segregated at the step edges (A) and at the dislocations (B) (photon energy = 
397.05 eV). Scale bar, 2 m. (d) C 1s spectra at the step edge (A) and dislocation (B) in the region 
marked in (b, c).  
 
(a) (b)
(c) (d)
A
B
A
B
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On a bare Cu substrate we observed that after annealing at 1000 °C, the substrate rolling 
features become smooth as an expected effect of volume and surface self-diffusion of Cu,
[456]
 
but do not disappear completely (Figure 56b, e). Further, grain boundary grooves are 
naturally formed by Cu self-diffusion at high temperature and also phantom grain boundaries, 
a characteristic signature of boundary migration,
[454]
 are visible on the transferred graphene 
film on SiO2 (Figure 57b). We observe that these features can significantly affect graphene 
nucleation and growth. Preferential nucleation on top of the rolling marks in comparison with 
flat Cu area is observed as well as preferential growth of multilayer graphene at the grain 
boundaries and step edges/terraces of the grooves (Figure 57b). This is the experimental 
demonstration that step edges can act as energetically favourable sites for nucleation with 
lower size of critical nucleus and/or lower energy barrier for monomer attachment. 
Theoretical simulations
[179]
 have recently predicted that lower size of critical nucleus is likely 
to occur at the metal step edges, although an experimental confirmation is still needed.  
The lower energy barrier for carbon adsorption at step edges has been clearly 
demonstrated by monitoring in-situ the evolution of carbon impurities at the single crystal Cu 
surface during cleaning of the surface by Ar
+
 sputtering and annealing at about 950 °C. 
Through low energy electron microscope (LEEM) (Figure 57b) and X-ray photoemission 
electron microscopy (XPEEM) (Figure 57c), we could observe the segregation of residual 
carbon species (Figure 58) and their preferential distribution along the Cu step edges and 
dislocations after several cycles of cleaning (Figure 57b, c). In Figure 57c, the C 1s core level 
intensity distribution across the surface reveals a higher concentration of carbon at the step 
edges in comparison to the flat areas. The C 1s binding energy (Figure 57d) is observed at 
285.3 eV with FWHM of 1.4 eV. This indicates the presence of a complex mixture of sp
2
/sp
3
 
carbon species with possible presence of hydrogenated bonds.
[457]
 Step–edges (location A) 
with variable carbon amount can be identified as well as carbon accumulation at the crystal 
dislocation (location B).  
From the morphological and chemical characterization of the same region, it emerges 
that the dangling bonds at the Cu(100) step edges preferentially anchor carbon impurities that 
are probably from the manufacturing and handling process even though Cu at the surface is 
entirely reduced to its metallic state. However, we should also consider that these carbon 
impurities might be present also on the Cu foils annealed at 1000 °C in H2. Indeed, ex-situ 
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XPS has proven the presence of carbon impurities on the Cu foil after the surface preparation 
procedure while the Cu is completely reduced (Figure 50). Therefore, we should consider that 
this residual carbon might perturb growth and contribute to the formation of multilayer 
graphene at the Cu step edges.  
 
Figure 58 C1s XPEEM image of Cu (100) surface after a few cycles of Ar ion sputtering and 
annealing at 600 °C. The aggregates of amorphous carbon contaminants appear as white spots in the 
image. Ehv=397.05 eV. 
It is difficult to decouple the roles of temperature and surface morphology in imparting 
the density of nuclei as the latter evolves during annealing. Thus, we also compared 
nucleation and growth on as received, annealed and electropolished Cu substrates where no 
rough rolling features are present and the surface roughness is less than 3 nm (Figure 56c, f). 
In Figure 56g, h, i, we can see dissimilar nucleus densities and spatial distributions on the two 
surfaces after growth at 750 °C. On the unpolished sample (Figure 56g, h), graphene appears 
to preferentially nucleate along the rolling features evidenced by the higher density of nuclei 
in comparison with the lower density of nuclei away from the rolling features. While on the 
electro-polished Cu substrates (Figure 56i), the density of nuclei was homogenous over the 
whole surface. Contrary to a previous experimental finding,
[176]
 where electro-polishing 
reduced the nucleation density, the overall density of nuclei was actually higher for our 
electro-polished sample. This is possibly due to the higher degree of supersaturation required 
for nucleation in the smoother surface resulting in larger cnuc/ceq. This could also explain the 
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shorter time needed to reach full coverage on the polished sample (Figure 59). However, 
electropolishing has some drawbacks as our observations suggest pitting of the Cu surface 
during the process could result in large defects in the graphene film (Figure 59b). 
 
Figure 59 SEM images of graphene grown on: (a) unpolished Cu foil (b) electropolished Cu foil at 
880 °C for 30 sec. The arrow indicates a pit produced by electropolishing that affects uniformity of 
deposited graphene. Scale bar, 2 μm. 
In addition, we can observe that the nucleus density on the smoother region of as-
received foil (Figure 56h), which contains the corrugated regions of alternating degree of 
surface roughness arising from the rolling features, is significantly lower (2 μm-2) than the 
average density in the electropolished samples (11 μm-2), which is uniformly flat. This is due 
to the fact that lower supersaturation carbon concentration is needed to nucleate graphene in 
the rough regions where the carbon-adatom species are less mobile, in comparison to a flat 
surface. As the nucleation occurs on the rough region first, the capture of carbon adatoms by 
the nuclei in the rough region will further reduce the likelihood of nucleation of the smooth 
region within the range of the nucleation exclusion zone that depends on the surface diffusion 
length of carbon adatom.
[458]
 Therefore, under the same condition of temperature and pressure, 
the resulting graphene nuclei density will be lower in the smoother regions of an alternating 
rough/smooth surface than the average density found on a uniformly flat, polished surface. In 
the light of this, we can conclude that the lowest nucleation density occurs not on a 
continuously smooth Cu surface, but on smooth regions of an alternating rough/smooth 
surface. 
More discussions on the effect of surface morphology in the limit of low PCH4 will be 
given in the next chapter when isolated graphene nuclei are studied with low Ns on different 
Cu crystal orientations.  
(a) (b)
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Figure 60 Analysis of graphene growth behaviour. a) Semi-logarithmic plot of graphene nucleus 
growth rate vs. 1/T for the three main crystal orientations of the substrate [Cu(310), Cu(100), and 
Cu(211)]. The growth rate for each data point was obtained by calculating the mean nucleus area per 
growth time, assuming that the growth is linear for a short growth time. The activation energy for the 
growth of a nucleus is extracted from the slope of the linear fit. b) Natural logarithm of mean 
graphene nucleus area vs. 1/T for different growth time. The linear behaviour demonstrates a single 
mechanism for the entire range of growth temperature and time. c) Graphene area coverage vs. time 
behaviour comparing the curve fits from eq. 29 (dashed line) and eq. 31 (solid line).  
7.3.5 Growth: Activation Energy of Growth 
The graphene growth is a thermally activated process with an energy barrier of 2.6 ± 0.5 
eV, as extracted from the Arrhenius plot given in Figure 60a, b. This calculated activation 
energy is the same for all growth times and temperature ranges where significant coalescence 
does not occur, indicating that the energy is not nucleus size dependent and that the whole 
growth can be described by a single mechanism. To define the activation energy path, we 
need to consider the fundamental processes that can lead to the growth of a nucleus: (1) 
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dissociative adsorption of CH4 on the catalyst surface, (2) surface diffusion of the carbon 
species, and (3) enlargement of the graphene nuclei through attachment of carbon species. As 
the processes are sequential, the activation energy corresponds to the rate-limiting step with 
the largest energy barrier. We can firstly rule out step (1) as the possible rate-limiting step 
since the dissociative adsorption of CH4 to carbon adatom on Cu(111) has an estimated 
barrier of 1.7 – 1.9 eV.[446,450,451] These values are significantly lower than the observed 
activation energy for the graphene growth. Also the low energy barrier for (2) has been 
estimated to be as low as 0.07 eV for a monomer and 0.6 eV for a dimer.
[439,447]
 Therefore, on 
the bases of our analysis, the growth limiting factor appears to be the attachment of carbon at 
the growing front of a nucleus. This finding is consistent with previous work on graphene 
growth on Cu(100) under UHV conditions.
[200]
  
The activation energy of carbon attachment in the graphene epitaxial growth on 
Ru(0001)
[150,204]
 has been experimentally calculated to be 2 eV which is slightly lower than 
the energy that we found for graphene on Cu (2.6 eV). This suggests that metals with high 
carbon affinity may catalyse the formation of C sp
2
 carbon more efficiently than Cu or other 
noble metals (Au and Ag).
[459]
 
In order to determine whether the Cu grain orientation may affect the growth activation 
energy, we have specifically measured growth rates of graphene nuclei on three main 
crystalline orientations [Cu(211), Cu(100), and Cu(310)] of the polycrystalline Cu. No 
significant differences in the activation energies (Figure 60a) have been found which leads us 
to confirm that filled symmetric 3d-electron shell of Cu are very stable inducing Cu to form 
only soft bonds with carbon via charge transfer from the p electrons in the sp
2
 hybridized 
carbon to the empty 4s states of Cu.
[459]
 The energy involved in these bonds must be much 
lower than the activation energy for the graphene growth.  
7.3.6 Growth: Evolution of Graphene Area Coverage 
A simple model of edge controlled kinetics can be used to describe the growth of 
graphene islands on the Cu surface. Considering that graphene arises from the crystallization 
of supersaturated fraction of carbon adatom concentration (cnuc – ceq) according to our 
description, we could write the rate of graphene growth as the difference between carbon 
atoms attaching to the graphene edges and those leaving per unit time: 
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 G
att cu G det G
dA
k c A k A
dt
 
     
(26) 
where att cu Gk c A  are the area increase due to the C adatoms arriving, that are 
proportional to the concentration of adsorbed atoms on the graphene-free Cu surface and to 
the perimeter of the graphene island ( GA ) and det Gk A  are the rate of area decrease due to 
the C adatoms leaving. All the magnitudes are per unit of area of substrate. Because in our 
model, the adsorption and desorption rate are balanced once supersaturation is reached, the 
total number of carbon atoms adsorbed per unit area during graphene nucleation and growth 
remains constant (cnuc) such that we can write: 
 cu nuc Gc c c    (27)  
where Gc  are equal to the number of atoms in graphene. If G  is the atomic are density 
of graphene, 0.382 atoms·Å
-2
: 
  G G Gc A   (28)  
Solving equation ((26) we can write the evolution of the graphene area coverage as:  
 
0
0
2
( )
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G sat F t t
e
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e


 
  
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 (29)  
Where 1 satG
F k A
 
 
nuc eq
sat
G
c c
A


        (30) 
Asat is the saturation area of graphene for which 0
GdA
dt
  as 2
1
,  cu eq
k
t c c
k
   ; t0 is 
the nucleation time (time required for observable nuclei to form before significant growth). 
Eq. 29 fits well the experimental data (Figure 60c and Figure A4). This simple model 
assumes instantaneous nucleation (which seems to be consistent with the observations) and 
although it does not account for the coalescence of the graphene islands the fitting supports 
two of the key observations of our analysis: carbon attachment is the rate limiting step and 
the amount of supersaturation determines the final extent of coverage.  
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This analysis suggests that we can describe the formation of graphene as the two 
dimensional “crystallization” of the carbon layer adsorbed on the Cu surface. In this case, the 
overall behaviour from the early stage of nucleation to the later stage of graphene growth 
with coalescence and area saturation could also be described in a single step using the 
theoretical framework of the JMAK model. We can fit our data to an exponential curve using 
a modified JMAK equation to account for the saturation area ( satA )
[460]
 (Figure 60b):  
  01
n
k t t
G satA A e

 
     
(31) 
where k is the rate constant and n is called the Avrami exponent which reflects 
dimensionality of the system and time-dependent rates of nucleation and growth. Under the 
JMAK model, n is expected to be defined by the following equation:
[459]
 
n = b + pm     (32)  
where the exact values of b, p, and m depend on the dimensionality of the growth and 
nucleation and growth rates with respect to time (Table 5). An average of n = 1.1 ± 0.5 is 
obtained for our experimental data. Although the large error for n possibly arises from 
inhomogeneous nucleation and anisotropic growth rates on the rough, facetted Cu foil surface 
that can affect the value of the Avrami exponent, this value appears to be consistent with our 
experimental observations that imply instant nucleation (b ~ 0) and non-linear 2D, 
attachment-controlled growth (p < 1, m = 2).  
 
Table 5 Predicted parameters of Avrami exponent according to the eq. 31 and their dependence on the 
dimensionality of the system and time-dependence of the nucleation and growth behaviour.  
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7.3.7 Model for Coverage Saturation 
Having established that the graphene area asymptotically saturates without reaching 
complete coverage, the question remains on how the final coverage of graphene can be 
precisely controlled by the growth conditions (temperature, PCH4, PH2, etc.). Figure 61 shows 
that Asat increases with growth temperature below 1000 °C with a some kind of 
exponential/power behaviour. This saturation behaviour has been observed often in the 
conditions (e.g. low PCH4 and high PH2) that lead to maximization of the graphene nuclei size 
which in turn hinder the possibility to obtain a complete layer of CVD graphene.
[191,219,427]
 
This often overlooked aspect of large grain graphene growth results in the lack of 
interdomain connectivity at the nm-scale,
[219]
 which infers presence of pinholes or gaps in the 
polycrystalline graphene layers produced by CVD.  
The saturation behaviour can be explained as following. A slow growth rate, dictated by 
a low supply of methane in a diluted environment, tends to minimize the nucleation 
density
[191,219,427]
 but at the same time a balance of reactions on the Cu surface results in the 
saturation of graphene coverage before all the graphene grains are connected.
[176,190]
 The 
result is that the grain boundaries contain gaps with a dimension spanning from a few nm up 
to hundreds of nm that fragmentize the graphene layer, degrading the electrical transport,
[219]
 
the mechanical properties,
[461]
 and the chemical reactivity.
[462]
  
Starting from this experimental observation, we can now try to model graphene growth 
as a function of temperature and gas partial pressures (PCH4 and PH2) over an extended range. 
We use the framework of the modified Langmuir adsorption theory to model the self-limited 
graphene growth and obtain the saturation coverage. In this context, we first need to consider 
the balance of chemical surface reactions that lead to the formation of graphene. The overall 
reaction consists in the conversion of CH4(g) to graphene on Cu surface and H2(g). 
The overall reaction can be split into the three individual reversible reactions which lead 
to graphene formation: (1) the dissociative adsorption of CH4 once it reaches the proximity of 
the Cu surface and bind to Cu surface sites (S(Cu)); (2) desorption of adsorbed hydrogen (H(a)); 
(3) graphene formation from carbon adsorbed (C(a)) onto the Cu surface. 
1
1
4(g) (Cu) (a) (a)CH  5S  C  4H
k
k


   (33) 
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On the basis of the observation that the direct interactions of CH4(g) and H2(g) with 
graphene surface are not likely to occur, as both the decomposition of CH4(g) onto graphene 
and the etching of graphene by H2(g) without metal catalysts are found to be negligible in the 
typical range of deposition temperatures (700 – 1050 °C)[219,463]; we consider only the 
adsorption and desorption of these species at the Cu surface. 
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Figure 61 Saturation graphene coverage versus growth temperature. The curve fitting was performed 
by using eq. 46. 
We note that the reaction in eq. 33 can be broken down further into several steps 
involving the intermediate species that may form on Cu. However, the kinetic parameters of 
the intermediate steps can be combined to give an effective equilibrium constant for the 
overall reaction [details are given in the Appendix, Model for Graphene Area Saturation: 
Full Details], considering that the three reactions are sufficiently independent.  
In addition, the intermediates (hydrogenated carbon species, CHx) are not expected to be 
strongly bound to the surface
[195,464]
 and at the high temperature used for the growth, they are 
expected to be ephemeral with lifetime much less than C(a),
[465,466]
 which is often reported to 
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be the main active species for the formation of graphene on Cu.
[194,200,208]
 As of now, there is 
no conclusive answer whether carbon adsorbed onto the Cu surface is in the form of adatoms 
or clusters of a few atoms. Indeed, no experimental evidence to address this issue has been 
reported while extended density functional theory (DFT) calculations support possible 
existence of these species and their active role in forming graphene, including coexistences of 
different species.
[207,209,447]
 
In this context, we are however inclined to consider for our model that carbon adatoms 
(monomers) populate the Cu surface at high temperature and in the pressure conditions used 
for the graphene growth, as up until now a larger volume of publications has supported this 
case.
[194,200,208,464-466]
 In addition, this represents the simplest case to be considered for the 
fundamental demonstration of our model, and given its flexibility; it can readily be refined in 
the light of future experimental evidence. 
On the basis of the existing experimental data and DFT calculations available in the 
literature, we can estimate that the enthalpy of adsorption of methane on Cu is about 3.2 
eV,
[195,464,467]
 the hydrogen adsorption enthalpy is about -0.3 eV,
[468-470]
 and the enthalpy of 
graphene formation from adsorbed carbon is about -2.4 eV.
[207]
 
We then express the rate of adsorption of methane or hydrogen according to the gas 
kinetic theory as:  
 0 exp
2
ad
ad s
EP
r s f
kTmkT


 
  
 
     (36)  
where P is the partial pressure of a reactant, m is the mass of a gas molecule, k, 
Boltzmann’s constant, T, temperature, s0 is the initial sticking coefficient pre-exponential 
factor, and f(θs) is free surface coverage (θs) dependent sticking coefficient term, Ead 
activation energy of the adsorption.  
Similarly, the rate of desorption of any adsorbed species on substrate sites can be 
expressed as: 
 exp
ndes
des n
E
r v A
kT
 
  
 
     (37)  
where n, is the order of the reaction, νn is n-th order vibrational frequency and we assume 
νn = 10
13
 s
-1
 for most of the cases, which is a generally used value of a vibrational frequency 
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when the experimental value is not known, [A] concentration of the adsorbed species, Edes, 
activation energy of desorption.  
Therefore, the rates of adsorption (r+1) and desorption (r-1) for the methane 
decomposition reaction (eq 33) are respectively:  
 
4
5
1 1 CH Cur k P S       (38) 
and   
4
1 1r k C H       (39)  
Now, balancing the rates of CH4 adsorption and desorption for the reaction (33) at 
equilibrium, we can define the constant of equilibrium, K1 for the reaction (eq. 33) as: 
   
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4 4
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(40) 
Here, we assume that C and H adatoms competitively bind to the available surface sites 
that are not covered by graphene such that [C] = θCρs /(1 - θG) and [H] = θHρs /(1 - θG) where 
ρs is the density of the surface sites on Cu (~1.5  10
19
 m
-2
) and the sticking coefficient 
according to the Langmuir theory of monolayer adsorption is
[171]
 :  
 0 1s s H C Gs f               (41) 
We note that the coverage by CHx species resulting from the decomposition of methane 
are not considered since they are considered to be short-lived.
[465]
 
Similarly for the hydrogen adsorption/desorption reaction (eq.34):  
 
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     (42) 
Finally, for graphene formation reaction (eq. 35), we consider the balance of attachment and 
detachment rates of carbon atoms per unit length of graphene phase boundary based on two-
dimensional crystallization kinetics.
[171]
  
   3 3 3_ exp attcu Cu
E
r k C a v C
kT
  
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 
     (43), 
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and 
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a kT
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 
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   
 
     (44) 
where ν+3_Cu and ν+3_G are the vibrational frequency factors for Cu and graphene, respectively, 
and aCu = 2.3 10
-10
 m and aG = 1.42  10
-10
 m are the lattice spacing for Cu and graphene, 
respectively. 
The equilibrium constant for reaction (35) is then: 
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     (45) 
Solving for the coverage of graphene from above equations, we obtain: 
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     (46) 
Thus, we now have an expression for the area coverage of graphene as a function of the 
temperature (eq. 46) and we can fit this to the experimentally obtained graphene coverage 
values. Fixing the enthalpy values and using the pre-exponential factor of K3 as the only 
fitting parameter, we obtained the value of the pre-exponential coefficient from the curve 
fitting to be 6.3 x 10
-18
 m
-2
 (Figure 61). This is a reasonable value as the vibrational 
frequency factors can vary over a few orders of magnitude.
[471]
 
Based on the calculated values of equilibrium constants, we can identify the set of 
growth conditions for a continuous coverage of graphene, incomplete coverage of graphene, 
and no-possible formation of graphene. In Figure 62a, the contours plot for graphene area 
coverage is shown for extended range of experimental conditions of temperature and the ratio, 
PCH4/PH2
2
, where we can assume that the enthalpy values and pre-exponential factors remain 
constant. Moreover, various experimental data points have been added in order to test our 
model in the light of the experimental results already published in the literature.  
In the region with zero graphene coverage, θG < 0, the adsorbed carbon remains as two 
dimensional gas without forming an extended sp
2
 network as the surface concentration of 
carbon adatoms is low.
[171]
 Between θG = 0.997 and θG = 0, the ensemble of growth 
parameters leads to the coexistence of graphene islands and adsorbed carbon in the copper 
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surface without actually enabling the formation of continuous coverage. Note that PCH4/PH2
2 
was chosen as the main parameter for the gas phase because θG was found to be virtually 
independent of individual gas partial pressures if the ratio remained fixed (detail is given in 
the Appendix, Details on graphene coverage in terms of degree of supersaturation).  
We can see that both the data points related to continuous graphene 
layer
[18,20,70,143,341,350,472]
 and discontinuous graphene layer
[196,473-477]
 fall within the range of 
PCH4/PH2
2 
values and temperature predicted to provide the same behaviour. Further, we have 
also plotted our experimental data (red squares) referring
[427]
 to graphene grown at different 
temperatures where the graphene coverage can be either complete or incomplete depending 
on the temperature. 
 
Figure 62 Contour plot for saturation graphene coverage, θG (θG values are indicated by the labels 
near the left axis). Values calculated from experimental conditions reported in the literature for 
various growth conditions have been plotted for comparison. 
Our theory can be further applied to provide a useful insight regarding the degree of 
supersaturation during graphene nucleation as the saturation area coverage can also be 
determined by the supersaturation concentration of adsorbed carbon, [C]sup at the onset of 
nucleation.
[171]
 On the basis of Langmuir theory, the supersaturation concentration of carbon 
adatoms can be estimated to be [C]sup = θc
’ρs where θc
’
 is the coverage of carbon atoms 
considering only the balance of reactions (33) and (34) on Cu surface before the onset of 
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graphene nucleation and growth. This sets upper limit on the physical supersaturation level of 
carbon adatoms. Within the limit of attachment/capture controlled nucleation and growth, this 
gives a reasonable upper limit for actual [C]sup since adsorption and desorption equilibrium 
(eq 33 and 34) is reached more quickly than the attachment/detachment equilibrium (eq 35). 
For a finite graphene coverage, [C]sup must be greater than the equilibrium carbon 
concentration, [C]eq = 1/K3. Figure 63a shows the variation of [C]sup and [C]eq as a function of 
temperature. The intersection (indicated by an arrow) determines the minimum growth 
temperature required to form graphene.  
Thus, the equation for saturation area coverage can be rewritten as (details are provided 
in the Appendix, Details on graphene coverage in terms of degree of supersaturation):  
 
 
sup
1
eq
G
C
C
        (47) 
 
Figure 63 a) Variation of supersaturation carbon concentration and equilibrium carbon concentration 
with temperature. The arrow indicates the temperature (~954 K) below which graphene formation 
does not occur as csup > ceq. The CH4 and H2 partial pressures used for the calculation are PCH4 = 40 Pa 
and PH2 = 360 Pa. b) Variation of supersaturation chemical potential with partial pressure ratios 
and temperature.  
The supersaturation chemical potential represents the driving force to form graphene at 
the onset of nucleation and it can be conveniently used as criteria for nucleation and growth 
of graphene for a set of various growth conditions. We have calculated the supersaturation 
chemical potential values for the data points based on the reported values of partial pressures 
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of CH4, H2 and growth temperatures. μsup as a function of partial pressures and temperature 
are illustrated in Figure 63b.  
There are possible sources of error in the computed plots, such as inaccuracy of enthalpy 
values extrapolated by the DFT calculations, the equilibrium pre-exponential factors due to 
variability of the surface morphology and crystallinity of the Cu surface, and the systematic 
errors associated to accuracy in the partial pressure measurements. We have associated 
uncertainties to these values and computed the error bounds for the contours in Figure A3. It 
is worth noting that the errors are not significant (well below one order of magnitude) and the 
data from the literature fit well with our model within the range of the error bounds. Another 
challenge to our model is that in the limit of high θG close to 1, there may be an additional 
energy required to properly “stitch” the graphene grains of different orientations to for a 
continuous polycrytalline graphene. This may be especially true for Cu(100) and other high 
index planes where rotated domains of various misorientation angles are frequently observed. 
Since the formation energies for the grain boundaries are so far unknown, we assume the case 
of a single rotational domain as in the case of Cu(111). In the limit of low supersaturation, 
μsup ~ 0, we have not considered the additional energy barrier to form the critical nuclei 
whose size has not been reliably predicted so far. θG value estimated by our model in this 
limit represents the upper limit where there is no barrier for nucleation. Further systematic 
experiments will help to refine the predictions. 
Overall, on the basis of our model, it is generally advisable to perform graphene growth 
at high partial pressure of the carbon source and temperature in order to obtain a continuous 
layer. High temperature is also beneficial to decrease the density of nuclei, which is also in 
agreement with experimental observations
[191,427]
 and the theoretical predictions of the rate 
equation model.
[427,429]
 However, graphene grains of significantly larger size are formed 
under the extremely low pressure conditions in which continuous graphene coverage cannot 
be achieved.
[191,219]
 To overcome this hurdle, one possible solution is employing two-step 
growth where large grains of graphene nucleate at low density and grow to saturation under 
low PCH4 and high PH2 in the first step, and then PCH4 is increased in order reach a continuous 
graphene in the 2
nd
 stage. Indeed this has been experimentally shown by X. Li et al.
[190,191]
 
after empirical observation that the density of nuclei increases at lower temperatures. Now to 
do so, appropriate gas pressures can be chosen by directly referring to the plot. 
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Another useful implication of our model is that fast cooling and termination of H2 flow 
into the chamber during the cooling stage are preferred for defect free graphene coverage, 
because at lower temperature the chemical potential toward complete coverage of graphene 
decreases for fixed PCH4/PH2 which then leads to the catalytic etching of graphene by H2 
during cooling. This effect of H2 etching has also been observed by Zhang et al.
[195]
 where 
etching becomes more significant at lower temperature than 1000 °C as the equilibrium shifts 
toward the left side of the CH4 decomposition reaction (eq. 33).  
We can also estimate the concentration of C adatoms based on the experimental results 
of area coverage evolution over time. Previously, the expression for time-dependent graphene 
area coverage, AG(t) could be obtained by solving the following differential equation of a 
simple, edge-controlled kinetics eq. 26: 
 
 where att cu Gk c A  are the rate of graphene area coverage increase due to atoms arriving, 
that are proportional to the concentration of adsorbed atoms on the graphene-free Cu surface 
and to the perimeter of the graphene island ( GA ) and det Gk A  are the rate of decrease in 
the area coverage due to atoms leaving.  
Eq. 26 and the solution to the equation (eq. 29) can be modified according to our model 
that:  
sup
( 0)cu nucc t c C   , assuming that adsorption and desorption equilibrium is reached 
much faster than the nucleation of and growth of graphene, cnuc = [C]sup at the onset of the 
nucleation.  
And  ( )cu eq eqc t c C   (48) 
Using the relationship for the predicted saturation area, θG, [C]sup and [C]eq : 
  
 
 
sup
( ) 1
eq
G sat G
C
A t A
C
      (49) 
Also,  
( )
0 1G att nuc G det
dA t
k c k
dt


    (50) 
Substituting the above relationships to eq. 26, and solving the equation, we can write the 
evolution of the graphene area coverage as:  
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where 
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(52)
 
Here, katt which gives the rate of the overall fractional area increase per unit time, can be 
linked to k+3 which gives the number atoms arriving per unit length of a nucleus edge per unit 
time, as 
 3
 G G
S
k Cda
a
dt 
  and  G s GA N a , where aG is a mean area of graphene nucleus, 
and Ns is the density of nuclei independent of time assuming instantaneous nucleation. 
 Therefore,
3
 
s
att
G
k N
k

      (53) 
 Then the exponential factor, F, related to the rate constant of carbon attachment now 
becomes: 
 
3_3
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cu Cunuc s G att
nuc s G
G G
a vk c N E
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
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 
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(54) 
Then, using the experimentally obtained F, and Ns, and θG, and estimated value of k+3, 
cnuc can be calculated by the following equation: 
 
3
G
nuc
s G
F
c
k N


      (55) 
The calculation for cnuc based on the analysis of the experimental values of F, Ns, and θG 
(Figure 64) yields the supersaturation surface carbon concentration values on the order of ~1 
× 10
9
 m
-2
 in the range of 720 – 1000 °C, which are remarkably similar to the range of [C]sup 
values predicted by our model, although the large uncertainty in v+3_Cu and F makes further 
analysis difficult. This [C]sup value is much lower than surface carbon adatom concentration 
of > 10
16 
m
-2
 on Ru(0001)
[204]
 (consequence of high adsorption energy of C on Ru) that has 
been measured by in-situ LEEM. The extremely low surface concentration is possibly the 
reason that the recent attempt to directly measure the surface carbon concentration on Cu by 
LEEM or XPEEM techniques
[203]
 has been fruitless so far. 
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Figure 64 The ln(F(θGNs)
-1/2
) vs. 1/T curve based on the temperature dependent experimental results. 
The temperature dependent F values were calculated from the fitted values of time-dependent 
graphene area coverage in Figure A2. The linear fitting was performed to estimate the value of critical 
supersaturation concentration, cnuc.   
It is worth noting that our basic approach based on the balance of adsorption/desorption 
and surface reactions could be extended to include the effect of other transient species (e.g. 
the CHx). However this will not detract from the main conclusion (the existence of three 
regions defined by the balance of the reactions) and furthermore, the fact that we can obtain a 
good predictive fitting by considering only the C adatom species may indicate that this is the 
most important active carbon species. 
7.4 Conclusions 
In summary, our analysis shows that graphene arises from the crystallization of a 
supersaturated fraction of carbon-adatom species and that its nucleation density is the result 
of competition between the rates of nucleus growth by adatom capture, surface diffusion of 
carbon species, and desorption of carbon adatoms. As the energetics of these phenomena 
varies with temperature, the nucleation activation energies can change significantly with 
temperature, thus defining two nucleation density regimes: one controlled by carbon adatom 
species capture at low temperatures (<870 °C) and the other, controlled by desorption at high 
temperatures (>870 °C). On the other hand, the graphene growth can be uniquely described 
by the carbon attachment to the graphene edges as the rate-limiting step with activation 
energy of 2.6 eV. In all cases, an important role is played by the substrate roughness. 
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Interestingly, on the basis of our model and experimental observation, the graphene nucleus 
density can be lower in the flat regions of an alternating rough/flat surface than the average 
density found on a uniformly flat substrate due to the effect of the nucleation exclusion zone.  
Control over the supersaturation carbon concentration, which is needed to nucleate 
graphene, and the equilibrium concentration of adsorbed carbon species on the Cu surface 
enables production of a continuous, pinhole-free graphene film. To this end, we have 
modelled the graphene growth by CVD on Cu surfaces to formulate the criteria for specific 
graphene coverage. The latter provides the range of growth parameters (temperature and gas 
pressures) in which two phases (graphene and adsorbed carbon) uniquely define the 
conditions for a continuous polycrystalline graphene layer, an uncompleted polycrystalline 
graphene layer coexisting with adsorbed carbon and adsorbed carbon species without 
graphene coverage. The phase diagram provides strategies to address the fundamental 
problems of continuity, and crystalline grain dimensions. Thus, our analysis provides the 
physical model that can guide the synthesis of single crystal graphene films by carefully 
engineering the substrate surface and selecting growth conditions.  
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8 Effect of Cu Crystal Orientation on 
Shape, Orientation, and Alignment of 
Graphene Nuclei 
8.1 Introduction 
In this chapter, the epitaxial relationship between the graphene overlayer and Cu 
substrate of various crystal orientations will be examined to provide a guideline for 
controlling the density, shape, and alignments of the polycrystalline CVD graphene at the 
mesoscale. The epitaxial relationship between graphene and Cu is not a very well explored 
subject in current literature because graphene’s epitaxial registry on Cu has been perceived to 
be completely incommensurate without any preference for rotational alignments due to the 
large structural mismatch and weak C-Cu interaction. However, recent growth experiments 
performed on low index Cu surfaces, Cu(100) and Cu(111) have shown strong evidence for 
preferred alignments with respect to the Cu crystal orientations.
[178,180,202,428,478-480]
 Moreover, 
the growth behavior (growth rates, density of nuclei, and shapes) appears to be affected by 
Cu crystal orientations.
[175,481]
 In order to determine the detailed epitaxial relationships and 
select the best Cu surface for tailoring graphene mesoscale structures with desired properties, 
more comprehensive set of experiments is required.  
In this work, CVD growth of graphene on Cu is performed on low index Cu surfaces, 
Cu(100), Cu(111), and Cu(110), as well as high index surfaces such as Cu(310), Cu(211), 
and Cu(221) at low PCH4 conditions. This has been enabled by using polycrystalline Cu foil of 
random texture. Extrinsic surface defects of the foil such as rolling features and scratches 
have been eliminated by annealing and electro-polishing which has produced smooth surfaces 
to clearly distinguish the intrinsic dependence of graphene growth features on Cu crystal 
orientations. Using the general model of epitaxial deposition and group theory, the crystal 
orientation dependence of graphene nucleus symmetry, anisotropy, and alignments of the 
graphene nuclei is explained.   
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8.2 Results and Discussion  
The experimental setup, growth methods, and characterization techniques for the 
following results are described in Experimental Setup Chapter. Here we have used much 
lower PCH4 (using a leak valve to control the flow rate of CH4 instead of mass flow controller) 
than the experiments performed in the previous chapter reduce the growth rate in order to 
observe isolated graphene nuclei at low nucleus density and coverage.  
 
Figure 65 Texture Analysis of Cu foils by EBSD. a) Cu crystal orientation colour map of 127 m Cu. 
b) Crystal orientation colour map of 25 m CuLP1. d) (111) pole figures for four types Cu foils.  
8.2.1 Texture Analysis of Cu Foils 
In order to determine the crystal orientation of Cu, extensive crystallographic 
characterization on various Cu foils after graphene growth was performed. It was found that 
the crystal orientations of Cu grain even after graphene growth at high temperatures over 
1035 °C, heavily depends on the initial foil texture that likely originates during the 
manufacturing. The most commonly used Cu substrate in the literature and in this work is 25 
m thick, 99.8 at. % purity Alfa Aesar Cu foil #13302 lot H18W024 (25m Cu-LP1). This 
foil is initially cubic textured (100) without significant misorientation as can be seen from the 
EBSD mapping in Figure A5 in Appendix and it undergoes abnormal grain growth at 
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temperatures greater than 900 °C (Figure 65 and Figure 66). Under abnormal growth, Cu(100) 
grains were consumed by the enlarged grains that mostly have either (310) or (221) type 
orientations. The reason for the abnormal grain growth of high index Cu crystals over low 
index surfaces in Cu #13302 is not clear, however, this may be due to the impurities or 
inherent strain within the Cu foil and accelerated grain boundary movements at the surface of 
the foil for certain grain orientations as the size of the grains become larger than the thickness 
of the foil.
[482]
 
 
Figure 66 a,b) XRD intensity of Cu foils (127 m Cu and 25 m Cu-LP1) before (a) and after (b) the 
growth. c,d) Cu grain size distribution for Cu foils (127 m Cu and 25 m Cu-LP1) before (c) and 
after growth (d). 
Other types of Cu foil examined were #13380 127m thick, 99.9 % purity Cu foil 
(127m Cu), #10950 25 m thick, Puratronic 99.999 % purity Cu foil (25 m Cu-HP), and 
#46986 25 m thick, 99.9% purity Cu foil (25 m Cu-LP2) which were all supplied by Alfa 
Aesar. In most cases, these Cu foils exhibit richer variety of Cu crystal orientations (Figure 
65), and have less tendency to undergo abnormal grain growth. The XRD results in Figure 
66a and Figure 66b suggest that the texture after growth was largely unchanged from the 
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initial textures. This highlights the importance of the manufacturing technique to prepare the 
Cu substrates of desired orientations.  
 
Figure 67 AFM 3D topography of 127 μm thick Cu, and 25 m thick Cu-LP1 after growth.  
 
Figure 68 AFM height profiles of 25 m Cu-LP1 after growth. (a) Polycrystalline region with 
Cu(100) and Cu(310) grains. Scale bar, 10 m. (b) High magnification AFM image of region of flat 
atomic terraces. Scale bar, 1 m. (c) High magnification AFM image of Cu(210) region illustrating 
the presence of aligned, periodic facets. Scale bar, 1 m. 
8.2.2 Surface morphology of Cu foils 
Before examining the influence of Cu crystal surfaces on the graphene growth, the effect 
of the extrinsic defects such as surface roughness and rolling features on Cu must be 
addressed. Figure 67 shows the AFM 3D topology profiles for 25 m Cu-LP1 and 127 m 
Cu foils after graphene growth. The large scale, parallel undulations in heights with 
periodicity of micrometres can be ascribed to the rolling features of Cu foil. Between the 
peak and trough of the undulations, 25 m Cu-LP1 appears to have atomically flat terraces of 
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Cu(100) surface with vicinal step edges. On the other hand, 127 m Cu has rougher and 
disordered surface facets that do not exhibit atomically flat surfaces as in the case of 25 m 
Cu. In addition, on 25 m Cu-LP1, crystal orientation dependence on the Cu surface topology 
can be clearly seen. The AFM image in Figure 68 clearly illustrates that appearance of the 
step edges depend on Cu crystalline orientations, with Cu(100) exhibiting larger patches of 
flat atomic terraces with curved step edges with irregular shapes, while Cu(211) surface 
exhibits aligned facets in one direction with regular periodicity. This formation on parallel 
ridges on high index surfaces has been attributed to minimization of surface energy by 
breaking up of the flat surface to low surface energy surface facets [usually Cu(100) and 
Cu(111)]. 
[483,484]
 This feature has been known to develop more prominently at low pressure 
and high temperature through the effect of thermal etching.  
 
Figure 69 SEM image of as grown graphene on 127 μm Cu without polishing (left) and with electro-
polishing (right) for growth conditions of PCH4 = 0.4 mbar, PH2 = 3.6 mbar, Tgrowth = 1030 °C, tgrowth = 
30 min. Scale bars, 10 μm. 
8.2.3 Effect of Electropolishing on Graphene Growth: Removal of Extrinsic 
Surface Defects 
As the extrinsic features of Cu morphology hinder detailed examination of graphene 
growth on flat Cu crystal surfaces, electropolishing has been employed to eliminate most of 
the extrinsic surface defects. The rougher nanoscopic surface features have lead 127 m Cu 
to yield much higher coverage and number of graphene multilayer nuclei that what was 
obtained on 25 m Cu-LP1 at the usual growth conditions. As can be seen in Figure 69, the 
multilayer coverage (darker contrast in the SEM images) is much smaller on the 
Not Polished Electro-polished
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electropolished sample with 127 m Cu foil of the same crystal texture. This appears to be a 
general observation for all the Cu foils investigated where multilayer nucleation is initiated at 
the surface defects. The high thickness and non-uniformity in regions of high surface 
roughness have been explained by variation in flux of CH4 arriving at the copper surface in 
the mass transport regime of the CVD.
[143]
 
 
Figure 70 Effect of electropolishing at low supersaturation on 25 μm Cu-LP1. The SEM images show 
that much larger density of nuclei is seen on as-received foil (left) than on the electropolished 25 μm 
Cu-LP1 (right). PCH4 = 0.001 mbar, PH2 = 1.4 mbar, Tgrowth= 1030 °C, tgrowth = 50 min. Scale bars, 200 
μm. 
Moreover, the electropolished surface gives significantly lower density of nuclei at low 
methane pressure. Contrary to the high PCH4 growth where instantaneous nucleation occurs 
uniformly over large area even on a flat surface,
[427]
 the low PCH4 results in low 
supersaturation of carbon adsorbates that results in non-instantaneous nucleation only on 
defect sites that can be eliminated by electropolishing. Figure 70 shows much less density of 
nuclei after the growth time of 50 minutes at low PCH4 on an electropolished surface. This will 
be beneficial toward increasing the grain size of graphene when the continuous film is 
obtained.  
It must be recognized that electropolishing cannot entirely eliminate the surface 
roughness (thereby surface defect induced nucleation) which are produced by grain boundary 
grooving and phantom grain boundaries
[455]
 that occur during the annealing stage just before 
the growth (Figure 71a). In addition, a caution must be exercised as the pitting of the surface 
formed during non-ideal electropolishing conditions (voltage overshoot, oxygen bubble 
formation, etc.) can also induce extra seeding of graphene nuclei (Figure 71b).  
Not Polished Electro-polished
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Figure 71 Effect of surface imperfections present after electropolishing. a) SEM image of 
electropolished 127 μm Cu after growth. High density of nucleation along the grain boundary grooves 
is apparent. PCH4 = 0.0015 mbar, PH2 = 0.23 mbar, Tgrowth= 1030 °C, tgrowth = 2 min. Scale bar, 200 μm. 
b) SEM image of graphene nuclei on 25 μm Cu-LP1. Preferred nucleation is evident at the pits 
indicated by arrows which were produced during the electropolishing process. PCH4 = 0.0015 mbar, 
PH2 = 2.2 mbar, Tgrowth= 850 °C, tgrowth = 40 min. Scale bar, 20 μm. 
One way to visualize the microstructure in continuous graphene is to employ LEED and 
dark-field LEEM analysis. Figure 72 shows the colour map of relative orientations of 
graphene grains superimposed on LEEM image within the continuous film on different 
substrates: as-grown on a unpolished Cu foil (25m Cu-LP1), transferred on an Au/mica 
substrate, and transferred on a SiO2/Si following the growth on electropolished substrate 
(25m Cu-LP1). Below the dark-field images are the LEED patterns from the same areas 
used to construct the orientation dependent maps of the grains. The Cu substrate exhibited 
facets which did not allow the entire area within the field of view to be completely imaged by 
dark field analysis as the graphene grown on the surface facets does not lie normal to the rest 
of the imaged surface. This is also evident from the extra spots (indicated by the circles in 
Figure 72a) in the LEED patterns away from the main, first-order diffraction patterns that are 
likely coming from the tilted facets.  
(a) (b)
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Figure 72 Average dark field LEEM (top) and LEED (bottom) images of texture of continuous 
graphene films. a) as-grown on 25 μm Cu-LP1 without electropolishing. b) Grown on as-received 25 
μm Cu-LP1 transferred on Au/mica substrate. c) Grown on electropolished 25 μm Cu LP1 transferred 
on SiO2/Si substrate. The orientation colour map is overlaid on the LEEM images for non-
electropolished, polycrystalline samples according to the relative orientations. The dark areas in 
LEEM image in (a) without colour mapping are facetted areas that could not be imaged by the angle 
dependent dark field imaging as the diffraction spots (indicated by the circles) lie away from the main 
1
st
 order diffraction patterns.  
As can be seen from Figure 72c, the electropolished surface exhibited a larger domain 
size compared to graphene grown on unpolished Cu such that the grain size is bigger than the 
field of view of 4 μm diameter. Z. Luo et al.[176] and G. H. Han et al.[177] have demonstrated 
that surface roughness of Cu greatly increases the density of nuclei by comparing the growth 
experiments on scratched and electropolished Cu surfaces. S. Nie et al.
[203]
 has also reported 
the breakup of a single graphene nucleus into multiple rotational domains as a nucleus 
enlarges across the step bunches on Cu(111). The role of the surface defects in producing 
misaligned, polycrystalline domains reported in the literature appears to be consistent with 
the current observations reported here.  
0°
60°(a) (b) (c)
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Figure 73 SEM image of graphene grown on polycrystalline Cu of different crystal orientations. PCH4 
= 0.0001 mbar, PH2 = 2.5 mbar, Tgrowth= 1030 °C, tgrowth = 5 min. Scale bar, 20 m. 
8.2.4 Cu Crystal Orientation Dependence on Graphene Morphology 
Now, we focus our attention to growth of graphene on electropolished surfaces of 
different Cu crystal orientations. In Figure 73, for instance, the graphene nuclei grown on 
different Cu crystal surfaces of a polycrystalline substrate were found to have different 
shapes, alignments, anisotropy, density, and coverage. After analysing the graphene nucleus 
morphology on Cu grains of known crystal orientations using 25m Cu-LP1, 25m Cu-LP2, 
and Cu single crystals for a wide range of growth conditions, three families of distinct 
symmetry were observed in the nucleus shape: (1) 6-fold on Cu(111) (Figure 74) and Cu(310) 
(Figure 75), (2) 4-fold on Cu(100) (Figure 76), and (3) 2-fold on Cu(110) (Figure 78), 
Cu(221) (Figure 77), and Cu(211) (Figure 79). This appears to be a general observation 
regardless of the substrate purity (99.8% to 99.9999 %). In addition, depending on the degree 
of supersaturation (PCH4/PH2 ratio) and density of nuclei, the shapes exhibit different 
anisotropy. For example, the four-lobed flower like structure on Cu(100) becomes more 
compact and square-like at high PH2 especially when the nucleus is isolated and grown at high 
Cu(310) Cu(221)
Cu(221)
Cu(100)
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temperature and long growth time as shown in Figure 76. This observation of more compact 
morphology has been previously observed by Vlassiouk et al.
[196]
 Furthermore, the alignment 
of the graphene nuclei appears to be highly correlated with the orientation of underlying Cu 
grain indicating a preferential orientation of graphene crystal with respect to the substrate 
crystal lattice.  
 
Figure 74 SEM images of graphene nuclei grown on Cu(111) at various conditions. a) PCH4 = 0.004 
mbar, PH2 = 0.35 mbar, Tgrowth= 1000 °C, tgrowth = 0.5 min. Scale bar, 1 m. b) PCH4 = 0.0015 mbar, PH2 
= 0.23 mbar, Tgrowth= 1000 °C, tgrowth = 2 min. Scale bar, 2 m. c) PCH4 = 0.0025 mbar, PH2 = 1 mbar, 
Tgrowth= 1000 °C, tgrowth = 0.5 min. Scale bar, 2 m. d) PCH4 = 0.002 mbar, PH2 = 0.34 mbar, Tgrowth= 
1000 °C, tgrowth = 0.5 min. Scale bar, 2 m. e) PCH4 = 0.0003 mbar, PH2 = 8.25 mbar, Tgrowth= 1000 °C, 
tgrowth = 0.5 min. Scale bar, 2 m. f) PCH4 = 0.004 mbar, PH2 = 0.35 mbar, Tgrowth= 1030 °C, tgrowth = 4 
min. Scale bar, 10 m. g) PCH4 = 0.004 mbar, PH2 = 0.39 mbar, Tgrowth= 1030 °C, tgrowth = 0.5 min. 
Scale bar, 2 m. h) PCH4 = 0.0001 mbar, PH2 = 2.5 mbar, Tgrowth= 1030 °C, tgrowth = 5 min. Scale bar, 4 
m. i) PCH4 = 0.0002 mbar, PH2 = 8 mbar, Tgrowth= 1030 °C, tgrowth = 1 min. Scale bar, 4 m. 
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Figure 75 SEM images of graphene nuclei grown on Cu(310) at various conditions. a) PCH4 = 0.0015 
mbar, PH2 = 0.23 mbar, Tgrowth= 1000 °C, tgrowth = 2 min. Scale bar, 2 m. b) PCH4 = 0.017 mbar, PH2 = 
0.15 mbar, Tgrowth= 1030 °C, tgrowth = 4 min. Scale bar, 4 m. c) PCH4 = 0.0015 mbar, PH2 = 0.23 mbar, 
Tgrowth= 1030 °C, tgrowth = 2 min. Scale bar, 4 m. d) PCH4 = 0.004 mbar, PH2 = 0.34 mbar, Tgrowth= 
1030 °C, tgrowth = 4 min. Scale bar, 4 m. e) PCH4 = 0.001 mbar, PH2 = 0.36 mbar, Tgrowth= 1030 °C, 
tgrowth = 50 min. Scale bar, 10 m. f) PCH4 = 0.0015 mbar, PH2 = 2.2 mbar, Tgrowth= 1030 °C, tgrowth = 40 
min. Scale bar, 10 m. g) PCH4 = < 0.0001 mbar, PH2 = 0.6 mbar, Tgrowth= 1070 °C, tgrowth = 350 min. 
Scale bar, 4 m. h) PCH4 = 0.0015 mbar, PH2 = 1.3 mbar, Tgrowth= 1070 °C, tgrowth = 50 min. Scale bar, 
50 m. 
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Figure 76 SEM images of graphene nuclei grown on Cu(100) at various conditions. a) PCH4 = 0.0015 
mbar, PH2 = 0.23 mbar, Tgrowth= 1000 °C, tgrowth = 2 min. Scale bar, 1 m. b) PCH4 = 0.004 mbar, PH2 = 
0.33 mbar, Tgrowth= 1030 °C, tgrowth = 0.5 min. Scale bar, 2 m. c) PCH4 = 0.0001 mbar, PH2 = 2.5 mbar, 
Tgrowth= 1030 °C, tgrowth = 5 min. Scale bar, 4 m. d) PCH4 = 0.0001 mbar, PH2 = 0.87 mbar, Tgrowth= 
1030 °C, tgrowth = 7 min. Scale bar, 4 m. e) PCH4 = 0.0001 mbar, PH2 = 0.87 mbar, Tgrowth= 1030 °C, 
tgrowth = 7 min. Scale bar, 400 nm. f) PCH4 = 0.017 mbar, PH2 = 0.145 mbar, Tgrowth= 1030 °C, tgrowth = 4 
min. Scale bar, 4 m. g) PCH4 = 0.0015 mbar, PH2 = 0.23 mbar, Tgrowth= 1030 °C, tgrowth = 2 min. Scale 
bar, 2 m. h) PCH4 = 0.004 mbar, PH2 = 0.389 mbar, Tgrowth= 1030 °C, tgrowth = 4 min. Scale bar, 10 m. 
(i) PCH4 = 0.001 mbar, PH2 = 0.36 mbar, Tgrowth= 1030 °C, tgrowth = 50 min. Scale bar, 4 m. (j) PCH4 = 
0.0015 mbar, PH2 = 2.2 mbar, Tgrowth= 1030 °C, tgrowth = 40 min. Scale bar, 10 m. 
 
Figure 77 SEM images of graphene nuclei grown on Cu(221) at various conditions. a) PCH4 = 0.0015 
mbar, PH2 = 0.23 mbar, Tgrowth= 1030 °C, tgrowth = 40 min. Scale bar, 4 m. b) PCH4 = 0.0015 mbar, PH2 
= 0.23 mbar, Tgrowth= 1000 °C, tgrowth = 2 min. Scale bar, 4 m. c) PCH4 = 0.004 mbar, PH2 = 0.8 mbar, 
Tgrowth= 1000 °C, tgrowth = 0.5 min. Scale bar, 2 m. d) PCH4 = 0.0001 mbar, PH2 = 0.87 mbar, Tgrowth= 
1030 °C, tgrowth = 7 min. Scale bar, 2 m. e) PCH4 = 0.004 mbar, PH2 = 0.34 mbar, Tgrowth= 1030 °C, 
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tgrowth = 4 min. Scale bar, 4 m. f) PCH4 = 0.0015 mbar, PH2 = 0.23 mbar, Tgrowth= 1030 °C, tgrowth = 2 
min. Scale bar, 20 m. g) PCH4 = 0.0001 mbar, PH2 = 2.5 mbar, Tgrowth= 1030 °C, tgrowth = 5 min. Scale 
bar, 2 m. 
 
Figure 78 SEM image of graphene nuclei grown on Cu(110). PCH4 = 0.0015 mbar, PH2 = 0.23 mbar, 
Tgrowth= 1000 °C, tgrowth = 2 min. Scale bar, 2 m. 
 
Figure 79 SEM images of graphene nuclei grown on Cu(211) at two different conditions. a) PCH4 = 
0.0015 mbar, PH2 = 0.23 mbar, Tgrowth= 1000 °C, tgrowth = 2 min. Scale bar, 2 m. b) PCH4 = 0.001 mbar, 
PH2 = 0.23 mbar, Tgrowth= 1000 °C, tgrowth = 2 min. Scale bar, 10 m. 
The plot in Figure 80 shows the measured average domain size and density of nuclei 
graphene grown on various Cu surface crystal orientations at a fixed set of growth conditions. 
It is apparent that on Cu(111), the density of nuclei is significantly higher and average nuclei 
size is much lower in comparison with other Cu orientations. Cu(111) appears to be also 
unique in terms of dendritic growth features compared to others and nucleation and growth 
rates are much slower especially for low PCH4 (Figure 82). The morphology and alignments 
are also significantly influenced by the step edges such that when grown on the area with a 
high density of step edges, nucleation tends to occur along the step edges and the 6-fold 
symmetry of the nucleus shape becomes either skewed or lost. 
PCH4/PH2
2= 0.028
PCH4/PH2
2= 0.028 0.019
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Figure 80 Plot of Cu crystal orientation dependent mean nucleus area and density of nuclei. PCH4 = 
0.0015 mbar, PH2 = 0.23 mbar, Tgrowth= 1000 °C, tgrowth = 2 min. Scale bar, 1 m. 
This effect of the step edges was also seen in other Cu orientations especially at low 
growth temperatures (< 900 °C). As seen in Figure 81, elongated graphene ribbons appear 
along the step edges together with more isotropic islands at flat terraces as in the case of high 
temperatures. The step driven nucleation leads to alignment of graphene nuclei strictly 
dictated by the step edges and the direction of alignment can be different from the alignment 
at high temperature (Figure 83). The anisotropic growth along the step edges direction is 
especially prominent in Cu(211) surface where the rectangular shaped graphene nuclei can 
reach length to width ratio of > ~10 at temperature below < 800 °C from the length to width 
ratio of ~2.5 at growth temperature of 1000 °C (Figure 81c). 
On Cu(310), graphene can induce various surface facets that are aligned in multiple 
directions which are distinct from an exposed Cu surface (Figure 84). This surface 
reconstruction of graphene on Cu lattice due to the graphene-Cu interactions has been 
observed previously for graphene/Cu(100) indicating a significant overlayer-substrate 
interactions.
[485]
 These surface facets on Cu(310), however, appear to have less influence on 
the aspect ratio of nucleus dimensions and alignments of nuclei than other high index facets 
such as Cu(211) in the investigated temperature range. 
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Figure 81 SEM images of graphene nuclei grown on (a) Cu(100), (b) Cu(111), (c) Cu(211), and (d) 
Cu (310) illustrating the effect of lowering growth temperatures. a) (top) PCH4 = 0.0003 mbar, PH2 = 
0.23 mbar, tgrowth = 0.5 min. Scale bar, 1 m. (bottom) PCH4 = 0.01 mbar, PH2 = 0.2 mbar, tgrowth = 40 
min. Scale bar, 1 m. b) (top) PCH4 = < 0.0001 mbar, PH2 = 0.6 mbar, Tgrowth= 1070 °C, tgrowth = 350 
min. Scale bar, 20 m. (bottom) PCH4 = 0.0015 mbar PH2 = 0.14 mbar, Tgrowth= 800 °C, tgrowth = 1 min. 
Scale bar, 1 m. c) (top) PCH4 = 0.01 mbar PH2 = 0.2 mbar, Tgrowth= 800 °C, tgrowth = 40 min. Scale bar, 
1 m. (bottom) PCH4 = 0.0004 mbar PH2 = 0.24 mbar, Tgrowth= 750 °C, tgrowth = 0.08 min. Scale bar, 1 
m. d) (top) PCH4 = 0.01 mbar PH2 = 0.2 mbar, Tgrowth= 850 °C, tgrowth = 2 min. Scale bar, 1 m. 
(bottom) PCH4 = 0.01 mbar PH2 = 0.2 mbar, Tgrowth= 800 °C, tgrowth = 40 min. Scale bar, 1 m. 
 
Figure 82 SEM image of graphene grown on polycrystalline Cu showing low density of graphene 
nuclei and coverage on Cu at low supersaturation conditions with short growth time. This reflects low 
adsorption rate of CH4 on Cu(111) compared to other less densely packed surface orientations. PCH4 = 
0.0004 mbar, PH2 = 8.25 mbar, Tgrowth= 1000 °C, tgrowth = 0.5 min. Scale bar, 20 m.  
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Figure 83 SEM image of graphene nuclei grown at two different temperatures (first at 1035 °C and 
then 800 °C) on the same area with visible step edges. The larger nuclei were grown first on Cu at 
1035 °C and then the furnace was cooled down to 800 °C to grow the smaller nuclei. The approximate 
orientation of the surface is Cu(110). PCH4 = 0.0015 mbar, PH2 = 0.14 mbar, tgrowth = 1 min (at each 
temperature). Scale bar, 400 nm. 
 
 
Figure 84 Contrast enhanced, high magnification SEM image of a graphene nucleus on Cu(310). 
Note that the alignments of facets within the graphene nucleus are different from the alignment 
direction of the surface steps in the exposed Cu area outside the nucleus. Scale bar, 2 μm. PCH4 = 
0.0015 mbar PH2 = 0.23 mbar, Tgrowth= 1030 °C, tgrowth = 2 min. 
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8.2.5 Epitaxial Basis for Poly-domain Formation of Graphene on Cu 
From the density of nuclei dependence on Cu crystal orientations alone in Figure 80, it 
may seem that Cu(111) is the least ideal substrate for the production of CVD graphene of 
large single crystal grains. However, it is necessary to consider the relative crystal 
orientations of graphene nuclei as the property of the misorientation angles of the grain 
boundaries can significantly affect the properties of the polycrystalline graphene. The 
alignment of the graphene crystal on Cu can be predicted by application of group theory in 2 
dimensions. Following the Curie’s dissymmetry principle,[486] the highest possible symmetry 
of the composite structure between two lattices is the greatest common subgroup of the 
symmetry groups of the two lattices. Using this relationship, the number of 
crystallographically equivalent rotational variants for the epilayer, NRD is predicted as 
follows
[487]
:  
( )
( )
S
RD
S E
n G
N
n G G


     (56)  
where n(Gs) and n(GE) are the group orders of the substrate and epilayer, respectively.  
For epitaxial deposition on Cu(111) surface, which has a point group of 3m (when 
considering the first and 2
nd
 layers), with graphene belonging to the point group of 6mm, the 
predicted number of rotational variant is 1 according to eq. 56. This is consistent with our 
observation that on the smooth surface of Cu(111), the 6-fold shaped nuclei have more or less 
the same rotational orientation. If one of either zigzag or armchair edge has the lowest energy, 
the equilibrium shape of a single crystal domain would be hexagonal. Vasilii et al.
[442]
 has 
recently shown that zigzag orientation on Cu(111) is strongly preferred over armchair edge 
by constructing the Wulff plot through DFT calculations. This prediction appears to be true 
for high PH2 case (Figure 74h, i) where the compact islands take a hexagonal form. Otherwise, 
the nuclei would take more isotropic shape (i.e. circular) if armchair and zigzag edges have 
comparable energies.
[442,488]
 At lower PH2, dendritic morphologies develops, but it still 
follows the symmetry relationship such that six lobed star shaped nuclei appear with the same 
rotational orientation. The single rotational domain on Cu(111) has also been reported for 
various growth conditions in existing publications
[178,180,202]
 where [10] direction of graphene 
is oriented parallel to the [0-11]Cu direction as shown in Figure 85a.  
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On Cu(100), the number of rotational domains of graphene epilayer is expected to be 2 
suggesting that two hexagonal domains that are rotated 90° (or equivalently 30 °) from each 
other. However, the observed 4-fold symmetry in each nucleus without misorientation 
suggests a potential symmetry breaking process where each nucleus consists of 4 rotational 
domains oriented 30° from the each other. The emergence of 4 rotational domains from a 
single nucleation point has already been reported in literature,
[200]
 and suggests a strong 
graphene/Cu(100) interaction at the nucleation stage. This is reasonable as the stable 
geometrical configuration of a small carbon cluster on Cu can be far different from that of the 
bulk, honeycomb structure when the stabilization of the dangling bonds at the edges by Cu 
atoms can dominate
[207]
 at the expense of forming grain boundaries. One of the postulated 
supercritical nucleus structures is presented in Figure 85b. Note that the edges of the square 
shape nucleus consist of mostly armchair edges and exhibit 4-fold rotational symmetry which 
is made possible by introducing four of energetically stable, Σ = 13 grain boundary made of 
alternating heptagonal and pentagonal rings giving grain boundary angle of ~30°.
[489]
 This 
type of boundary has been observed frequently in CVD graphene grown on the Cu foils likely 
exhibiting Cu(100) texture.
[218,490]
 
 
Figure 85 Hard sphere representation of Cu surfaces (top) and proposed graphene nuclei structure 
(bottom) on Cu(111) (a), Cu(100) (b), and Cu(211) (c). The non-hexagonal rings along the grain 
boundaries were coloured purple (octagon), blue (heptagon), and orange (pentagon).  
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Similar symmetry breaking effect appears to be present on Cu(110), Cu(221), and 
Cu(211) surfaces with 2mm symmetry. The directional alignment of the rectangular nuclei 
may be due to preferential nucleation and growth along the step edge directions. However, 
the butterfly shape (e.g. Figure 77d) of the nuclei cannot be fully explained by anisotropy of 
the edge energies and growth rates alone. Similar to growth on Cu(100), a twin-like mirror 
grain boundary may be present along the step edge direction passing through the centre of a 
nucleus dividing it into two mirror domains with misorientation of 180 °C. One possible 
structure is depicted in Figure 85c where the repeating arrangement of paired octagonal and 
pentagonal rings (Stone-Thrower-Wales defects
[491]
) form an energetically stable twin 
boundary
[489]
 which has also been observed in graphene grown on Ni(111) along a line 
defect.
[224]
 The growth rate of the grain boundary should be much slower as the formation of 
such structure is likely more energetically costly
[442]
 favouring faster growth of the hexagonal 
edges away from the mirror axis ([1-10] in this case). The presence of the twin grain 
boundary indicates that there are no rotational misalignments as only translational symmetry 
is broken at the grain boundary. However, this proposition must be verified by further 
characterizations at atomic scale. 
 
Figure 86 Preferred alignments of graphene nuclei on Cu(310). a) SEM images of graphene nuclei 
graphene on Cu(310). Three main orientations (0°, 14°, 24°) appear to be dominant. Scale bar, 50 μm. 
b) Schematic of Cu(310) surface with depiction of the primitive unit mesh and preferred alignment 
directions. 
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On Cu(310), where only a mirror symmetry is present, there seems to be a nucleation of 
hexagonal, single crystal domains indicating weaker influence of the substrate, however, 
unlike Cu(111), the three dominant rotational domains are apparent with approximate 
misorientation angles of 0 °, 14°, and 24° measured by comparing the alignments of edges of 
each nucleus from the SEM imaging analysis (Figure 86a). Similar distribution of the 
multiple domain orientations was also reported by others
[218,490,492]
 using 25um Cu-LP1 foil 
which is likely to exhibit Cu(310) type surfaces. This rotational variants can possibly be 
attributed to the accidentally degenerate alignments of graphene lattice along the step edge 
direction, [001]Cu and the two crystallographically equivalent diagonals of the 2D rectangular 
primitive mesh of Cu(310) ([31-1]Cu and [311]Cu) which result in misorientation of 72.5° and 
35.1° (equivalent to 12.5°, and 24.9°, respectively) as depicted in Figure 86b. These 
alignments may result in the matching of the in-plane directions of densely packed atomic 
line similar to the case of coincidental lattice site registry leading to minimization of the 
strain and interfacial energies.
[493]
 Furthermore, the interplay between multiply degenerate 
alignments of surface facets (e.g. Figure 84) and graphene nuclei may also be responsible for 
inducing the preferred rotational domains during the nucleation stages. 
Let’s now consider why the graphene morphology on Cu(111) appears more dendritic 
and has the highest saturation nucleation density. The anisotropic crystal growth kinetics 
involves interplay of competing forces such as surface diffusion, adatom de/attachment, edge 
mobility, and reconstruction at the non-equilibrium conditions of CVD. For slow growth and 
low supersaturation, there’s a time for the edge reconstruction to take place making the shape 
close to the compact, equilibrium shape that minimizes the edge energy. When the 
supersaturation is high or when the growth rate is higher than the edge mobility, the corners 
of an isolated nucleus undergo faster growth as the flux of carbon adatoms are higher for the 
exposed corners and other protrusions leading to dendritic growth.
[494]
 This is more 
prominent for the case of low nucleation density since the presence of other nuclei in the 
vicinity within the nucleation exclusion zone can facilitate inter-nucleus migration of carbon 
atoms at the periphery and hinder preferential attachment at the corners. Furthermore, 
lowering of the energy of specific edges (e.g. zigzag) and etching of the protruding edges by 
the increased concentration of H adatoms may also contribute to more compact nucleus shape 
at high PH2.
[194-196,225]
 On the (111) plane of FCC lattice, particularly, an additional effect has 
been observed that due to the high coordination of adatoms on the densely packed (111) 
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surface, edge atoms are more stable, whilst there’s an anisotropic corner diffusion which 
facilitates the dendritic growth.
[495,496]
 Furthermore, it has been predicted by DFT calculations 
that carbon adatoms have higher potential energy on Cu(111) than on Cu(100) leading to 
effectively higher supersaturation chemical potential.
[207]
 For instance, the adsorption energy 
difference between an C adatom and a C atom within graphene lattice on Cu(111) has been 
calculated to be 3.01 eV, while it is 1.78 eV on Cu(100). This in turn effectively results in 
higher supersaturation chemical potential on Cu(111) for the same adatom concentration. 
These effects can therefore also explain the higher nucleation density as nucleation is more 
preferred on Cu(111) against the capture by nuclei because of the lower edge energies and 
higher degree of supersaturation. 
Step edges also can serve as high coordination sites that lower the barrier for nucleation. 
In addition, the step edges also tend to have larger barrier for diffusion and edge attachment. 
This barrier is akin to the Ehrlich-Schwoebel barrier in thin film epitaxy where an atom from 
the upper terrace experience higher attachment barrier as it descends down a step edge 
compared to the attachment from the lower terrace.
[497]
 Thus, the hindered growth across the 
step edge without thermal activation in contrast to the easy growth and stabilization of edge 
structure along the step edge leads to the elongation of the graphene nucleus morphology at 
low growth temperatures.  
It must be distinguished that as shown in low index surfaces of low surface energies [i.e. 
Cu(100), Cu(111), and Cu(110)], the step edges arise from the extrinsic factors on the surface 
(rolling features, small miss-cut angle variations, scratches, etc.). This results in more or less 
random, irregular arrangements of curved step edges, whereas in high index surfaces such as 
Cu(211), Cu(221), and Cu(310), the surface naturally break down into low index Cu facets of 
regular periodicity with aligned, straight step edges due to the tendency to minimize the total 
surface energy. For example, the periodic array of step edges along [01-1]Cu direction on 
Cu(211) as illustrated in Figure 87 provides a suitable template for directed growth of 
graphene nanoribbons. Moreover, controlling the thermal etching and faceting
[483,484]
 of high-
index Cu surfaces by tuning growth conditions provides an additional window of opportunity 
to dictate the periodicity and height of the surface steps. Therefore, one can envision an 
efficient, large scale production of highly aligned nanoribbon graphene along well defined 
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crystallographic directions with controlled density, edge structures, and dimensions as small 
as < 10 nm on high index single crystal Cu surfaces such as Cu(211) and (221).  
 
Figure 87 Hard sphere representations of Cu(211). a) Top-view. b) Cross-sectional view.  
8.3 Conclusion 
In summary, non-equilibrium graphene mesoscale structures of various shapes and 
alignments can be efficiently produced by exploiting the epitaxial relationship between the 
substrate and graphene overlayer. Based on the symmetry argument, shapes, numbers, and 
orientations of rotational domains on Cu substrate of a known crystal orientation can be 
predicted. The anisotropy of the nucleus shape results from high supersaturation and the 
symmetry breaking process especially at high temperatures (> 900 °C) when the density of 
nuclei is low. At low temperature (< 900 °C), effect of the surface facets and step edges may 
play more significant role in the alignment and shape of nuclei.  
The growth on Cu(111) appears to be special. It tends to be less reactive toward 
decomposition of methane, but nuclei of graphene can form more easily especially at the step 
edges. The lack of rotational domains on a smooth surface Cu(111) makes it the most suitable 
substrate for high quality single crystal graphene growth, although merging of the nuclei 
without formation significant defects at the boundaries needs further confirmation. The 
rotational variants on other Cu crystal surfaces allow the fundamental study of effect of grain 
boundaries of known rotational angles on the properties of polycrystalline graphene. The 
anisotropy of the growth morphology on high index Cu surfaces such as Cu(211) can be 
exploited for self-template growth of aligned semiconducting graphene nanoribbons with 
controllable dimensions, edge structure, and density. Overall, the fascinating bottom-up 
control of the polycrystalline graphene structures offers abundance of opportunities for 
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development of various technological applications and fundamental studies of low 
dimensional materials.  
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9 Characterization of Bilayer and Few-
layer graphene on Cu 
9.1 Introduction 
So far this dissertation has focused on the CVD of an ideal monolayer graphene which is 
expected from the model of self-limited growth on Cu. However, it has been often observed 
that a stack of FLG simultaneously nucleates from a single point in a concentric fashion (the 
“wedding cake” structure).[170,196,477,498] The exact mechanism for the multilayer growth, 
which departs from the simple model of 2 dimensional, surface-limited monolayer growth, is 
currently under debate in the literature. A few studies have suggested that vapour phase, 
catalytic decomposition of the hydrocarbons by the copper vapour sublimated from the 
exposed areas of copper can lead to the deposition of thicker layers at elevated 
temperature.
[160,499]
 Several works have proposed mechanism of inverted “wedding cake” 
multilayer formation underneath a monolayer nucleus via segregation of carbon from the bulk 
to the graphene/Cu interface.
[205,500]
 Catalyst free decomposition of hydrocarbons in the 
vapour phase is also a possibility especially for high PCH4 and high temperature.
[501-504]
 
Recently, homogenous large-area bilayer growth of AB stacked graphene on Cu has been 
realized offering a promising route for a thickness controlled growth of graphene on 
Cu.
[160,205]
  
In addition to the most stable AB stacking, FLG on Cu can exhibit variety of different 
stacking orientations which can give rise to novel electronic properties in CVD grown 
FLG.
[505-508]
 Various electron diffraction studies have suggested a mixed distribution of 
turbostratic, rhombohedral (ABC), and Bernal stacking orientations in multilayer CVD 
graphene on Cu.
[212,214,509]
 However, challenge still remains in finding the exact distribution 
of the stacking orientations, and whether the stacking order can be controlled by tuning the 
conditions of the experiments. In order to address this issue, this chapter will focus on 
determining the stacking orientation and distribution of the FLG. The chapter will discuss the 
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following: (1) growth morphology of FLG of large domain size observed by SEM, (2) Raman 
spectra of bilayer graphene correlated to the growth morphology, (3) quantized energy 
dependent low electron energy reflectance from the graphene multilayer, (4) cross-sectional 
TEM of FLG on Cu, (5) LEED electron reflectance analysis of the multilayers, (6) electronic 
band structure of multilayer and single layer graphene on Cu probed by ARPES, and (7) brief 
discussion on the formation of multilayers and their stacking orientations.  
 
Figure 88 SEM images of micro-scale FLG “wedding-cake” structures. a) Bilayer graphene nuclei 
grown on Cu(310). Note the two different orientations of the bilayers with respect to the underlying 
monolayer. The two bilayer regions of different orientational rotations are outlined by dashed lines. 
Scale bar, 4 m. b) Bilayer graphene nuclei of various geometrical configurations. Rectangular 
bilayer within rectangular monolayer, rectangular bilayer within hexagonal monolayer, and hexagonal 
bilayer within rectangular monolayer nuclei are visible. Scale bar, 20 m. c) Trilayer graphene nuclei 
grown on Cu(111). The 2
nd
 and 3
rd
 layers are outlined by dashed lines. Scale bar, 2 m. d) Trilayer 
graphene island within a continuous monolayer graphene. Note the ~30° relative orientation between 
the 2
nd
 and 3
rd
 layers. Scale bar, 2 m. 
 
(a) (b)
(c) (d)
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9.2 Growth of FLG of Large Domain Size 
Even at low CH4 pressure conditions, where the density of nuclei is low, a large domain 
of FLG with lateral size bigger than 10 μm can be grown at the centre of the nuclei on various 
Cu crystal orientations at the growth temperature of > 1000 °C (Figure 88). The shapes and 
orientation of the multilayers come in various configurations which reflect the multiplicity in 
the overlayer interaction with the underlying polycrystalline substrate as discussed in the last 
chapter. The 2
nd
 and 3
rd
 layers usually tend to follow the shape and orientation of the first 
layer. However, shape and orientational mismatch is also observed frequently between the 
layers (Figure 88b). For instance, rectangular 2
nd
 layer can be grown on 6-fold shaped 
(hexagonal) nuclei or vice versa. Even the stack of FLGs that individually exhibits hexagonal 
shape can have a staggered configuration where the angle of misorientations of the hexagons 
is approximately 30° in most of the cases (Figure 88a,c,d) as have been observed 
previously.
[196,477]
 
 
Figure 89 Normalized Raman spectra of monolayer (1L) and two main types of CVD grown bilayer 
(AB 2L and weakly coupled 2L) transferred onto SiO2/Si substrate in the region of D, G and 2D 
peaks. λL = 514 nm.  
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Figure 90 Close-up of 2D band spectra of monolayer (1L), and the two main types of CVD grown 
bilayer (AB 2L and weakly coupled 2L) with the intensities normalized to the G peak intensity. The 
FWHM value and the peak position for each spectrum are shown.  
9.3 Raman Spectra of Graphene Bilayer 
The Raman spectra of typical monolayer and bilayer stacks of two different types in the 
range of D, G and 2D bands are shown in Figure 89. The two different types of bilayer 
graphene exhibit dramatically different spectra which suggest a large difference in the 
stacking orientation and interlayer interactions. The first bilayer type appears to be of a 
typical AB-stacked structure where it has a broad 2D FWHM of ~71 cm
-1
, and 2D peak at ~ 
2701 cm
-1
 (with single Lorentzian peak fitting) with I(2D)/I(G) < 1 whereas the monolayer 
with the same processing conditions have the 2D peak position at ~2687 cm
-1
 with FWHM of 
~35 cm
-1
 and with I(2D)/I(G) ~ 2 (Figure 90) with the laser wavelength (λL) of 514 nm. This 
broad, blue-shifted 2D peak with low intensity is consistent with general features of the AB 
stacked bilayer in comparison with that of a monolayer. The G peak of the bilayer also 
appears to be broader than that of monolayer as expected from the AB stacked bilayer. The 
2
nd
 type of bilayer exhibits much unique structure where it has a narrower 2D band (~24 cm
-1
) 
than that of monolayer and even higher I(2D)/I(G) (~4-5) than I(2D)/I(G) of monolayer. The 
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blue-shift of the 2D peak is also very small with value of < 10 cm
-1
 relative to the 2D peak 
position of monolayer graphene (λL = 514 nm). The 2D band is quite sensitive to the 
interlayer interactions and the similarity to the monolayer spectra suggests that the layers are 
strongly “decoupled” from each other. Figure 91 shows distributions of 2D peak FWHM and 
normalized A(2D) obtained from different bilayers of graphene from the same sample. These 
bilayers have almost equal chance of exhibiting the AB like or decoupled structure on the 
polycrystalline Cu foils as shown in Figure 91. Figure 92 shows I(2D)/I(G) and 2D FWHM 
mapping of a decoupled bilayer graphene. The Raman spectra of the bilayer appear to be 
relatively homogenous except for the right hand side close to the edge where the spectra 
appear to be split which may be attributed to further decoupling or inhomogeneous doping or 
strain.  
 
Figure 91 Distribution of 2D FWHM versus normalized A(2D) values obtained from single 
Lorentzian peak fitting of the 2D Raman peaks of CVD bilayers of largely two different types; AB-
like (blue circle) and weakly coupled (red circle). λL = 514 nm. 
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Figure 92 Raman maps of I(G)/I(2D) (0.2 – 1) (b) and 2D FWHM (25 – 60 cm-1) (c) on a weakly 
coupled bilayer/monolayer region shown in the optical microscope image (a). λL = 514 nm.  
 
Figure 93 Optical microscope images of bilayers (top) and corresponding Raman 2D band peaks 
(bottom) of various geometrical morphologies. The numbers within the plots of the 2D band spectra 
indicate the FWHM and peak position. λL = 633 nm. The bright blue spots in the images are likely 
debris of graphene from the back side of Cu foil substrate remain with the sample during etching 
process.  
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By studying bilayer stacks of overlapped graphene monolayers with various 
misorientation angles made by consecutively transferring two monolayers of CVD graphene 
onto a TEM grid, the overlapped stack of the bilayer with 30° misorientation angle has been 
shown to exhibit a spectrum similar to our “decoupled” bilayer structure.[510] However, the 
predicted blue-shifts in 2D peak positions are much higher (~12 cm
-1
) for the bilayer of 30° 
misorientation. Thus, a further analysis is required to identify the exact stacking order of the 
bilayers.  
In addition, the narrower and more symmetric G peak in the decoupled bilayer compared 
to the monolayer has been attributed to the half of a bilayer (the interlayer space) being 
protected from the unintentional doping from air or moisture from the ambient environment 
and substrate.
[511]
 
Remarkably, the two types of bilayer can be identified from the relative orientation and 
shape differences between the two layers imaged by SEM or optical microscopes. The 
unroated hexagon-hexagon (hex-hex; Figure 93a), elongated hexagon-hexagon (ehex-ehex; 
Figure 93d), and rectangle-rectangle (rect-rect; Figure 93e) structures all exhibit AB-like 
characteristics in Raman spectra whereas rotated hexagon-hexagon (rot_hex-hex; Figure 93b), 
hexagon-rectangle (hex-rect; Figure 93c), and rectangle-hexagon (rect-hex; Figure 93f) 
structures all exhibit the spectra of the decoupled bilayer.  
9.4 Quantized Energy Dependent Reflectance in LEEM 
The multilayer structures within a continuous film of CVD graphene as grown on Cu, 
and transferred onto other substrates have been analysed by LEEM. One of the characteristic 
features of FLG in LEEM is the quantized reflectance of low energy electrons resulting from 
the wave nature of the electrons and the stack of the graphene layers acting as a quantum well. 
[384]
 Due to the constructive (destructive) interference of the incident electrons reflected at the 
graphene-substrate interface and at the graphene surface, a number of maxima (minima) in 
the intensity of the reflected electrons as function of layer thickness can result when a 
specific resonance condition is met.  
Eq. 57 describes the resonance conditions for the electrons reflected from a quantum 
well structure
[384]
: 
2 ( ) 2S IK E Na n        
(57) 
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Here, K(E) is the energy dependent wave number of electrons in the thin film, N, number 
of layers, a, interlayer distance between the graphene sheets, ΦS and ΦI are phase change at 
the surface and interface, respectively, and n is a quantization number (n<N). 
We assume that the thin film of transferred graphene to be quasi-free standing, such that 
ΦI = ΦS = 0. 
[384]
 And using the free electron estimation for the dispersion relationship, the 
maxima and minima of the reflectance curve as integer multiples of  can be fitted by 
rewriting the eq. 57 as
[385]
: 
  0
2
2
aN
l m E V   
     
(58) 
where Φ is phase change, l, a quantum number (l = 1, 2, 3, etc.), ħ, reduced Planck’s 
constant, m, electron mass (assumed to be rest mass of a free electron), V0, the quantum well 
potential.  
 
Figure 94 LEEM reflectance analysis of as-grown FLG film on Cu. a) LEEM image of a FLG on Cu. 
Ek = 2.5 eV. b) Reflected electron intensity versus the incident electron energy curves for 1-5 L in the 
region of quantum well resonance. c) Plot of minima and maxima of the curves for 3-5L in (b) and 
fitted curves using the free electron energy model; a indicates the lattice spacing obtained from the 
fitting for each thickness. 
This simple model corresponds well with the observed position of minima and maxima 
for all cases of as-grown and transferred graphene (Figure 94). Furthermore, using, n, a, and 
V0 as fitting parameters, we found that in all cases a ~ 3.7 ± 0.1 Å , much bigger than the 
interlayer spacing of ideal AB stacked structure (~3.35 Å ).  
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Figure 95 LEEM reflectance analysis of FLG film transferred onto SiO2/Si substrate. a) LEEM 
image of a FLG. Ek = 2.5 eV. b) Reflected electron intensity versus the incident electron energy 
curves for 1-3 L in the region of quantum well resonance. c) Plot of minima and maxima of the curves 
for 3L in (b) and fitted curves using the free electron energy model. 
 
Figure 96 LEEM reflectance analysis of FLG film transferred onto Au/mica substrate. a) LEEM 
image of a FLG. Ek = 2.5 eV. The areas analysed for the reflectance curves are marked by the yellow 
boundaries. b) Reflected electron intensity versus the incident electron energy curves for 1-4 L in the 
region of quantum well resonance. c) Plot of minima and maxima of the curves for 2-4L in (b) and 
fitted curves using the free electron energy model. 
Some of the differences between the effects of different substrates and the reflectance 
curves from literature must be noted here. On Cu, extra features are observed possibly 
coming from the graphene-Cu interface for a monolayer graphene (Figure 94b). This effect 
decreases as the graphene layer becomes thicker. This is similar to what has been observed 
previously for as-grown CVD graphene on Cu.
[500]
 In addition, the 1
st
 layer of graphene on 
SiO2/Si appears to be more strongly coupled to the substrate than the 1
st
 layered is coupled to 
the 2
nd
 layer such that no minima is observed and the resonance condition starts to appear 
from the 2
nd
 layer such that n layers have n-1 minima (Figure 95b). This behaviour is 
different from AB stacked, mechanically exfoliated graphene on SiO2/Si as the n number of 
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layers (n>1) has a n minima in the reflectance curve.
[512]
 Graphene on Au/mica substrate 
exhibits more ideal reflectance curve that a minimum is observed from the very first layer 
(Figure 96b).  
 
Figure 97 LEEM image of FLG/monolayer regions on Au/mica (left) and the colour map overlay 
(right) of rotational domains obtained by angle dependent LEED dark-field imaging analysis on the 
same area. Note that the FLGs do not appear to have its own rotational domains.  
 
Figure 98 a) LEEM image of a single crystal graphene containing a trilayer region on SiO2/Si. Ek = 
13 eV. b) The LEED diffraction pattern from the trilayer region. Ek = 42 eV. Note that presence of a 
single hexagonal spot indicates that the entire region is made of a single crystal domain even for the 
FLG. The orientation of LEED pattern suggests that the edges of hexagonal islands of the FLG are 
dominantly zigzag.  
 
(a) (b)
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9.5 LEED Reflectance Analysis 
 
Figure 99 1
st
 order LEED pattern of a FLG structure. For the main diffraction pattern, the two 
different families of inequivalent diffraction spots expected for 3-fold AB staking are indicated by 
light blue (01) and orange (10) circles.  
In order to determine the angle of misorientations between the layers, we have employed 
the LEED techniques on the multilayers. However, our extensive dark-field imaging and 
diffraction pattern analysis has shown that in most of the cases the FLG rather follows the 
orientation of the underlying monolayer. One of the examples is shown in Figure 97, where 
rotational domains of graphene do not match well with the regions of multilayers. Another 
example is given in Figure 98, where the entire region within the field of view is made of a 
single crystal. In addition, correlating the orientation of the LEED pattern with the orientation 
of hexagonal FLG islands suggests that each side of the 2
nd
 and 3
rd
 layers consists of a zigzag 
edges.
[513]
 
This observation suggests that either AB, or AA like stacking is frequently present in the 
multilayers. These two structures can be distinguished by the differences in the intensities 
between (10) and (01) diffraction spots (Figure 99).
[514]
 In the AB stacked structure, which 
has a 3-fold symmetry, the (10) and (01) spots are expected to have different incident electron 
energy dependence whereas, the 6-fold AA stacked structure exhibits the diffraction pattern 
in which (10) and (01) spots are equivalent. The energy dependent (10) and (01) diffraction 
spot intensity curves from the three different samples in Figure 100 demonstrate that the 
multilayers are stacked in AA fashion since the two curves are not significantly different 
01
10
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compared to those expected for AB stacked graphene. The difference from sample to sample 
in Figure 100 can be attributed to differences in substrate-graphene interactions for Cu, Au, 
and SiO2 substrates. The Cu substrates may also contain layers of copper oxides as the 
sample was exposed to air before the LEEM measurement.  
 
Figure 100 Comparison of LEED diffraction intensity curves from the (10) and (01) spots from the 
FLGs on a) as-grown graphene film on Cu, b) transferred onto Au/mica, and c) transferred onto 
SiO2/Si.  
9.6 Cross-sectional TEM 
In order to directly image the cross-section of the multilayer stacks of graphene, we have 
performed cross-sectional TEM on as-grown FLG on Cu. For this, a thin layer of PMMA was 
spin-coated on the as-grown graphene followed by the focused ion beam milling to cut out 
the cross-section which was transferred to a TEM grid. From the high resolution images, we 
observed a bilayer graphene with an interlayer spacing of 3.6 ± 0.1 Å  (Figure 101) which is 
close to the interlayer spacing calculated from the LEEM reflectance analysis. A few 
theoretical publications have suggested that the interlayer spacing in AA stacked graphene is 
about ~3.64 Å .
[515-518]
 Experimentally, interlayer spacing between 3.5 and 3.7 Å  has been 
reported in AA stacked FLG that were produced by the vertical growth on a the (111) surface 
of diamond
[519]
 or annealing of exfoliated graphite.
[520]
 The direct observation of the larger 
lattice spacing and agreement with literature data give a strong support for the existence of 
AA stacked graphene in our samples.  
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Figure 101 Cross-sectional, high resolution TEM of as-grown bilayer graphene on Cu with interlayer 
spacing of 3.6 Å . Eacl. = 300 kV. 
9.7 Electronic Band Structure of FLG 
As a final experimental evidence for AA stacking in the FLG, ARPES has been 
performed on the both single and FLG on Cu as shown in Figure 102. For the monolayer 
graphene, Dirac-cone like linear dispersion relationship is observed with the Dirac point very 
close to the Fermi level as evident by the linear extrapolation of the two branches of the 
valence band. This is expected as copper does not strongly interact with graphene with 
negligible charge transfer at the interface and similar to what has been reported before.
[211]
 In 
FLG, a linear dispersion is observed which is clearly different from the hyperbolic dispersion 
relationship of AB stacked graphene. Moreover, the Dirac point is shifted by about 0.2 eV 
below the Fermi level. This is likely a result of interlayer interaction that leads to a small shift 
in the energy levels of each layer in opposite directions (due to Pauli’s exclusion principle). 
This effect has also been predicted theoretically by others using tight binding and DFT 
calculations.
[521]
 
1  n m
Cu
PMMA
3.6 Å
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Figure 102 ARPES of as-grown monolayer graphene and FLG on Cu. a) Electronic structure of 
monolayer about the K point with the Dirac point located at the Fermi level. Ehv = 50 eV. b) 
Electronic structure of FLG about the K point with the Dirac point down shifted by ~ 0.2 eV from the 
Fermi level. Ehv = 40 eV. 
9.8 Discussion on the Preferred Stacking Order 
The deviation from the most stable AB stacking configuration in the FLG is possible 
considering that though the AB stacking order is thermodynamically favoured via a small 
energy difference from other orientations, misoriented graphene sheets form due to kinetic 
reasons as a large energy barrier may exist for them to rotate and to transform into the AB 
stacked structure.
[515,522]
 Indeed, pryolytic graphite which initially exhibits random stacking 
order, would only transform to the AB stacking structure when annealed at a temperature 
greater than 2300 °C.
[523,524]
 Moreover, FLG flakes exfoliated from natural graphite annealed 
at 2000 °C can exhibit both AB and AA stacking orders
[520]
 indicating that there is not much 
difference between the energies of the two configurations. Theoretically, the energy 
difference between the two stacking orders of the free-standing bilayer has been estimated to 
be only 20 meV/atom.
[525]
 
The influence of the substrate crystal lattice extended to the growth of FLG is expected 
to impart a certain set of preferred orientations distinct from a free standing FLG. AA 
stacking is naturally expected if the underlying Cu lattice imposes the same kind of epitaxial 
relationship that is identical to the orientation and position of the 1
st
 layer whereas the AB 
stacking involves translation (or rotation) of lattice away from the lowest energy Cu sites and 
symmetry breaking transition from the 6-fold symmetry to 3-fold. This is especially 
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reasonable for the growth underneath the 1
st
 layer (inverted wedding cake type growth). The 
prevalence of the AA like orientation was also observed previously in TEM diffraction 
studies where a large fraction of rotational angles was found to be close to 0° in CVD bilayer 
graphene
[214]
 although the direct evidence for AA stacking was not given until now.  
Orientations other than AA or AB stacking can exist if the Cu lattice supports multiple 
rotational domains depending on the lattice and symmetry mismatch between the substrate 
and overlayers as discussed in the previous chapter. The thickness dependent differences in 
the substrate-overlayer interactions may also give rise to additional rotational relationships 
such as the frequently observed 30° rotation angles. This kind of substrate induced rotational 
domains has been also observed for the multilayer growth on other transition metals such as 
Ir,
[526]
 Pd.
[513]
 
 
Figure 103 SEM images of as grown monolayer/FLGs on Cu and their thickness dependence of 
graphene-Cu morphologies. a) The bilayer graphene island (at the centre) clearly exhibits different 
alignments of surface facets from the continuous monolayer graphene film surrounding the bilayer. 
Scale bar, 2 m. b) FLG nuclei on Cu(310) with a different set of surface facets appearing through the 
centre.  
Indirect evidence for thickness dependent FLG-substrate interaction is shown in Figure 
103, where the FLG’s induce a set of surface facets that are very different from the 
monolayer-Cu surfaces in terms of alignments and periodicity of the alternating ridges arising 
from the surface faceting. These unusual graphene induced surface morphologies are often 
observed for FLG on high index Cu surfaces [e.g. Cu(310)] where the Cu surface has 
tendency to breakdown into low index facets [e.g. Cu(111) and Cu(100)] in order to minimize 
(a) (b)
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the total surface energy. The origin of the multiplicity in the way that the surface can 
reconstruct and decompose depending on the thickness of graphene is not well understood as 
of now and requires further analysis.  
9.9 Conclusion 
In this chapter, various structural characterizations on FLG produced by CVD on Cu 
have shown that the FLGs can exhibit various stacking orders that are different from the most 
common AB stacking order. The LEED analysis has shown that AA stacking is often present 
although further statistical analysis is required to determine the exact distribution of different 
stacking orders and how the crystal orientations of Cu affect the preferred stacking order in 
order to selectively grow CVD FLGs of desired orientations. The analysis using Raman 
spectroscopy suggests that approximately half of the bilayers are either AB stacked or 
“decoupled”, but further confirmation is required to determine whether all the “decoupled” 
bilayers correspond to AA stacked layers or twisted bilayers of 30° misorientations. It is not 
also clear that up to which extent the Cu substrate influences the preferred orientations of the 
graphene sheets. Nevertheless, this study has shown that the CVD method provides an 
accessible way to produce bilayers of unique electronic properties (e.g. weak interlayer 
interaction and preserved linear dispersion relationship) of large domain sizes up to ~10 m.  
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10 Conclusions 
10.1 Summary 
This dissertation has investigated the ways that the two promising routes toward large 
area graphene, solution-based non-covalent exfoliation and chemical vapour deposition, can 
be improved for optoelectronic applications through the fundamental understanding and 
optimization of the processing conditions. In the first part of the work, an efficient solution 
based exfoliation method to produce high-quality graphene dispersion of high concentration 
in NMP and large-scale thin film deposition method via Langmuir-Blodgett assembly has 
been demonstrated. By simultaneously stirring and sonicating graphite in NMP during the 
exfoliation process, a large concentration of monolayer and FLG, greater than 1 mg/mL has 
been achieved. The analysis of the relationship between the morphology and thickness 
dependent conductivity has revealed the percolative behaviour in the charge carrier 
conduction. The temperature dependent conductivity of the film suggests the band-like 
transport in polycrystalline graphite unlike that of the covalently functionalized graphene 
which typically exhibits hopping-like conduction. However, the large-area electronic 
properties of exfoliated graphene are limited by a small flake size of less than 1 μm and loose 
packing of the flakes that result in much smaller value of charge carrier mobility (< 0.9 
cm
2
/Vs) and relatively high sheet resistance values (5 kΩ/ at transmittance of 73%) in the 
Langmuir-Blodgett films compared to those of pristine graphene.  
This limitation of the solution based graphene has motivated us to investigate the CVD 
of graphene on Cu via catalytic decomposition of CH4 in the latter part of dissertation where 
continuous sheet of high-quality graphene can be produced with the scale of the film limited 
only by the size of the substrate and the reaction chamber. The analysis of the growth kinetics 
using the model of two-dimensional surface nucleation has shown that an intricate 
relationship among surface adsorption, surface diffusion, carbon adatom attachment, and 
desorption is present. This relationship has been used to explain the growth process and 
reveal the critical atomic processes that govern the nucleation and growth kinetics depending 
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on growth conditions. For example, the low growth temperature (<870 °C) imparts capture 
controlled nucleation regime where the nucleation is controlled by the competition between 
adatom capture by the supercritical nuclei and creation of a new nucleus. On the other hand, 
the high growth temperature (> 870 C) leads to desorption controlled regime where 
desorption of carbon adatoms also competes with the capture and nucleation processes. 
Moreover, our study provides the guidelines for tailoring the 2D structure of graphene for 
various applications. For instance, a large single crystalline graphene can be produced by the 
growth at high temperature (> 1000 °C), low hydrocarbon concentration (PCH4/PH2 < 0.01), on 
a smooth Cu(111) surface. However, high PCH4/PH2 is preferred for the production of 
continuous graphene film. The general model for graphene coverage has been developed 
based on Langmuir adsorption theory in order to address this issue and to provide quantitative 
predictions for the appropriate values of PCH4/PH2 and temperature in order to achieve the 
desired graphene coverage at the final stage of CVD. 
 The close examination of graphene growth on various Cu crystal orientations has 
demonstrated that geometry of graphene domains of selective rotational orientations can be 
realized to offer the opportunity for large scale production of tailor-made novel graphene 
nanostructures of desired alignments, density, dimensions, and edge structures. Cu(111) facet 
is expected to be an ideal crystal orientation for graphene growth as it has only a single 
rotational domain leading to the absence of high-angle grain boundaries, which is detrimental 
to graphene’s electrical properties, when the final continuous film is obtained.  
Lastly, the structure of FLG produced by CVD has been characterized by Raman 
spectroscopy, low energy electron microscopy, and low energy electron diffraction. This has 
shown that apart from the most stable AB stacking, AA stacked graphene multilayers can be 
frequently observed in CVD grown graphene on Cu paving the way to produce high mobility 
FLG with linear dispersion relationship.  
10.2 Future Works 
Although non-covalently exfoliated graphene exhibits lower electronic quality compared 
to CVD graphene, it may still be applied to low-end areas such as multi-functional 
composites, antistatic coating and electro-magnetic shielding. To this end, the average size of 
the flakes must be much greater than the typical size obtained in this work. Various solvents 
and surfactants and gentler exfoliation conditions (e.g low sonication power) should be 
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investigated, in order to increase the lateral size and the overall quality of the solution based 
graphene. 
Regarding the future work on the CVD of graphene on Cu, further characterization is 
needed to probe the micro/nano structures of graphene produced on various Cu crystal 
orientations to confirm the presence of rotational domains and grain boundaries predicted by 
the dissertation. Moreover, electronic characterizations should be performed on such 
structures to test and exploit the unique properties such as weak localization for the specific 
line defects and semiconducting behaviours in nanoribbons predicted by the theory. For large 
scale applications, an accessible way to produce Cu crystal substrates with the desired crystal 
orientations should be sought by employing different approaches; e.g. electrochemical 
deposition, physical vapour deposition, etc. In addition, strains and wrinkles produced by 
thermal lattice expansion coefficient mismatch, and effect of surface facets in high index Cu 
surfaces have not been well studied here and should be explored in the future as they can 
impart interesting features to the properties of CVD graphene.  
The implication of this work is not only limited to the growth of graphene on Cu using 
CH4. This work is expected to initiate the future studies on the growth mechanism of other 
two dimensional materials (e.g. metal chalcogenides, boron nitride, and silicene) with a 
different set of precursors and catalysts. If the energetics of the reaction pathways are known 
(e.g. decomposition energy and attachment barrier), this study will aid the selection of 
appropriate precursors and catalysts to optimize the growth time, temperature, and required 
amount of materials for commercial manufacturing process. 
Moreover, this work has considered the growth kinetics of the monolayer graphene 
predicted by the ideal, self-limited growth mechanism. The growth kinetics of FLG should be 
probed further to unveil the growth mechanism and high-yield method to create homogenous 
FLG of controlled thickness of controlled stacking order should be realized in order to bring 
the CVD graphene closer to its implementation in a wide range of transparent conductor and 
interconnect applications. 
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Appendix 
 
Saturation nucleus density solution 
Under the theoretical framework of Robinson and Robins,
[429,433]
 we can obtain the solution 
for the nucleation rate equations based on the assumption that critical size of nucleus is a 
monomer, and coalescence of supercritical nucleus does not occur significantly during the 
nucleation stage, the governing processes are adsorption, surface diffusion, capture by 
supercritical nucleus, and desorption (at high temperature).  
For the case of desorption controlled regime (high temperature), the nucleation rate ( sn

) is: 
2
1s a a s s sn R w R g w n 

   
R is the rate of CH4 impinging and decomposing at the Cu surface:  
4
4
0 exp
2
CH ad
CH
P E
R s
kTm kT
 
  
 
 
where
4CH
P is partial pressure of methane, 
4CH
m  molecular weight of methane, k, Boltzmann 
constant, 0s , initial sticking coefficient of methane on Cu and adE , adsorption activation 
energy.  
a is the adsorption lifetime of a carbon adatom at the surface which can be described by:  
0 exp
des
a
E
kT
 
 
  
 
 
Where 0 is the vibrational frequency and desE is desorption activation energy of carbon 
adatom. 
1w is the rate for adatoms to form a larger immobile cluster of graphene nucleus:  
1 1 0 exp
dEw
kT
 
 
  
 
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Where 1 is a dimensionless geometric factor between 1 and 10 for the formation rate of a 
stable cluster, and dE  is surface diffusion barrier.  
sw is the rate of attachment of adatoms at the edge of graphene nucleus: 
0 exp
att
s s
E
w
kT
 
 
  
 
 
Where 12s  is a dimensionless geometric factor for the capture term, attE is attachment 
activation energy.  
 And sg is a dimensionless geometric factor concerning coalescence of supercritical nuclei 
and is often treated as constant close to 1.  
Then the saturation nucleus density ( sN ) for desorption controlled regime when 0sn

  is[433]: 
4
4
2
1
0
/
exp
2
s a s s
CH des att d ad
s CH
N R w g w
P E E E E
s
kTg m kT

   
  
 
 
 
For the case of capture controlled regime, the nucleation rate ( sn

) is:  
 
2
1 /s s s s sn Rw w n Rg n

   
Then the saturation nucleus density is:  
4
4
3 2
1
1
02
/
2
exp
2
s s s
CH att d ad
s s CH
N Rw g w
P E E E
s
kTg m kT



  
  
 
 
 
Measurement of Mean Nucleus Density and Graphene Area Coverage 
The mean nucleus density for each sample was computed by image analysis of high 
magnification SEM images. The mean nucleus density ( n ), mean nucleus area ( Ga ), and 
area coverage ( GA ) follows the equation:  
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G G
G
G
na A
A
n
a

 
 
The mean nucleus area was obtained by measuring the individual area of more four hundred 
individual nuclei by using “ImageJ” software for each sample and finding the average. The 
fractional area coverage ( GA ) was obtained by using “ImageJ” software through the 
threshold method.  
 
Model for Graphene Area Saturation: Full Details 
Consider three main reversible reactions that result in conversion of CH4(g) to graphene 
formed on Cu and H2(g):  
4(g) (Cu) ( ) 2(g)CH  5S Graphene  2Ha   
 Dissociative adsorption of methane:  
1
1
4(g) (Cu) (a) (a)CH  5S C  4H
k
k


   ∆Had_CH4  3.2 eV
[207,464]
  
 Hydrogen Desorption:  
2
2
(a) 2(g) (Cu)4H 2H 4S  
k
k


  ∆ Had_H2  - 0.3 eV
[468-470]
 per H2  
 Graphene Formation from adsorbed carbon: 
    
3
3
a a
C Graphene
k
k


 ∆Hform_G  -2.4 eV
[207]
 
Generally, the rate of adsorption:  
  0 exp
2
ad
ad s
EP
r s f
kTmkT


 
  
   
Where P is the partial pressure of the reactant gas, m is the mass of the reactant molecule, k, 
Boltzmann’s constant, T, temperature, s0 is the initial sticking coefficient pre-expoential 
factor, and f(θs) is free surface coverage (θs), dependent sticking coefficient term, Ead, 
activation energy of the adsorption.  
The rate of desorption is:  
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 exp
ndes
des n
E
r v A
kT
 
  
   
Where n, is the order of the reaction, nv is n-th order vibrational frequency,  A , the surface 
concentration of the adsorbate, and Edes, activation energy of desorption.  
We note that the CH4 decomposition reaction can be broken down into many intermediate 
steps, but it can be combined to give effective kinetic constants for (1). Several 
contributions
[465,466]
 consider the intermediate steps of the CH4 decomposition on transition 
metal surfaces in the usual growth conditions to be the following:  
1_1
1_1
1_ 2
1_ 2
1_ 3
1_ 3
1_ 4
1_ 4
4(g) (Cu) 4(a)
4(a) (Cu) 3(a) (a )
3(a) (Cu) 2(a) (a )
2(a) (Cu) (a) (a )
(1_1) CH S CH
(1_2) CH S CH  H
(1_3) CH S CH  H
(1_4) CH S CH  H
(1_5) C
k
k
k
k
k
k
k
k









 
 
 
1_ 5
1_ 5
(a) (Cu) (a) (a )H S C  H
k
k


 
 
Here, we do not consider any side reactions that leads to direct formation of dimers and its 
derivatives (C2, C2Hx, etc.) from CHx’s and we consider the above reactions to be the general 
reaction pathway for the dissociative adsorption of CH4
[465,466]
. 
For the reaction (1_1), the rates and the equilibrium constants are: 
 
41_1 1_1 CH S s
r k P     
 
41_1 1_1 CH s
r k     
   
41_1 1_1 4CH S s eq
k P k CH    
 
 
4
41_1
1_1
1_1
eq
CH S s
CHk
K
k P  


   
4
1_1
1_1
1_1
1
exp
2s CH
H
K
kTv m kT 
 
  
 
 
And for the reaction (1_2),  
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  
41_ 2 1_ 2 CH s S s
r k     
 
  
31_ 2 1_ 2 CH s H s
r k     
 
       1_ 2 4 1_ 2 3S seq eq eqk CH k CH H  
 
   
   
31_ 2
1_ 2
1_ 2 4
eq eq
S seq
CH Hk
K
k CH  


 
 
1_ 2 1_ 2
1_ 2
1_ 2
exp
v H
K
v kT


 
  
 
 
Combining the reactions (1_1 and 1_2), the effective equilibrium constant, 
1_1 2K   is:  
   
 
   
 
 
 
4
4
3 1_ 2 4
1_1 2 1_1 1_ 22
44
1_1
1_ 2 1_11_ 2
1_1 1_ 2
1_1 1_ 2
1_1 2
1_1 2
exp
2
1
exp
2
S seq eq eq
eqCH S s
S s
s CH
s CH
CH H K CH
K K K
CHP
K
H Hv
K K
kTv v m kT
H
kTv m kT
 
 
 
 
 


 


  
    
 
 
 
 
  
 
 
with the effective vibrational frequency factor, 1_1 1_1 2
1_1 2
1_ 2
v v
v
v
  


 ,  
and overall enthalpy, 
1_1 2 1_ 2 1_1H H H    . 
In this manner, the kinetic parameters of intermediate steps can be reduced to a single set of 
effective constants.  
Therefore, balancing rates of adsorption and desorption for the overall decomposition 
reaction:   
 
4
5
1 1 CH S sr k P   
 
  
4
1 1 C s H sr k     
 
     
4
45
1 1CH S s eq eq
k P k C H  
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   
 
  
 
  
 
4 4 4
4 4 4
1
15 5 55 5
1 (1 ) (1 )
eq eq C s H s C H
CH S s CH S s G CH S G
C Hk
K
k P P P
     
      


   
 
4
4
_
1
1
1
exp
2
ad CH
s CH
H
K
kTv m kT 
 
  
 
  
where 1v = 10
13
 s
-1
, which is a generally used value of a vibrational frequency when the 
experimental value is not known,
[171]
 
4CH
m  = 2.67 x 10
-23 
kg, and
_s Cu ~ 1.53 x 10
19 
sites/m
2
.  
Here, we use the assumption of the Langmuir adsorption mechanism for the sticking 
coefficient: 
 0 1s s H C Gs f           
Generally,   A sA   , where A  is the overall coverage of the adsorbed species A, and s  is 
the concentration of surface sites. However, due to the presence of graphene the effective 
overall free area is decreased by the area coverage of graphene which effectively increases 
the surface concentration of the adsorbed species. Thus, we assume that C and H adatoms 
competitively bind only to the available surface that is not covered by graphene so that the 
surface concentrations of carbon and hydrogen can be expressed in terms of carbon, 
hydrogen, graphene coverage as:  
 
1
C s
G
C
 



, and  
1
H s
G
H
 



 
Similarly, for the adsorption and desorption of H2:  
 
   
 
 
 
   
     
 
 
2
2
2
2
2
4
2 2
2 4
2 2
4
24 42
2 24
2 4 4
2
24
2
_2 2
2 2
1
1
2
2 exp
H S s
S s
H S seq
G
H S G
H
ad H
s H
r k H
r k P
k
k H k P
Pk
K
k
H
K v m kT
kT
 
 
 

 

 
 
 

 




 


 
 
  
 
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Where 2v =10
-13 
s, and 
2H
m  = 3.347 x 10
-24
 kg.  
For the graphene formation from adsorbed carbon, the rates of attachment (r+3) and 
detachment (r-3) of the carbon adatoms per unit length of graphene phase boundary are to be 
balanced for the steady state. According to the 2D crystallization kinetics
[471]
: 
   3 3 3_ exp attcu Cu
E
r k C a v C
kT
  
 
   
   
3_ det
3 3 exp
G
G
v E
r k
a kT

 
 
   
   
 3 3eqk C k   
 
3
3
3
11 G
C seq
k
K
k C

 



  
 
3_ _
3
3_
exp
cu G Cu form G
G
a a v H
K
v kT


 
  
 
 
Here, graphene interatomic spacing, aG= 1.42 x 10
-10
 m and aCu =2.3 x 10
-10
 m. 
3_Cuv is 
related to the vibrational frequency of Cu, 
3_Gv  is related to the vibrational frequency of 
graphene. If 
3_ 3_Cu Gv v  , the approximate value of the pre-exponential factor is in the order 
of 10
-20 
m
2
.  
 
Then,  
 
4
2
1 2
2
3
(1 ) (1 )
,
CH S G G
C
s
H
K K P
KP
  


 
   
 
2
4
2
1 2 3
,
H
S
s CH
P
K K K P



   
 
2
1
2
1
4
2
1H S G
H
P
K
 


  
Using the relationship, 1H C S G        and solving the system of equations: 
 
 
2
4 4 2
1
2
4
2
55 5
24 4
1 2 3 1 2
1
H
G
CH s CH H
K P
K K K P K K P P


 
 
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In the typical experimental conditions (PCH4, PH2 < 1 MPa, T = 300 K – 1080 K), 
, .S C H    Thus, 
 
2
4
2
1 2 3
H
S
s CH
P
K K K P


  is the dominant term giving rise to exponential 
behaviour with apparent activation energy of ∆Had_CH4 – 2∆ Had_H2 + ∆Hform_G. 
Fixing the activation energies as given by the literature values and 1 2,v v  
= 10
-13 
s and using 
the pre-exponential factor of K3 as the only fitting parameter, the following curve fitting was 
performed on our experimental data with 
3_ 18 2
3_
6.3 10  m
cu G Cu
G
a a v
v
  

  . This is a reasonable 
value as the vibrational factors can vary over a few orders of magnitude.
[171]
  
 
Details on graphene coverage in terms of degree of supersaturation 
 
 
sup
1
eq
G
C
C
    because: 
 
 
 
2
3
'
sup
'
' 1 2 4
2
1eq
C s
CH s
C
H
C K
C
K K P
P
 




 
' ' '1 1s C H       as 
' ' ',s C H     
 
 
 
2
4
2
3
'
1 2 3sup
1 Heq
s
c s CH s
C PK
C K K K P

  
    
Rearranging this this, we obtain the overall equilibrium constant, KG, for the conversion of 
methane (CH4(g)) to graphene (C(s)) on Cu ((1)+(2)+(3)):  
   
 
2 2
4 4
2 2
1 2 3
H H
G
CH s s CH Cu
P P
K K K K
P P S 
    
Then, the graphene coverage can also be written as: 
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 
2
4
2
1
H
G
G s CH
P
K P


   
Thus, G is a strong function of PCH4/PH2
2 
, i.e. independent of any change in individual values 
of PCH4, PH2 if PCH4/PH2
2 
remains fixed.  
 
Details on estimating cnuc from the Experimental Data 
 Starting from eq. (26, G
att cu G det G
dA
k c A k A
dt
   
where att cu Gk c A  are the rate of graphene area coverage increase due to atoms arriving, that 
are proportional to the concentration of adsorbed atoms on the graphene-free Cu surface and 
to the perimeter of the graphene island ( GA ) and det Gk A  are the rate of decrease in the 
area coverage due to atoms leaving. According to our modified Langmuir model,  
  
sup
( 0)cu nucc t c C   , at the onset of the nucleation (t = 0) 
An  ( )cu eq eqc t c C     
Using the relationship for the predicted saturation area, θG, [C]sup and [C]eq : 
  
 
 
sup
( ) 1
eq
G sat G
C
A t A
C
       
Also  
( )
0 1G att nuc G det
dA t
k c k
dt


     
Substituting the above relationships to eq. (26, and solving the equation, we can write the 
evolution of the graphene area coverage as:  
 
0
0
2
( )
( )
1
1
F t t
G sat F t t
e
A A
e


 
  
 
  
Here, 
3_3
 exp
cu Cunuc s sat att
nuc s sat
G G
a vk c N A E
F c N A
kT 
     
    
 189 
 
as 
3
 
s
att
G
k N
k

  [remember that katt is the rate of overall fractional area increase per unit 
time (/s) whereas k+3 is the number atoms arriving per unit length of an edge per unit time 
(atoms/m/s)] 
Then, using experimentally obtained F, and Ns, and Asat, and estimated value of k+3, c can be 
calculated by the following equation: 
 
3
G
nuc
s sat
F
c
k N A



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Figure A1 Temperature dependent vapour pressures of selected metals
[349]
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Figure A2 Temperature dependent mobility from two different devices fabricated from GNMP2. The 
solid curves are fitted based on eq. 20.  
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Figure A3 Contour diagram for complete graphene coverage (θG > 0.995 ), adsorbed carbon (θG = 0), 
and partial graphene coverage (0 < θG < 0.995) with error bounds (shaded areas) considering 5 % 
error in the pre-exponential factors, 10% error in pressure values, and 14% error in the energy values 
(estimated based on the curve fitting). 
 
Figure A4 Time-dependent graphene area coverage for different temperatures with the curve fitting 
using the edge-controlled kinetics of graphene formation.  
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Figure A5 EBSD texture map and pole figures of as-received 25m Cu-LP1. Strong (100) texture is 
evident in the pole figure.  
 
Table A1 Conditions of the CVD growth experiments. 
Exp. 
# 
Total 
Pressure 
(mbar) 
Heating 
Rate 
Annealing 
time 
(min) 
Annealing 
Temp.  
( ˚C) 
Growth 
Time (min) 
Growth  
Temp. (˚C) 
H2 Flow Rate 
(sccm) 
CH4 
Flow 
Rate 
(sccm) 
Partial 
pressure 
of CH4 
(mbar) 
Ar 
Flow 
Rate 
(sccm) 
Cooling 
Rate 
1 1013 normal 30 1000 20 1000 5 35  ~800  normal 
2 100 normal 30 1000 10 1000 5 35 87.5 
 
normal 
3 100 normal 30 1000 30 1000 5 35 87.5 
 
normal 
4 4 normal 30 1000 10 1000 5 35 3.5 
 
normal 
5 4 normal 30 1000 2.5 1000 5 35 3.5 
 
normal 
6 4 normal 30 1000 0 - 25 0 0.0 
 
normal 
7 4 normal 30 1000 10 1000 5 35 3.5 
 
normal 
8 4 normal 30 1000 2.5 1000 5 35 3.5 
 
normal 
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9 4 normal 30 1000 30 1000 5 35 3.5 
 
normal 
10 4 normal 30 1000 10 1000 5 35 3.5 
 
rapid 
11 4 normal 30 1000 2 1000 5 35 3.5 
 
rapid 
12 4 normal 30 1000 30 1000 5 35 3.5 
 
rapid 
13 4 normal 30 1000 10 1000 8 32 3.2 
 
normal 
14 4 normal 30 1000 2 1000 8 32 3.2 
 
normal 
15 4 normal 30 1000 30 1000 8 32 3.2 
 
normal 
16 4 normal 30 1000 10 1000 13.33 26.66 2.7 
 
normal 
17 4 normal 30 1000 2.5 1000 13.33 26.66 2.7 
 
normal 
18 4 normal 30 1000 30 1000 25 13.33 1.4 
 
normal 
19 4 normal 30 1000 30 1000 13.33 26.66 2.7 
 
normal 
20 4 normal 30 1000 30 1000 5 35 3.5 
 
normal 
21 4 normal 30 1000 10 1000 2 8 3.2 
 
normal 
22 4 normal 30 1000 30 1000 2 8 3.2 
 
normal  
23 4 normal 30 1000 2 1000 2 8 3.2 
 
normal  
24 4 normal 30 1000 0.5 1000 2 8 3.2 
 
normal  
25 4 normal 240 1000 2 1000 13.33 26.66 2.7 
 
normal  
26 4 normal 30 1000 2 1000 2 8 3.2 
 
normal 
27 4 normal 30 1000 0.5 1000 13.33 26.66 2.7 
 
normal 
28 8 normal 30 1000 30 1000 13.33 26.66 5.3 
 
normal 
29 8 normal 30 1000 30 1000 13.33 26.66 5.3 
 
normal 
30 6 normal 30 1000 10 1000 13.33 26.66 4.0 
 
normal 
31 6 normal 60 1000 10 1000 13.33 26.66 4.0 
 
normal 
32 8 normal 30 1000 30 1000 13.33 26.66 5.3 
 
normal 
33 8 normal 30 1000 30 1000 13.33 26.66 5.3 
 
normal 
34 8 normal 30 1000 30 1000 13.33 26.66 5.3 
 
normal 
35 8 normal 30 1000 10 1000 13.33 26.66 5.3 
 
normal 
36 8 normal 30 1000 2 1000 13.33 26.66 5.3 
 
normal 
37 8 normal 30 1000 0.5 1000 13.33 26.66 5.3 
 
normal 
38 8 normal 30 1000 0 1000 13.33 26.66 5.3 
 
normal 
39 8 normal 30 1000 30 1000 13.33 26.66 5.3 
 
normal 
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40 8 normal 30 1000 30 1000 13.33 26.66 5.3 
 
normal 
41 8 normal 30 1000 10 1000 13.33 26.66 5.3 
 
normal 
42 8 normal 30 1000 30 1000 13.33 26.66 5.3 
 
normal 
43 8 normal 30 1000 4 1000 13.33 26.66 5.3 
 
normal 
44 8 normal 30 1000 3 1000 13.33 26.66 5.3 
 
normal 
45 8 normal 30 1000 5 1000 13.33 26.66 5.3 
 
normal 
46 8 normal 30 1000 0.05 1000 13.33 26.66 5.3 
 
normal 
47 8 normal 30 1000 0.05 1000 13.33 26.66 5.3 
 
normal 
48 8 normal 30 1000 30 1000 13.33 26.66 5.3 
 
normal 
49 4.4 normal 30 1000 4 1000 5 1 0.7 
 
normal 
50 4 normal 30 1000 10 1000 5 1 0.7 
 
normal 
51 4 normal 30 1000 4 1000 5 0.5 0.4 
 
normal 
52 4 normal 30 1000 0.05 1000 5 0.5 0.4 
 
normal 
53 4 normal 30 1000 4 1000 20 1 0.2 
 
normal 
54 4 normal 30 1050 0.05 1050 5 0.5 0.4 
 
normal 
55 4 normal 30 1050 4 1050 5 0.5 0.4 
 
normal 
56 4 normal 30 1000 10 1000 5 0.5 0.4 
 
normal 
57 4 normal 30 1000 30 1000 5 0.5 0.4 
 
normal 
58 4 normal 30 1000 150 1000 5 0.5 0.4 
 
normal 
59 4 normal 30 1000 30 1000 5 0.5 0.4 
 
normal 
60 4 normal 30 1050 30 1050 5 0.5 0.4 
 
normal 
61 8 normal 30 1000 10 1000 13.33 26.66 5.3 
 
normal 
62 4 normal 30 1000 60 1000 5 0.5 0.4 
 
normal 
63 8 normal 30 1000 10 1000 13.33 26.66 5.3 
 
normal 
64 4 normal 30 1000 30 1000 5 0.5 0.4 
 
normal 
65 4 normal 30 1000 30 1000 5 0.5 0.4 
 
 normal 
66 4 normal 30 1000 30 1000 5 0.5 0.4 
 
 normal 
67 4 normal 30 1000 30 1000 5 0.5 0.4 
 
 normal 
68 4 normal 30 1000 30 1000 5 0.5 0.4 
 
 normal 
69 8 normal 30 1000 30 1000 13.33 26.66 5.3 
 
 normal 
70 4 normal 30 1000 0 1000 5 0 0.0 
 
 normal 
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71 4 normal 30 1000 30 1000 5 0.5 0.4 
 
normal 
72 4 normal 30 1000 30 1000 5 0.5 0.4 
 
normal 
73 4 normal 30 1000 40 1000 5 0.5 0.4 
 
normal 
74 4 normal 30 1000 30 1000 5 0.5 0.4 
 
normal 
75 8 normal 30 1000 30 1000 13.33 26.66 5.3 
 
 normal 
76 4 normal 30 1000 0.05 1000 5 0.5 0.4 
 
normal 
77 4 normal 30 1000 4 1000 5 0.5 0.4 
 
normal 
78 4 normal 30 1000 0.05 1000 5 0.5 0.4 
 
normal 
79 4 normal 30 1000 30 1000 1 4 3.2 
 
normal 
80 4 normal 30 1000 30 1000 13.33 26.66 2.7 
 
normal 
81 4 normal 30 1000 10 1000 5 0.5 0.4 
 
normal 
82 4 normal 30 1000 30 1000 1 4 3.2 
 
normal 
83 4 normal 30 1000 0.05 1000 5 0.5 0.4 
 
normal 
84 4 normal 30 1000 30 1000 5 0.5 0.4 
 
normal 
85 4 normal 30 1000 2 1000 5 0.5 0.4 
 
normal 
86 4 normal 30 1000 30 1000 5 0.5 0.4 
 
normal 
87 4 normal 30 1000 2 880 5 0.5 0.4 
 
normal 
88 8 normal 30 1000 2 880 13.33 26.66 5.3 
 
normal 
89 8 normal 30 1000 2 900 13.33 26.66 5.3 
 
normal 
90 4 normal 30 1000 30 1000 1 4 3.2 
 
normal 
91 4 normal 30 1000 30 1000 1 4 3.2 
 
normal 
92 4 normal 30 1000 2 1000 5 0.5 0.4 
 
normal 
93 4 normal 30 1000 30 1000 5 0.5 0.4 
 
normal 
94 4 normal 30 1000 0 0 5 0 0.0 
 
normal 
95 4 normal 30 1000 30 1000 5 0.5 0.4 
 
normal 
96 1.64 normal 30 1000 2 1050 0.8 3.2 1.3 
 
normal 
97 0.66 normal 30 1000 2 1000 2 0.5 0.1 
 
normal 
98 4 normal 30 1000 30 1000 1 0.5 1.3 4 normal 
99 4 normal 30 1000 30 1000 5 0.5 0.4 
 
normal 
100 4 normal 30 1000 0.05 880 5 0.5 0.4 
 
normal 
101 4 normal 30 1000 4 880 5 0.5 0.4 
 
normal 
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102 4 normal 30 1000 10 880 5 0.5 0.4 
 
normal 
103 4 normal 30 1000 30 880 5 0.5 0.4 
 
normal 
104 4 normal 30 1000 30 1000 1 0.5 1.3 4 normal 
105 4 normal 30 1000 30 1000 5 0.5 0.4 
 
normal 
106 4 normal 30 1000 30 1000 1 1 2.0 3.6 normal 
107 6 normal 30 1000 30 1000 5 0.5 0.5 
 
normal 
108 4 normal 30 1000 30 1000 5 0.5 0.4 
 
normal 
109 4 normal 30 1000 30 1000 5 0.5 0.4 
 
normal 
110 4 normal 30 1000 30 1000 5 0.5 0.4 
 
normal 
111 4 normal 30 1000 30 1000 5 0.5 0.4 
 
normal 
112 4 normal 30 1000 30 1000 3.5 1.5 1.2 
 
normal 
113 4 normal 30 1000 30 1000 1 5 3.3 4 normal 
114 4 normal 30 1000 30 1000 5 5 2.0 0 normal 
115 4 normal 30 1035 30 1035 5 0.5 0.4 
 
normal 
116 4 normal 30 1000 30 1000 1 0.5 1.3 3.5 normal 
117 4 normal 30 1035 30 1035 5 0.5 0.4 
 
normal 
118 4 normal 30 1035 30 1035 5 0.5 0.4 
 
normal 
119 4 normal 30 1035 30 1035 1 0.5 1.3 
 
normal 
120 4 normal 30 1035 30 1035 5 0.5 0.4 20 normal 
121 4 normal 30 1035 30 1035 5 0.5 0.4 50 normal 
122 0.72 normal 30 1035 50 1035 
    
normal 
123 
 
normal 30 1035 30 1035 25 0.5 0.0 0 normal 
124 
 
normal 30 1035 30 1035 5 0.5 0.0 20 normal 
125 0.48 normal 30 1035 90 
   
0.002 
 
normal 
126 4 normal 30 1035 40 1035 5 0.5 0.4 20 normal 
127 4 normal 30 1035 30 1035 5 0.5 0.4 20 normal 
128 4 normal 30 1035 40 1035 5 0.5 0.4 20 normal 
129 4 normal 30 1035 30 1035 5 0.5 0.4 20 normal 
130 4 normal 30 1035 30 1035 5 0.5 0.4 20 normal 
131 4 normal 30 1035 30 1035 5 0.5 0.4 20 normal 
132 4 normal 30 1035 30 1035 5 0.5 
 
20 normal 
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133 
 
normal 30 1035 30 1035 5 0.2 0.04 20 normal 
134 4 normal 30 1035 30 1035 5 
 
0.03 20 normal 
135 4 normal 30 1035 30 1035 5 
 
0.01 20 normal 
136 4 normal 30 1035 30 1035 5 
 
0.009 20 normal 
137 4 normal 30 1035 30 1035 5 
 
0.0057 20 normal 
138 4 normal 30 1000 30 1000 7 15 0.0057 0 normal 
139 4 normal 30 1000 30 1000 5 15 0.01 0 normal 
140 4 normal 30 1000 30 1000 2 
 
0.6 0 normal 
141 0.75 normal 30 1000 30 1000 2.3 
 
0.59 0 normal 
142 0.75 normal 30 1000 30 1000 2.4 
 
0.59 0 normal 
143 0.75 normal 30 1000 30 1000 2.4 
 
0.59 0 normal 
144 0.75 normal 30 1000 15 1000 2.4 
 
0.59 0 normal 
145 0.75 normal 30 1000 15 1000 2.4 
 
0.59 0 rapid 
146 0.75 normal 30 1000 15 1000 2.4 
 
0.59 0 normal  
147 0.75 normal 30 1000 15 1000 2.4 
 
0.594 
 
normal 
148 0.2 normal 30 1000 15 1000 60 10 
 
150 normal 
149 0.2 normal 30 1000 30 1000 17 23 
  
normal 
150 0.2 normal 30 1000 15 1000 15 10 
 
95 normal 
151 0.2 normal 30 1000 15 1000 16 33 
 
6 normal 
152 0.2 normal 30 1000 15 1000 3 19 
  
normal 
153 0.2 normal 30 1000 15 1000 5 17 
  
normal 
154 0.2 normal 30 1000 30 1000 16 33 
  
normal 
155 0.2 normal 30 1000 30 1000 16 33 
  
normal 
156 0.2 normal 30 1000 30 1000 16 33 
  
normal 
157 0.2 normal 30 1000 30 1000 16 33 
  
normal 
158 0.75 normal 30 1000 15 1000 2.5 
 
0.589 
 
normal 
159 0.75 normal 30 1000 30 1000 2.5 
 
0.589 
 
normal 
160 0.75 normal 30 1000 15 1000 2.6 
 
0.589 
 
normal 
161 0.2 normal 30 1000 30 1000 2.5 
 
0.6 22.5 noraml 
162 0.75 normal 30 1000 30 1000 2.5 
 
0.59 
 
normal 
163 0.2 normal 30 1000 30 1000 2.5 
 
0.6 22.5 normal 
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164 0.75 normal 30 1000 30 1000 
  
0.59 
 
normal 
165 0.75 normal 30 1000 30 1000 2.5 35 0.755 22.5 normal 
166 0.2 normal 30 1000 15 1000 
  
0.595 
 
normal 
167 0.2 normal 30 1000 15 1000 
  
0.595 
 
normal 
168 0.2 normal 30 1000 15 1000 
  
0.595 
 
normal 
169 0.75 normal 30 1000 30 1000 16 
 
0.4 
 
normal 
170 0.2 normal 30 750 30 750 5 
 
0.4 
 
normal 
171 0.75 normal 30 1000 15 1000 2.7 
 
0.595 
 
normal 
172 0.2 normal 10 1000 30 750 5 
 
0.4 
 
normal 
173 0.2 normal 30 750 0.5 750 5 
 
0.115 
 
normal 
174 0.2 normal 10 1000 0.5 750 5 
 
0.11 
 
normal 
175 0.2 normal 10 1000 0.5 750 5 
 
0.11 
 
normal 
176 0.2 normal 10 1000 0.5 850 5 
 
0.11 
 
normal 
177 0.75 normal 30 1000 15 
   
0.6 
 
normal 
178 0.2 normal 30 1030 40 1030 5 
 
0.017 0 normal 
179 0.113 normal 30 1030 40 1030 25 
 
0.01 0 normal 
180 2.7 normal 30 1030 40 1030 1.2 
 
0.01 10 normal 
181 4.97 normal 30 1030 40 1030 0.4 
 
0.01 30.2 normal 
182 5 normal 30 1030 40 1030 39.3 
 
0.0015 8.6 normal 
183 2.6 normal 30 1030 40 1030 12.5 
 
0.001 8.6 normal 
184 2.6 normal 30 1030 40 1030 1.2 
 
0.0015 10 normal 
185 2.6 normal 30 1030 2 1030 1.2 
 
0.0015 10 normal 
186 2.6 normal 30 1030 2 1030 1.2 
 
0.0015 10 normal 
187 2.6 normal 30 1030 2 1030 1.2 
 
0.0015 10 normal 
188 2.7 normal 30 1030 40 1030 1.2 
 
0.0015 10 normal 
189 2.6 normal 30 1030 0.5 1030 1.2 
 
0.0015 10 normal 
190 2.7 normal 30 1030 4 1030 1.2 
 
0.0015 10 normal 
191 2.6 normal 30 1030 0.5 1030 0 
 
0.0015 10 normal 
192 2.6 normal 30 1030 10 1030 1.2 
 
0.0015 10 normal 
193 2.7 normal 30 1030 10 1030 1.2 
 
0.0015 10 normal 
194 2.6 normal 30 1030 0.5 1030 1.2 
 
0.0015 10 normal 
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195 2.7 normal 30 1030 50 1030 24 
 
0.0011 10 normal 
196 9.2 normal 30 1060 46 1060 52 
 
0.0011 2.8 normal 
197 7.6 normal 30 1030 50 1030 87.2 
 
0.002 10 normal 
198 7.6 normal 30 1030 61 1030 87.2 
 
0.0015 10 normal 
199 7.7 normal 30 1030 42 1030 87.2 
 
0.0015 10 normal 
200 4.5 normal 30 1030 50 1030 1.2 
 
0.004 10 normal 
201 3.9 normal 30 1030 4 1030 1.2 
 
0.004 10 normal 
202 4.3 normal 30 1030 4 1030 1.2 
 
0.003 10 normal 
203 3.73 normal 30 1030 0.5 1030 1.2 
 
0.004 10 rapid 
204 4.22 normal 30 1030 0.5 1000 1.2 
 
0.004 10 rapid 
205 4.1 normal 30 1030 0.5 1000 8.9 
 
0.004 6.2 rapid 
206 4 normal 30 1030 0.5 1000 12.8 
 
0.004 3.2 rapid 
207 4 normal 30 1030 0.5 1000 27 
 
0.004 0.4 rapid 
208 4.3 normal 30 1030 0.5 1000 90 
 
0.004 0 rapid 
209 4.2 normal 20 1030 0.5 1000 12.8 
 
0.0025 5.4 rapid 
210 4.2 normal 20 1030 0.5 1000 90 
 
0.003 0 rapid 
211 3.9 normal 20 1030 0.5 1000 1.2 
 
0.002 10 rapid 
212 4.2 normal 20 1030 0.5 1000 90 
 
0.0025 0 rapid 
213 4.3 normal 20 1030 0.5 1000 90 
 
0.0025 0 rapid 
214 4.2 normal 20 1030 0.5 1000 90 
 
0.0025 0 rapid 
215 8.3 normal 20 1030 0.5 1000 90 
 
0.0003 0 rapid 
216 8 normal 20 1030 1 1000 90 
 
0.001 0 rapid 
217 8.3 normal 30 1030 30 1030 90 
 
0.001 0 rapid 
218 2.5 normal 30 1030 5 1030 90 
 
0.0001 0 rapid 
219 2.5 normal 30 1030 5 1030 90 
 
0.0001 75 rapid 
220 3.7 normal 30 1030 5 1030 95 
 
0.0001 0 rapid 
221 3.9 normal 30 1040 10 1040 95 
 
0.0001 0 rapid 
222 3 normal 30 1030 10 1030 90 
 
0.0001 0 rapid 
223 3 normal 30 1030 15 1030 95 
 
0.0001 180 rapid 
224 2.6 normal 30 1030 20 1030 90 
 
0.0001 0 rapid 
225 3.3 normal 30 1040 55 1040 90 
 
0.0001 0 rapid 
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226 6 normal 20 1060 40 1060 1.2 
 
0.0001 10 rapid 
227 3 normal 45 1070 230 1070 1.2 
 
0.0001 10 rapid 
228 7 normal 30 1080 350 1080 1.2 
 
<0.0001 10 rapid 
229 7.6 normal 30 1080 350 1080 10 
 
0.0015 10 rapid 
230 2.2 normal 30 1035 1 800 1.2 
 
0.0015 30 rapid 
231 2.5 normal 5 1040 2 775 2.4 
 
0.0017 50 rapid 
232 2.2 normal 60 950 1 775 2.4 
 
0.001 50 rapid 
233 2.2 normal 50 1080 1 775 1.2 
 
0.001 30 rapid 
234 2.7 normal 50 800 0.5 800 1.2 
 
0.0015 10 rapid 
235 2.3 normal 20 880 0.083 775 2.4 
 
0.001 30 rapid 
236 2 normal 30 880 0.17 775 20 
 
0.001 30 rapid 
237 2.1 normal 120 870 0.033 750 20 
 
0.001 30 rapid 
238 0.8 normal 180 880 0.083 750 20 
 
0.0004 30 rapid 
Note 1: after Exp #134, the leak valve was used instead of MFC and accurate measurements of mass 
flow were not available. 
Note 2: For Exp. #230, two growth steps with two different growth temperatures were used (800 and 
1030 °C). 
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