In this paper, we propose a new modification of the multistage generalized differential transform method (MsGDTM) for solving fractional differential equations. In MsGDTM, it is the key how to impose an initial condition in each sub-domain to obtain an accurate approximate solution. In several literature works (Odibat et al. in Comput. Math. Appl. 59:1462-1472 , 2010 Alomari in Comput. Math. Appl. 61:2528-2534 Gökdogan et al. in Math. Comput. Model. 54:2132-2138, authors have updated an initial condition in each sub-domain by using the approximate solution in the previous sub-domain. However, we point out that this approach is hard to apply an effect of memory which is the basic property of fractional differential equations. Here we provide a new algorithm to impose the initial conditions by using the integral operator that enhances accuracy. Several illustrative examples are demonstrated, and it is shown that the proposed technique is robust and accurate for solving fractional differential equations.
Introduction
In recent years, fractional differential equations have been considered as an important mathematical modeling in various fields of applied sciences and engineering because of describing memory properties. Several numerical methods for solving fractional differential equations have been introduced. Authors in [, ] presented the predictor-corrector approach based on the Adams-Bashforth-Moulton type numerical method that has been successful to obtain the stable approximate solutions for many fractional differential equations. Some of semi-analytic methods for solving fractional problems such as the Adomian decomposition method (ADM) [ 
-], homotopy analysis method (HAM) [-], homotopy perturbation method (HPM) [, ], variational iteration method (VIM) [-] and generalized differential transform method (GDTM) [-]
have been introduced to provide analytic or numeric approximations. In this paper, we propose a new modification of multistage generalized differential transform method (MsGDTM) to obtain an accurate approximate solution for solving fractional differential equation. The new proposed method gives an algorithm to impose an accurate initial condition in each sub-domain which contains the effect of memory. The paper is organized as follows. Section  introduces some definitions and notations of fractional calculus that we shall use. In Section , we present the basic ideas and some properties of GDTM. Difference between the standard MsGDTM and the proposed MsGDTM are described in Section . Several numerical http://www.advancesindifferenceequations.com/content/2013/1/371 illustrations are demonstrated, and they show the effectiveness of the proposed method in Section . Finally, we give a conclusion.
Preliminary
In this section we give some basic definitions and properties of the fractional calculus presented in this work.
Definition A real-valued function f (t), t > , is said to be in the space C μ , μ ∈ R if there exists a real number p, p < μ such that f (t) = t p f  (t), where f  (t) ∈ C[, ∞), and it is said to be in the space C m μ if and only if
Definition The Riemann-Liouville fractional integral operator of order α ≥  of a func-
The operator J α a satisfies the following properties:
The Riemann-Liouville fractional derivative is defined by
where m - < α ≤ m and m ∈ N. The Riemann-Liouville fractional derivative has been studied by many mathematicians. However, it is not suitable to model real world physical phenomena because it has difficulties to define the fractional order physical conditions such as initial condition. Here, we shall introduce a modified fractional differential operator D α a proposed by Caputo [] .
Definition The fractional derivative in the Caputo sense of
Generalized differential transform method
The differential transform method (DTM) that is based on the Taylor series has been successful to achieve 
Let us define the generalized differential transform (GDT) of the kth derivative of f (t) at t = t  as follows:
where  < α ≤ , k = , , , . . . , and the generalized differential inverse transform of F(k) is defined as follows:
In case of α = , the GDT reduces to the classical differential transform.
Theorem . Several fundamental properties of the GDT are listed below [] .
4 The multistage generalized differential transform method with an effect of memory
The standard generalized multistage differential transform method
The basic idea of multistage generalized differential transform method (MsGDTM) is to apply the standard GDTM to the given problem in each sub-domain. In order to describe the MsGDTM, let us consider the following fractional initial value problem:
In order to apply the GDTM, we assume that the solution y(t) is expanded by the generalized Taylor series at
where
Some fundamental properties in Theorem . give the following recursive relation for the differential transform:
, that is, the initial condition y(t  ), the recursive equation () can be easily solved. Recalling that GDTM is based on the generalized Taylor series, an approximate solution can be obtained in a radius of convergence R
In other words, it is impractical to achieve an accurate approximation by using the GDTM outside the radius of convergence R. To overcome this difficulty, the standard GDTM is applied in each sub-domain, which is called the MsGDTM.
For the equally spaced partition P:
The generalized differential inverse transform of Y i (k) is defined by
Then the generalized differential transform Y i (k) is obtained by solving the following recursive relation:
Then the solution y(t) in () can be approximated by
In order to solve (), it is necessary to have the initial condition y i (t i ) in each sub-domain
However, there are no given initial conditions y i (t i ), i ≥ . In the standard multistage differential transform method (MsDTM) for solving differential equations with integer order, the initial condition y i (t i ) can be approximated by computing
This approach has been successful to obtain accurate approximate solutions [] . In the MsGDTM for solving fractional differential equations the same technique has been employed in [, ].
Effect of memory in the standard multistage generalized differential transform method
Suppose that y i (t) is a solution of the following problem:
The analytical solution of () with an initial condition y i (t i ) can be obtained by taking the Riemann-Liouville integral operator as follows:
has the following recursive relation:
γ +α , substituting the generalized Talyor series of
Since Y i () = y i (t i ), it completes the proof.
This gives that Eq. () has the same recursive relation () with Y i () = y i (t i ). Thus, the standard MsGDTM finds an approximate solution of () with an initial condition y i (t i ) ≈ s i-,n i- (t i ). Solving the recursive relation, the solution y i (t) can be approximated by y i (t) ≈ s i,n i (t). Therefore it is easy to see that the standard MsGDTM approximates the value of y i (t i+ ) as follows:
In what follows we describe that the value of y i (t i+ ) in the analytical approach does have an addition term compared to Eq. (). This term results from the effect of memory for the fractional derivative operator. Taking the Riemann-Liouville integral operator to (), the solution y(t) can be computed at t = t i+ , t i by
and
Thus, for i ≥ , the value of y(t i+ ) can be rewritten by
Hence the value of y(t i+ ) can be approximated by
As seen in () and (), it is clear that the standard MsGDTM is missing the memory term:
Thus it is difficult to obtain an accurate approximation by using the standard MsGDTM for solving the fractional differential equations. In order to avoid this difficulty, it is necessary to introduce a new algorithm to impose the memory term at each sub-domain i . Here, as described in [], we apply the piecewise linear interpolation of f (τ , y(τ )) in k at k = , , . . . , i +  to obtain the value of y(t i+ ) as follows:
Since the approximation of y i (t) in each sub-interval i can be obtained by using the GDTM, y i (t) ≈ s i,n i (t), the initial condition y(t i+ ) can be evaluated by
Numerical illustrations
In this section we demonstrate numerical results of several examples by using the standard MsGDTM and the proposed MsGDTM (P-MsGDTM) in () for various fractional order α. both the standard MsGDTM and the P-MsGDTM, the approximate solutions are obtained by using five generalized differential transforms. That is,
solutions are computed up to time t = . when the fractional order α varies from . to ..
Example  Consider the fractional Riccati equation []
where  < α ≤ , subject to the initial condition y() = . Table  shows a comparison of the numerical results obtained by the standard Ms-GDTM, the P-MsGDTM and the FABM for the fractional order α = .. The time step is chosen as h = . in the standard MsGDTM and the FABM, and h = . in the P-MsGDTM. The numerical results in the P-MsGDTM are in a good agreement with the ones in FABM at each time t = ., . . . , .. However, the standard MsGDTM gives inaccurate approximate solutions. For α = ., ., . and ., the comparisons of the numerical results are shown in Figure  . It is easy to see that the P-MsGDTM gives accurate numerical solutions for all α, but the standard MsGDTM does not. As the fractional order α is getting smaller, the standard MsGDTM gives an inaccurate approximate solution in a shorter range of time.
Example  Consider the fractional differential equation []
where  < α ≤ , subject to the initial conditions y() = . The exact solution can be written analytically, y(t) = E α (-t α ), where E α (z) is the oneparameter Mittag-Leffler function as follows:
The numerical results obtained by the standard MsGDTM, the P-MsGDTM are compared with the exact solution for the fractional order α = . in Table  decimal places for all t. However, the standard MsGDTM gives only reliable approximations when the time is close to zero and the error is getting larger as the time increases. Table 5 Differential transforms G i (k) for g(t) = y(t) ln[y(t)], k = 0, 1, 2, 3, 4
In order to obtain a recursive relation for the nonlinear term exp[y(t)], we adopted the method in [] using the Adomian polynomials. Let us assume
k , then the Adomian polynomial gives the differential transforms G i (k)
in Table  . Numerical results by the standard MsGDTM, the P-MsGDTM and the FABM for α = . are shown in Table  . It is shown that the numerical approximations by the P-MsGDTM agree well with the results by the FABM for all t. Here, the time step h = . is used to obtain the approximation in the P-MsGDTM, whereas the FABM employs the (h = .) are shown in Table  . For α = ., ., . and ., the approximate solutions are depicted in Figure  . Even if the numerical results by the P-MsGDTM with small fractional order have some difference with the results by the FABM, it will be overcome with a small time step. In fact, if we consider the numerical error for α = . at t = , the error is about . for h = . but . for h = ..
Conclusion
In this paper, we proposed a new modified multistage generalized differential transform method for solving fractional differential equations. We have pointed out that the standard MsGDTM has difficulty to handle the effect of memory in solving fractional differential equations. However, the proposed MsGDTM (P-MsGDTM) can deal with the memory effectively. Several illustrative examples showed that the P-MsGDTM obtained accurate numerical approximations, but the standard MsGDTM failed to get robust approximations for all examples. It is concluded that the proposed MsGDTM is very simple and effective for solving fractional problems. Here, all numerical results were performed by using Mathematica ..
