A generalized and applicable to rectangular matrices definition of a volume of a matrix is given. Special case of this definition, so-called 2-volume, is studied:
Introduction
The volume of a square matrix is defined as the absolute value of its determinant. Maximum-volume submatrices play an important role in low-rank approximations [1, 2] , recommender systems [3] , wireless communications [4] , preconditioning of overdetermined systems [5] , tensor decompositions [6] . The exact computation of the submatrix of maximal volume is an NP-hard problem [7] . However, in many applications a submatrix of sufficiently large volume is enough. And it can be computed in polynomial time using the maxvol algorithm [8] . The maxvol algorithm is a greedy iterative algorithm which swaps rows to maximize the volume of a square submatrix.
In this paper we extend the volume concept to the case of rectangular matrices (section 2), generalize well-known results for the square case ( 
Volume of rectangular matrices
The standard definition of the volume of a square matrix is the absolute value of its deteminant, and it has natural geometric meaning as a volume of the parallelepiped spanned by the rows of the matrix. This definition can be straightforwardly generalized to the rectangular case. Let A be a complex or a real K × r matrix with K ≥ r, · p be a standard operator p-norm of a vector or a matrix, B K p be a unit l p ball in K-dimensional space. Then, define G p (A) as a range of values of a linear operator A * with a given domain B K p :
Definition 1. The p-volume, which we will denote as vol p (A) of the matrix A is a volume of G p (A).
For the special case K = r, p = 1 the rectangular volume reduces to | det A|.
In this paper we focus on the case p = 2, where Definition 1 reduces to a very simple and natural formula. To make it common, assume A is a complex matrix: A ∈ C K×r . Consider the singular values decomposition (SVD) of the matrix A: A = U SV , so that U ∈ C K×K , S ∈ R K×r and V ∈ C r×r . Obviously, G 2 (A) = G 2 (S) and G 2 (S) is an r-dimensional ellipse in an r-dimensional space.
So, the 2-volume of the matrix A is equal to the product of all singular values of A times the volume of a unit ball B r 2 . Product of all singular values of A can also be expressed as follows:
So, up to a constant (the volume of B r 2 ), the definition of the 2-volume can be written in the following form: vol 2 (A) = det(A * A).
Dominant property
As was already mentioned in introduction, it is an NP-hard problem to find exact maximal-volume submatrix. That is why in order to find a good submatrix in reasonable amount of time, maximal-volume property is changed by dominant property. Standard definition of square dominant submatrix is following: This definition can be naturally extended to the rectangular case in terms of the p-volume: Definition 3. Let N ≥ K ≥ r and A ∈ C N ×r be of full rank. An K × r submatrix A is called dominant in terms of p-volume, if swap of any single row of A for a row of A does not increase the p-volume.
Dominant submatrices play important role in construction of CGR-and pseudoskeleton approximations [1, 2] . The maxvol algorithm [8] finds a quasidominant submatrix with sufficiently large volume. Quasi-dominance property means, that swap of rows does not increase corresponding volume by more, than 1 + ε times, with given small ε (i.e. ε = 0.05).
Main result
Let N ≥ r, matrix A ∈ C N ×r be of full column rank, A be an r × r dominant submatrix of matrix A and C be a matrix of coefficients:
For an obvious reasons, swap of any row of A for a row of A multiplies the volume of A by a modulus of corresponding entry of C. Since A is a dominant submatrix, elements of the matrix C are less or equal to 1 in modulus. So,
The latter inequality can not be improved if we consider only square submatrices.
A geometric meaning of (2) is that among N vectors in r-dimensional space we can select r vectors in a such way, that any vector of given N vectors can be expressed as a linear combination of the selected basis vectors with coefficients, less than 1 in modulus.
However, in applications it is often desirable to get estimates in other norms for the matrix C and make coefficients as small as possible. Thus, it is quite natural to consider redundant basis sets (i.e., rectangular submatrices) since additional degrees of freedom can be used to lessen the coefficients. In this paper we use dominant submatrices to provide upper bounds for the coefficients and estimate rectangular pseudo-skeleton approximation error.
Upper bound of coefficients
We start with a simple lemma:
Proof. From the Cauchy-Binet formula we get:
where (j) is a set of N different numbers, such that A (j) is a submatrix on columns (j) of matrix A and B (j) is a submatrix on rows (j) of matrix B. Since
The same goes for submatrix B (j) . Applying Cauchy-Binet formula to each summand of the following sum:
and finish the proof. Then, there is such matrix of coefficients C, that A = C A and for every row, excluding rows from the set (j), following inequality holds true:
Proof. Let C be a pseudo solution (least squares solution among all solutions) of C A = A and i / ∈ (j). Consider i-th row of the matrix A:
and construct matrix H as follows:
From determinant equation for Schur complement:
Since C is a pseudo solution,
Submatrix A is a dominant K ×r submatrix of the matrix A, so it has maximum 2-volume among all K × r submatrices of the matrix H. Applying Lemma 4.1
to the matrix H, we get
So, we have upper bound on l 2 norm of i-th row of C:
Applying the latter inequality for every i not in set (j) we complete the proof.
Note that the same result of Theorem 4.2 was obtained in [9] , where it was used to estimate the Frobenius norm of the matrix of coefficients. However, we put here our own proof since it is as interesting as the proof in [9] . Our main goal here is to show dependence between the 2-volume and maximum perrow euclidian norm C i 2 . The rect_maxvol optimization method, proposed in section 4.5, relies on a greedy minimization of per-row euclidian norm of coefficient matrix C as a way to find submatrix, which is good in temrs of the 2-volume.
Spectral norm of the matrix of coefficients
Since the matrix of coefficients C ∈ C N ×K is a pseudo solution of A = C A with given matrix A ∈ C N ×r and dominant submatrix A ∈ C K×r , it can be expressed via pseudo-inverse of A:
Let C be a submatrix of the matrix C, corresponding to dominant submatrix A:
Previously, in theorem 4.2, we showed upper bound of coefficients only for non-dominant rows. How to choose coefficients, corresponding to dominant rows, is another question. Two obvious variants are following:
In this section we show singular values for each choice of C.
Without loss of generality, let submatrix A be located in the first rows of A:
This means, that the matrix C is computed as follows:
We need to show that singular values of following matrices are practically the same:
First of all, singular values of C 1 are, obviously, following:
Since A A † is an orthoprojector on a space of the first r right singular vectors of A † , the first r singular values of C 2 are equal to the first r singular values of C 1 , while all other singular values of C 2 are zero. So, we get following equations on singular values:
As it can be seen, the spectral norm of the matrix C does not depend on selection of the submatrix C in examined cases. However, C = I K×K is more intuitive.
Rectangular pseudo-skeleton approximation
Skeleton type approximations of a given matrix A are based on specially selected rows R, columns C and core matrix G:
For a CGR-approximation, core matrix can be chosen in any convenient way, while pseudo-skeleton approximation core matrix is a pseudo-inverse of submatrix on intersection of rows R and columns C. Error estimations in case of equal number of specially selected rows and columns can be found in [1] . To estimate error in case of rectangular pseudo-skeleton approximation in the same manner, as described in [1] , we need additional definition: as follows:
The latter is a formal extension of value t(r, n), described in [1] , to the case of rectangular submatrices. Meaning of the t(r, n, k) is very simple: any n × r orthogonal matrix has k × r submatrix, which pseudo-inverse is upper-bounded by t(r, n, k) in spectral norm. 
Then, there exists a pseudoskeleton approximationÃ, based on n rows and m columns (m ≥ n), such that:
Proof. Pseudo-skeleton approximations are based on somehow chosen "basis" rows and columns. Assume following method to construct the approximation:
1. Define n "basis" rows by low-rank matrix Z, 2. Define m ≥ n "basis" columns by submatrix of A, based on "basis" rows, 3 . Construct pseudo-skeleton approximation on "basis" rows and columns.
Assume matrices A, Z and F are divided into blocks
Without loss of generality, let submatrix A 11 ∈ C n×m be a core-matrix for pseudo-skeleton approximatioñ
Since A 11 was chosen as "basis" columns of A 11 A 12 , matrix A † 11 A 11 A 12 is normally defined and does not contain infinities. So, total pseudo-skeleton approximation (4) makes sense.
Let matrices C Z and C A be following:
By construction,
Let estimate value A 21 A † 11 A 11 − A 21 :
Let also estimate value A 21 A † 11 A 12 − A 22 :
Combining equations (5), (6) and (7), we get
where
For an obvious reasons,
Matrix I m×m − A † 11 A 11 is symmetric and orthogonal to matrix C A , so first m columns of R are orthogonal to all other columns of R. Since spectral norm of first m columns of R is 1 or 0, depending on relation of n to m, and spectral norm of other columns is not less, than 1, we get
Last step of the proof is to show, that
Rank of Z is known, so we assume its low-rank factorization:
From equation
immediately follows
In the previous section, we showed, that 
By the definition of t(r, N, n), in any N × r orthogonal U there is such n × r submatrix U 1 , that
Since U is a matrix of orthonormal columns, 
Using the same technique for Q factor of QR-factorization of A 11 A 12 , we get 1 + C A 2 2 ≤ t(n, M, m).
Combining equations (8), (9), (10), (12) and (13) we finish the proof.
Fast computation of the coefficients
Recall that the purpose of the paper is to find a good submatrix A ∈ C K×r in terms of the 2-volume in the matrix A ∈ C N ×r (with N ≥ K ≥ r). The most straightforward way to compute the (quasi) dominant submatrix is to add one row at each step to maximize the volume in a greedy fashion. This also leads to an efficient practical algorithm.
Suppose we already have a good M ×r submatrix A with linearly independent columns and add the i-th row A i of the matrix A:
Since the matrix of coefficients C is a least squares solution of A = C A, we get:
This means we have to recompute C:
Pseudoinverse of
can be obtained via the following formula:
The inverse of the matrix I M×M + C * i C i can be computed in a fast and simple way with the Sherman-Woodbury-Morrison formula:
Finally, we get
As can be seen, extending matrix A by a single row of A requires a rank-1 update of C. Since matrix C has N rows and M columns, the update costs ≈ 2N M operations (computation of CC * i and a rank-1 update of C). So, each addition of a row to A is similar to the iteration of the original maxvol algorithm.
Greedy 2-volume maximization
Here we propose a greedy iterative 2-volume maximization algorithm: we start with a maxvol submatrix A, each iteration we choose a new row of A maximizing 2-volume. The 2-volume of extended submatrix can be expressed as follows:
where i is a new row number, A i is the i-th row of the matrix A and C i is the i-th row of a matrix of coefficients C. Obviously, in order to find the row that maximizes the 2-volume, we have to use the row of C with the largest euclidean norm. As it is shown in (15), the matrix C can be recomputed as follows:
(16)
Using (16) we can recompute the norms of each row of the matrix C as
So we get a very simple greedy method which is formalized in Algorithm 1. We start from a nonsingular square submatrix A and corresponding C, then iteratively add rows to A, correponding to the row of the maximal length in C and recompute C. We call this algorithm the rect_maxvol algorithm as it is a natural extension of the original maxvol algorithm for rectangular submatrices.
Iterations can be stopped when the the length of each row of C is less than a given parameter τ .
Algorithm 1 rect_maxvol ("Greedy" maximization of the 2-volume of submatrix)
Require: Full-rank A ∈ C N ×r , N > r, parameter τ Ensure: Submatrix A and matrix of coefficients C such, that A = C A, ∀i : Since we already evaluated the computational cost for the recomputation of C, it is easy to calculate the number of operations, required for Algorithm 1.
Computation of a nonsingular submatrix with the help of LU decomposition
with pivoting requires about 0.5N r 2 operations. Since the operations, required to compute CC * i , are already taken into account in the computation of C, we can get the total complexity of Algorithm 1: it is N (K 2 − 0.5r 2 ) operations.
For the parameter τ = 1, the theoretical estimate of K = 2r − 1 gives us the following result: computational complexity of Algorithm 1 is 3.5N r 2 operations.
Maximization of 1-volume
Note, that the basis set we select is redundant, so the coefficient matrix is defined in a non-unique way. Using the minimal-norm solution and a pseudoinverse we were able to get theoretical estimates on the norms. However it is very natural to consider the sparse matrices C. This can be done in a standard way by minimizing their l 1 norm. Thus, it is tempting to use the 1-volume instead of the 2-volume. In this case, a greedy procedure is still valid, but it is now much more complicated and requires the solution of a linear programming problem at each step. We plan to investigate the algorithm of 1-volume maximization elsewhere.
Numerical examples
The algorithm was implemented in Python and is available online at https://bitbucket.org/muxas/maxvo
We test the efficiency of the rect_maxvol algorithm compared to the maxvol algorithm on three different applications.
Finding maximum in modulus element in matrix
The maxvol algorithm has a high potential for finding maximal in modulus element in a low-rank matrix. We repeat corresponding experiment from [8] .
We generate random low-rank matrices as a multiplication of 3 matrices,
where U ∈ R 10000×10 and V ∈ R 10000×10 are Q-factors of QR factorization of randomly generated matrices with uniformly distributed in the interval [0; 1] elements and D ∈ R 10×10 is a randomly generated diagonal matrix with uniformly distributed in [0; 1] elements. Assuming we have low-rank approximation of each test matrix, we find maximal-volume rows and columns of U and V T correspondingly and measure ratio of maximal absolute element on intersection of found rows and columns to maximal absolute element of entire matrix.
We have measured the latter ratio for each test matrix with two different ways of finding maximal-volume rows/columns: by maxvol and by rect_maxvol.
Results are presented in Figure 1 . maxvol ≈ 0.5% precise maximums rect_maxvol ≈ 3% precise maximums 
Preconditioning of overdetermined systems
This example was inspired by the paper [5] , where among other techniques the authors have used row selection based on maxvol algorithm for the preconditiong of least squares problem. Here we show that the condition number can be made much better using the rect_maxvol algorithm.
Assume we need to solve overdetermined system Ax = b, A ∈ C N ×r , r ≪ N , in the least-squares sense:
This is equivalent to the solution of the normal equations
With the help of rect_maxvol algorithm we can find the submatrix A and the matrix of coefficients C such that
Thus, there is a permutation matrix P ∈ R N ×N such that:
Using this partitioning of A into a basic part A and a non-basic part B, we rewrite the residual vector r and the right hand side b as
If x is a solution of the system A * Ax = A * b, then x is a solution of
Then, we construct an augmented system
where C is a basic part of C (such that A = C A) andC = B A † . If we eliminate the first (N − K) variables, we will get equation (18). Solution of system (19) consists of 2 parts: solve system with matrix Z and solve linear squares problem with matrix A. However, if we solve the system with matrix Z precisely and put C = A A † , linear squares K × r problem with matrix A has unique solution and can be reduced to r × r system by finding a good square submatrix in A.
In [5] it was shown that the condition number of the system (19) is following:
Therefore, the condition number of Z is equal to the spectral norm of the matrix C:
cond(Z) = C 2 ≤ t(r, N, K) and depends only t(r, N, K).
For experiments, we used 3 ill-conditioned sparse matrices, available on the Web: illc1850, lp_osa_07 and Kemelmacher. In these model experiments we did not use the sparsity of those matrices, since our goal was to estimate the final condition number. Efficient implementation of the rect_maxvol algorithm for sparse matrices is a topic of ongoing work. In Table 1 we present results of experiments. 
Recommender systems
Another application comes from the field of recommender systems. A collaborative filtering deals with the user-product matrix A, which encodes the ratings for a particular user. The SVD is often used for the prediction of the ratings the user will give to a particular problem. The cold start problem is the problem of the rating for a new user. One of the possible solutions relies on the extremal submatrices. In [3] authors proposed to use maxvol to find the representative users. This type of factorization is based on the skeleton approximation of the matrix A using basis rows R and columns C:
where A is the submatrix of A on the intersection of basis rows and basis columns. At the preprocessing step, the user-product matrix is approximated by its best low-rank approximation computed by the SVD. Once the basis columns/basis rows are selected, we can compute the weights from least squares approximation.
This decomposition has a very simple meaning. The basis products means that a new user can be asked to rank the "most representative products" to update the decomposition. On the other hand, when the new product is added, the "most representative users" can be asked to rank it to update the decomposition.
We applied the rect_maxvol algorithm to choose the representative users or items and construct the corresponding approximation. For numerical examples we used the MovieLens dataset http://grouplens.org/datasets/movielens/ with 10 million ratings with 10000 movies by 72000 users. At first, we computed the best rank-k approximation from the SVD. Then, we computed either maxvol or rect_maxvol rows/columns. To measure the quality, we used the coverage, diversity and precision criterias, same as in [3] :
• Coverage: proportion of users (movies) which rated (were rated by) any of the representative movies (users),
• Diversity: proportion of users (movies) which rated (were rated by) any, but less than 10 % of the representative movies (users),
• Precision: proprotion of good recommendations among the top k recommendations.
Each metric was calculated as an average for every user (movie). Corresponding results are shown in Table 2 and Table 3 . It is very interesting, that it is better to select 20 rows using the best rank-10 approximation, rather than compute the best rank-20 approximation with the classical maxvol algorithm. This should definitely be studied in more details.
Conclusion and future work
Rectangular submatrices have high potential in different column/row sampling methods. The 2-volume maximization leads to an efficient computational algorithm. We did not study in details the 1-volume maximization, which we plan to study elsewhere. Also, we plan to investigate in more details the numerical examples considered in the paper.
