The Tile Calorimeter (TileCal) [3] is located in the central section of the ATLAS hadronic calorimeter. It detects hadrons, jets and taus, while also contributing to the jet energy and missing E T reconstruction, as well as assisting the spectrometer in the identification and reconstruction of muons. TileCal is a sampling calorimeter using plastic scintillating tiles as the active medium and steel plates as the absorber. It covers the pseudorapidity range up to |η| < 1.7 with one central Long Barrel (LB) and two Extended Barrels (EB). The total number of cells is 5182, while the number of channels is ∼10000, as most cells are read by two PMTs.
The ATLAS detector investigates a wide range of physics, from the Higgs boson and other Standard Model studies to the searches of the extra dimensions and particles that could make up the dark matter.
The Tile Calorimeter (TileCal) [3] is located in the central section of the ATLAS hadronic calorimeter. It detects hadrons, jets and taus, while also contributing to the jet energy and missing E T reconstruction, as well as assisting the spectrometer in the identification and reconstruction of muons. TileCal is a sampling calorimeter using plastic scintillating tiles as the active medium and steel plates as the absorber. It covers the pseudorapidity range up to |η| < 1.7 with one central Long Barrel (LB) and two Extended Barrels (EB). The total number of cells is 5182, while the number of channels is ∼10000, as most cells are read by two PMTs.
TileCal Software
Over the years, several tools were developed during commissioning and run by different groups to support several TileCal data monitoring and maintenance activities. However, those tools make use of distinctive technologies, data sources require different forms of data recovery, collaborators have to browse among several tools in order to perform a given task, and documentation is not well consolidated.
Thus, the use, maintenance and enhancement of existing functionalities becomes time consuming and costly work. Tile-in-One (TiO) aims to integrate different Tile tools, sharing the same infrastructure and accessing common services, such as: access to different databases, user authentication, commonly used libraries, and software infrastructure to allow collaborators to integrate their own tools.
Current Approach
The history of the current Tile-in-One (TiO) spans several years and shows signs typical of projects with lack of manpower. The proposed functionality requires far more resources than what can be provided by TileCal. It is described as follows. The hardware infrastructure of TiO is composed of three different nodes: the TIO Web Client, a user web based application running on an ordinary workstation; the Tile-in-One Server, which supplies broker functionality between the client demands and the services availability; the Resources, services from third-part servers. This approach, if properly executed, could offer lot of advantages, however in the case of TiO has several problems 
Starting Over
The idea of Tile-in-One is still deemed to be valuable for TileCal, that is why the project is being rebooted. This time, however, it will function just as a simple bridge or gatekeeper (with authentication/authorization), and all the other components needed will have to be provided by the plugin itself. Here is short description:
• Main server is just a bridge • Every plugin is a small independent web application • Due to requirements on different data sources every plugin is in its own VM • Plugins are based on one of the three templates • All the source code for the plugin is stored in Git repository • There will be a person or a group responsible for the maintenance of the plugin
The platform provides the following templates since the majority of plugin developers are not skilled in web development:
• 
