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Abstrakt 
Tato práce se zabývá studiem metod vhodných k vyhledávání fotografií na základě obsahu a 
následným návrhem a implementací aplikace pro vyhledávání budov. Cílem zmíněné aplikace je 
vytvořit interaktivního průvodce městem s využitím kombinace webových a klientských technologií 
(mobilních, desktopových). Podrobněji jsou popsány jednotlivé kroky rozpoznávání. Extrakce 
klíčových bodů obrazu metodou SURF, vytvoření vizuálního slovníku pomocí algoritmu k-means, 
váhování slovníku metodou TF-IDF. K popisu obrazových dat je využit postup Bag of Words. 





This work deals with methods appropriate to content based photo search, design and implementation 
of subsequent applications for searching buildings. Purpose of the application is to create an 
interactive guide to the city using a combination of Web and client technologies (mobile, desktop). 
There are subscribed in detail the steps of recognition. A key points of the image are extracted by 
SURF. A visual dictionary is calculated with k-means algorithm.  The dictionary is weighted by TF-
IDF. To describe the image data is used a Bag of Words method. The text also mentions the new 




Vyhledávání fotografií podle obsahu, klíčové body, Cannyho detektor hran, detektor FAST, detektor 
DoH, algoritmus SURF, shlukování pomocí k-means, klasifikace, SVM, metoda Bag of Word, 




Content based photo search, Canny edge detector, FAST detector, DoH detector, SURF algorithm, 
clustering using k-means, classification, SVM method, Bag of Word, soft assignment method, TF-
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 Tato práce se zabývá problematikou principů využitých pro vyhledávání fotografií podle 
obsahu. Podobná technologie se v současné době stává základem některých inovativních aplikací, 
které s její pomocí interagují s uživatelem. Zajímavou oblastí, ve které v poslední době nachází 
podobný postup širší uplatnění, je podle mého názoru integrace do mobilní platformy. Jako příklad 
bych uvedl aplikaci Google goggles. Z dalších oblastí, kde lze podobné přístupy nalézt, můžu 
jmenovat např. rozpoznávání vozidel, průmyslovou výrobu, kartografii a implementace v medicíně. 
     Samotným obsahem práce je popis základních přístupů využitých pro vyhledávání 
fotografií podle obsahu s cílem navrhnout a implementovat funkční řešení postavené na zmíněných 
principech. Praktickým výsledkem by měla být aplikace pro rozpoznávání budov a následné získávání 
anotací o takto vyhledaných objektech, sloužící uživateli jako interaktivní průvodce městem. 
Navržený systém má charakter architektury server-klient využívající v serverové části webové 
technologie, které umožňují následné nasazení klientů na širší škálu cílových platforem (webová, 
desktopová, mobilní). Z použitých postupů pro rozpoznávání obrazu mohu jmenovat např. algoritmus 
SURF pro detekci a popis klíčových bodů v obraze. Vizuální slovník je vytvářen za pomoci alg.  
k-means. Klasifikace je založena na výpočtu kosinové vzdálenosti. Dalšími využitými metodami jsou 
Bag of Words pro popis fotografií, TF-IDF váhování slovníku a měkké přiřazení ke slovům ve 
slovníku. 
Na následujících stranách bude nejprve rozvedena teoretická část rozpoznávání obrazu 
 (kapitola 2). Nové trendy a aplikace v této oblasti poté zmiňuje kapitola 3. Návrhem a  
implementací cílové aplikace provází kapitoly 4 a 5. Výsledky práce a její možný budoucí vývoj 





2 Principy metod použitých pro 
vyhledávání v obrazových databázích 
 
Rád bych nyní nastínil některé základní pojmy a metody využité v aplikacích pro 
rozpoznávání obrazu. Za společný základ všech úspěšných přístupů v této oblasti považuji kvalitní 
detekci a popis příznaků v obraze, z jejichž výstupů následně vycházejí metody pro tvorbu vizuálního 
slovníku. 
Obrazový příznak - pod tímto pojmem si můžeme představit klíčový bod, popř. region v 
obraze, který je vhodně popsán a kvantifikován číselným vektorem tak, aby byl pokud možno co 
nejvíce invariantní k běžným lineárním transformacím, jako je natočení, změna úhlu, pod kterým je 
objekt zachycen a změna vzdálenosti pozorovatele od objektu. Dalším výrazným faktorem, který 
ovlivňuje kvalitu popisu příznaku, a tím i kvalitu celého detektoru, je jeho stálost k fotometrickým 
změnám. Všechny zmíněné aspekty se často v literatuře shrnují pojmem opakovatelnost – v tomto 
případě opakovatelnost detekce stejného příznaku za změněných podmínek ve zkoumaném obraze. 
Čerpáno z [1]. 
 
Klíčový bod v obraze takovýmto bodem popř. uskupením obr. bodů se nejčastěji rozumí 
význačné geometrické útvary, kterými jsou nejčastěji hrany, rohy, bloby a hřebeny. Při detekci 
zmíněných útvarů se často vychází z jejich optické podstaty. Čerpáno z [1]. Každý konkrétní typ 
útvaru vyžaduje specifický detektor a popis. O některých vybraných pojednává následující část práce.  
 
 
Obrázek 1 detekce blobů se zvýrazněným regionem a jeho orientací (algoritmus SURF). Převzato z [8]. 
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2.1 Detektory klíčových bodů 
V této části bych chtěl předvést metody detekce jednotlivých klíčových útvarů v obraze na 
některých vybraných algoritmech. Postupně budou zmíněny detektory hran, rohů a blobů. Cílem 
tohoto uspořádání je sledovat vývoj v dané oblasti. Součinnost detektoru s deskriptorem bude dále 
předvedena v následující kapitole na komplexnějším algoritmu SURF. 
 
Cannyho detektor hran byl vytvořen roku 1986 Johnem F. Cannym, algoritmus sestává 
z několika kroků. Cílem tohoto algoritmu bylo co nejpřesněji detekovat maximální počet reálných 
hran v obraze s co největší redukcí šumových bodů. 
Prvním krokem metody je rozmazání obrazu Gaussovým filtrem, což má eliminovat vliv 
šumových bodů. Následně jsou za pomoci operátoru pro detekci hran (Robertsův, Sobelův, …) 
nalezeny přechody v obraze a vypočítána jejich velikost a orientace. Dalším krokem je potlačení 
bodů, které nemohou být na hranách. K tomuto se využívá v předchozím kroku nalezených gradientů 
a jejich orientací. Detekce je zakončena prahováním s hysterezí. Detailní informace o tomto algoritmu 











FAST je jeden z obecně známých algoritmů pro detekci rohů. Název vznikl jako akronym 
slovního spojení (Features from Accelerated Segment Test). Tato metoda detekce rohů je 
zjednodušenou variantou detektoru SUSAN, kdy na místo kruhového regionu jsou vyhodnocovány 
obrazové body ležící v oblasti vymezené kružnicí o poloměru 3 vytvořenou Bresenhamovým 
algoritmem. Jako roh jsou poté vyhodnoceny ty části masky, kde je více jak 9 sousedních obr. bodů 
světlejších nebo tmavších než jádro (střed masky). Pořadí testování jednotlivých obr. bodů určuje 
algoritmus ID3 z tréninkové sady obrazů. Informace byly čerpány z [4], [5]. 
Obrázek 2 výsledek aplikace Cannyho detektoru hran. Převzato z [2].  
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Obrázek 3 detekce rohu algoritmem FAST. Převzato z [5]. 
 
DoH  - detektor tohoto názvu, využívající determinantu Hessovi matice, je jedním 
z řady algoritmů pro rozpoznávání blobů. Hlavním důvodem, proč byl vybrán mezi ostatními 
(LoG, DoG ...), je fakt, že je jako detektor klíčových bodů součástí  algoritmu SURF, který je 
následně využit v implementaci aplikace pro rozpoznávání budov. 
Detektor využívá determinant Hessovi matice normalizovaný hodnotou t (měřítko, 
rozměr blobu). Ve vztahu pro výpočet tohoto determinantu (rovnice 1) se dále vyskytují členy 
L, které vyjadřují hodnotu intenzity bodu v původním obraze (o souřadnicích [x, y]) 
konvolugovanou jádrem Gaussova filtru vzniklým parciálními derivacemi 2. řádu funkce ze 
vztahu 2, podle proměnných v indexu členu L. Čerpáno z [6]. 
 
                              (1) 
 
          
 
   
    
           
(2) 
  
Aplikací vztahu z rovnice 3 vzniká diferenciální detektor blobů. Principielně probíhá 
detekce tak, že bod je vyhodnocen jako blob (v daném měřítku), pokud je hodnota jeho 
determinantu (rovnice 1) větší než hodnoty determinantů v jeho trojrozměrném 26ti okolí 
vzniklém postupnou změnou měřítka t původního obrazu (resp. jádra Gaussova filtru v alg. 
SURF). 
 




Obrázek 4 výsledek detekce klíč. bodů filtrem na bázi DoH – na obrázku s polem, slunečnic.  
Převzato z [8]. 
2.2 Algoritmus SURF 
Následující kapitola je zaměřena na hlubší popis algoritmu SURF, který na rozdíl od 
detektorů na předchozích stranách tvoří komplexní celek s deskriptorem klíčových bodů. Z předchozí 
části jej však především vyčleňuje skutečnost, že tvoří základ aplikace interaktivního průvodce 
zmíněné v úvodu. 
Název SURF je akronymem slovního spojení „Speed Up Robust Feature“. Algoritmus jako 
takový vznikl syntézou a vylepšením několika již známých přístupů. Celkově oproti podobným 
detektorům vyniká svou rychlostí a častou i kvalitami detektoru i deskriptoru. Detektor je primárně 
optimalizován k vysoké úrovni invariance vůči běžným deformacím typu změna přiblížení a rotace, 
aby bylo dosaženo kompromisu mezi jeho komplexností a robustností. Ostatní typy deformací jako 
např. změna perspektivy, zkreslení a další, jsou do určité míry redukovány vlastnostmi deskriptoru. 
Dalším důležitým znakem algoritmu je, že nepracuje s barevnou složkou obrazu, využívá pouze 
intenzitu obr. bodů ve formě tzv. integrálního obrazu. V následující části kapitoly budou popsány 
hlavní části algoritmu SURF. Informace byly převzaty z  [6], [7], [8]. 
 
Integrální obraz je speciální forma popisu intenzit obrazových bodů, která výrazně redukuje 
výpočetní čas detektoru klíčových bodů (konkrétně konvoluce filtru a původního obrazu). Integrální 
obraz       v bodě x = (x,y) lze definovat jako součet intenzit všech obrazových bodů mezi počátkem 
a bodem x. Formálně lze tuto skutečnost lze popsat následujícím vztahem.  
 
              
    
   
    






Po vypočítání integrálního obrazu zabere zjištění sumy intenzit obr. bodů jakékoliv pravoúhlé 
oblasti (bez ohledu na její plochu) pouze 3 operace sčítání. 
 
Detektor - jako detektor je použita implementace DoH zmíněná na předchozí straně. 
Gaussovy filtry použité při konvoluci s původním obrazem (vzniklé parciálními derivacemi vztahu 
z rovnice 7) jsou ale zdiskretizovány a ořezány do podoby na obr. 5. Tato úprava snižuje výpočetní 




). Rovnice 5 zobrazuje Hessovu matici v bodě x. Rovnice 6 ukazuje úpravu výpočtu 
determinantu pro zdiskretizovanou verzi gaussových filtrů (do rovnice byla přidána váha w). 
 
         
                





Obrázek 5 v pravé části je ukázka diskretizace Gaussových filtrů ve směru y (   ) a xy (   ). Konvoluce 
obrazu s takto zdiskretizovanými filtry je výrazně výpočetně urychlena použitím integrálního obrazu. 
Doba výpočtu konvoluce je potom navíc nezávislá na velikosti filtru, což je využito při změně měřítka. 
Převzato z [8]. 
 





 Dalším požadavkem plynoucím z využití DoH detektoru je nutnost měnit měřítko při 
konvoluci, a tím vytvořit trojrozměrný prostor hodnot determinantů, ve kterém jsou bloby 
reprezentovány jako lokální maxima. V algoritmu SURF nedochází za tímto účelem k manipulaci 
s původním obrazem, na místo toho se mění velikost aplikovaných Gaussových filtrů, což 
v kombinaci s charakterem těchto filtrů a využití integrálního obrazu značně snižuje výpočetní 
náročnost celé operace.  
 Změna velikosti filtrů se řídí několika pravidly. Výchozí velikost filtru odpovídající 
nejmenšímu měřítku       je rozměr 9x9. Tato varianta je zobrazena v pravé části obr. 5. Následně 
se změna měřítka rozdělí do tzv. oktáv. V rámci oktávy roste změna velikosti filtru v jednom kroku 
vždy o stejný počet dílků. Principem zvětšování (u první oktávy) je přidání jedné řady bodů z obou 
stran ke každému z černých nebo bílých útvarů. Výsledný rozměr filtru tak roste v každém kroku o 6 
 8 
bodů. U každé vyšší oktávy je počet řad dílků přidaných podle předchozího pravidla navýšen o jednu 
z každé strany, tudíž velikost filtrů mezi kroky a oktávami roste o násobky č. 6. 
 
 
Obrázek 6 znázornění zvětšováni filtru v první oktávě přidáním 2 bodů ke každému útvaru.  
Převzato z [7]. 
 
Obrázek 7 znázornění nárůstu rozměru filtru v rámci oktáv i mezi oktávami (o násobek č. 6).  
Převzato z [8]. 
 
 Po vytvoření trojrozměrného pole determinantů (prostor měřítek) dochází k prahování těchto 
hodnot a následnému vyhledávání lokálních maxim. Maxima jsou kontrolována v rámci 26ti 





Obrázek 8 kontrola lokálního maxima determinantu v 26ti okolí – v prostoru měřítek. Převzato z [7]. 
 
Posledním krokem detekce je určení pozice maxima determinantu v rámci prostoru a 
měřítka. Výpočet této pozice je proveden převedením determinantu Hessovi funkce        
na Taylorův rozvoj se středem v detekované pozici (viz. rovnice 11). Aproximovaná pozice   
je získána zderivováním rozvoje a přiřazení nuly k této derivaci (viz rovnice 7). 
 
        
  
  




   




    
     







 Deskriptor – funkcí deskriptoru je popis rozložení intenzity v okolí klíčového bodu. K určení 
tohoto rozložení je použita odezva tzv. Haarovy vlnky prvního řádu. Popis klíčového bodu 
sestává ze dvou na sebe navazujících fází. 
 
 Přiřazení orientace je první fáze popisu klíčového bodu. Celá procedura začíná výpočtem 
odezvy Haarovy vlnky pro směr x a y (filtry jsou zobrazeny na obr. 10) v kruhovém okolí 
klíčového bodu o poloměru 6s (s značí měřítko). Velikost měřítka ovlivňuje kromě poloměru 
okolí také délku strany vlnkového filtru, která je 4s. 
 
 
Obrázek 9 ukázka filtru Haarova vlnka pro výpočet odezvy ve směru x (nalevo) a y. Tmavá část má váhu 
-1, světlá +1. Převzato z [8]. 
 
 Odezvy jsou po výpočtu váhovány  Gaussovou funkcí pro       se středem ve 
zkoumaném klíčovém bodě. Následně je vypočítána suma odezev horizontálních a 
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vertikálních v každém z intervalů 
 
 
 kolem souřadné osy zobrazené na obr. 10. Pro každý 
interval je dále vypočítána velikost vektoru, který je daný počátkem a sumami odezev. 
Největší takový vektor je následně prohlášen dominatní orientací. 
 
 
Obrázek 10 vizuální vyjádření odezev vlnkových filtrů. Šedá část zobrazuje jeden z intervalů, ve kterém 
je počítána dominantní orientace, šipka zobrazuje výslednou orientaci klíčového bodu. Převzato z [8]. 
 
  Sestavení finálního popisu  - s využitím vypočítané orientace je kolem zkoumaného 
bodu vytvořen čtvercový region (orientovaný podle dominantní orientace bodu) o rozměru 20s 
(příklad na obr. 1). Tento region je následně rozdělen na 16 shodných sub-regionů. Pro každý takový 
sub-region je vypočítána odezva filtru Haarova vlnka ve směru x (dx) a y (dy) pro 5x5 rovnoměrně 
rozmístěných obr. bodů. Tyto odezvy jsou kvůli zvýšení odolnosti vůči geometrickým transformacím 
nejprve váhovány Gaussovou funkci s        (s je hodnota měřítka klíčového bodu). Následně je 
každý sub-region popsán pomocí vektoru                        . Zřetězením vektorů v pro 
všechny sub-regiony vzniká základní deskriptor klíčového bodu v algoritmu SURF o 64 rozměrech. 
 
2.3 Vytváření visuálního slovníku 
Visuální slovník je dalším prvkem sytému pro rozpoznávání obrazu. Algoritmy pro 
vytvoření slovníku pracují s výstupy detektorů klíčových bodů. Jejich cílem je vytvořit 
vhodnou reprezentaci klíčových bodů napříč všemi tréninkovými obrazy. Obvykle se tento 
problém řeší algoritmy pro analýzu shluků. Výstupem aplikace těchto postupů na množinu 
vektorů popisujících klíčové body je množina středů shluků – nazývaná visuální slovník.  
Slovník je dále použit k popisu obrazů jak v tréninkové sadě, tak i těch, co jsou následně 
použity k dotazování. Proces tohoto popisu bude více rozebrán v kapitole o Bag of words. 
Ve zbytku této kapitoly se soustředím na algoritmus k-means clustering, z důvodu jeho 
použití v aplikaci pro rozpoznávání budov zmíněné v úvodu.  
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k-means clustering je jeden ze základních algoritmů pro tvorbu visuálního slovníku. 
Algoritmus slouží ke shlukování, v našem případě vektorů popisujících klíčové body obrazu, 
do K skupin (kde K je kladné číslo větší než 0). Přiřazování do skupin je prováděno snižováním 
sum čtverců vzdálenosti mezi vektory a středem daného shluku. Formálně tento postup 
popisuje rovnice 9. 
 
                
     
 




 Na následujících řádcích bude předvedena jedna z verzí tohoto algoritmu, popsaná v [9]. 
Tato verze prokazatelně vždy konverguje. Vstupem algoritmu jsou data (N vektorů) a 
požadovaný počet shluků k. Postup výpočtu je dokumentován na obr. x. 
 
1. Vezmi k vektorů z dat a postupně je přiřazuj k jednotlivým skupinám (středy 
skupin se rovnají přiřazenému vektoru). 
2. Každý ze zbylých N – k vektorů přiřaď do skupiny, jejíž střed je k danému 
vektoru nejblíže. Přepočítej střed skupiny, do které je vektor přiřazen. 
3. Znovu projdi všechny datové vektory a zkontroluj, zda je vzdálenost ke 
středu přiřazené skupiny pro daný vektor menší než vzdálenost ke středu 
jakékoliv jiné skupiny. Pokud existuje skupina se středem, který je blíže 
danému vektoru, přesuň tento vektor do skupiny s bližším středem. Následně 
přepočítej střed skupiny, která vektor získala i té, která ho ztratila. 
4. Opakuj krok 3, dokud dochází k přesunům vektorů. 
 
 
Obrázek 11 postupný výpočet shluků algoritmem k-means, krok 1 je znázorněn vlevo, pořadí obr. 
odpovídá postupu výpočtu až do finální konvergence (obr. vpravo). Převzato z [9]. 
 
V takto vytvořeném slovníku se často vyskytují středy s velmi častým nebo řídkým 
výskytem v trénovací sadě obrazů. Obojí vytváří nežádoucí šum, který je vhodné eliminovat. 
V cílové aplikaci tento problém řeším pomocí ořezu 5% středů s nejčastějším a nejméně 
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častým výskytem. Dalším vylepšením vlastností slovníku je zahrnutí informace o váze 
konkrétního středu. Tímto tématem se zabývá kapitola zaměřená na algoritmus TF-IDF.  
 
 
2.4 Bag of words 
Pod tímto názvem se skrývá další část systému pro rozpoznávání obrazu. Metoda byla 
původně vytvořena pro zpracování přirozeného jazyka. V tomto oboru se s její pomocí 
vytváří reprezentace dokumentu ve formě vektoru výskytů slov ze slovníku, který by se dal 
volně přirovnat k histogramu výskytů slov.  
V rozpoznávání obrazu je daný postup převzat a BoW slouží k reprezentaci obrazu 
s využitím vizuálního slovníku (viz. minulá kapitola). Význam metody je dvojí. Jednak je 
s její pomocí vytvořen popis tréninkové sady obrazů. Následně je použita k reprezentaci 
obrazů sloužících jako dotaz do tréninkové sady. Výsledkem aplikace tohoto postupu na 
extrahované klíčové body konkrétního obrazu je kvantifikovaný popis tohoto obrazu ve formě 
řídkého vektoru výskytů slovníkových středů, který následně umožňuje efektivní dotazování. 





Obrázek 12 BoW reprezentace obrazu, každý příznakový vektor je mapován k nejbližšímu středu 
vizuálního slovníku. Následnou kvantifikací těchto přiřazení vzniká finální popis. Převzato z [10]. 
 
Princip popisu obrazu se dá shrnout následujícími kroky (vstupním předpokladem jsou 
extrahované a popsané klíčové body obrazu, a vytvořený vizuální slovník). 
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1. Každý klíčový bod obrazu ve formě vektoru přiřaď ke středu ve slovníku tak, 
aby vzdálenost mezi středem a vektorem byla  nejmenší - pro všechny středy 
ve slovníku. 
2. Vypočítej BoW reprezentaci tak, že pro každý střed zjisti, kolik klíčových 
bodů obrazu bylo k němu přiřazeno. Tato informace se vyjádří formou 
vektoru o rozměru rovnému počtu středů ve slovníku. 
 
Výstupy předchozího algoritmu se dají vylepšit pomocí zahrnutí informace o váze 
středu – tímto tématem se zabývá kapitola o TF-IDF. Dalším možným krokem k vytvoření 
spolehlivější reprezentace obrazu je metoda Soft-assignment popsaná v následující kapitole. 
 
2.5 Soft assignment 
Metoda tzv. měkkého přiřazení vylepšuje vlastnosti výstupů algoritmu Bag o words pro 
obrazy, které slouží k dotazování – není použita při vytváření reprezentace tréninkové sady pomocí 
BoW vektorů. 
 Hlavní myšlenkou metody je kompenzovat nesprávné přiřazení klíčového bodu ke středu  
ze slovníku - obvykle způsobené geometrickou deformací dotazovaného obrazu vůči obrazu 
v tréninkové sadě. Zmíněná kompenzace je provedena tak, že je místo jednoho nejbližšího středu 
nalezen určitý počet nejbližších středů, a následně je z jejich vzdálenosti odvozeno jejich poměrné 
zastoupení v BoW vektoru. Zmíněný postup je ukázán na obr 12. 
 
Obrázek 12 znázornění metody měkkého přiřazení ke dvěma středům. Původní klíčový bod P1 je 
přiřazen ke shluku slovníku se středem C1. Vlivem geometrické deformace původního obrazu je následně 
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odpovídající bod P1‘ nesprávně přiřazen ke středu C2.  Metoda měkkého přiřazení tuto nepřesnost 
částečně eliminuje poměrným přiřazením bodu k více shlukům ve výsledném BoW vektoru. 
 
V cílové aplikaci je provedeno měkké přiřazení ke dvěma nejbližším středům. Výpočet 
poměrného zastoupení těchto středů v BoW vektoru je ukázán následujícím vztahem. Vstupem je 
vzdálenost klíčového bodu (resp. jeho vektorové reprezentace) od středu jedna    a dvě   . 
 
         









Tento postup má opět základ ve zpracování přirozeného jazyka a slouží k váhování slov ve 
slovníku. Název vznikl jako akronym anglických slov term frequency a inverse dokument frequency.  
Principem metody je přiřazení váhy ke slovu (středu) ve slovníku na základě počtu jeho 
výskytů v rámci celé tréninkové sady - IDF, a počtu výskytů slova (středu) v rámci dokumentu 
(obrazu) - TF. Váhy jsou vypočítávány ze vztahů v rovnicích 11, 12 a 13 tak, aby slova (středy), která 
jsou zastoupena příliš často v celé tréninkové sadě, nenabývala příliš velkého významu (IDF). 
Následně je vypočítán význam slova v dokumentu (obrazu) podle počtu jeho výskytů ku celkovému 
počtu slov v dokumentu (TF). Převzato z [12]. 
 Metoda je využita při tvorbě BoW vektorů, kdy jsou nakonec vynásobeny jednotlivé složky 
těchto vektorů váhou příslušnou odpovídajícímu středu (hodnotou tf-idf, viz. rovnice 13). Tím se 
eliminuje vliv příliš obecných částí slovníku. Daný postup je opět použit ve výsledné aplikaci. 
 
 
      
    




        
   








Posledním prvkem systému pro rozpoznávání obrazu zmíněným v této části práce je 
klasifikace. V jedné z předchozích kapitol, zaměřené na tvorbu vizuálního slovníku, se sice pojem 
klasifikace také objevuje, ale na tomto místě budou zmíněny metody klasifikace použité k dotazování 
do vytvořené sady Bag of words vektorů. 
V následujícím textu je popsán jak komplexnější přístup, tak i jednoduchý koncept založený na 
kosinové vzdálenosti, použitý v cílové aplikaci. 
 
Klasifikace nebo také kategorizace - pod tímto názvem se skrývá problém přiřazení 
elektronického dokumentu (v našem případě dotazovaného BoW vektoru) k jedné nebo více 
kategoriím v závislosti na jeho obsahu. Klasifikace se jako celek dělí na dvě části. Na klasifikaci 
s učitelem, kde nějaký externí mechanismus (člověk) poskytuje informace o správnosti provedené 
klasifikace. Druhou variantou je klasifikace bez učitele, kdy celý proces musí proběhnout bez 
vnějšího zásahu. 
 
 SVM je jedna z metod klasifikace s učitelem. Název vznikl z akronymu anglického slovního 
spojení Support vector machine. Původní algoritmus byl vyvinut Vladimírem Vápníkem a jedná se o 
nepravděpodobnostní binární klasifikátor. Při tréninkové fázi algoritmu dochází k rozdělení 
tréninkových dat do dvou skupin a vytvoření modelu, který následná data přiřazuje do takto vzniklých 
skupin.  Principielně se klasifikátor snaží vytvořit nadrovinu ve vysoce (nekonečně) dimenzionálním 
prostoru tak, aby došlo k co nejširšímu oddělení dvou skupin tréninkových dat (která jsou vyjádřena 
jako body v daném prostoru). Tento přístup dokumentuje obr. 14.  Vysoce dimensionální prostor je 




Obrázek 14 Princip SVM, oddělení tříd nadrovinou. Body na hranicích se nazývají “support vectors“. 
Převzato z [13].    
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Pokud je nutné data klasifikovat do více tříd, je nutné vytvořit hierarchickou strukturu testů, 
která následně umožní binárnímu klasifikátoru požadovanou operaci provést. Základem tohoto 
přístupu je tedy rozdělit komplexní klasifikační úlohu na více menších binárních podúloh. Toho lze 
docílit dvojím způsobem – vytvořením klasifikátoru, který určuje příslušnost buď k jedné třídě nebo 
všem ostatním. Nebo vytvořit klasifikátor pro každou dvojici tříd. Informace čerpány z [13], [14].  
 
Klasifikace založená na kosinové vzdálenosti - tento princip využívá cílová aplikace pro 
rozpoznávání budov. Metoda porovnává dotazovaný BoW vektor se všemi vektory v tréninkové sadě 
a vybírá určitý počet nejbližších vzorů z pohledu jejich kosinové vzdálenosti. Rovnice 18 ukazuje 
vztah pro výpočet této vzdálenosti mezi dvěma vektory. V aplikaci je dále tento postup vylepšen 
ukládáním velikosti vektorů vstupujících do zmíněného vztahu. V každém kroku je tedy nutné 
vypočítat pouze skalární součin vstupních vektorů a následně ho dosadit. 
Metoda není náročná na implementaci a při menším rozsahu tréninkových dat je i prakticky 
použitelná, hlavní nevýhoda je samozřejmě v časové složitosti průchodu celou sadou tréninkových 
BoW vektorů. 
 
      
   








3 Současné aplikace a trendy v oblasti 
vyhledávání fotografií 
V této kapitole bych rád ukázal několik zajímavých principů použitých k rozpoznávání 
obrazu, a také příklad současných mobilních aplikací, které využívají poznatky z tohoto oboru.  
3.1 Trendy v aplikační oblasti 
V první řadě bych se soustředil na dvojici podobně zaměřených mobilních aplikací. 
Konkrétně na Google googles a Snaptell explorer. Obě pracují na podobném principu, kdy po 
vyfotografování obalu DVD, CD, knihy nebo videohry, popř. loga nebo QR / čárkového kódu, 
umožní daný objekt rozpoznat a vyhledat s ním svázané informace. Zkráceně se tento princip nazývá 
„Snap & get“ a podle mého názoru otevírá nové možnosti na poli marketingu a umožňuje zákazníkovi 
naprosto přirozeným způsobem získávat klíčové informace spojené s požadovaným produktem.   
  
Snaptell explorer k detekci a popisu klíčových bodů obrazu používá podle dostupných 
informací (viz. [15]) vlastní patentovanou technologii pod názvem Accumulated Signed Gradient 
(ASG). K indexaci a vyhledávání je opět použit vlastní patentovaný algoritmus. Celkově je aplikace 
oproti Google googles zaměřená více na komerční sektor, umožňuje dohledávat informace o nejlepší 
cenové nabídce vyhledaného zboží a v kombinaci s GPS modulem umožňuje najít i nejlepší nabídku 
v blízkém okolí. Aktuálně je tento produkt dostupný na mobilních platformách iOS a Android.  
  
 
Obrázek 11 Aplikace firmy Snaptell. Převzato z [15]. 
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 Google goggles jde dále než předchozí aplikace, v principu umožňuje vyhledávat kromě 
zboží i významné stavby, umělecká díla a zajímavá místa (aplikace bude v budoucnu zřejmě rozšířena 
o vyhledávání rostlin). Výsledný produkt tvoří frontend vyhledávače Google na mobilních zařízeních 
s využitím technologií pro rozpoznávání obrazu v kombinaci s dalšími senzory (např. GPS). Samotná 
extrakce a popis obrazových příznaků probíhá podle dostupných informací na straně cloud systému 
spol. Google, kde je současně aplikováno několik typů algoritmů optimalizovaných pro konkrétní 
domény (např. OCR pro detekci textů). Celá operace vyhledání výsledků by neměla trvat více jak 6,5 




Obrázek 13 Rozhraní aplikace Google goggles. Převzato z [16]. 
 
3.2 Zajímavé algoritmické přístupy 
V následující části textu bych se zaměřil na některé zajímavé postupy v oblasti rozpoznávání 
obrazu, které se mi podařilo objevit při studování hlavních materiálů. 
 
 Hierarchický k-means - metoda zmíněná v [17] mě zaujala na počátku tvorby cílové aplikace. 
V principu se jedná o vylepšení visuálního slovníku převedením jeho lineární struktury na stromovou. 
Převod struktury je prováděn postupnou aplikací algoritmu k-means na tréninková data. V každém 
kroku jsou data přiřazena k jednomu z n středů, kde n značí zadaný počet větvení. Následně je postup 
zopakován pro všechny nově vzniklé uskupení. Princip postupné aplikace k-means je znázorněn na 
obr. 13 a 14. S úpravou slovníku koresponduje úprava algoritmu pro generování BoW vektorů, kdy je 
slovník, nyní ve stromové podobě, chápán jako vektor a BoW v podstatě vypočítává počet průchodů 
jednotlivými uzly slovníku. 
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Autor článku [17] si od těchto vylepšení slibuje především zrychlení vytváření BoW vektorů, 
zapříčiněné rychlejším dohledáním nejbližšího středu. 
 
 
Obrázek 14 zobrazující postupnou implementaci algoritmu k-means na sadu příznakových vektorů. 
V prvním kroku jsou vektory priřazeny podle vzdálenosti k zeleným středů, ve druhém jsou potom 
vektory zelených skupin dále děleny a přiřazovány k modrým středům. Faktor větvenim je roven č. 3. 
Převzato z [17]. 
 
 
Obrázek 15 výsledná stromová struktura vzniklá z aplikace hierarchické metody k-means na sadu 
tréninkových dat (z obr. 18), faktor větvení je roven č. 3. Převzato z [17]. 
 
Local color patches - tuto metodu použitou k rozpoznávání a dalšímu zpracování 
ilustrací v historických rukopisech, jsem objevil v článku [18]. Zajímavým zjištěním pro mě 
bylo, že samotný barevný histogram bez geometrické informace může v některých doménách 
velmi dobře plnit úlohu mnohem komplexnějších algoritmů  popisujících obrazové příznaky. 
Další zajímavostí je, že podle zmíněného článku vykazuje algoritmus poměrně slušnou 
odolnost vůči geometrickým deformacím původního obrazu (změna měřítka a natočení).  
Barevný histogram je vypočítáván z palety RGB s doplněnou hodnotou NaN (použitá 
k určení barvy pozadí). Paleta je v závislosti na uživatelském nastavení algoritmu redukována 
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na menší počet barev – kvůli snížení výpočetní náročnosti.  Vzdálenost (podobnost) dvou 
histogramů je následně vypočítána metodou průniku histogramů. 
 
BRIEF - název metody vznikl jako akronym anglického spojení Binnary robust 
independent feature. Algoritmus popsaný v článku[19] vznikl na základě snahy snížit 
výpočetní a paměťovou náročnost součastných postupů rozpoznávání obrazu. Na rozdíl od 
algoritmů jako SIFT nebo SURF používá jako obrazový deskriptor binární řetězec vzniklý 
porovnáváním intenzity dvojic obr. bodů v náhodně vybraných místech (dle Gaussova 
rozložení pravděpodobnosti) rozostřené verze původního obrazu. Podobnost binárních 
příznaků je následně určována na základě Hammingovi vzdálenosti.  
Algoritmus není invariantní vůči změně natočení, celkově však převyšuje referenční 
algoritmus (SURF64) v rychlosti extrakce klíčových bodů a výpočtu podobnosti příznaků 
(Hammingova vzdálenost vyžaduje pouze operaci XOR a bitový součet).  Pro běžné 
deformace (změna měřítka, změna úhlu pozorovatele) navíc dosahuje ve většině případů 
kvalitnějších výsledků v oblasti detekce odpovídajících si klíčových bodů – a to při čtvrtinové 
délce příznakového vektoru. Pro více informací o algoritmu odkazuji na článek [19]. 
 
 
Obrázek 15 porovnání úspěšnosti vyhledání shodných obr. příznaků alg. SURF a BRIEF pro sadu 




4 Návrh aplikace 
Následující kapitola by měla ukázat význam a použití finální aplikace, její architekturu a 
zdůvodnit konečnou volbu jednotlivých prvků systému. Při tvorbě návrhu jsem vycházel 
z některých, v tomto textu, zmíněných principů a pokusil jsem se je poskládat do relativně 
funkčního celku použitelného pro rozpoznávání budov. Zajímavá místa v implementaci, 
využívající postupy zmíněné v kapitole 2, budou následně prezentována v kapitole 5 
zabývající se implementací. 
 
4.1 Interaktivní průvodce budovami 
Nejprve bych shrnul primární cíle výsledné aplikace. Aplikace by měla umožnit 
uživateli vyhledat informace o konkrétním objektu (budově) na základě pořízené fotografie a 
eventuelně v kombinaci se zjištěnou polohou GPS. Následně prezentovat vyhledané 
informace ve vhodné podobě. Výhledově by mělo být počítáno s nasazením na některou 
mobilní platformu a dosažením konceptu „Snap & get“, který je zmíněn v předchozí kapitole 
(viz. [12], [13]). 
Celkově by mohla být aplikace použita jako průvodce po význačných budovách 
v konkrétní lokaci, dále by bylo možné koncept rozšířit pro získávání uživatelských informací 






    





4.2 Návrh architektury 
Při návrhu cílové architektury jsem vycházel z několika předpokladů. Celý systém by se 
měl skládat ze dvou částí – administrační, která by měla umožňovat extrahovat vizuální 
slovník a BoW vektory, vytvářet a modifikovat reprezentace objektů (budov) a klientské. 
Klientská část by měla sloužit pouze k dotazování, bez možnosti modifikovat strukturu 
uložených dat. Dalším faktorem ovlivňujícím celkovou podobu aplikace je její možné 
nasazení na mobilních zařízeních, které přináší řadu omezení (paměťová náročnost, výpočetní 
náročnost a spotřeba energie). 
Po zvážení několika možných variant jsem se nakonec rozhodl pro následující 
uspořádání.  
 Klientská část by měla být jednoduchou aplikací komunikující s webovou 
službou s jediným požadavkem na funkcionalitu a to extrakcí obrazových 
příznaků.  
 Administrační část jsem rozdělil ještě na tři dílčí aplikace. Jediným 
vyžadovaným prvkem této části je společná databáze, dostupná jak webovému 
rozhraní, tak webové službě. 
o Aplikace extrahující slovník na lokálním počítači 
o Webové rozhraní pro nahrávání a správu dat  
o Webová služba umožňující dotazy nad daty uloženými na webovém 
serveru.  
Tato koncepce aplikace podle mého názoru vhodně rozděluje výpočetní nároky na 
vyhledávání mezi klientskou aplikací, kde by neměl být výrazný problém s extrahováním obr. 
příznaků vzhledem k možnostem v současnosti dostupného hardwaru (včetně mobilního), na 
jedné straně a webovou službou na straně druhé. Oddělení extrakce slovníku od webové 
administrační části jsem provedl z důvodu logického členění a velké výpočetní náročnosti 
této operace. Jednotlivé prvky architektury budou postupně popisovány v následujících 




Obrázek 17 zobrazuje navrhovaný systém včetně vazeb mezi jednotlivými prvky, význam jednotlivých 
částí je popsán v následujících částech kapitoly 
   
 
4.3 Aplikace extrahující obrazové příznaky 
Následující část tvoří jádro celého systému, umožňuje vytvářet vizuální slovník a BoW 
reprezentaci tréninkové sady. Základem aplikace je knihovna pro extrakci obr. příznaků a tvorbu 
dotazů, která je současně základním stavebním kamenem klientské části. Knihovna obsahuje také 
podpůrnou funkcionalitu pro přidávání nových objektů využitou v administrační části. 
Po důkladné úvaze jsem se rozhodl vybudovat knihovnu na následujících principech. Pro 
detekci a popis příznaků využívám algoritmus SURF, primárně s délkou deskriptoru nastavenou na 
128. Zvolená metoda podle mého názoru tvoří v dnešní době standard v této oblasti a zaručuje tak 
spolehlivý základ celého systému. Na předchozí krok navazuje vytváření slovníku. K tomuto účelu 
jsem se rozhodl použít plochou variantu algoritmu k-means a výsledný slovník vylepšit ořezem středů 
s velmi častým a řídkým výskytem. Dalšího vylepšení jsem se rozhodl docílit zavedením váhování 
pomocí algoritmu TF-IDF. Jednotlivé obr. v tréninkové sadě jsou následně reprezentovány formou 
Bag of words vektorů s použitím váhování, v případě dotazu je předchozí krok doplněn aplikací 










Obrázek 18 diagram vstupů a výstupů knihovny pro zpracování obrazu 
 
Pro upřesnění funkcionality aplikace je třeba uvést, že vstupem je tréninková sada fotografií, na 
které je vyžadováno dodržování konvence v pojmenovávání zavedená v tréninkové sadě ZuBuD 
(Zürich building database, dostupná z [18]) - v následující podobě objekt[id_objektu].[variant (a-
e)].přípona. Předchozí konvence je zavedena, aby bylo možné automaticky odvodit příslušnost 
fotografií ke konkrétním objektům. Výstupem aplikace je soubor ve formátu xml reprezentující 
vizuální slovník, binární soubor reprezentující tréninkovou sadu v podobě BoW vektorů (ke každému 
vektoru je navíc přiřazen identifikátor stavby, použitý ke svázání s databází) a dvojice souborů ve 
formátu xml, které obsahují podpůrná data o BoW reprezentaci (jména příslušných fotografií) a o 
jednotlivých objektech (anotace a GPS). Poslední dva soubory jsou určené k instalaci do databáze. 
Další možností aplikace je extrakce nového objektu z poskytnutých fotografií, při které jsou 
vygenerovány podobné soubory pouze pro tento objekt a následně jsou webovou částí připojeny 
k původním datům. 
4.4 Webová služba a administrační web 
Webová část slouží jako základ vyhledávácího mechanismu, dále uchovává extrahovaná data a 
vytváří rozhraní k jejich editaci. V následující sekci bude popsána struktura uložených dat a 
požadované operace nad těmito daty. 
 
Webová služba je hlavní částí webového systému, která poskytuje vyhledávací funkcionalitu 
klientským aplikacím a provádí operace nad extrahovanými daty řízené administrační částí webového 
systému. Další důležitou schopností služby je distribuce vizuálního slovníku na klientské aplikace. 
Tato operace sice není prováděna často, ale je velmi významná v rámci celého systému. Jednotliví 
klienti jsou totiž ze všech extrahovaných obr. dat přímo závislí pouze na vizuálním slovníku, který 
používají při vytváření dotazů. 
 Klientské operace  
o Příjem dotazu ve formě BoW vektoru, extrahovaného klientskou aplikací a 
návrat strukturovaných výsledků vyhledávání ve formě pospané na obr. 20. 
slovník 
binární sada BOW 
podpůrná data 
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o  Vyhledávání jsem se rozhodl realizovat průchodem binárního souboru s BoW 
reprezentací tréninkové sady fotografií a porovnáváním kosinové vzdálenosti. 
Umístěním extrahovaných dat do souboru namísto do databáze jsem se pokusil 
dosáhnout lepší škálovatelnosti aplikace, kdy není nutné uchovávat instanci 
těchto dat v paměti serveru (např. ve formě singleton objektu), popř. 
obnovovat z databáze mezi jednotlivými dotazy celý objem dat. Pro čtení dat 
jsem se rozhodl využít systémové podpory sdíleného čtení, která by podle 
mého názoru měla zajistit dostupnost souboru dostatečnému počtu instancí 
aplikace. Při návrhu toho uspořádání jsem vycházel z bez stavového charakteru 
webové služby.  
o Kontrola verze slovníku a případné stažení aktualizace slovníkových dat ve 
formátu xml. K tomuto účelu je využita následující konvence v pojmenovávání 
slovníkové sady: centers.[číslo_verze].xml. 
 Administrativní operace webové služby byly navrženy tak, aby umožnily vzdálenou 
manipulaci s uloženými daty, řízenou administrativním webovým rozhraním. Toto 
řešení umožňuje administrativnímu webu manipulovat se souborovým systémem 
služby a to v rámci jiné aplikační domény (nebo i na jiném fyzickém serveru). 
Základní funkcionalitu této části tvoří podpora kopírování souborů (využita 
k nahrávání extrahovaných dat), jejich editace a mazání. Rozšířením jsou speciální 
funkce pro přímou manipulaci s BoW reprezentací objektů (vyjmutí, kopírování, 
vkládání), které vytváří podporu pro možné rozdělení tréninkové sady do souborů 
podle GPS lokací a pro přidávání nových objektů. 
 Návrh rozdělení úložiště je založen na předpokladu, že by takto hierarchicky 
rozdělená data výrazně urychlila vyhledávání po nárůstu objemu uložených objektů a 
tímto způsobem částečně kompenzovala nevýhody primitivní klasifikace. Navržený 







Obrázek 19 zobrazující navržený princip rozdělování tréninkové sady ve formě BoW reprezentace 
objektů do referenčních lokací na základě GPS souřadnice. Centrální úložiště obsahuje vždy kompletní 









Jména souborů fotografií 
Obrázek 20 Návratová struktura objektu výsledku vyhledávání   
 
 Administrační webová aplikace tvoří uživatelské rozhraní operací implementovaných 
ve webové službě a přidává funkcionalitu pro plnění databáze podpůrnými daty. Tato data 
jsou extrahována ze souborů ve formátu xml a následně importována do databáze, jejíž 
strukturu zobrazuje ER-diagram na obr. 21.  
 
 
Obrázek 21 ER-diagram databázových tabulek 
 
Aplikace umožňuje vybraná uložená data editovat. 
 Objekty - u těchto dat lze editovat anotace, GPS pozice a příslušnost k lokacím (což 
vyvolá na straně webové služby manipulaci s BoW vektory). Další navrženou 
operací je mazání, které má opět dopad na binární sady, a to včetně primárního 
úložiště. Vkládat nové objekty lze pouze s využitím funkcionality aplikace pro 
extrakci, která extrahuje obr. příznaky a připraví je do podoby vhodné pro import do 
systému. 
  BagOfWords - prvky této tabulky nelze editovat, vkládat ani přímo mazat, z důvodu 
konzistence úložiště webové služby a databáze. 
 Lokace - u těchto dat lze editovat pouze GPS. Povolené je také mazání, které se 
provádí i nad úložišti BoW vektorů (centrální úložiště – resp. jeho lokaci smazat 
nelze). Vytvoření nové lokace vyvolá vznik nového úložiště na straně webové 
služby.    
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4.5 Klientská část 
Klientská aplikace tvoří finální část systému dostupnou koncovému uživateli. Díky navržené 
architektuře může být realizována formou webové, desktopové nebo mobilní aplikace. Požadavky na 
klienta zahrnují stejné prvky u všech těchto variant, a to možnost extrakce obrazových příznaků 
algoritmem SURF a připojení k internetu. 
Samotný proces vyhledávání probíhá v následujících krocích.  
1. Nejdříve proběhne kontrola verze slovníku, s eventuálním stažením aktualizace 
z webové služby.  
2. Následuje extrakce obrazu zadaného uživatelem a odeslání vzniklého BoW vektoru 
webové službě.  
3. Poté jsou přijaty výsledky ve formě kolekce objektů z obr. 20, doplněné o cestu 
ke složce fotografií na webovém serveru. Z přijatých výsledků je následně sestavena 
reprezentace textové části výsledků a je zahájeno asynchronní stahování fotografií ze 
serveru.  
 
Posledním prvkem aplikace je možnost uživateli zprostředkovat kontrolu výsledků pomocí 
vizualizace homografie.    
 
 
Obrázek 22 část implementované klientská aplikace s webovým rozhraním 
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4.6 Návrh testování 
K testování jsem se rozhodl použít testovací sadu budov nazvanou ZuBuD (Zürich building 
database) dostupnou z [18]. Sada obsahuje jak tréninkovou část s 200 budovami nafocenými vždy 
z 5-ti různých úhlů, tak i část dotazovací obsahující odlišné verze fotografií těchto budov.  
Samotné testování aplikace jsem se rozhodl realizovat následujícím způsobem. Pro každou 
fotografii z dotazovací sady provedu celou proceduru dotazování s návratem 5ti nejbližších výsledků. 
Následně díky jmenné konvenci zavedené v tréninkové sadě provedu kontrolu názvů vrácených 
výsledků. Pokud se mezi výsledky vyskytuje správný název fotografie, je pokus vyhodnocen jako 
úspěšný. Testovací funkcionalitu jsem se rozhodl připojit k aplikaci extrahující slovník, aby bylo 











Následující kapitola by měla shrnout prostředky použité k realizaci aplikace, vysvětlit jejich 
volbu a objasnit některá důležitá místa realizovaného systému. 
K implementaci cílového řešení jsem se rozhodl použít prostředí Microsoft.net ve verzi 4.0, 
jako implementační jazyk jsem zvolil C#. Zmíněné prostředky jsem se rozhodl použít z důvodu 
osobní preference a možnosti vyvíjet webové, desktopové i mobilní aplikace téměř jednotným 
způsobem. Webová část aplikace je realizována technologiemi ASP.net MVC v případě 
administračního webu a WCF v případě webové služby. Desktopové aplikace jsou vytvořeny pomocí 
Windows forms. Dalším implementačním prostředkem využitým v aplikaci je knihovna EmguCV 
(adaptuje knihovnu OpenCV pro použití ve zvoleném prostředí), jako databázi využívám MS-SQL 
v návaznosti na objektový model LINQ-SQL. 
5.1 Využití knihovních funkcí 
Knihovna EmguCV je použita ve verzi 2.1 dostupné z [17], její vlastnosti jsou téměř shodné 
jako u knihovny OpenCV verze 2.1. V aplikaci je použit jmenovitě algoritmus SURF k detekci a 
popisu obrazových bodů, algoritmus k-means k extrakci slovníku a prostředky k výpočtu a vizualizaci 
homografie.  
5.2 Extrakce reprezentace obrazových dat 
V této části textu se pokusím popsat návaznost knihovních funkcí a vlastní implementace 
v oblasti extrakce obr. příznaků. Následující kroky mimo jiné dokumentují princip extrakce obr. dat 
navržený v předchozí kapitole. 
1. Extrakce začíná využitím knihovní implementace algoritmu SURF. Z jeho výsledků 
následně převedu do dvourozměrného pole pouze deskriptory a uvolním jím 
alokované zdroje. Návaznost těchto deskriptorů na jednotlivé fotografie je 
zaznamenána v kolekci pomocných struktur (index začátku a konce příznaků 
konkrétní fotografie). 
2. Následujícím krokem je převod zmíněného pole příznaků do podoby datového typu 
Matrix<single> použitého jako vstup algoritmu k-means (jeho použití je posledním 
prvkem knihovní implementace během extrakce). Výstupem alg. je dvourozměrné 
pole se souřadnicemi středů v daném vekt. prostoru a pole určující příslušnost 
vstupních deskriptorů do jednotlivých vypočtených skupin. 
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3. Získané souřadnice středů jsou použity k interní reprezentaci středů (ve formě 
struktury). Z pole příslušností ke skupinám je následně vypočítána informace o počtu 
výskytu středů v datech extrahované sady, na jejímž základě jsou z interní 
reprezentace odstraněny středy se statisticky nevhodnými vlastnostmi. Dotčené obr. 
deskriptory jsou následně přeřazeny k nejbližším zbylým středům (změnou indexu 
v poli příslušností). 
4. Na závěr je z pole příslušností vypočítána tf-idf váha jednotlivých středů a pomocí 
metody BoW poté i reprezentace celé trénovací sady obrazů. 
5.3 Webová část 
Na tomto místě bych se rád zaměřil na nejdůležitější část implementace webové části, a to na 
postup vyhledávání. Vyhledávání, jak bylo řečeno v předchozí kapitole, přijímá BoW vektor 
extrahovaný klientem doplněný o v současné chvíli nevyužitou informaci o poloze GPS 
dotazovaného objektu. Na základě zmíněné polohy je následně vybrána binární sada s extrahovanými 
obr. daty budov. Pro otevření vybrané sady využívá aplikace systémové podpory sdíleného čtení, aby 
tak umožnila souběžný přístup k danému souboru více svým instancím. Po otevření je zvolený soubor 
procházen řádek po řádku a vypočítávána kosinová vzdálenost k dotazovanému vektoru. Jednotlivé 
vzdálenosti, a s nimi spojená informace, ke kterému objektu náleží, jsou průběžně zaznamenávány do 
pomocné kolekce. Po dokončení průchodu je pomocná kolekce seřazena metodou QuickSort inverzně 
podle vzdáleností (ve smyslu kosinové vzd.) a jsou z ní vybrány identifikátory požadovaného počtu 
nejbližších budov. S pomocí získaných identifikátorů je realizován dotaz do databáze a následně 
sestavena výsledková sada popsaná kolekcí struktur z obr. 20. 
5.4 Implementace testů 
Vy zbytku kapitoly bude ukázána implementace testování vypočtené BoW reprezentace 
tréninkové sady obr. Princip testování je navržen v předchozí kapitole (sekce 4.6). Následující 
zdrojový kód tvoří součást aplikace pro extrakci slovníku, kde slouží k ověření kvality výsledných 
dat. Tato část implementace byla záměrně vybrána, aby plně dokumentovala postup testování 
systému, jehož výsledky jsou prezentovány v následující kapitole.  
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… 
// otevření složky s dotazovanými fotografiemi 
System.IO.DirectoryInfo di = new System.IO.DirectoryInfo(path); 
 
// testování obsahu složky proti extrahovaným datům po jednotlivých 
// fotografiích  
foreach (FileInfo fi in di.GetFiles()) 
{ 
  // inicializace  
  snap = false; 
 
  // využití jmenné konvence tréninkové sady – název správného výsledku 
  s = Path.GetFileNameWithoutExtension(fi.FullName).Split('.')[0]; 
  total++; 
 
    // orientační měření času dotazu 
    aTime = DateTime.Now; 
    // vyhledání 5ti nejbližších výsledků 
    results = controller.TestSearchQuery(fi.FullName, 5); 
    timeLength += (DateTime.Now - aTime).Milliseconds; 
 
    // kontrola názvů souborů vrácených výsledků 
    foreach (string res in results) 
    { 
      string ss = Path.GetFileNameWithoutExtension(res).Split('.')[0]; 
      if (s == ss) 
        // nalezan správný objekt 
        snap = true; 
    } 
    if (snap) 
      goodRes++; 
 





// průměrný (orientační) čas dotazu 
time = timeLength / total; 
// úspěšnost návratu správného objetu v 5ti výsledcích 









V následující kapitole bych rád shrnul výsledky práce a testování, dále bych poukázal na 
možnosti budoucího rozšíření systému na jednotlivých jeho úrovních. 
6.1 Vytvořené aplikace 
Výsledkem práce je systém tvořený pěticí funkčních aplikací, které umožňují extrahovat 
tréninková data, spravovat výsledky extrakce a dotazovat se nad těmito výsledky. Na 
následujících obrázcích jsou zobrazena uživatelská rozhraní jednotlivých prvků tohoto 
systému. Konkrétně je zobrazena část rozhraní aplikace pro extrakci slovníku, část rozhraní 












6.2 Výsledky experimentování 
Principem experimentování bylo především postupné vytváření konceptu systému pro 
rozpoznávání obrazu, kdy jsem po konzultacích s vedoucím bakalářské práce iteračně vylepšoval 
jednotlivé prvky aplikace. Prvotní verze obsahovala vlastní implementaci algoritmu k-means a 
klasifikaci na základě euklidovské vzdálenosti. Její výkon nebyl nijak výjimečný, ale podařilo se mi 
s její pomocí ověřit základní funkcionalitu celého přístupu.  
Následujícím krokem bylo celkové vylepšení aplikace, konkrétně jsem použil knihovní funkci 
pro realizaci algoritmu k-means, vylepšil jsem slovník o váhování pomocí tf-idf a vyhledávání o 
použití metody měkkého přiřazení. Klasifikaci jsem založil na kosinové vzdálenosti. Výkon aplikace 
se těmito úpravami značně vylepšil (formulováno závěrečným odstavcem s výsledky testování) a 
proto jsem se rozhodl aplikaci převést na finální tvar kombinující webovou, desktopovou a případně 
mobilní platformu. 
 
Výsledky testování - testování aplikace bylo realizováno, aby bylo možné formálně vyjádřit 
celkové vlastnosti použitého přístupu. Byly prováděny integrační testy na databázi ZuBuD, které 
ovlivnily finální nastavení algoritmu SURF. Principem testů byla extrakce obr. dat testovací sady 
obrazů a následná aplikace postupu testování zmíněného v kapitole 4.6.  
V první fázi každého testu byl algoritmus SURF nastaven na délku příznaku 64 položek typu 
float, ve druhé na 128 položek, hodnota prahování byla vždy nastavena na doporučenou hodnotu 500. 
Dále byla postupně měněna požadovaná velikost slovníku. Při testování byla měřena doba extrakce 
tréninkové sady, dále procentuální úspěšnost vyhledání obr. testovací sady (viz. kapitola 4.6) a 
průměrná doba vyhledání. Testování bylo realizováno na referenčním stroji (OS Windows Vista 
Bussines 32b, Intel Core2 2.1GHz, 4GB DDR2) s výsledky shrnutými v následující tabulce. Finálním 
rozhodnutím byl poté výběr délky příznakového vektoru se 128 položkami, který sice výrazně 
ovlivňuje dobu a paměťovou náročnost extrakce, ale nijak zásadně neprodlužuje dobu vyhledávání a 
zároveň mírně zlepšuje jeho úspěšnost. Z následující tabulky dále vyplývá optimální velikost slovníku 
pro danou sadu dat a to mezi 2400 a 3000 středy. 
 
Délka příz. Vektoru Doba trvání extrakce Úspěšnost 
vyhledávání  
Průměrná doba 
 jednoho dotazu 
Finální velikost extrahovaného slovníku = 3078 středů 
64 x float 23 hod 67,3% 492 msec 
128 x float 34 hod 73.6% 529 msec 
 34 
Finální velikost extrahovaného slovníku = 2403 středů 
64 x float 18 hod 70,25% 472 msec 
128 x float 28 hod 78,94% 494 msec 
Finální velikost extrahovaného slovníku = 2015 středů 
64 x float 14 hod 69,29% 467 msec 
128 x float 19 hod 74,69% 486 msec 
Finální velikost extrahovaného slovníku = 1800 středů 
64 x float 12,5 hod 68% 458 msec 
128 x float 16,5 hod 74,58% 475 msec 
Finální velikost extrahovaného slovníku = 775 středů 
64 x float 3.25 hod 60% 445 msec 
128 x float 4 hod 62% 467 msec 
Finální velikost extrahovaného slovníku = 420 středů 
64 x float 1,75 hod 52% 305 msec 
128 x float 2,25 hod 53% 454 msec 
Tabulka 1 výsledky testování chovaní systému pro různě nastavenou délku deskriptoru alg. SURF 
při různých velikostech slovníku.  
 
6.3 Možnosti budoucího vývoje 
Vylepšení konceptu aplikace se dá najít celá řada. Pokud začnu u klientské částo, tak by bylo 
velice účelné vyvinout mobilního klienta, který by tak plně doplnil potenciální možnosti aplikace. Pro 
tento účel by bylo zřejmě nejlepším postupem převést kód z OpenCV reprezentující algoritmus SURF 
na cílovou mobilní platformu. Dalším logickým krokem přímo vyplívajícím z předchozího vylepšení, 
by bylo rozvedení myšlenky o použití GPS. Tento přístup by využil další schopnosti současných 
mobilních telefonů a celkově by zefektivnil proces vyhledávání. Na oba dosud navržené postupy je 
navíc systém v principu připraven.  
V oblasti klasifikace by bylo asi zajímavým vylepšením použití SVM, které v podobných 
aplikacích podává lepší výsledky. Z funkčního hlediska by ale především zasloužil pozornost výpočet 
algoritmu k-means, který v současné knihovní implementaci probíhá kompletně v paměti, což je, 
vzhledem k celkovému objemu dat, neúnosný stav. Ideálním řešením by bylo tento výpočet rozdělit 
na části, jejichž výsledky by se na závěr spojily. Zmíněný postup by s sebou přinášel i výhody 




Cílem práce bylo seznámit se se základy postupů využitých k vyhledávání fotografií podle 
obsahu, následně tyto postupy využít v návrhu a realizaci aplikace. Pro tento účel jsem vytvořil 
systém pro rozpoznávání budov kombinující webové a klientské technologie. Jádrem implementace je 
algoritmus SURF - pro detekci a popis klíčových bodů obrazu, shlukování K-means – kterým se 
vytváří slovník a jako klasifikátor slouží výpočet kosinové vzdálenosti. Z dalších použitých principů 
můžu jmenovat např. váhování slovníku pomocí alg. TF-IDF a metodu měkkého přiřazení. 
Realizovaný systém dosahoval na tréninkové sadě fotografií [21] úspěšnosti až 79%. Pro 
zmíněnou sadu fotografií byla také experimentálně zjištěna přibližná optimální velikost slovníku mezi 
2400 a 3000 středy. 
Výsledná implementace je podle mého názoru využitelná jako funkční prototyp 
vyhledávacího systému, který by mohl být v budoucnu rozšířen a dále vylepšován. Mezi možné kroky 
budoucího vývoje bych zařadil nasazení klientské části na některou mobilní platformu, vylepšení 
klasifikace použitím SVM a integraci systému GPS do vyhledávání. Funkcionalitu systému lze 
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