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Introdution
Cette thèse est onsarée à l'étude de perturbations à osillations asymptotiquement lentes
d'une équation de Shrödinger périodique :
−Ψ′′(x, E) + V (x)Ψ(x, E) = EΨ(x, E) (EqnPer)
pour un potentiel V ∈ L2,loc(R) périodique. Plus préisément, on étudie l'équation à osilla-
tions asymptotiquement lentes :
−Ψ′′(x, E) + [V (x) +W (xα)]Ψ(x, E) = EΨ(x, E), (SlOs)
dans laquelle α ∈ (0, 1) est un paramètre réel et la perturbationW est une fontion périodique
vériant ertaines onditions de régularité.
L'équation (SlOs) a déjà été étudiée auparavant à l'aide d'approximations périodiques.
 Dans [Sto96, Sto97℄, G. Stolz a obtenu la desription du spetre de l'opérateur − d2
dx2
+
V (x) +W (xα).
 Dans [SZ96℄ B. Simon et Y. Zhu ont démontré l'existene et ont alulé la densité d'états
intégrée et l'exposant de Lyapounov pour l'opérateur − d2
dx2
+ cosxα ('est-à-dire dans
le as partiulier V ≡ 0 et W ≡ cos).
Une des idées prinipales de es travaux onsiste à approximer l'équation (SlOs) par une
équation périodique. En eet, les hypothèses sur α et W assurent en partiulier que la per-
turbation W (xα) varie de plus en plus lentement quand x tend vers +∞. Ainsi, on peut bien
approximer la fontion W (xα) par une fontion onstante sur de grands intervalles, inter-
valles d'autant plus grands que x est grand. Cei ramène par exemple Stolz à omparer sur
es grands intervalles l'équation (SlOs) à une équation périodique :
−Ψ′′(x, E) + V (x)Ψ(x, E) = (E −W (z))Ψ(x, E)
dans laquelle z est un paramètre. La théorie de tels opérateurs périodiques est lassique et
bien omprise. (Dans les travaux de SimonZhu, V ≡ 0 et l'équation préédente est résoluble
expliitement).
Nous proposons dans e travail des généralisations possibles des résultats de SimonZhu
[SZ96℄. Tout d'abord, nous montrons qu'à l'aide de la théorie des opérateurs périodiques, la
méthode employée par SimonZhu s'adapte pour traiter le as d'un potentiel V périodique
générique et d'un potentiel W ontinûment dérivable.
D'autre part, sous ertaines hypothèses sur W et pour α > 1
2
, on peut améliorer la méth-
ode d'approximation de l'équation (SlOs) omme suit. Plutt qu'approximer xα par une
onstante, on l'approxime mieux par une fontion linéaire εx + z de faible pente. Cei nous
3
4 Introdution
ramène alors à omparer sur de grands intervalles l'équation (SlOs) à une équation quasi-
périodique adiabatique :
−Ψ′′(x, z, E; ε) + [V (x) +W (εx+ z)]Ψ(x, z, E; ε) = EΨ(x, z, E; ε) (AdiabQP)
où ε est petit. Nous utilisons la méthode que A. Fedotov et F. Klopp [FK01, FK04a℄ ont
développé pour étudier l'asymptotique des solutions de telles équations. Nous pouvons alors
dérire les matries de transfert et le spetre singulier ontinu plus préisément que dans
[SZ96℄.
Le texte omporte trois parties :
 Dans une première partie (les Chapitres I et II), on utilise la théorie des opérateurs de
Shrödinger périodiques pour adapter la méthode de Simon et Zhu au as de (SlOs)
ave un potentiel périodique V ∈ L2,loc(R) et W ∈ C1(R). On alule l'exposant de
Lyapounov et la densité d'états intégrée. On démontre la formule de Thouless qui relie
es deux quantités.
 Dans une seonde partie (les Chapitres III et IV), on prépare le terrain pour l'utili-
sation des approximations quasi-périodiques adiabatiques. Dans ette partie on étudie
l'asymptotique quand ε tend vers zéro des solutions et des matries de transfert de
l'équation quasi-périodique adiabatique (AdiabQP) sur de grands intervalles. On utilise
pour ela un analogue, dû à A. Fedotov et F. Klopp [FK01, FK04a℄, de la méthode
WKB omplexe.
 Dans une troisième partie (le Chapitre V), on utilise les résultats de la seonde partie
pour étudier l'équation (SlOs) ave α > 1
2
. En partiulier, on estime la matrie de
transfert ; puis, pour presque toute énergie E, on démontre l'existene de l'exposant
de Lyapounov et on le alule. On dérit plus préisément l'ensemble résonnant, 'est-
à-dire l'ensemble des énergies E pour lesquelles on ignore l'existene de l'exposant de
Lyapounov. On montre, par exemple, que 'est un ensemble de dimension de Hausdor
nulle et on alule sa dimension de Hausdor logarithmique.
Détaillons maintenant le ontenu de haque partie.
Partie 1 : Approximations périodiques pour l'équation à
osillations asymptotiquement lentes
Notre travail s'ouvre par l'étude de l'équation de Shrödinger (SlOs) et l'étude spetrale
de l'opérateur de Shrödinger
H = − d
2
dx2
+ V (x) +W (xα) (1)
à l'aide des approximations périodiques. On passe en revue les résultats et les méthodes ex-
istantes dans e adre, notamment les résultats spetraux de G. Stolz ([Sto97, Sto96℄) et la
méthode de SimonZhu [SZ96℄ (dans le as V ≡ 0). Ensuite, par une modiation appropriée
d'une méthode existante, on obtient une formule pour l'exposant de Lyapounov et une for-
mule pour la densité d'états intégrée dans le as d'un potentiel périodique V ∈ L2,loc(R).
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Commençons par dérire le adre du travail. On onsidère l'équation (SlOs) sous les
hypothèses suivantes :
(HV) V : R → R appartient à L2,loc(R), est 1-périodique (i.e. V (x + 1) = V (x)) et n'est
pas identiquement onstant.
(HWG) W : R→ R est de lasse C1, est 2π-périodique (i.e W (x+ 2π) = W (x)) et n'est
pas identiquement onstant.
Pour que la fontion W (xα) soit une perturbation à osillations asymptotiquement lentes de
l'opérateur périodique H0 := − d2dx2+V (x), il faut qu'elle varie peu sur une période du potentiel
V quand x est grand. Cei est vrai si α vérie l'hypothèse :
(Hα) α ∈ (0, 1).
Sous les hypothèses (HWG) et (Hα) on a :
lim
x→+∞
(
sup
y∈[x,x+1]
|W (xα)−W (yα)|
)
= 0 (2)
Cei permet d'utiliser la théorie des perturbations dans l'étude spetrale et asymptotique de
l'équation (SlOs).
D'après la théorie de subordination de D. Gilbert et D. Pearson [GP87℄, le lieu et la nature
du spetre d'un opérateur de Shrödinger H (en partiulier, de H déni par (1)) en dimension
1 sont alors dérits en termes du omportement asymptotique des solutions de l'équation de
Shrödinger assoiée. En partiulier, S. Kotani [Kot86℄ a montré que la nature du spetre de
H peut souvent être déterminée par son exposant de Lyapounov (voir dénition 15). Un des
résultats importants sur e sujet est elui de S. Jitomirskaya et Y. Last [JL99℄ sur la dimension
de Hausdor de la mesure spetrale. Soit T la matrie de transfert (voir la dénition 13 pour
(SlOs)). On pose
γ(E) = lim sup
n→∞
‖T (n, 0, E)‖
n
et on note µ la mesure spetrale de H (en partiulier, de H déni dans (1)). On a
Théorème 1 (analogue ontinu du Corollaire 4.3 de [JL99℄). Supposons que γ(E) > 0 pour
tout E dans un borélien A. Alors la restrition µ(A ∩ ·) est zéro-dimensionelle : 'est une
mesure supportée par un ensemble de dimension de Hausdor nulle.
De plus, le spetre essentiel de l'opérateur de Shrödinger ontient
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l'ensemble d'aroisse-
ment de la densité d'états intégrée (voir Dénition 9 et Lemme 1.1). Par onséquent, la densité
d'états intégrée et l'exposant de Lyapounov apportent une information importante sur une
partie du spetre essentiel de l'opérateur de Shrödinger en dimension 1.
1 Résultats antérieurs
Grâe aux travaux de G. Stolz on dispose d'une desription du spetre de l'opérateur
H =
d2
dx2
+ [V (x) +W (xα)]
6. Il oïnide même parfois ave et ensemble.
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sous les hypothèses (HV), (HWG) et (Hα). Tout leteur intéressé par les méthodes de la
théorie spetrale des opérateurs de Shrödinger à osillations lentes est invité à lire les artiles
[Sto94℄ et [Sto97℄, ainsi que le mémoire de thèse d'habilitation de G. Stolz [Sto96℄. On donne
i-après un bref aperçu de es travaux, en se limitant aux résultats qui onernent l'équation
(SlOs).
Premièrement, sous les hypothèses (HV), (HWG) et (Hα), le spetre essentiel de l'opéra-
teur de H , en tant qu'ensemble, est donné par :
σ
ess
(H) = σ(H0) +W (R)
où σ(H0) désigne le spetre de l'opérateur périodique H0 = − d2dx2 + V (x) dans L2(R).
Cei se démontre en onstruisant une suite de Weyl orthogonale à partir des solutions de
Bloh d'une équation périodique (il s'agit d'une suite orthonormée ψn ∈ D(H) telle que
‖(H−E)ψn‖ → 0 quand n→∞). Comme l'opérateur H = − d2dx2 +[V (x)+W (xα)] appartient
au as du point limite dans L2([0,∞)) (.f. la Setion 2.2 du Chapitre 2 de [LS91℄) pour
haque ondition au bord, il ne peut pas avoir de valeurs propres plongées dans le spetre
ontinu. On obtient ainsi que σpp(H) ∩ (σ(H0) + W (R)) est purement pontuel dense. Le
résultat suivant, qui dérit le spetre absolument ontinu de H, est un orollaire du Théorème
2.5 de [Sto97℄ :
Théorème 2 (Stolz). Si (α, β) est un intervalle de stabilité (intérieur d'une zone spetrale)
de H0, alors le spetre de haque réalisation auto-adjointe de H dans L2([0,∞)) est purement
absolument ontinu dans (α+W+, β +W−), i.e. :
σ(H) ∩ (α +W+, β +W−) = σa(H),
où W+ = max
x∈[0,2π]
W (x) et W− = min
x∈[0,2π]
W (x).
On a également une desription du spetre singulier de H. Ce résultat est une appliation
direte du orollaire 2 de [Sto97℄ à notre problème dans le as où V est borné inférieurement :
Théorème 3 (Stolz). Supposons V borné inférieurement. Si σ(H0) ∩ (α, β) = ∅, alors pour
haque réalisation auto-adjointe de H dans L2([0,∞)) on a :
σ
a
(H) ∩ (α +W−, β +W+) = ∅.
La nature du spetre singulier est aussi onnue. Dans son habilitation [Sto96℄, G. Stolz
a démontré, à l'aide de tehniques développées par Kirsh, Molhanov et Pastur [KMP90,
KMP92℄, le résultat suivant (sans supposer que V soit borné inférieurement) :
Théorème 4 (KirshStolz, Stolz). Si (α, β)∩σ(H0) = ∅, alors pour presque tout θ ∈ [0, 2π),
le spetre de la réalisation de H dans L2([0,∞)) ave la ondition au bord :
f(0) cos θ − f ′(0) sin θ = 0
dans les intervalles (α+W−, β+W+) est purement pontuel et les fontions propres assoiées
sont exponentiellement déroissantes. Autrement dit, pour presque tout θ :
(α+W−, β +W+) ∩ σ(H) = σpp(H)
et σc(H) ∩ (α +W−, β +W+) = ∅.
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C'est un orollaire de la onjontion des théorèmes 5.1 et 5.8 de [Sto96℄.
Remarque 5. La nature purement pontuelle du spetre de H dans les intervalles en on-
sidération avait été annonée dans [KMP92℄ (voir la Proposition dans l'exemple b), la preuve
faisant référene à l'analogie ave la preuve dans le as des hautes barrières.
La question qui apparaît alors naturellement est elle de la vitesse préise de déroissane
des fontions propres de l'opérateur H. Cette vitesse peut être dérite par l'exposant de Lya-
pounov. Il est aussi intéressant de déterminer la distribution de la mesure spetrale. A l'éhelle
de volume, ette distribution est dérite par la densité d'états.
Dans e travail, je réponds à es questions, en fournissant une formule exate pour la densité
d'états intégrée et pour l'exposant de Lyapounov pour presque toute valeur de l'énergie. Je
déris également l'ensemble résonnant, ensemble des valeurs de l'énergie où le omportement
de Lyapounov n'est pas démontré.
A notre onnaissane, le seul résultat antérieur sur le sujet est donné dans [SZ96℄. Dans
et artile, B. Simon et Y. Zhu démontrent l'existene et donnent une formule préise pour
la densité d'états intégrée et pour l'exposant de Lyapounov dans le as V ≡ 0 et W ≡ cos.
Leurs résultats sont les suivants.
Posons L(l) := (2πl)
1
α
et notons N(E,H
BC
(L(l))) le nombre de valeurs propres inférieures à
E de la restrition de H sur un intervalle [0, L(l)] ave une ondition 7 au bord auto-adjointe
BC. La densité de es valeurs propres est dénie par :
k(l)(E) :=
N(E,HN (L(l)))
L(l)
.
Les auteurs dénissent la densité d'états intégrée par :
k(E) = lim
l→∞
N(E,H
BC
(L(l)))
L(l)
,
et obtiennent :
Théorème 6 (Théorème 2.2 de [SZ96℄). La densité d'états intégrée pour l'opérateur de
Shrödinger − d2
dx2
+ cos xα existe, est indépendante des onditions au bord et est donnée par
la formule :
k(E) =
1
2π2
∫ π
−π
√
[E − cosx]+dx.
(Ii [f(x)]+ = max{f(x), 0}.) De plus, on a l'estimation suivante :
|k(l)(E)− k(E)| = O(l−ν(α))
où ν(α) = min
{
1−α
3α
, 1
}
.
7. Nos notations sont :
BC=D pour la ondition au bord de Dirihlet,
BC=N pour la ondition au bord de Neumann,
BC=DN pour la ondition de Dirihlet à gauhe et de Neumann à droite,
BC=ND pour la ondition au bord de Neumann à gauhe et de Dirihlet à droite.
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Puis, ils dénissent un ensemble résonnant :
Rα = RD ∪RN ∪ RDN ∪RND (3)
ave
R
BC
=
∞⋃
d=1
∞⋂
m=1
∞⋃
n=m
⋂
k
{E ∈ [−d, d] | |E −Ek(n,BC)| < exp
(−nν(α)−εα))} (4)
et Ek(n,BC) les valeurs propres de la restrition de H = − d
2
dx2
+ cos(xα) à l'intervalle
[(2π(n − 1)) 1α , (2πn) 1α ] ave une ondition au bord BC et εα est un nombre positif ar-
bitraire xé tel que εα < ν(α).
Dans [SZ96℄, on trouve également les théorèmes suivants :
Théorème 7 (Théorème 3.2 de [SZ96℄, Thouless formula). On pose γ0(E) =
√
[−E]+ et
k0(E) =
√
[E]+. Pour tout E /∈ Rα, où Rα est déni dans (3), on a :
γ(E) = γ0(E) +
∫ ∞
−∞
ln |E − E ′|d(k − k0)(E ′)
où γ(E) est l'exposant de Lyapounov pour H et k(E) est la densité d'états pour H.
Théorème 8 (Théorème 3.8 de [SZ96℄). Pour tout E /∈ Rα, l'opérateur H = − d
2
dx2
+cos(xα)
vérie le omportement de Lyapounov d'exposant :
γ(E) =
1
2π
∫ π
−π
√
[cos x− E]+dx.
Au Chapitre II, je généralise es résultats à ertaines perturbations des opérateurs péri-
odiques de potentiel périodique V ∈ L2,loc(R).
2 Généralisation de la méthode de B. Simon et Y. Zhu
2.1 Densité d'états intégrée
Dans ette setion, on dénit la densité d'états intégrée pour l'opérateur Hθ =
d2
dx2
+
[V (x)+W (xα)] sur D(Hθ) = {f ∈ H2(R+) tel que cos θf(0)+sin θf ′(0) = 0}. Puis on énone
le Théorème 10, donnant l'existene et la formule pour la densité d'états intégrée.
Dénition 9. On appelle densité d'états intégrée pour l'opérateurHθ la limite suivante quand
elle existe :
k(E) = lim
n→+∞
N(E,Hθ(n))
n
où pour haque n ∈ N on note N(E,Hθ(n)) le nombre de valeurs propres inférieures à E de
la restrition de H = d
2
dx2
+ [V (x) +W (xα)] à l'intervalle [0, n] ave les onditions au bord
f(0) cos θ + f ′(0) sin θ = 0 et f(n) = 0.
Je démontre le théorème suivant :
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0 π 2π 3π 4π−π−2π
ℑ(kp)
ℜ(kp)
kp(γ)
Figure 1  Détermination prinipale kp du quasimoment de Bloh
γ
RE1 E2 E3 E4 E5 E6 E7 E8
Figure 2  Spetre de l'opérateur périodique H0
0 π 2π 3π−π−2π
1
2πℑ
∫ 2π
0 kp(E −W (z))dz
1
2πℜ
∫ 2π
0 kp(E −W (z))dz
1
2π
∫ 2π
0
kp(γ −W (z))dz
Figure 3  Moyenne du moment omplexe kp(E −W (z)) sur une période de W
γ
R([E1, E2] ∪ ([E3, E4])−W (R) [E5, E6]−W (R) [E7, E8]−W (R)
Figure 4  Spetre essentiel de Hθ, en gris : σs(Hθ) ; en noir : σac(Hθ)
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Théorème 10. Pour toute énergie E ∈ R, la densité d'états intégrée pour l'opérateur H existe
et est donnée par la formule :
k(E) =
1
2π
∫ 2π
0
k0(E −W (z))dz (5)
k0(E) désignant la densité d'états intégrée pour l'opérateur périodique H0 = − d2dx2 + V (x) ( .f
(1.1.6) dans le Chapitre I).
Remarque 11. k0 =
1
π
ℜkp, où kp est la détermination prinipale du quasimoment de Bloh.
Remarque 12. Comme k0(E) est une fontion ontinue, k(E) est aussi ontinue.
2.2 Exposant de Lyapounov
On ommene par rappeler la dénition de l'exposant de Lyapounov en termes de la
matrie de transfert. Considérons une équation de Shrödinger :[
− d
2
dx2
+ q(x)
]
ψ(x) = 0 (6)
ave q : R→ C. On forme un veteur Ψ :
Ψ(x) =
(
ψ(x)
dψ
dx
(x)
)
.
ψ est une solution de l'équation (6) si et seulement si Ψ est une solution de l'équation ma-
triielle :
dΨ
dx
= A(x)Ψ ave A(x) =
(
0 1
−q(x) 0
)
. (7)
Dénition 13. On appelle matrie de transfert (ou matrie résolvante ou solution fonda-
mentale) pour (6) la solution T : R× R→ Mat(2,C) du problème de Cauhy :
dT
dx
(x, y) = A(x)T (x, y)
T (y, y) = Id
T−1(x, y) = T (y, x).
(8)
ave A déni omme préédemment.
Remarque 14. Par le théorème de Liouville (.f. [Arn76, 16, hapitre 3℄) on a :
det T (x, y) = exp
(∫ x
y
tr A(s)ds
)
= 1. (9)
Quelques propriétés des matries de transfert :
 si q est à valeurs réelles alors T (x, y) ∈ SL(2,R) .
 T (x, y)T (y, z) = T (x, z),
Introdution 11
Par dénition, la matrie de transfert T : R+×R+×C→ SL(2,C) pour (SlOs) résout le
problème suivant :
dT (x, y, E)
dx
=
(
0 1
V (x) +W (xα)−E 0
)
T (x, y, E)
T (y, y, E) =
(
1 0
0 1
)
, T (x, y, E) = T−1(y, x, E)
(10)
Dénition 15. On appelle exposant de Lyapounov pour l'équation (SlOs) la limite suivante
quand elle existe :
γ(E) = lim
x→+∞
ln ‖T (x, 0, E)‖
x
. (11)
Comme T (x, y, E) ∈ SL(2,C), l'exposant de Lyapounov, s'il existe, est positif ou nul.
Au Chapitre II, je démontre le théorème suivant qui donne la formule pour l'exposant de
Lyapounov :
Théorème 16. Pour presque toute énergie E ∈ R, l'exposant de Lyapounov pour l'équation
(SlOs) existe et se alule par la formule suivante :
γ(E) =
1
2π
∫ 2π
0
γ0(E −W (x))dx, (12)
où γ0(E) est l'exposant de Lyapounov pour l'équation (EqnPer) (voir (1.1.8) dans le Chapitre I).
De plus, pour presque tout E ∈ R, on a la formule de Thouless :
γ(E)− γ0(E) =
∫ +∞
−∞
ln |E −E ′|d(k − k0)(E ′). (13)
Remarque 17. γ0 = ℑkp, où kp est la détermination prinipale du quasimoment de Bloh.
On peut aussi dérire l'ensemble résonant, 'est-à-dire l'ensemble des valeurs de l'énergie
E où l'existene de l'exposant de Lyapounov n'est pas démontrée.
Proposition 18. L'exposant de Lyapounov pour l'équation (SlOs) existe et vérie (12) pour
tout E ∈ R\D∞ où D∞ est donné par :
D∞ :=
{
E ∈ R tels qu'il existe {li}i∈N ⊂ N et k = k(li) ∈ N tels que
|E −Ek(li)| ≤ exp
(
−lε(α)i
) }
(14)
où Ek(l) désignent des valeurs propres de Dirihlet de H sur l'intervalle [0, (2πl)
1
α ] et ε(α) est
un nombre arbitraire xé vériant ε(α) < ν(α).
Remarque 19. On peut également exprimer D∞ omme suit :
D∞ :=
∞⋃
d=1
∞⋂
m=1
∞⋃
n=m
∞⋃
k=1
{E ∈ [−d, d], |E − Ek(n)| ≤ e−nε(α)}
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Remarque 20. La dimension de Hausdor de D∞ est nulle. Comme σsc(H) ⊂ D∞, le spetre
singulier ontinu est supporté par un ensemble d'énergies de dimension de Hausdor nulle.
Autrement dit, dans les termes de S. Jitomirskaya et Y. Last (.f. setion 2 de [JL99℄, en
partiulier, la formule (2.2)) la omposante singulière de la mesure spetrale est une mesure
0-singulière. Cei implique, par exemple, le résultat suivant.
Soit En un bord de laune spetrale ouverte de H0. Par le Théorème 1.2 de [JL99℄, la solution
subordonnée u(·, E) pour une énergie dans les intervalles (En +W−, En +W+) vérie
lim inf
L→+∞
‖u(·, E)‖L
‖v(·, E)‖βL
= 0
pour toute solution v(·, E) indépendante de u(·, E) et pour tout β > 0.
Remarque 21. D'après le Théorème 5.1 et l'Exemple 5.2 de [DRMS94℄ (voir aussi [Gor92,
Gor94℄), il existe un ensemble Gδ dense d'énergies E dans le spetre singulier de Hθ pour
lesquelles γ(E) n'existe pas ou bien est nul. En partiulier, la formule (12) ne peut pas être
vraie pour toutes les valeurs de l'énergie E et l'ensemble des énergies exeptionnelles dans le
Théorème 16 ne peut pas être vide. Mais, dans la Proposition 18 nous montrons que pour
(SlOs) et ensemble Gδ dense est de dimension de Hausdor nulle.
Partie 2. Étude d'une équation adiabatique quasi-périodique
La deuxième partie est onsarée à l'étude asymptotique des solutions et de la matrie de
monodromie (.f. Dénition 27) pour l'équation quasi-périodique adiabatique :
−Ψ′′(x, z, E; ε) + [V (x) +W (εx+ z)]Ψ(x, z, E; ε) = EΨ(x, z, E; ε). (AdiabQP)
La matrie de monodromie est un objet important dans l'étude de l'asymptotique des so-
lutions de l'équation de Shrödinger. Elle reète une symétrie présente dans ette équation.
Notre but est de généraliser (dans la mesure du possible) les résultats de A. Fedotov et F.
Klopp [FK02, FK04b, FK06b, FK06a℄, qui ont étudié en détails le as W ≡ cos, au as d'un
potentiel quelonque analytique réel et périodique. On utilisera es résultats pour onstruire
des approximations quasi-périodiques à l'équation (SlOs) dans la troisième partie.
On onsidère l'équation quasi-périodique adiabatique (AdiabQP) omme une perturbation de
l'équation de Shrödinger assoiée à l'opérateur périodique
H0 := − d
2
dx2
+ V (x) (15)
mais ave une énergie dépendant de la variable omplexe z.
1 Hypothèses
Le potentiel V . On suppose que la fontion V est non onstante et vérie les hypothèses
suivantes :
(HVR) V ∈ L2,loc(R,R),
(HVP) V (x+ 1) = V (x) pour tout x ∈ R.
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Ces hypothèses sont susantes pour mettre en plae la théorie de Bloh-Floquet (.f.
[LS91, 2.6 et 2.7℄, [En94, 17℄ et [Fir00℄) pour l'opérateur H0, ainsi que la théorie
de perturbations pour H0 ( méthode de la résolvante approhée , .f. [FK01℄). Les
onstrutions de la méthode de WKB omplexe pour les perturbations des opérateurs
périodiques (voir Chapitre II) utilisent des objets de la théorie de Bloh-Floquet (voir
Chapitre I).
Le potentiel W . Fixons Y > 0 et soit alors SY la bande SY := {z ∈ C, |ℑz| < Y } du plan
omplexe. On suppose que la fontion W : SY → C vérie les hypothèses suivantes :
(HWA) W est non onstante, prolongement d'une fontion analytique réelle dans la
bande SY , i.e. W ∈ H(SY ) et W (R) ⊂ R.
(HWC) Dans SY tous les points ritiques de W sont réels.
(HWP) W (z + 2π) = W (z) pour tout z ∈ SY .
L'hypothèse d'analytiité (HWA) est indispensable pour pouvoir appliquer la méthode
WKB omplexe pour les perturbations des opérateurs périodiques (voir la Setion 1.1
du Chapitre III). L'hypothèse sur les points ritiques (HWC) joue un rle important
dans les onstrutions géométriques de la méthode de prolongement des asymptotiques
des solutions (.f. la Setion 1.2 du Chapitre III) et [FK04a℄). L'hypothèse de périodiité
(HWP) permet d'introduire la matrie de monodromie grâe à la symétrie supplémen-
taire qu'elle apporte dans l'équation (AdiabQP).
La fréquene adiabatique ε. Dans ette partie, ε est un petit paramètre réel. Les résul-
tats sont asymptotiques dans le sens où ils sont valables pour ε susamment petit.
Le paramètre omplexe z. Le paramètre z de l'équation (AdiabQP) parourt toute la
bande omplexe SY :
(Hz) z ∈ SY .
2 Matries de transfert et matries de monodromie
Quand une équation a des symétries, on peut introduire l'opérateur de monodromie assoié
au groupe de symétries agissant sur l'ensemble des solutions de ette équation. Ayant xé
une base de solutions, on peut aluler la matrie de l'opérateur de monodromie dans ette
base, la matrie de monodromie. Dans ette setion, on rappelle la dénition des matries
de monodromie pour l'équation quasi-périodique (AdiabQP). On disute les propriétés de es
matries et leur rapport à la matrie de transfert pour (AdiabQP).
2.1 Symétries de (AdiabQP) et solutions ohérentes
L'équation (AdiabQP) est invariante sous l'ation des transformations suivantes de l'espae
des solutions de (AdiabQP) :
1. l'opérateur de déalage T2π déni par (T2πf)(x, z, E; ε) := f(x, z + 2π, E; ε),
2. l'opérateur de déalage simultané des deux variables Pε déni par : (Pεf)(x, z, E; ε) :=
f(x+ 1, z − ε, E; ε).
Ces opérateurs ommutent (PεT2π = T2πPε) et l'opérateur Hz,ε := − d2dx2 + V (x) +W (εx+ z)
ommute aux opérateurs T2π et Pε :
T2πHz,ε = Hz,εT2π et PεHz,ε = Hz,εPε.
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On onsidère les groupes 〈T2π〉 et 〈Pε〉 omme des groupes de symétries de l'équation (Adia-
bQP).
Remarque 22. Pour haque ε xé irrationnel, z 7→ Hz,ε est une famille ergodique d'opéra-
teurs, onsidérée sur le tore T = R/2πZ ave la mesure 1
2π
Leb et la σ-algèbre B des boréliens.
On assoie le groupe des opérateurs unitaires engendré par l'opérateur de translation : x 7→
x+1 à la transformation ergodique z 7→ z+ε qui préserve la mesure sur T. L'opérateur Hz+ε,ε
est unitairement équivalent à l'opérateur Hz,ε (voir [PF92℄ pour les dénitions).
On introduit un ouplage entre la variable x et le paramètre z en se restreignant aux
solutions invariantes sous l'ation de Pε.
Dénition 23. On dit qu'une fontion f = f(x, z, E; ε) vérie la ondition de ohérene si
elle est invariante sous l'ation de Pε :
(Pεf)(x, z, E; ε) = f(x, z, E; ε). (16)
Fixons une énergie E. Soit K l'ensemble des solutions de Hz,εf = Ef telles que Pεf = f :
K :=
f : R× SY → C telle que
f(·, z) ∈ C2(R)
f(x, ·) ∈ H(SY )
Hz,εf(·, z) = Ef(·, z)
Pεf = f
 . (17)
K est un module sur l'anneau des fontions
{a : SY → C | a(R) ⊂ R, a ∈ H(SY ), a(z + ε) = a(z)}.
On onsidère aussi des bases de solutions vériant la ondition de ohérene. Il est utile
d'introduire la notion suivante :
Dénition 24. Soit {f1, f2} = {f1, f2}(x, z, E; ε) une base de solutions de l'équation (Adia-
bQP). On dit que {f1, f2} est une base ohérente si f1 et f2 vérient la ondition de ohérene
et que leur wronskien est égal à 1 :
w[f1, f2] := f
′
1(x, z, E; ε)f2(x, z, E; ε)− f1(x, z, E; ε)f ′2(x, z, E; ε) ≡ 1. (18)
On peut aussi onsidérer des solutions matriielles
F (x, z, E, ε) :=
(
f1(x, z, E; ε) f2(x, z, E; ε)
f ′1(x, z, E, ε) f
′
2(x, z, E; ε)
)
.
Dénition 25. On appelle solution ohérente matriielle une solution matriielle formée
d'une base ohérente de solutions de (AdiabQP).
La matrie de transfert T : R× R× SY × C→ SL(2,C) résout le problème de Cauhy :
dT (x, y, z, E; ε)
dx
=
(
0 1
V (x) +W (εx+ z)− E 0
)
T (x, y, z, E; ε)
T (y, y, z, E; ε) =
(
1 0
0 1
)
(19)
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Pour une fontion f : SY → C on note f ∗ : SY → C la fontion dénie par :
f ∗(z) = f(z).
On dénit un groupe A de fontions à valeurs dans SL2(C) :
A := {A : SY → SL(2,C) tel que A ∈ H(SY ), A(z + ε) = A(z), A(∗) = σA}, (20)
où pour une matrie A =
(
a b
c d
)
, on note A(∗) :=
(
a∗ b∗
c∗ d∗
)
et σ :=
(
0 1
1 0
)
.
Lemme 26. Soient {f1, f2} une base ohérente et F la solution matriielle assoiée. Alors,
il existe A(z;E, ε) ∈ A telle que :
F (x, z;E, ε) = T (x, 0, z;E, ε)A(z;E, ε).
Don l'ensemble des solutions matriielles ohérentes oïnide ave l'ensemble S :
S :=
{
F : R× SY × C→ SL(2,C) tel que
il existe A(., E; ε) ∈ A tel que F (x, z, E; ε) = T (x, 0, z, E; ε)A(z;E, ε)
}
Démonstration. Soient F1 et F2 deux solutions matriielles ohérentes, et soit P la matrie
de passage de l'une à l'autre :
F2(x, z;E, ε) = F1(x, z;E, ε)P (z, E, ε).
On va démontrer que P ∈ A. Comme F1, F2 ∈ SL(2,C), on a P ∈ SL(2,C). De plus, les
oeients de P s'expriment omme somme de produits de oeients de F1 et F2. Don
omme F1, F2 ∈ H(SY ), on a aussi P ∈ H(SY ). Les oeients de P sont indépendants de
x, don la ondition de ohérene F1,2(x + 1, z − ε;E, ε) = F1,2(x, z;E, ε) implique P (z +
ε;E, ε) = P (z;E, ε). On voit que σPσ = P (∗) puisque P (∗) = (F−11 )
(∗)F
(∗)
2 = σF
−1
1 σσF2σ =
σPσ. On obtient que haque matrie de passage d'une solution matriielle ohérente à une
autre appartient à A. Mais la matrie de transfert T (x, 0, z, E; ε) est une solution matriielle
ohérente, e qui nit la démonstration.
2.2 Dénition et propriétés de la matrie de monodromie
L'espae des solutions de l'équation (AdiabQP) est invariant sous l'ation de T2π. On intro-
duit de façon usuelle l'opérateur de monodromie M qui agit sur les solutions par translation
T2π. Pour obtenir une représentation de l'opérateur de monodromie on onsidère sa restrition
sur l'espae des solutions ohérentes (ei est possible ar T2π ommute ave Pε). Soient f et
g des solutions de l'équation (AdiabQP) qui forment une base ohérente. Vue la périodiité de
W , f(x, z + 2π, E; ε) et g(x, z + 2π, E; ε) sont aussi des solutions de l'équation (AdiabQP) et
forment une base ohérente. Par onséquent, il existe une fontion matriielle une représen-
tation de l'opérateur de monodromie sur l'espae des solutions ohérentes M(z, E; ε) à
oeients omplexes telle que :(
f
g
)
(x, z + 2π, E; ε) =M(z, E; ε)
(
f
g
)
(x, z, E; ε). (21)
16 Introdution
Dénition 27. La fontion matriielle M : SY × C → Mat(2,C) dénie par la formule (21)
s'appelle matrie de monodromie assoiée à la base ohérente {f, g}.
La matrie de monodromie satisfait aux propriétés suivantes :
1. M(z, E; ε) est à valeurs dans SL(2,C), i.e. detM(z, E; ε) ≡ 1.
2. M(z, E; ε) est ε-périodique en z, i.e. M(z + ε, E; ε) = M(z, E; ε).
3. Soit V ⊂ C un domaine 8. Si les solutions f et g sont analytiques en (z, E) dans SY ×V ,
il en est de même de la matrie de monodromie assoiée.
4. Les oeients de la matrie de monodromie s'expriment en termes des wronskiens de
solutions :
M11(z, E; ε) =
w[f(x, z + 2π, E; ε), g(x, z, E; ε)]
w[f(x, z, E : ε), g(x, z, E; ε)]
M12(z, E; ε) = −w[f(x, z + 2π, E; ε), f(x, z, E; ε)]
w[f(x, z, E; ε), g(x, z, E; ε)]
M21(z, E; ε) =
w[g(x, z + 2π, E; ε), g(x, z, E; ε)]
w[f(x, z, E; ε), g(x, z, E; ε)]
M22(z, E; ε) = −w[g(x, z + 2π, E; ε), f(x, z, E; ε)]
w[f(x, z, E; ε), g(x, z, E; ε)]
(22)
5. Soient N,M ∈ N et une fontion f : RM × CN → C. Notons f ∗ la fontion suivante :
f ∗(x1, . . . , xM , z1, . . . , zN) := f(x1, . . . , xM , z1, . . . , zN) (23)
Supposons que les solutions f et g forment une base ohérente et soient reliées par la
relation g(x, z, E; ε) = f ∗(x, z, E; ε). Alors la matrie de monodromie assoiée à la base
{f, g} est de la forme suivante :
M(z, E; ε) =
(
a(z, E; ε) b(z, E; ε)
b∗(z, E; ε) a∗(z, E; ε)
)
(24)
où les oeients a et b sont donnés par :
a(z, E; ε) =
w[f(x, z + 2π, E; ε), f ∗(x, z, E; ε)]
w[f(x, z, E : ε), f ∗(x, z, E; ε)]
(25)
b(z, E, ε) =
w[f(x, z, E; ε), f(x, z + 2π, E; ε)]
w[f(x, z, E; ε), f ∗(x, z, E; ε)]
(26)
Les propriétés de la matrie de monodromie impliquent queM(., E, ε) ∈ A. De plus, on dénit
l'ation du groupe A sur une matrie M ∈ SL(2,C) par :
∀ A ∈ A, (A ·M)(z) := A(z + 2π)MA−1(z) (27)
Lemme 28. Soit M0(x, z;E, ε) une matrie de monodromie assoiée à une base ohérente.
Soit M une matrie de monodromie assoiée à une autre base ohérente. Alors M appartient
à l'orbite de M0 sous l'ation de A.
8. C'est-à-dire un ouvert simplement onnexe.
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Démonstration. L'assertion du lemme déoule de la formule suivante. Soient F0 la solution
matriielle assoiée àM0 et F la solution matriielle assoiée àM . Comme F = F0P (P ∈ A),
alors
M(z;E, ε) = P t(z + 2π;E, ε)M0(z;E, ε)(P
t)−1(z;E, ε).
Pour onlure, on remarque que si A ∈ A, alors At, A−1 ∈ A et si A(·) ∈ A alors on a
A(·+ 2π) ∈ A.
Les exemples de base d'ation des éléments du groupe A sont :
1. Soient {f, f ∗} une base ohérente et {g, g∗} une autre base liée à {f, f ∗} par :(
f
f ∗
)
(x, z, z0, E; ε) = Sm(z − z0)
(
g
g∗
)
(x, z, z0, E; ε)
ave Sm(z − z0) =
 exp (2πim(z−z0)ε ) 0
0 exp
(
−2πim(z−z0)
ε
)  .
Alors {g, g∗} est une base ohérente et la matrie de monodromie Mf assoiée à {f, f ∗}
est reliée à la matrie Mg assoiée à {g, g∗} par la transformation :
Mf(z, z0, E; ε) = S(z − z0 + 2π)Mg(z, z0, E; ε)S−1(z − z0).
2. Soit {g, g∗} la base reliée à la base ohérente {f, f ∗} par g = −if ∗ et g∗ = if . Alors la
matrie de monodromie Mf est liée à Mg par la relation :
Mf(z, z0, E; ε) = GMg(z, z0, E; ε)G ave G =
(
0 i
−i 0
)
.
Remarque 29. On dénit le oyle matriiel assoié à une matrie de monodromie M :
Mn(z, E, ε) :=M(z+(n−1)2π, E; ε) · · ·M(z+2π, E; ε)M(z, E; ε) ave M0(z, E : ε) := Id.
Les Mn vérient la relation de oyle Mm+n(z, E; ε) = Mm(z + 2πn,E; ε)Mn(z, E; ε). On
introduit la relation d'équivalene entre oyles suivante.
Soit G ⊂ SL(2,C) un groupe. Deux oyles Mn, (M0)n : R/εZ → G sont équivalents s'il
existe A : R/εZ→ G telle que
Mn(z, E) = A(z + 2πn)
−1(M0)n(z, E)A(z).
La dénition (27) de l'ation du groupe A et le Lemme 28 impliquent que
Lemme 30. Toutes les matries de monodromie assoiées à des bases ohérentes engendrent
des oyles R/εZ→ A équivalents.
Dénissons un exposant de Lyapounov pour le oyle engendré par une matrie de mon-
odromie :
γ(M, z, E, ε) := lim
n→∞
ln ‖Mn(z, E; ε)‖
n
.
Utilisant ergodiité des oyles de matries de monodromie on obtient :
Corollaire 31. Les exposants de Lyapounov pour toutes les matries de monodromie assoiées
à des bases ohérentes oïnident et ne dépendent que de E et ε.
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2.3 Matries de monodromie et matries de transfert
La matrie de monodromie est liée à la matrie de transfert :
Lemme 32. Il existe δε ∈ (−ε, 0] tel que pour tout x ∈ R la matrie de transfert vérie
T (x+ [
2π
ε
], x, z, E, ε) = Ψ(x, z + δε, E, ε)M
t(z + δε, E, ε)Ψ(x, z, E, ε)
où Ψ(x, z + δε, E, ε) est une solution ohérente matriielle (voir Dénition 25) et M est la
matrie de monodromie assoiée à ette solution matriielle.
Démonstration. Soit Ψ(x, z, E, ε) une solution matriielle ohérente de (AdiabQP), on peut
exprimer la matrie de transfert :
T (x+ [
2π
ε
], x, z, E, ε) = Ψ(x+ [
2π
ε
], z, E, ε)Ψ−1(x, z, E, ε)
Par la ondition de ohérene, on a :
Ψ(x+ [
2π
ε
], z, E, ε) = Ψ(x, z + [
2π
ε
]ε, E, ε)
Soit M(z, E, ε) la matrie de monodromie assoiée à la solution ohérente Ψ, i.e.
Ψ
t(x, z + 2π, E, ε) = M(z, E, ε)Ψt(x, z, E, ε).
On obtient
Ψ(x, z + 2π + δε, E, ε) = Ψ(x, z + δε, E, ε)M
t(z + δε, E, ε),
où on a noté δε = [
2π
ε
]ε− 2π. On exprime :
T (x+ [
2π
ε
], x, z, E, ε) = Ψ(x, z + δε, E, ε)M
t(z + δε, E, ε)Ψ
−1(x, z, E, ε).
Supposons que x ∈ N et qu'on puisse estimer
∥∥∥dΨ(0,t,E,ε)dt ∥∥∥ ≤ C uniformément en t dans
[z + εx, z + ε(x+ 1)]. Alors, puisque
Tr T (x+ [
2π
ε
], x, z, E, ε) = Tr
(
Ψ(0, z + εx+ δε, E, ε)Ψ
−1(0, z + εx, E, ε)M t(z + εx+ δε)
)
,
on estime aussi :
|Tr T (x+ [2π
ε
], x, z, E, ε)| ≤ (1 + 2Cε)|Tr M t(z + εx+ δε)|.
Cei est utile pour estimer le nombre de valeurs propres sur un intervalle de longueur
2π
ε
.
Une propriété importante de la matrie de monodromie onerne les valeurs propres de
H = − d2
dx2
+ [V (x) +W (εx+ z)].
Lemme 33. Soit δ > 0 susamment petit. Supposons que la trae de la matrie de mon-
odromie vérie :
|Tr M(z, E, ε)| > C‖M(z, E, ε)‖ exp(−δ
ε
)
et Ψ est uniformément borné au voisinage de x, alors E n'est pas une valeur propre de
H = − d2
dx2
+ [V (x) +W (εx+ z)] sur [x, x+ [2π
ε
]] ave une ondition au bord périodique, ni de
l'opérateur ave une ondition au bord antipériodique.
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3 Asymptotique de la matrie de monodromie : le as général
J'étudie l'asymptotique des matries de monodromie quand ε est petit. Le Théorème 2.3
du Chapitre IV dérit l'asymptotique de la matrie de monodromie assoiée à une base o-
hérente de solutions de l'équation (AdiabQP). Pour présenter e résultat, on a besoin d'in-
troduire plusieurs notations. Par onséquent, dans ette introdution on va se ontenter d'un
orollaire du Théorème 2.3 qui reète les propriétés essentielles de ette asymptotique. On
trouvera plus de détails, en partiulier, les dénitions néessaires et l'énoné du Théorème 2.3
au Chapitre IV.
Supposons que (E −W (R)) ∩ σ(H0) 6= ∅ et ontienne un intervalle. Soit I le nombre de
omposantes onnexes de S := {z ∈ T = R/2πZ | (E−W (z)) ∈ σ(H0)}. Nous démontrons le
résultat suivant :
Proposition 34. Fixons E ∈ R et δ > 0 petit. Soit z0 ∈ R tel que (E −W (z0)) ∈ σ(H0)
et |E −W (z0) − (R\σ(H0))| > δ. Il existe Y ′, 0 < Y ′ < Y , et ε0 = ε0(δ) > 0 tels que pour
tout ε < ε0 on peut onstruire une base ohérente dont la matrie de monodromie M assoiée
admet l'asymptotique uniforme suivante dans SY ′ :
M(z, E; ε) = exp
(
2πγ(E)
ε
) 2I∑
k=1
(
fk(z, E) 0
0 f ∗k (z, E)
)(
Mk(z, E; ε) +O(e
−
pk
ε )
)
ave
 γ(E) = 1
2π
2π∫
0
γ0(E −W (s))ds où γ0(E) est l'exposant de Lyapounov pour (EqnPer).
 mk ∈ Z et |mk| ≤ (I + 1) où I est le nombre de omposantes onnexes de S.
 fk(z, E) = exp
(
2πimk
ε
(z − z0)
)
.
 Mk est une matrie aux oeients non nuls, dont haque oeient est un monme
trigonométrique en
2π(z−z0)
ε
d'ordre au plus 2.
 pk > p(δ, Y, Y
′) > 0.
On déduit de ette proposition l'asymptotique de la matrie de monodromie pour z ∈ R :
Corollaire 35. Sous les onditions de la Proposition 34, on a
M(z, E, ε) = exp
(
2πγ(E)
ε
)(
M0(z, E, ε) +O(e
− p
ε )
)
ave M0 une matrie dont les oeients sont O(1), ε-périodiques en z et pour presque tout
z ∈ [0, ε) non nuls.
Corollaire 36. Soit E ∈ R tel que les ensembles (E −W (R))∩ (R\σ(H0)) et (E −W (R))∩
σ(H0) ontiennent un intervalle et supposons que pour haque z tel que W
′(z) = 0 on ait
E −W (z) ∈ R\σ(H0). Alors pour haque z dans {z ∈ C tel que δ < ℑz < Y ′} on a
M(z, E; ε) = exp
(
2π
ε
(γ(E)− (M + 1)(z − z0)
)(
M0(E; ε) +O(e
− p
ε )
)
où M0(E; ε) est égale soit à
(
1 0
a(E, ε) 0
)
, soit à
(
0 a(E, ε)
0 1
)
ave |a(E, ε)| ≤ 1.
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Dans la démonstration du Théorème 2.3 du Chapitre IV, on obtient des estimations pour
les solutions ohérentes de l'équation (AdiabQP). Pour énoner e résultat on a besoin de
quelques notations.
Soient a, b ∈ R et λ : [a, b]× [a, b]→ R telle que pour a ≤ x ≤ y ≤ b on a λ(y, x) ≥ 0. Soit µ
un réel. On introduit les normes suivantes sur C1([a, b]) :
‖f‖L∞(λ,µ,[a,b]) = max
x∈[a,b]
(
exp
(
−µ
ε
)∫ x
a
|f(s)|e−λ(s,a)ds
)
.
Lorsque µ = 0, on simplie la notation en ‖f‖L∞(λ,[a,b]).
Fixons x0 ∈ R. On note {En} les bords des zones spetrales de H0. Soient (ξi), i =
1, . . . ,M , les solutions de E −W (z + εξi) ∈ {En} telles que ξi ∈ [x0, x0 + 2πε ].
Théorème 37. Fixons z ∈ [0, 2π] tel que |E − W (z) − En| > δ. Alors il existe une base
(Ψ+,Ψ−) de solutions ohérentes et une petite onstante positive δ telles que :
 Pour tout x dans [x0, x0+
2π
ε
)\
2M⋃
i=1
[ξi− δε , ξi+ δε ] =
2M+1⋃
i=1
[ai, bi] on a ‖Ψ(x, z, E, ε)‖L∞(λ(E,.),[ai,bi])
est bornée uniformément en ε. Ii λ(E, x, y) =
z0+εy∫
z0+εx
ℑkp(E −W (z))dz.
 Pour x dans [bi, ai+1] := [ξi − δε , ξi + δε ] on a ‖Ψ(x, z, E; ε)‖L∞(λ(E,.),β(E,ξi)δ,[bi,ai+1]) est
bornée uniformément en ε. Ii λ(E, x, y) =
z0+εy∫
z0+εx
ℑkp(E −W (z))dz, β(E, ξi) = 2πmi et
mi est une onstante entière.
Ce théorème est important pour les onstrutions de la troisième partie de ette thèse.
Les estimations sont utilisées dans les approximations des matries de transfert pour l'équa-
tion (SlOs) dans le Chapitre V.
Partie 3. Perturbation à osillations asymptotiquement lentes
Dans une troisième partie, j'applique les résultats de la seonde partie à l'étude de l'équa-
tion :
−Ψ′′(x, E) + [V (x) +W (xα)]Ψ(x, E) = EΨ(x, E) (SlOs)
et à l'étude spetrale de l'opérateur de Shrödinger assoié
H = − d
2
dx2
+ V (x) +W (xα). (28)
En partiulier, je redémontre la formule (12) pour l'exposant de Lyapounov montrée préédem-
ment. On dispose aussi de desriptions asymptotiques des matries de transfert pour l'équa-
tion (SlOs) pour ertains régimes d'énergies. Pour z0 ∈ [0, 2π), on pose yn(z0) := (2πn +
z0)
1
α
et xn(z0) := [yn(z0)]. Les approximations quasi-périodiques adiabatiques pour l'équa-
tion (SlOs) de la partie 2 permettent de démontrer le résultat suivant :
Théorème 38. [ .f. Lemme 3.6 du Chapitre V℄ On xe E ∈ R tel que E−W (R) ⊂ σ(H0). Il
existe n0 ∈ N tel que pour haque n > n0 et pour haque z0 ∈ [0, 2π), la matrie de transfert
pour (SlOs) vérie :
T (xn(z0), xn0(z0), E) = (Φ
0(z0) + on(1))
n−1∏
k=n0
[(I + ok+1(1))Dn(E, z0)] (Φ
0(z0) + on0(1))
−1,
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où

∏
désigne le produit à gauhe,
 Dn(E, z0) :=
(
ei
φn(E,z0)
εn 0
0 e−i
φn(E,z0)
εn
)
,
 φn(E, z0) =
∫ z0+2π+βn
z0+αn
κ(s)ds ∈ (0, 2π2),
 ∀ s ∈ R, κ(s) ∈ (0, π),
 αn, βn ∈ (−εn, 0),
 Φ
0(E, z0) =
(
Φ0+ Φ
0
−
(Φ0+)
′ (Φ0−)
′
)
(x, E −W (z0)),
 Φ0± sont des solutions de Bloh de −(Φ0)′′ + V (x)Φ0 = EΦ0.
Corollaire 39. Pour tout E vériant E −W (R) ⊂ σ(H0), l'exposant de Lyapounov existe et
est nul : γ(E) = 0.
Ce orollaire est démontré dans le Chapitre V.
Pour onlure ette partie, pour les énergies dans σs(Hθ) on obtient la deuxième desription
(la première est à la Proposition 18) de l'ensemble résonant :
Proposition 40. [ .f. Corollaire 4.12 du Chapitre V℄ Pour haque K > 10C, pour tout
E /∈ G∞(K), où
G∞(K) :=
⋂
k∈N
G∞(K, δ =
1
k
),
l'exposant de Lyapounov γ(E) existe et on a
γ(E) =
1
2π
∫ 2π
0
γ0(E −W (s))ds.
Ii G∞(K, δ) =
⋂
m
⋃∞
n=mGn(K, δ), où Gn(K, δ) est déni dans (5.4.19) p.125. De plus, la
dimension de Hausdor logarithmique (voir la Dénition 2.3 du Chapitre II) de G∞(K)
vérie
lndim(G∞(K)) =
1
1− α.
La dimension de Hausdor logarithmique est une aratéristique ne des sous-ensembles
de R de dimension de Hausdor nulle.
La struture de e mémoire
Le Chapitre I est onsaré à des rappels sur la théorie des opérateurs de Shrödinger péri-
odiques en dimension 1. Les résultats de e hapitre seront systématiquement utilisés par la
suite. Ce hapitre ouvre la première partie de la thèse onsarée aux approximations péri-
odiques.
Dans le Chapitre II on étudie l'équation à osillations asymptotiquement lentes (SlOs) à
l'aide des approximations périodiques. On y démontre les Théorèmes 10 et 16 par des méth-
odes qui suivent les idées de B. Simon et Y. Zhu (.f. [SZ96℄).
Dans le Chapitre III, qui ouvre la seonde partie de ma thèse, on passe en revue la méthode
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WKB omplexe pour les perturbations adiabatiques des opérateurs de Shrödinger périodiques
aompagnée de quelques nouveaux résultats (.f. Corollaire 1.27 et Lemme 1.25). On étudie
l'équation quasi-périodique adiabatique an de préparer le terrain aux approximations dans
le Chapitre V.
Le Chapitre IV est onsaré à l'étude asymptotique de l'équation (AdiabQP). On démontre
les théorèmes sur l'asymptotique de la matrie de monodromie et des solutions ohérentes,
en partiulier, la Proposition 34 et le Théorème 37. On illustre nos résultats sur des exemples
diérents de W . Cei nit la deuxième partie de ma thèse.
Dans le Chapitre V on onstruit des approximations pour les matries de transfert pour l'équa-
tion (SlOs) sur les intervalles de la taille d'ordre Cn
1
α
−1
par des matries de transfert pour
l'équation (AdiabQP) et on realule les formules pour l'exposant de Lyapounov. On donne
les démonstrations du Théorème 38 et de la Proposition 40 de ette introdution. Le résultat
sur l'ensemble résonant, la Proposition 40, améliore elui de la Proposition 18 du Chapitre II,
ar on estime plus préisément la dimension de Hausdor logarithmique du spetre singulier
(la dimension de Hausdor ordinaire étant nulle) de H = − d2
dx2
+ V (x) +W (xα).
Chapitre I
Équation de Shrödinger périodique
Ce hapitre est onsaré à des rappels de la théorie de l'opérateur de Shrödinger péri-
odique H0 = − d
2
dx2
+ V (x) dans L2(R) (.f. [MvM75, MO75, Fir00℄). Ces résultats seront
systématiquement utilisés par la suite. On suppose que V vérie les hypothèses (HV), i.e. V
dans L2,loc(R), à valeurs réelles et V (x + 1) = V (x) pour tout x réel. On passe en revue la
théorie de BlohFloquet pour et opérateur.
On ommene par dérire le spetre de l'opérateur périodique. Puis on introduit les objets
entraux de la théorie de BlohFloquet, notamment la matrie de monodromie, les multi-
pliateurs de Floquet, le quasimoment de Bloh global et les solutions de Bloh, et on dérit
leurs propriétés.
1 Spetre de l'opérateur périodique
Sous les hypothèses (HV) sur V , l'opérateur H0 dans L2(R) est auto-adjoint : 'est
l'opérateur de Hill. Soient {En}n∈N l'ensemble de valeurs propres de H0 dans L2([0, 1]) ave
une ondition au bord périodique (i.e. f(0) = f(1)) ou anti-périodique (i.e. f(0) = −f(1))
numérotées par ordre roissant. Le spetre de H0 = − d2dx2 + V (x) dans L2(R) est purement
absolument ontinu, sans réetion (le oeient de réetion est nul à l'intérieur des ban-
des spetrales), de multipliité deux. Il est onstitué d'intervalles, appelés zones spetrales ou
intervalles de stabilité :
[E1, E2], [E3, E4], [E5, E6], [E7, E8], . . . , [E2n−1, E2n], . . .
ave
E1 < E2 ≤ E3 < E4 . . . E2n ≤ E2n+1 < E2n+2 ≤ . . . tel que En → +∞ quand n→ +∞.
Pour haque entier naturel n, les intervalles (E2n, E2n+1) ne ontiennent pas de spetre de
H0 : e sont les launes spetrales ou zones interdites. On dit que la n-ème laune est ouverte
si E2n < E2n+1. Les longueurs des launes onvergent vers zéro quand n tend vers l'inni.
De plus, l'opérateur H0 est unitairement équivalent à une intégrale direte d'opérateurs à
résolvante ompateH0,φ, indexés par un angle φ ∈ [0, π]. Autrement dit, il existe un opérateur
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unitaire U tel que :
H0 = U
∗
(
1
2π
∫ 2π
0
H0,φdφ
)
U.
Chaque opérateur H0,φ est une restrition de H0 sur [0, 1] ave la ondition au bord quasi-
périodique f(1) = eikf(0). Pour haque φ ∈ (0, π), l'opérateur H0,φ a préisément une valeur
propre dans haque zone spetrale.
Il est également onnu que le spetre de l'opérateur H0 dans L2(R) peut être exprimé en
termes du déterminant de la matrie de monodromie dont on rappelle maintenant la dénition.
1.1 Matrie de monodromie pour l'équation périodique (EqnPer)
On introduit l'opérateur de monodromieM assoié à l'opérateur t de translation par 1 de
l'espae (de dimension deux) des solutions de l'équation H0Ψ = EΨ :
(tΨ)(x, E) := Ψ(x+ 1, E).
Chaque base de l'espae des solutions de H0Ψ = EΨ nous fournit une représentation ma-
triielle de l'opérateur de monodromie, la matrie de monodromie. Si on hoisit deux solutions
standard, disons c(x, E) et s(x, E), dénies par les onditions initiales c(0) = s′(0) = 1 et
c′(0) = s(0) = 0, alors la matrie de monodromie M(E) dans la base formée par es solutions
est :
M(E) =
(
c(1) c′(1)
s(1) s′(1)
)
. (1.1.1)
Le déterminant de ette matrie vaut 1, detM(E) ≡ 1, puisque 'est le wronskien de solutions
c(x) et s(x).
Dénition 1.1. La trae de la matrie de monodromie D(E) := TrM(E) = c(1) + s′(1) est
appelée le disriminant de Hill.
Dénition 1.2. On appelle multipliateurs de Floquet les valeurs propres de M(E), i.e. les
raines λ(E) du polynme aratéristique de la matrie de monodromie :
det(M(E)− λ(E)Id) = λ2(E)−D(E)λ(E) + 1.
1.2 Solutions de Bloh
Soit λ(E) un multipliateur de Floquet. Il existe alors une solution Φ de l'équation :
− Φ′′(x, E) + V (x)Φ(x, E) = EΦ(x, E) (EqnPer)
qui vérie Φ(x+ 1, E) = λ(E)Φ(x, E) pour tout x ∈ R .
Dénition 1.3. Une solution vériant ette ondition est appelée solution de Bloh.
Pour montrer l'existene d'une solution de Bloh, il sut de remarquer que l'opérateur de
monodromieM ommute à H0, et don ils sont rédutibles dans une même base.
Quand la matrie de monodromie est diagonalisable, les solutions de Bloh forment une
base dans l'espae des solutions de (EqnPer). On note λ+(E) et λ−(E) les valeurs propres de
M(E), et on note Φ+(x, E) et Φ−(x, E) les solutions de Bloh assoiées.
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Si |D(E)| ≤ 2, alors les solutions λ±(E) de l'équation aratéristique sont de module 1.
Cei implique qu'il existe une solution de Bloh bornée. En tronquant ette solution, on peut
onstruire une suite de fontions propres approhées à support ompat. On en déduit que E
est dans le spetre de H0 dans e as.
Par ontre, si |D(E)| > 2, alors |λ+(E)| < 1 et |λ−(E)| > 1 (dans une numérotation
ohérente). Don la solution de Bloh Φ+(x, E) de (EqnPer) déroît exponentiellement en
+∞ et roît exponentiellement en −∞, tandis que Φ−(x, E) roît exponentiellement en +∞
et déroît exponentiellement en −∞. A partir de es solutions, on peut failement onstru-
ire la fontion de Green. Par onséquent, si |D(E)| > 2, alors E n'est pas dans le spetre de H0.
Ainsi on voit que le spetre est dérit par le disriminant de Hill :
E ∈ σ(H0) ⇐⇒ |D(E)| ≤ 2
1.3 Quasimoment de Bloh
Il est pratique de représenter les multipliateurs de Floquet sous la forme λ(E) = eik(E).
Dénition 1.4. On appelle k(E) le quasimoment de Bloh.
Le quasimoment de Bloh est déni modulo 2π. On a l'égalité D(E) = 2 cos(k(E)).
Quand la matrie de monodromie est diagonalisable, les solutions de Bloh admettent la forme
suivante :
Φ+(x, E) = e
ik(E)xp+(x, E) et Φ−(x, E) = e
−ik(E)xp−(x, E) (1.1.2)
où p±(x+ 1, E) = p±(x, E).
Une des déterminations possibles du quasimoment est partiulièrement liée aux propriétés
spetrales de H0.
Dénition 1.5. On dénit la détermination prinipale kp(E) du quasimoment de Bloh k(E)
par la ondition :
ℜkp(E) = 0 et ℑkp(E) < 0
pour tout E < E1.
Il est lair que ette fontion est orretement dénie et unique. De plus, elle est liée à la
densité d'états intégrée et à l'exposant de Lyapounov de H0.
1.4 Densité d'états intégrée pour l'équation périodique
Soit kp(E) la détermination prinipale de k(E). Considérons ℜkp(E) omme une fontion
de E. La fontion ℜkp(E) vérie :
 ℜkp(E) est ontinue et non-déroissante sur R.
 ℜkp(E) = 0 sur (−∞, E1] et onstante sur haque laune spetrale, à valeurs dans πZ.
 Pour E ∈ σ(H0) on a kp(E) = ℜkp(E).
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Pour haque E ∈ σ(H0) qui n'est pas un bord d'une laune ouverte, les solutions de Bloh
Φ+(x, E) et Φ−(x, E) = Φ+(x, E) de l'équation H0Φ = EΦ ave le quasimoment kp(E), sont
linéairement indépendantes. On peut renormaliser es solutions par la ondition :∫ 1
0
|Φ+(x, E)|2dx = 1.
La fontion spetrale e(E; x, y) (le noyau du projeteur spetral sur (−∞, E] ) de l'opérateur
de Hill H0 s'exprime en termes de Φ+ et Φ− = Φ+, ainsi que du quasimoment :
e(E, x, y) =
1
π
∫ E
−∞
ℜ[Φ+(x, E)Φ+(y, E)]dℜkp(E).
Remarque 1.6. Comme la projetion spetrale PE de l'opérateur de Hill H0 ommute à la
translation par 1, on a :
e(E; x+ 1, y + 1) = e(E; x, y).
En partiulier, x 7→ e(E; x, x) est périodique de période 1. La densité d'états intégrée k0(E)
est la valeur moyenne de e(E; x, x) sur une période.
Dénition 1.7. On appelle densité d'états intégrée k0(E) pour l'opérateur de Hill la fontion
suivante :
k0(E) =
∫ 1
0
e(E; x, x)dx
Dénition 1.8. Soit Φ une solution non-triviale réelle de l'équation (EqnPer). On appelle
nombre de rotations ρ(E) la limite suivante
ρ(E) = lim
x→+∞
Arg(Φ(x, E) + iΦ′(x, E))
2πx
.
Dans ette dénition, on peut prendre n'importe quelle détermination (ontinue en x)
de l'argument. Johnson et Moser (.f. [JM82℄) ont démontré que ette limite existe et est
indépendante du hoix de la solution Φ. Choisissant Φ = Φ+, on obtient que ℜkp(E) oïnide,
modulo un multipliateur, ave le nombre de rotations ρ(E) :
ρ(E) =
ℜkp(E)
2π
.
D'autre part, ℜkp(E) oïnide ave la densité d'états intégrée k0(E).
Il existe une façon alternative de dénir la densité d'états intégrée :
k0(E) = lim
l→+∞
ND(H0(l), E)
l
où ND(H0(l), E) est la fontion de omptage des valeurs propres < E de H0 sur [0, l] ave des
onditions aux bords de Dirihlet. On a :
k0(E) =
ℜkp(E)
π
= 2ρ(E).
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Le spetre σ(H0) est égal à l'ensemble de points de roissane de k0(E) :
σ(H0) = {E ∈ R | k0(E + ε)− k0(E − ε) > 0 pour tout ε > 0}
La dérivée n(E) = dk0(E)
dE
est appelée densité d'états pour l'opérateur de Hill. Pour exprimer
n(E), on prend la dérivée de la formule D(E) = 2 cos(ℜkp(E)) ave E ∈ σ(H0) à l'exeption
des bords de zones spetrales. On obtient l'expression suivante pour n(E) = k′0(E) =
ℜk′p(E)
π
en termes de D(E) :
n(E) =
|D(E)|
π
√
4−D2(E)Θ(4−D
2(E))
où Θ est la fontion de Heaviside. À haque bord E˜ d'une laune ouverte, la densité d'états
n(E) a une singularité de type |E−E˜| 12 . On a l'estimation suivante de la vitesse de onvergene
du nombre d'états par unité de volume vers la densité d'états intégrée.
Lemme 1.9. Soient a et b ∈ N. Soit k0(E) la densité d'états pour l'opérateur périodique H0.
Le nombre ND(H0(a, b), E) de valeurs propres de Dirihlet < E et le nombre NN (H0(a, b), E)
de valeurs propres de Neumann < E de H0 sur [a, b] vérient l'estimation pour b− a grand :
|ND(H0(a, b), E)− k0(E)(b− a)| ≤ 2max(k0(E), 1), (1.1.3)
|NN(H0(a, b), E)− k0(E)(b− a)| ≤ 2max(k0(E), 1). (1.1.4)
Démonstration. Comme (b− a) ∈ Z, une énergie E telle que E /∈ {En}n, i.e. k(E) 6= πN, ne
peut être une valeur propre de Dirihlet ou de Neumann que si k(E) ∈ π
b−aN. Ainsi le nombre
de valeurs propres de Dirihlet ou de Neumann inférieures à E est égal à
[
k(E)(b−a)
π
]
à 2
[
k(E)
π
]
près. Ce qui est équivalent à l'assertion du lemme.
Démonstration. (version alternative). La preuve est basée sur l'étude du nombre de rotations.
Le nombre de rotations de Φ(x, E) + Φ′(x, E) vaut :
ρ([a, b], E) =
arg(Φ(b, E) + iΦ(b, E))− arg(Φ(a, E)− Φ(a, E))
b− a
On hoisit maintenant la solution Φ(x, E) = eikp(E)xp+(x, E) pour obtenir (en utilisant la
périodiité de p+ et de p
′
+ en x) :
ρ([a, b], E) =
arg(eikp(E)b(p+(b, E)− kp(E)p+(b, E) + ip′+(b, E)))
b− a −
arg(eikp(E)a(p+(a, E)− kp(E)p+(a, E) + ip′+(a, E)))
b− a =
arg(eikp(E)b)− arg(eikp(E)a)
b− a = ℜkp(E).
Enn, on onlut en utilisant l'estimation :∣∣∣∣ND(H0([a, b], E)− ρ0([a, b], E)(b− a)π
∣∣∣∣ ≤ 1.
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Lemme 1.10. Soient l ∈ N et N(H0,per(l), E) le nombre des valeurs propres de la restrition
de H0 sur l'intervalle [0, l] ave une ondition au bord périodique. Pour tout E ∈ R, la densité
d'états pour l'équation périodique :
k0(E) = lim
l→+∞
N(H0,per(l), E)
l
(1.1.5)
existe, est ontinue et est donnée par la formule :
k0(E) =
1
π
ℜkp(E). (1.1.6)
De plus, en termes de k(H0,D(l), E) =
ND(H0(l),E)
l
, la vitesse de onvergene admet l'estima-
tion :
|k0(E)− k(H0,D(l), E)| ≤ 2k0(E)
l
.
Démonstration. Si E /∈ {En} alors p±(0, E) 6= 0 et pour que E soit une valeur propre il faut
que sin k(E)l = 0. Don il existe un entier m, tel que k(E) = km :=
πm
l
; on note Em la
valeur propre assoiée. La ondition Em < E se traduit alors par km ≤ ℜkp(E) = πk0(E) et
le nombre de valeurs propres ND(H0(l), E) peut être estimé par :
[k0(E)l]− 1 ≤ ND(H0(l), E) ≤ [k0(E)l] + 1
On divise par l et on passe à la limite quand l tend vers l'inni pour démontrer (1.1.5).
On utilise le Lemme 1.9 pour obtenir l'estimation pour la vitesse de onvergene et nir la
preuve.
On aura besoin également du omportement asymptotique de k0(E) pour les grandes
énergies. On a :
Lemme 1.11 (le Lemme 5.4, notamment la formule (5.11), et la Remarque 5.7, notamment la
formule (5.17), de [Fir00℄). Il existe δ > 0 susamment petit, E˜ ∈ R+ et m0 ∈ N susamment
grands tels que la densité d'états intégrée k0 admet une asymptotique quand |E| → ∞ :
k0(E) =
√
E +O
(
1√
E
)
∀ |E| > |E˜| tel que ∀ m ∈ N E /∈ Bδ(Em)
k0(E) =
√
E +O
(
1
E
1
6
)
∀ m ∈ N m > m0 ∀ E ∈ Bδ(Em)
où Bδ(Em) est une boule omplexe entrée en Em de rayon δ.
1.5 Exposant de Lyapounov
L'exposant de Lyapounov peut être déni en termes de la matrie de transfert T (x, y, E).
Cette matrie résout le problème de Cauhy :
dT
dx
(x, y, E) =
(
0 1
V (x)− E 0
)
T (y, y, E) =
(
1 0
0 1
)
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La matrie de transfert est 1-périodique en x et y simultanément T (x + 1, y + 1) = T (x, y).
Don T (x+ 1, y) = T (x, y)T (y+ 1, y). On obtient par un alul diret le résultat suivant sur
l'asymptotique de la matrie de transfert :
Lemme 1.12. Soit n ∈ Z. Alors les matries de transfert et de monodromie sont reliées par :
T (n, 0) = (M t)n. (1.1.7)
Dénition 1.13. On appelle exposant de Lyapounov γ0(E) pour l'opérateur de Hill la limite
suivante :
γ0(E) = lim
n→+∞
ln ‖T (n, 0, E)‖
n
.
Lemme 1.14. Pour tout E ∈ R, l'exposant de Lyapounov γ0(E) pour le problème périodique
existe, est ontinu et se alule par la formule :
γ0(E) = ℑkp(E). (1.1.8)
De plus, pour tout E ∈ R\{En(l)}n∈N, il est égal à la limite suivante :
lim
l→+∞
1
l
ln |u0(l, E)| = γ0(E) (1.1.9)
où l ∈ N, u0(x, E) est une solution de l'équation (EqnPer) qui vérie la ondition de Dirihlet
en 0 et En(l) est la n-ème valeur propre de Dirihlet de H0 sur [0, l].
Démonstration. Le premier point du lemme est un orollaire de la relation (1.1.7). On va
démontrer le deuxième. On distingue deux as, selon que E est ou non un bord d'une laune
ouverte.
Pour haque E /∈ {En(l)}n∈N qui n'est pas un bord de laune ouverte, les solutions de Bloh :
Φ+(x, E) = e
ikp(E)xp+(x, E) et Φ−(x, E) = e
−ikp(E)xp−(x, E)
forment une base de solutions. On exprime u0 dans ette base :
u0(x, E) = a(E)Φ+(x, E) + b(E)Φ−(x, E) = a(E)e
ikp(E)xp+(x, E) + b(E)e
−ikp(E)xp−(x, E).
Comme les fontions p+ et p− sont périodiques en x, il sut d'exlure les énergies telles que
p−(0, E) = 0. L'ensemble de es énergies est {En(l)}n∈N et, en dehors de et ensemble, on a
ln |u0(l, E)|
l
=
ln |2ip+(0, E) sin(kp(E)l)|
l
= ℑkp(E) +O(1
l
) = γ0(E) +O(
1
l
).
On passe à la limite en l pour onlure.
Dans le as où E est un bord de laune ouverte, on peut faire la même analyse. Dans e as, u0
s'exprime dans la base omposée de Φ+(x, E) et de la solution Φa(x, E) vériantH0Φa(x, E) =
EΦa(x, E) + Φ+(x, E). Comme Φ+(x, E) et Φa(x, E) roissent au plus linéairement, les deux
quantités suivantes sont nulles :
lim
l→+∞
1
l
ln |u0(l, E)| = γ0(E) = 0
si E /∈ {En(l)}. Cei ahève la preuve.
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On utilise le omportement asymptotique quand |E| → +∞, donné dans le Lemme 1.11,
de la densité d'états intégrée k0(E) de l'opérateur périodique H0 pour obtenir la formule de
Thouless. Cette formule relie l'exposant de Lyapounov γ0(E) à la densité d'états intégrée
k0(E) omme suit :
Lemme 1.15. Pour tout E ∈ R, γ0(E) et k0(E) sont reliés par la transformation de Hilbert :
γ0(E) =
∫
R
k0(E
′)
E −E ′ + i0dE
′
et par la formule de Thouless :
γ0(E)−ℑ
√
E =
∫
R
ln |E − E ′|d(k0(E ′)− ℜ
√
E ′).
1.6 Énergie omplexe et propriétés analytiques de quasimoment de
Bloh
Dans ette setion, on onsidère l'équation (EqnPer) pour une énergie E ∈ C. On va
dérire les propriétés des multipliateurs de Floquet, des solutions de Bloh et du quasimo-
ment de Bloh omme fontions de la variable omplexe E.
Multipliateurs de Floquet Les multipliateurs de Floquet λ±(E) sont analytiques en E
dans C\σ(H0). Aux bords des launes ouvertes, λ+ et λ− ont des points de branhement
de type raine arrée, i.e.
λ±(E)− λ±(En) = cn
√
E − En +O(E −En).
On peut onsidérer λ+ et λ− omme deux déterminations de la fontion multivaluée
λ(E) dénie par l'équation polynomiale de degré deux :
λ2 −D(E)λ+ 1 = 0.
La surfae de Riemann Γ assoiée est onstruite omme suit :
 On prends deux exemplaires de C et on les oupe le long des zones spetrales de H0,
i.e. des intervalles [E2n−1, E2n]. On note es deux feuilles oupées Γ+ et Γ−.
 On olle ensemble Γ+ et Γ− de façon à e que le bord [E2n−1, E2n]+ i0 de Γ+ soit ollé
au bord [E2n−1, E2n]− i0 de Γ− et vie versa.
Ainsi λ(E) est une fontion holomorphe sur Γ. On appelle λ le multipliateur de Floquet
global.
Solutions de Bloh Les solutions de Bloh Φ+ et Φ− ont également des points de branhe-
ment de type raine arrée dans les bords des launes ouvertes de H0 :
{E ∈ {En}n∈N tel que En−1 6= En 6= En+1}.
De plus, Φ± sont méromorphes en E et dans haque laune ou sur son bord une des deux
solutions de Bloh a un ple. Ces ples sont un défaut de normalisation des solutions Φ±.
A. Fedotov et F. Klopp ont montré que, loalement, au voisinage de haque point E˜, on
peut renormaliser un ouple de solutions de Bloh de façon à les rendre analytiques. Soit
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E˜ une énergie et U ⊂ C un petit voisinage de E˜ ; on dénit deux fontions méromorphes
g+ et g−, g± : U → C :
g±(E) :=
∫ x+1
x
p±(x, E)∂Ep∓(x, E)dx∫ x+1
x
p+(x, E)p−(x, E)dx
. (1.1.10)
A l'aide des g±(E), on dénit deux formes méromorphes Ω+ et Ω− :
Ω±(E) = g±(E)dE. (1.1.11)
Une propriété importante des formes Ω± onerne leurs ples et leurs résidus.
Lemme 1.16 (Lemme 1.1 de [FK04a℄). Les ples des formes méromorphes Ω± sont
simples ; ils sont situés dans les points de P ∪ Q, où P est l'ensemble des ples de la
solution de Bloh Φ± et où Q est l'ensemble des zéros de k
′(E). Les résidus de Ω± sont
donnés par la formule :
respΩ± = 1 ∀p ∈ P\Q; resqΩ± = −1
2
∀q ∈ Q\P ; resrΩ± = 1
2
∀r ∈ P ∩Q.
Lemme 1.17. Pour toute énergie E˜, il existe un voisinage U tel que les solutions
Φ0± : R× U → C de l'équation (EqnPer) dénies par :
Φ0±(x, E; E˜) :=
√
k′(E)e
∫ E
E˜
g±(e)deΦ±(x, E) (1.1.12)
soient analytiques en E pour tout x ∈ R.
Dénition 1.18. On appelle solutions de Bloh anoniques les solutions Φ0±(x, E; E˜)
dénies dans l'équation (1.1.12) i-dessus.
Tout omme le multipliateur de Floquet, les solutions de Bloh sont deux détermina-
tions d'une fontion multivaluée, qu'on appelle solution de Bloh globale. La solution de
Bloh globale vérie :{
−Φ′′(x, E) + V (x)Φ(x, E) = EΦ(x, E)
Φ(x+ 1, E) = λ(E)Φ(x, E),
où λ(E) est le multipliateur de Floquet global. La solution de Bloh globale est une
fontion méromorphe de l'énergie sur la surfae de Riemann Γ. Loalement, au voisinage
de haque point, ette solution peut être rendue analytique par la normalisation (1.1.12).
Le quasimoment de Bloh Le quasimoment de Bloh global k(E) s'exprime en termes du
multipliateur de Floquet global :
k(E) = −i lnλ(E).
Ainsi k(E) hérite des points de branhement de λ(E) et de eux du logarithme. On
peut xer une détermination analytique de quasimoment de Bloh dans tout ouvert
simplement onnexe de C\{En}n∈N.
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1.7 Prolongement analytique des déterminations du quasimoment
Dans tout e travail, une ourbe désigne une appliation lipshitzienne γ : [0, 1]→ C. Les
ourbes sont orientées : γ(0) est l'origine de la ourbe γ et γ(1) son extrémité. On appelle
domaine un ouvert simplement onnexe de C.
Dénition 1.19. Un ensemble A ⊂ SY est dit régulier s'il ne ontient pas de bords de zones
spetrales de H0, i.e A ∩ {En}n∈R = ∅. On a ainsi la notion de point régulier, de ourbe
régulière et de domaine régulier.
Soit D un domaine régulier. On peut xer une détermination k0 du moment omplexe
analytique dans D, k0 ∈ H(D). Toute autre détermination k1 du moment omplexe qui est
analytique dans D s'exprime en termes de k0 de la façon suivante. Il existe un unique signe
σ ∈ {+,−}, appelé la signature de k1 par rapport à k0, et un unique entier m ∈ N, appelé
l'indie de k1 par rapport à k0, tels que :
k1(E) = σk0(E) + 2πm. (1.1.13)
Soient E1, E2 deux points réguliers et U1 un voisinage régulier de E1. Fixons une détermi-
nation du quasimoment k1 ∈ H(U1). Soit α une ourbe régulière qui va de E1 à E2 et Uα un
voisinage régulier de α. On note k1|α le prolongement analytique de k1 le long de α :
k1|α ∈ H(Uα) et k1|α(E) = k1(E) pour tout E ∈ U1 ∩ Uα.
Soient E1 ∈ C et E2 ∈ C deux points réguliers. Sur l'ensemble des ourbes régulières de
lasse C1 qui onnetent les points E1 et E2 on introduit la relation d'équivalene suivante.
Dénition 1.20 (Relation d'equivalene). On dit que la ourbe α est équivalente à la ourbe
β et on note
α ∼ β (1.1.14)
si α est homotope à β parmi les ourbes C1 qui onnetent E1 ave E2 et qui sont régulières.
On note [α] la lasse d'équivalene de α :
[α] := {β | β ∼ α}.
On note C0 := C\[E1,∞). Les observations suivantes onernant les prolongements ana-
lytiques de kp à travers [E1,+∞) seront utiles par la suite :
Lemme 1.21. Prolongement à travers une zone spetrale : Soit v1 est une ourbe régulière
fermée qui onnete un point de C0 ave lui-même et traverse une fois l'intervalle
(E1,+∞) dans un point intérieur d'une zone spetrale de H0. Alors on a
kp|v1(E) = −kp(E).
Don, l'indie de kp|v1 par rapport à kp est m = 0 et la signature est σ = −1.
Prolongement à travers la n-ème laune spetrale : Soit v2 une ourbe régulière qui
onnete un point de C0 ave lui-même et traverse une fois l'intervalle (E1,+∞) dans
un point de n-ème laune spetrale de H0. Alors on a
kp|v2(E) = kp − 2πn.
Don σ = 1 et m = ±n pour le prolongement de C± dans C∓.
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Démonstration. Pour E ∈ [E2n−1, E2n] ± i0, on a kp(E) ∈ ±[π(n − 1), πn]. Le prolongement
analytique de kp à travers [E2n−1, E2n], noté kp|v1 , est donné par la symétrie : kp|v1(E) = kp(E).
Mais kp(E) = −ℜkp(E)+iℑkp(E). D'où kp|v1(E) = −kp(E). Ce qui démontre le premier point.
Le prolongement analytique à travers une laune, noté kp|v2 , est donné par la symétrie :
∀E ∈ C±, kp|v2(E) = 2ℜkp(ℜE ∓ i0)− kp(E).
Mais kp(E) = −ℜkp(E) + iℑkp(E), d'où kp|v2(E) = 2ℜkp(ℜE ∓ i0) + kp(E). On a
ℜkp(ℜE ∓ i0) = ∓πn,
e qui ahève la démonstration du lemme.
Dans un voisinage U ⊂ C0, xons une détermination du quasimoment k(E) = σkp(E) +
2πm. Alors :
 En traversant une préimage d'une zone spetrale, on a k|v1(E) = −σkp(E) + 2πm.
 En traversant une préimage de la n-ème laune, on a k|v2(E) = σ(kp(E)− 2πn) + 2πm.
L'exposant de Lyapounov et la densité d'états intégrée pour le problème périodique se pro-
longent en des fontions harmoniques dans C+ et sont reliés à la détermination prinipale du
quasimoment de Bloh par la relation :
kp(E) = πk(E) + iγ(E). (1.1.15)
k(E) a les mêmes points de branhement que Φ(x, E), i.e. {En}n∈N. Sur sa surfae de Riemann,
on peut distinguer deux types de ourbes fondamentales :
 les ourbes, disons an qui font un tour autour d'une zone spetrale de H0 ;
 les ourbes, disons bn qui font un tour autour d'une laune spetrale de H0.
SoitD un domaine simplement onnexe de C qui ne ontient pas de points de branhement
du moment omplexe. Fixons dans D une détermination analytique de k, disons k0(E). On
trouve toutes les autres déterminations analytiques dans D par la formule :
k±,l(E) = ±k0(E) + 2πl, l ∈ Z. (1.1.16)
En partiulier, sur C0 = C\[E1,∞) on peut xer de façon unique une détermination analytique
du quasimoment.
1.8 Calul des indies et des signatures des ourbes
1.8.1 Indie et signature d'une ourbe : le as des laets
Soit E0 ∈ C\
⋃
n∈N
[E2n, E2n+1], i.e. telle que E0 n'appartient à auune fermeture de laune
spetrale. Considérons une ourbe fermée orientée lipshitzienne régulière γ sur le plan de E
qui a son origine et son extrémité en E0, γ(0) = γ(1) = E0. Soit U0 un voisinage régulier de
E0. Fixons une détermination k du quasimoment global k analytique dans U0, k ∈ H(U0). On
appelle laet le triplet {E0, γ, k}.
Considérons le prolongement analytique k|γ de k le long de γ. Au voisinage de E0, on peut
omparer la détermination initiale k ave la détermination k|γ obtenue par le prolongement
analytique le long de γ. D'après (1.1.13), on peut érire au voisinage de E0 :
k|γ(E) = σγk(E) + 2πmγ (1.1.17)
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ave σγ ∈ {+,−} et mγ ∈ Z. On appelle σγ la signature du laet et mγ l'indie du laet
{E0, γ, k}. Ces notions deviennent laires quand on onsidère la ourbe γ omme une ourbe
sur la surfae de Riemann Γ du multipliateur de Floquet (p. 30).
Le lemme suivant permet de aluler failement l'indie du laet et sa signature :
Lemme 1.22. [FK04b℄ Soit γ un laet. Supposons que γ roise suessivement les launes
spetrales en les points z1, . . . , zN . Pour n = 1, . . . , N , posons rn = ℜkγ(En). Alors l'indie et
la signature du laet γ se alulent par les formules suivantes :
σγ = (−1)N , mγ = 1
π
(rN − rN−1 + rN−2 . . .+ (−1)N−1r1). (1.1.18)
La formule préédente permet de aluler l'indie et la signature pour un laet simple.
Mais dans le alul de l'asymptotique de la matrie de monodromie on renontre des ourbes
omposées. Il est utile d'établir les règles de alul pour une omposition de ourbes .
1.8.2 Indies et signatures des ourbes : la matrie A(γ, k)
Le but ii est de ramener le alul des indies et des signatures de ourbes à des opérations
matriielles simples. Soit a (resp. b) le début (resp. la n) d'une ourbe régulière γ.
Supposons que a = b. Fixons une branhe k0 du moment omplexe au voisinage de début de
γ. La signature σ(γ, k0), ave σ(γ, k0) ∈ {−1, 1}, et l'indie m(γ, k0), ave m(γ, k0) ∈ N, de γ
par rapport à la branhe k0 sont dénis par la relation :
k0|γ(b) = σ(γ, k0)k0(a) + 2πm(γ, k0). (1.1.19)
Mon but ii est d'établir des règles de alul simples pour les indies des ourbes omposées
ou des indies d'une ourbe par rapport à diérentes déterminations du moment omplexe.
Soient σ(γ, k0) la signature et m(γ, k0) l'indie de γ pour k0. On leur assoie une matrie :
A(γ, k0) =
(
σ(γ, k0) 0
m(γ, k0) 1
)
(1.1.20)
Ainsi on trouve la signature et l'indie de γ pour k0 à partir de A(γ, k0) :
σ(γ, k0) = A11(γ, k0) m(γ, k0) = A21(γ, k0) (1.1.21)
Nous n'allons plus parler des indies et des signatures, mais des matries A(γ, k). On vérie
que les matries
A :=
{
A =
(
σ 0
m 1
)
ave σ ∈ {+1,−1} et m ∈ Z
}
forment un groupe (non ommutatif) pour le produit matriiel.
Soient α et β deux ourbes telles que α(1) = β(0). On note β ◦ α la onaténation de la
ourbe α suivie de la ourbe β (◦ est don la loi de omposition du groupoïde de Poinaré).
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1.8.3 Appliations : ourbe omposée γ = γN ◦ . . . ◦ γ1 et hangement de détermi-
nation
Lemme 1.23. A(·, k0) réalise un morphisme du groupoïde de Poinaré vers le groupe A.
Autrement dit, soit γ := γN ◦ . . . ◦ γ1, on a
A(γ, k0) = A(γN , k0)A(γN−1, k0) . . . A(γ1, k0). (1.1.22)
Démonstration. Il sut de démontrer e lemme pour une omposition de deux ourbes, disons
γ2 ◦ γ1.
k0|γ2◦γ1(z) = (σ(k0, γ1)k0(z) + 2πm(k0, γ1)|γ2 =
= σ(k0, γ1)k0|γ2(z) + 2πm(k0, γ1) =
= σ(k0, γ1)(σ(k0, γ2)k0(z) + 2πm(k0, γ2)) + 2πm(k0, γ1) =
= σ(k0, γ1)σ(k0, γ2)k0(z) + 2π(m(k0, γ1) +m(k0, γ2)σ(k0, γ1)).
D'où σ(k0, γ2 ◦ γ1) = σ(k0, γ1)σ(k0, γ2) et m(k0, γ2 ◦ γ1) = m(k0, γ1) +m(k0, γ2)σ(k0, γ1). Ce
qui démontre A(γ2 ◦ γ1, k0) = A(γ2, k0)A(γ1, k0).
Pour k0 et k1 tels que k1 = Gk0 + 2πM ave G ∈ {+1,−1} et M ∈ Z on note
S(k1, k0) :=
(
G 0
M 1
)
et don S−1(k0, k1) =
(
G 0
−GM 1
)
.
Lemme 1.24. Soit k1 une détermination du quasimoment reliée à k0 au voisinage de a
(l'origine de γ) par :
k1 = Gk0 + 2πM, G ∈ {−1, 1}, M ∈ Z.
Alors
A(γ, k1) = S
−1(k0, k1)A(γ, k0)S(k0, k1). (1.1.23)
Ainsi si σ(k0, γ) = 1 alors m(k1, γ) = Gm(k0, γ) et ne dépend pas de M .
Démonstration. On exprime :
k1|γ(z) = (Gk0 + 2πM)|γ(z) = G(σ(k0, γ)k0(z) + 2πm(k0, γ)) + 2πM =
= Gσ(k0, γ)(Gk1(z)− 2πGM) + 2π(Gm(k0, γ) +M) =
= GGσ(k0, γ)k1(z) + 2π(−GGσ(k0, γ)M +Gm(k0, γ) +M)
D'oùσ(k1, γ) = GGσ(k0, γ) = σ(k0, γ) et m(k1, γ) = −GGσ(k0, γ)M + Gm(k0, γ) + M =
−σ(k0, γ)M +Gm(k0, γ) +M . Ce qui démontre
A(γ, k1) = S
−1(k0, k1)A(γ, k0)S(k0, k1).
Le lemme suivant réunit les résultats de lemmes préédents :
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Lemme 1.25. Soient γ1,γ2 et γ3 trois ourbes régulières telles que γ1(1) = γ2(0) = γ2(1) =
γ3(0) (don γ3 ◦ γ2 ◦ γ1 et γ3 ◦ γ1 sont orretement dénies). Notons γ1(0) = a, γ1(1) = b
et γ3(1) = c. Supposons que a = c. Soit k0 (resp. k1) une détermination du quasimoment
analytique dans un voisinage de a (resp. de b). Alors on a :
A(k0, γ3 ◦ γ2 ◦ γ1) = A(k0, γ3 ◦ γ1)S−1(k0|γ1 , k1)A(k1, γ2)S(k0|γ1 , k1). (1.1.24)
Démonstration. On alule :
k0|γ3◦γ2◦γ1 = (Gk1 + 2πM)|γ3◦γ2 = G(σ(k1, γ2)k1 + 2πm(k1, γ2))|γ3 + 2πM
= Gσ(k1, γ2)(Gk0|γ3◦γ1 − 2πGM) + 2π(Gm(k1, γ2) +M)
= σ(k1, γ2)σ(k0, γ3 ◦ γ1)k0 + 2π(σ(k1, γ2)m(k0, γ3 ◦ γ1)−Mσ(k1, γ2) +Gm(k1, γ2) +M).
Don on a :{
σ(k0, γ3 ◦ γ2 ◦ γ1) = σ(k1, γ2)σ(k0, γ3 ◦ γ1)
m(k0, γ3 ◦ γ2 ◦ γ1) = σ(k1, γ2)m(k0, γ3 ◦ γ1)−Mσ(k1, γ2) +Gm(k1, γ2) +M
Cei est équivalent à
A(k0, γ3 ◦ γ2 ◦ γ1) = A(k0, γ3 ◦ γ1)S−1(k0|γ1, k1)A(k1, γ2)S(k0|γ1 , k1).
1.9 Énergie omplexe et l'opérateur périodique
Pour formuler le théorème sur l'asymptotique de la matrie de monodromie, j'ai besoin
d'introduire l'énergie omplexe et les objets assoiés.
1.9.1 Énergie omplexe
Dans le régime adiabatique, pour les petits ε, on onsidère l'équation (AdiabQP) omme
une perturbation de l'équation Shrödinger périodique :
− Φ′′(x, E, z) + V (x)Φ(x, E, z) = (E −W (z))Φ(x, E, z) (1.1.25)
Quand E ∈ R est xé, E(z) = E −W (z) est une fontion de la variable z.
Dénition 1.26. Pour haque E ∈ R xé, l'énergie omplexe est la fontion E : SY → C
donnée par
E(z) := E −W (z). (1.1.26)
Remarque 1.27. E(R) ⊂ R ar E ∈ R et W (R) ⊂ R.
L'énergie omplexe hérite de l'analytiité de la fontion W : E(z) ∈ H(SY ). Les fontions
de l'énergie E se transforment en fontions de z quand on prend la omposition ave E(z).
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1.9.2 Équation périodique et ensembles B et C
Considérons l'ensemble C des points ritiques réels de la fontion W :
C := {z ∈ R | W ′(z) = 0} (1.1.27)
et l'ensemble B des préimages réelles des bords de zones spetrales de l'opérateur H0 :
B := {z ∈ R | ∃n ∈ N tel que E(z) = En}, (1.1.28)
où E(z) est déni dans (1.1.26). Les ensembles B et C ont les propriétés suivantes :
 Les ensembles B et C sont disrets et 2π-périodiques.
 L'ensemble C est non vide, ontient au moins 2 points par période [a, a + 2π] ∀a ∈ R.
 L'ensemble B dépend ontinûment de E.
1.9.3 Ensemble des énergies Σ
Fixons δ > 0 petit. Nous supposons que l'énergie E ∈ R vérie les hypothèses :
(HED) dist(B, C) > δ
(HEB) B est non vide et dans SY toutes les préimages des bords des zones spetrales de
H0 sont réelles
Nous notons Σ = Σδ l'ensemble des énergies E qui vérient les hypothèses (HED) et (HEB).
1.9.4 Deux types d'intervalles : ZR et GR
Fixons δ > 0 et E ∈ Σδ. Considérons les olletions d'intervalles de R suivantes :
 Soit ZR l'ensemble des omposantes onnexes de E−1(σ(H0))
⋂
R. C'est l'ensemble des
intervalles qui sont des préimages de zones spetrales de l'opérateur périodique H0 .
 On dénit également l'ensemble ZC de omposantes onnexes de E−1(σ(H0)) ∩ SY .
 Soit GR l'ensemble des omposantes onnexes de E−1(R\σ(H0))
⋂
R. C'est l'ensemble
des préimages des launes dans le spetre de l'opérateur périodique H0.
 On dénit également l'ensemble GC de omposantes onnexes de E−1(R\σ(H0)) ∩ SY .
Les éléments de ZR et GR sont des intervalles réels.
On peut distinguer trois types diérents de omposantes onnexes de l'ensemble des énergies
Σ. Cette lassiation orrespond aux diérents as de distribution des points ritiques de W
par rapport aux intervalles de ZR :
 GR = ∅,
 GR 6= ∅, ZR 6= ∅, mais ∀J ∈ ZR on a J ∩ C = ∅,
 GR 6= ∅, ZR 6= ∅ et il existe J ∈ ZR tel que J ∩ C 6= ∅.
La géométrie du problème est diérente dans es trois as et don les matries de monodromie
ont des asymptotiques diérentes.
1.9.5 Moment omplexe κ(z) et ses déterminations
On xe E. On a déjà introduit l'énergie omplexe E(z) = E −W (z) dans (1.1.26). An
d'utiliser les onstrutions de Bloh-Floquet pour l'équation périodique ave l'énergie om-
plexe :
−Φ′′(x, E(z)) + V (x)Φ(x, E(z)) = E(z)Φ(x, E(z))
j'exprime les objets de ette théorie en termes de la nouvelle variable z.
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Dénition 1.28. Soit E ∈ R xé. On appelle la fontion multivaluée κ(z) := k(E(z)) dénie
par omposition κ = k ◦ E le moment omplexe.
Étant la omposée des deux appliations k(E) et E −W (z), le moment omplexe hérite
des propriétés du quasimoment de Bloh. En partiulier, le moment omplexe est une fontion
multivaluée ave des points de branhement de type raine arrée. En dehors de es points de
branhement, dans haque domaine simplement onnexe on peut en xer une détermination
analytique.
On xe E. On dénit la détermination prinipale du moment omplexe par κp(z) :=
kp(E(z)), i.e. κp = kp ◦ E . On dénit par omposition la forme diérentielle Ω = Ω ◦ E et le
fateur normalisant q(z, z0) par :
Ω(z) := Ω(E(z)) et q(z, z0) := q(E(z), E(z0)) (1.1.29)
où Ω(E) est dénie par (1.1.11) et (1.1.10), et q(E,E0) =
1√
k′(E)
. A l'aide de l'énergie omplexe
E(z), on obtient la notion d'ensemble régulier dans le plan de z :
Dénition 1.29. On appelle régulier un ensemble A dans SY si E(A) est un ensemble régulier
au sens de la Dénition 1.19.
On introduit une relation d'équivalene pour les ourbes régulières de lasse C1 joignant
deux points z1 et z2.
Dénition 1.30. On dit que les ourbes α et β sont équivalentes et l'on note :
α ∼ β
si es ourbes ont la même origine, la même extrémité et E(α) ∼ E(β) au sens de la Déni-
tion 1.20.
Chapitre II
Densité d'états intégrée et formule de
Thouless pour des perturbations à
osillations lentes de l'opérateur de
Shrödinger périodique
Ce hapitre ouvre l'étude de l'équation de Shrödinger à osillations asymptotiquement
lentes :
−Ψ′′(x, E) + [V (x) +W (xα)]Ψ(x, E) = EΨ(x, E). (SlOs)
On travaille sous les hypothèses (HV) et (HW) de régularité et de périodiité sur les poten-
tiels V et W . On suppose que α vérie (Hα), i.e. α ∈ (0, 1).
Dans e hapitre on formule et démontre quelques propriétés de la densité d'états intégrée
pour l'équation (SlOs). On démontre les Théorèmes 10 et 16 de l'introdution. A la n, on
formule les propriétés dimensionnelles de l'ensemble résonnant (où l'existene de l'exposant
de Lyapounov n'est pas démontrée) et les orollaires spetraux de es propriétés.
1 Propriétés de la densité d'états intégrée
Considérons l'opérateur Hθ déni par H = − d
2
dx2
+ V (x) +W (xα) dans L2(R+) ave la
ondition au bord θ en 0 :
D(Hθ) = { f ∈ H2(R+) | f(0) cos θ + f ′(0) sin θ = 0 }
Pour haque θ ∈ [0, 2π) l'opérateur Hθ est auto-adjoint ar il est dans le as du point
limite à l'inni (.f. Setion 2.2 du Chapitre 2 de [LS91℄) et régulier en zéro. Par la théorie de
subordination de D. Gilbert et D. Pearson (.f. [GP87℄), le spetre singulier de Hθ est simple
(.f. la Dénition 2 d'une solution subordonnée de la Setion 3 de [GP87℄ et le Théorème 3
de la Setion 6 de [GP87℄). Dans l'Introdution on trouve la desription du spetre de Hθ
obtenue par G. Stolz (.f. les théorèmes 2, 3, 4).
Dans la Dénition 9 p. 8, on a déni la densité d'états intégrée k(E) pour l'opérateur Hθ. On
ommene par l'étude de ses propriétés.
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De la dénition de la fontion k(E), il déoule qu'elle est ontinue à gauhe et roissante.
La première propriété de k(E) onerne le spetre de Hθ. On a :
Lemme 1.1. Pour tout θ dans [0, 2π), soit
Σ := {E ∈ R | ∀ε > 0 k(E + ε)− k(E − ε) > 0}.
On a Σ ⊂ σess(Hθ).
Démonstration. Fixons une énergie E ∈ Σ. Pour démontrer que E ∈ σess(Hθ) on va onstruire
une suite singulière de Weyl à l'aide de fontions propres des restritions deH = − d2
dx2
+V (x)+
W (xα) sur des intervalles nis. On note Hθ(n) l'opérateur H sur [0, n] ave la ondition au
bord f(0) cos θ + f ′(0) sin θ en 0 et la ondition de Dirihlet en n. On a :
1. Les résolvantes des opérateurs Hθ(n) onvergent fortement vers les résolvantes de Hθ
quand n tend vers l'inni :
Hθ(n)
srs→ Hθ.
2. Soit εn une suite, εn → 0. Pour haque E ∈ Σ et pour haque εn, il existe δ(εn) > 0
telle que k(E + εn)− k(E − εn) > δ(εn).
3. Pour haque δ˜n il existe N(δ˜n) telle que ∀n > N(δ˜n) on a | 1nN(E,Hθ(n))− k(E)| < δ˜n.
On réunit es observations pour onlure qu'on peut hoisir une suite Emk de valeurs propres
des Hθ(nk) telles que Emk → E quand k → ∞. Par onséquent, on onstruit une suite
singulière à partir des fontions propres normalisées Φmk(x) des Hθ(nk) assoiées à des Ek,
multipliées par une tronature appropriée Ξk. On a :
Hθ(nk)Φmk(x) = EmkΦmk(x) ‖Φmk‖ = 1
Il est faile à voir que ‖ΦmkΞk‖ → 1. On hoisit les tronatures Ξk(x) pour que Φmk(x)Ξ(x)
soit dans D(Hθ) et que
‖(Hθ − E)Φmk(x)Ξk(x)‖ ≤ |E −Emk |+ ‖2Ξ′k(x)Φ′mk(x) + Ξ′′k(x)Φmk(x)‖ → 0
quand k → ∞. On a une grande liberté de hoix pour Emk et Φmk (leur nombre est propor-
tionnel à nk), don on peut hoisir la suite ΦmkΞk orthogonale (en passant à une sous-suite si
néessaire). Ainsi le ritère de Weyl est satisfait et E ∈ σess(Hθ).
Remarque 1.2. En fait, dans le as de l'opérateur Hθ, le spetre essentiel oïnide ave le
support de la densité d'états intégrée. Pour démontrer l'égalité σess(Hθ) = Σ on détermine le
support de la densité d'états intégrée à partir de la formule (5). Puis, on utilise le résultat de
G. Stolz (.f. [Sto97℄) qui dérit le plaement du spetre essentiel de l'opérateur Hθ :
σess(Hθ) = σ(H0) +W (R)
pour démontrer que es deux ensembles oïnident.
Soit Ψ(x, E) une solution réelle de l'équation (SlOs) qui vérie la ondition au bord
Ψ(0, E) cos θ +Ψ′(0, E) sin θ = 0. On peut dénir le nombre de rotations pour Hθ :
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Dénition 1.3. On appelle nombre de rotations de Hθ la limite suivante quand elle existe :
ρ(E) = lim
x→+∞
arg(Ψ(x, E) + iΨ′(x, E))
x
. (2.1.1)
Le nombre de rotations ρ(E) oïnide modulo multipliation par une onstante ave la
densité d'états intégrée k(E) :
Lemme 1.4. Quand l'un des deux existe, la densité d'états intégrée et le nombre de rotations
sont liés par la relation :
k(E) =
1
π
ρ(E). (2.1.2)
Lemme 1.5. Quand elle existe, la densité d'états intégrée k(E) ne dépend pas de θ.
Démonstration. Il est évident que le nombre de rotations ρ(E) ne dépend pas de θ. On utilise
le rapport entre le nombre de rotations ρ(E) et la densité d'états intégrée k(E, θ) pour on-
lure.
Autre démonstration. Par un argument de B. Simon (voir setion 1.6 de [Sim95℄) on démontre
que le hangement de ondition au bord est une perturbation de rang 1. Soit une fontion f ∈
H1([0, l])) qui vérie la ondition de Dirihlet en l. Soit HD(l) (resp. Hθ(l)) l'opérateur H =
− d
2
dx2
+V (x)+W (xα) dans L2([0, l]) ave les onditions au bord de Dirihlet (resp. ondition
f(0) cos θ + f ′(0) sin θ = 0 et f(l) = 0). Considérons la diérene des formes quadratiques
assoiées à HD et Hθ sur [0, l] :
(f,Hθ(l)f)− (f,HD(l)f) =
∫ l
0
(|f ′(x)|2 + (V (x) +W (xα)|f(x)|2)dx− |f(0)|2 cot θ −
−
∫ l
0
(|f ′(x)|2 + (V (x) +W (xα)|f(x)|2)dx =
= − cot θ
∫ l
0
δ(x)|f(x)|2dx = − cot θ(f, δf)
où δ est l'opérateur borné sur les fontions de H1 déni par (f, δf) = |f(0)|2. Ainsi
Hθ(l) = HD(l) + λδ(x) ave λ = − cot(θ). (2.1.3)
Soient A et B deux opérateurs auto-adjoints inférieurement bornés à spetre disret. On
dénit la fontion de déalage spetral de Krein ξ pour es opérateurs par
ξ(A,B,E) = #{(σ(A) ∩ ((−∞, E])\(σ(B) ∩ ((−∞, E])} = tr(P(−∞,E)(A)− P(−∞,E)(B)
ξ n'est rien d'autre que la diérene entre les fontions de omptage de valeurs propres de A et
de B. Par la théorie des perturbations de rang 1 (voir l'argument de B. Simon et F. Gesztesy
dans 1.4 de [Sim95℄), grâe à la représentation (2.1.3), la fontion de déalage spetral pour
HD(L) et Hθ(L) vérie l'estimation
|ξ(Hθ(L), HD(L), E)| ≤ 1
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Cei implique |k(Hθ(l), E) − k(HD(l), E)| = 1l ξ(Hθ(l),HD(l), E) ≤ 1l pour haque E ∈
R\(σ(Hθ(l)) ∪ σ(HD(l)) puisque les valeurs propres de es opérateurs sont disrètes et non
dégénérées. Passant à la limite l tend vers +∞ :
lim
l→∞
(k(Hθ(l), E)− k(HD(l), E)) = 0,
on obtient l'indépendane de k(E) de ondition au bord θ.
Par onséquent, la notation k(E) est orrete pour la densité d'états intégrée.
On démontre que la densité d'états intégrée existe pour tout E ∈ R à l'aide de la méthode
de l'enadrement par Dirihlet et Neumann. Il s'agit de la méthode qui utilise les inégalités
pour les valeurs propres de Dirihlet et elles de Neumann.
1.1 Valeurs propres de restritions
On démontre deux lemmes sur les valeurs propres des restritions de l'opérateur H =
− d2
dx2
+[V (x)+W (xα)] à un intervalle ni. On ommene par l'estimation de la distane entre
les valeurs propres de Dirihlet de H sur [a, b] et elles de H0 = − d2dx2 + V (x) sur [a, b].
Lemme 1.6. Soient a et b deux entiers. Soient E0k([a, b]) les valeurs propres de Dirihlet de
H0 sur [a, b] et Ek([a, b]) les valeurs propres de Dirihlet de H sur [a, b] numérotées par ordre
roissant. Alors on a :
|Ek([a, b])−E0k([a, b])| ≤ ‖W‖∞ (2.1.4)
Démonstration. Pour tout Ψ ∈ Q(H0) (Q(H0) = Q(H) est le domaine de dénition de la
forme quadratique assoiée à l'opérateur H0), on a :
(H0Ψ,Ψ)− ‖W‖∞(Ψ,Ψ) ≤ (HΨ,Ψ) ≤ (H0Ψ,Ψ) + ‖W‖∞(Ψ,Ψ).
On applique le prinipe du mini-max pour obtenir l'estimation désirée (.f. le Théorème XIII.2
de ([RS78℄)).
Le deuxième lemme ontient une estimation de la diérene entre le nombre ND([a, b];E)
de valeurs propres deHD([a, b]) (ave la ondition au bord de Dirihlet) et le nombreNθ1,θ2([a, b], E)
de valeurs propres deHθ1,θ2([a, b]) (ave les onditions f(a) cos θ1+f
′(a) sin θ1 = 0 et f(b) cos θ2+
f ′(b) sin θ2 = 0). Ce lemme ontient aussi les mêmes estimations pour H0.
Lemme 1.7. Soient a et b deux entiers. Alors on a
|ND([a, b], E)−Nθ1,θ2([a, b], E)| ≤ 2
|N0,D([a, b], E)−N0,θ1,θ2([a, b], E)| ≤ 2 (2.1.5)
Démonstration. Ce lemme se démontre par l'appliation de la théorie des perturbations de
rang 1, i.e. par l'argument utilisé dans la démonstration du Lemme 1.5. Ce lemme peut être
démontré également par les aluls liés à l'angle de Prüer (les solutions tournent quand on
hange E de façon ontinue).
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1.2 Enadrement par Dirihlet et Neumann
Les estimations (2.1.4) et (2.1.5) sont importantes pour la méthode de l'enadrement par
Dirihlet et Neumann. L'idée lé de ette méthode est l'utilisation de l'inégalité suivante.
Considérons un opérateur de Sturm-Liouville A = − d
2
dx2
+ q(x) ave q(x) relativement borné
par rapport à − d
2
dx2
au sens des formes. On introduit la fontion de omptage Nθ(E,A, I)
du nombre de valeurs propres < E de l'opérateur A restreint à un intervalle ni I ave
une ondition au bord f(a) cos θ + f ′(a) sin θ = f(b) cos θ + f ′(b) sin θ = 0. Pour les valeurs
partiulières θ = 0, i.e. une ondition au bord de Dirihlet, (resp. θ = π
2
, i.e. une ondition
au bord de Neumann) on va utiliser la notation ND(E,A, I) (resp. NN(E,A, I)). On a alors
le résultat suivant, appelé enadrement de Dirihlet-Neumann :
Lemme 1.8. Soit un intervalle I déomposé en deux sous-intervalles I1 et I2, i.e. I = I1 ∪ I2
et #(I1 ∩ I2) ≤ 1, alors
ND(E,A, I1) +ND(E,A, I2) ≤
≤ ND(E,A, I) ≤ Nθ(E,A, I) ≤ NN(E,A, I) ≤
≤ NN (E,A, I1) +NN(E,A, I2) (2.1.6)
Démonstration. L'enadrement est démontré pour le laplaien dans la Proposition 4 du hapitre
XIII de [RS78℄. Pour l'opérateur de Shrödinger, le même enadrement déoule par simple
appliation du prinipe du mini-max (le Théorème XIII.2 de ([RS78℄)).
Pour l'opérateur Hθ, on donne une dénition modiée de la densité d'états intégrée est
plus pratique à manipuler.
Lemme 1.9. Considérons une suite Sl de nombres entiers, Sl ∈ N, telle que
lim
l→+∞
Sl = +∞ lim
l→+∞
Sl+1 − Sl
Sl
= 0
Si la limite suivante existe alors la densité d'états intégrée k(E) dénie dans (9) existe aussi
et est égale à ette limite et vie versa, i.e. :
k(E) = lim
l→+∞
1
Sl
N(HD([0, Sl]), E) (2.1.7)
où pour haque θ1, θ2 ∈ [0, 2π] on note HD([0, Sl]) l'opérateur H sur [0, Sl] ave les onditions
au bord de Dirihlet et N(HD([0, Sl]), E) le nombre de ses valeurs propres < E.
Démonstration. La onvergene du nombre de valeurs propres par unité de volume quand
x tend vers l'inni implique en partiulier la onvergene du nombre de valeurs propres par
unité de volume pour haque sous-suite {Sl}l∈N tendant vers l'inni.
Pour vérier la réiproque on montre que l'existene de lim
l→∞
ND(E;[0,Sl];0,0)
Sl
implique l'existene
de lim
L→∞
ND(E;[0,L];0,0)
L
. L'égalité entre es quantités sera automatiquement vériée ar par uni-
ité de la limite, elle oïnide pour haque suite qui tend vers l'inni.
Pour haque L ∈ N xé, il existe l ∈ N tel que L ∈ [Sl, Sl+1]. On va estimer la diérene
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|N(HD([0, L]), E) − N(HD([0, Sl]), E)| à l'aide de l'enadrement de Dirihlet-Neumann. On
érit [0, L] = [0, Sl] ∪ [Sl, L]. Par l'enadrement Dirihlet-Neumann (Lemme 1.8) on a :
ND(E; [0, Sl]) +ND(E; [Sl, L]) ≤
≤ ND(E; [0, L]) ≤ NN(E; [0, L]) ≤
≤ NN (E; [0, Sl]) +NN(E; [Sl, L]) (2.1.8)
L'estimation (2.1.4) implique :
ND(H0(Sl, L), E − ‖W‖∞) ≤ ND(H(Sl, L), E) ≤ ND(H0(Sl, L), E + ‖W‖∞)
NN(H0(Sl, L), E − ‖W‖∞) ≤ NN(H(Sl, L), E) ≤ NN (H0(Sl, L), E + ‖W‖∞) (2.1.9)
Pour un opérateur périodique H0, on a l'estimation (1.9) pour la diérene entre ND(H0, [a, b])
(resp. NN(H0, [a, b])) et k0(E)(b− a) par 2k0(E). Ainsi l'estimation (1.6) de la distane entre
les valeurs propres de H0 et elles de H implique qu'il existe une onstante C, indépendante
de l, telle que pour l assez grand on a :
|ND(H(Sl, L), E)| ≤ C(L− Sl) |NN(H(Sl, L), E)| ≤ C(L− Sl).
Ce qui implique :
lim
L→∞
ND(H(Sl, L), E)
L
≤ C lim
l→∞
Sl+1 − Sl
Sl
= 0
lim
L→∞
NN(H(Sl, L), E)
L
≤ C lim
l→∞
Sl+1 − Sl
Sl
= 0
Par la théorie des perturbations de rang 1 on a :
lim
l→+∞
1
Sl
ND(H(0, Sl), E) = lim
l→+∞
1
Sl
NN(H(0, Sl), E) = k(E).
Cei implique l'équivalene des deux dénitions de k(E).
2 Densité d'états intégrée : la preuve du Théorème 10
Pour démontrer que la densité d'états existe, on suit la stratégie établie par Simon et Zhu
dans ([SZ96℄). Plus préisément, on utilise l'enadrement par Dirihlet et Neumann et les pro-
priétés des perturbations de rang un. On adapte es arguments pour traiter des perturbations
de l'opérateur de Shrödinger périodique.
2.1 Enadrement dans le adre de mon problème
On pose Sl = S(l) := [(2πn)
1
α ], où [ ] désigne la partie entière d'un nombre réel. On pose
Ωl = [S(l − 1), S(l)]. L'enadrement par Dirihlet et Neumann implique :
l∑
j=1
ND(H(Ωj), E) ≤ ND(H([0, S(l)]), E) ≤
≤ NN(H([0, S(l)]), E) ≤
l∑
j=1
NN(H(Ωj), E) (2.2.1)
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On déoupe haque intervalle Ωj en intervalles [ak(j), bk(j)] ave ak(j) ∈ N et bk(j) ∈ N
assoiés à un paramètre β > 0 (qui sera hoisi par la suite) tels qu'il existe C > 1 et Kj ∈ N
tels que :
Ωj =
Kj⋃
k=1
[ak(j), bk(j)],
1
C
jβ ≤ |bk(j)− ak(j)| ≤ Cjβ, ak(j) < bk(j) = ak+1(j)
On applique l'enadrement par Dirihlet et Neumann à e déoupage des Ωj pour obtenir :
l∑
j=1
Kj∑
k=1
ND(H([ak(j), bk(j)]), E) ≤ ND(H([0, S(l)]), E) ≤
≤ NN (H([0, S(l)]), E) ≤
l∑
j=1
Kj∑
k=1
NN(H([ak(j), bk(j)]), E) (2.2.2)
On va estimer le nombre de valeurs propres de Dirihlet ND(H([ak(j), bk(j)]), E) et de
Neumann NN(H([ak(j), bk(j)]), E) de H sur les intervalles [ak(j), bk(j)]. Sur es intervalles
la fontion W (xα) varie très peu. Ainsi, pour x ∈ [ak(j), bk(j)], on peut approximer des
valeurs de W (xα) par le minimum Wmin,k = min
x∈[ak(j),bk(j)]
W (xα) ou par le maximum Wmax,k =
max
x∈[ak(j),bk(j)]
W (xα) sans faire une grande erreur.
On introduit pour haque j et k = 1, . . . , Kj sur l'intervalle [ak(j), bk(j)] les opérateurs
périodiques suivants
BD(j, k) = H0+ max
x∈[ak(j),bk(j)]
W (xα) sur D(BD(j, k)) = {f ∈ H2 | f(ak(j)) = f(bk(j)) = 0},
i.e. ave les ondition au bord de Dirihlet, et
BN(j, k) = H0+ min
x∈[ak(j),bk(j)]
W (xα) sur D(BD(j, k)) = {f ∈ H2 | f ′(ak(j)) = f ′(bk(j)) = 0},
i.e. ave les ondition au bord de Neumann. Clairement on a des inégalités suivantes :
BN (j, k) ≤ HN (ak(j), bk(j)) ≤ HD(ak(j), bk(j)) ≤ BD(j, k)
Par le prinipe du mini-max, ette inégalité implique :
N(BD(j, k), E) ≤ ND(H([ak(j), bk(j)]), E) ≤ NN(H([ak(j), bk(j)]), E) ≤ N(BN (j, k), E).
Par dénition, BD(j, k) et de BN (j, k) sont des restritions aux intervalles [ak(j), bk(j)] d'opéra-
teurs périodiques H0 +Wmax,k et H0 +Wmin,k respetivement. D'où on obtient :
N(BD(j, k), E) = ND (H0([ak(j), bk(j)]), E −Wmax,k)
N(BN (j, k), E) = NN (H0([ak(j), bk(j)]), E −Wmin,k) . (2.2.3)
On estime es quantités à l'aide d'une estimation (1.9) (l'estimation du nombre de valeurs
propres des restritions de H0 sur les intervalles nis ave une ondition au bord de Neumann
ou de Dirihlet) :
|ND (H0([ak(j), bk(j)]), E −Wmax,k)−1
π
k0(E−Wmax,k)(bk(j)−ak(j))| ≤ 2min(k0(E−Wmax,k), 1),
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|NN (H0([ak(j), bk(j)]), E −Wmin,k)−1
π
k0(E−Wmin,k)(bk(j)−ak(j))| ≤ 2min(k0(E−Wmin,k), 1).
Ce qui revient à érire :
|N(BD(j, k), E)− 1
π
k0(E −Wmax,k)(bk(j)− ak(j))| ≤ 2min(k0(E −Wmax,k), 1),
|N(BN (j, k), E)− 1
π
k0(E −Wmin,k)(bk(j)− ak(j))| ≤ 2min(k0(E −Wmin,k), 1).
2.1.1 Estimations par une intégrale
Notre but est de montrer que les termes k0(E−Wmin,k)(bk(j)−ak(j)) et k0(E−Wmax,k)(bk(j)−
ak(j)) sont prohes de l'intégrale
∫ bk(j)
ak(j)
k0(E −W (xα))dx. On estime la diérene :
 Si E −W (xα) est loin de bord En, n ∈ N, d'une laune ouverte de H0, on estime :∣∣∣∣k0(E −Wmin,k)(bk − ak)− ∫ bk
ak
k0(E −W (xα))dx
∣∣∣∣ ≤
≤
∣∣∣∣∫ bk
ak
(k0(E −Wmin,k)− k0(E −W (xα))) dx
∣∣∣∣ ≤
≤ (bk − ak)2 max
x∈[ak,bk]
k′0(E −W (xα)) max
x∈[ak,bk]
W ′(x)αaα−1k ≤
≤ C1j2βαj α−1α .
 Si E −W (xα) est prohe d'un bord En, n ∈ N, d'une laune ouverte de H0, on estime :∣∣∣∣k0(E −Wmin,k)(bk − ak)− ∫ bk
ak
k0(E −W (xα))dx
∣∣∣∣ ≤
≤
∣∣∣∣∫ bk
ak
(k0(E −Wmin,k)− k0(E −W (xα))) dx
∣∣∣∣ ≤
≤ (bk − ak) 32 ( max
x∈[ak,bk]
W ′(x)αaα−1k )
1
2 ≤
≤ C1j
3β
2 αj
α−1
2α .
Maintenant, on pose β = 1−α
3α
et on somme les termes,
∑l
j=1
∑Kj
k=1. Le nombre de termes
dans la somme
∑Kj
k=1 est égal à Kj = O(j
1
α
−β−1) = O(j
2(1−α)
3α ) On peut don majorer :
Kj∑
k=1
∣∣∣∣k0(E − min
x∈[ak,bk]
|W (xα)|
)
(bk − ak)−
∫ bk
ak
k0(E −W (xα))dx
∣∣∣∣ ≤ O(j 2(1−α)3α )
Comme
2(1−α)
3α
> 0, la somme par j de es termes s'estime par O(l
2(1−α)
3α
+1) = O(l
2+α
3α ) et
on obtient :
l∑
j=1
Kj∑
k=1
NN(B(j, k), E) =
l∑
j=1
Kj∑
k=1
1
π
∫ bk
ak
k0(E −W (xα))dx+O(l 2+α3α ) =
=
1
π
∫ S(l)
0
k0(E −W (xα))dx+O(l 2+α3α )
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Par le même argument on estime :
l∑
j=1
Kj∑
k=1
ND(B(j, k), E) =
1
π
∫ S(l)
0
k0(E −W (xα))dx+O(l 2+α3α )
On obtient nalement :
l∑
j=1
Kj∑
k=1
NN(B(j, k), E) =
1
π
∫ S(l)
0
k0(E −W (xα))dx+O(l 2+α3α ),
l∑
j=1
Kj∑
k=1
ND(B(j, k), E) =
1
π
∫ S(l)
0
k0(E −W (xα))dx+O(l 2+α3α ).
D'où on a :
1
π
∫ S(l)
0
k0(E −W (xα))dx+O(l 2+α3α ) ≤
≤ ND(H([0, Sl]), E) ≤
≤ 1
π
∫ S(l)
0
k0(E −W (xα))dx+O(l 2+α3α ). (2.2.4)
2.1.2 Modiation de l'estimation : la n de la preuve de l'existene
On fait le hangement de variable t = xα dans l'intégrale 1
π
∫ S(l)
0
k0(E−W (xα))dx, puis on
l'estime, en utilisant la périodiité de W et la omparaison d'une somme ave une intégrale :∫ S(l)
0
k0(E −W (xα))dx =
∫ 2πl
0
k0(E −W (t))t 1−αα dt +O(1) =
=
l∑
j=0
∫ 2π
0
k0(E −W (x))(2πj + x) 1−αα dx+O(1) =
=
∫ 2π
0
k0(E −W (x))dx
(
l∑
j=1
(2πj)
1−α
α +O
(
l
1−α
α
))
=
= (2πl)
1
α
1
2π
∫ 2π
0
k0(E −W (x))dx(1 +O(l−1)) (2.2.5)
On réunit les estimations (2.2.4) et (2.2.5) pour onlure :
1
2π
∫ 2π
0
k0(E −W (x))dx+O(l−1) +O(lα−12α ) ≤
≤ 1
Sl
ND(H([0, S(l)]), E) ≤
≤ 1
2π
∫ 2π
0
k0(E −W (x))dx+O(l−1) +O(lα−13α ). (2.2.6)
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On obtient :∣∣∣∣ 1SlND(H([0, S(l)]), E)− 12π
∫ 2π
0
k0(E −W (x))dx
∣∣∣∣ = O(l−min( 1−α3α ,1))
En passant à la limite l → +∞ et utilisant la dénition équivalente (2.1.7) de la densité
d'états intégrée k(E), on obtient :
k(E) = lim
l→+∞
1
S(l)
ND(H([0, S(l)]), E) =
1
2π
∫ 2π
0
k0(E −W (x))dx
Ainsi on a démontré l'existene de la densité d'états intégrée k(E), sa formule et on a obtenu
une estimation de la vitesse de onvergene de
1
S(l)
ND(H([0, S(l)]), E) vers k(E) :∣∣∣∣ 1S(l)ND(H([0, S(l)]), E)− k(E)
∣∣∣∣ ≤ Cl−ν(α) ave ν(α) = min{1− α3α , 1
}
Ce qui ahève la démonstration du Théorème 10.
2.2 Preuve du Théorème 16 : la formule de Thouless
La démonstration du Théorème 16 se ompose de deux parties. On ommene par la
démonstration de la formule de Thouless (13). On remarque e qu'il sut de démontrer la
formule équivalente :
γ(E)− ℑ
√
E =
∫
R
ln |E − E ′|d(k(E ′)− 1
π
ℜ
√
E ′).
Dans ette formule on hange de régularisation, utilisant la densité d'états intégrée et l'ex-
posant de Lyapounov pour − d2
dx2
au lieu de eux pour − d2
dx2
+ V (x). Après, on en déduit
la formule de l'exposant de Lyapounov et ses propriétés à l'aide des outils de l'analyse har-
monique et de la formule de la densité d'états intégrée (.f. Théorème 10).
La formule de Thouless relie la densité d'états intégrée k(E) à l'exposant de Lyapounov
γ(E) pour H = − d
2
dx2
+ [V (x) +W (xα)]. Dans la formule de Thouless, apparaît une régulari-
sation en termes de la densité d'états intégrée k∆(E) =
1
π
ℜ√E et de l'exposant de Lyapounov
γ∆(E) = ℑ
√
E pour l'opérateur − d
2
dx2
.
Comme on l'a démontré, le nombre de valeurs propres de restritions de H à des intervalles
nis par unité de volume onverge vers la densité d'états intégrée k(E) On a obtenu une
estimation de vitesse de ette onvergene. Maintenant, on passe à la démonstration de la
formule de Thouless. On utilise les résultats de la setion préédente.
2.2.1 Théorème d'osillations de Sturm pour H et H0
Le théorème des osillations de Sturm (.f. Théorème 1.3.3 de Chapitre 1 de [LS91℄),
appliqué à une solution non nulle u(x, E) de l'équation à osillations lentes (SlOs) vériant
u(0, E) = 0 et à une solution non nulle u0(x, E) de l'équation −u′′0(x, E) = Eu0(x, E) vériant
u0(0, E) = 0, implique le lemme suivant .
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Lemme 2.1 (Osillations de Sturm).
u(l, E)
u0(l, E)
=
+∞∏
k=0
(
E − Ek(l)
E − E0k(l)
)
(2.2.7)
Ii Ek(l) (resp. E
0
k(l)) sont des valeurs propres de Dirihlet pour les restritions de H =
− d
2
dx2
+ [V (x) +W (xα)] (resp. de − d
2
dx2
) sur [0, S(l)].
On utilise e lemme pour démontrer la formule de Thouless. An de démontrer la onver-
gene du produit dans (2.2.7), on utilise les propriétés asymptotiques des valeurs propres des
restritions des opérateurs H = − d
2
dx2
+ V (x) +W (xα) et − d
2
dx2
.
2.2.2 Démonstration de la formule de Thouless : premier pas
Cette partie est onsarée à la démonstration de la formule de Thouless.
L'idée est la suivante. Pour haque l ni, on a l'égalité :
1
S(l)
ln
∣∣∣∣ u(S(l), E)u0(S(l), E)
∣∣∣∣ = 1S(l) ln
+∞∏
k=0
E − Ek(l)
E − E0k(l)
.
On peut rérire ette égalité, utilisant les propriétés de logarithme :
1
S(l)
ln |u(S(l), E)| − 1
S(l)
ln |u0(S(l), E)| = 1
S(l)
+∞∑
k=0
ln
E −Ek(l)
E − E0k(l)
. (2.2.8)
Pour tout E ∈ R, le deuxième terme de partie gauhe de l'égalité (2.2.8) onverge :
lim
l→+∞
(
1
S(l)
ln |u0(S(l), E)|
)
= γ∆(E) = ℑ
√
E.
Pour étudier la onvergene du terme de droite, on sépare le produit en deux parties : le
produit pour les k ≤ S(l)L et le produit pour k > SlL, où le nombre L est grand et sera
hoisi par la suite. Le première somme ontient un nombre ni de termes :
S(l)L∑
k=0
ln
E −Ek(l)
E − E0k(l)
=
S(l)L∑
k=0
(ln |E − Ek(l)| − ln |E −E0k(l)|) =
=
∫ a1(l,L)
−∞
ln |E −E ′|dND(E ′, [0, S(l)]))−
∫ a0(l,L)
−∞
ln |E −E ′|dN0D(E ′[0, S(l)]) (2.2.9)
Ci-dessus, on a utilisé les notations suivantes :
a0(l, L) = sup{E ∈ R|N0D(E, [0, S(l)]) ≤ S(l)L}
a1(l, L) = sup{E ∈ R|ND(E, [0, S(l)]) ≤ S(l)L}
Ii ND(E, [0, S(l)]) (resp. N
0
D(E, [0, S(l)])) est le nombre de valeurs propres du problème de
Dirihlet pour la restrition de l'opérateur H (resp. − d2
dx2
) sur [0, S(l)].
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2.2.3 Démonstration de la formule de Thouless : deuxième étape
Démontrons que les termes qui ontiennent le reste de produit tendent vers zéro à la limite
l → +∞. A l'aide de l'estimation (1.6) on obtient :
ln
+∞∏
k=S(l)L
∣∣∣∣E −Ek(l)E − E0k(l)
∣∣∣∣ = +∞∑
k=S(l)L
ln
∣∣∣∣1 + E0k(l)− Ek(l)E −E0k(l)
∣∣∣∣
≤
+∞∑
k=S(l)L
ln
∣∣∣∣1 + ‖W‖∞E − E0k(l))
∣∣∣∣
Pour l et L susamment grands, il existe une onstante C = C(E) telle que
|E − Ek(H0(0, S(l)))| > C k
2
S2(l)
On utilise l'équivalene des séries et la onvergene dominée pour démontrer que :
+∞∑
k=S(l)L
ln
∣∣∣∣E −Ek(l)E −E0k(l)
∣∣∣∣ ≤ +∞∑
k=S(l)L
ln
∣∣∣∣1 + C‖W‖∞S(l)2k2
∣∣∣∣ = S(l) +∞∑
m=L
ln
(
1 +
C
m2
)
≤ S(l)
+∞∑
m=L
C
m2
≤ C
(
S(l)
L
)
.
Puis en passant à la limite l tend vers l'innie, on obtient :
lim
l→+∞
1
S(l)
∑
k=S(l)L
ln
∣∣∣∣E −Ek(l)E − E0k(l)
∣∣∣∣ ≤ CL .
2.2.4 Démonstration de la formule de Thouless : troisième étape
Dans e qui reste, on va soustraire le terme qu'on veut obtenir et démontrer que les autres
termes onvergent vers 0. On érit :∫ a1(l,L)
−∞
ln |E −E ′|dkl(E ′)−
∫ a0(l,L)
−∞
ln |E −E ′|dkl∆(E ′) =
∫
R
ln |E −E ′|d(k − k∆)(E ′)− I1 + I2
où
I1 =
∫ +∞
a1(l,L)
ln |E −E ′|dk(E ′)−
∫ +∞
a0(l,L)
ln |E − E ′|dk∆(E ′)
I2 =
∫ a1(l,L)
−∞
ln |E −E ′|d(kl − k)(E)−
∫ a0(l,L)
−∞
ln |E − E ′|d(kl∆ − k∆)(E) = I3 + I4
L'intégrale
∫
R
ln |E − E ′|d(k − k∆)(E ′) est le terme qu'on voudrait obtenir. Il nous faut dé-
montrer que I1 et I2 tendent vers 0 quand l →∞.
lim
l→∞
I2 = lim
l→∞
∫ +∞
a1(l,L)
ln |E −E ′|dk(E ′)−
∫ +∞
a0(l,L)
ln |E − E ′|dk∆(E ′) = 0
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En eet, I2 = O
(
ln a(l, L)a(l, L)−
1
6
)
pare que |k(E) − k∆(E)| = O
(
1
E
1
6
)
pour les grands
valeurs de E. Cette dernière estimation déoule des propriétés asymptotiques de k0 : |k0(E)−
k∆(E)| = O( 1
E
1
6
) et de la ontinuité et de la monotoniité de k0 en E à l'aide de l'enadrement
k0(E − ‖W‖∞) ≤ k(E) ≤ k0(E + ‖W‖∞).
On a intérêt à éviter les valeurs propres Ek(l) et E
∆
k (l). Pour faire ça, on onsidère les énergies
E en dehors d'un ensemble résonnant, i.e. on xe ε(α) ∈ (0, ν(α)) et onsidère E ∈ R\D∞
ou :
D∞(ε(α)) :=
{
E ∈ R | ∃{li}i∈N li → +∞ tel que ∀i > 0 |E −Ek(li)| ≤ exp
(
−lν(α)−ε(α)i
) }
(2.2.10)
L'idée est de proter de la ondition E ∈ R\D∞ pour séparer les intégrales I3 et I4 en un
intégrale sur un intervalle d'énergies prohes de E, et don non-résonnantes, et un intégrale
sur le reste des énergies, qui sont maintenant séparées de E par une distane positive qui
dépend de l. Les premières tendent vers zéro ar la mesure de l'intervalle d'intégration tend
vers zéro et qu'il n'y a pas de résonanes. Pour le reste des énergies, la vitesse de onvergene
des densités d'états des restrition et la distane de E impliquent la onvergene vers zéro.
Je ne démontre que l'estimation pour I3, elle de I4 étant analogue. On pose
Vl(E) = [E − δl, E + δl] ave δl = 1
3
exp
(−lν(α)−ε(α)) ,
ave ε(α) ≤ ν(α)
2
. Si E ∈ D∞(ε(α)), dans Vl(E) il n'y a pas de valeurs propres de HD([0, S(l)]),
ni de H0,D([0, S(l)]). On utilise l'estimation non-résonnante et l'intégration par parties :∫ a1(l,L)
−∞
ln |E −E ′|d(kl − k)(E ′) =
∫
Vl(E)
ln |E −E ′|d(k − kl)(E ′)
+
∫
(−∞,a1(l,L)]\Vl(E)
ln |E −E ′|d(k − kl)(E ′) ≤ C(E)
√
|Vl(E)|+ (k − kl)(a1(l, L)) ln |E − a1(l, L)|
+ ln δl
(
(k − kl)(E + δl)− (k − kl)(E − δl)
)
+
∫
(−∞,a1(l,L)]\Vl(E)
(k − kl)(E ′)
E − E ′ dE
′
Les estimations |(kl − k)(E)| = O(l−ν(α)) et ln δl = O(lν(α)−ε(α)) impliquent :
lim
l→+∞
(k − kl)(a1(l, L)) ln |E − a1(l, L)| = 0
lim
l→+∞
ln δl ((k − k(HD(0, Sl)))(E + δl)− (k − k(HD(0, Sl)))(E − δl)) = 0
Ainsi on a démontré la formule de Thouless pour toutes les valeurs E à l'extérieur d'un
ensemble résonnant, 'est-à-dire pour E ∈ R\D∞(ε(α)). On peut hoisir ε(α) aussi petit
qu'on veut. Autrement dit, on a
D∞ :=
⋃
d∈N
⋂
n∈N
⋂
m∈N
∞⋃
l=m
⋃
k∈N
Dd,n,l,k ave
Dd,n,l,k =
{
E ∈ [−d, d] | |E − Ek(l)| ≤ exp
(
−lmin{ 1−α3α ,1}− 1n
)}
(2.2.11)
Pour haque intervalle nie [a, b] l'ensemble D∞ ∩ [a, b] est de mesure 0 par le lemme de
Borel-Cantelli. Don D∞ est de mesure 0. De plus, il est faile de voir que D∞ est de dimension
de Hausdor zéro.
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2.3 Preuve du Théorème 16 : formule de l'exposant de Lyapounov
Dans la preuve de la formule de Thouless, on a démontré e que, pour E ∈ R\D∞, la
limite suivante existe :
lim
l→∞
1
S(l)
ln |u(l, E)|
où u(x, E) est une solution non nulle de l'équation (Hu)(x, E) = Eu(x, E) qui vérie en 0
la ondition au bord de Dirihlet. On introduit une relation d'équivalene pour les fontions
g1, g2 : R→ C\{0} :
g1 ∼ g2 ⇔ lim
x→+∞
(
ln g1(x)
x
− ln g2(x)
x
)
= 0 (2.2.12)
Cette relation d'équivalene ne dépend pas du hoix de la détermination du logarithme. Soit
T (Sl, 0, E) la matrie de transfert (.f. dénie dans (10)) de l'équation (SlOs) sur l'intervalle
[0, S(l)]. Il est faile de voir que ela implique ‖T (S(l), 0, E)‖ ∼ |u(S(l), E)| dans le sens de
(2.2.12) :
lim
l→+∞
ln ‖T (S(l), 0, E)‖
S(l)
= lim
l→+∞
ln u(S(l), E)
S(l)
Et don l'exposant de Lyapounov existe pour tout E ∈ R\D∞ et sa formule peut être alulée
à partir de la formule de la densité d'états intégrée à l'aide de la formule de Thouless.
2.3.1 Formule de l'exposant de Lyapunov
Pour tout intervalle ni [a, b] et pour tout E ∈ [a, b]\D∞ on a démontré la formule de
Thouless. Maintenant on onsidère une fontion F (z) = πk(z) + iγ(z) analytique dans C+.
On reonstruit F (z) à partir de la formule de k(E) :
F (z) =
1
2π
∫ 2π
0
kp(z −W (x))dx.
La formule de Thouless dérit préisément la relation entre la partie réelle et la partie imagi-
naire de ette fontion. Don à partir de la formule de la densité d'états intégrée, on retrouve
la formule pour l'exposant de Lyapounov :
γ(E) = lim
ε→0
F (E + iε) = lim
ε→0
1
2π
∫ 2π
0
ℑkp(E + iε−W (x))dx
=
1
2π
∫ 2π
0
ℑkp(E + i0−W (x))dx = 1
2π
∫ 2π
0
γ0(E −W (x))dx
pour presque tout E ∈ R. Plus préisément, pour tout E ∈ R\D∞.
Remarque 2.2. Pour les valeurs de α prohe de 1, ette dénition d'ensemble résonnant
devient trop grossière. La méthode d'obtention de l'exposant de Lyapounov pour les α ∈ (1
2
, 1)
par les approximations quasi-périodiques présentée dans le hapitre suivant donne le résultat
plus préis (voir le Corollaire 4.12 pour l'ensemble résonnant).
2. Densité d'états intégrée : la preuve du Théorème 10 53
On introduit la notation ln−mes(S) pour la dimension de Hausdor d'un ensemble S ⊂ R
par rapport à l'exponentielle de la mesure de Lebesgue. Plus préisément, on onsidère un
reouvrement de l'ensemble ompat S de dimension de Hausdor 0 par les intervalles Iδ de
longueur au plus δ et on alule la limite :
α(S) = lim inf
δ→0
{
1
ln | ln |∑j |Ij||| tels que S ⊂
∞⋃
ν=1
Ij ave |Ij| < δ
}
.
Dénition 2.3. On appelle ette limite α-dimensionnelle mesure logarithmique de Haus-
dor de l'ensemble S.
Ainsi l'ensemble résonnant D∞ vérie les propriétés dimensionnelles suivantes :
Lemme 2.4. L'ensemble résonnant D∞ vérie :
 La dimension de Hausdor de D∞ est égale à zéro.
 La apaité de D∞ est égale à zéro.
 La dimension de Hausdor logarithmique de D∞ vérie
ln−mes(D∞) = 1
min(1−α
3α
, 1)
Démonstration. Ce lemme se démontre par un alul élémentaire utilisant les dénitions et
les propriétés de la dimension de Hausdor, de la apaité et de la dimension de Hausdor
logarithmique.
Par le Théorème A.20 de [Sim07℄, haque ensemble de apaité nulle est de dimension de
Hausdor nulle. Ainsi le deuxième point du Lemme 2.4 implique le premier.
Par la dénition de la apaité, il faut montrer :
C(D∞) := exp (−min{E(µ) | µ ∈M+,1(D∞)}) = 0
où E(µ) := ∫ log 1|x−y|dµ(x)dµ(y) et M+,1(D∞) est l'ensemble des mesures de probabilité sur
D∞. On va utiliser les propriétés de la apaité :
1. Soient a, b ∈ R, on a C([a, b]) = 1
4
|b− a|,
2. Soient A,B ⊂ R, alors C(A ∪ B) + C(A ∩B) ≤ C(A) + C(B).
3. Si A ⊂ B, alors C(A) ≤ C(B).
Si n1 ≤ n2, alors Dd,n2,l,k ⊂ Dd,n1,l,k et C(Dd,n2,l,k) ≤ C(Dd,n1,l,k). Si d1 ≤ d2, alors Dd1,n,l,k ⊂
Dd2,n,l,k et C(Dd1,n1,l,k) ≤ C(Dd2,n,l,k). D'où il sut de montrer pour haque d ∈ N que
C
(⋂
m∈N
⋃∞
l=m
⋃
k∈NDd,n0,l,k
)
= 0 pour un n0 ∈ N pour onlure C(D∞) = 0.
On hoisit n0 ∈ N tel que s := min{1−α3α , 1}− 1n0 > 0. Utilisant les propriétés 1 et 2, on alule
C
(⋃
k
Dd,n0,l,k
)
= O(
√
dl) exp(−ls),
C
(⋂
m
∞⋃
l=m
⋃
k
Dd,n0,l,k
)
= lim
m→∞
∞∑
l=m
O(
√
dle−l
s
) = 0
pour haque d xé. D'où C(D∞) = 0. Cei ahève la démonstration du deuxième point du
Lemme 2.4.
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On alule la dimension de Hausdor logarithmique par dénition. On xe ε > 0 et on
hoisit n0 ∈ N tel que 1s < 1min{ 1−α
3α
,1}
+ ε ave s(n0) := min{1−α3α , 1} − 1n0 > 0.
On alule α(D∞) := lim infδ→0
{
1
ln | ln |
∑∞
j=1 | ln |Ij |||
tel que D∞ ⊂
⋃∞
j=1 Ij ave |Ij | ≤ δ
}
. On
hoisit les intervalles Ij de longueur δl = e
−ls
. Le nombre des intervalles néessaire et susant
pour ouvrir Dd,n0,l,k est O(
√
dl). D'où :
α(D∞) = lim
n0→∞
lim
d→∞
lim
m→∞
1
ln | ln |∑∞l=mO(√dle−ls)|| = limn0→∞ 1s(n0) .
Comme s(n0)→ min{1−α3α , 1} quand n0 →∞, ei ahève la démonstration.
Chapitre III
Méthode WKB omplexe pour les
perturbations adiabatiques de l'opérateur
de Shrödinger périodique
Ce hapitre passe en revue la méthode WKB omplexe dans sa version adaptée aux per-
turbations adiabatiques des problèmes périodiques. Cette version de la méthode a été réée et
développée par A. Fedotov et F. Klopp. Le matériel de la setion est basé essentiellement sur
les artiles [FK04a, FK01, FK05, FK04b℄. La nouveauté est la onstrution des diagrammes
de prolongement des asymptotiques des solutions de (AdiabQP) pour W analytique réel (sans
l'hypothèse d'un maximum et un minimum) dans la Proposition 2.8, démontrée à la n de
e hapitre, ainsi que la démonstration du omportement asymptotique standard à plusieurs
omposantes des solutions de (AdiabQP). On se donne omme but de dérire en détails les
onstrutions qui seront largement utilisées par la suite. A l'exeption du nouveau matériel,
les théorèmes et lemmes sont formulés sans démonstrations. Le leteur intéressé trouvera les
preuves dans les référenes qui aompagnent haque assertion.
Dans e hapitre on étudie l'asymptotique quand ε tend vers zéro des solutions de l'équa-
tion de Shrödinger :
−Ψ′′(x, z, E, ε) + [V (x) +W (εx+ z)]Ψ(x, z, E, ε) = EΨ(x, z, E, ε) (AdiabQP)
ave x dans un intervalle ompat [−X,X ] ave X > 1 et z dans un domaine borné du plan
omplexe. Dans l'ensemble de e hapitre et du hapitre suivant (Chapitre IV), on suppose que
V et W vérient les hypothèses de la Setion 1 (page 12). On note SY une bande horizontale
SY = {z ∈ C | |ℑz| < Y } d'analytiité de W . L'adjetif régulier est utilisé dans e hapitre
au sens de Dénition 1.29 sur la page 38.
1 Théorème prinipal de la méthode WKB omplexe
Le but de la méthode WKB omplexe est de dérire les asymptotiques des solutions de
l'équation quasi-périodique adiabatique (AdiabQP) quand ε tend vers zéro. Premièrement
on va dénir le omportement asymptotique typique des solutions. Le théorème prinipal
(Théorème 1.5) dérit les onditions sous lesquelles on peut justier e omportement asymp-
totique.
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1.1 Comportement asymptotique standard
On note Φ±(x, z, E, z0) les solutions de Bloh anoniques Φ
0
±(x, E,E0) (Dénition 1.18
page 31) ave E = E(z) et E0 = E(z0), analytiques en énergie dans un voisinage de E(z0).
La dénition suivante dérit le omportement asymptotique typique pour les solutions de
l'équation (AdiabQP). Dans e qui suit, pour un domaine D ⊂ C, on note S(D) la plus petite
bande horizontale {z ∈ C | y1 ≤ ℑz ≤ y2}, y1, y2 ∈ R, qui ontient D.
Dénition 1.1. Soient σ = ±, X > 1 et D un domaine dans SY . On dit qu'une solution
f = f(x, z, E; ε) de l'équation adiabatique quasi-périodique (AdiabQP), dénie pour tout
x ∈ R et z ∈ S(D), admet le omportement asymptotique standard dans [−X,X ]×D et l'on
note :
f(x, z, E; ε) ∼ exp
(
σ
i
ε
∫ z
z0
κ(s)ds
)
Φσ(x, z, E, z0) (3.1.1)
si :
1. f est analytique en z dans D.
2. κ est une détermination du moment omplexe (voir Dénition 1.28 page 38)
3. Pour z ∈ D, x ∈ [−X,X ] et E ∈ U0(E0) la fontion f a l'asymptotique :
f(x, z, E; ε) = exp
(
σ
i
ε
∫ z
z0
κ(s)ds
)
(Φσ(x, z, E, z0) + o(1)) . (CAS)
4. L'asymptotique est uniforme sur haque ompat K ⊂ D, i.e.
lim
ε→0
‖o(1)‖
L∞([−X,X]×K) = 0.
5. L'asymptotique est diérentiable une fois en x en gardant l'estimation d'erreur uniforme
sur [−X,X ]×D.
On va utiliser la notation CAS pour designer le omportement asymptotique standard.
1.1.1 Courbes et domaines anoniques
On a besoin de dénir les ourbes et les domaines spéiaux, dits anoniques. Ce sont
des domaines dans lesquels le théorème prinipal (Théorème 1.5) garantit le omportement
asymptotique standard.
Dénition 1.2. On dit que γ est une ourbe vertiale si l'angle θ entre γ et haque ligne
ℑz = const vérie θ ∈ (0, π).
Soit D un domaine régulier et γ ⊂ D une ourbe vertiale régulière. On xe une détermi-
nation κ(z) du moment omplexe analytique dans D.
Dénition 1.3. On dit que γ est une ourbe anonique pour la détermination κ(z) du moment
omplexe si le long de γ :
ℑ
∫ z
z0
κ(s)ds est roissante (3.1.2)
ℑ
∫ z
z0
(κ(s)− π)ds est déroissante (3.1.3)
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La notion de ourbe anonique est une notion fondamentale de la méthode de WKB
omplexe pour les problèmes adiabatiques. Elle est au ÷ur de toutes les onstrutions de
solutions au omportement asymptotique standard. Soit γ une ourbe vertiale ; γ peut être
paramétrée par t = ℑz, i.e. γ = z(t) . Une ourbe vertiale est anonique si on a
dℑ ∫ z(t)
z0
κ(s)ds
dt
> 0 et
dℑ ∫ z(t)
z0
(κ(s)− π)ds
dt
< 0. (3.1.4)
Dénition 1.4. On dit que un domaine régulier D est un domaine anonique pour une
détermination κ du moment omplexe analytique dans D si D est une réunion de ourbes
anoniques pour ette détermination joignant deux points sur sa frontière.
1.1.2 Théorème prinipal de la méthode WKB omplexe
Le théorème suivant est le théorème prinipal de la méthode WKB pour les perturbations
adiabatiques de problèmes périodiques.
Théorème 1.5 (Théorème 1.1 de [FK01℄). Soit D un domaine anonique pour une détermi-
nation κ du moment omplexe. Il existe une base ohérente {Ψ+,Ψ−} de solutions de l'équation
quasi-périodique adiabatique (AdiabQP) qui admet un CAS pour la détermination κ dans D :
Ψ± ∼ exp
(
± i
ε
∫ z
z0
κ(s)ds
)
Φ±(x, z, E, z0).
1.1.3 Lignes de Stokes
La notion de lignes de Stokes dans la méthode WKB pour les problèmes adiabatiques est
analogue à la dénition lassique des lignes de Stokes (.f. [Fed93℄). Grosso modo, les lignes
de Stokes sont des lignes qui peuvent former des frontières entre les domaines où, le long des
lignes horizontales {z ∈ C | ℑz = const}, les solutions qui ont CAS sont roissantes et eux
où elles sont déroissantes.
On onsidère l'intégrale suivante :
∫ z
z0
κ(z)dz. Cette intégrale va apparaître dans les asympto-
tiques des solutions qui ont CAS. C'est une fontion multivaluée dont les points de branhe-
ment sont les mêmes que les points de branhement du moment omplexe κ(z). Soit z0 un
point de branhement de κ(z).
Dénition 1.6. On appelle ligne de Stokes une ourbe γ qui ommene en z0 ∈ SY et dénie
par la ondition :
ℑ
∫ z
z0
(κ(z)− κ(z0))dz = 0 (3.1.5)
où l'intégrale est prise le long de γ.
Les propriétés du moment omplexe impliquent que les lignes de Stokes sont indépendantes
du hoix de la détermination du moment omplexe. D'après l'hypothèse (HED) page 37,
dans haque point de branhement z0 du moment omplexe, on a W
′(z0) 6= 0. Il y a don
préisément trois lignes de Stokes sortantes de z0, dont l'une est réelle et les deux autres sont
symétriques par rapport à la droite réelle. Les angles entre es ourbes valent
2π
3
.
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1.1.4 Lignes de type Stokes
Soit D ⊂ SY un domaine régulier et soit γ ⊂ D une ourbe régulière. On xe une déter-
mination du moment omplexe κ0(z) analytique dans D et un point z0 ∈ D. On dénit les
fontions f0(z; z0, κ0) et fπ(z; z0, κ0) :{
f0(.; z0, κ0) : C → R
z 7→ ℑ ∫ z
z0
κ0(s)ds
{
fπ(.; z0, κ0) : C → R
z 7→ ℑ ∫ z
z0
(κ0(s)− π)ds
On appelleF0(κ0) (resp. Fπ(κ0)) la famille de ourbes de niveau de f0(., z0, κ0) (resp. fπ(., z0, κ0)) :
F0(κ0) := {γ ourbe dans SY telle que f0(z; z0, κ0) = onst ∀ z ∈ γ} ,
Fπ(κ0) := {γ ourbe dans SY telle que fπ(z; z0, κ0) = onst ∀ z ∈ γ} .
Ces familles ne dépendent pas du hoix de point z0 dans D.
Dénition 1.7. Une ourbe γ est une ligne de type Stokes pour κ0 si γ ∈ F0 ou si γ ∈ Fπ.
La dénition d'une ligne de type Stokes dépend du hoix de la détermination du moment
omplexe. Une ourbe vertiale ne peut vérier la dénition de ligne de type Stokes que
pour deux déterminations du moment omplexe, disons κ0 et −κ0. Pour voir ça, il sut de
remarquer que f0,π(z, z0, σκ0+2πm) = σf0,π(z, z0, κ0)+2πmℑ(z−z0), f0(z, z0, σκ0+2πm) =
σfπ(z, z0, κ0)+(2m+1)πℑ(z−z0) et fπ(z, z0, σκ0+2πm) = σf0(z, z0, κ0)+(2m−1)πℑ(z−z0).
Lemme 1.8 (Corollaire 2.1 et Lemme 5.5 de [FK04a℄). Soit D un domaine régulier et κ0 une
détermination du moment omplexe analytique dans D. Les ourbes de haque famille F0(κ0)
et Fπ(κ0) forment une bration du domaine D, i.e. :
D =
⋃
γ1∈F0(κ0)
γ1 et D =
⋃
γ2∈Fπ(κ0)
γ2
De plus, dans un domaine régulier :
 deux ourbes de familles diérentes ne se roisent pas ou ne se roisent qu'une seule
fois, i.e. soient γ1, γ2 ⊂ D, γ1 ∈ F0 et γ2 ∈ Fπ alors γ1 ∩ γ2 ontient au maximum un
point ;
 dans un domaine régulier deux ourbes de la même famille ne se roisent pas ou oïn-
ident, i.e soient γ1, γ2 ⊂ D, γ1, γ2 ∈ F0 ou γ1, γ2 ∈ Fπ alors soit γ1 ∩ γ2 = γ1 soit
γ1 ∩ γ2 = ∅.
 une ourbe anonique peut roiser une ligne de type de Stokes au plus une fois.
Dans haque domaine régulier les hamps de veteurs κ(z) et κ(z) − π sont C∞ et les
lignes de type de Stokes de famille F0 (resp. Fπ) sont des ourbes intégrales pour un hamp
de veteurs κ(z) (resp. κ(z)− π) (Lemme 2.1 de [FK04a℄). Par onséquent, puisque κ(z) ∈ R
équivaut à E(z) ∈ σ(H0), on a :
Lemme 1.9. Soit D un domaine tel que D ∩ E−1(σ(H0)) 6= ∅. Dans D, les lignes de type de
Stokes de familles F0(κ0) et Fπ(κ0) sont vertiales.
Où l'on note E−1(σ(H0)) la préimage par rapport à E(z) du spetre de l'opérateur péri-
odique H0, i.e. E−1(σ(H0)) := {z ∈ SY | E(z) := E −W (z) ∈ σ(H0)}.
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1.1.5 Domaine anonique à partir d'une ourbe anonique
Dans e qui suit D est un domaine régulier. On xe une détermination κ du moment om-
plexe analytique dans D. Le terme segment d'une ourbe désigne un sous-ensemble onnexe
et ompat de ette ourbe. Soient γ ⊂ D une ourbe anonique pour la détermination κ du
moment omplexe, z1 et z2 es bouts tels que ℑz1 < ℑz2.
Dénition 1.10. On dit qu'un domaine K ⊂ D est un domaine anonique entourant γ si K
est anonique pour le triplet {κ, z1, z2} et γ ⊂ K.
Le lemme suivant établit l'existene des petits domaines anoniques.
Lemme 1.11 (le Lemme 4.1 de [FK05℄,domaine anonique loal). Soit γ une ourbe anonique
ompate. On peut toujours onstruire un domaine anonique Kγ qui l'entoure.
Ce lemme est une onséquene du fait que des ourbes obtenues par des petites déforma-
tions C1 d'une ourbe anonique ompate sont anoniques.
Dénition 1.12. Les domaines anoniques dont l'existene est assurée par le Lemme 1.11
s'appellent domaines anoniques loaux.
1.1.6 Constrution d'une ourbe anonique à partir d'une ourbe pré-anonique
La onstrution d'une ourbe anonique s'appuie sur l'existene d'une ourbe anonique
dans un voisinage arbitraire d'une ourbe pré-anonique.
Dénition 1.13. Une ourbe pré-anonique est une ourbe régulière omposée de segments
des ourbes anoniques et/ou de lignes de Stokes.
Les ourbes pré-anoniques sont failes a onstruire et vérient une propriété importante :
Lemme 1.14 (Proposition 6.2 de [FK04a℄). Soient D un domaine régulier, α une ourbe
pré-anonique ayant l'origine en z1 et l'extrémité en z2 et V ⊂ D un voisinage de α. Pour
haque voisinage V1 de z1, il existe une ourbe anonique γ telle que γ ⊂ V et γ a l'origine
en z˜1 ∈ V1 et l'extrémité en z2.
Ce lemme dit que, dans un voisinage arbitraire d'une ourbe pré-anonique, on peut trouver
une ourbe anonique.
1.1.7 Symétrie pour les ourbes et les domaines anoniques
Le lemme suivant permet de onstruire des ourbes anoniques par symétrie :
Lemme 1.15. Soit γ une ourbe pré-anonique (resp. anonique) pour une branhe du mo-
ment omplexe κ(z). Alors son symétrique pour R, γ est une ourbe pré-anonique (resp.
anonique) pour κ∗(z).
Démonstration. Soit γ une ourbe anonique pour la détermination κ(z) du moment om-
plexe. Don le long de γ on a :
dℑ ∫ z
zγ
κ(s)ds
dℑz > 0
dℑ ∫ z
zγ
(κ(s)− π)ds
dℑz < 0
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La ourbe γ est vertiale et lisse, ar γ l'est par dénition de la ourbe anonique. La déter-
mination κ(z) est ontinue sur γ don la détermination κ∗(z) est ontinue sur γ. Considérons∫ z
zγ
k∗(s)ds. Par dénition de κ∗(z), pour haque z ∈ γ on a κ∗(z) = κ(z) où z ∈ γ. Don on
a :
ℑ
∫ z
zγ ,γ
(κ∗(s))ds = −ℑ
∫ z
zγ ,γ
κ∗(s)ds = −ℑ
∫ z
zγ ,γ
κ∗(s) ds = −ℑ
∫ z
zγ ,γ
κ(s)ds
Mais ℑ ∫ z
zγ ,γ
κ(s)ds est une fontion roissante de ℑz et don, fontion déroissante de ℑz. Le
même argument marhe pour (κ∗(z)− π). On obtient don :
dℑ ∫ z
zγ ,γ
(κ∗(s))ds
dℑz > 0
dℑ ∫ z
zγ ,γ
(κ∗(s)− π)ds
dℑz < 0
e qui démontre que la ourbe γ est anonique par rapport à la détermination κ∗(z) du
moment omplexe.
Corollaire 1.16. Si un domaine D est un domaine anonique pour une détermination κ(z)
du moment omplexe analytique sur e domaine, alors D est un domaine anonique pour
κ∗(z).
Si (D ∩ D) ∩ E−1σ(H0) 6= ∅, i.e. ontient une partie d'une préimage réelle d'une zone spe-
trale de H0, alors D ∪D est un domaine anonique pour la détermination obtenue de κ par
prolongement analytique dans D ∪D.
Démonstration. Pour démontrer le premier point il sut d'utiliser la symétrie réelle et la
dénition d'un domaine anonique. La formule lé est :
ℑ
∫ z
z0
κ∗(s)ds = ℑ
∫ z
z0
κ(s)ds = ℑ
∫ z
z0
κ(s)ds
Comme D est un domaine anonique, la partie imaginaire de et intégrale est déroissante en
ℑz, don roissante en ℑz. Il en est de même pour les intégrales de κ∗ − π.
1.2 Méthodes de prolongement des asymptotiques
1.2.1 Diagrammes de prolongement pour les solutions
Le Théorème 1.5 permet de onstruire des solutions au omportement asymptotique sim-
ple dans les domaines anoniques. Mais les domaines anoniques ne sont pas des domaines
maximaux sur lesquels les solutions vérient le CAS. On démontre le CAS dans des domaines
plus grands par des méthodes de prolongement des asymptotiques. On introduit une dénition
qui généralise elle de domaines anoniques.
Dénition 1.17. On dit qu'un domaine D est le diagramme de prolongement pour une
solution f de (AdiabQP) si f vérie un CAS dans D.
Cette partie est onsarée à des méthodes de prolongement des asymptotiques des solutions
onstruites loalement sur des diagrammes de prolongement. Ces méthodes sont développées
par A. Fedotov et F. Klopp. Il y a trois outils prinipaux du prolongement :
 Le Lemme du Retangle,
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 Le Prinipe des Domaines Adjaents,
 Le Lemme de Stokes.
On va parler de haque outil en détail pour pouvoir l'appliquer par la suite.
On utilise l'adjetif "onstant" pour désigner des domaines qui ne dépendent pas de ε.
1.2.2 Lemme du Retangle
Cet outil permet de prolonger l'asymptotique d'une solution sur des domaines où l'asymp-
totique reste roissante quand on longe ℜz = const.
Fixons y1 et y2 réels tels que y1 < y2. Soit S = {z ∈ C | y1 ≤ ℑz ≤ y2}. Soient γ1 et γ2
deux ourbes vertiales telles que :
 γ1 et γ2 ne se roisent pas dans S,
 γ1 et γ2 roisent les deux lignes ℑz = y1 et ℑz = y2,
 dans S, γ1 est située à gauhe de γ2.
Considérons un "retangle" R, un ensemble ompat limité par ∂S, γ1 et γ2. On pose D =
R\(γ1 ∪ γ2). Le lemme suivant, appelé  Lemme du retangle  a lieu.
Lemme 1.18 (Le Lemme 5.1 de [FK05℄, Lemme du retangle). On xe E = E0 et on suppose
que R est régulier. Soit f une solution ohérente de l'équation (AdiabQP).
Alors il existe ε0 tel que pour tout ε < ε0 on a :
 Si ℑk > 0 dans D et f a un CAS f ∼ exp( i
ε
∫ z
k(s)ds)Φ+ au voisinage de γ2, alors elle
garde le même CAS dans un domaine onstant qui ontient R.
 Si ℑk < 0 dans D et f a un CAS f ∼ exp( i
ε
∫ z
k(s)ds)Φ+ au voisinage de γ1, alors elle
garde le même CAS dans un domaine onstant qui ontient R.
On voit que ℜ
(
i
ε
∫ z
z0
κ(s)ds
)
est roissante ave ℜz si ℑκ < 0 et les solutions qui ont
CAS exp( i
ε
∫ z
k(s)ds)Φ+ sont roissantes à droite. Par ontre, si ℑκ > 0, ℜ
(
i
ε
∫ z
z0
κ(s)ds
)
est déroissante ave ℜz et les solutions qui ont CAS exp( i
ε
∫ z
k(s)ds)Φ+ sont roissantes à
gauhe.
1.2.3 Prinipe des Domaines Adjaents
Soient γ un segment d'une ourbe vertiale et S la plus petite bande horizontale qui le
ontient. Soit U ⊂ S un domaine régulier. On appelle U un domaine adjaent à γ si γ ⊂ ∂U .
La proposition suivante, appelée Prinipe des Domaines Adjaents, permet de justier le
CAS d'une solution déroissante.
Proposition 1.19 (Le Lemme 5.6 de [FK05℄, Prinipe des Domaines Adjaents). Soit γ un
segment d'une ourbe anonique. Supposons que la solution f de l'équation (AdiabQP) vérie
le CAS dans un domaine adjaent à γ. Alors f a le même CAS dans tout domaine anonique
enveloppant γ.
Pour appliquer e prinipe nous avons besoin de dérire les domaines anoniques envelop-
pant une ourbe anonique donnée.
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1.2.4 Desriptif des domaines anoniques enveloppants
Soit D un domaine régulier. On xe une détermination κ du moment omplexe analytique
dans D. La proposition suivante fournit une desription des domaines anoniques enveloppant
une ourbe anonique donnée.
Proposition 1.20 (La Proposition 6.3 de[FK02℄). Soit γ un segment d'une ourbe anonique.
Notons γ˜ la ourbe γ privée de ses extrémités. Supposons qu'un domaine K ⊂ D est simple-
ment onnexe et γ˜ ⊂ K. Alors K est un domaine anonique enveloppant γ si et seulement si
il se ompose des ourbes pré-anoniques obtenues par le remplaement d'un segment intérieur
de γ par une ourbe pré-anonique.
1.2.5 Lemme du Trapèze
Il est souvent diile de trouver un domaine anonique maximal enveloppant une ourbe
anonique donnée. Le lemme suivant, appelé Lemme de Trapèze, nous fournit un moyen pour
onstruire des domaines anoniques enveloppants simples.
Lemme 1.21 (Le Lemme 5.4 de [FK04a℄, Lemme de Trapeze). Soient γ0 une ourbe anonique
et γ un segment intérieur de γ0. Soit U un domaine régulier adjaent à γ0. Supposons que
ℑk 6= 0 dans U . Soit σd une ligne de type de Stokes qui ommene à l'extrémité inférieure de
γ et va vers le haut. Soit σu une ligne de type de Stokes qui ommene à l'extrémité supérieure
de γ et va vers le bas.
Alors :
 Si γ˜ ⊂ U est une autre ourbe anonique qui roise σu et σd omme sur le dessin 1.21,
et qui ne roise pas γ et si T ⊂ U est le domaine simplement onnexe délimité par γ,
γ˜, σd et σu, alors T est une partie d'un domaine anonique enveloppant γ.
 Si γ˜ ⊂ U est une autre ourbe anonique qui roise σu et qui ommene à l'extrémité
inférieure de γ et si T ⊂ U est le domaine simplement onnexe délimité par γ, γ˜ et σu,
alors T est une partie d'un domaine anonique enveloppant γ.
Figure III.1  Lignes de type de Stokes dans le Lemme 1.21
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1.2.6 Lemme de Stokes
Soit z0 est un point de branhement du moment omplexe tel que W
′(z0) 6= 0. Trois lignes
de Stokes ommenent en z0. L'angle entre es lignes en z0 est égal à
2π
3
. On utilise la notation
σ1, σ2 et σ3 pour es lignes pourvue que σ1 soit vertiale en z0 (il se peut qu'il y ait deux ou
trois lignes vertiales, on en hoisit une).
Soit σ˜1 un segment de σ1 qui ommene en z0 et ontient un seul point de branhement de
z
Lignes de type Stokes
Lignes de Stokes
Figure III.2  Lemme de Stokes
moment omplexe. Soit V un voisinage de σ˜1. Supposons que V est susamment petit pour
que les lignes σ1, σ2 et σ3 le divisent en trois seteurs. Nous désignons par S1 le seteur situé
entre σ1 et σ2, par S2 le seteur situé entre σ2 et σ3, et par S3 le troisième seteur.
On a le lemme suivant, appelé lemme de Stokes.
Lemme 1.22 (Le Lemme 5.6 de [FK04a℄, Lemme de Stokes). Supposons que V est su-
isamment petit. Soit f une solution au CAS f ∼ exp( i
ε
∫ z
κ(s)ds)Ψ+ à l'intérieur du seteur
S1 ∪ σ2 ∪ S2 de V . De plus, supposons que dans S1 au voisinage de σ1, l'on ait :
 ℑκ > 0 si S1 est à gauhe de σ1,
 ℑκ < 0 si S1 est à droite de σ1.
Alors f a un CAS dans V \σ1 et le terme prinipal de l'asymptotique est obtenu par prolonge-
ment analytique de S1 ∪ σ2 ∪ S2 à V \σ1.
1.3 Formules asymptotiques pour les wronskiens de solutions
1.3.1 Solutions h et g au omportement asymptotique standard
Fixons E = E0. Soient h et g deux solutions de l'équation (AdiabQP) au omportement
asymptotique standard dans des domaines réguliers Dh et Dg :
h ∼ e iε
∫ z
zh
κh(s)dsΦh(x, z, E) , g ∼ e
i
ε
∫ z
zg
κg(s)dsΦg(x, z, E) (3.1.6)
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Ii κh est κg sont des déterminations du moment omplexe analytiques dansDh etDg. Φh et Φg
désignent les solutions de Bloh anoniques assoiées à κh et κg et normalisées respetivement
en zh et zg.
Par la ondition de ohérene, le wronskien des solutions h et g est ε-périodique en z. Nous
allons dérire l'asymptotique des oeients de Fourier de e wronskien. Pour e faire nous
avons besoin d'introduire ertains objets.
On suppose par la suite que Dg ∩Dh ontient un domaine simplement onnexe, disons d.
1.3.2 Ars
Soit γ une ourbe qui va de zg à zh de façon suivant : elle va de zg à un point de d en
restant dans Dg et puis de e point de d à zh en restant dans Dh. On dit que γ est un ar
assoié au triplet h, g et d.
Comme d est simplement onnexe et régulier, toutes les ars assoiés au triplet h, g et d
appartiennent à la même lasse d'équivalene dans le sens de la Dénition 1.30. On note leur
lasse d'équivalene γ(h, g, d).
Considérons les prolongements analytiques de κh et de κg le long de γ(h, g, d). Les propriétés
du moment omplexe impliquent que pour tout z dans un petit voisinage V de γ(h, g, d) on
a :
κg(z) = σκh(z) + 2πm (3.1.7)
ou m ∈ N et σ ∈ {−,+}.
Nous appelons σ = σ(h, g, d) signature et m = m(h, g, d) indie de γ(h, g, d).
1.3.3 Domaines de renontre
Soit d omme i-dessus.
Dénition 1.23. On appelle d domaine de renontre des solutions g et h si les fontions ℑκg
et ℑκh ne s'annulent pas dans d et sont de signes opposés.
Pour ε petit, le fateur exponentiel est dominant dans l'asymptotique des solutions g et
h. Don dans un domaine de renontre les solutions h et g roissent en sens opposé le long
d'une ligne ℑz = const.
1.3.4 Amplitude et ation sur un ar
On appelle l'intégrale
S(h, g, d) =
∫
γ(h,g,d)
κg(s)ds (3.1.8)
ation sur un ar γ(h, g, d). Évidemment l'ation est orretement dénie, ar l'intégrale
prends les mêmes valeurs sur les ars équivalents.
Supposons que E(z) /∈ P ∪Q le long de γ(h, g, d). Considérons les prolongements analytiques
de la fontion qg(z) =
√
k′(E(z)) et de la 1-forme Ωg(E(z)) dans la dénition de la solution
de Bloh anonique le long de γ(h, g, d). On pose :
A(h, g, d) =
(
qg
qh
)
|z=zhe
∫
γ
Ωg
(3.1.9)
On appelle A(h, g, d) amplitude de l'ar γ. L'amplitude est dénie orretement ar elle oïn-
ide sur tous les ars équivalents.
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1.3.5 Coeients de Fourier
Soit S(d) une bande minimale horizontale, S(d) = {z | C1 < ℑz < C2}, qui ontient le
domaine d. La proposition suivante a lieu :
Proposition 1.24 (Proposition 8.1 de [FK04b℄). Soient d un domaine de renontre des
solutions h et g, m = m(h, g, d) l'indie assoié. Alors, quand ε→ 0, pour tout z ∈ S(d), on
a :
w[h, g] = wm(E)e
2πim
ε
(z−zh)(1 + o(1)) (Wrons)
où wm(E) est une onstante donnée par :
wm(E) = A(h, g, d)e
i
ε
S(h,g,d)w[Φ+(., zh),Φ−(., zh)] (FCoef)
ave Φ+ = Φh et Φ− la solution de Bloh anonique omplémentaire à Φ+.
De plus, pour tout ompat K ⊂ S(d), il existe un voisinage omplexe V0 de E0 tel que
l'asymptotique (Wrons) est uniforme en (z, E) ∈ K × V0.
Pour mieux omprendre e théorème il sut de remarquer que le wronskien de deux
solutions ohérentes est ε-périodique en z. Ainsi il est déomposable en série de Fourier :
w[h, g] =
∑
m∈Z
ame
2πim(z−z0)
ε .
Le fateur wm est le terme prinipal de l'asymptotique du m-ème oeient de Fourier am de
w[h, g].
Corollaire 1.25. Soit le domaine de renontre d des solutions f et g est telle qu'il existe
R > 0 tel que SR := {z ∈ C ||ℑz| ≤ R} ⊂ S(d), alors pour haque R′ < R et pour haque
z ∈ SR′, on a :
w[h, g] = wm(E)e
2πim
ε
(z−zh)
(
1 + oE(1) +O
(
e−
p
εn
))
(3.1.10)
où wm(E) est donné par (FCoef), oE(1) est indépendant de z et p = 2π(R− R′).
Démonstration du orollaire 1.25. On déompose w[h, g](z, E, ε) en série de Fourier dans la
bande SR : w[h, g] =
∑
m∈Z ame
2πim(z−z0)
ε .. On érit l'égalité de Parseval sur ℑz = R pour
obtenir pour haque k < m l'estimation |ak| ≤ ce 2π(m−k)Rε . Puis on utilise l'égalité de Parseval
sur ℑz = −R pour estimer |ak| ≤ ce 2π(k−m)Rε pour haque k > m. D'où on obtient (3.1.10).
1.3.6 Prinipe de omportement standard à plusieurs omposantes
On aura besoin d'une généralisation du CAS. Soient deux points z0 et z1 xés. On dit
qu'une solution ohérente f de (AdiabQP) vérie le CAS à deux omposantes et plusieurs
fréquenes, qu'on va noter CASpl, au voisinage U du point z1 si f vérie :
f(x, z, E, ε) = A+(z, E, ε)(Φ+(x, z, E, z0) + o(1)) + A−(z, E, ε)(Φ−(x, z, E, z0) + o(1))
ave A±(z, E, ε) =
∑
αk∈Adm±
exp
(
i
ε
∫ z
z0,αk
κ|αk(s)ds+ n(αk, z1, E)
)
et n(αk, z1, E) = ∆arg q(z1, z0, E) +
∫ z1
z0,α
Ω(s)ds (3.1.11)
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La forme méromorphe Ω et le fateur q sont dénis par (1.1.29) sur la page 38. Ii les ontours
d'intégration αk ont l'origine en z0 et l'extrémité en z1. On somme sur les lasses d'équivalene
dans un ensemble de lasses d'équivalene (voir la Dénition 1.30) des ourbes horizontales,
où Adm+ désigne les ourbes de signature positive et Adm− désigne les ourbes dont la sig-
nature est négative.
Le lemme suivant est le prinipe de omportement asymptotique standard à deux om-
posantes :
Lemme 1.26. Soient f , g et h des solutions ohérentes de l'équation (AdiabQP). Supposons
que f (resp. g et h) vérient le CAS dans A1 (resp. A2) et que g et h forment une base
de solutions de (AdiabQP). Soit d un domaine de renontre pour f et g et γ(f, g, d) un ar
assoié. Soient d˜ un domaine de renontre pour f et h et γ(f, h, d˜) un ar assoié. Alors f
vérie le CAS à deux omposantes dans l'intersetion S(d) ∩ S(d˜) ∩A2 :
f(x, z, E, ε) = exp
(
i
ε
∫ z
zf ,γ(f,h,d˜)
κf |γ(f,h,d˜)(s)ds
)(
Φ+,f |γ(f,h,d˜)(x, z, E, zf ) + o(1)
)
+ exp
(
i
ε
∫ z
zf ,γ(f,g,d)
κf |γ(f,g,d)(s)ds
)(
Φ+,f |γ(f,g,d)(x, z, E, zf ) + o(1)
)
où
 Φ+,f |γ(f,h,d˜)(x, z, E, zf ) désigne le prolongement analytique de la solution anonique Φ+,f
assoié à la détermination κf et normalisée en zf le long de l'ar γ(f, g, d).
 κf |γ(f,h,d˜)(z) (resp. κf |γ(f,g,d)(s)) désigne le prolongement analytique le long de γ(f, h, d˜)
(resp. γ(f, g, d)) de la détermination κf analytique au voisinage de zf .

∫ z
zf ,γ(f,h,d˜)
(resp.
∫ z
zf ,γ(f,g,d)
) désigne l'intégrale, où on intègre de zf à zh (resp. à zg) le
long de γ(f, h, d˜) (resp. γ(f, g, d)) et puis de zh (resp. zg) jusqu'à z on intègre le long
d'une ourbe dans A2
Démonstration. On exprime la solution f dans la base de solutions {g, h}
f(x, z, E, ε) =
1
w[g, h](z)
(w[f, h](z)g(x, z, E, ε) + w[g, f ](z)h(x, z, E, ε)).
Dans le domaine de renontre d (resp. d˜) l'asymptotique de wronskien w[f, g](z) (resp. w[f, h](z))
se alule par les formules (Wrons) et (FCoef) (sur la page 65) :
w[f, g](z) = A(f, g, d) exp
(
i
ε
∫ zg
zf ,γ(f,g,d)
κf (s)ds+
2πi
ε
m(f, g, d)(z − zg)
)
w[Φ+,g,Φ−,g](zg)(1+o(1)),
w[f, h](z) = A(f, h, d˜) exp
(
i
ε
∫ zh
zf ,γ(f,h,d˜)
κf (s)ds+
2πi
ε
m(f, h, d˜)(z − zh)
)
w[Φ+,h,Φ−,h](zh)(1+o(1))
ave A(f, g, d) et A(f, h, d˜) dénis dans (3.1.8), m(f, g, d) et m(f, h, d˜) dénis dans (3.1.7).
Les wronskiens de solutions ohérentes sont ε-périodiques en z :
w[f, g](z + ε) = w[f, g](z) et w[f, h](z + ε) = w[f, h](z).
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Ainsi l'asymptotique de w[f, g](z) est valable pour z ∈ S(d) et l'asymptotique de w[f, h](z)
est valable dans S(d˜). Pour z ∈ S(d) ∩ S(d˜) on obtient :
f(x, z, E, ε) =
1
w[g, h](z)
(wm(f,h,d˜)e
2πi
ε
m(f,h,d˜)(z−zh)(1 + o(1))g(x, z, E, ε)−
− wm(f,g,d)e 2πiε m(f,g,d)(z−zg)(1 + o(1))h(x, z, E, ε)) (3.1.12)
Le wronskien w[g, h] peut également être représenté omme :
w[g, h](z) = wm(g,h,A2)e
2πi
ε
m(g,h,A2)(z−zh)(1 + o(1))
où m(g, h, A2) vient de κg(s) = κh(s)+2πm(g, h, A2) pour tout s ∈ A2. Il est faile de vérier
que :
κg(z) = κf |γ(f,h,d˜)(z) + 2π(m(g, h, A2)−m(f, h, d˜))
et κh(z) = κf |γ(f,g,d)(z) + 2π(m(g, h, A2)−m(f, g, d)). (3.1.13)
On exprime :
w[g, h](z) = −A(g, h) exp
(
i
ε
∫ zh
zg
κg(s)ds+
2πi
ε
m(g, h)(z − zh)
)
w[Φ+,h,Φ−,h](zh)(1+o(1))
= −A(g, h) exp
(
i
ε
∫ zh
zg
κf |γ(f,h)(s)ds− 2πi
ε
m(f, h)(zh − zg) + 2πi
ε
m(g, h)(z − zg)
)
w[Φ+,h,Φ−,h](zh)(1 + o(1)).
D'où on a :
w[f, h](z)
w[g, h](z)
=
A(f, h)
A(g, h)
exp
(
i
ε
∫ zg
zf ,γ(f,h)
κf(s)ds+
2πi
ε
(m(f, h)−m(g, h))(z − zg)
)
(1+o(1)).
(3.1.14)
et aussi, par le même argument :
w[f, g](z)
w[h, g](z)
=
A(f, g)
A(h, g)
exp
(
i
ε
∫ zh
zf ,γ(f,g)
κf (s)ds+
2πi
ε
(m(f, g)−m(g, h))(z − zh)
)
(1+o(1)).
(3.1.15)
Pour z ∈ S(d)∩S(d˜)∩A2 on utilise les formules (3.1.14) et (3.1.15) pour les wronskiens et le
CAS des solutions g et h pour obtenir :
f(x, z) =
A(f, h)
A(g, h)
exp
(
i
ε
∫ zg
zf ,γ(f,h)
κf(s)ds+
2πi
ε
(m(f, h)−m(g, h))(z − zg)
)
(1 + o(1))×
× exp
(
i
ε
∫ z
zg
κg(s)ds
)
(Φ+,g(x, z, zg) + o(1))+
+
A(f, g)
A(h, g)
exp
(
i
ε
∫ zh
zf ,γ(f,g)
κf(s)ds+
2πi
ε
(m(f, g)−m(g, h))(z − zh)
)
(1 + o(1))×
× exp
(
i
ε
∫ z
zh
κh(s)ds
)
(Φ+,h(x, z, zh) + o(1)).
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On remarque que :
A(f, h)
A(g, h)
Φ+,g(x, z, zg) = Φ+,f |γ(f,h)(x, z, zf ) et A(f, g)
A(h, g)
Φ+,h(x, z, zh) = Φ+,f |γ(f,g)(x, z, zf ).
Utilisant (3.1.13), on obtient l'assertion souhaitée pour tout z ∈ A2 ∩ S(d) ∩ S(d˜) :
f(x, z) = exp
(
i
ε
∫ z
zf ,γ(f,h)
κf(s)ds
)
(Φ+,f |γ(f,h)(x, z, zf ) + o(1))+
+ exp
(
i
ε
∫ z
zf ,γ(f,g)
κf (s)ds
)
(Φ+,f |γ(f,g)(x, z, zf ) + o(1)).
Cei démontre le lemme.
Le orollaire suivant sera utilisé dans l'appliation au alul de l'asymptotique de la matrie
de monodromie. On introduit des domaines de type A, disons A1, A2, . . ., Ak, et des domaines
de type B, disons B1, B2, . . ., Bk−1. Dans haque Ai il existe une base {gi, hi} de solutions
de (AdiabQP) telle que :
1. gi et hi ont le CAS dans Ai,
2. Dans Ai on a κgi(z) = −κhi(z) + 2πm(gi, hi),
3. Bi−1 (i = 2, . . . , k) et Bi (i = 1, . . . , k − 1) font partie de diagrammes de prolongement
de gi et de hi (.f. Dénition 1.17)
4. Bi (i = 1, . . . , k − 1) est un domaine de renontre de gi et gi+1, de gi et hi+1, de hi et
gi+1, de hi et hi+1 (.f. Dénition 1.23).
On note S =
k⋂
i=1
S(Ai) ∩
k−1⋂
i=1
S(Bi). Supposons que S 6= ∅. Pour {fi}k−1i=2 ave fi ∈ {gi, hi}, on
introduit une ourbe omposée :
γ(g1, {fi}, gk) = γ(fk−1, gk, Bk−1) ◦ . . . ◦ γ(f3, f4, B3) ◦ γ(f2, f3, B2) ◦ γ(g1, f2, B1).
On note Adm(g1, gk) l'ensemble de lasses d'équivalene toutes es ourbes omposées :
Adm(g1, gk) := {[γ(g1, {fi}, gk)] , fi ∈ {gi, hi}}.
De la même façon on introduit Adm(g1, hk), Adm(h1, gk) et Adm(h1, hk).
Corollaire 1.27. Soient {Ai}ki=1 les domaines de type A et {gi, hi}, i = 1, . . . , k, les bases de
solutions de (AdiabQP) assoiées. Soient {Bi}k−1i=1 les domaines de type B assoiés. Alors les
solutions g1 et h1 vérient le CAS à plusieurs omposantes dans S ∩Ak, i.e. pour tout z ∈ Ak
on a :
g1(x, z) =
∑
[γ(g1,hk)]∈Adm(g1,hk)
exp
(
i
ε
∫ z
zg1 ,γ(g1,hk)
κg1(s)ds
)
(Φ+,g1|γ(g1,hk)(x, z, zg1) + o(1))+
+
∑
[γ(g1,gk)]∈Adm(g1,gk)
exp
(
i
ε
∫ z
zg1 ,γ(g1,gk)
κg1(s)ds
)
(Φ+,g1|γ(g1,gk)(x, z, zg1) + o(1))
Démonstration. La démonstration du Corollaire 1.27 se résume en appliation suessive du
Lemme 1.26 ave d = Bi, d˜ = Bi, A1 = Ai et A2 = Ai+1, i = 1, . . . , k − 1. On remplae
g = gi+1 et h = hi+1. On hoisit f = gi et puis f = hi.
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2 Base ohérente {fJ , f∗J} assoiée à une préimage J de
zone spetrale de H0 et ses diagrammes de prolongement
2.1 Objets géométriques assoiés au moment omplexe
Dans ette setion, on dénit une détermination du moment omplexe qui sera parti-
ulièrement utile pour les onstrutions. Puis on formule les propriétés de ette détermination
importantes pour la méthode WKB omplexe. Notamment, on dérit les ourbes et domaines
anoniques pour ette détermination, ainsi que les lignes de Stokes et lignes de type Stokes.
2.1.1 Détermination naturelle κJ du moment omplexe
Considérons une préimage de zone spetrale de H0, 'est-à-dire un intervalle J ∈ ZR
(voir la Setion 1.9.4). Soit zJ un point intérieur de J . On peut hoisir un voisinage omplexe
VJ ⊂ SY du point zJ susamment petit pour qu'il ne ontienne pas de points de branhement
du moment omplexe, i.e. VJ ∩B = ∅. La ondition E ∈ Σδ implique que l'ensemble des points
de branhement du moment omplexe dans la bande SY oïnide ave l'ensemble B. Alors VJ
est régulier et on peut hoisir une détermination κJ du moment omplexe analytique dans
VJ . Fixons la détermination κJ par la ondition :
κJ(zJ) ∈ (0, π) (3.2.1)
Lemme 2.1. Il existe une unique détermination κJ du moment omplexe analytique dans VJ
qui vérie la ondition (3.2.1).
Démonstration. Soit D ⊂ VJ , un domaine régulier qui ne roise pas de préimages de zones
spetrales de H0. Dans D la détermination prinipale κp du moment omplexe est analytique.
Alors haque détermination du moment omplexe analytique dans D peut être représentée en
termes de la détermination prinipale κp par :
κσ,m = σκp + 2πm
ave uniques signature σ ∈ {+,−} et indie m ∈ Z. Prolongeant analytiquement κp dans VJ
on obtient κ˜p(zJ) ∈ (πm, π(m+ 1)) pour un m ∈ Z. Don il existe un unique ouple {σ,m}
tel que la détermination κJ qui oïnide ave κσ,m dans D et qui est analytique dans VJ vérie
la ondition (3.2.1).
Dénition 2.2. On appelle κJ la détermination naturelle du moment omplexe (pour l'in-
tervalle J ∈ ZR).
Remarque 2.3. La détermination κJ est dénie uniquement par l'intervalle J et ne dépend
pas de hoix du point zJ ∈ J .
2.1.2 Propriétés de la détermination naturelle κJ et les lignes de Stokes
On passe à des propriétés de la détermination naturelle κJ très utilisées par la suite. Pour
ela, on introduit quelques notations relatives aux préimages réelles de zones spetrales de
H0. Considérons un intervalle J ∈ ZR.
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aJ bJ
σa γLJ1
σa γLJ1
ξ1 ξ2
γ12 γ21γ11
ξLJ
γ21γ12γ11 σb
σb
Figure III.3  Ensemble E−1(σ(H0)) ∩ R et les lignes de Stokes σa, σb, σa, σb
 On note aJ et bJ des bords de l'intervalle J , J = [aJ , bJ ]. L'entier mJ désigne le numéro
de la zone spetrale de H0 dans laquelle se trouve E(J), i. e. E(z) ⊂ [E2mJ−1, E2mJ ].
L'entier LJ désigne le nombre des points ritiques de W dans J .
 Pour i = 1, . . . , LJ , on note ξi (ξi ∈ R) les points ritiques de W dans J numérotés dans
l'ordre roissant :
J ∩ C = {ξ1, ξ2, . . . , ξLJ} ave ξi < ξj si i < j (3.2.2)
Pour i = 1, . . . , LJ , l'entier ni est l'ordre du point ritique ξi (i.e. pour tout n = 1, . . . , ni
on a W (n)(ξi) = 0 et W
(ni+1)(ξi) 6= 0).
 On dénit l'indie NJ de l'intervalle J :
NJ :=

LJ∑
i=1
(ni − 1) si LJ 6= 0,
0 si LJ = 0.
(3.2.3)
 Le réel za (resp. zb) est le dernier (resp. premier) point de branhement du moment
omplexe avant aJ (resp. après bJ ) :
za = sup{z ∈ B | z < aJ} zb = inf{z ∈ B | z > bJ} (3.2.4)
Le lemme suivant dérit des propriétés importantes de κJ .
Lemme 2.4. Soit J = [aJ , bJ ] tel que J ∈ ZR. La détermination naturelle κJ satisfait les
propriétés suivantes :
1. Les valeurs de κJ sur les bords de J vérient :
κJ(aJ) ∈ {0, π} et κJ(bJ ) ∈ {0, π}
De plus, on a :
κJ(aJ) = κJ (bJ) ⇐⇒ NJ ∈ 2N+ 1
2. Pour tout z ∈ J on a κJ(z) ∈ [0, π].
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3. (Les lignes de type Stokes). Les lignes de Stokes qui sortent des points aJ et bJ sont
des lignes de type Stokes pour κJ .
Démonstration. Comme aJ est une image réiproque d'un bord de zone spetrale, i.e. aJ ∈ B,
on a κ(aJ ) ∈ πZ. Par dénition de κJ , κJ(zJ) ∈ (0, π) pour zJ à l'intérieur de J , d'où
κJ(z) ∈ [0, π] pour tout z ∈ et don κJ(aJ) ∈ (πZ ∩ [0, π]) = {0, π}. Le même raisonnement
est valable pour bJ . De plus, si l'indie NJ de l'intervalle J est impair alors E(aJ) = E(bJ),
sinon E(aJ) 6= E(bJ). Ce qui nit la démonstration du premier point.
Pour les mêmes raisons on obtient κJ(z) ∈ [0, π] pour haque z ∈ J .
Comme κJ(aJ) ∈ {0, π}, les lignes de Stokes qui sortent de aJ sont soit de la formeℑ
∫ z
aJ
κ(s)ds =
onst si κJ(aJ) = 0, soit de la forme ℑ
∫ z
aJ
(κ(s)− π)ds = onst si κJ(aJ) = π. Don e sont
des lignes de type Stokes d'une de deux familles (de famille F0 si κJ(aJ) = 0 ou de la famille
Fπ si κJ(aJ) = π). Le même raisonnement est valable pour bJ . Ce qui démontre le lemme.
2.1.3 Branhes omplexes de E(R) ∩ SY
La géométrie de l'ensemble E−1(R) ∩ SY est très importante pour les onstrutions et les
résultats des setions suivantes. Cet ensemble est 2π-périodique et symétrique par rapport à
R. Il ontient R et des ourbes (dites branhes omplexes) sortant des points ritiques réels
de W (les points de l'ensemble C).
Considérons z0 ∈ C, un point ritique réel de W d'ordre N . Il y a 2(N − 1) branhes om-
plexes de E(R) ∩ SY qui sortent de z0 : γ1, . . . , γN−1, γ1, . . . , γN−1. N − 1 branhes omplexes
γ1, . . . , γN−1 sont vertiales et montent dans C+∩SY . Les autres N−1 branhes sont obtenues
par la symétrie par rapport à R. Sous les hypothèses (HWA) et (HWC) page 13, les branhes
omplexes sortantes de z0 ne se roisent plus dans SY . Elles ne roisent pas des branhes qui
sortent d'autres points ritiques réels ξj de W , ξj ∈ B. Les angles en ξj entre les branhes
voisines, y ompris R, valent
π
N
.
Tout omme les omposantes onnexes de E−1(R) ∩ R, les branhes omplexes sont de deux
types :
 Les images réiproques de zones spetrales de H0, qui forment l'ensemble ZC .
 Les images réiproques de launes spetrales de H0, qui forment l'ensemble GC.
Toutes les branhes omplexes de E(R) ∩ SY sortantes de points ritiques dans les préimages
de zones appartiennent à ZC. Et toutes les branhes omplexes de E(R)∩SY sortant des points
ritiques dans les préimages de launes spetrales de H0 appartiennent à GC. Par dénition,
le long de omposantes de ZC, on a ℑκ(z) = 0. Le long de omposantes onnexes de GC,
la fontion ℜκ(z) est onstante et prends ses valeurs dans πZ. La propriété suivante des
omposantes de ZC est utile :
Lemme 2.5 (Les ourbes anoniques). Les branhes omplexes de E−1(σ(H0))
⋂
SY qui
appartiennent à ZC 1 sont des ourbes anoniques pour κJ .
Démonstration. Par dénition de J et κJ , on a κJ(z) ∈ [0, π] pour tout z ∈ J . Cei implique
e que le long de branhes omplexes γi,j sortantes de J on a κJ(z) > 0 et κJ(z) − π < 0.
De plus, γi,j sont des ourbes vertiales. Don, le long des γi,j, ℑ
∫ z
κJ(s)ds est une fontion
roissante de ℑz et ℑ ∫ z(κJ(s) − π)ds est une fontion déroissante de ℑz. L'analytiité de
1. i.e. elles qui ommenent dans les points ritiques ξ1, ξ2, . . ., ξLJ situés dans une image réiproque
réelle d'une zone spetrale de H0 (ave ξi ∈ C ∩ J ou J ∈ ZR).
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W , l'absene de points ritiques de W dans SY \R et le théorème d'inversion loale impliquent
la propriété de régularité : haque γi,j est une ourbe analytique réelle (ar le potentiel W
est analytique réel), en partiulier de lasse C∞. Don γi,j vérie la dénition d'une ourbe
anonique.
Corollaire 2.6. Pour haque ourbe γi,j ◦ γi,ni−j on peut onstruire un domaine loal Ki,j qui
l'entoure.
Par le Lemme 2.4, on sait que haque γi,j, une branhe omplexe de E−1(σ(H0)), est
un segment d'une ourbe anonique. De plus, au voisinage de ξi la ourbe omposée γ :=
γi,j ◦ γi,ni−j est une ourbe de lasse C1. Par onséquent, γ est une ourbe anonique. Par le
lemme 1.11, on peut onstruire un domaine anonique loal Ki,j qui entoure γ.
Corollaire 2.7. Au voisinage gauhe/droit de γi,j ◦ γi,ni−j on peut onstruire une ourbe
anonique arbitrairement prohe de γi,j ◦ γi,ni−j.
Comme γi,j ◦ γi,ni−j est une ourbe anonique ompate, les petites C1-déformations de
γi,j ◦ γi,ni−j sont des ourbes anoniques, e qui démontre e orollaire.
Soit J une omposante onnexe d'une préimage d'une zone spetrale de H0, i.e J ∈ ZR. On
va assoier à J une base ohérente {fJ , fJ∗} au omportement asymptotique standard. Cette
setion est onsarée à la onstrution d'une telle base {fJ , f ∗J}. Dans le hapitre suivant, on
alule l'asymptotique de la matrie de monodromie pour ette base ohérente.
On va démontrer que, au voisinage de la droite réelle, la géométrie des diagrammes de pro-
longement intervenant dans le alul de l'ordre prinipal des asymptotiques des solutions de
(AdiabQP) est la même pour tous les NJ impairs (don elle de NJ = 1) ou la même pour
tous les NJ pairs (elle de NJ = 0). Cei est la onséquene de l'asymptotique des Wronskiens
de solutions dans leur domaine de renontre, des propriétés des indies et des signatures des
ars.
2.2 Diagrammes de prolongement pour fJ et fJ
∗
2.2.1 Diagramme de prolongement de fJ
On onsidère une omposante onnexe de E−1(σ(H0)) ∩ R, un intervalle J ∈ ZR. Quand
E−1(σ(H0))∩C 6= ∅, on note I ∈ ZR le premier intervalle qui préède J tel que I∩C 6= ∅ etK ∈
ZR le premier intervalle qui suit J tel que K ∩C 6= ∅. On utilise les notations introduites dans
la setion préédente, notamment la notation κJ pour la détermination naturelle du moment
omplexe (voir la (3.2.1). La proposition suivante dérit le diagramme de prolongement d'une
solution ohérente fJ assoiée à l'intervalle J :
Proposition 2.8. Pour haque E0 ∈ Σδ et zJ ∈ (aJ , bJ), il existe des nombres réels YJ et ε0,
YJ ∈ (0, Y ) et ε0 > 0 petit, tels qu'on peut onstruire une solution ohérente fJ de l'équation
(AdiabQP) vériant le CAS dans un domaine DJ(δ) :
fJ ∼ exp
(
i
ε
∫ z
zJ
κJ(s)ds
)
Φ+(x, z, E; zJ ) (3.2.5)
où κJ est la détermination naturelle du moment omplexe xée par la ondition (3.2.1) et
Φ+(x, z, E; zJ) est la solution de Bloh anonique assoie à κJ et normalisée en zJ et DJ(δ) =
DJ\Vε(∂DJ ). Ii DJ est un domaine obtenu en oupant SYJ :
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1. le long des intervalles (−∞, za] et [zb,+∞) où za et zb sont dénis en (3.2.4),
2. le long des lignes vertiales lg et ld.
 Dans le as quand E−1(σ(H0)) ∩ C 6= ∅ on a lg = σI ∪ σI et ld = σK ∪ σK ;
(voir g. III.4-III.7)
 dans le as quand E−1(σ(H0)) ∩ C = ∅, lg et ld sont deux lignes vertiales arbitraires,
mais xées, lg est située à gauhe de σa ∪ σa et ld est située à droite de σb ∩ σb.
(voir g. III.8 et III.9)
3. le long des ourbes vertiales σ1 et σ2. Si ℑκJ ≤ 0 le long de σa, on a σ1 = σa (voir
g. III.6, III.7 et III.9) et, sinon, on a σ1 = σa (voir g. III.4, III.5 et III.8) ; si ℑκJ ≥ 0
le long de σb, on a σ2 = σb (voir g. III.5, III.6 et III.8) et, sinon, on a σ2 = σb (voir
g. III.4, III.7 et III.9).
DJ
σI
σI
σK
σK
za zbaJ bJ
σa σb
Figure III.4  diagramme de prolongement de fJ
DJ
σI
σI
za zbaJ bJ
σa
σK
σK
σb
Figure III.5  diagramme de prolongement de fJ
DJ
σI
σI
za zbaJ
bJ
σa σb σK
σK
Figure III.6  diagramme de prolongement de fJ
DJ
σI
σI
za zbaJ bJ
σa
σb
σK
σK
Figure III.7  diagramme de prolongement de fJ
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Figure III.8  diagramme de prolongement de fJ
Figure III.9  diagramme de prolongement de fJ
La démonstration de la proposition 2.8 se ompose de deux parties prinipales : la onstru-
tion loale de fJ et le prolongement de l'asymptotique de fJ à l'aide de méthodes géométriques.
Avant de proéder à ette démonstration, on va utiliser la proposition 2.8 pour onstruire une
base ohérente {fJ , f ∗J} qui a CAS.
2.2.2 Asymptotique de la solution fJ
∗
Pour ompléter la base on utilise la symétrie réelle de l'équation (AdiabQP). Considérons
un domaine DJ symétrique de DJ par rapport à R. Pour z ∈ DJ , nous hoisissons fJ∗(x, z, E)
omme deuxième solution ohérente pour ompléter la base. Le lemme suivant a lieu :
Lemme 2.9. La solution ohérente fJ
∗
admet un omportement asymptotique standard dans
DJ :
fJ
∗ ∼ exp
(
− i
ε
∫ z
zJ
κJ
∗(s)ds
)
Φ−,∗(x, z, E; zJ) (3.2.6)
où κJ
∗
est une détermination du moment omplexe égale à κJ sur (aJ , bJ) et analytique dans
DJ et Φ−,∗ la solution de Bloh anonique assoiée à κJ
∗
et normalisée en zJ .
Remarque 2.10. DJ ∩DJ ontient l'intervalle (aJ , bJ).
Démonstration du Lemme 2.9. Par la Proposition 2.8 fJ a le CAS (CAS) dans DJ . Par dé-
nition de fJ , l'assertion du lemme est la onséquene de la relation suivante :
exp
(
i
ε
∫ z
zJ
kJ(s)ds
)
Φ+
∗(x, z, E; zJ) = exp
(
− i
ε
∫ z
zJ
kJ
∗(s)ds
)
Φ−,∗(x, z, E; zJ) (3.2.7)
Don il sut de démontrer l'équation (3.2.7). Comme la partie gauhe et la partie droite de
équation (3.2.7) sont des fontions analytiques de z dans SY , il sut de démontrer l'égalité
entre eux pour z ∈ (aJ , bJ).
 zJ ∈ R. Pour tout z ∈ (aJ , bJ) on a kJ∗(z) = kJ(z), ar (aJ , bJ) fait partie de préim-
age d'une zone spetrale de H0. Don, sur (aJ , bJ) les solutions de Bloh vérient
ψ+
∗(x, z, E) = ψ−(x, z, E).
 Le fateur normalisant dans Ψ+ est xé par la ondition q(E) =
√
k′E(E(zJ)) > 0, don
q(E(zJ)) = q(E(zJ)).
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 par la dénition de la forme méromorphe ω+(z, E) = ω−(z, E).
Par onséquent, Ψ+
∗(x, z, E; zJ ) = Ψ−(x, z, E; zJ ) sur (aJ , bJ). Ce qui impliqueΨ+
∗(x, z, E; zJ ) =
Ψ−,∗(x, z, E) pour tout z ∈ DJ .
2.2.3 Wronskien des solutions fJ et fJ
∗
et la renormalisation
Les solutions fJ et f
∗
J sont analytiques en z dans SY . De plus, la ondition de ohérene
implique que leur wronskien est ε-périodique en z. Le lemme suivant donne l'asymptotique
du wronskien de fJ et fJ
∗
:
Lemme 2.11. Pour tout z ∈ SY le wronskien des solutions fJ et fJ∗ admet la représentation
asymptotique suivante :
w{fJ , fJ∗}(z, E; zJ ) = w{Φ+,Φ−}(E; zJ) + g(z, E; zJ) (3.2.8)
ou g : C× C→ C est une fontion vériant les propriétés :
1. g est analytique réelle en z dans SY et en E dans un petit voisinage omplexe de E0,
2. g = o(1) loalement uniformément sur haque ompat de SY si E est dans un voisinage
susamment petit de E0.
Le wronskien de solutions de Bloh anoniques w{Φ+,Φ−}(E; zJ) ne dépend pas de z,
mais seulement d'un point de normalisation zJ . On renormalise les solutions pour rendre leur
wronskien égal à 1. On appelle fJ nouveau :
fJ (w[Φ+,Φ−](E; zJ) + g(z, E; zJ))
− 1
2
(3.2.9)
Ainsi fJ nouveau et f
∗
J forment une base ohérente. Une fois une base est obtenue, on hoisit
une solution de ette base et on prolonge son asymptotique à l'aide de méthodes de prolonge-
ment. On réunit les méthodes de prolongement ensemble pour avoir un desriptif en termes
de hamp de veteurs (ontinu partout et C∞ en dehors d'un union ni de ourbes).
2.3 Démonstration de la Proposition 2.8
2.3.1 Constrution loale
On ommene par onstruire loalement, dans un voisinage de zJ ∈ J , une solution
ohérente fJ(x, z, E; ε) de (AdiabQP) qui a CAS à l'aide du Théorème 1.5. Pour appliquer e
théorème, on a besoin d'un domaine anonique (voir la Dénition 1.4). Avant de proéder à
la preuve, on va dérire omment on va faire. La démonstration se fait en trois étapes. A la
première étape on onstruit un ouple de solutions au omportement asymptotique standard
dans un domaine anonique loal Kγ. La onstrution de Kγ suit les étapes suivants :
1. une fois la détermination κγ du moment omplexe est xée, on ompose de moreaux
simples une ourbe γ, anonique par rapport à la détermination κγ qui passe par le
point zJ .
2. on onstruit un domaine anonique loal (voir la Dénition 1.12) Kγ qui enveloppe γ,
3. on onstruit une base de solutions de l'équation (AdiabQP) au omportement asymp-
totique standard dans Kγ.
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za ξ1
γ11 Kγ
γa
σa
αa βa
Figure III.10  Constrution du domaine anonique loal : En noir : γa est une ourbe
anonique, En gris foné : βa est une ourbe préanonique, En gris lair : le domaine anonique
loal Kγ .
Lemme 2.12. Soient J ∈ ZR et κJ la détermination naturelle du moment omplexe. On
utilise les notations sur la page 70.
Si J ∩ C = ∅ . Alors on peut onstruire un domaine anonique Kγ dans :
 le voisinage gauhe arbitrairement prohe de la ourbe α := σa ∪ [a, b] ∪ σb si ℑκJ > 0
dans le voisinage gauhe de σb.
 dans un voisinage droit de la ourbe α := σa ∪ [a, b] ∪ σb si ℑκJ < 0 dans le voisinage
gauhe de σb.
Si J ∩ C = {ξ1, . . . , ξLJ} 6= ∅ alors pour haque ourbe γ := γi,j ∪ γi,ni−j on peut onstruire
un domaine anonique Kγ qui entoure γij (voir Setion 2.3.1).
ℑz = −Y
ℑz = Y
Figure III.11  Domaine anonique loal Kγ qui entoure γ := γi,j ∪ γi,ni−j
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Corollaire 2.13. Dans haun de as dérits par le Lemme 2.12 on peut onstruire une base
ohérente f+J et f
−
J telle que, dans Kγ, f
+
J et f
−
J ont le CAS pour κJ :
f±J (x, z, E, ε) = e
i
ε
∫ z
z0
κJ (s)ds(Φ±(x, z, E, z0) + o(1))
Démonstration du lemme 2.12. On ommene par supposer J ∩ C = ∅. On donne la démon-
stration pour le as quand ℑκJ > 0 dans le voisinage gauhe de σb. La démonstration pour le
as ℑκJ < 0 étant analogue, on ne la reproduit pas.
Dans le as en onsidération, on a α := σa ∪ [a, b] ∪ σb. Par le Lemme 2.4 on a :
σa, σa, [a, b] ∈ Fq1 σb, σb, [a, b] ∈ Fq2 q1 ∈ {0, π} q2 ∈ {0, π}\{q1},
don α est une ourbe omposée de segments de lignes de type de Stokes pour κJ . Mais α
n'est pas une ourbe pré-anonique ar elle n'est pas régulière pare qu'elle passe par deux
points de branhement du moment omplexe. On va onstruire une ourbe pré-anonique β
dans un voisinage gauhe de α, arbitrairement prohe de α.
On xe δ > 0 petit. Soit Vg,δ(α) le δ-voisinage gauhe de α. Par le Lemme 1.8, on a les
brations de Vg,δ(α) :
Vg,δ(α) :=
⋃
γ∈Fq1
γ =
⋃
γ∈Fq2
γ
De plus, Vg,δ(α) ∩ E−1(σ(H0)) = ∅, don, par le Lemme 1.8, on a :
1. Chaque γ1 ∈ Fq1 et haque γ2 ∈ Fq2 est une ourbe vertiale dans Vg,δ(α),
2. Si γ1 ∈ Fq1 et γ2 ∈ Fq2 alors γ1 ∩ γ2 ontient au maximum un point dans Vg,δ(α).
Démontrons que haque ourbe γ1 ∈ Fq1, γ1 ⊂ Vg,δ(α), susamment prohe de [a, b] ∪ σb
roise haque ourbe γ2 ∈ Fq2, γ2 ⊂ Vg,δ(α), susamment prohe de σa ∪ σa.
Comme γ2 est vertiale, elle ne peut pas roiser ni [a, b], ni σb. Don γ2 roise σa. Si γ1 est
susamment prohe de σa, alors γ1 et γ2 se roisent en un point, disons z12.
Composons une ourbe pré-anonique β de γ˜1 , γ˜1 est le segment de γ1 situé à gauhe de z12,
et de γ˜2, γ˜2 est le segment de γ2 situé à droite de z12 :
β := γ˜1 ∪ γ˜2.
Par le Lemme 1.14, on peut onstruire une ourbe anonique γ arbitrairement prohe de β,
telle que γ ⊂ Vg,δ(α). Le Lemme 1.11 assure qu'existe un domaine anonique Kγ qui entoure
γ. On peut supposer Kγ ⊂ Vg,δ(α). Cei ahève la démonstration pour le as J ∩ C = ∅.
Maintenant supposons que J ∩ C = {ξ1, . . . , ξLJ} 6= ∅. Par le Corollaire 2.6, il existe un
domaine anonique Kγ := Kij qui entoure γ. Cei ahève la démonstration du Lemme 2.12.
2.3.2 Solution fJ : dans les deux as
Une fois que l'on a un domaine anonique Kγ , on applique le Théorème 1.5 pour montrer
qu'il existe un ouple de solutions ohérentes ayant CAS pour κJ dans Kγ, disons fJ et f
∗
J .
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α
za
σa σb
σa σb
β
ξ1 ξ2
γ12 γ21γ11
zb
γ21γ12γ11dJ
ℑz = −Y
ℑz = Y
Figure III.12  Courbes anoniques,γij ∪ γij, et ourbe pré-anonique β,
2.4 Prolongement de l'asymptotique de la solution fJ dans tout DJ
Dans ette setion, on nit la démonstration de la Proposition 2.8. Cette dernière partie
de preuve se ompose de plusieurs étapes liées à l'appliation suessive des méthodes de
prolongement.
On a déjà onstruit une solution ohérente fJ au omportement asymptotique standard
dans un domaine anonique Kγ, dérite dans le Lemme 2.12. Maintenant, on va prolonger son
asymptotique dans tout DJ .
Premièrement, il est pratique de dénir de nouveaux hamps de veteurs remplaçant les
hamps κ et κ− π. Soit D un domaine régulier et κ une détermination du moment omplexe
analytique dans D. On onsidère des hamps de veteurs sur D suivants :
1. le hamp cd (qui desend à droite si ℜκ > 0) :
cd(z) :=
{
κ(z) si ℑκ(z) ≥ 0
ℜκ(z) si ℑκ(z) ≤ 0
2. le hamp cg (qui monte à droite si ℜ(κ) > 0) :
cg(z) :=
{
κ(z) si ℑκ(z) ≤ 0
ℜκ(z) si ℑκ(z) ≥ 0
3. le hamp de veteurs sd (qui desend à gauhe si ℜ(κ− π) < 0) :
sd(z) :=
{
κ(z)− π si ℑκ(z) ≥ 0
ℜκ(z)− π si ℑκ(z) ≤ 0
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4. le hamp de veteurs sg (qui monte à gauhe si ℜκ− π < 0) :
sg(z) :=
{
κ(z)− π si ℑκ(z) ≤ 0
ℜκ(z)− π si ℑκ(z) ≥ 0
cg cd cd cd
ℑκJ > 0 ℑκJ < 0 ℑκJ > 0 ℑκJ < 0
ℑκJ > 0ℑκJ < 0ℑκJ > 0ℑκJ < 0
sd
sdsgsg
cdcdcg
cg
z1
z2
z˜1
sdsdsdsg
z˜2
Figure III.13  Les hamps de veteurs cg, cd, sg et sd
Lemme 2.14. Dans haque domaine régulier D les hamps de veteurs cg, cd, sg , sd sont
ontinus et es ourbes intégrales sont de la lasse C1.
Démonstration. Les hamps de veteurs cg, cd, sg et sd sont ollés de moreaux d'autres
hamps. En dehors des points de reollement {z ∈ D | ℑκ(z) = 0}, les hamps de veteurs
cg, cd, sg et sd oïnident ave un des hamps suivants :
κ, κ− π, ℜκ, ℜκ− π.
Dans haque domaine régulier les hamps de κ et κ−π sont analytiques. Dans haque domaine
régulier, les hamps horizontaux de veteurs ℜκ(z) = ℜκ(z) et ℜκ(z) − π = ℜκ(z) − π sont
C∞. Cei implique e que dans haque domaine régulier, en dehors d'ensemble des points
{z ∈ D | ℑκ(z) = 0}, les hamps cg, cd, sg et sd sont réguliers, même C∞.
C'est un ensemble qui ne dépend pas du hoix de la détermination κ.
Dans un domaine régulier D, le reollement des hamps se passe le long des ourbes α = {z ∈
D | ℑκ(z) = 0} qui forment E−1(H0)∩D, où κ(z) = ℜκ(z) et κ(z)−π = ℜκ(z)−π. Dans les
points des ourbes α les deux hamps de veteurs de haque paire qu'on reolle oïnident et
les hamps cg, cd, sg et sd sont ontinus. Ce qui démontre que cg, cd, sg et sd sont ontinus
dans haque domaine régulier.
Dans haque domaine régulier, la ontinuité des hamps cg, cd, sg et sd implique que leurs
ourbes intégrales sont de lasse C1.
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On va nir la démonstration de la Proposition 2.8. Soient J ∈ ZR et κJ la détermination
naturelle assoiée à J . On ommene par le as J ∩ C 6= ∅. Soit γi,j la branhe omplexe de
E−1(σ(H0)) qui a été utilisé dans la onstrution loale de fJ . Fixons δ > 0 petit. On note
{z1} = γi,j ∩ {z ∈ C | ℑz = Y − δ} et {z2} = γi,j ∩ {z ∈ C | ℑz = −Y + δ}.
Considérons une ourbe γ1 (resp. γ2) qui passe par z1 (resp. z2) et tangente au hamp de
veteurs cg (resp. sg) à gauhe de {z | ℜz = ℜz1} (resp. {z | ℜz = ℜz2}) et tangente au
hamp cd (resp. sd) à droite de {z | ℜz = ℜz1} (resp. {z | ℜz = ℜz2}). On note aussi :
{z˜1} = γi,j ∩ {z ∈ C | ℑz = δ} et {z˜2} = γi,j ∩ {z ∈ C | ℑz = −δ}.
On onsidère également une ourbe γ˜1 (resp. γ˜2) qui passe par z˜1 (resp. z˜2) et tangente au
hamp de veteurs sg (resp. cg) à gauhe de z˜1 (resp. z˜2) et tangente au hamp sd (resp. cd)
à droite de z˜1 (resp. z˜2).
Lemme 2.15. On a γ1 ∩ J = ∅ et γ2 ∩ J = ∅. On peut hoisir δ0 > 0 tel que pour tout
δ ∈ (0, δ0) on a γ˜1 ∩ γ1 = ∅ et γ˜2 ∩ γ2 = ∅ entre σa ∪ σa et σb ∪ σb.
Corollaire 2.16. On obtient γ1 ∩ σa = {z1a} ave ℑz1a > 0, γ1 ∩ σb = {z1b} ave ℑz1b > 0,
γ2 ∩ σa = {z2a} ave ℑz2a < 0 et γ2 ∩ σb = {z2b} ave ℑz2b < 0.
Démonstration du lemme 2.15. On démontre e lemme par l'absurde. Supposons que γ1∩J 6=
∅, autrement dit, il existe ξ ∈ γ1 ∩ J . Soient i′ et j′ tels que entre η ∈ γi′,j′ ∩ γ1 et ξ la ourbe
γ1 ne roise plus des branhes omplexes de E−1(σ(H0)). Calulons ℑ
∫ η
ξ
κJ(s)ds. D'un té,
on obtient :
ℑ
∫ η
ξ,J+γi′j′
κJ(s)ds = ℑ
∫ η
ξi′ ,γi′j′
κJ(s)ds > 0
ar J ∈ F0(κJ ), d'où ℑ
∫ ξi′
ξ
κJ (s)ds = 0, et la ourbe γi′j′ est une ourbe anonique, d'où
ℑ ∫ η
ξi′ ,γi′j′
κJ(s)ds > 0.
Par ailleurs, on a une ontradition ar d'un autre té
ℑ
∫ η
ξ,γ1
κJ(s)ds = 0
pare que la ourbe γ1 entre ξ et η est une ourbe de famille F0(κJ), une ligne de type de
Stokes pour κJ . Ainsi l'hypothèse que γ1 ∩ J 6= ∅ mène à une ontradition, d'où γ1 ∩ J = ∅.
Ce qui démontre que γ1 ∩ J = ∅. La démonstration de γ2 ∩ J = ∅ est analogue.
La démonstration de e que pour δ susamment petit γ1 ∩ γ˜1 = ∅ est analogue. Supposons
que pour haque δ > 0 et petit il existe ξ ∈ γ1∩ γ˜1. Soient i′ et j′ tels que entre η ∈ γi′,j′∩γ1 et
ξ la ourbe γ1 ne roise plus des branhes omplexes de E−1(σ(H0)). Calulons ℑ
∫ η
ξ
κJ(s)ds.
Supposons que ℑκJ < 0 entre ξ et η. D'un té, on obtient :
ℑ
∫ η
ξ,γ1
κJ(s)ds = 0
ar la ourbe γ1 entre ξ et η est une ourbe de famille F0(κJ), une ligne de type de Stokes
pour κJ . On note ξ˜i′ = γ2 ∩ γi′,j′. Pour δ susamment petit, on a une ontradition
ℑ
∫ η
ξ,γ2+γi′j′
κJ(s)ds = ℑ
∫ ξ˜i′
ξ,γ2
κJ(s)ds+ ℑ
∫ η
ξ˜i′ ,γi′j′
κJ(s)ds > 0
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ar pour δ susamment petit γ2 est prohe de J et ξ˜i′ est prohe de ξi′. Ainsi en hoisissant δ0
assez petit on rend ℑ ∫ ξi′
ξ
κJ(s)ds si petit qu'on veut. Comme γi′j′ est une ourbe anonique,
on a ℑ ∫ η
ξi′ ,γi′j′
κJ(s)ds > c > 0. Ainsi l'hypothèse que pour tout δ > 0 petit on a γ1 ∩ γ˜ 6= ∅
mène à une ontradition, d'où il existe δ0 tel que pour tout δ < δ0 on a γ1 ∩ γ˜ = ∅.
La démonstration pour le as ℑκJ > 0 entre ξ˜i′ et η, ainsi que la démonstration de γ2∩ γ˜2 = ∅
sont analogues. Cei ahève la preuve du Lemme 2.15.
Considérons un domaine A˜J :
A˜J = {z ∈ SY entre γ1 et γ2 et entre σa ∩ σa et σb ∩ σb} (3.2.10)
Soit fJ la solution ohérente qui a CAS pour κJ
fJ ∼ exp
(
i
ε
∫ z
z0
κJ(s)ds
)
Ψ+,J(x; z, E)
dans le domaine anonique loal Kγ qui entoure γi,j.
Lemme 2.17. La solution ohérente fJ a le CAS pour κJ dans le domaine A˜J déni par
(3.2.10) :
fJ ∼ exp
(
i
ε
∫ z
z0
κJ(s)ds
)
Ψ+,J(x; z, E)
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Figure III.14  Les domaines anoniques loales Ki,j, les domaines de type retangle et de
type trapèze.
Démonstration du Lemme 2.17. Le Lemme 2.17 se démontre par appliations suessives des
méthodes de prolongement :
 le prinipe des domaines adjaents, le Proposition 1.19,
 le lemme de retangle, le Lemme 1.18,
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 le lemme de trapèze, le Lemme 1.21
On démontre par l'absurde le CAS au voisinage de J .
On ommene par la démonstration de omportement asymptotique standard pour fJ dans
AJ,+ et AJ,−, où :
AJ,+ = {z ∈ A˜J entre γ1 et γ˜1} AJ,− = {z ∈ A˜J entre γ2 et γ˜2}.
On déompose e domaine en parties suivantes (voir la g.III.13) :
 Les domaines anoniques loales Ki,j qui entourent γi,j. Sont utilisés pour l'appliation
de prinipe des domaines adjaents (Proposition 1.19) ;
 Les domaines limités par les ourbes anoniques γgi,j ⊂ Ki,j (resp. γdi,j ∈ Ki,j) dans le
voisinage gauhe (resp. droit) des ourbes γi,j. Ces domaines sont utilisés pour appliquer
le lemme du retangle (Lemme 1.18) et le lemme du Trapèze (Lemme 1.21).
Une fois, qu'on a démontré le omportement asymptotique standard dans un A˜J,±, on dé-
montre que fJ vérie le omportement asymptotique standard au voisinage de J par absurde.
Pour un δ < δ0 onsidérons un domaine A˜J,0 :
A˜J,0 = {z ∈ A˜J entre γ˜2 et γ˜1}
La solution fJ vérie le omportement asymptotique standard par rapport à la détermination
κJ dans un voisinage du point ξi. Soit t ∈ J tel que :
t = inf{z ∈ J | z > ξi tel que fJ ne vérie pas le CAS dans z}.
On va démontrer que t = b. Supposons que t < b. Par dénition de t, pour tout point t′ ∈ [ξi, t)
on trouve un voisinage où fJ vérie le CAS. Mais si t < b, haque ourbe vertiale qui passe
par t est une ourbe anonique dans un petit voisinage de t. Par onséquent t appartient à
un petit domaine anonique, disons Kt. Mais dans un voisinage gauhe de t la solution fJ
a le CAS. Par le prinipe de domaines adjaents (Proposition 1.19), on obtient que fJ a le
CAS dans Kt, e qui ontredit l'hypothèse que pour tout z > t la solution fJ n'a plus de
CAS. Par onséquent, l'hypothèse t < b est fausse, don t = b. Cei ahève la preuve du
Lemme 2.17.
Pour nir la démonstration de la Proposition 2.8 dans le as J ∩C = ∅, on utilise le lemme
du Retangle (Lemme 1.18), et le lemme de Stokes (Lemme 1.22). Premièrement, à l'aide du
lemme de retangle, on prolonge l'asymptotique dans les domaines où ℑκJ < 0. On pose
σ˜a =
{
σa si ℑκJ(z) > 0 ∀z ∈ σa
σa si ℑκJ(z) > 0 ∀z ∈ σa
σ˜b =
{
σb si ℑκJ(z) < 0 ∀z ∈ σb
σb si ℑκJ(z) < 0 ∀z ∈ σb
.
On prolonge l'asymptotique de fJ à travers σ˜a et à travers σ˜b par le lemme du Retangle.
Le prolongement s'arrête quand ℑκJ(z) = 0, i.e. quand les lignes horizontales de prolonge-
ment roisent les branhes omplexes de E−1(σ(H0)). Maintenant, par le lemme de Stokes, on
prolonge l'asymptotique autour de (σa ∪ σa)\σ˜a et de (σb ∪ σb)\σ˜b. Comme le prolongement
analytique de κJ autour de (σa ∪ σa)\σ˜a (resp. autour de (σb ∪ σb)\σ˜b) vérie ℑκJ > 0 (resp.
ℑκJ ) dans un voisinage gauhe (resp. droit) de ette ourbe. Don le prolongement analytique
se fait par le lemme de retangle jusqu'à E−1(σ(H0)). Ce qui démontre la Proposition 2.8 dans
le as J ∩ C 6= ∅.
2. Base ohérente {fJ , f ∗J} 83
La démonstration pour le as J ∩ C = ∅ étant analogue, on n'en fait que le résumé. Par
le lemme du Retangle (Lemme 1.18) on prolonge l'asymptotique de fJ dans la partie de
SY située entre γ et lg. Puis on applique le lemme de Stokes (Lemme 1.22) pour prolonger
l'asymptotique dans le voisinage droit de σa. Puis on prolonge l'asymptotique de fJ dans
la partie de SY,− située entre σa et ld. On démontre par absurde que le l'asymptotique est
vrai sur (a, b). Puis par le lemme de Stokes (Lemme 1.22) on montre l'asymptotique dans le
voisinage droit de σb. Et nalement, par le lemme du Retangle (Lemme 1.18) on prolonge
l'asymptotique dans le reste du domaine DJ . Ainsi on a démontré la Proposition 2.8.
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Chapitre IV
Matrie de monodromie pour les
problèmes quasi-périodiques adiabatiques
Dans e hapitre on étudie l'asymptotique quand ε tend vers zéro de la matrie de mon-
odromie M(z, E, ε) assoiée à une base ohérente des solutions de (AdiabQP). Le leteur
trouvera les dénitions dans l'Introdution. On ommene par la motivation de l'étude asymp-
totique des matries de monodromie.
1 Matrie de monodromie et matrie de transfert
Il y a un rapport important entre la matrie de transfert Tz,ε(x, y, E) pour l'équation (Adi-
abQP) et des matries de monodromie.
Fixons E tel que (E −W (R)) ∩ σ(H0) 6= ∅ et δ > 0 petit. Soit z0 ∈ R tel que
dist((E −W (z0)),R\σ(H0)) > δ.
On onsidère la matrie de monodromieM(z, E, ε) assoiée à une base ohérente de solutions
de (AdiabQP) qui a le CAS au voisinage d'un point z0. On a :
Proposition 1.1. Soit {Ψ+,Ψ−} une base ohérente de solutions de (AdiabQP) ayant pour
tout ε < ε0 pour tout x ∈ [−X,X ] et z dans un voisinage omplexe U(z0) de z0 le CAS pour
la détermination κ du moment omplexe . Soit M(z, E, ε) la matrie de monodromie assoiée
à la base {Ψ+,Ψ−}. Pour tout ε < ε0, x ∈ [−X,X ], z ∈ U(z0) ∩ R et n ∈ N on a :
Tz,ε(x+
[
2πm
ε
]
, x, E) = (Φ0+ o(1))D(z+ ηm, E, ε)(Mm)t(z+ ηm, E, ε)D−1(z)(Φ0+o(1))−1
(4.1.1)
où
 Mm(z, E, ε) := M(z + 2π(n− 1), E, ε) . . .M(z + 2π, E, ε)M(z, E, ε),
 Φ
0 = Φ0(x, z, E) =
(
Φ0+ Φ
0
−
(Φ0+)
′ (Φ0−)
′
)
(x, z, E) est dans SL2(C).
 Φ0± sont les solutions de Bloh anoniques pour l'énergie E−W (z) qui sont analytiques
en z dans U(z0).
 o(1) désigne une matrie 2× 2 dont les oeients sont o(1) en norme sup.
 D(z) est la matrie diagonale diag
{
exp
(
i
ε
∫ z
z0
κ(s)ds
)
, exp
(
i
ε
∫ z
z0
κ(s)ds
)}
.
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 ηm := (
[
2πm
ε
]
ε− 2πm) ∈ (−ε, 0].
De plus, on a la relation suivante entre les traes :
trTz,ε(x+
[
2πm
ε
]
, x, E) = tr
(
(Dm(z, E, ε) + o(1))(Mm)t(z, E, ε)
)
(4.1.2)
ave la matrie diagonale Dm(z, E, ε) := diag{d, d−1} où |d| =
∣∣∣exp( iε ∫ z+ηmz κ(s)ds)∣∣∣ = 1.
Corollaire 1.2. On reprend les hypothèses de la Proposition 1.1. Supposons de plus que pour
un z ∈ U(z0) ∩ R et pour un ε ∈ (0, ε0), on a |trM(z + η, E, ε)| > C > 2. Alors on a
|trTz,ε(x+
[
2π
ε
]
, x, E)| > C˜ > 2. En partiulier, pour haque θ ∈ [0, 2π), l'énergie E n'est pas
une valeur propre du problème quasipériodique :{
−Ψ′′(x, z, E, ε) + [V (x) +W (εx+ z)]Ψ(x, z, E, ε) = EΨ(x, z, E, ε)
Ψ(x+
[
2π
ε
]
, z, E, ε) = eiθΨ(x, z, E, ε).
Démonstration de la Proposition 1.1. Soit {Ψ+,Ψ−}(x, z, E, ε) une base de solutions de l'équa-
tion (AdiabQP). On exprime la matrie de transfert Tz,ε(y, x, E) dans ette base :
Tz,ε(y, x, E) =
(
Ψ+ Ψ−
Ψ′+ Ψ
′
−
)
(y, z, E, ε)
(
Ψ+ Ψ−
Ψ′+ Ψ
′
−
)−1
(x, z, E, ε) (4.1.3)
Supposons que {Ψ+,Ψ−} est une base ohérente, i.e. vériant :
Ψ±(x+ 1, z, E, ε) = Ψ±(x, z + ε, E, ε) et w[Ψ+,Ψ−](z, E) ≡ 1. (4.1.4)
Posons y := x+
[
2πm
ε
]
. En utilisant (4.1.4), on obtient :
Tz,ε(y, x, E) =
(
Ψ+ Ψ−
Ψ′+ Ψ
′
−
)
(x, z + ε
[
2πm
ε
]
, E, ε)
(
Ψ+ Ψ−
Ψ′+ Ψ
′
−
)−1
(x, z, E, ε) =
=
(
Ψ+ Ψ−
Ψ′+ Ψ
′
−
)
(x, z + ηm + 2πm,E, ε)
(
Ψ+ Ψ−
Ψ′+ Ψ
′
−
)−1
(x, z, E, ε) (4.1.5)
ave ηm := (ε
[
2πm
ε
] − 2πm) ∈ (−ε, 0]. Soit M(z, E, ε) la matrie de monodromie assoiée à
la base ohérente {Ψ+,Ψ−} :(
Ψ+ Ψ−
Ψ′+ Ψ
′
−
)t
(x, z + 2π, E, ε) =M(z, E, ε)
(
Ψ+ Ψ−
Ψ′+ Ψ
′
−
)t
(x, z, E, ε). (4.1.6)
On exprime la matrie de transfert Tz,ε(x, y, E) en termes de la matrie de monodromie
M(z, E, ε) à l'aide de (4.1.5) :
Tz,ε(x, y, E) =
(
Ψ+ Ψ−
Ψ′+ Ψ
′
−
)
(x, z + ηm + 2π(m− 1), E, ε)M t(z + ηm + 2π(m− 1), E, ε)×(
Ψ+ Ψ−
Ψ′+ Ψ
′
−
)−1
(x, z, E, ε) =
(
Ψ+ Ψ−
Ψ′+ Ψ
′
−
)
(x, z + ηm, E, ε)×
(Mm)t(x, z + ηm, E, ε)
(
Ψ+ Ψ−
Ψ′+ Ψ
′
−
)−1
(x, z, E, ε). (4.1.7)
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Supposons, de plus, que la base ohérente {Ψ+,Ψ−} a le CAS pour z dans un voisinage
onstant (indépendant de ε) U(z0) de z0 pour une détermination κ du moment omplexe, i.e.
pour tout z ∈ U(z0) et x ∈ [−X,X ] (où X > 1) on a :
Ψ±(x, z, E, ε) = exp
(
± i
ε
∫ z
z0
κ(s)ds
)
(Φ0±(x, z, E) + o(1)) (4.1.8)
où Φ0±(x, z, E) = n(z, z0, E)e
±iκ(z)xp±(x, z, E) sont les solutions de Bloh anoniques, analy-
tiques dans U(z0) pour haque x xé. Φ
0
±(x, z, E) ne dépendent pas de ε. Par analytiité de
Φ0± en la variable z, on a Φ
0
±(x, z + ηm, E) = Φ
0
±(x, z, E) +O(ε).
Pour y ∈ [−X,X ] et z ∈ U(z0), on met (4.1.8) dans (4.1.7) et on obtient :
Tz,ε(y, x, E) = (Φ
0(x, z, E)+o(1))D(z+ηm, E, ε)(Mm)t(z+ηm, E, ε)D−1(z)(Φ0(x, z, E)+o(1))−1
(4.1.9)
ave
 Φ
0(x, z, E) =
(
Φ0+ Φ
0
−
Φ′0+ Φ
′0
−
)
(x, z, E),
 o(1) désigne une matrie 2× 2 dont les oeients sont o(1),
 D(z) est la matrie diagonale diag
{
exp
(
i
ε
∫ z
z0
κ(s)ds
)
, exp
(
i
ε
∫ z
z0
κ(s)ds
)}
.
Cei démontre la première partie de la Proposition 1.1. Pour démontrer la relation entre les
traes des matries on utilise tr(AB) = tr(BA) et (Φ0(x, z, E)+o(1))(Φ0(x, z, E)+o(1))−1 =
I + o(1) :
trTz,ε(x+
[
2πm
ε
]
, x, E) = tr((Dm + o(1))(Mm)t(z + ηm, E, ε)
ave Dm = D(z + ηm)D
−1(z) = diag{d, d−1} où d = exp
(
1
ε
∫ z+ηm
z
κ(s)ds
)
.
Démonstration du Corollaire 1.2. Supposons que TrM(z + η, E, ε) > C > 2 (la preuve pour
le as TrM(z + η, E, ε) < C < −2 est analogue). Soient λ1 = λ1(z, E, ε) et λ−11 les valeurs
propres de M . La ondition sur trae implique e que λ1 >
C
2
+
√
(C
2
)2 − 1 > 1. Les valeurs
propres µ1 et µ
−1
1 de la matrie de transfert Tz,ε(x+
[
2π
ε
]
, x, E) vérient :
µ1 = λ1(d+ o(1)).
trTz,ε(x+
[
2π
ε
]
, x, E) = µ1 + µ
−1
1 = λ1(d+ o(1)) + λ
−1
1 (d+ o(1))
−1 > 2
ar pour ε susamment petit o(1) < δ < λ1 − 1 et la fontion x + 1x envoie l'extérieur de
erle de rayon 1 dans l'extérieur de l'intervalle [−2, 2].
La trae de la matrie de transfert est réelle, d'où |trTz,ε(x, E)| > 2 e qui ahève la preuve.
Ainsi on relie le spetre des problèmes ave les onditions au bord quasi-périodiques ave
la trae de la matrie de monodromie. Dans la setion suivante, on va étudier l'asymptotique
de la matrie de monodromie, en partiulier, on va aluler la trae de ette matrie et sa
norme en termes du paramètre spetral E.
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2 Asymptotique de la matrie de monodromie
Dans ette setion, on formule le Théorème 2.3 qui dérit l'asymptotique de la matrie
de monodromie assoiée à une base ohérente et on démontre e théorème. Puis on illustre
l'appliation du Théorème 2.3 en onsidérant diérents as d'énergies et diérents types de
potentiels. On va voir que diérents as d'énergies ramènent à des asymptotiques de la matrie
de monodromie de struture diérente.
2.1 Théorème 2.3 et asymptotique de la matrie de monodromie
Pour formuler le Théorème 2.3 qui dérit l'asymptotique de la matrie de monodromie
assoiée à une base ohérente qui a le CAS dans un voisinage omplexe de z0 situé à l'intérieur
de E−1(σ(H0)) ∩ R, on introduit la notion de ourbe admissible.
Dénition 2.1. On dit que α est une ourbe horizontale si l'angle θ entre γ et haque ligne
{ℜz = const} vérie θ ∈ (0, π).
Considérons les lasses d'équivalene [α] (voir Dénition 1.30) des ourbes α dans SY
vériant :
 α joint z0 ave z0 + 2π,
 est horizontale,
 est de lasse C1,
 est régulière (au sens de Dénition 1.29).
Fixons un point z0 à l'intérieur de J0 où J0 ∈ ZR. Fixons une détermination du moment
omplexe κ0 analytique au voisinage U0 de z0 et une détermination κ1 du moment omplexe
analytique au voisinage U0 + 2π de z0 + 2π.
Dénition 2.2. On dit qu'une ourbe horizontale α qui va de z0 à z0 + 2π est admissible
pour le ouple {κ0, κ1} si :
 ℑκ0|α(z) = ℑκ1(z) pour z ∈ U0 + 2π, où κ0|α désigne le prolongement analytique de κ0
le long α,
 À un intervalle J ∈ ZR on assoie J˜ par J˜ ∈ ZC tel que J ⊂ J˜ . On suppose que pour
haque J ∈ ZR situé entre J0 et J0 + 2π on a #{J˜ ∩ α} ∈ 2Z.
 #{α ∩ J˜0} ∈ 2Z si ℑκ0 < 0 et #{α ∩ J˜0} ∈ 2Z+ 1 si ℑκ0 > 0.
 #{α ∩ (J˜0 + 2π)} ∈ 2Z si ℑκ1 < 0 et #{α ∩ (J˜0 + 2π)} ∈ 2Z+ 1 si ℑκ1 > 0.
On va noter par Adm(κ1, κ2) l'ensemble des lasses d'équivalene de ourbes admissibles
pour un ouple κ1 et κ2. On note T2πκ(z) := κ(z + 2π). Soit α une ourbe lipshitzienne,
soient z1 ∈ α et z2 ∈ α, on note l'intégrale d'une fontion ontinue f de z1 à z2 le long de α
par ∫ z2
z1,α
f(s)ds.
Soit κ une détermination du moment omplexe analytique dans un voisinage de z0. Soient Ω
et q dénis dans l'équation (1.1.29). On note ∆arg q|α le hangement de l'argument de q le
long d'une ourbe régulière α. Pour une ourbe régulière α qui part de z0 et arrive en z0+2π
on introduit la fontion suivante
I(α, z0) = exp
(
i
ε
∫ z0+2π
z0,α
κ|α(s)ds+∆arg q|α +
∫
α
Ω(s)ds
)
(4.2.1)
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Théorème 2.3. Soient W ,V vériant les hypothèses (HWA),(HWP), (HWC), (HVR),
(HVP) et soit l'énergie E0 ∈ Σδ. Soit J ∈ ZR. Fixons z0 ∈ J tel que |E(z0)− Em| > δ pour
tout m ∈ N. Il existe ε0 > 0, Y > 0, C > 0 et une détermination κ de moment omplexe
analytique dans un voisinage de z0 tels qu'on peut onstruire une base ohérente {f, f ∗} pour
laquelle la matrie de monodromie M(z, E, ε) assoiée vérie :
 M a la forme (24),
 pour ε ∈ (0, ε0) et z ∈ SY les oeients a(z, E, ε) et b(z, E, ε) dans (24) admettent
l'asymptotique :
a(z, E, ε) =
∑
[αk]∈Adm(κ0,T
−1
2π κ0)
I(αk, z0)(1 + a0,k(E, ε) + a1,k(z, E, ε)) (4.2.2)
b(z, E, ε) =
∑
[βk]∈Adm(κ0,T
−1
2π κ
∗
0)
I(βk, z0)(1 + b0,k(E, ε) + b1,k(z, E, ε)) (4.2.3)
ave
|a0,k(E, ε)|, |b0,k(E, ε)| = o(1) indépendants de z
a1,k(z, E, ε) = O(e
−C
ε ) b1,k(z, E, ε) = O(e
−C
ε ) ε→ 0.
Remarque 2.4. Pour les valeurs omplexes de z les oeients de Fourier sont à rois-
sane/déroissane exponentielle en ℑz. Don, pour z ∈ SY,+, le terme prinipal de la matrie
de monodromie vient de l'intégration le long des ourbes d'indie minimal. Pour z ∈ SY,−,
par ontre, les termes prinipaux viennent des ourbes d'indie maximal. Plus préisément,
on dénit :
m
max
:= max
[α]∈Adm(κ0,T
−1
2π κ0)
m(α) m
min
:= min
[α]∈Adm(κ0,T
−1
2π κ0)
m(α)
Pour z ∈ SY,+, on a∑
[αk]∈Adm(κ0,T
−1
2π κ0)
I(αk, z0)(1 + a0,k(E, ε) + a1,k(z, E, ε)) =
=
∑
[αk]∈Adm(κ0,T
−1
2π κ0),m(αk)=mmax
I(αk, z0)(1 + a0,k(E, ε) + a˜1,k(z, E, ε)).
où |a˜1,k(z, E, ε)| = O(e−Cε ). Pour z ∈ SY,−, on a∑
[αk]∈Adm(κ0,T
−1
2π κ0)
I(αk, z0)(1 + a0,k(E, ε) + a1,k(z, E, ε)) =
=
∑
[αk]∈Adm(κ0,T
−1
2π κ0),m(αk)=mmin
I(αk, z0)(1 + a0,k(E, ε) + a˜1,k(z, E, ε)).
où |a˜1,k(z, E, ε)| = O(e−Cε ).
L'analyse des intégrales et des indies dans les formules (4.2.2) et (4.2.3) montre que la
struture et les oeients de la matrie de monodromie dépendent d'objets dénis sur les
surfaes iso-énergétiques {E(κ) +W (z) = E}.
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2.2 Remarque struturelle
L'asymptotique de la matrie de monodromie assoiée à une base ohérente de solutions
de l'équation (AdiabQP) qui ont un CAS au voisinage de z0 est donnée par le Théorème 2.3.
La taille du oeientM11(z, E, ε, z0) = a(z, E, ε, z0) de la matrie de monodromie est donnée
par max
[αk]∈Adm(κJ ,T
−1
2π κ
∗
J)
|I(αk, z0)|. Les I(αk, z0) sont de la forme suivante :
I(αk, z0) = exp
(
i
ε
λ(αk, E) +
2πi
ε
m(αk)(z − z0) +O(1)
)
ave λ(αk, E) =
∫
αk
κJ |α(s)ds.
Il est faile de vérier que pour toute ourbe [αk] ∈ Adm(κJ , T−12π κ∗J) on a :
ℑ
∫
αk
κJ |αk(s)ds = −
∫ z0+2π
z0
ℑκp(s)ds = −
∫ z0+2π
z0
γ0(E −W (z))dz.
Ainsi le terme prinipal des oeients de la matrie de monodromie pour z ∈ SY est du
même ordre que elui de la somme∑
[αk]∈Adm(κJ ,T
−1
2π κ
∗
J)
exp
(
1
ε
∫ z0+2π
z0
γ0(E −W (z))dz − 2πm(αk)
ε
ℑz +O(1)
)
.
Pour des valeurs de z ∈ SY,+, i.e. de partie imaginaire stritement positive, les termes domi-
nants viennent des ourbes d'indie minimal (voir la Remarque 2.4) :
{[αkm ] ∈ Adm(κJ , Tκ∗J) tel que m(αkm) = mmin = min
αk∈Adm(κJ ,T
−1
2π κ
∗
J )
m(αk)}.
Pour des valeurs de z ∈ SY,−, i.e. de partie imaginaire stritement négative, les termes domi-
nants viennent des ourbes d'indie maximal (voir la Remarque 2.4) :
{[αkm ] ∈ Adm(κJ , Tκ∗J) tel que m(αkm) = mmax = max
αk∈Adm(κJ ,Tκ
∗
J)
m(αk)}.
Pour des valeurs réelles de z, il faut prendre en ompte toutes les ourbes admissibles.
Lemme 2.5. On a l'asymptotique suivante pour la trae de la matrie de monodromie :
TrM(z, E, ε) = exp
(
1
ε
∫ z0+2π
z0
γ0(E −W (z))dz
)
∑
k
(cos
(
Φk(E) + 2πmk(z − z0) + φk(E)
ε
)
+ ek(z, E)) (4.2.4)
où
 Φk est une fontion analytique et non onstante de E, à valeurs positives,
 mk est un entier, mk ∈ {0,M} ave M le nombre d'intervalles de ZR par intervalle de
longueur 2π.
 φk(E) ∈ πi2 Z.
 ek(z, E) = sk(E) + tk(z, E) ave sk(E) = o(1) et tk(z, E) = O(e
− δ
ε ).
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Ce lemme est un simple orollaire du Théorème 2.3. On va démontrer le Théorème 2.3.
Par la suite, on étudie l'asymptotique de la matrie de monodromie sur des exemples. On va
traiter les as suivants :
 Le plus simple est le as où la fenêtre spetrale E −W (R) est ontenue dans une zone
spetrale de H0, i.e. il existe un entier naturel n tel que E −W (R) ⊂ [E2n−1, E2n].
 Le as où W a un maximum et un minimum par période, dont un dans une préimage
d'une zone spetrale et l'autre dans une préimage de laune spetrale de H0.
 le as où W a un minimum, disons z1, et un maximum, disons z2 par période et E −
W (z1) ∈ (E2n+1, E2n+2) et E −W (z2) ∈ (E2n−1, E2n).
 Le as où W a tous ses points ritiques dans les préimages de launes spetrales.
 Le as d'un point ritique dans la préimage de zone spetrale et l'autre dans la préimage
de laune spetrale, quand la fenêtre spetrale ouvre entièrement une zone et une laune
spetrales.
 Le as de deux points ritiques dans les préimages de zones spetrales quand la fenêtre
spetrale ouvre entièrement deux launes de H0.
2.3 Preuve du Théorème 2.3
Cette setion est onsarée à la démonstration du Théorème 2.3 et à la formulation d'un
prinipe de réetion qui permet de aluler le terme prinipal de l'asymptotique d'une solu-
tion ohérente.
Démonstration du Théorème 2.3 . On xe un intervalle J , une préimage de la zone spetrale
de H0. On va aluler l'asymptotique de la matrie de monodromie M(z, E, ε) assoiée à
la base ohérente {fJ , f ∗J} onstruite dans la Proposition 2.8. Cette base a le CAS dans le
domaine AJ délimité par σa∪σa, σb∪σb et les lignes ℑz = Y . On va appliquer le Corollaire 1.27
pour démontrer que la base {fJ , f ∗J} a le CASpl dans le domaine AJ + 2π.
Par la suite, on va utiliser les formules (22) qui expriment les oeients de la matrie de
monodromie en termes de wronskiens de solutions de (AdiabQP). Pour haque z ∈ SY on
érit :
M11(z − 2π, E, ε) = w[fJ(x, z, E, ε), T
−1
2π f
∗
J (x, z, E, ε)]
w[T−12π fJ(x, z, E, ε), T
−1
2π f
∗
J (x, z, ε)]
M12(z − 2π, E, ε) = w[fJ(x, z, E, ε), T
−1
2π fJ(x, z, E, ε)]
w[T−12π f
∗
J (x, z, E, ε), T
−1
2π fJ(x, z, ε)]
M21(z − 2π, E, ε) = w[f
∗
J(x, z, E, ε), T
−1
2π f
∗
J (x, z, E, ε)]
w[T−12π fJ(x, z, E, ε), T
−1
2π f
∗
J (x, z, ε)]
M22(z − 2π, E, ε) = w[f
∗
J (x, z, E, ε), T
−1
2π fJ(x, z, E, ε)]
w[T−12π f
∗
J (x, z, E, ε), T
−1
2π fJ(x, z, ε)]
Pour démontrer que fJ et f
∗
J ont le CASpl dans AJ +2π on ommene par onstruire une
séquene de domaines de type A et de domaines de type B. Grosso modo, il s'agit de domaines
d'osillation de solutions (type A) et de domaines de roissane-déroissane exponentielle
(type B).
Soit J ∈ ZR et K ∈ ZR deux intervalles onséutifs, J = [aJ , bJ ] et K = [aK , bK ]. On rappelle
les notations introduites préédemment :
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1. On note κJ (resp. κK) la détermination du moment omplexe naturelle pour J (resp.
naturelle pour K).
2. On note σa, σa (resp. σb, σb, σa˜, σa˜, σb˜ et σb˜ ) sont des lignes de type de Stokes qui
sortent de aJ (resp. de bJ , de aK et de bK).
On introduit des domaines de type A et de type B assoiés :
AJ := {z ∈ Sy entre σa ∪ σa et σb ∪ σb}
BJ := {z ∈ Sy entre σb ∪ σb et σa˜ ∪ σa˜}
AK := {z ∈ Sy entre σa˜ ∪ σa˜ et σb˜ ∪ σb˜}
Par la Proposition 2.8, pour haque intervalle J qui forme une omposante onnexe de
A1 A2B1 B2
aJ bJ aK bK
Figure IV.1  Domaines A1, B1 et A2
E−1(σ(H0))∩R on peut onstruire une base ohérente {fJ , f ∗J} telle que fJ a le CAS dans DJ
pour la détermination naturelle κJ et f
∗
J a le CAS dans DJ pour la détermination κ
∗
J . On xe
un J et on utilise le Corollaire 1.27 pour montrer que la solution fJ (resp. f
∗
J ), qui a le CAS
dans DJ(resp. DJ), a le CASpl dans le domaine AJ + 2π. Le prinipe de réetion dénit les
ourbes de prolongement d'asymptotique qui apparaissent dans le CASpl.
Pour haque J ∈ ZC on peut onstruire DJ et DJ qui vérient :
 AJ ⊂ DJ ∩DJ ,
 BJ ⊂ DJ ∩DJ ,
 AK ⊂ DJ ∩DJ ,
 dans AJ on a ℑκJ > 0 et ℑκ∗J > 0,
 dans AK on a ℑκJ < 0 et ℑκ∗K < 0,
 dans BJ on a κJ = −κ∗J .
Maintenant, on numérote J1 := J, J2, . . . , Jm, Jm+1 := J+2π les intervalles onséutifs de ZR.
Les bases de solutions ohérentes {fJi, f ∗Ji} et les domaines AJi , BJi vérient les hypothèses
du Corollaire 1.27. D'où pour z ∈ AJm+1 = AJ + 2π on a :
fJ(x, z, E, ε) =
∑
[αk]∈Adm(κJ ,T
−1
2π κJ )
exp
(
i
ε
∫ z
zJ ,αk
κJ(s)ds
)
(Φ+,J |αk(x, z, zJ ) + o(1))+
+
∑
[βk]∈Adm(κJ ,T
−1
2π κ
∗
J)
exp
(
i
ε
∫ z
zJ ,αk
κJ(s)ds
)
(Φ+,J |αk(x, z, zJ ) + o(1)) (4.2.5)
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f ∗J (x, z, E, ε) =
∑
[α˜k]∈Adm(κ∗J ,T
−1
2π κJ )
exp
(
i
ε
∫ z
zJ ,αk
κJ(s)ds
)
(Φ−,J |αk(x, z, zJ ) + o(1))
∑
[β˜k]∈Adm(κ
∗
J ,T
−1
2π κ
∗
J)
exp
(
i
ε
∫ z
zJ ,αk
κJ(s)ds
)
(Φ−,J |αk(x, z, zJ) + o(1)) (4.2.6)
Les ourbes admissibles (voir la Dénition 2.2) sont dérites par le prinipe de réexion :
Dénition 2.6 (Prinipe de réexion). Soit κJ la détermination naturelle pour J . Une ourbe
α est admissible pour κ1 et κ2, on note α ∈ Adm(κ1, κ2), où κ1 = κJ ou κ∗J et κ2 = T−12π κJ ou
T−12π κ
∗
J si :
1. α est une ourbe horizontale qui va de z0 = zJ à z1 = zJ + 2π,
2. α vérie le prinipe de réexion suivant :
∀ Ji ∈ ZR ave i = 1, . . . , m on a #{Ji ∩ α} ∈ 2N
3. α reste dans D1 ∪D2, où D1 = DJ si κ1 = κJ , D1 = DJ si κ1 = κ∗J , D2 = DJ + 2π si
κ2 = T
−1
2π κJ et D2 = DJ + 2π si κ2 = T
−1
2π κ
∗
J .
Les asymptotiques (4.2.5), (4.2.6) et le CAS des solutions
fJm+1(x, z, E, ε, zJ+2π) := T
−1
2π fJ1(x, z, ε, zJ) et f
∗
Jm+1
(x, z, E, ε, zJ+2π) := T
−1
2π f
∗
J1
(x, z, ε, zJ)
dans AJm+1 = AJ + 2π impliquent :
M11(z, E, ε) =
∑
[αk]∈Adm(κJ ,T
−1
2π κJ )
exp
(
i
ε
∫ zJ+2π
zJ ,αk
κJ(s)ds
)
exp
(
2πi
ε
m(κJ |αk , T−12π κJ)(z − zJ − 2π) +
∫
αk
ΩJ(s)ds+∆arg q|αk
)
(1 + o(1))
Maintenant, on applique le Corollaire 1.25 (notamment la formule (3.1.10)) pour préiser les
termes o(1), utilisant e que haque domaine de renontre Bj utilisé dans la onstrution vérie
SY ⊂ S(Bj) pour un Y˜ > 0. Cei permet de remplaer o(1) par a0,k(E, ε) + a1,k(z, E, ε) ave
les propriétés annonées en hoisissant 0 < Y < Y˜ . Cei ahève la preuve de l'asymptotique
de M11(z, E, ε).
Pour terminer la démonstration du Théorème 2.3, obtient de même façon les asymptotiques
des oeients M12, M21 et M22 annonées dans le théorème.
On va illustrer le Théorème 2.3 par plusieurs exemples d'appliation à diérents as d'én-
ergies et de potentiels.
2.4 Cas où E −W (R) ⊂ [E2n−1, E2n]
On onsidère les énergies E réelles telles que
(HEAbs) il existe un entier naturel n tel que E −W (R) ⊂ [E2n−1, E2n].
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Ii [E2n−1, E2n] est la n-ème zone spetrale de H0. Sous l'hypothèse (HEAbs) les lasses de
ourbes admissiblesAdm(κJ , T
−1
2π κ
∗
J) et Adm(κ
∗
J , T
−1
2π κJ) sont vides, les lasses Adm(κJ , T
−1
2π κJ),
Adm(κ∗J , T
−1
2π κ
∗
J), ontiennent un seul élément :
[α0] ave α0 = [z0, z0 + 2π],
i.e. la ourbe α0 est une ourbe qui va le long de R de z0 à z0 + 2π.
L'image de α0 par l'énergie omplexe E(z), le laet E(α0), est une ourbe ontratile en un
point et on a
m(α0) = 0 et σ(α0) = 1.
De plus, ℑ ∫
α0
κJ |α0(s)ds =
∫ z0+2π
z0
γ0(E − W (z))dz = 0 ar E − W (z) ∈ σ(H0) pour z ∈
[z0, z0 + 2π] et don γ0(E −W (z)) = 0. On pose
Φ(E) := ℜ
∫
α0
κJ |α0(s)ds =
∫ z0+2π
z0
ℜκJ(s)ds.
La fontion Φ(E) est analytique réelle en E, non onstante et Φ(E) ∈ (0, 2π2). On a∫
α0
ΩJ(s)ds = 0.
De plus, les oeients de la matrie de monodromie ont l'asymptotique :
M11(z, E, z0, ε) = a(z, E; ε) = exp
(
i
ε
Φ(E)
)
(1 + oE(1) +Oz,E
(
e−
C
ε
)
) et
M12(z, E, z0, ε) = b(z, E; ε) = oE(1) +Oz,E
(
e−
C
ε
)
. (4.2.7)
Les oeients M21(z, E, z0, ε) et M22(z, E, z0, ε) se alulent par symétrie :
M21(z, E, z0, ε) = b
∗(z, E, z0; ε) = oE(1) +Oz,E
(
e−
C
ε
)
et
M22(z, E, z0, ε) = a
∗(z, E; ε) = exp
(
− i
ε
Φ(E)
)
(1 + oE(1) +Oz,E
(
e−
C
ε
)
. (4.2.8)
On alule la trae de la matrie de monodromie :
TrM(z, E, ε, z0) = exp
(
i
ε
Φ(E)
)
(1 + oE(1) +Oz,E
(
e−
C
ε
)
)+
+ exp
(
− i
ε
Φ(E)
)
(1 + oE(1) +Oz,E
(
e−
C
ε
)
) =
= 2 cos
(
i
ε
Φ(E)
)
+ oE(1) +Oz,E
(
e−
C
ε
)
(4.2.9)
Ainsi l'asymptotique des zéros de la trae de la matrie de monodromie peut être dérite
grâe à la fontion Φ(E). Les zéros de la trae de la matrie de monodromie sont situés dans
des intervalles de longueur exponentiellement petite ( le terme Oz,ε
(
e−
C
ε
)
) autour des points
prohes de solutions de l'équation
2 cos
(
i
ε
Φ(E)
)
= 0.
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2.5 Cas où ZR ∩ C ontient un point par intervalle de longueur 2π
Ii on suppose que W a deux points ritiques, disons z0 et z1. On suppose que :
(HE1p) E(z0) ∈ σ(H0) et E(z1) ∈ σ(H0).
2.5.1 Cas où σ(H0) ∩ (E −W (R)) ⊂ [E2n−1, E2n]
On suppose que E − W (z0) ∈ [E2n−1, E2n] et que E − W (z1) se trouve dans la laune
voisine à la zone [E2n−1, E2n]. Quatre as sont possibles :
1. n est impair et z0 est un minimum,
2. n est pair et z0 est un minimum,
3. n est impair et z0 est un maximum,
4. n est pair et z0 est un maximum.
Considérons le premier as en détails, les autres étant analogues. Dans e as là, entre γ1,1 et σa,
la détermination naturelle κJ est liée à la détermination prinipale κp par κJ = κp−π(n−1).
Les lasses de ourbes admissibles sont :
Adm(κJ , T
−1
2π κ
∗
J) = {[α1]} et Adm(κJ , T−12π κJ) = {[β1]}.
a z0 b
z0+2π
zb+2π
β1
α1
E(α1)
E(β1) E(z0)
E2m−1 E2m
Figure IV.2  Les ourbes α1 et β1
On voit sur la Figure IV.2 que E(α1) est ontratile en un point, d'où σ(α1) = 1 et
m(α1) = 0. On alule σ(β1) = −1 et m(β1) = 0. Pour appliquer le Théorème 2.3, on a besoin
de aluler :∫ z0+2π
z0,α1
κJ (s)ds =
∫ z0+2π
z0
γ0(E −W (s))ds+
∫ b+i0
a+i0
ℜκJ(s)ds = −iS(E) + Φ(E)
où
S(E) =
∫ z0+2π
z0
γ0(s)ds.
On a S(E) ontinue en E, non-onstante et S(E) > 0. On a Φ(E) ∈ (0, 2π2), non onstante
et ontinue en E. On alule aussi :∫ z0+2π
z0,β1
κJ(s)ds =
∫ z0+2π
z0
γ0(s)ds+
∫ b+i0
a+i0
ℜκJ(s)sign(z0 − z)ds = −iS(E) + Φ˜(E).
On note φ(E) := ∆arg q|α1 +
∫
α1
ΩJ(s)ds = 0 et φ˜(E) := ∆arg q|β1 +
∫
β1
ΩJ (s)ds = i
π
2
.
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Par le Théorème 2.3, on obtient l'asymptotique suivante pour les oeients de la matrie
de monodromie M(z, E, z0, ε) :
M11(z, E, z0, ε) = a(z, E, z0, ε) exp
(
S(E)
ε
+ i
Φ(E)
ε
+ φ(E)
)
(1 + oE(1) +Oz,ε
(
e−
C
ε
)
)
M12(z, E, z0, ε) = b(z, E, z0, ε) = exp
(
S(E)
ε
+ i
Φ˜(E)
ε
+ φ˜(E)
)
(1 + oE(1) +Oz,E
(
e−
C
ε
)
)
Autrement dit, on a
M(z, E, ε) = exp
(
S(E)
ε
)
D(E, ε)
[(
a11(E, ε) a12(E, ε)
a21(E, ε) a22(E, ε)
)
+O(e−
C
ε )
]
D−1(E, ε)
ave
D(E, ε) =
(
e
iΦ1(E)
ε 0
0 e−
iΦ1(E)
ε
)
,
a11(E, ε) = exp
(
iΦ(E)
ε
+ φ(E)
)
(1 + oE(1)),
a12(E, ε) = exp
(
iΦ(E)
ε
+ φ˜(E)
)
(1 + oE(1)),
a21(E, ε) = exp
(−iΦ(E)
ε
− φ˜(E)
)
(1 + oE(1)),
a22(E, ε) = exp
(−iΦ(E)
ε
− φ(E)
)
(1 + oE(1)).
Maintenant, alulons l'asymptotique de la trae de la matrie de monodromie. On a :
TrM(z, E, ε) = cos
(
Φ(E)
ε
+ φ(E)
)
+ oE(1) +Oz,E
(
e−
C
ε
)
(4.2.10)
Don les valeurs propres des problèmes de Dirihlet ou de Neumann sur [x, x + 2π
ε
] dans les
intervalles d'énergie vériant (HE1p) sont situées dans des voisinages exponentiellement
petits (d'ordre Oz,E
(
e−
C
ε
)
) des énergies E vériant
cos
(
Φ(E)
ε
+ φ(E)
)
+ oE(1) = 0.
Cette information n'est pas susante pour l'analyse spetrale de l'opérateur quasi-périodique
à travers l'étude du oyle matriiel engendré par la matrie de monodromie. En général,
une telle analyse demande plus de renseignements sur le potentiel. La possibilité d'obtenir les
asymptotiques dans la bande omplexe plus large joue un grand rle.
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z0
α
z0 + 2π
C1 C2 C3
Figure IV.3  Cas d'une roix ave deux zones, 'est-à-dire un maximum et un minimum
2.5.2 Cas où σ(H0) ∩ E(R) ⊂ [E2n−3, E2n−2] ∪ [E2n−1, E2n]
Supposons maintenant que E−W (R) ouvre entièrement une zone spetrale et une partie
d'une autre zone spetrale. On suppose, par exemple, que E(z0) ∈ [E2n−1, E2n] et E(z1) ⊂
[E2n−4, E2n−3].
On onsidère le as où z0 est un minimum et n est impair. Dans e as là, entre σa et
γ1,1, la détermination naturelle κJ est liée à la détermination prinipale κp par la relation
κJ = κp − π(n − 1). On note α la ourbe [z0 + i0, z0 + 2π + i0]. On note C1 un laet qui va
autour J2 et on note C2 un laet qui va autour de J3. La lasse Adm(κJ , T
−1
2π κJ) de ourbes
admissibles ontient quatre éléments :
Adm(κJ , T
−1
2π κJ) = {[α1], [α2], [α3], [α4]}
ave α1 = α = [z0 + i0, z0 + 2π + i0], α2 = α1 ◦C1, α2 = α ◦C2 et α4 = α ◦C2 ◦C1. La lasse
Adm(κJ , T
−1
2π κ
∗
J) de ourbes admissibles ontient aussi quatre éléments :
Adm(κJ , T
−1
2π κ
∗
J) = {[β1], [β2], [β3], [β4]}
ave βi = C3 ◦ αi, i = 1, 2, 3, 4, où C3 un laet qui entoure la moitié gauhe de J4 = J + 2π.
On alule failement :
m(α, κJ) = −1 et σ(α, κJ) = −1, d'où A(α, κJ) =
( −1 0
−1 1
)
,
m(C1, κJ) = 1 et σ(C1, κJ) = 1, d'où A(C1, κJ) =
(
1 0
1 1
)
,
m(C2, κJ) = 1 et σ(C2, κJ) = 1, d'où A(C2, κJ) =
(
1 0
1 1
)
,
m(C3, κJ) = 0 et σ(C3, κJ) = −1, d'où A(C3, κJ) =
( −1 0
0 1
)
.
On applique le Lemme 1.23 pour aluler les indies et les signatures de ourbes αi et βi,
i = 1, 2, 3, 4 :
m(α1, κJ) = −1 σ(α1, κJ) = −1.
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A(α2, κJ) := A(α ◦ C1, κJ) = A(α, κJ)A(C1, κJ) =
( −1 0
0 1
)
,
d'où m(α2, κJ) = 0 σ(α2, κJ) = −1.
A(α3, κJ) := A(α ◦ C2, κJ) =
( −1 0
0 1
)
, d'où m(α3, κJ) = 0 σ(α3, κJ) = −1.
A(α4, κJ) := A(α ◦ C2 ◦ C1, κJ) =
( −1 0
1 1
)
, d'où m(α4, κJ) = 0 σ(α4, κJ) = −1.
A(β1, κJ) := A(C3 ◦ α, κJ) =
(
1 0
−1 1
)
, d'où m(β1, κJ) = −1 σ(β1, κJ) = 1.
A(β2, κJ) := A(C3 ◦ α2, κJ) =
(
1 0
0 1
)
, d'où m(β2, κJ) = 0 σ(β2, κJ) = 1.
A(β3, κJ) := A(C3 ◦ α2, κJ) =
(
1 0
0 1
)
, d'où m(α4, κJ) = 0 σ(α4, κJ) = −1.
A(β4, κJ) := A(C3 ◦ α4, κJ) =
(
1 0
1 1
)
, d'où m(β4, κJ) = 1 σ(β4, κJ) = 1.
Ainsi on obtient l'asymptotique suivante pour M(z, E, ε) :
M(z, E, ε) = exp
(
S(E)
ε
)(
p11(z, z0) p12(z, z0)
p21(z, z0) p22(z, z0)
)
.
Ii p11, p12, p21 et p22 sont exponentiellement prohes de polynmes trigonométriques de degré
1 en ( z−z0
ε
) :
pij(z, E, ε) = aij(E, ε)e
− 2πi
ε
(z−z0) + bij(E, ε) + cij(E, ε)e
2πi
ε
(z−z0) +O(e−
C
ε ).
Pour z tel que ℑz > 0 on peut érire aussi :
M(z, E, ε) = exp
(
S(E)
ε
− 2πi
ε
(z − z0)
)[(
a11(E, ε) a12(E, ε)
a21(E, ε) a22(E, ε)
)
+O(e−
c
ε )
]
.
2.6 Cas où C ∩ E−1(σ(H0)) = ∅
On onsidère les as où tous les maxima et minima de W sont situés dans les launes :
(HEpl) Pour haque z dans SY tel que W
′(z) = 0 on a E −W (z) ∈ R\σ(H0).
On introduit le nombre M de préimages de zones spetrales de H0 par l'intervalle de longueur
2π omme suit :
M =
∑
n∈N
l(n) ave l(n) := #{z ∈ [z0, z0 + 2π) | E(z) = E} pour un E ∈ [E2n−1, E2n].
Remarque 2.7. Pour les énergies onsidérées et pour haque J dans ZR le nombre l(n) est
orretement déni ar 'est le même pour haque E ∈ [E2n−1, E2n]. De plus, il n'y a qu'un
nombre ni de n ∈ N tels que l(n) 6= 0, don un nombre ni de termes dans la somme
dénissant M .
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On xe un intervalle J1 ∈ ZR, disons J1 = [a, b]. On note les intervalles onséutifs de ZR
par J1, J2, . . ., JM , JM+1 ave JM+1 = J1 + 2π. On note C1 (resp. CM+1) les demi-laets qui
vont autour de [z0, b] (resp. [a + 2π, z0 + 2π]). Pour i = 2, . . . ,M on note Ci un laet autour
de Ji. On note α la ourbe qui va le long de [z0, z0 + 2π]. Le nombre de lasses d'équivalene
dans lesquels se sépare A(κJ , T−12π κ∗J ) (resp. A(κJ , T−12π κJ)) est égale à L =
M∑
i=1
M−i+1∑
j=1
(
i−1
M−j+1
)
.
Les ourbes admissibles de Adm(κJ , κ
∗
J) sont des ourbes des lasses {[αijk]}Mi=1M−i+1j=1
( i−2M−j−1)
k=1
ave
αijk = CM+1 ◦ α ◦
∑
j1=1≤j2=j≤...≤ji≤M
Cji.
Les ourbes admissibles de Adm(κJ , κ
∗
J) sont des ourbes des lasses {[βijk]}Mi=1M−i+1j=1
( i−2M−j−1)
k=1
ave
βijk = α ◦
∑
j1=1≤j2=j≤...≤ji≤M
Cj.
Pour haque n = 1, . . . , L on a m(βi, κJ) ∈ {−M2 , . . . , M2 − 1} et σ(βi, κJ) = 1. Pour aluler
l'indie et la signature des ourbes αijk et βijk, on utilise le Lemme 1.23. On a m(α, κJ) =
M
2
et σ(α, κJ) = 1. Pour haque i = 1, . . . ,M on a m(Ci, κJ) = −1 et σ(Ci, κJ) = 1. D'où la
matrie d'indie-signature A(αijk, κJ) pour haque αijk est de la forme :
A(αijk, κJ) =
(
1 0
M
2
1
)(
1 0
N 1
)( −1 0
1 1
)
=
( −1 0
N − M
2
1
)
ave N = i− 1, i.e. le nombre des yles entiers qui interviennent dans αijk. D'où on obtient
m(αijk, κJ) = N − M2 ∈ {−M2 , . . . , M2 −1} et σ(αijk, κJ) = −1. Par le Lemme 1.23 on obtient :
A(βijk, κJ) =
( −1 0
0 1
)(
1 0
M
2
1
)(
1 0
N 1
)( −1 0
1 1
)
=
(
1 0
N − M
2
1
)
D'où m(βijk, κJ) = N − M2 ∈ {−M2 , . . . , M2 − 1} et σ(βijk, κJ) = 1.
Pour les valeurs de z ave ℑz > 0, l'asymptotique de la matrie de monodromie se simplie,
ar dans haque lasse seule la ourbe d'indie minimal va intervenir dans le terme prinipal
de l'asymptotique.
Pour 0 < y ≤ ℑz ≤ Y , il existe une onstante positive c = c(y) > 0 telle que la matrie de
monodromie a l'asymptotique suivante :
M(z, E, ε) = exp
(
S(E)
ε
+
πiM
ε
(z − z0)
)[(
a11(E, ε) a12(E, ε)
0 0
)
+O(e−
c
ε )
]
(4.2.11)
ave
 S(E) =
∫ z0+2π
z0
γ0(E −W (z) + i0)dz,
 |a11(E, ε)| = 1 + o(1) et |a12(E, ε)| = 1 + o(1).
Cette asymptotique permet de démontrer un résultat important sur l'exposant de Lyapounov
(voir [MN08℄ et aussi l'Appendie A).
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2.7 Propriétés des solutions au CASpl
On ommene par dénir une lasse de fontions au poids exponentiel pratique pour dérire
les solutions ohérentes de (AdiabQP) au omportement asymptotique standard à plusieurs
omposantes.
Soit [a, b] un intervalle réel. Soit ρ : [a, b] → R une fontion ontinue. On introduit une
norme sur C([a, b]) :
‖f‖L∞([a,b],ρ) = sup
x∈[a,b]
∣∣f(x)e−ρ(x)∣∣ .
On démontre le :
Lemme 2.8. Supposons qu'il existe ε0 > 0 tel que, pour tout ε ∈ (0, ε0), f est une solution
ohérente qui a CASpl au voisinage de l'intervalle horizontal [c, d], i.e. pour tout x ∈ [−X,X ]
et tout z ∈ [c, d] on a :
f(x, z, ε) =
∑
αk∈Adm
exp
(
i
ε
∫ z
z0
κ|αk(s)ds
)
(nk(z, z0)Φ|αk(x, z) + o(1)).
Alors il existe C ∈ (0,∞) tel que pour tout ε ∈ (0, ε0) et pour haque z ∈ R on a
‖f‖L∞([a(z,ε),b(z,ε)],ρ(.,z,ε)) ≤ C.
Ii a(z, ε) = c−z
ε
, b(z, ε) = d−z
ε
et ρ(x, z, ε) = 1
ε
∫ ℜz+εx
z0
γ0(s)ds.
De plus, on a l'estimation suivante pour f :
1
C
exp
(
−2π
ε
min
αk
min
s∈[ℜz+εx,z+εx]
ℜκ|αk(s)ℑz
)
≤
≤ |f(x, z, ε)e−ρ(x,z,ε)| ≤
≤ C exp
(
−2π
ε
min
αk
min
s∈[ℜz+εx,z+εx]
ℜκ|αk(s)ℑz
)
. (4.2.12)
Démonstration du Lemme 2.8. La ondition de ohérene permet d'érire f(x, z, ε) = f(s, z+
kε, ε) ave s := {x} = x− [x] ∈ [0, 1] et k := [x] ∈ Z. On exprime f à l'aide de omposantes
standards :
|f(x, z, ε)| = |f(s, z + kε, ε)| =∣∣∣∣∣ ∑
αm∈Adm
exp
(
i
ε
∫ z+kε
z0
κ|αm(s)ds
)
(nk(z + kε, z0)Φ|αm(s, z + kε) + o(1))
∣∣∣∣∣ . (4.2.13)
Il existe une onstante nie C1 indépendante de z, ε, x, m telle que :
1
C1
≤ max
x∈[a(z,ε),b(z,ε)],αm∈Adm
|nk(z + kε, z0)Φ|αm(s, z + kε) + o(1)| ≤ C1.
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D'où on estime :
|f(x, z, ε)| ≤ C1
∑
αm∈Adm
exp
(
−1
ε
ℑ
∫ z+kε
z0
κ|αm(s)ds
)
= C1
∑
αm∈Adm
exp
(
−1
ε
∫ ℜz+kε
z0
ℑκ|αm(s)ds−
1
ε
∫ z+kε
ℜz+kε
ℜκ|αm(s)ds
)
≤ C2 exp
(
1
ε
∫ ℜz+kε
z0
γ0(s)ds− 1
ε
min
αm∈Adm
( min
s∈[ℜz+kε,z+kε]
ℜκ|αm(s))ℑz
)
. (4.2.14)
Ainsi on a démontré le Lemme 2.8 ar ρ(x, z, ε) = 1
ε
∫ ℜz+xε
z0
γ0(s)ds =
1
ε
∫ ℜz+kε
z0
γ0(s)ds +
O(1).
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Chapitre V
Exposant de Lyapounov pour α > 12 par
les approximations quasi-périodiques
Dans e hapitre, on étudie l'asymptotique de la matrie de transfert (voir la Dénition 13,
page 10) pour l'équation :
−Ψ′′(x, E) + [V (x) +W (xα)]Ψ(x, E) = EΨ(x, E). (SlOs)
Pour les énergies situées dans le spetre absolument ontinu de Hθ, on démontre que sur des
grands intervalles la matrie de transfert pour (SlOs) est bien approhée par la transposée
d'une matrie de monodromie (voir Dénition 27, page 16) pour l'équation quasi-périodique
adiabatique :
− Φ(x, z, E, ε) + [V (x) +W (εx+ z)]Φ(x, z, E, ε) = EΦ(x, z, E, ε). (AdiabQP)
On démontre le Théorème 38 de l'Introdution qui porte sur les approximations des matries de
transfert par un onjugué du oyle matriiel, formé des produits de transposées de matries
de monodromie pour (AdiabQP). Comme orollaire de ette approximation, on démontre que
l'exposant de Lyapounov existe et est nul sur tout le spetre absolument ontinu.
Pour les énergies situées dans le spetre singulier de Hθ, on redémontre la formule :
∀E ∈ σs(Hθ)\G∞(K), γ(E) = 1
2π
∫ 2π
0
γ0(E −W (s))ds.
On démontre que la dimension de Hausdor logarithmique (voir la Dénition 2.3) de G∞(K)
vérie (voir la Proposition 40 de l'Introdution) :
lndim(G∞(K)) ≤ 1
1− α. (5.0.1)
La Proposition 40 et la Remarque 4.10 fournissent une desription plus préise de l'ensemble
résonant que l'ensemble D∞ obtenu par les approximations périodiques (voir la Proposition 18
du Chapitre II).
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1 Hypothèses et struture du travail
Dans e hapitre on travaille sous les hypothèses :
(V) Le potentiel V vérie les hypothèses (HVP) et (HVR), i.e. V est à valeurs réelles,
appartient à L2,loc et V (x+ 1) = V (x).
(W) Le potentiel W vérie les hypothèses (HWA), (HWC) et (HWP), i.e. W est ana-
lytique réel, non onstant et W (z + 2π) =W (z).
(α) L'exposant α ∈ (1
2
, 1).
La struture de e hapitre est la suivante :
1. On ommene par déouper R en intervalles, disons (In)n∈N. Sur haque intervalle In,
on approxime l'équation (SlOs) par une équation :
−Φ(x, E, zn; εn)+[V (x)+W (εnx+zn)]Φ(x, E, zn; εn) = EΦ(x, E, zn; εn) (AdiabQPn)
ave les paramètres zn et εn bien hoisis.
2. On remarque que haque équation (AdiabQPn) est un membre d'une famille d'équations
(AdiabQP) ave des paramètres ε et z. On utilise les solutions ohérentes de (AdiabQP)
ave z = zn et ε = εn pour approher les solutions de (SlOs) sur les intervalles In.
3. Sur haque intervalle In, on onstruit une base de solutions {Ψn,Ψ∗n} de (SlOs) prohe
d'une base ohérente {f, f ∗} de solutions de (AdiabQP). On alule l'asymptotique de
ette base sur In et l'asymptotique de la matrie de transfert de (SlOs) sur In.
4. En passant à la limite quand n tend vers l'inni dans le produit de matries de transfert
sur des intervalles In, on alule l'exposant de Lyapounov γ(E) pour l'équation (SlOs)
pour presque tout E et on estime l'ensemble résonnant où on ignore l'existene de
l'exposant de Lyapounov.
1.1 Intervalles In et approximation du potentiel W (x
α)
Notre but est de démontrer que les matries de transfert pour l'équation (SlOs) assoiée à
l'opérateur H = − d
2
dx2
+V (x)+W (xα) sont bien approhées par les matries de monodromie
pour l'équation quasi-périodique (AdiabQP). On utilise une linéarisation loale de la fontion
xα. On représente R omme une suite d'intervalles onséutifs (In)n tels que, sur haque In,
la fontion xα est  bien approhée  par une fontion linéaire εnx + zn de faible pente. La
ondition de  bonne approximation  dénit le hoix des paramètres εn et zn. On dit que
l'approximation est bonne si pour n grand on a :
|In| sup
x∈In
|W (xα)−W (εnx+ zn)| → 0 quand n→ +∞ (BonneAp)
Lorsque α ∈ (1
2
, 1
)
, il est possible de hoisir les intervalles In, les paramètres zn et εn tels
que sur In la fontion x
α
parourt un intervalle de longueur 2π ('est-à-dire une période de la
fontion W ) et que (BonneAp) soit satisfait.
La onstrution de l'approximation se fait en trois étapes.
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1.1.1 Première étape : hoix du paramètre z0
Pour µ > 0 petit xé, on hoisit z0 ∈ [0, 2π) tel que (E−W (z0)) ∈
⋃
m∈N
[E2m−1+µ,E2m−µ],
i.e. E −W (z0) est dans l'intérieur du spetre de l'opérateur périodique H0 = − d2dx2 + V (x).
1.1.2 Deuxième étape : hoix des intervalles In
On dénit des suites de points {yn(z0)}n∈N, yn ∈ R, et {xn(z0)}n∈N, xn ∈ N, paramétrées
par z0 :
yn = yn(z0) := (z0 + 2πn)
1
α , xn = xn(z0) := [yn(z0)], (5.1.1)
où [ ] désigne la partie entière d'un nombre réel. On pose :
In = In(z0) := [xn(z0), xn+1(z0)] (5.1.2)
La longueur de In vérie l'estimation |In| = O(n 1α−1). En partiulier, |In| tend vers l'inni
quand n tend vers l'inni ar 1
α
− 1 > 0 pour α ∈ (1
2
, 1).
1.1.3 Troisième étape : hoix des paramètres εn et zn
On dénit les suites de petits paramètres {εn(z0)}n∈N et de paramètres de déalage {zn(z0)}n∈N :
εn = εn(z0) :=
2π
yn+1(z0)− yn(z0) , zn = zn(z0) := y
α
n(z0)− εn(z0)yn(z0) (5.1.3)
Les paramètres εn vérient l'estimation εn = O(n
1− 1
α ). En partiulier, εn tend vers zéro quand
n tend vers l'inni. Les paramètres hoisis satisfont des égalités
yαn = 2πn+ z0 = εnyn + zn et y
α
n+1 = 2π(n+ 1) + z0 = εnyn+1 + zn.
Pour haque n, εn(z0) et zn(z0) vérient :
[εnxn + zn, εnxn+1 + zn] ⊂ [z0 + 2πn+O(εn), z0 + 2π(n+ 1) +O(εn)].
Pour x ∈ In, on introduit la fontion-esalier Zn :{
x 7→ Zn(x) := εn[x] + zn − 2πn
In 7→ [z0 +O(εn), z0 + 2π +O(εn)]
(ftZn)
1.1.4 Justiation du hoix des paramètres
On alule l'erreur faite utilisant l'approximation linéaire sur l'intervalle In :
∆Wn(x) :=W (x
α)−W (εnx+ zn).
Un alul élémentaire montre qu'il existe C > 0 indépendant de n tel que :
sup
x∈In
|∆Wn(x)| ≤ C 1
n
. (5.1.4)
Ainsi, sur l'intervalle In, l'équation (SlOs) est prohe de l'équation (AdiabQPn), i.e. de
(AdiabQP) ave z = zn et ε = εn.
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2 Constrution des solutions de (SlOs) sur les intervalles
In par la méthode de la résolvante approhée
Dans ette setion on dérit la méthode de la résolvante approhée et on rappelle les
estimations pour les solutions de (AdiabQP). Par la suite, pour des énergies diérentes, on
utilise ette méthode pour onstruire un ouple de solutions de (SlOs) prohe d'une base
ohérente de solutions de (AdiabQP).
2.1 Desription de la méthode de la résolvante approhée
Considérons les opérateurs diérentiels assoiés aux équations (AdiabQP) et (SlOs) re-
spetivement :
Hz,ε = − d
2
dx2
+ V (x) +W (εx+ z) et H = − d
2
dx2
+ V (x) +W (xα).
Représentons pour x ∈ In
H = Hzn,εn +∆Wn(x) ave ∆Wn(x) :=W (x
α)−W (εnx+ zn).
Sur haque In, on érit l'équation (H − E)Ψ = 0 omme une équation non homogène :
(Hzn,εn − E)Ψn = ∆Wn(x)Ψn,
on obtient ainsi une famille d'équations paramétrée par n.
On onsidère une suite de poids {γn}n ave γn : In → R. On dit qu'une suite de fontions
{fn}n, fn : In → C, appartient à l∞(L∞(In, γn)) si
‖{fn}n‖l∞(L∞(In,γn)) := sup
n
sup
x∈In
(|fn(x)|e−γn(x)) <∞.
On onsidère une famille de fontions {fn}n ∈ l∞(L∞(In, γn)) ave des poids γn bien
hoisis. Pour haque n, on herhe une solution de l'équation non homogène
(Hzn,εn −E)Ψn = fn, ∀ x ∈ In (5.2.1)
pour que la suite {Ψn}n soit dans l∞(L∞(In, γn)). Supposons que, pour haque n, {(Hzn,εn −
E)−1fn} ∈ l∞(L∞(In, γn)). Soit Φn(x, E, zn, εn) une solution de l'équation homogène (Hzn,εn−
E)Φn(x, E, zn, εn) = 0, alors la fontion
Ψn = (Hzn,εn −E)−1fn + Φn
est une solution de l'équation (5.2.1) sur In. Ainsi, sur haque In, on passe à la forme intégrale
de l'équation (SlOs).
À partir d'une solution Φn de l'équation (AdiabQP) sur In ave z = zn, on onstruit une
solution Ψn(x, E) de (SlOs) prohe de Φn sur un intervalle In en onstruisant une solution
de l'équation intégrale sur In :
Ψn = −(Hzn,εn − E)−1∆Wn(x)Ψn + Φn.
On peut rérire :
Φn = (I + (Hzn,εn − E)−1∆Wn(x))Ψn.
Si les onditions suivantes sont satisfaites :
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 la famille {Φn} de solutions des problèmes homogènes (Hzn,εn −E)Φn = 0 appartient à
l∞(L∞(In, γn))
 (I + (Hzn,εn −E)−1∆Wn(.))−1 existe sur In pour haque n
 {(I + (Hzn,εn − E)−1∆Wn(.))−1}n est borné de l∞(L∞(In, γn)) dans lui-même
alors la suite {Ψn}n :
Ψn = (I + (Hzn,εn − E)−1∆Wn(x))−1Φn (5.2.2)
est dans l∞(L∞(In, γn)).
2.1.1 Familles de solutions de (AdiabQP) au poids exponentiel
On ommene par dénir une lasse de fontions adaptée pour dérire les solutions o-
hérentes de (AdiabQP). On va travailler dans ette lasse pour estimer la résolvante approhée.
Dénition 2.1. On xe ε0 > 0. On se donne une famille d'intervalles {I(ε)}ε∈(0,ε0), I(ε) ⊂
R et |I(ε)| → ∞ quand ε tend vers zéro, et une famille {γ(ε)}ε de poids, γ(ε) : I(ε) →
R. On dit qu'une famille {fε} de fontions fε : I(ε) → C paramétrée par ε appartient à
L∞(L∞(I(ε), γ(ε))) si :
‖{fε}‖L∞(L∞(I(ε),γ(ε))) := sup
ε∈(0,ε0)
sup
x∈I(ε)
|(fε(x)|e−γ(x,ε)) <∞.
Lemme 2.2. On xe z˜ un point régulier dans la bande SY , et ε0 > 0. Soit Φ(x, z, E, ε) une
solution ohérente de (AdiabQP) qui a, pour tout ε < ε0, un CAS
1
dans un voisinage onstant
de l'intervalle horizontal [z˜+a, z˜+ b], a, b ∈ R. Plus préisément, il existe X > 1 tel que pour
tout x ∈ [−X,X ] et z ∈ [z˜ + a, z˜ + b] on ait :
Φ(x, z, E, ε) = exp
(
i
ε
∫ z˜+εx
z0
κ(s)ds
)
(Φ0+(x, z, z0) + o(1)),
Φ′(x, z, E, ε) = exp
(
i
ε
∫ z˜+εx
z0
κ(s)ds
)
((Φ0+)
′(x, z, z0) + o(1)). (5.2.3)
Alors on a
sup
ε∈(0,ε0)
‖Φ(., z˜, E, ε)‖L∞(I(ε),γ(ε)) ≤ C <∞,
où I(ε) :=
[
a
ε
, b
ε
]
et γ(ε) := −1
ε
ℑ ∫ z˜+εx
z0
κ(s)ds, i.e {Φε} := {Φ(., z˜, E, ε)} ∈ L∞(L∞(I(ε), γ(ε))).
Il en est de même pour sa dérivée Φ′(., z˜, E, ε).
Démonstration. A l'aide de la ondition de ohérene, on exprime le omportement en x en
termes du omportement en z. Φ(x, z˜, E, ε) est une solution ohérente, don on a :
Φ(x, z˜, E, ε) = Φ({x}, z˜ + ε[x], E, ε).
On note s = {x} := x − [x] ∈ [0, 1) et z[x] = z˜ + ε[x]. Pour tout x ∈ I(ε) := [a
ε
, b
ε
]
, on a
z[x] ∈ [z˜ + a, z˜ + b].
1. voir la page 56
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Pour s ∈ [−X,X ] ave X = 1, on utilise le CAS de Φ(s, z, E, ε) au voisinage de [z˜+a, z˜+b]
et les estimations (5.2.3) pour obtenir pour tout x ∈ I(ε) :
Φ(x, z˜, E, ε) = exp
(
i
ε
∫ z[x]
z0
κ(s)ds
)
(Φ0+(s, z[x], E, z0) + o(1)),
Φ′(x, z˜, E, ε) = exp
(
i
ε
∫ z[x]
z0
κ(s)ds
)
((Φ0+)
′(s, z[x], E, z0) + o(1)). (5.2.4)
La solution de Bloh Φ0+ et sa dérivée en x sont bornées, i.e. il existe C > 0, indépendant de
ε, tel que :
sup
s∈[0,1),z∈[z˜+a,z˜+b]
|Φ0+(s, z, E)|+ sup
s∈[0,1),z∈[z˜+a,z˜+b]
|(Φ0+)′(s, z, E)| ≤ C. (5.2.5)
Puis z[x] = z˜ + εx− εs, d'où
ℜ
(
i
ε
∫ z[x]
z0
κ(s)ds
)
= −ℑ
(
1
ε
∫ z˜+εx
z0
κ(s)ds
)
+O(1). (5.2.6)
On réunit (5.2.4),(5.2.5) et (5.2.6) pour onlure la preuve du lemme par l'estimation suivante.
Il existe une onstante C > 0 telle que pour tout ε ∈ (0, ε0) et tout x ∈ I(ε) on a :
|Φ(x, z˜, E, ε)|+ |Φ′(x, z˜, E, ε)| ≤ Ce− 1εℑ
∫ z˜+εx
z0
κ(s)ds
(5.2.7)
On ahève la démonstration en utilisant la dénition de ‖{fε}‖L∞(L∞(I,γ)) := sup
ε∈(0,ε0)
sup
x∈I
(|f(x)|e−γ(x))
ave I = I(ε) et γ(x, ε) := −1
ε
ℑ ∫ z˜+εx
z0
κ(s)ds.
Remarque 2.3. Sous les hypothèses du Lemme 2.2, on a même la minoration suivante. Il
existe c > 0 tel que pour tout x ∈ I on a :
|Φ(x, z˜, E, ε)|+ |Φ′(x, z˜, E, ε)| ≥ ce− 1εℑ
∫ z˜+εx
z0
κ(s)ds
ar inf
s∈[0,1),z∈[z˜+a,z˜+b]
(|Φ0+(s, z, E)|+ |(Φ0+)′(s, z, E)|) > c > 0.
3 Énergies E dans σac(Hθ)
Par le Théorème 2 de l'Introdution, on sait que E est dans le spetre absolument ontinu
de Hθ = − d2dx2 +[V (x)+W (xα)] si et seulement si E vérie (E−W (R)) ⊂ σ(H0), i.e. il existe
un entier naturel m tel que E −W (R) ⊂ (E2m−1, E2m). Les énergies situées dans le spetre
absolument ontinu de Hθ vérient l'hypothèse (HEAbs), page 93. Dans ette setion, on
onstruit à l'aide de la méthode de la résolvante approhée des solutions de (SlOs) prohes
sur l'intervalle In de solutions ohérentes de (AdiabQP) ave z = zn et ε = εn.
Sous l'hypothèse (HEAbs), dans [FK05℄ A. Fedotov et F. Klopp ont onstruit des solutions
de (AdiabQP) qui ont un CAS. On rappelle leurs résultats (aux notations près) :
3. Énergies E dans σac(Hθ) 109
Théorème 3.1 (Théorème 1.4 de [FK05℄). Pour tout E vériant l'hypothèse (HEAbs) et
pour haque ouple de réels xé z1 et z2 (z1 < z2), il existe un nombre réel Y
′ < Y et une base
ohérente {Φ+,Φ−}(x, z, E; ε) de solutions de (AdiabQP) qui ont un CAS dans le retangle
R = {z ∈ C | ℜz ∈ (z1, z2) |ℑz| < Y ′} :
Φ±(x, z, E; ε) ∼ exp
(
± i
ε
∫ z
z0
κJ(s)ds
)
Φ0±(x, E(z), E(z0)) z0 ∈ R. (5.3.1)
Ii, κJ est la détermination du moment omplexe analytique dans SY et telle que ∀z ∈
R, κJ(z) ∈ (0, π).
De plus, la matrie de monodromie assoiée admet une asymptotique :
M(z, E; ε) =
 exp( iΦ(E)ε +OE(1)) 0
0 exp
(
− iΦ(E)
ε
+OE(1)
)  + o(ce−S+2π|ℑz|ε )
ave
 Φ(E) =
∫ z+2π
z
κJ(s)ds,
 S > 0 une onstante qui dépend de Y ′,
 OE(1) une fontion de E, qui dépend de ε, mais pas de z.
Remarque 3.2.  Φ(E) ∈ R puisque pour tout z ∈ R, κJ(z) ∈ (0, π).
 Soit k0(E) la densité d'états intégrée pour l'opérateur périodique H0, on a
Φ(E) = σπ
∫ 2π
0
k0(E −W (z))dz − (2π)2m
où σ ∈ {−,+} et m ∈ Z sont l'indie et la signature de κJ en termes de la détermination
prinipale κp.
A partir d'ii, on note Φ± les solutions données par le Théorème 3.1 qui orrespondent au
hoix z1 = z0 et z2 = z0 + 2π et on note f±,n := T
−n
2π Φ±.
Remarque 3.3. Grâe à la ondition de ohérene, on vérie que pour tout n les solutions
f±,n sont bornées sur In ar :
sup
x∈In
|f±,n(x)| = sup
s∈[0,1]
sup
z∈[z0,z0+2π]
|Φ±(s, z, εn)|.
Par onséquent f±,n(., z, εn) ∈ L∞(In).
3.1 Asymptotique des solutions de (SlOs) sur In
Sous l'hypothèse (HEAbs) page 93, on peut utiliser la méthode de la résolvante approhée
an d'obtenir l'asymptotique des solutions de (SlOs) :
Lemme 3.4. Pour tout z0 ∈ [0, 2π), on dénit In, εn et zn par (5.1.2) et (5.1.3) respetive-
ment. Il existe n0 ∈ N tel que pour tout n > n0 on peut onstruire une base {Ψ+,n(z0),Ψ−,n(z0)}
de solutions de (SlOs) vériant pour tout x ∈ In(z0) :
Ψ±,n(x, E; z0) = exp
(
± i
εn
∫ Zn(x)
z0
κ(s)ds
)
(Φ0±({x}, E −W (Zn(x)), E −W (z0)) + o(1))
(5.3.2)
où
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 Φ0±(x, E,E0) sont les solutions de Bloh anoniques normalisées en E0,
 κ est la détermination analytique du moment omplexe telle que κ(z0) ∈ (0, π),
 Zn est dénie dans (ftZn) page 105.
De plus, ette asymptotique est diérentiable une fois en x.
Remarque 3.5. Le Lemme 3.4 implique que toutes les solutions de (SlOs) sont bornées
sur les intervalles In : pour toute solution Ψ de (SlOs), il existe une onstante C > 0,
indépendante de n, telle que sup
x∈In
(|Ψ(x, E)|+ |Ψ′(x, E)|) ≤ C.
Démonstration du Lemme 3.4. Comme f±,n(x, zn, E; εn) sont dans L∞(In), on peut appli-
quer le Lemme 4.2 utilisant le fait que f±,n(x, z, E; εn) ont un CAS dans le voisinage de
[z0 + 2πn, z0 + 2π(n+ 1)]. Ainsi on obtient l'estimation ‖R‖L∞(In)→L∞(In) = O(n
1
α
−2) et, par
onséquent :
Ψ±,n(x, E) = f±,n(x, zn, E; εn) +O(n
1
α
−2),
où O(n
1
α
−2) est en norme sup sur In. Les solutions f±,n ont l'asymptotique :
f±,n(x, z, E; ε) = exp
(
± i
εn
∫ Zn(x)
z0
κ(s)ds
)
(Φ0±(x, E −W (Zn(x)), E −W (z0)) + o(1)).
On a démontré ainsi le premier point du lemme.
Pour obtenir le résultat sur la dérivée, il sut d'estimer de même ‖R′‖L∞(In)→L∞(In) =
O(n
1
α
−2). D'où :
Ψ′±,n(x, E) = f
′
±,n(x, zn, E; εn) +O(n
1
α
−2).
On met dans ette formule les asymptotiques des f ′±,n pour onlure la preuve.
3.2 Matrie de transfert sur In
Grâe au Lemme 3.4, on ontrle l'asymptotique de la matrie de transfert T (xn+1, xn, E)
de (SlOs) :
Lemme 3.6. Les matries de transfert pour l'équation (SlOs) admettent l'asymptotique suiv-
ante quand n→∞ :
T (xn+1, xn, E) = (Φ
0+o(1))
 exp ( iε ∫ z0+2π+bnz0+an κ(s)ds) 0
0 exp
(
− i
ε
∫ z0+2π+bn
z0+an
κ(s)ds
)  (Φ0+o(1))−1
(5.3.3)
ave
 an = Zn(xn)− z0 ∈ (−εn, 0],
 bn = Zn(xn+1)− (z0 + 2π) ∈ (−εn, 0],
 Φ
0 = Φ0(0, E−W (z0)) =
(
Φ0+ (Φ
0
+)
′
Φ0− (Φ
0
−)
′
)
(0, E−W (z0)) où Φ0±(x, E) sont les solutions
de Bloh ave l'énergie E.
Démonstration. On alule T (xn+1, xn, E) à l'aide de la base de solutions {Ψn,+,Ψn,−} on-
struite dans le Lemme 3.4 par la formule :
T (xn+1, xn, E) =
(
Ψn,+ Ψn,−
Ψn,+ Ψ
′
n,−
)
(xn+1, E)
(
Ψn,+ Ψn,−
Ψ′n,+ Ψ
′
n,−
)−1
(xn, E).
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On a
Ψ±,n(x, E) = exp
(
± i
εn
∫ Zn(x)
z0
κ(s)ds
)
(Φ0±({x}, E −W (Zn(x)), E(z0)) + o(1)).
Comme Zn(xn) = z0+ an ave an = O(εn) et Zn(xn+1) = z0+2π+ bn ave bn = O(εn), on a :
Φ0±(0, E(Zn(xn)), E(z0)) = Φ0±(0, E(z0), E(z0)) +O(εn),
Φ0±(0, E(Zn(xn+1)), E(z0)) = Φ0±(0, E(z0), E(z0)) +O(εn).
D'où :
T (xn+1, xn, E) = (Φ
0(0, E −W (z0)) + o(1)) exp ( iεn ∫ z0+2π+bnz0+an κ(s)ds) 0
0 exp
(
− i
εn
∫ z0+2π+bn
z0+an
κ(s)ds
)  (Φ0(0, E −W (z0)) + o(1))−1,
ave Φ
0(0, E) déni dans l'énoné du lemme. Cei ahève la preuve du lemme.
Lemme 3.7. On a la relation suivante entre la matrie de transfert pour (SlOs) et la matrie
de monodromie M(z, E, ε) assoiée à la base ohérente Φ±(x, z, E, ε) (du Théorème 3.1) de
solutions de (AdiabQP) :
T (xn+1, xn, E) = (Φ
0(0, E−W (z0))+o(1))M(Zn(xn+1)−2π, E, εn)(Φ0(0, E−W (z0))+o(1))−1.
Remarque 3.8. L'asymptotique quand n→∞ de M(Zn(xn+1)− 2π, E, εn) est donnée dans
le Théorème 3.1.
Démonstration. On utilise la relation entre Ψn,±(xn, E), Ψn,±(xn+1, E) et f±,n(0, zn + εnxn),
f±,n(0, zn + εnxn+1), établie dans la démonstration du Lemme 3.4. Les matries de transfert
pour (AdiabQP) sont liées aux matries de monodromie pour ette équation :
Tn(xn+1, xn, zn, E; ε) = (Φ
0(0, E −W (z0)) + o(1))
M tn(Zn(xn+1) + 2π(n− 1), E; εn)(Φ0(0, E −W (z0)) + o(1))−1.
Par dénition des solutions f±,n, la matrie de monodromie assoiée Mn s'exprime en terme
de la matrie de monodromie M assoiée à la base ohérente {Φ+,Φ−} omme :
Mn(z, E; εn) = M(z − 2πn,E; εn).
D'où on obtient l'expression de l'asymptotique de la matrie de transfert pour (SlOs) en
termes de la matrie de monodromie M pour (AdiabQP) :
T (xn+1, xn, E) = (Φ
0(0, E −W (z0)) + o(1))
M t(Zn(xn+1)− 2π, E; εn)(Φ0(0, E −W (z0)) + o(1))−1.
Cei démontre le Lemme 3.7.
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3.3 Exposant de Lyapounov
Pour aluler l'exposant de Lyapounov pour (SlOs), il est pratique d'en utiliser une
dénition alternative.On onsidère une suite de points {xk}k∈N ⊂ R+. Supposons que la suite
{xk}k∈N vérie :
lim
k→+∞
xk = +∞ et lim
k→∞
xk+1 − xk
xk
= 0
Alors l'exposant de Lyapounov pour le problème (SlOs) est égal à la limite suivante :
γ(E) = lim
k→+∞
ln ‖T (xk, 0, E)‖
xk
. (5.3.4)
Le lemme suivant est utile dans les aluls.
Lemme 3.9 (Exerie 70 sur la page 30 de [PS78℄). Si deux suites réelles an and bn vérient
les onditions :
 bn > 0,
 lim
N→+∞
N∑
n=0
bn = +∞,
 il existe une limite nie lim
n→+∞
an
bn
= γ ≥ 0
alors la limite lim
N→+∞
N∑
n=0
an
N∑
n=0
bn
existe et elle est égale à γ.
Le Lemme 3.6 dérivant l'asymptotique des matries de transfert pour (SlOs) implique :
Corollaire 3.10. Pour tout E vériant (HEAbs), l'exposant de Lyapounov est nul.
γ(E) = 0.
Démonstration du Corollaire 3.10. Comme les matries de transfert appartiennent à SL2(C),
il sut de majorer la norme du produit (ar la positivité de γ(E) est automatique).
On majore : ∥∥∥∥∥
N∏
n=n0
T (xn, xn+1, E)
∥∥∥∥∥ ≤
N∏
n=n0
‖T (xn, xn+1, E)‖.
Le Lemme 3.6 implique qu'il existe une onstante nie C > 1 indépendante de n telle que :
‖T (xn, xn+1, E)‖ ≤ ‖Tn(xn+1, xn, zn, E; εn) + T˜n‖ ≤ C +O(n 1α−2) ≤ 2C
Le logarithme s'estime :
0 ≤ ln
∥∥∥∥∥
N∏
n=n0
T (xn, xn+1, E)
∥∥∥∥∥ ≤ 2C(N − n0).
On applique le Lemme 3.9 et l'estimation xn+1 − xn = O(n 1α−1) pour onlure :
γ(E) = lim
n→+∞
ln
∥∥∥∏Nn=n0 T (xn, xn+1, E)∥∥∥
xN
= 0.
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4 Énergies E dans le spetre singulier de Hθ
Par le Théorème 3 de l'Introdution, on sait que les énergies E vériant (E −W (R)) ∩
σ(H0) 6= ∅ et (E−W (R))∩(R\σ(H0)) 6= ∅ sont dans le spetre singulier de Hθ = − d2dx2+V (x)+
W (xα). On étudie les solutions et les matries de transfert de (SlOs) pour es énergies. On
ommene par obtenir une estimation importante pour la méthode de la résolvante approhée.
4.1 Estimation de la résolvante dans un domaine de renontre
Soit Dg (resp. Dh) le diagramme de prolongement d'une solution ohérente g (resp. h)
de l'équation (AdiabQP). Soit [c, d] ⊂ Dg ∩ Dh un intervalle indépendant de ε et tel qu'au
voisinage de [c, d] on ait :
ℑκg(z) < 0 et ℑκh(z) > 0. (5.4.1)
Soit I(ε) := [a, b] un intervalle réel, a = a(ε) et b = b(ε), tel que
[z + εa(ε), z + εb(ε)] ⊂ [c, d].
On dénit le noyau de la résolvante de Hz,ε sur I(ε) omme suit :
R(x, y, z, ε) =
1
w[g, h](z, ε)
(g(x, z, ε)h(y, z, ε)χ{x<y} − h(x, z, ε)g(y, z, ε)χ{x≥y}). (5.4.2)
On onsidère l'opérateur Rε d'intégration ontre le noyau R(x, y, z, ε) sur l'intervalle I(ε)
(Rεf)(x, z, ε) :=
∫ b(ε)
a(ε)
R(x, y, z, ε)f(y, z)dy. (5.4.3)
Lemme 4.1. Il existe une onstante C > 0 indépendante de ε telle que
|(Rεf)(x, z, ε)| ≤ C
∫ b(ε)
a(ε)
exp
(
−1
ε
∣∣∣∣ℑ ∫ z+εy
z+εx
κg(s)ds
∣∣∣∣) |f(y, z)|dy.
Démonstration. On ommene par l'estimation de w[g, h](z, ε). La ondition (5.4.1) implique
que [c, d] fait partie d'un domaine de renontre 2 D de solutions g et h. Cei permet d'utiliser
la formule asymptotique (Wrons) page 65 pour le wronskien w[g, h](z, ε) de g et h :
w[g, h](z, ε) = −wm(ε) exp
(
2πim(g, h)
ε
(z − zh)
)
(1 + o(1)), ∀z ∈ [c, d]
ave m = m(g, h,D) qui vient de la formule κg(z) = −κh(z)+2πm(g, h). Le m-ème oeient
de Fourier wm de w[g, h] est donné par :
wm(ε) = A(g, h;D) exp
(
i
ε
∫ zh
zg
κg(s)ds
)
w[Φ0h,Φ
0
h∗ ](zh)
2. Voir la Dénition 1.23 page 64.
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ave A(g, h;D) une fontion analytique d'énergie telle que |A(g, h;D)| = 1.
Pour zh tel que E(zh) ∈ Σ, i.e. tel que dist(E(zh), Em) est positive pour tous les bords Em de
zones spetrales de H0, on a w[Φ
0
h,Φ
0
h∗ ](zh) ≥ c > 0. Par onséquent, w[g, h](z, ε) est minorée :
|w[g, h](z, ε)| ≥ c
∣∣∣∣∣exp
(
i
ε
∫ zh
zg
κg(s)ds +
2πim
ε
(z − zh)
)∣∣∣∣∣ (5.4.4)
On note Lε := w[g, h](z, ε)(Rεf)(x, z, ε). Supposons que [z + εa(ε), z + εb(ε)] ⊂ [c, d]. On
applique l'estimation (5.2.7) à g et à h pour obtenir :
|Lε| ≤ Cg Ch
∫ b(ε)
a(ε)
exp
(
−1
ε
ℑ
∫ z+εx
zg
κg(s)ds− 1
ε
ℑ
∫ z+εy
zh
κh(s)ds
)
χ{x<y}f(y, z)dy
+ Cg Ch
∫ b(ε)
a(ε)
exp
(
−1
ε
ℑ
∫ z+εy
zg
κg(s)ds− 1
ε
ℑ
∫ z+εx
zh
κh(s)ds
)
χ{x>y}|f(y, z)|dy
On utilise la relation κh(z) = −κg(z) + 2πm(g, h) qui relie κg et κh dans D pour obtenir∫ z
zh
κh(s)ds =
∫ zh
zg
κg(s)ds−
∫ z
zg
κg(s)ds+
2πim
ε
(z − zh).
D'où
|g(x, z, ε)h(y, z, ε)| ≤ CgCh exp
(
−1
ε
ℑ
∫ zh
zg
κg(s)ds+
1
ε
ℑ
∫ z+εy
z+εx
κg(s)ds− 2πm(g, h)
ε
ℑz
)
.
Cei implique :
|Lε| ≤ CgCh exp
(
−1
ε
ℑ
∫ zh
zg
κg(s)ds− 2πm(g, h)
ε
(ℑz)
)
∫ b(ε)
a(ε)
(
exp
(
1
ε
ℑ
∫ z+εy
z+εx
κg(s)ds
)
χ{x<y} + exp
(
1
ε
ℑ
∫ z+εx
z+εy
κg(s)ds
)
χ{x≥y}
)
|f(y, z)|dy ≤
≤ CgCh exp
(
−1
ε
ℑ
∫ zh
zg
κg(s)ds− 2πm(g, h)
ε
(ℑz)
)∫ b(ε)
a(ε)
exp
(
−1
ε
∣∣∣∣ℑ ∫ z+εy
z+εx
κg(s)ds
∣∣∣∣) |f(y, z)|dy
(5.4.5)
On pose C := 2CgChc
−1
. Grâe aux estimations (5.4.4) et (5.4.5), on obtient l'estimation
de la résolvante Rε :
|(Rεf)(x, z, ε)| ≤ C
∫ b(ε)
a(ε)
exp
(
−1
ε
∣∣∣∣ℑ ∫ z+εy
z+εx
κg(s)ds
∣∣∣∣) |f(y, z)|dy
Lemme 4.2. Soit ε0 > 0. Soient f, g, h trois solutions qui ont pour tout ε < ε0 un CAS au
voisinage de [c, d]. Soit I(ε) := [a(ε), b(ε)] un intervalle réel vériant [z + εa(ε), z + εb(ε)] ⊂
[c, d]. Supposons que ℑκg < 0 et ℑκh > 0 sur [c, d]. Alors la résolvante Rε dénie par les
formules (5.4.2) et (5.4.3) vérie l'estimation :
‖Rε‖L∞(I(ε),γ(ε))→L∞(I(ε),γf (ε)) = O(b(ε)− a(ε)),
où γf(ε) := −1εℑ
∫ z+εx
zf
κf (s)ds.
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Démonstration. Supposons que f(x, z, E, ε) soit une solution ohérente de (AdiabQP) qui
vérie un CAS au voisinage de [c, d]. Par le Lemme 2.2, pour tout intervalle réel I(ε) :=
[a(ε), b(ε)] tel que [z + εa(ε), z + εb(ε)] ⊂ [c, d] on a
sup
ε∈(0,ε0)
‖f(., z, ε)‖L∞(I(ε),γf (ε) <∞, γf(x, ε) := −
1
ε
ℑ
∫ z+εx
zf
κf (s)ds),
i.e. on a l'estimation (5.2.7) :
|f(y, z, ε)| ≤ Cf exp
(
−1
ε
ℑ
∫ z+εy
zf
κf (s)ds
)
.
Sur [c, d], la détermination du moment omplexe κf est liée à κh par la relation :
κg(z) = σ(f, g)κf(z) + 2πm(f, g) ∀z ∈ [c, d].
Don
ℑ
∫ z+εy
z+εx
κg(s)ds = σ(f, g)ℑ
∫ z+εy
z+εx
κf(s)ds.
Considérons le as σ(f, g) = 1, puis le as σ(f, g) = −1 :
 Si σ(f, g) = 1 alors on a :
|(Rf)(x, z, ε)| ≤ C exp
(
−2πm(f, g)
ε
ℑz
)
|b− a|
exp
(
−1
ε
ℑ
∫ z+εx
zf
κf(s)ds
)(
1 + sup
y∈[a,x]
exp
(
2
ε
ℑ
∫ z+εx
z+εy
κf(s)ds
))
 Si σ(f, g) = −1 alors on a :
|(Rεf)(x, z, ε)| ≤ C exp
(
−2πm(f, g)
ε
ℑz
)
|b(ε)− a(ε)|
exp
(
−1
ε
∫ z+εx
zf
κf(s)ds
)(
1 + sup
y∈[x,b]
exp
(
2
ε
∫ z+εx
z+εy
κf (s)ds
))
D'où
|(Rεf)(x, z, ε)| ≤ C exp
(
−1
ε
ℑ
∫ z+εy
zf
κf (s)ds
)
exp
(
2πim(f, g)
ε
ℑz
)
.
Cei démontre le Lemme 4.2.
Dans la setion suivante, on utilise le Lemme 4.2 pour obtenir l'asymptotique de type
WKB pour les solutions de (SlOs) sur les sous-intervalles de In pour les valeurs d'énergie
E dans spetre singulier de Hθ := − d2dx2 + [V (x) + W (xα)] (voir les Théorèmes 3 et 4 de
l'Introdution pour la desription du spetre de Hθ obtenue par G. Stolz).
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4.2 Solutions de (SlOs)
On va maintenant onstruire les solutions de (SlOs) qui ont une asymptotique simple.
Cei n'est pas possible sur tout R. On fait don une subdivision de haque In en intervalles
où l'on ontrle bien l'asymptotique des solutions de (SlOs) et en intervalles où on ne les
ontrle pas très bien à ause des points tournants.
Dans l'intervalle [z0, z0 + 2π] sur l'axe du paramètre z, l'équation (AdiabQP) a des points
tournants. Ce sont des points où E − W (z) = Em pour m ∈ N, i.e. l'énergie omplexe
E(z) := E −W (z) prend une valeur dans le bord de la laune spetrale ouverte de H0.
On dénit la fontion :
Xn(z) :=
z − zn + 2πn
εn
(ftXn)
qui envoie [z0 +O(εn), z0 + 2π +O(εn)] sur In.
Pour dénir une partition adéquate de In, on repartit [z0+O(εn), z0+2π+O(εn)] en intervalles
ontenant ou non les points tournants de la façon suivante. On note les préimages de zones
spetrales de H0 dans [z0, z0 + 2π] par :
[z0, ξ1], [η2, ξ2], [η3, ξ3], . . . , [ηI , z0 + 2π].
On xe µ > 0 petit. On pose η±i := ηi ± µ et ξ±i := ξi ± µ. On sépare l'intervalle [z0, z0 + 2π]
en
 intervalles d'osillation des solutions de (AdiabQP) :
Ai := [ξ
+
i , η
−
i ] ∀i = 2, . . . , I − 1
A1 := [z0 +O(εn), ξ
−
1 ] AI := [η
+
I , z0 + 2π +O(εn)],
 voisinages des points ritiques de (AdiabQP) Bi := [η
−
i , η
+
i ] et Di := [ξ
−
i , ξ
+
i ],
 intervalles de roissane-déroissane exponentielle des solutions de (AdiabQP) Ci :=
[η+i , ξ
−
i+1].
On note a±ni := Xn(η
±
i ) et b
±
ni := Xn(ξ
±
i ). Sur l'axe de la variable x, on dénit la partition de
In en :
 intervalles d'osillation des solutions de (AdiabQPn) et (AdiabQP) :
[xn, b
−
n1], . . . , [a
+
ni, b
−
ni], . . . , [a
+
nI , xn+1],
 voisinages des points tournants de (AdiabQPn) et (AdiabQP) :
[a−ni, a
+
ni], i = 2, . . . , I, et [b
−
ni, b
+
ni], i = 1, . . . , I − 1,
 intervalles de roissane-déroissane exponentielle des solutions de (AdiabQPn) et (AdiabQP)
[b+ni, a
−
n(i−1)], i = 1, . . . , I − 1.
En utilisant les résultats du Chapitre III, on démontre :
Lemme 4.3. Pour haque µ > 0 xé, il existe n0 ∈ N tel que pour haque n > n0 et haque
i = 1, . . . , I, on peut onstruire une base ohérente {Φ+,ni,Φ−,ni} de solutions de (AdiabQPn)
telle que
1. Φ±,ni(., zn, E; εn) sont bornées sur [a
+
ni, b
−
ni].
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2. pour x ∈ [a+ni, b−ni], Φ±,ni(x, zn, E; εn) ont l'asymptotique :
Φ±,ni(x, zn, E; εn) = exp
(
± i
εn
∫ Zn(x)
zi
κi(s)ds
)
(Φ0±({x}, Zn(x), zi, E) + o(1)).
où
 zi ∈ [ξ+i , η−i ],
 Zn est déni dans (ftZn) page 105,
 κi la détermination du moment omplexe telle que κ(zi) ∈ (0, π).
 Φ0±(x, z, zi, E) sont des solutions de Bloh anoniques ave l'énergie E −W (z), nor-
malisés en point E −W (zi),
Cette asymptotique est dérivable une fois en x.
Démonstration du Lemme 4.3. Rappelons les résultats du Chapitre III. Dans la Proposi-
tion 2.8 du Chapitre III, pour haque i = 0, . . . , I, pour haque z ∈ [ξ+i , η−i ], on a onstruit
une base ohérente {fi, f ∗i } qui a un CAS sur [ξ+i , η−i ].
Plus préisément, on a démontré qu'il existe ε0 > 0 tel que pour haque ε < ε0 et pour haque
i = 0, . . . , I, il existe une base ohérente {fi, f ∗i } de solutions de (AdiabQP) qui vérie pour
tout z ∈ [ξ+i , η−i ] et tout x ∈ [−X,X ] ave X > 1 l'asymptotique :
fi(x, z, E, ε) = exp
(
i
ε
∫ z
zi
κi(s)ds
)
(Φ0+(x, z, zi, E) + o(1)),
f ′i(x, z, E, ε) = exp
(
i
ε
∫ z
zi
κi(s)ds
)
((Φ0+)
′(x, z, zi, E) + o(1)). (5.4.6)
où zi, κi, Φ
0
+(x, z, zi, E) sont omme dans l'énoné du Lemme 4.3.
Pour onlure la démonstration,on pose :
Φ+,in(x, z, E, εn) := fi(x, z − 2πn,E, εn), Φ−,in(x, z, E, εn) := f ∗i (x, z − 2πn,E, εn). (5.4.7)
On utilise la ondition de ohérene :
Φ+,in(x, zn, E, εn) = Φ+,in({x}, Zn(x) + 2πn,E, εn) = fi({x}, Zn(x), E; εn),
Φ−,in(x, zn, E, εn) = Φ−,in({x}, Zn(x) + 2πn,E, εn) = f ∗i ({x}, Zn(x), E; εn). (5.4.8)
Par (5.4.6) et (5.4.7), la base {Φ+,ni,Φ−,ni} vérie les propriétés annonées.
Lemme 4.4. Pour tout µ > 0 susamment petit, il existe n0 ∈ N tel que pour tout n > n0,
on peut onstruire une base ohérente {Φ˜+,ni, Φ˜−,ni} de solutions de (AdiabQP) telle que :
1. Φ˜±,ni(., zn, E; εn) ∈ L∞
(
[b+ni, a
−
n(i+1)], e
± 1
εn
∫ Zn(x)
zi
γ0(E−W (s))ds
)
,
2. pour tout x ∈ [b+ni, a−n(i+1)] les solutions Φ˜±,ni(x, zn, E; εn) ont l'asymptotique :
Φ˜±,ni(x, zn, E; εn) = exp
(
± i
εn
∫ Zn(x)
zi
κi(s)ds
)
(Φ0±({x}, Zn(x), zi, E) + o(1)).
où
 zi ∈ [ξ+i , η−i ],
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 Zn est déni dans (ftZn) page 105,
 κi la détermination du moment omplexe telle que κ(zi) ∈ (0, π).
 Φ0±(x, z, zi, E) sont des solutions de Bloh anoniques ave l'énergie E −W (z), nor-
malisés en point E −W (zi),
Cette asymptotique est dérivable une fois en x.
Démonstration du Lemme 4.4. Pour i = 1, . . . , K − 1, sur haque intervalle [b+ni, a−n(i+1)], on
forme une base ohérente {Φ˜+,ni, Φ˜−,ni} omme suit :
Φ˜+,ni(x, zn, E; εn) := Φ+,ni(x, zn, E, εn),
Φ˜−,ni(x, zn, E, εn) :=
Φ−,n(i+1)(x, zn, E, εn)w0
w[Φ+,ni(x, zn, E, εn),Φ−,n(i+1)(x, zn, E, εn)]
ave w0 = w[Φ
0
+(x, zi, zi, E),Φ
0
−(x, zi, zi, E)].
Par la Proposition 2.8, l'asymptotique de fi et de f
∗
i+1 dans [ξ
+
i , η
−
i+1] := [Zn(b
+
ni), Zn(a
−
n(i+1))]
est obtenue par le prolongement analytique dans le diagramme de prolongement de es so-
lutions. Cet intervalle fait partie du domaine de renontre de fi et f
∗
i+1. Par la ondition de
ohérene et dénition de Φ+,ni et Φ−,n(i+1), on a Φ+,ni(x, zn, E; εn) = fi({x}, Zn(x), E; εn) et
Φ−,n(i+1) = f
∗
i+1({x}, Zn(x), E; εn). On alule alors l'asymptotique de leur wronskien par les
formules de la Proposition 1.24. On réunit ensemble l'asymptotique de fi et f
∗
i+1 ave l'asymp-
totique de w[Φ+,ni(x, zn, E, εn),Φ−,n(i+1)(x, zn, E, εn)] = w[fi, f
∗
i+1](Zn(x)) pour obtenir pour
tout x ∈ [−X,X ] et tout z ∈ [Zn(b+ni), Zn(a−n(i+1))] :
fi(x, z, E; εn) = exp
(
i
εn
∫ z
zi
κi(s)ds
)
(Φ0+(x, z, zi, E) + o(1)),
f ∗i+1(x, z, E; εn)
w[fi, f ∗i+1](z)
= exp
(
− i
εn
∫ z
zi
κi(s)ds
)
(Φ0−(x, z, zi, E) + o(1)),
diérentiables une fois en x. D'où pour tout x ∈ [b+ni, a−n(i+1)] on a :
Φ˜+ni(x, zn, E; εn) = exp
(
i
εn
∫ Zn(x)
zi
κi(s)ds
)
(Φ0+({x}, Zn(x), zi, E) + o(1)),
Φ˜−ni(x, zn, E; εn) = exp
(
− i
εn
∫ Zn(x)
zi
κi(s)ds
)
(Φ0−({x}, Zn(x), zi, E) + o(1)),
et ette asymptotique est diérentiable une fois en x.
A l'aide du Lemme 4.3 (resp. du Lemme 4.4), par la méthode de la résolvante approhée
on démontre le omportement osillatoire (resp. exponentiellement roissant ou déroissant)
des solutions de (SlOs) sur des grands intervalles :
Lemme 4.5. Il existe n0 tel que pour haque n > n0 et i = 1, . . . , I, on peut onstruire une
base {Ψ+,n,i,Ψ−,n,i} de solutions de (SlOs) ayant pour x ∈ [a+ni, b−ni] la même asymptotique
que Φ±,ni dans le Lemme 4.3.
Pour tout n > n0 et i = 1, . . . , I − 1, on peut onstruire une base {Ψ˜+,n,i, Ψ˜−,n,i} de solutions
de (SlOs) ayant pour x ∈ [b+ni, a−n(i+1)] la même asymptotique que Φ˜±,ni dans le Lemme 4.4
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Démonstration du Lemme 4.5. On onstruit une base de solutions de (SlOs) par la méthode
de la résolvante approhée à partir de la base de solutions Φ˜±,ni de (AdiabQPn) dérite dans
le Lemme 4.3.
On a
Ψ˜±,ni(x, E) = Φ˜±,ni(x, zn, E, εn) +O(Rni∆WnΦ˜±,ni)
où Rni est la résolvante pour (AdiabQPn) onstruite par les formules (5.4.2) et (5.4.3) ave
h = Φ˜+,ni et g = Φ˜−,ni. Pour justier ei, on utilise les propriétés des Φ˜±,ni dérites dans le
Lemme 4.3. On applique alors le Lemme 4.2 pour obtenir :
‖Rni∆Wn‖L∞([b+ni,a−n(i+1)],±γni)→L∞([b+ni,a−n(i+1)],±γni) ≤ Cn
1
α
−2,
où γni(x) := exp
(
− 1
εn
ℑ ∫ Zn(x)
zi
κi(s)ds
)
.
D'où Ψ˜±,ni(x, E) := Φ˜±,n,i(x, zn, E, εn)+(
∑∞
k=1(Rni∆Wn)
kΦ˜±,ni)(x, zn, E, εn) vérie l'asymp-
totique :
Ψ˜±,ni(x, E) = exp
(
± i
εn
∫ Zn([x])
zi
κi(s)ds
)
(Φ0±({x}, Zn([x]), zi, E) + o(1) +O(n
1
α
−2)).
La même onstrution est valable pour obtenir l'asymptotique de la dérivée en x des Ψ±,n,i,
où l'opérateur Rni est remplaé par R˜ni ave le noyau R˜ni(x, y, E) :=
d
dx
Rni(x, y, E) où
Rni(x, y, E) est le noyau de Rni. On laisse les détails au leteur.
Pour pouvoir analyser les matries de transfert sur In, il faut estimer les matries de trans-
fert de (SlOs) sur les intervalles [a−ni, a
+
ni] et [b
−
ni, b
+
ni], i.e. au voisinage des points tournants.
4.3 Matries de transfert pour (SlOs)
Pour analyser la matrie de transfert T (xn+1, xn, E), on l'exprime omme le produit :
T (xn+1, xn, E) := T (xn+1, a
−
nK , E)T (a
−
nK , b
+
n(K−1), E)T (b
+
n(K−1), a
−
n(K−1), E) . . .
. . . T (b+n2, a
−
n2, E)T (a
−
n2, b
+
n1, E)T (b
+
n1, xn, E). (5.4.9)
On a :
Lemme 4.6. Il existe n0 ∈ N tel que pour haque n > n0 :
 pour i ∈ {0, . . . , I}, les matries de transfert T (a+ni, b−ni, E) ont l'asymptotique :
T (a+ni, b
−
ni, E) := (Φ
0
i (Zn(b
−
ni)) + o(1))
(
e
iφni(E)
εn 0
0 e−
iφni(E)
εn
)
(Φ0i (Zn(a
+
ni)) + o(1))
−1
où
3 φni(E) =
∫ Zn(b−ni)
Zn(a
+
ni)
ℜκi(s)ds et la matrie Φ0i (z) :=
(
Φ0+(0, z, zi, E) Φ
0
−(0, z, zi, E)
(Φ0+)
′(0, z, zi, E) (Φ
0
−)
′(0, z, zi, E)
)
∈
SL2(C) est bornée, d'inverse borné.
3. Remarquer que φni(E) ∈ R+, est analytique réelle en E et non onstante.
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 pour i ∈ {0, . . . , I}, les matries de transfert T (a−
n(i+1), b
+
ni, E) ont l'asymptotique :
T (a−
n(i+1), b
+
ni, E) := (Φ
0
i (Zn(a
+
n(i+1)))+o(1))
(
e
Sni(E)
εn 0
0 e−
Sni(E)
εn
)
(Φ0i (Zn(b
+
ni))+o(1))
−1
où
 Φ
0
i (z) est déni préédemment,
 Sni(E) := −
∫ Zn(a−n(i+1))
Zn(b
+
ni)
ℑκi(s)ds 6= 0, analytique réelle en E, non onstante.
Démonstration. On applique le Lemme 4.5 : pour haque n > n0 et pour haque i ∈ {1, . . . , I},
on utilise les bases {Ψ+,ni,Ψ−,ni} et {Ψ˜+,ni, Ψ˜−,ni} de solutions de (SlOs) pour aluler
l'asymptotique de T (b−ni, a
+
ni, E) et T (a
−
n(i+1), b
+
ni, E) :
T (b−ni, a
+
ni, E) = Ψni(b
−
ni, E)Ψ
−1
ni (a
+
ni, E), T (a
−
n(i+1), b
+
ni, E) = Ψ˜ni(a
−
n(i+1), E)Ψ˜
−1
ni (b
+
ni, E)
où Ψn,i :=
(
Ψ+,n,i Ψ−,n,i
Ψ′+,n,i Ψ
′
−,n,i
)
et Ψ˜n,i :=
(
Ψ˜+,n,i Ψ˜−,n,i
Ψ˜′+,n,i Ψ˜
′
−,n,i
)
.
On obtient :
T (b−ni, a
+
ni, E) = (Φ(Zn(b
−
ni)) + o(1))
(
e
i
εn
φni(E) 0
0 e−
i
εn
φni(E)
)
(Φ(Zn(a
+
ni) + o(1))
−1.
ave φni(E) =
∫ Zn(b−ni)
Zn(a
+
ni)
ℜκi(s)ds. Comme κi ∈ (0, π) sur [Zn(a+ni), Zn(b−ni)], on a φni(E) > 0. Les
propriétés du moment omplexe impliquent l'analytiité de φni(E) en E et sa non onstane.
On alule l'asymptotique de T (a−
n(i+1), b
+
ni, E) en utilisant les asymptotiques des solutions
Ψ˜±,ni obtenues dans le Lemme 4.4 :
T (a−
n(i+1), b
+
ni, E) = Ψ˜ni(a
−
n(i+1), E)Ψ˜
−1
ni (b
+
ni, E) =
= (Φ(Zn(a
−
n(i+1)), E) + o(1))
(
e
1
εn
Sni(E) 0
0 e−
1
εn
Sni(E)
)
(Φ(Zn(b
−
ni), E) + o(1))
−1.
Ii Sni(E) := −
∫ Zn(a−n(i+1))
Zn(b
+
ni)
ℑκi(s)ds 6= 0, ar pour tout s ∈ [Zn(b+ni), Zn(a−n(i+1))] on a ℑκi(s) 6=
0 et ℜκi(s) = const ∈ πZ. Les propriétés du moment omplexe impliquent l'analytiité de
Sni(E) en E et sa non onstane.
Lemme 4.7. Pour j, k = 1, 2, on a l'estimation :
|Tjk(b+ni, a−ni, E)| ≤ e
2Cδ
εn , j, k = 1, 2 (5.4.10)
Démonstration. On étudie la matrie de transfert
T (b+ni, a
−
ni, E) = T (b
+
ni, b
−
ni, E)T (b
−
ni, a
+
ni, E)T (a
+
ni, a
−
ni, E).
Pour démontrer le Lemme 4.7, on démontre :
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 La matrie T (b−ni, a
+
ni, E) est bornée et ses oeients sont bornés par une onstante C
qui ne dépend que de V et W . Cei est un orollaire du Lemme 4.6.
 Les matries T (b+ni, b
−
ni, E) et T (a
+
ni, a
−
ni, E) ont des oeients bornés par e
Cδ
εn
où la
onstante C ne dépend que de ‖V (x)‖L2([0,1]) et ‖W‖L∞.
On a b+ni − b−ni = δεn et a+ni − a−ni = δεn . Ainsi, pour démontrer que
|Tjk(b+ni, b−ni, E)|, |Tjk(a+ni, a−ni, E)| ≤ e
Cδ
εn j = 1, 2 k = 1, 2
il sut de trouver les onstantes c1, c2 > 0 telles que pour tout y ∈ R et pour toute solution
Ψ de (SlOs) ave la donnée de Cauhy Ψ(y, E) = u et Ψ′(y, E) = v, on ait
|Ψ(x, E)|, |Ψ′(x, E)| ≤ c1ec2|x−y| (5.4.11)
Cei déoule de la théorie générale. Plus préisément, on dénit :
Dénition 4.8. Soit q ∈ L2,loc(R+). On dit que q appartient à Lunif2,loc (R+) s'il existe C > 0
telle que pour tout x ∈ R+ on a
‖q‖L2([x,x+1]) ≤ C.
Il est faile de vérier que V (x) +W (xα) − E ∈ Lunif2,loc (R+). De plus, on peut majorer la
onstante C :
C ≤ ‖V ‖L2([0,1]) + ‖W‖L∞ + |E|.
Pour tout q ∈ Lunif2,loc (R+), haque solution de −f ′′(t) + q(t)f(t) = 0 vérie (5.4.11). Au
voisinage de haque point x ∈ R+, on onstruit la solution de
−f ′′(t) + q(t)f(t) = 0
f(x) = u
f ′(x) = v
omme la limite dans H1([x, x+ a]) de la suite fn, où
fn ∈ H1([x, x+ a]) et |fn(t)|, |f ′n(t)| ≤ c1ec2(x−t).
On pose
f0(x) := u+ v(t− x) et fn+1(t) := u+ v(t− x) +
∫ t
x
∫ s
x
(−q(y))fn(y)dyds.
On note Cq := supx∈R+ ‖q‖L2([x,x+1]). On estime la onvergene des fn :
‖fn+1 − fn‖L2([x,x+a]) ≤ Cq3−
1
2a
3
2‖fn − fn−1‖L2([x,x+a]).
D'où ‖fn+1 − fn‖L2([x,x+a]) ≤ (Cqa
3
23−
1
2 )n+1(|u|a 12 + |v|a 32 ).
On estime la onvergene des f ′n :
‖f ′n+1 − f ′n‖L2([x,x+a]) ≤ Cqa
1
2‖fn − fn−1‖L2([x,x+a]).
D'où ‖f ′n+1 − f ′n‖L2([x,x+a]) ≤ Cqa
1
2 (Cqa
3
23−
1
2 )n(|u|a 12 + |v|a 32 ).
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On xe a < 3−
1
3
(
Cq
2
)− 2
3
. On a fn → f dans L2([x, x+ a]) ar on peut estimer
‖fn − fm‖L2([x,x+a]) ≤
n∑
k=m+1
‖fk − fk−1‖L2([x,x+a]) ≤
n∑
k=m+1
pk(|u|+ |v|a),
où p := Cqa
3
23−
1
2 < 1
2
. De même, on estime la vitesse de onvergene de f ′n → f ′.
Maintenant, montrons que si |u|, |v| ≤ c1ec2, alors |f(x+ a)|, |f ′(x+ a)| ≤ c1eC2(x+a).
|f(x+ a)| ≤ |f0|+
∞∑
n=0
|fn+1(x+ a)− fn(x+ a)| ≤
≤ (|u|+ |v|a)(1 +
∞∑
n=1
|Cqa2 1
2
|n) ≤ c1ec2x
(
1 + a +
Cqa
2 1
2
(1 + a)
1− Cqa2 12
)
On hoisit a < C
− 1
2
q . Pour tout C2 > 3, on a :
|f(x+ a)| ≤ c1ec2(x+a).
|f ′(x+ a)| ≤ |f ′0|+
∞∑
n=0
|f ′n+1(x+ a)− f ′n(x+ a)| ≤
≤ |v|+ (|u|+ |v|a)Cqa
∞∑
n=0
|Cqa2 1
2
|n) ≤ c1ec2x (1 + 2Cqa(1 + a)) ≤ c1ec2(x+a)
si C2 > 4Cq. Finalement, on a C2 > max(3, 4Cq).
Maintenant on va estimer les ensembles d'énergies E tels qu'au moins un des oeients
de la matrie T (b+ni, a
−
ni, E) vérie :
|Tjk(b+ni, a−ni, E)| ≤ e−
Kδ
εn , j, k ∈ {1, 2}
pour une onstante K > 10C, où C > 0 est la onstante dans (5.4.10). On a :
Lemme 4.9. Soit J ⊂ R un intervalle ompat. Pour K > 10Cet εn assez petit on onsidère :
BK(J) := {E ∈ J telles que ∃ j, k ∈ {1, 2} tels que |Tjk(b+ni, a−ni, E)| ≤ e−
Kδ
εn }
On a :
mesBK(J) ≤ 96π
εn
e−
(K−10C)δ
εn |J |.
Démonstration. On estime :
mesBK(J) ≤
∑
j,k=1,2
mesBK,jk(J)
où, pour j, k = 1, 2, on note
BK,jk(J) := {E ∈ J tel que |Tjk(b+ni, a−ni, E)| ≤ e−
Kδ
εn }.
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Maintenant, pour démontrer le Lemme 4.9, il sut de démontrer que :
mesBK,jk(J) ≤ 24π
εn
e−
(K−10C)δ
εn .
On va traiter en détail l'estimation de mesBK,11(J). Les autres étant analogues, on laisse les
détails au leteur.
Soient c(x, E) et s(x, E) les solutions des problèmes de Cauhy sur [a−ni, b
+
ni] pour (SlOs) :{
c(a−ni, E) = 1
c′(a−ni, E) = 0
{
s(a−ni, E) = 0
s′(a−ni, E) = 1
On exprime la matrie de transfert T (b−ni, a
+
ni, E) en termes de es solutions :
T (b−ni, a
+
ni, E) =
(
c(b+ni, E) s(b
+
ni, E)
c′(b+ni, E) s
′(b+ni, E)
)
.
Ainsi |T11(b+ni, a−ni, E)| = |c(b+ni, E)| et on représente :
BK,11(J) = BK,11 ∩ J et BK,11 := {E ∈ R telles que |c(b+ni, E)| ≤ e−
Kδ
εn } =
⋃
j∈Z
[α−j , α
+
j ].
On estime :
mesBK,11(J) ≤ max
j∈Z
|α+j (K)− α−j (K)|#{j ∈ Z tels que J ∩ [α−j (K), α+j (K)] 6= ∅}. (5.4.12)
On majore, utilisant e que pour f ∈ C1 on a |b− a| ≤ ( min
x∈[a,b]
|f ′|)−1|f(b)− f(a)| :
|α+j (K)− α−j (K)| ≤
(
min
E∈[α−j (K),α
+
j (K)]
∣∣∣∣dc(b+ni, E)dE
∣∣∣∣
)−1
2e−
Kδ
εn
ar c(α+j (K))c(α
−
j (K) < 0 et |c(α+j (K))| = |c(α+j (K)| = e−
Kδ
ε
. Pour haque x, les appliations
E 7→ c(x, E) et E 7→ s(x, E) sont analytiques en E. On estime d
dE
c(x, E) en utilisant qu'elleest
la solution du problème de Cauhy :
(− d2
dx2
+ V (x) +W (xα)−E) dc
dE
(x, E) = c(x, E)
dc
dE
(a−ni, E) = 0
dc′
dE
(a−ni, E) = 0
On trouve la solution par la méthode de variation de la onstante :
dc
dE
(x, E) = c(x, E)
∫ x
a−ni
s(t, E)c(t, E)dt− s(x, E)
∫ x
a−ni
c2(t, E)dt (5.4.13)
Par (5.4.13), on minore
∣∣ dc
dE
(b+ni, E)
∣∣
:∣∣∣∣ dcdE (b+ni, E)
∣∣∣∣ ≥ |s(b+ni, E)| ∫ b+ni
a−ni
c2(t, E)dt− |c(b+ni, E)|
∫ x
a−ni
|s(t, E)||c(t, E)|dt. (5.4.14)
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Comme det T (b+ni, a
−
ni, E) = 1 et, par le Lemme 4.7 , on a |s(b+ni, E)|+ |s′(b+ni, E)| ≤ 2e2
Cδ
εn
, on
peut minorer |s(b+ni, E)| :
|s(b+ni, E)| = |(c(b+ni, E)s′(b+ni, E)− 1)c′(b+ni, E)| ≥ (1− e−
(K−2C)δ
εn )e−2
Cδ
εn .
D'où on obtient une minoration pour
dc
dE
(b+ni, E) utilisant (5.4.14) :∣∣∣∣ dcdE (b+ni, E)
∣∣∣∣ ≥ (1− e− (K−2C)δεn )e− 2Cδεn 12 − |b+ni − a−ni|e−K−4Cδεn ≥ 14e− 2Cδεn (5.4.15)
pour K > 10C, i.e. dc
dE
(b+ni, E) >
1
4
e−
2Cδ
ε
ou bien
dc
dE
(b+ni, E) < −14e−
2Cδ
ε
. Ii on a utilisé :
∫ b+ni
a−ni
c2(t, E)dt ≥ 1
2
ar c(a−ni, E) = 1 et |c′(x, E)| ≤ e
2C
εn
. D'où :
|α+j (K)− α−j (K)| ≤ 8e−
(K−2C)δ
ε . (5.4.16)
Pour J onnexe, on a :
#{j tels que [α−j (K), α+j (K)] ∩ J 6= ∅} ≤
|J |
|α+j+1(K)− αj(K)|
+ 1.
On estime :
|α+j+1(K)− α+j (K)| ≥ |α−j+1(2C)− αj+1(K)|+ |α+j (2C)− α+j (K)| ≥
≥ 2|e− 2Cδεn − e−Kδεn |
(
max
E∈[−e
−2Cδεn ,−e
−Kδεn ]∪[e
−Kδεn ,e
− 2Cδεn ]
∣∣∣∣ dcdE (b+ni, E)
∣∣∣∣
)−1
≥
≥ |e− 2Cδεn − e−Kδεn |e− 6Cδεn |b+ni − a−ni|−1 ≥
εn
4π
e−
8Cδ
εn . (5.4.17)
On a utilisé que :
1. Pour f(E) = dc
dE
(b+ni, E), on a |x− y| ≥ |f(x)−f(y)|max
E∈[x,y]
|f ′(E)| .
2. Par (5.4.13), on majore∣∣∣∣ dcdE (b+ni, E)
∣∣∣∣ ≤ |b+ni − a−ni| max
x∈[a−ni,b
+
ni]
|s(x, E)| max
x∈[a−ni,b
+
ni]
|c2(x, E)|+
+ |b+ni − a−ni| max
x∈[a−ni,b
+
ni]
|c(x, E)| max
x∈[a−ni,b
+
ni]
|c(x, E)s(x, E)| ≤
≤ e 6Cδεn 2|b+ni − a−ni|.
3. |b+ni − a−ni| ≤ 2πεn .
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Par (5.4.17), si J est un intervalle ompat de R, on a :
#{j tels que [α−j (K), α+j (K)] ∩ J 6= ∅} ≤ |J |
4π
εn
e
8Cδ
ε . (5.4.18)
Réunissant (5.4.12), (5.4.16) et (5.4.18), on obtient :
mesBK,1(J) ≤ 24π
εn
e−
(K−10C)δ
ε |J |.
Par le même argument on estime BK,12, BK,21 et BK,22. Cei ahève la preuve du Lemme 4.9.
Remarque 4.10. On note
Gn(K, δ) :=
I⋃
i=1
Bni(K, δ) (5.4.19)
où
Bni(K, δ) :=
{
E ∈ R telles que ∃ j, k ∈ {1, 2}
| [(Φ(Zn(b+ni), E) + o(1))−1T (b+ni, a−ni, E)(Φ(Zn(a−ni), E) + o(1))]jk | ≤ e−Kδεn
}
.
Soit J un intervalle ompat. Par le Lemme 4.9, pour haque n ∈ N xé tel que n > n0, pour
toute énergie E dans J\Gn(K, δ), où mes(Gn(K, δ) ∩ J) = |J |I 96πεn e
− (K−10C)δ
εn
, pour haque
i = 1, . . . , I, les oeients des matries de transfert T (b+ni, a
−
ni, E) vérient :
| [(Φ(Zn(b+ni), E) + o(1))−1T (b+ni, a−ni, E)(Φ(Zn(a−ni), E) + o(1))]jk | ≥ e−Kδεn j = 1, 2, k = 1, 2.
Ce résultat permet de démontrer un enadrement :
Lemme 4.11. Soient δ > 0 petit et K > 10C xés. Il existe une onstante C˜ > 0 et un
ensemble G∞(K, δ) de dimension de Hausdor nulle tels que pour tout E ∈ R\G∞(K, δ) on
ait un enadrement :
1
2π
∫ 2π
0
γ0(E −W (x))dx− (IK + C˜)δ
2π
≤ lim
N→∞
ln ‖T (xN , xn0, E)‖
xN − xn0
≤
≤ 1
2π
∫ 2π
0
γ0(E −W (x))dx+ (I2C + C˜)δ
2π
. (5.4.20)
Ii G∞(K, δ) =
⋂
m
⋃∞
n=mGn(K, δ), où Gn(K, δ) est déni dans (5.4.19).
Le Lemme 4.11 admet le orollaire suivant :
Corollaire 4.12. Pour haque K > 10C, pour tout E /∈ G∞(K), où
G∞(K) :=
⋂
k∈N
G∞(K, δ =
1
k
),
l'exposant de Lyapounov γ(E) existe et on a
γ(E) =
1
2π
∫ 2π
0
γ0(E −W (s))ds.
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Ii G∞(K, δ) =
⋂
m
⋃∞
n=mGn(K, δ), où Gn(K, δ) est déni dans (5.4.19) dans le Chapitre V.
De plus la dimension de Hausdor logarithmique (voir la Dénition 2.3 du Chapitre II) de
G∞(K) vérie
lndim(G∞(K)) ≤ 1
1− α.
Démonstration. Il est faile d'obtenir la majoration. On a :
ln ‖T (xN , xn0, E)‖ ≤
N−1∑
n=n0
ln ‖T (xn+1, xn, E)‖ ≤
≤
N−1∑
n=n0
(
I−1∑
i=1
ln ‖T (a−
n(i+1), b
+
ni, E)‖+
2CIδ
εn
)
=
=
N−1∑
n=n0
(
1
εn
I−1∑
i=1
Sni(E) +
(2CI + C˜)δ
εn
)
Ii on a utilisé la notation :
Sni(E) =
∫ Zn(a−n(i+1))
Zn(b
+
ni)
γ0(E −W (s))ds
et l'estimation ∣∣∣∣∣
I−1∑
i=1
Sni(E)−
∫ 2π
0
γ0(E − (W (x))dx
∣∣∣∣∣ ≤ C˜δ.
Par le Lemme 3.9, on alule :
lim
N→∞
ln ‖T (xN , xn0, E)‖
xN − xn0
≤ lim
N→∞
∑N−1
n=n0
( 1
εn
∑I−1
i=1 Sni(E) +
(2CI+C˜)δ
εn
)
xN − xn0
=
= lim
n→∞
1
εn
∫ 2π
0
γ0(E −W (x))dx+ (2CI+C˜)δεn
xn+1 − xn =
1
2π
∫ 2π
0
γ0(E −W (x))dx+ (2CI + C˜)
2π
Pour minorer l'exposant de Lyapounov, pour haque n, on minore la norme de la matrie
de transfert pour (SlOs) sur In = [xn, xn+1]. Pour e faire, on déompose ette matrie en
produit des matries T (a−
n(i+1), b
+
ni, E) et T (b
+
ni, a
−
ni, E) :
T (xn+1, xn, E) = T (xn+1, a
−
nI , E)T (a
−
nI , b
+
n(I−1), E) . . . T (a
−
n2, b
+
n1, E)T (b
+
ni, xn, E).
On utilise les minorations des oeients des matries
(Φ(Zn(b
+
ni), E) + o(1))
−1T (b+ni, a
−
ni, E)(Φ(Zn(a
−
ni), E) + o(1))
pour E /∈ Gn(K, δ) (voir la Remarque 4.10) et les asymptotiques des matries T (a−n(i+1), b+ni, E)
(voir le Lemme 4.6) pour minorer par réurrene
∥∥∥∥T (a−n(i+1), a−ni, E)( unvn
)∥∥∥∥, en supposant
4. Énergies E dans le spetre singulier de Hθ 127
que E ∈ R\Gn(K, δ).
Par le Lemme 4.6, on a :
T (a−
n(i+1), b
+
ni, E) = (Φ(Zn(a
−
n(i+1)), E) + o(1))e
Sni(E)
εn[(
1 0
0 0
)
+ e−
Sni(E)
εn Pni(E)
]
(Φ(Zn(b
+
ni), E) + o(1))
−1,
où
 Pni(E), Φ(Zn(a
−
n(i+1)), E) et Φ(Zn(b
+
ni), E) sont des matries bornées,
 Φ(Zn(a
−
n(i+1)), E),Φ(Zn(b
+
ni), E) ∈ SL2(C).
Pour tout E /∈ Gn(K, δ) on a
| [(Φ(Zn(b+ni), E) + o(1))−1T (b+ni, a−ni, E)(Φ(Zn(a−ni), E) + o(1))]jk | ≥ e−Kδεn ,
d'où on obtient :
T (xn+1, xn, E) = e
1
εn
∑I−1
i=1 Sni(E)
[(
a 0
b 0
)
+O(e−
R(E)
εn )
]
où
 R = R(E) > 0 est indépendant de δ et de n.
 e−
IKδ
εn ≤ |a|, |b| ≤ 1.
On veut minorer l'exposant de Lyapounov. On démontre pour tout E /∈ ⋃Nn=n0 Gn(K, δ)
l'estimation suivante :
T (xN+1, xn0 , E) = exp
(
N∑
n=n0
1
εn
I−1∑
i=1
Sni(E)
)
T˜ (xN+1, xn0, E) ave
T˜ (xN+1, xn0 , E) =
[(
aN 0
bN 0
)
+O(e
−R(E)
εN )
]
. . .
[(
an0 0
bn0 0
)
+O(e
−R(E)
εn0 )
]
(5.4.21)
où pour haque n > n0 on a
e−
IKδ
εn ≤ |an|, |bn| ≤ 1. (5.4.22)
Pour démontrer (5.4.21), on onsidère une suite :(
un+1
vn+1
)
=
[(
an 0
bn 0
)
+O(e−
R(E)
εn )
](
un
vn
)
,
(
un0
vn0
)
=
(
1
0
)
.
On a :
un+1 = anun
(
1 +
vn
anun
O(e−
R
εn )
)
,
vn+1 = bnun
(
1 +
vn
bnun
O(e−
R
εn )
)
. (5.4.23)
Supposons que
∣∣∣ vnun ∣∣∣ ≤ e2 IKδεn , alors par (5.4.22), on obtient :∣∣∣∣vnun
∣∣∣∣( 1|an| + 1|bn|
)
e−
R
εn ≤ e−R−2IKδεn .
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D'où
∣∣∣ vn+1un+1 ∣∣∣ ≤ e2 IKδεn . Don (5.4.23) nous dit que |uN | ≥ C∏Nn=n0 ak, e qui implique pour tout
E /∈ G∞(K, δ) ave G∞(K, δ) =
⋂
m
⋃∞
n=mGn(K, δ) la minoration
ln ‖T˜ (xN+1, xn0 , E)‖ ≥ e−
∑N
n=n0
1
εn
IKδ.
D'où :
γ(E) = lim
N→+∞
ln ‖T (xN+1, xn0 , E)‖
xN+1 − xn0
≥
≥ lim
N→+∞
(
∫ 2π
0
γ0(E −W (s))ds− (C˜ + IK)δ)
∑N
n=n0
1
εn
xN+1 − xn =
1
2π
∫ 2π
0
γ0(E−W (s))ds−(C˜ + IK)Iδ
2π
(5.4.24)
Ce qui ahève la preuve du Lemme 4.11.
Annexe A
Exposant de Lyapounov et spetre
singulier
Soit (M(z, ε))0<ε<1 une famille de fontions à valeurs dans SL(2,C), 1-périodiques en
z ∈ C. On xe ε. Soit h un réel rationnellement indépendant de ε. Considérons un oyle
matriiel PN(h) assoié à la fontion M(z, ε) et au paramètre h, déni par :
PN (z; h) =M(z +Nh) ·M(z + (N − 1)h) · · ·M(z + h) ·M(z).
On dénit l'exposant de Lyapounov θ(z;M,h) pour le oyle matriiel PN(h) par :
θ(z;M,h) = lim
N→+∞
1
N
log ‖PN(z;M,h)‖. (1.0.1)
Il est lassique (.f. [PF92, CL90℄) que, pour pour h rationnellement indépendant de ε,
la limite θ(z;M,h) existe pour presque tout z ∈ [0, 2π], indépendante de z et vérie pour
presque tout z :
θ(z;M,h) = θ(M,h) = lim
N→+∞
1
N
∫ 1
0
log ‖PN(z;M,h)‖dz.
On étudie le oyle matriiel assoié à la matrie de monodromie M(z, E, ε) pour ε > 0 et
E ∈ R xés et au paramètre h = ε
2π
.
Pour E xé vériant l'hypothèse (HEpl) page 98 et ε susamment petit et z ∈ SY,δ := {z ∈
C | δ < ℑz < Y } la matrie de monodromie M(z, E, ε) vérie l'asymptotique (4.2.11). Pour
h = ε
2π
est irrationnel, utilisant (4.2.11), on peut démontrer, que l'exposant de Lyapounov
θ(z,M(., E, ε)) pour le oyle matriiel assoié à la matrie de monodromie M(., E, ε) est
positif pour presque tout z ∈ [0, 2π]. D'abord, on obtient la borne inférieure sur θ(z,M(., E, ε)),
on utilise :
Proposition 0.13 (la Proposition 10.1 de [FK02℄). Soit ε0 > 0. Supposons qu'il existe y0 et
y1 vériant 0 < y0 < y1 <∞ et tels que, pour tout ε ∈ (0, ε0) on a
 la fontion z →M(z, ε) est analytique dans la bande S = {z ∈ C; 0 ≤ ℑz ≤ y1/ε} ;
 dans la bande S1 = {z ∈ C; y0/ε ≤ ℑz ≤ y1/ε} ⊂ S, M(z, ε) admet la représentation
M(z, ε) = λ(ε)ei2πn0z · (M0(ε) +M1(z, ε)) ,
ave une onstante λ(ε), un entier n0 et une matrie M0(ε), indépendants de z ;
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 M0(ε) =
(
1 β(ε)
0 α(ε)
)
;
 il existe des onstantes β > 0 et α ∈ (0, 1) indépendantes de ε et telles que |α(ε)| ≤ α
et |β(ε)| ≤ β ;
 supz∈S1 ‖M1(z, ε)‖ ≤ m(ε), m(ε)→ 0 quand ε→ 0.
Alors, il existe C > 0 et ε1 > 0, qui ne dépendent que de y0, y1, α, β et m(·), tels que , si
0 < ε < ε1, on a
θ(z,M) > log |λ(ε)| − Cm(ε). (1.0.2)
Cette proposition est basée sur les idées de [SS91℄ qui généralise l'argument de Herman
de [Her83℄.
Une fois que l'on dispose de la borne inférieure, on obtient la borne supérieure pour
θ(z,M(., E, ε)) à l'aide de l'asymptotique de la matrie de monodromie sur la droite réelle.
Comparant la borne supérieure et la borne inférieure on obtient pour presque tout z :
θ(z,M(., E, ε)) =
S(E)
ε
+O(1). (1.0.3)
Grâe à la relation :
γ(z, E, ε) = θ(z,M(., E, ε))
ε
2π
,
qui relie l'exposant de Lyapounov θ(z,M(., E, ε)) pour le oyle des matries de mon-
odromie PN(M,
2π
ε
) et l'exposant de Lyapounov γ(z, E) pour (AdiabQP), l'asymptotique
(1.0.3) (quand ε tend vers zéro) implique le résultat suivant
Théorème 0.14. ([MN08℄) Soit I un intervalle des énergies E vériant (HEpl). Alors pour
haque E ∈ I et pour haque ε
2π
irrationnel et susamment petit, l'exposant de Lyapounov
pour (AdiabQP) existe, positif et vérie l'asymptotique :
γ(E, ε) =
1
2π
∫ 2π
0
γ0(E −W (z))dz.
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Perturbations à osillations lentes de l'opérateur de Shrödinger périodique
On étudie l'opérateur de Shrödinger Hα = − d2dx2 + V (x) +W (xα) dans L2(R+), où V est un
potentiel périodique générique. On suppose que W est périodique et α ∈ (0, 1) de sorte que
la perturbation W (xα) soit à osillations asymptotiquement lentes. On étudie l'asymptotique
des solutions de l'équation propre assoiée par deux approhes diérentes.
La première approhe, qui est basée sur une méthode de SimonZhu, utilise des approxi-
mations périodiques. On obtient une formule expliite pour la densité d'états intégrée pour
Hα. Puis, on prouve l'existene et on donne une formule pour l'exposant de Lyapounov pour
presque toutes les énergies. Nous dérivons aussi l'ensemble exeptionnel des énergies, qui
ontient le spetre singulier ontinu de Hα.
La seonde méthode est nouvelle : elle utilise des approximations quasi-périodiques plutt
que périodiques. On approxime la résolvante de Hα par les résolvantes des opérateurs quasi-
périodiques Hz,ε = − d2dx2 + V (x) +W (εx + z) pour des paramètres z et ε bien hoisis. An
de pouvoir appliquer la méthode de la résolvante approhée à Hα, on étudie des solutions de
l'équation propre pour Hz,ε à l'aide de la méthode BKW omplexe de FedotovKlopp. On
obtient les asymptotiques des solutions et des matries de monodromie quand ε tend vers zéro.
Sous la ondition α > 1
2
, on onstruit des solutions de l'équation propre pour Hα ayant une
asymptotique simple en x sur de grands intervalles. Puis, par l'étude des matries de transfert
assoiées, on obtient une nouvelle desription, plus préise que la préédente, de l'ensemble
exeptionnel des énergies.
Mots lés : opérateurs de Shrödinger, opérateurs quasi-périodiques, perturbations à osil-
lations lentes, densité d'états intégrée, exposant de Lyapounov, matrie de monodromie.
Slowly osillating perturbations of the periodi Shrödinger operator
We study the Shrödinger operator Hα = − d2dx2 + V (x) +W (xα) in L2(R+), with a generi
periodi potential V . We suppose that W is periodi and α ∈ (0, 1) so that the perturbation
W (xα) is asymptotially slowly osillating. We use two approahes for the asymptoti study
of the solutions of the assoiated eigenvalue equation.
The rst method is developed by SimonZhu and based on periodi approximations. We give
an expliit formula for the integrated density of states for Hα. Then we prove existene and
give a formula for the Lyapounov exponent for almost all energies. We obtain a desription
of the exeptional set of energies ontaining the singular ontinuous spetrum of Hα.
The seond method is new and uses quasiperiodi approximations instead of periodi ones.
We approah the resolvent of Hα by the resolvents of the quasiperiodi operators Hz,ε =
− d2
dx2
+ V (x) +W (εx + z) for some parameters z and ε. In order to use the approximate
resolvent method for Hα, we also study the solutions of the eigenvalue equation for Hz,ε using
FedotovKlopp's omplex WKB method. We obtain the asymptotis of the solutions and of
the monodromy matries as ε goes to zero. Under the ondition α > 1
2
, we onstrut solutions
of the eigenvalue equation assoiated to Hα having simple asymptotis in x on large intervals.
Then by studying the assoiated transfer matries, we obtain a new, more preise than the
previous one, desription of the exeptional set of energies.
Keywords: Shrödinger operators, quasiperiodi operators, slowly osillating potentials,
integrated density of states, Lyapunov exponent, monodromy matrix.
Laboratoire d'analyse, géométrie et appliations
99, avenue Jean-Baptiste Clément 93 430 Villetaneuse
