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Abstract
We consider the statistical mechanics of a random polymer with random
walks and disorders in Zd. The walk collects random disorders along the way
and gets nothing if it visits the same site twice. In the continuum and weak
disorder regime, the partition function as a random variable converges weakly
to a Wiener Chaos expansion when the dimension is lower than the critical
dimension, which is four. A finite temperature case in one dimension is also
discussed. The last case suggests that the end-point behavior of the polymer
is t2/3.
1 Introduction
1.1 The model
We consider the model that a particle walks on Zd lattice, and {ωx}x∈Zd is an i.i.d.
random field with mean zero, variance one and finite exponential moment under the
measure P. The movement of the particle is decribed by a simple symmetric random
walk Sn with the measure P . P and P are independent. The particle utilizes the field
when it visits a new site x, then the random field no longer exists. Let Rn denote
the set of sites visit by the particle in the first n steps, that is,
Rn := { x ∈ Zd | Si = x, 1 ≤ i ≤ n},
and Rn = |Rn| is the cardinality of Rn.
The Hamiltonian is defined as follows
Hn :=
∑
x∈Zd
(βωx + h) · 1x∈Rn . (1.1)
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β ≥ 0 is related to the inverse temperature and h ∈ R represents an external force.
The polymer measure is
P ωn (S) :=
1
Zn
exp(Hn) · P (S) (1.2)
where
Zn := E(exp(Hn)) (1.3)
is called the quenched partition function. We also define the annealed partition
function
EZn := E(e
(λ(β)+h)Rn) (1.4)
where λ(β) = logEeβω0 . In the literature, the annealed model is called Wiener
sausage. [8] is the seminal paper when h < −λ(β), and [3] considered h > −λ(β)
with the random walks replaced by Brownian motions.
In this paper, we dicuss the case h = −λ(β) and the intermediate regime β = βn,
that is,
Zn(βn) := E
(
e
∑
x∈Zd (βnωx−λ(βn))·1x∈Rn
)
, EZn(βn) = 1. (1.5)
This intermediate regime was discussed in [4]. Define ηx(β) = β
−1(eβωx−λ(β) − 1)
and recall that
1x∈Rn = 1Tx≤n. (1.6)
[4] consider the following expansion of Zn(βn),
Zn(βn) = E
[∏
x∈Zd
(
1 +
(
eβnωx−λ(βn) − 1) 1Tx≤n)
]
= E
[∏
x∈Zd
(1 + βnηx(βn)1Tx≤n)
]
= E
[
1 + βn
∑
x∈Zd
ηx(βn)1Tx≤n
+
1
2!
β2n
∑
x,y∈Zd; x 6=y
ηx(βn)1Tx≤n ηy(βn)1Ty≤n
+
1
3!
β3n
∑
x,y,z∈Zd; x 6=y 6=z
ηx(βn)1Tx≤n ηy(βn)1Ty≤n ηz(βn)1Tz≤n + · · ·


= 1 + βn
∑
x∈Zd
ηx(βn) E(1Tx≤n)
+
1
2!
β2n
∑
x,y∈Zd;x 6=y
ηx(βn)ηy(βn) E(1Tx≤n1Ty≤n)
+
1
3!
β3n
∑
x,y,z∈Zd;x 6=y 6=z
ηx(βn)ηy(βn)ηz(βn) E(1Tx≤n1Ty≤n1Tz≤n) + · · · .


(∗)
Notice that ηx’s are i.i.d. with Eηx = 0 and σ
2(ηx) ≈ 1 when β ≈ 0.
This expansion is going to converge to a non-trivial limit ZW as βn approaches 0.
We need two ingredients to show the convergence. First, the scaling limits for k-point
2
function E(1T√nx1≤n · · · 1T√nxk≤n). Second, βn is chosen such that the variance of the
first-order term in (∗) is finite in the limit.
V ar(βn
∑
x∈Zd
ηxE1x∈Rn) ∼ β2n
∑
x∈Zd
[E1x∈Rn]
2 = β2n E × E ′(S1[1, n] ∩ S2[1, n]). (1.7)
E ×E ′(S1[1, n]∩ S2[1, n]) is called the intersection of independent ranges [6]. Define
J (p)n := #{S1[1, n] ∩ S2[1, n] ∩ ... ∩ Sp[1, n]}.
Let p = 2 and Jn = J
(2)
n ,
d = 1,
1√
n
Jn →law min
i=1,2
max
0≤s≤1
Bi(s)−max
i=1,2
min
0≤s≤1
Bi(s),
d = 2,
(log n)2
n
Jn →law 2π2 α
(
[0, 1]2
)
,
d = 3,
1√
n
Jn →law 2γ2 α
(
[0, 1]2
)
,
d = 4,
1
log n
Jn →law 2(2π)−2 γ2 N(0, 1)2,
and d ≥ 5, Jn < ∞ almost surely. γ = γd is the escape rate of d-dimensional simple
random walk, and α(·) is the 2-multiple mutual-intersection local time of independent
Brownian motions B1(t) and B2(t) [6]. Because of (1.7), βn is chosen as follows
d = 1, βn =
βˆ
n1/4
,
d = 2, βn =
log n√
n
βˆ,
d = 3, βn =
βˆ
n1/4
.
1.2 Main results
Denote p¯n(x) :=
(
d
2πn
)d/2
exp(−d|x|2
2n
). For d = 2, gt(x) := πp¯t(x), for d = 3, gt(x) :=
γp¯t(x).
Theorem 1.1. Let [0, t]k< := {(t1, t2, ..., tk); 0 ≤ t1 ≤ t2 ≤ ... ≤ tk ≤ t} and Σk be the
permutation group over {1, ..., k}. Also set t0 = 0, xσ(0) = 0. The expansion (∗) of
ZNt(βN) converges weakly to a Wiener chaos expansion
ZWt := 1 +
∞∑
k=1
βˆk
k!
∫
· · ·
∫
(Rd)k
ψt(x1, ..., xk)W (dx1) · · ·W (dxk). (1.8)
as N →∞. For d=2,3,
ψt(x1, . . . , xk) :=
∑
σ∈Σk
∫
[0,t]k<
k∏
m=1
gtm−tm−1(xσ(m) − xσ(m−1)) dt1 · · ·dtk. (1.9)
For d=1,
ψt(x1, . . . , xk) :=
∑
σ∈Σk
P ( min
0≤s≤t
Bs ≤ xσ(1) < · · · < xσ(k) ≤ max
0≤s≤t
Bs). (1.10)
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1.3 Discussions
The overlap is defined as∑
x∈Zd
E × E ′(1x∈Rn1x∈R′n) = E × E ′(S1[1, n] ∩ S2[1, n]) = Jn. (1.11)
From the behavior of the overlap Jn, when d = 1, 2, 3, the model is called disorder
relevant; d ≥ 5 the model is disorder irrelevant.
d = 4 is believed to be the critical dimension. We are not going to discuss this
case here. See more details about the critical dimension in [5].
There is a similar model called directed polymers in random environments (DPRE)
[7]. The Hamiltonian is
Hn :=
n∑
i=1
(βω(i, Si)− λ(β)) (1.12)
The random potential ω is defined on space and time. Unlike the model we discussed
in this paper, DPRE is directed. For the one-dimesional case, the weak disorder limit
is the solution of stochastic heat equation [1], however, we don’t see the analogous
result here. On another hand, the critical dimension for DPRE is two, and here we
have four instead.
The last comment we would like to make is that, for d = 1, h = 0 and finite β,
the the scale of the end-point position of the walk seems to be n2/3. Details are in
Section 3.
2 Proof of Theorem 1.1
2.1 Preliminary results
Denote pn(x) := P (Sn = x), Gn(x) :=
∑n
m=1 pm(x), Gn := Gn(0), γn := G
−1
n .
We recall Lemma 5.1.3 in [6].
Lemma A. For any x ∈ Zd,
P (Sk = x) =
k∑
j=1
P (Tx = j)P (Sk−j = 0). (2.1)
Consequently,
n∑
k=1
P (Sk = x) =
n∑
k=1
P (Tx = k)Gn−k. (2.2)
We first consider the one-point function. Notice that
1Tx≤n =
n∑
i=1
1Tx=i. (2.3)
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Lemma 2.1. x 6= 0,
P (Tx ≤ n) ≥ G−1n
n∑
k=1
P (Sk = x) (2.4)
and
GǫnP (Tx ≤ n) ≤
(1+ǫ)n∑
k=1
P (Sk = x). (2.5)
Proof. They are typical bounds. First, since Gn is increasing in n,
GnP (Tx ≤ n) ≥
n∑
k=1
P (Tx = k)Gn−k =
n∑
k=1
P (Sk = x)
and
GǫnP (Tx ≤ n) ≤
n∑
k=1
P (Tx = k)G(1+ǫ)n−k
≤
(1+ǫ)n∑
k=1
P (Tx = k)G(1+ǫ)n−k =
(1+ǫ)n∑
k=1
P (Sk = x).
Equalities are from (2.2).
We now discuss the k-point function. Recall that Σk is the permutation group
over {1, ..., k}.
Lemma 2.2. d = 2, 3 and 0, x1, ..., xk are distinct points,
P (Tx1 ≤ n, Tx2 ≤ n, ..., Txk ≤ n) ≤ G−kǫn ·∑
σ∈Σk
∑
1≤j1<···<jk≤(1+kǫ)n
P (Sj1 = xσ(1))P (Sj2−j1 = xσ(2)−xσ(1)) · · ·P (Sjk−jk−1 = xσ(k)−xσ(k−1))
(2.6)
For the lower bound,
P (Tx1 ≤ n, Tx2 ≤ n) ≥
G−2n (
∑
1≤j<k≤n
P (Sj = x1, Sk = x2)+
∑
1≤k<j≤n
P (Sj = x1, Sk = x2))+higher order terms.
(2.7)
Moreover, for general k,
P (Tx1 ≤ n, Tx2 ≤ n, ..., Txk ≤ n) ≥
G−kn
∑
σ∈Σk
∑
1≤j1<···<jk≤n
P (Sj1 = xσ(1))P (Sj2−j1 = xσ(2)−xσ(1)) · · ·P (Sjk−jk−1 = xσ(k)−xσ(k−1))
+ higher order terms. (2.8)
Remark. The “higher order terms” means that after we take n → ∞, it at least
has one more factor 1√
n
d than the first term.
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Proof. First we exam the upper bound (2.6). For k = 2, exactly from (5.3.22) in [6]
p. 153,
P (Tx1 ≤ n, Tx2 ≤ n)
=
∑
σ∈Σ2
∑
1≤j1<j2≤n
P (Txσ(1) = j1, Txσ(2) = j2)
≤ G−2ǫn ·
∑
σ∈Σ2
∑
1≤j1<j2≤(1+2ǫ)n
P (Sj1 = xσ(1))P (Sj2−j1 = xσ(2) − xσ(1))
For general k, do the induction on the Txk .
For the lower bound (2.8), again the case k = 2,
P (Tx ≤ n, Ty ≤ n) =
n∑
j=1
P (Tx = j, Ty ≤ n)
=
n∑
j=1
n∑
k=1
P (Tx = j, Sk = y, Sk+1 6= y, Sk+2 6= y, ..., Sn 6= y)
=
∑
1≤j<k≤n
P (Tx = j, Sk = y, Sk+1 6= y, Sk+2 6= y, ..., Sn 6= y)
+
∑
1≤k<j≤n
P (Tx = j, Sk = y, Sk+1 6= y, Sk+2 6= y, ..., Sn 6= y)
= I + II.
We have
I =
∑
1≤j<k≤n
P (Tx = j)P (Sk−j = y − x)P (S1 6= 0, S2 6= 0, ..., Sn−k 6= 0)
≥
∑
1≤j<k≤n
P (Tx = j)P (Sk−j = y − x)γn
≥ γnG−1n
∑
1≤j<k≤n
P (Sj = x, Sk = y)
and
II =
∑
1≤k<j≤n
P (Tx ≥ k, Sk = y, Sk+1 6= y, Sk+2 6= y, ..., Sn 6= y, Sk+1 6= x, ..., Sj−1 6= x, Sj = x)
=
∑
1≤k<j≤n
P (Tx ≥ k, Sk = y)P (T0 > n− k, Tx−y = j − k)
=
∑
1≤k<j≤n
P (Tx ≥ k, Sk = y)P (T0 > j − k, Tx−y = j − k)P (Ty−x > n− j)
6
≥
∑
1≤k<j≤n
P (Tx ≥ k, Sk = y)P (T0 > j − k, Tx−y = j − k) · P (Ty−x > n).
Apply Lemma 2.3 below to the middle term of the last line P (T0 > j − k, Tx−y =
j − k), then
II ≥
∑
1≤k<j≤n
P (Tx ≥ k, Sk = y)G−1n P (Tx−y = j − k) · P (Ty−x > n).
Continue with steps in [6] p. 154,
II ≥ G−2n
∑
1≤k<j≤n
P (Sk = y, Sj = x) · P (Ty−x > n)
−G−1n P (Tx ≤ n)P (Tx−y ≤ n)
n∑
k=1
P (Sk = y − x) · P (Ty−x > n).
Notice that P (T√n(y−x) > n) = 1 − P (T√n(y−x) ≤ n) → 1 when d = 2, 3 by Lemma
2.4 below. The last term has an extra P (·), which gives a factor 1√
nd
more than the
previous one. This finishes the case k = 2. We use symbols T and S for Tx and Sj
respectively to explain the procedure again. Let’s say the proof above for the 2-point
case (2.7) is a process from TT to SS. TT first splits into TS and ST right before
the line I + II. TS in I and ST in II give SS. For the 3-point function, we fix the
first hitting time j1 of x1 and work on the last two time spots j2 and j3. The 3-point
case T [TT ] first becomes T [SS] from the 2-point case. Then we consider the first
two time spots and make [TS]S become [SS]S from I.
For general k, T · · ·TT → T · · ·TSS, then continues by induction. Thus, the
proof is complete.
Lemma 2.3.
n∑
k=1
P (Tx = k) ≤ Gn
n∑
j=1
P (Tx = j, T0 > j).
Proof. From [9] p. 112, P (Sk = x, T0 > k) = P (Tx = k). So we need to prove
n∑
k=1
P (Sk = x, T0 > k) ≤ Gn
n∑
j=1
P (Tx = j, T0 > j).
First,
P (Sk = x, T0 > k) = P (Sk = x, Tx ≤ k, T0 > k) =
k∑
j=1
P (Sk = x, Tx = j, T0 > k)
=
k∑
j=1
P (Tx = j, T0 > j)P (Sk−j = 0, T−x > k − j).
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Again,
n∑
k=1
P (Sk = x, T0 > k) =
n∑
j=1
n∑
k=j
P (Tx = j, T0 > j)P (Sk−j = 0, T−x > k − j)
=
n∑
j=1
P (Tx = j, T0 > j)
n−j∑
i=0
P (Si = 0, T−x > i) ≤ Gn
n∑
j=1
P (Tx = j, T0 > j).
2.2 Capacity for d = 2, 3
Recall that pn(x) := P (Sn = x), p¯n(x) :=
(
d
2πn
)d/2
exp(−d|x|2
2n
). For d = 2, gt(x) :=
πp¯t(x), for d = 3, gt(x) := γp¯t(x). Let kN = logN , if d = 2; kN =
√
N if d = 3.
Lemma 2.4. d=2,3, x1 6= 0,
kNP (T√Nx1 ≤ Nt1)→
∫ t1
0
gs(x1)ds. (2.9)
Proof. It is well known that d = 2, Gn ∼ 1π log n and d = 3, Gn → 1/γ.
With Lemma 2.1, we only need to prove
√
N
d−2 Nt1∑
k=1
P (Sk =
√
Nx1) ∼
∫ t1
0
p¯s(x1)ds.
Also note that pk(
√
Nx1) = p¯k(
√
Nx1) +O(
1
kd/2+1
). For n << N ,
∑n
k=1 pk(
√
Nx1) ≈
0, and for n ≈ N , ∑Nk=n+1O( 1kd/2+1 ) = O(1/Nd/2). The rest is the Riemann sum for∑
p¯k(
√
Nx1).
For the k-point function. Let [0, t]k< = {(t1, t2, ..., tk); 0 ≤ t1 ≤ t2 ≤ ... ≤ tk ≤ t}.
Lemma 2.5. d = 2, 3 and 0, x1, ..., xk are distinct points,
(kN)
kP (T√Nx1 ≤ Nt, T√Nx2 ≤ Nt, ..., T√Nxk ≤ Nt)
∼
∑
σ∈Σk
∫
[0,t]k<
k∏
m=1
gtm−tm−1(xσ(m) − xσ(m−1))dt1 · · · dtk. (2.10)
Proof. Use Lemma 2.2.
Here is a byproduct, the case for the point-to-point function.
Lemma 2.6. d = 2, 3 and 0, x, x1 are distinct points,
kN · P (T√Nx1 ≤ Nt| SNt =
√
Nx) ∼
∫ t
0
gt1(x1)gt−t1(x− x1)dt1/gt(x). (2.11)
Proof.
P (T√Nx1 = j1, SNt =
√
Nx)
= P (SNt =
√
Nx| T√Nx1 = j1)P (T√Nx1 = j1) = P (SNt =
√
Nx| Sj1 =
√
Nx1)P (T√Nx1 = j1).
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2.3 Convergence for d = 2, 3
Let βN = βˆaN , aN = (
√
N/ logN)−1 if d = 2; aN = N−1/4 if d = 3. Moreover,
ψN,t(x1, . . . , xk) := a
k
NP (T
√
Nx1
≤ Nt, . . . , T√Nxk ≤ Nt) (2.12)
and
ψt(x1, . . . , xk) :=
∑
σ∈Σk
∫
[0,t]k<
k∏
m=1
gtm−tm−1(xσ(m) − xσ(m−1)) dt1 · · · dtk. (2.13)
The space scaling vN := 1/(
√
N)d, then we have aN/
√
vN = kN . From the
previous section,
lim
N→∞
v
−k/2
N ψN,t(x1, . . . , xk) = ψt(x1, . . . , xk). (2.14)
Recall that
ηN,x :=
1
aN
(
eβNω
√
Nx−Λ(βN ) − 1) .
Let an index set TN = {N−1/2k : k ∈ Zd} ⊂ Rd and a family of polynomial
chaos expansions (ΨN(ηN,x)). Let µ0(x) = 0, σ0(x) = βˆ. We are ready to check the
conditions for the case µ0 = 0 in Theorem 2.3 [4] which we state here:
(i) ηN,x’s are uniformly integrable, vN → 0 as N → ∞ and limN→∞ V ar(ηN,x) =
σ20.
(ii) There exists ψt with ψt ∈ L2((Rd)k) for every k ∈ N such that
lim
N→∞
||v−k/2N ψN,t − ψt||L2((Rd)k) = 0. (2.15)
(iii)
lim
ℓ→∞
lim sup
N→∞
∑
I⊂TN ,|I|>ℓ
(σ2N)
|I|ψN,t(I)
2 = 0. (2.16)
Proof of Theorem 1.1
(i) ηN,x’s are uniform bounded.
E(ηN,x)
4 ≤ 1
a4N
O(β4N) = O(1)
And limN→∞ V ar(ηN,x) = βˆ2.
ii) Since P (SNt =
√
Nx) ≤ CN p¯t(x) for all x and CN → 1 as N →∞,∫
|v−k/2N ψN,t(·)|2
k∏
i=1
dxi
≤ CN
∫ k∏
i=1
dxi
[∑
σ∈Σk
∫
[0,t]k<
p¯tj−tj−1(xσ(j) − xσ(j−1))
k∏
j=1
dtj
]2
:= CNIk,t.
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Notice that ∫
[0,t]k<
p¯tj−tj−1(xσ(j) − xσ(j−1))
k∏
j=1
dtj
≤
k∏
j=1
∫ t
0
ps(xσ(j) − xσ(j−1))ds.
So
Ik,t ≤ k!
∑
σ∈Σk
∫ k∏
i=1
dxi
[
k∏
j=1
∫ t
0
ps1(xσ(j) − xσ(j−1))ds1
]2
= k!
∑
σ∈Σk
∫ t
0
∫ t
0
ds1ds2
[∫ k∏
i=1
dxi
k∏
j=1
ps1(xσ(j) − xσ(j−1))ps2(xσ(j) − xσ(j−1))
]
= k!
∑
σ∈Σk
∫ t
0
∫ t
0
ds1ds2
[∫ k∏
i=1
dxi ps1(xj − xj−1)ps2(xj − xj−1)
]
= (k!)2
∫ t
0
∫ t
0
ds1ds2
[∫
ps1(yi)ps2(yi)dyi
]k
= C(k!)2
∫ t
0
∫ t
0
ds1ds2
1
(s1 + s2)d/2
≤ C(k!)2
∫ t
0
∫ t
0
ds1ds2
1
s
d/4
1 s
d/4
2
which is finite since d = 2, 3.
iii) First, V ar(ηN,x) = σ
2
N ≤ B for some B ∈ (0,∞). And∑
I⊂TN ,|I|>ℓ
(σ2N )
|I|ψN,t(I)2
≤
∑
k>ℓ
Bk
1
k!
∑
(z1,...,zk)∈(TN )k
ψN,t(z)
2
=
∑
k>ℓ
Bk
1
k!
||v−k/2N ψN,t||2L2((Rd)k).
From [6] Theorem 2.2.3 p. 29 and p. 41 with p = 2, and for each k, the L2 norm
has an upper bound (k!)
d−2
2 t
4−d
2
kCk. Thus,
≤
∑
k>ℓ
Bk
1
k!
(k!)
d−2
2 t
4−d
2
kCk.
The latter term goes to 0 when ℓ → ∞ for both d = 2, 3. The completes the case
d = 2, 3 in Thoerem 1.1.
Remark. For the point to point case,
(kN)
kP (T√Nx1 ≤ Nt, . . . , T√Nxk ≤ Nt|SNt =
√
Nx)
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∼ 1
gt(x)
∑
σ∈Σk
∫
[0,t]k<
k∏
m=1
gtm−tm−1(xσ(m) − xσ(m−1))gt−tk(x− xσ(k))dt1 · · · dtk.
And
ψcN,(t,x)(x1, . . . , xk) := a
k
NP (T
√
Nx1
≤ Nt, . . . , T√Nxk ≤ Nt|SNt =
√
Nx), (2.17)
ψct,x(x1, . . . , xk) :=
1
gt(x)
∑
σ∈Σk
∫
[0,t]k<
k∏
m=1
gtm−tm−1(xσ(m)−xσ(m−1))gt−tk(x−xσ(k))dt1 · · · dtk.
(2.18)
The superscript c stands for “constrained”. We then have
lim
N→∞
v
−k/2
N ψ
c
N,(t,x)(x1, . . . , xk) = ψ
c
t,x(x1, . . . , xk). (2.19)
In total, say t = 1,
ZN(x) := E(exp(βNHN)|SN =
√
Nx)→law ZW,c(x).
One can define the point-to-point partition function,
ZW (x) := ZW,c(x)p¯1(x).
2.4 d = 1
For d = 1, take βN = βˆN
−1/4. We first have
P (T√Nx ≤ Nt)→ P (Tx ≤ t).
For the k-point function
P (T√Nx1 ≤ Nt, T√Nx2 ≤ Nt, ..., T√Nxk ≤ Nt)→ P (Tx1 ≤ t, Tx2 ≤ t, ..., Txk ≤ t),
and the last term is equal to
P0( min
0≤s≤t
Bs ≤ x1 < x2 < ... < xk ≤ max
0≤s≤t
Bs).
So it is easy to see the case d = 1 in Theorem 1.1.
3 A special case for d = 1 when β is finite
In this section, we consider the case h = 0. In the mean time, we choose the un-
derlying process as one-dimensional Brownian motion {B(t)}t≥0, and the random
environment is modeled by a two-sided Brownian motion {W (x)}−∞<x<∞. B and W
are independent. The Hamiltonian we have is
11
Ht :=
∫
1x∈RtW (dx) =
∫ Mt
mt
W (dx) = WMt −Wmt , (3.1)
and
Zt := E(exp(βHt)) (3.2)
where Mt; = max0≤s≤tBs and mt := min0≤s≤tBs. The annealed patition function is
easily computed.
EZt := E(exp(
1
2
β2Rt)), (3.3)
where Rt = Mt−mt is the range of the Brownian motion B up to time t. By rescaling
W ,
Zt =
d E exp(βt1/3(WMt/t2/3 −Wmt/t2/3)).
Denote T = t1/3,
Zt =
d E exp(βT (WMT3/T 2 −WmT3/T 2))
= E exp(βT (WMT /T −WmT /T )).
The last equality is obtained by rescaling B. [2] calculated the explicit joint density
of (mT ,MT ). If the brownian motion B is ballistic, namely, of order T , the price to
pay is exp(−cT ), and the energy term gives exp(c˜T ) as well. So
1
T
logE exp(βT (WMT /T −WmT /T )) ≈ O(1).
Then we have
t−1/3 logZt ≈ O(1) (3.4)
from above discussions. From the scaling relation 1
3
= 2χ− 1, (3.4) suggests that the
scale χ of the end-point of the polymer in the 1D case is t2/3, which is the same as
(1 + 1)-directed polymer.
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