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Abstract. We describe an algorithm which may be used for a fast but
partial verification of the correctness of the multiplication of integers
expressed in the decimal system.
Hank Ombach [4] showed me a simple procedure that I believe might
have been used years ago to supervise the counting process and especially the
accuracy of summations and multiplications. In this note we will concentrate
on multiplication, as it is the more interesting case. Although the procedure
has no practical application now in the age of computers, we present the
trick and its explanation based on some simple ideas from the theory of
topological dynamical systems, e.g. see [1]. What we actually do is a detailed
description of the discrete semi-dynamical system determined by the map
S defined below. We do not, however, bother the reader with dynamical
systems terminology and machinery.
Suppose that r is a result of the numerical multiplication of two natural
numbers a and b. To check that r is actually the true result, one adds the
digits of decimal expansion of r to get r′ and then compares it to y′ – the
product of the sums of digits of decimal expansions of a and b, respectively.
If r′ = y′, then the verification is over and the result is not questioned. If
it is not, one compares the sums of digits of r′ and y′, and so on as long
as possible, i.e., when these sums are the same or reduced to single digit
numbers. In the latter case, if they are not the same numbers, one knows
that r is not equal to ab. When they are the same, one does not question the
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result. For example, let a = 37, b = 25. Then, r = 925 is the correct result
and r′ = 9 + 2 + 5 = 16 and y′ = (3 + 7)(2 + 5) = 70. Now, the sum of the
digits of r′ = the sum of the digits of y′ = 7. Certainly, this procedure does
not definitely determine that r = ab. However, if r 6= ab, there is a good
chance the error will be detected.
We describe and then explain the above procedure in terms of discrete
dynamical systems (or in terms of map iterations). Let N denote the set of
natural numbers 1, 2, 3, . . .. Let N0 = N ∪ {0}. For any x ∈ N we denote
by S(x) the sum of the digits of the decimal expansion of x. For example,
S(12) = 3, S(45801) = 18. For the function S : N −→ N we can consider
its n-th iteration, i.e., S0(x) = x, Sn+1(x) = S(Sn(x)), for all x ∈ N and
n ∈ N0. It is easy to see that S(x) < x unless x ≤ 9, and for 1 ≤ x ≤ 9
we have S(x) = x. Hence, the sequence Sn(x) is strictly decreasing for finite
many n’s and then it attains a constant value which is one of the first nine
natural numbers 1, . . . , 9.
We say that x, y ∈ N are S-equivalent if there exists n ∈ N0 such that
Sn(x) = Sn(y). It is obvious that it is an equivalence relation and there
are exactly nine equivalence classes: [1], . . . , [9]. Since any equivalence class
containing x also contains Sn(x) for all n > 0, we can formulate S-equivalence
as follows: Numbers x, y ∈ N are S-equivalent if there exist n,m ∈ N0 such
that Sn(x) = Sm(y).
Theorem 1. For every pair of numbers a, b ∈ N, the products ab and
S(a)S(b) are S-equivalent.
Corollary 1. Let a, b and r be natural numbers. If r = ab, then there
exist numbers n,m ∈ N0 such that S
n(r) = Sm(S(a)S(b)).
Remark 1. Corollary 1 can be used to verify that the numeric result, r, of
the multiplication of two numbers, a and b, is incorrect. To check this, it suf-
fices to compute finite many subsequent iterations of r and
y = S(a)S(b) under S. Certainly, this method may fail in some instances.
For example consider a = 37, b = 25 and incorrect r = 952 6= ab. Now,
S2(r) = S(S(a)S(b)) = 7. However, see Remark 2 below.
First we prove an auxiliary lemma.
For K = 1, . . . , 9 we define sets:
AK = {x ∈ N : x = K + 9n, n ∈ N0}.
Lemma 1. [K] = AK , for K = 1, . . . , 9.
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Proof of the Lemma. First we show that each AK is invariant under
S, i.e. S(AK) ⊂ AK . Let K ∈ {1, . . . 9} and let x ∈ AK be of the form
x = K +9n and consider the decimal expansion of x: x =
∑m
i=0 xi10
i. Then,
S(x) =
∑m
i=0 xi. Hence, x − S(x) =
∑m
i=1 xi(10
i − 1) = 9p, where p ∈ N0.
Hence, S(x) = x− 9p = K + 9(n− p) ∈ AK .
Now we show that [K] ⊂ AK , for K = 1, . . . , 9, which will complete
the proof as both families of sets AK and [K] form partitions of N of equal
cardinality. Fix some K and let x ∈ [K]. As sets AK form a partition of N,
there exists L ∈ {1, . . . , 9} such that x ∈ AL. As AL is invariant then, for each
n, Sn(x) ∈ AL. On the other hand, there exists no such that S
n0(x) = K.
Hence, K ∈ AL, so L = K and x ∈ AK . 
Proof of the Theorem. Consider the decimal expansions of a and b:
a =
n∑
i=0
ai10
i, b =
m∑
i=0
bi10
i.
Then,
S(a) =
n∑
i=0
ai, S(b) =
m∑
i=0
bi,
and we have:
ab− S(a)S(b) =
n+m∑
k=0

 ∑
i+j=k
aibj

 10k −
n+m∑
k=0

 ∑
i+j=k
aibj


=
n+m∑
k=1

 ∑
i+j=k
aibj

 (10k − 1) = 9p,
where p ∈ N0. It shows that both ab and S(a)S(b) belong to the same set
AK , which by the Lemma means they are S-equivalent. 
Remark 2. Given a, b ∈ N, the probability that a number r ∈ N and ab
are not S-equivalent is 8
9
. This probability is even higher if we know that the
decimal expansions of r and ab have some but not all common digits. So,
there is a good chance that if r 6= ab, then the procedure will detect it.
We are aware of the fact that the above Remark could be much more
developed. As it is well known, e.g. see [2] (Chapter 34) or [4] (Chapter 13),
the investigation of the complexity of algorithms verifying the correctness of
solutions is one of the classical problems. This note and in particular the
above Remark points out that in the described situation such investigation
makes sense.
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