We use the periodic unfolding technique to derive corrector estimates for a reaction-diffusion system describing concrete corrosion penetration in the sewer pipes. The system, defined in a periodically perforated domain, is semi-linear, partially dissipative and coupled to a nonlinear ordinary differential equation posed on the solid-water interface at the pore level. After discussing the solvability of the pore scale model, we apply the periodic unfolding techniques (adapted to treat the presence of perforations) not only to derive macroscopic (upscaled) model equations, but also to prepare a proper framework for obtaining a convergence rate (corrector estimates) of the averaging procedure.
Introduction
Concrete corrosion is a slow natural process that leads to the deterioration of concrete structures (buildings, bridges, highways, etc.) leading yearly to huge financial losses everywhere in the world. In this article, we focus on one of the many mechanisms of chemical corrosion, namely the sulphation of concrete, and aim to describe it macroscopically by a system of averaged reaction-diffusion equations whose effective coefficients depend on the particular shape of the microstructure. The final aim of our research is to become capable to predict quantitatively the durability of a (well-understood) cement-based material under a controlled experimental setup (well-defined boundary conditions). The striking thing is that in spite of the fact that the basic physical-chemistry of this relatively easy material is known [1] , we have no control on how the microstructure changes (in time and space) and to which extent these spatio-temporal changes affect the observable macroscopic behaviour of the material. The research reported here goes along the line open in [2] , where a formal asymptotic expansion ansatz was used to derive macroscopic equations for a corrosion model, posed in a domain with locally periodic microstructure (see [3] for a rigorous averaging approach of a reduced model defined in a domain with locally periodic microstructures). A two-scale convergence approach for periodic microstructures was studied in [4] , while preliminary multiscale simulations are reported in [5] . Within this article we consider a partially dissipative reaction-diffusion system defined in a domain with periodically distributed microstructure. This system was originally proposed in [6] as a free-boundary problem. The model equations describe the corrosion of sewer pipes made of concrete when sulphate ions penetrate the non-saturated porous matrix of the concrete viewed as a 'composite'. The typical concrete microstructure includes solid, water and air parts, see Figure 1 . One could argue that the microstructure of a concrete is neither uniformly periodic nor locally periodic, and the randomness of the pores and of their distributions should be taken into account. Based on our experience, periodic representations of concrete microstructures often provide good qualitative descriptions. For what the macroscopic corrosion process is concerned, the derivation of corrector estimates (for the periodic case) is crucial for the identification of convergence rates of microscopic solutions. The stochastic geometry of the concrete will be studied as future work with the hope to shed some light on eventual connections between the role played by a locally periodic distributed microstructure versus stationary random(-distributed) pores. In this spirit, we think that there is much to be learnt from [7] .
The main novelty of this article is twofold: on the one hand, we obtain corrector estimates under optimal regularity assumptions on solutions of the microscopic model and obtain the desired convergence rate (hence, we now have a confidence measure of our averaging results); on the other hand, we apply for the first time an unfolding technique to derive corrector estimates in perforated media. The main ideas of the methodology were presented in [8, 9] and applied to linear elliptic equations with oscillating coefficients, posed in a fixed domain. Our approach strongly relies on these results. However, novel aspects of the method, related to the presence of perforations in the considered microscopic domain, are treated here for the first time; see Section 3. The main advantage of using the unfolding technique to prove corrector estimates is that only H 1 -regularity of solutions of microscopic equations and of unit cell problems is required, compared to standard methods (mostly based on energy-type estimates) used in the derivation of corrector estimates. As a natural consequence of this fact, the set of choices of microstructures is now much larger.
This article is structured as follows: after introducing model equations and the assumed microscopic geometry of the concrete material, the Section 2 goes on with the main assumptions and basic estimates ensuring both the solvability of the microscopic problem and the convergence of microscopic solutions to a solution of the macroscopic equations, as " ! 0. In Section 3, we state and prove the corrector estimates for the concrete corrosion model, Theorem 3.6, determining the range of validity of the upscaled model.
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of partial differential equations, posed in domains with periodically distributed microstructures.
Problem description 2.1. Geometry
We assume that concrete piece consists of a system of pores periodically distributed inside the three-dimensional cube ¼ [a, b] 3 with a, b 2 R and b > a. Since usually the concrete in sewer pipes is not completely dry, we consider a partially saturated porous material. We assume that every pore has three distinct non-overlapping parts: a solid part, the water film which surrounds the solid part and an air layer bounding the water film and filling the space of Y as shown in Figure 1 . Note that the dark (black) parts indicate the water-filled parts in the material where most of our model equations are defined. The reference pore, Y ¼ [0, 1] 3 , has three pairwise disjoint domains Y 0 , Y 1 and Y 2 with smooth boundaries À 1 and À 2 as shown in the figure.
Let " be a small factor denoting the ratio between the characteristic length of the pore Y and the characteristic length of the domain . Let 1 and 2 be the characteristic functions of the sets Y 1 and Y 2 , respectively. The shifted set Y k
where e j is the jth unit vector. The union of all Y k 1 multiplied by " that are contained within defines the perforated domain " 1 , namely "
2 , À " 1 and À " 2 denote the union of "Y k 2 , "À k 1 and "À k 2 , contained in .
Microscopic equations
We consider the microscopic model 
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with the initial conditions
and the boundary conditions
together with
Concrete corrosion is modelled by diffusion and reaction of three microscopically active chemical species: sulphuric acid u " , hydrogen sulphide v " in water phase, and hydrogen sulphide gas w " in air layers. The transfer of hydrogen sulphide from air into a water film is modelled by interface reaction given by Henry's law [6] where a " and b " are mass-transfer coefficients. The catalysis of hydrogen sulphide into sulphuric acid is defined via a nonlinear reaction. The mass concentration of a chemical compound bound on surface (gypsum), produced through reaction of sulphuric acid with solid matrix, is represented by r " . The evolution of r " typically define criteria on how important the corrosion process is [5] . We refer the reader to [2, 4] for the mathematical modelling of the corrosion mechanism as well as for details on the structure of the bulk and surface production terms by reaction f(Á) and (Á).
are sublinear and locally Lipschitz continuous. Furthermore, R() ¼ 0 for < 0 and Q() ¼ 0 for ! max , with some max > 0.
(A3) f 2 C 1 (R 2 ) is sublinear and globally Lipschitz continuous in both variables, i.e. We define the oscillating coefficients D " i ðt, xÞ :
Then, adding the obtained inequalities, choosing " conveniently and applying Gronwall's inequality imply the first three estimates in the the lemma. Taking ¼ r " as a test function in (8) and using (A2) from Assumption 2.1 and the estimates for u " , yield the estimate for r " . The test function ¼ @ t r " in (8), the sublinearity of R, the boundedness of Q and the estimates for u " imply the boundedness of " 1=2 k@ t r " k L 2 ðð0,T ÞÂÀ " 1 Þ . g LEMMA 2.4 (Positivity and boundedness) Let Assumption 2.1 be fulfilled. Then the following estimates hold:
, v " (t) ! 0 a.e. in " 1 , w " (t) ! 0 a.e. in " 2 and u " (t), r " (t) ! 0 a.e. on À " 1 , for a.a. t 2 (0, T ).
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(ii) u " ðtÞ M u e A u t , v " ðtÞ M v e A v t a.e. in " 1 , w " ðtÞ M w e A w t a.e. in " 2 , and u " ðtÞ M u e A u t , r " ðtÞ M r e A r t a.e. on À " 1 , for a.a. t 2 (0, T ), with some positive numbers A j , M j , where j ¼ u, v, w, r.
Proof (i) To show the positivity of a weak solution we consider u "À as test function in (5) , v "À in (6), w "À in (7) and r "À in (8) 
)v "À and (u " , r " )u "À are zero, since by Assumption 2.1 f(u, v) is zero for negative u or v and (u, r) is zero for negative u. In the integrals over À " 2 we use the positivity of a and b and the estimate v " w "À ¼ (v "þ þ v "À )w "À v "À w "À . Due to the positivity of , the right-hand side in the equation for r " , with the test function ¼ r "À , is nonpositive. Adding the obtained inequalities, applying both Young's and the trace inequalities, considering " sufficiently small, we obtain, due to positivity of the initial data and using Gronwall's inequality, that Lemma A.1 in the appendix and H 1 -estimates for u " in Lemma 2.3 imply u " (t) ! 0 and u " ðtÞ e A u t M u a.e on À " 1 for a.a. t 2 (0, T ). The assumption on and Equation (8) with the test function ðr " À e A r t M r Þ þ , where r 0 (x) M r a.e. on À 1 , yield
This, for A r and M r , such that C A r M r e A r T , implies the boundedness of r " on À " 1 for a.e. t 2 (0, T ). g 1134 T. Fatima et al.
LEMMA 2.5 Under Assumption 2.1, we obtain the estimates, independent of ":
Proof We test (5) with ¼ @ t u " , and using the structure of , the regularity assumptions on R and Q and the boundedness of u " and r " on À " 1 , we estimate the boundary integral by
where RðÞ ¼ R 0 RðÞd. Then, Assumption 2.1, estimates in Lemma 2.3 and the fact that D 0 u =2 À " 2 ! 0 for appropriate " imply the estimate for @ t u " . In order to estimate @ t v " and @ t w " , we differentiate the corresponding equations with respect to the time variable and then test the result with @ t v " and @ t w " , respectively. Due to assumptions on f and using the trace inequality, we obtain Z
and Z
The regularity assumptions imply that k@ t v " ð0Þk L 2 ð " 1 Þ and k@ t w " ð0Þk L 2 ð " 2 Þ can be estimated by the H 2 -norm of v 0 and w 0 . Adding (10) and (11) , making use of estimates for @ t u " , rv " and rw " and applying Gronwall's lemma, give the desired estimates. g Proof The Lipschitz continuity of f, local Lipschitz continuity of and the boundedness of u " and r " on À " 1 ensure the uniqueness result. The existence of weak Applicable Analysis 1135 solutions follows by a standard Galerkin approach [11] using the a priori estimates in Lemmas 2.3, 2.4 and 2.5. g
Unfolded limit equations
Definition 2.7 [12] [13] [14] [15] (1) For any function Lebesgue-measurable on perforated domain " i , the unfolding operator T "
We note that for w 2 H 1 () it holds that T "
For any function Lebesgue-measurable on oscillating boundary À " i , the boundary unfolding operator T "
and
Proof Applying estimates in Lemmas 2.3, 2.5 and convergence theorem [13, 16] see Theorem A.3 in the appendix, implies the convergences for u " , v " , w " in (12) . The strong convergence of r " is achieved by showing that T " À 1 ðr " Þ is a Cauchy sequence in L 2 ((0, T ) Â Â À 1 ), for the proof see [4, 17] . A priori estimate for @ t r " and the convergence properties of T " À 1 [13] imply the convergences of @ t T " À 1 ðr " Þ. To show the other convergences in (13), we make use of the trace theorem [10] , and of the strong convergence of T " 
. . , n, are solutions of the correspondent unit cell problems
Proof Due to considered geometry of " 1 and " 2 we have
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Applying the unfolding operator to (5)-(8), using T " Y 1 D i ðt, x " Þ ¼ D i ðt, yÞ, i 2 fu, vg and T " Y 2 D w ðt, x " Þ ¼ D w ðt, yÞ, considering the limit as " ! 0 and the convergences stated in Theorem 2.8, we obtain the unfolded limit problem. Similarly as for microscopic problem, using local Lipschitz continuity of and f and boundedness of macroscopic solutions, which follows directly from the boundedness of microscopic solutions, we can show the uniqueness of a solution of the macroscopic model. Thus, the whole sequence of microscopic solutions converge to a solution of the limit problem. The functionsũ,ṽ,w are defined in terms of u, v, w and solutions ! j u , ! j v , ! j w of unit cell problems (15) and (16), see [4, 17] .
Corrector estimates
First of all, we introduce the definition of local average and averaging operators. After that, we show some technical estimates needed in the following. We define [8, 14] (1) For any 2 L p ð " i Þ, p 2 [1, 1] and i ¼ 1, 2, we define the local average operator ('mean in the cells') M "
where for x 2 "(Y þ ) and k ¼ (k 1 , . . . , k n ) 2 {0, 1} n points " x k l l are given by (2) . and P :
Basic estimates
In this section, we prove some technical estimates, used in the derivation of corrector estimates.
Proof This proof is similar to [8] . For 1 2 L 2 (0, T; H 1 ()) we can write
Using Y i & Y and applying Poincare´'s inequality, we obtain
Then, we add all inequalities for 2 Z n , such that "( þ Y ) & , and obtain the first estimate in (17) . The second estimate follows from the decomposition of " i into [ 2 Z n "ð þ Y i Þ and Poincare´'s inequality as in the previous estimate. g LEMMA 3.4 For 2 L 2 ð0, T; H 2 ð ",2 ÞÞ, 2 2 L 2 ð0, T; H 1 ð ",2 i ÞÞ, ! 2 H 1 per ðY i Þ, with i ¼ 1, 2, we have the following estimates
Proof The first inequality follows directly from the first estimate in (17) applied to r. To show the second estimate, we use the definition of the operator Q " Y i , the equality P k2f0,1g n " x k 1 1 . . . " x k n n ¼ 1, and obtain
x k n n :
For any 2 W 1,p ðIntðY i [ ðY i þ e j ÞÞÞ, the following estimate holds:
Thus, by the definition of Q " Y i ðÞ and by a scaling argument this implies
We sum over 2 Z n with "ð þ Y i Þ & " i and obtain the desired estimate. Using (19) we also obtain that Z jQ "
In the same way, using the estimates stated in Proposition 3.3, the fourth and fifth estimates in (18) follows from: For 2 H 1 () applying the trace theorem to a function in L 2 (À i ) yields Z
To obtain an estimate for the gradient of Q " Y i ð 2 Þ, with 2 2 L 2 ð0, T; H 1 ð " ÞÞ, we definek j ¼ ðk 1 , . . . , k jÀ1 , k jþ1 , . . . , k n Þ,k j 1 ¼ ðk 1 , . . . , k jÀ1 , 1, k jþ1 , . . . , k n Þ,k j 0 ¼ ðk 1 , . . . , k jÀ1 , 0, k jþ1 , . . . , k n Þ and calculate @Q "
jþ1 " x k n n :
Now, applying (19) we obtain the estimates for rQ "
Y i ð!Þ À ! follows directly by applying Poincare´'s inequality. To derive the last estimate, we consider
Periodicity defect
In the derivation of error estimates we use a generalization of Theorem 3.4 proved in [8] for functions defined in a perforated domain:
The proof of Theorem 3.5 goes the same lines as in [8, Theorem 3.4 ], using the estimates
Ckrk L 2 ð ",2 i Þ : For more details we refer to the appendix.
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Error estimates
Under additional regularity assumptions on the solution of the macroscopic problem, we obtain a set of error estimates. We emphasize here again that only H 1 -regularity for the solutions of the microscopic model and of the cell problems is required.
THEOREM 3.6 Suppose (u " , v " , w " , r " ) are solutions of the microscopic problem (1)-(4) and u, v, w 2 L 2 (0, T; H 2 ()) \ H 1 ((0, T ) Â )), r 2 H 1 (0, T; L 2 ( Â À 1 )) are nonnegative and bounded solutions of the macroscopic equations (14) . Then we have the following corrector estimates:
4. Proof of Theorem 3.6
We define distance function (x) ¼ dist(x, @), domains " ,in ¼ fx 2 , ðxÞ 5 "g and " i,,in ¼ fx 2 " i , ðxÞ 5 "g, and " ðÁÞ ¼ inff ðÁÞ " , 1g. Definition of " yields kr " k L 1 ðÞ n ¼ kr
Then, for È 2 H 2 () and ! 2 H 1 (Y i ), where i ¼ 1, 2, we obtain the following estimates [8] :
Note that for a bounded Lipschitz domain there exists an extension of È from into ",2 , such that kPðÈÞk L 2 ð ",2 Þ C À kÈk L 2 ðÞ þ "krÈk L 2 ðÞ n Á and krPðÈÞk L 2 ð ",2 Þ n CkrÈk L 2 ðÞ n .
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we consider an extension " 1 of 1 from ð0, T Þ Â " 1 into (0, T ) Â , such that
and kr " 1 k L 2 ðð0,T ÞÂÞ Ckr 1 k L 2 ðð0,T ÞÂ " 1 Þ : Due to the presence of zero boundary conditions and since all phases are connected, standard extension results apply [18] . We consider " 1 2 L 2 ð0, T; H 1 0 ðÞÞ and " 1 2 L 2 ðð0, T Þ Â , H 1 per ðY 1 ÞÞ, given by Theorem 3.5 applied to 1 , as test functions in the macroscopic Equation (14) for u:
In the first term and in the last two integrals, we replace " 1 by M " Y 1 ð 1 Þ, " 1 by T " À 1 ð 1 Þ, and u by T " Y 1 ðuÞ. As next step, we introduce " in front of ru and @ x j u, and replace r " 1 by rQ " Y 1 ð 1 Þ. Notice that Q " Y i ð@ x j uÞ and ru are in L 2 (0, T; H 1 ()), but not in L 2 ð0, T; H 1 0 ðÞÞ. Now, using Theorem 3.5, we replace r "
Then we remove " , replace ru by M " Y 1 ðruÞ, @ x j u by M " Y 1 ð@ x j uÞ and, using M "
Introducing " in front of M " Y i ð@ x j uÞ and replacing M "
where
Now, we subtract Equation (22) from Equation (5) for u " and obtain for the test
We consider " ¼ T " À 1 r " À r as a test function in the equations for r in (14) and for T " À 1 ðr " Þ, obtained from (8) by applying the unfolding operator. Using the local Lipschitz continuity of and the boundedness of u " , u, r " and r, we obtain Z
Applying Gronwall's inequality and considering T " À 1 ðr " 0 Þðx, yÞ ¼ r 0 ð yÞ yields kðT " À 1 ðr " Þ À rÞðtÞk 2 À ðT " À 1 ðr " Þ, T " À 1 ðu " ÞÞ À ðr, uÞ
Therefore, the ellipticity assumption, the Lipschitz continuity of f, the estimate (23) and Young's inequality imply Z
Here we used that
The estimates of the error terms in Section 4.1 imply
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Similarly, estimates for v " À v À " P n j¼1 Q " Y 1 ð@ x j vÞ! j v and w " À w À " P n j¼1 Q " Y 2 ð@ x j wÞ! j w are obtained. The only difference is the boundary term. Applying the trace theorem and estimates in Lemma 3.4, the boundary term can be estimated by Z ÂÀ 2 À ðað yÞw À bð yÞvÞ " 2 À ðað yÞT " À 2 ðwÞ À bð yÞT " 
For C w we have the same expression as for C v , with v replaced by w, ! j v by ! j w , " 1 by " 2 , and without the term jQ " Y 1 ð@ x j uÞ! j u j 2 . Thus, we can estimate
For sufficiently small ", adding all the estimates, removing " by using the estimates (21), applying Gronwall's inequality and considering that u
To obtain the estimate for r " À U " À 1 ðrÞ, we consider the equations for T " À 1 r " , obtained from (8) by applying the unfolding operator, and the equation for r in (14) with the test function T " À 1 r " À r. Using the properties of U " À 1 , the local Lipschitz continuity of , and Gronwall's inequality, yields where ¼ (0, ) Â . Theorem 3.5 and the estimates (20) and (21) imply (6) Let v 2 L p per ðY i Þ and v " ðxÞ ¼ vð x " Þ, then T " Yi ðv " Þðx, yÞ ¼ vð yÞ. (7) For v, w 2 L p ð " i Þ and , 2 L p ðÀ " i Þ holds T " Yi ðv wÞ ¼ T " Yi ðvÞT " Yi ðwÞ and T " Ài ð Þ ¼ T " Ài ðÞT " Ài ð Þ: THEOREM A.3 [13, 16] Let p 2 (1, 1) and i ¼ 1, 2.
(1) For f " g & W 1,p ð " i Þ, satisfies k " k W 1,p ð " i Þ C, there exists a subsequence of { " } (still denoted by " ), and 2 W 1,p (), 2 L p ð; W 1,p per ðY i ÞÞ, such that T "
Y1 " ! strongly in L p loc ð; W 1,p ðY i ÞÞ, T "
Y1 " * weakly in L p ð; W 1,p ðY i ÞÞ, T " Y1 ðr " Þ * r þ r y weakly in L p ð Â Y i Þ: (2) For f " g & W 1,p 0 ð " i Þ, such that k " k W 1,p 0 ð " i Þ C, there exists a subsequence of { " } (still denoted by " ) and 2 W 1,p 0 ðÞ, 2 L p ð; W 1,p per ðY i ÞÞ, such that T " Yi " ! strongly in L p ð; W 1,p ðY i ÞÞ, T "
Yi ðr " Þ * r þ r y weakly in L p ð Â Y i Þ:
i Þ, such that " 1=p k " k L p ðÀ " i Þ C, there exists a subsequence of { " } and 2 L p ( Â À i ) such that T " Ài ð " Þ * weakly in L p ð Â À i Þ:
PROPOSITION A.4 [13, 16] (1) The operator U " Yi is formal adjoint and left inverse of T " Yi , i.e for 2 L p ð " i Þ, where p 2 [1, 1), kT " ðr x Þ À r À r y" k L 2 ðY;H À1 ðÞÞ n C"krk L 2 ðÞ n :
The proofs of Theorems A.5 and 3.5 are based on the following results: Applicable Analysis 1151
