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Auswertungsmethoden und Analyse der Zuverlässigkeit
von Mess- und Informationsanlagen
Khurodze, R.
Die Entwicklung der modernen Mittel für die
Sammlung, Umwandlung, Verarbeitung und Über-
tragung von Daten bietet auf Grund der billigen,
kompakten, schnellen und energiesparenden Inte-
gralmikroschaltungen die Möglichkeit sehr kompli-
zierte automatisierte Systeme zur Steuerung von
Betriebsvorgängen (ASS BV) praktisch zu verwirkli-
chen. Das Problem der ausreichenden Zuverlässig-
keit von angebotenen ASS BV ist jedoch bisher
noch nicht endgültig gelöst. Deshalb ist die Aus-
wertung und Analyse der Zuverlässigkeit von Mess-
und Informationssystemen eine sehr wichtige Auf-
gabe.
1 Einleitung
Man kann die Steuerungssysteme in drei Klassen
je nach Nutzungsbedingungen, vor allem nach der
Möglichkeit der Wiederherstellung am Betriebsort,
einteilen.
a) Die Steuerungssysteme (SS), die man in be-
stimmten Zeiträumen nicht stoppen und im Laufe
des Betriebs nicht wiederherstellen darf.
b) Die Steuerungssysteme, bei denen die Unter-
brechung des Betriebs für die Wiederherstellung
zulässig ist.
c) Die Steuerungssysteme, bei denen Reparaturar-
beiten ohne Unterbrechung des üblichen Betriebs
zulässig sind.
Das quantitative Maß für die Zuverlässigkeit der
Analoganlagen ist die Wahrscheinlichkeit des Be-
triebs ohne zu versagen und mit den Fehlern in
zulässigen Grenzen zu bleiben[8].
In diesem Beitrag werden die Aufgaben der Analy-
se der Gesamtzuverlässigkeit von technischen
Komponenten in ASS BV erörtert. Insbesondere
werden zwei Modelle zur Gestaltung, Sammlung,
Umwandlung und Verarbeitung von Analog-
Messdaten in ASS BV betrachtet mit Verwendung:
1) der EDV ohne Strukturreserven; 2) der Analog-
EDV mit Reserven.*
*
2 Das I. Modell
In einer Anlage zur Messung, Umwandlung und
Verarbeitung von Meßdaten in Digitalform gibt es
eine eingebaute Kontrollapparatur, die ein Versa-
gen jeder Art mit einer Wahrscheinlichkeit kleiner
als 1 erkennen kann. In dieser Anlage können un-
terschiedliche Ausfälle auftreten: 1) die unvermu-
teten Ausfälle, die durch das System der Kontroll-
apparatur im Zeitpunkt der Entstehung erkannt
werden können; 2) die von der Kontrollapparatur
nicht erkennbaren unvermuteten Ausfälle; 3) er-
kennbare parametrische (sukzessive) Ausfälle; die
Laplace-Transformation der Verteilungsdichte von
Zeiträumen zwischen aufeinanderfolgenden suk-
zessiven Versagen a(s) kann durch parallel-
sukzessive Phasen (Schritte) dargestellt werden*
[1,3,4]:
Formel (1) im Anhang
hierin ist n - die Anzahl der parallelen Zweige; jeder
Zweig besteht aus li ( i=1,n) sukzessiven Phasen;
aij (i - die Zweignummer, j - die Nummer des
Schrittes im i-ten Zweig) - die Intensität des entste-
henden Versagens; Pi - die Wahrscheinlichkeit des
Zutreffens eines Versagens der ersten Phase des i-
ten Zweiges nach der Wiederherstellung der aus-
                                                
* Zur Erzielung einer erforderlichen Sicherheit des
mathematischen Modells ist es erwünscht und
manchmal sogar auch nötig, die parametrischen
Ausfälle nicht durch ein bestimmtes, sondern durch
ein frei ausgewähltes Verteilungsgesetz zu be-
schreiben. Aber in diesen Fällen entstehen mathe-
matische Schwierigkeiten. Deshalb ist es meist
zweckmässiger eine bekannte effektive Methode
zur Approximation der verschiedenen Verteilungs-
gesetze (darunter auch des Gaussgesetzes) mit
parallel-sukzessiven Phasen zu verwenden. Diese
Methode gewährleistet die Berechnung von erfor-
derlichen Werten des Variationskoeffizients mit be-
liebiger Präzision.
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gefallenen Anlage;  h(t) = (i,j) - der Anlagenzustand
nach dem Versagen.
Für die Erkennung von Ausfällen, die durch die
Kontrollapparatur nicht erkennbar sind, ist eine pe-
riodische sichere Testkontrolle vorgesehen [5-7,9].
Sofort nach dem Erkennen des Versagens setzt die
Wiederherstellung der Anlage ein, um ihre An-
fangszuverlässigkeit wiederherzustellen. lm Laufe
der Wiederherstellung entstehen keine neuen Ver-
sagen.
Wir beschreiben den Arbeitsvorgang des Systems
als Zufallsprozess n(t). Wenn im Zeitpunkt t das
System arbeitsfähig und im Betriebszustand ist, so
ist n(t)=1. Wenn das System sich im Betriebszu-
stand befindet, aber nicht arbeitsfähig ist, so ist
n(t)=2. n(t)=3 - das System ist arbeitsfähig und wird
der periodischen Prüfung unterworfen; n(t)=4 - das
System ist nicht arbeitsfähig und befindet sich im
Zustand der Wiederherstellung. Wir definieren den
Zufallsprozess wie folgend: e(t) - der Zeitraum vom
letzten 0-Zeitpunkt bis zum t-Zeitpunkt. Der 0-
Zeitpunkt ist ein Zeitpunkt des Wertwechsels der
Funktion n(t); h(t) = (i,j) - der Zustand des Systems
im t-Zeitpunkt nach dem entstehenden parametri-
schen Versagen.
Die Bezeichnungen werden wie folgt benutzt:
g - die Intensität unvermuteter Versagen, die durch
laufende Gerätekontrolle erkennbar sind; b - die
Intensität unvermuteter Versagen, die durch peri-
odische Kontrolle oder im Laufe der Wiederher-
stellung erkennbar sind; n - die Pauschalintensität
von Versagen, die im Laufe der periodischen Kon-
trolle entstehen und bis zum Ende dieser Kontrolle
erkannt werden; G(u) - die Verteilungsfunktion (VF)
der Wiederherstellungszeit;
)()(),(/)(')( uGluGuGuGu -==m ;
G(u) - die VF von Zeiträumen der periodischen
Kontrolle b(u)=G(u)/G(u),G(u)=1-G(u); F(u)  - die VF
von Zeiträumen, wenn sich das System im Zustand
n(t)=1 befindet und es bis zum Anfang der periodi-
schen Kontrolle nicht versagt;
).(1)(),(/)(')( uFuFuFuFuc -==
Es ist offensichtlich, daß einige der statistischen
Ausgangswerte sich je nach dem Systemzustand
unterscheiden können. Z.B. aij - im Betriebszu-
stand vom ai°j - im Zustand der periodischen Kon-
trolle.
Für die Beschreibung des Betriebsvorganges eines
Systems werden folgende Wahrscheinlichkeiten
benutzt:
{ }duutuijttvPduutij +<<=== )(),()(,1)(),( eht
{ }duutuijttvPduutij +<<=== )(),()(,2)(),( eht
{ }duutuijttvPduutqij +<<=== )(),()(,3)(),( eh ;
{ }duutuijttvPduutq ij +<<=== )(),()(,4)(),(* eh ;
{ }duututvPduutr +<<== )(,5)(),( e .
Wenn im Anfangszeitpunkt das System im arbeits-
fähigen Zustand und nach dem parametrischen
Versagen im ( i, j )-Zustand ist, so ist
)()0,0( tjjiiij dddt &&=
Hierbei ist d(t) - die Impulsfunktion; dij - das Krone-
kerzeichen.
Für die Grenzbedingungen (u=0) kann man in be-
zug auf die eingeführten Wahrscheinlichkeiten fol-
gende Verhältnisse ableiten:
Formeln (2-6) im Anhang
Ausgehend von wahrscheinlichkeitstheoretischen
Überlegungen sind folgende Formeln begründet:
Formeln (7-12) im Anhang
Die Formel (12) stellt die Wahrscheinlichkeit des
Übergangs vom System, daß sich im Zeitpunkt u=0
nach dem Entstehen des Versagens im (iK)-
Zeitpunkt befindet, im (0,u)-Zeitraum in den (ij)-
Zustand  ),1,,1( ilKni == dar.
Die Formeln (7)-(11) beschreiben die Unbekannten
tiK(t,0), t
*
iK(t,0), qiK(t,0) q
*
iK(t,0) und r(t,0). Diese
Grössen werden durch die Gleichungen der Grenz-
bedingungen bestimmt.
Wenn man die Formeln (7)-(11) in (2)-(6) substitu-
iert und die Laplace-Transformation benutzt, so er-
gibt sich:
Formeln (13-17) im Anhang
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Hier:
)0,(0,();0,()0,();0,()0,( *^
* tqsqssts cdcdcdcdcdcd === tttt
)0,()0,();0,()0,( ** trsrtqsq cdcdcdcd ==  ;
= Zeichen der Laplace-Transformation.
Formeln (18-28) im Anhang
Auf diese Weise entsteht ein System von algebrai-
schen linearen Gleichungen für )0,(sijt
),1,,1( ilini == .
Die Anzahl der Gleichungen und Unbekannten be-
trägt: å
=
n
i
il
1
.
Die Lösung des Systems (28) unter Berücksichti-
gung der Formel (27) gibt die Möglichkeit )0,(sijt
),1,,1( ilini == und daraus alle vorher einge-
führten Wahrscheinlichkeiten festzustellen.
Das Normierungsverhältnis in Form der Laplace-
Transformation:
Formel (29) im Anhang
Die stationären Werte für die betroffenen Wahr-
scheinlichkeiten werden üblicherweise wie folgt be-
stimmt:
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analog dazu werden die anderen Wahrscheinlich-
keiten berechnet.
Das Gleichungssystem (28) und (29) hat für
¥®t die Form:
Formel (30) im Anhang
Es ist leicht zu beweisen, daß.
åå
= =
=
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i
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00t
Daher ist die Anzahl der unabhängigen Gleichun-
gen eins weniger als die Anzahl von Unbekannten.
 Als fehlende Gleichung ist die Normierungsglei-
chung für den stationären Zustand zu benutzen:
åå
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Hier
)0()(1)0(lim)(lim);0,(lim)0(
000
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sgrssrrssrr b
sss
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®®®
bt  - die mathematische Wartezeit bis zur Wieder-
herstellung der versagten Anlage.
Es ist klar, daß der Koeffizient der Betriebsbereit-
schaft folgende Form hat:
åå
= =
G =
n
i
l
j
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i
K
1 1
t .
Ferner betrachten wir die Auswertemethoden zur
Zuverlässigkeit der Gesamt-Messanlage (KMA),
d.h. mehrere primäre Meßanlagen zur Messung ei-
ner Bezugsgrösse werden zu einem Komplex, mit
dem Ziel der Erhöhung der Genauigkeit und Zu-
verlässigkeit zusammengeschlossen.
Es gibt zwei Möglichkeiten zum Aufbau von KMA.
Die erste: die Meßdaten werden automatisch nach
einem bestimmten Algorithmus mit der Hilfe von
EDVA verarbeitet. Bei der zweiten Möglichkeit für
die Verarbeitung von Meßdaten wird die Analog-
technik eingesetzt.
In diesem Beitrag werden nur die Verfahren der
Verarbeitung von Meßdaten in Analogform und die
Reserven zur Sicherung bei unvermutetem Versa-
gen behandelt.
Es gibt mehrere Algorithmen zur Verarbeitung von
Meßdaten und Erhöhung ihrer Zuverlässigkeit und
Genauigkeit. Die Verarbeitung der Angaben von
Bestandteilen der KMA nach dem linearen (ziemlich
einfachen) Algorithmus gewährleistet die erforderli-
che Zuverlässigkeit und Genauigkeit der Messda-
ten bei Versagen der einzelnen Meßanlagen nicht.
Der nichtlineare Algorithmus kann die erforderliche
Zuverlässigkeit und Genauigkeit sichern, aber er
erfordert die Verwendung von EDVA oder besonde-
ren technischen Mitteln (die Geräte zur Wiederher-
stellung der Daten). Die wesentliche Erhöhung der
Zuverlässigkeit wird durch die Verwendung (im
Rahmen des Algorithmus der Verarbeitung von
Messdaten) logischer  Operation erreicht, die die
Angaben von Meßanlagen vergleichen und die
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stark abweichenden Angaben weniger Anlagen
ausschliessen.
Dabei ist anzunehmem, daß die ausgeschlossenen
Anlagen zu den fehlerhaften Bestandteilen der
KMA gehören. Diese Operation gleicht der in der
Metrologie bekannten Operation, die grobe Fehler
aus den Mengen von statistischen Angaben aus-
schliessen.
Dies sind die suboptimalen Algorithmen, die durch
eine unkomplizierte Apparatur realisiert werden
können.
Unter vielen Varianten von suboptimalen Algorith-
men hat der Algorithmus der Medianenwahl beson-
dere Bedeutung. Er ist bei Aufgaben zur Erhöhung
der Genauigkeit und Zuverlässigkeit sehr effektiv
[2]. Bei einer ungeraden Anzahl (N) von Meßanla-
gen sind die Medianen dem Mittelwert der Variti-
onsreihe gleich.
Wenn die Meßanlagen so numeriert werden, daß
die Momentanwerte nach ihren Werten eine stei-
gende Varitionsreihe bilden (die Zahl N ist ungera-
de):
NNN yyyyy <<<<<< -+ 1
2
121 ...... ,
dann ist der Median der Angabe mit laufender
Nummer (N+1)/2 gleich:
2
121 ),...,,( += NN yyyymed
Damit verwirklicht der Algorithmus der Medianen-
wahl das Abstimmungsprinzip. Das ist beim Aufbau
von KMA sehr wichtig.
3 Das 2. Modell
Nehmen wir an, daß die KMA aus funktionierenden
(m) und stillstehenden (Reserve) (n-m) Messanla-
gen besteht (m - ungerade Zahl). Funktionierende
Anlagen versagen mit der Intensität a1, und die Re-
serveanlagen mit der Intensität a2. Die ausgefalle-
nen MA erreichen nach der Wiederherstellung die
ursprüngliche Genauigkeit und Zuverlässigkeit. Die
KMA wird von einer Wartungseinheit kontrolliert.
Wenn eine funktionierende Anlage versagt, wird ei-
ne Reserveanlage an ihre Stelle sofort eingeschal-
tet. Die Umschalter werden als absolut zuverlässig
angenommen. Die Wiederherstellungszeit der aus-
gefallenen Anlage ist nach beliebigem Gesetz ve r-
teilt.
Wenn die Anzahl von ausgefallenen Meßanlagen
(MA) mehr als m wird, so versagt die betroffene
KMA (das System) und sie wird nicht arbeitsfähig
[8,10].
Zu jedem Zeitpunkt befinden sich m Anlagen im ar-
beitsfähigen Zustand. Die Anzahl der nichtarbeits-
fähigen MA beträgt nicht mehr als N= n- m.
Führen wir folgende Bezeichnungen ein: G(u) - die
Verteilungsfunktion für die Wahrscheinlichkeit
(VFW) der Wiederherstellungszeit; RK(t) - die
Wahrscheinlichkeit des Ereignisses, daß die Anzahl
von nichtarbeitsfähigen Anlagen im Zeitpunkt t in
einer KMA K beträgt (K=0,N); rK(t,u)du - die Wahr-
scheinlichkeit des Ereignisses, daß die Anzahl von
nichtarbeitsfähigen MA im Zeitpunkt t K beträgt. Ei-
ne Meßanlage wird im Zeitraum z (u< z< u+du) wie-
derhergestellt.
g(u)=G'(u); P(u)=G'(u)/[1-G(u)] ;
ai=m`7I +(i-m)a2 ;
N=n-m+1 - die Anzahl von nichtarbeitsfähigen MA,
bei der das System versagt. Auf Grund des be-
trachteten Modells kann man als spezielle Fälle
auch folgende Sondermodelle beschreiben:
1) belastete Reserve mit Ersetzung (a1=a2);
2) unbelastete Reserve mit Ersetzung (a2=0);
3) ständige Reserve ohne Ersetzung (n=m);
4) die Reserve ohne Wiederherstellung.
Es sind auch andere Möglichkeiten zur Reservie-
rung möglich.
Ausgehend von den üblichen wahrscheinlichkeits-
theoretischen Überlegungen über eventuelle Ver-
änderungen von Zuständen des Systems in kleinen
Zeiträumen (t,t+h), kann man mit Verwendung von
Halb-Markow-Prozessen das folgende System der
Differentialgleichungen zusammensetzen:
Formeln (31-35) im Anhang
Hierbei ist )()( ul ji  - die Wahrscheinlichkeit des Er-
eignis, daß die KMA zum Zeitpunkt t, i nichtar-
beitsfähige Anlagen umfasst und ihre Anzahl im
Zeitpunkt t auf j ansteigt )( ij ³ :
ò -= +-
u
j
ii
j
i duleul
i
0
)(
1
)( )()( nna na
Der wahrscheinlichkeitstheoretische Sinn der For-
mel (35) läßt sich wie folgt erklären. Es handelt sich
hierbei um die Wahrscheinlichkeit des folgenden
zusammengesetzten Ereignisses: im Zeitpunkt t-u
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(der Anfangsmoment der Wiederherstellung der
nächstfolgenden nichtarbeitsfähigen MA) beträgt
die Gesamtzahl von nichtarbeitsfähigen MA-v
(v=1,K).
Eine solche MA wird im Zeitraum z (u<z<u+du) wie-
derhergestellt. In der Zeit u nahm die Anzahl von
nichtarbeitsfähigen MA auf K (K>V) zu.
Benutzt man die Laplace-Transformation und leitet
die Formeln ab:
Formeln (36-38) im Anhang
Das System der Gleichungen (38) umfaßt N Glei-
chungen und N Unbekannte: Ro(s), rK(s,0) (K=1,N-
1). Durch die erste Gleichung des Systems (39)
kann man die Formel bilden:
)(
1)()(
)0,(
)1(
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0
1 sg
sRas
sr
n
n
n
-
-
-+
=
und dann substituiert man diese in die weiteren
Gleichungen (38) und löst sie. Die Gleichungen mit
den laufenden Nummern (N-2) werden für die Be-
stimmung Ro(s) benutzt.
Die Lösung des Systems (38) ist einfach und des-
halb soll sie hier nicht beschrieben werden. Danach
bestimmt man den Mittelwert der Betriebszeit für
jedes Versagen oder den durchschnittlichen Zeit-
raum bis die KMA in nichtarbeitsfähigem Zustand
ist. Laut (38)
s
sRa
sR NNnN
)(
)( 11 -+-= ;
Da ò
¥
-=
0
)()( dttResR N
st
N  gibt es folgendes Ver-
hältnis:
ò
¥
-=-
0
)(')0()( dttReRssR N
st
NN )0)0(( =NR
oder ò
¥
= -=
0
´
0 )(')( dtttRssR NsN .
Damit ist 
0
'
)(
=
-=
s
ssRT NCHO  . (´) - das Zeichen
des Differentialquotienten (hier und in der Folge).
Analog kann der zweite Moment und die Dispersion
ausgerechnet werden.
Die Zuverlässigkeitsindizes für ein nichtwiederher-
stellbares System erhält man durch das Substituie-
ren des Wertes tb (die Mittelzeit der Wiederher-
stellung), der der Grenzwert in obenganannte For-
meln gleich ist, d.h. ò
¥
¥==
0
)(ttgbt .
Dieses Verhältnis kann in Form der Laplace-
Transformationen dargestellt werden, wie g(s)=0. In
diesem Fall sieht das System der Gleichungen (38)
so aus:
Formeln (39 ff.) im Anhang
Nachfolgend wird ein Beispiel zur Verwendung der
Formeln des 2.Modell dargestellt.
Formeln (40 ff.) und Beispiele im Anhang
Diese Ergebnisse bestätigen die Korrektheit der
angewendeten Verallgemeinerung von herkömmli-
chen Modellen zur Berechnung der Zuverlässigkeit
und lässt sie selbst für die Berechnung von prakti-
schen Systemen wichtig erscheinen. Zum Schluß
soll noch betont werden, daß die Realzeit der Um-
schaltung von Reserveanlagen und die beschränke
Zuverlässigkeit des umschaltenden Organs die
Grundsätze der angegebenen Methode nicht be-
rührt und nur betroffene Formeln und Transforma-
tionen kompliziert.
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Anhang – Formeln und Beispiele
  
a(s) = Pi
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l i
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å = 1 (1)
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0
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  t
*
ij(t ,0) = 0; (3)
  
qij( t, 0) = tij
0
t
ò ( t, u)c(u)du (4)
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;   i =1,n ,   j =1, li . (6)
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t ij ( t,u) = t iK (t - u,0)
K =1
j
å F (u)e- (b +g )ul iK( ij )(u)  ; (7)
  
t ij
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j
m
im
*
ij gbgt ++-+= å
=
00
1
; (16)
[ ] [ ]ååå
===
++++=
n
i
ilililijij
l
j
n
i
sqsqsssr
iii
i
1
*0*
11
))()(()()()0,( attg
[ ] [ ++-+++ åååå
====
))s()s()(,s(q))s()s(( )ij(ik
)ij(
iKiK
j
K
l
j
n
i
n
i
*
ililil
i
iii
nggtta 0
1111
])s(),s(q )ij(iK*iK g0+ ; n,i 1= , il,j 1= . (17)
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x)u(F),ut(dtedu)u,t(e)s(
t t d
K
cK
st
cd
st
cd ò òåòò -==
=
¥
-
¥
-
0 0 100
0ttt (18)
å
=
+- ++=
d
K
)cd(
cKcK
)cd(
cK
u)( )s(F),s()u(lxe
1
0 gbtgb   ;
úû
ù
êë
é ++-+= å
=
)s(F)s(F),s()s(
)cd(
cK
)cd(
cK
d
K
cK
*
cd gbgtt
1
0 . (19)
Analog:
å
=
+G=
d
K
)cd(
cKcKcd )s(),s(q)s(q
1
0 n  ; (20)
åå
==
G+úû
ù
êë
é +G-G=
d
K
)cd(
cK
*
cK
)cd(
cK
)cd(
cK
d
K
cK
*
cd )s(),s(q)s()s(),s(q)s(q
11
00 n  ; (21)
[ ]
)t('G)s(g;
s
),s(r)s(g
)s(r =
-
=
01
 ; (22)
)u(')s();u('ul~)s();u('F)u(l)s(f )ij(iK
)ij(
iK
)ij(
iK
)ij(
ik G=G== gg  ;
s
)s(f
)s(F);u('F)s(f;
s
)s(
)s(
-
==
-
=G
11 g
 ;
)u(l)u()s();u(l)u(F)s(F )ij(iK
)ij(
iK
)ij(
iK
)ij(
iK G=G= .
Wenn folgende Bezeichnungen eingeführt werden:
ÕÕ
-
=
-
= ++
==
++
==
1
0
01
0
11 j
Kc ic
ic
j
Kc ij
)ij(
iK
)ij(
ik
ic
ic
ij
)ij(
iK
)ij(
ik ss
)s(l~)u(l~;
ss
)s(l)u(l
a
a
aa
a
a
 ,
dann
+
ïî
ï
í
ì
ú
ú
û
ù
ê
ê
ë
é
-÷
÷
ø
ö
ç
ç
è
æ
+
+-
÷÷
ø
ö
çç
è
æ
= ÕÕ
-
=
-
=
11 11 j
kc ijicij
ij
j
kc
ic
)ij(
ik
s
)s(f
)s(F
aaa
a
a
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ïþ
ï
ý
ü
ú
ú
û
ù
ê
ê
ë
é
--÷
÷
ø
ö
ç
ç
è
æ
+
+-
+ å Õ
-
=
-
=
1 1 111j
Kp
j
Kc ipicipijip
ip
s
)s(f
aaaaa
a
 ; (23)
ï
þ
ï
ý
ü
ï
î
ï
í
ì
ú
ú
ú
û
ù
ê
ê
ê
ë
é
--
+
+
ú
ú
û
ù
ê
ê
ë
é
-
+÷÷
ø
ö
çç
è
æ
= å ÕÕÕ
-
=
-
¹
=
-
=
-
=
1 111 11 j
Kp
j
pc
Kc ipicipij
ip
j
Kc ijic
ij
j
kc
ic
)ij(
iK
)s(f
)s(f)s(f
aaaa
a
aa
aa ; (24)
+
ïî
ï
í
ì
ú
ú
û
ù
ê
ê
ë
é
-÷
÷
ø
ö
ç
ç
è
æ
+
+-
÷÷
ø
ö
çç
è
æ
=G ÕÕ
-
=
-
=
1
000
01
0 11
j
kc ijicij
ij
j
kc
ic
)ij(
iK
s
)s(
)s(
aaa
ag
a
ïþ
ï
ý
ü
ú
ú
û
ù
ê
ê
ë
é
--÷
÷
ø
ö
ç
ç
è
æ
+
+-
+ å Õ
-
=
-
=
1 1
00000
0 111j
Kp
j
Kc ipicipijip
ip
s
)s(
aaaaa
ag
 ; (25)
ïþ
ï
ý
ü
ïî
ï
í
ì
ú
ú
û
ù
ê
ê
ë
é
--
+
+
ú
ú
û
ù
ê
ê
ë
é
-
+÷÷
ø
ö
çç
è
æ
= å ÕÕÕ
-
=
-
=
-
=
-
=
1 1
0000
01
00
0
1
0 11
j
Kp
j
Kc ipicipij
ip
j
kc ijic
ij
j
kc
ic
)ij(
iK
)s(
)s()s(
aaaa
ag
aa
agag  ; (26)
Nach der unkomplizierten Transformation der Gleichungen (13) und (14) erhält man:
ååå
= = =
+
î
í
ì
úû
ù
êë
é +G++=
n
i
l
K
K
m
im
)iK(
im
)il(
iKil
)iK(
im
i
i
i
),s()s(f)s()s(F),s(r
1 1 1
0 00 tgagg
[ ] +
þ
ý
ü
+++-+-++ å
=
m
c
ic
im
ic
iK
im
im
ic
im
ic
iK
im ssfsssfs
1
)()()()()( )0,()()()()()( tgbnggggg
åå
= =
úû
ù
êë
é ++
n
i
l
m
im
)il(
imil
i
i
i
),s()s(F
1 1
0tga  ; (27)
å å
= =
ú
û
ù
ê
ë
é
++++=
j
K
K
m
j~ji~iim
)iK(
im
)ij(
iKijij ),s()*s(f)s(P)s(g),s(r),s(
1 1
1 000 ddtgbngdt  ; (28)
il,i,n,i 11 ==
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[ ]åå
= =
=++++
n
i
l
j
*
ijij
*
ijij s
)s(r)s(q)s(q)s()s(
i
1 1
1
tt  (29)
i
j
K
im
K
m
iK
im
ij
iKijij linifPr ,1,,1,)0()()()0()0(
1 1
)()(
1 ==ú
û
ù
ê
ë
é
++= å å
= =
tgbngdt (30)
ò+-=
t
in
' du)u()u,t(r)t(Ra)t(R
0
00 m   ; (31)
)u,t(ra)()u,t(r))u(a(
u
)u,t(r
t
)u,t(r
KKnKkkn
KK
1111 -+-- -++-=¶
¶
+
¶
¶
dm , (32)
11 -= N,K  ;
)t(Ra)t('R NNnN 11 -+-= ; (33)
Das Normierungsverhältnis sieht wie folgt aus:
å
=
=
N
K
K )t(R
0
1  .
Hier:
ò ==
t
kK N,K,du)u,t(r)t(R
0
1  ;
0=
¥®
)t(Rlim Kt  , 10 -= N,K  , 1=¥® )t(Rlim Nt  .
Die Grenzbedingungen:
ò+=
t
n du)u()u,t(r)t(Ra),t(r
0
201 0 m  ;
ò -== +
t
KK N,K,du)u()u,t(r),t(r
0
1 220 m  ;
00001 ==- ),t(r;),t(r NN (34)
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Es seien im Anfangsmoment sämtliche MA arbeitsfähig, d.h.
000100 ¹== K,)(R;)(R K .
Die Lösung des Systems (33) sieht folgendermaßen aus:
å
=
-
- -=-=
K
)Kn(
nk N,K),u(l)u(G),ut(r)u,t(r
1
110
n
nn  . (35)
ò åò
=
-
-
¥
- -===
t K )Kn(
nK
st
K N,K),,s(r)s(Gdu)u,t(rdte)s(R
0 10
110
n
nn  (36)
å
-
=
+-
-- =
1
1
1
1 0
N )Nn(
nN ),s(r)s(G)s(R
n
nn
)s(Ra)s(sR NNnN 11 -+-=  (37)
Hier:
Õ
+= ++
=
-
=
b
cc
)c(
b as
a
as
)s(l;
s
)s(g
)s(G
1
11
h h
h
;
+
ïî
ï
í
ì
÷
÷
ø
ö
ç
ç
è
æ
-+
+-
÷÷
ø
ö
çç
è
æ
== ÕÕ
+=+=
b
c cc
c
b
c
)c(
b
)c(
b aaas
)as(g
a)s(G)u(l)u(G
11
11
h hh
h
ï
þ
ï
ý
ü
ú
ú
ú
û
ù
ê
ê
ê
ë
é
--+
+-
+ å Õ
+=
¹
+=
b
cp
b
p
c ppcp
p
aaaaas
asg
1 1
1
))((
)(1
h
h h
 ;
)s(g)t(g =  .
Das Normierungsverhältnis in Form der Laplace-Transformationen:
å
=
=
N
K
K s
)s(R
0
1
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Wenn man die Formel (35) in (31) und in das System (34) substituiert und die Laplace-Transformationen
anwendet, erhält man:
ï
ï
ï
ï
ï
î
ïï
ï
ï
ï
í
ì
=
=
-==
+=
+-=-
-+-
-
+
=
--
-
=
-
-
-
-
å
å
s
)s(Ra
)s(R
),s(r
;N,K),,s(r)s(g),s(r
..............................................................
);,s(r)s(g)s(Ra),s(r
);,s(r)s(g)s(Ra)s(sR
NNn
N
N
K
)Kn(
nk
)n(
nn
)n(
nn
11
1
1
1
1
2
1
2
01
1
1
100
00
2200
00
01
n
nn
n
nn
 (38)
Hier
ú
ú
ú
ú
û
ù
ê
ê
ê
ê
ë
é
--
+
+
-
+
÷÷
ø
ö
çç
è
æ
== å Õ
Õ
Õ
+=
¹
+=
+=
+=
b
cp
b
p
c ppc
p
b
c
c
c
b
c
)c(
b
)c(
b aaaa
)as(g
)aa(
)as(g
a)s(g)u(l)u('G
1 1
1
1
1
h
h h
h
h
h
h .
ï
ï
ï
î
ïï
ï
í
ì
=
-==
-==
=
-=-
-+-
-
-
);s(Ra)s(sR
;N,K),,s(r)s(G
~
)s(R
);N,(K,),s(r
);s(R(a),s(r
);s(Ra)s(sR
NNnN
)Kn(
nK
K
n
n
11
11
01
00
110
1200
0
1
 (39)
Hier:
ï
þ
ï
ý
ü
ï
î
ï
í
ì
ú
ú
ú
û
ù
ê
ê
ê
ë
é
--+
+÷
÷
ø
ö
ç
ç
è
æ
-+÷
÷
ø
ö
çç
è
æ
= å ÕÕÕ
+=
¹
+=+=+=
b
cp
b
p
c ppcp
b
c cc
b
c
)c(
b aa)aa)(as(aaas
a)s(G
~
1 111
1111
h
h hh hh
h .
Die mittlere Betriebszeit bis zu einem Versagen kann wie folgend ausgerechnet werden:
)('Ra)s(sRT NNn
'
sNCHO 0110 -+-= -=-=  ;
),(r)s(G)(G),('r'R 's
)Nn(
n
)Nn(
nN 00000 10
1
1
1
111 =
+-
-
+-
-- +=  ;
100100 11 =-= ),(r;a/),('r n ;
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+
ïî
ï
í
ì
÷
÷
ø
ö
ç
ç
è
æ
-÷
÷
ø
ö
çç
è
æ
= ÕÕ
-
+-= +-+-
-
+-=
+-
-
1
2 11
1
2
1
1
11
0
n
Nn NnNn
n
Nn
)Nn(
n
aaa
a)(G
h hh
h
ï
þ
ï
ý
ü
ú
ú
ú
û
ù
ê
ê
ê
ë
é
--å Õ
-
+-=
-
¹
+-=+-
1
2
1
21
11n
Nnp
n
p
Nn ppNnp aa)aa(a
h
h h
.
Es sei n=3; m=2; N=n-m+1=2.
î
í
ì
=
++-=-
);s(Ra),s(r
);,s(r)as(g)s(Ra)s(sR
031
12030
0
01
  (40)
2131222 22000 aaa;aa;)u,t(r;),t(r +====
Als Lösung des Systems (41):
))as(g(as
)s(R
23
0 1
1
+-+
= ; 
))as(g(as
a
as
)as(g
)s(R
23
3
2
2
1 1
1
+-++
+-
=  ;
s
)s(Ra
)s(R 122 = ;  s
)s(R)s(R)s(R
1
210 =++
Betrachten wir einige spezielle Fälle.  a) Es sei die Wiederherstellungszeit der ausgefallenen MA nach dem
Exponentialgesetz verteilt, d.h.
m
m
m
+
=--=
s
)s(g),texp()t(G 1  .
Nach der Substitution und einfachen Transformation:
)s(Ra),s(r;
aas)aa(s
as
)s(R 031
3232
2
2
0 0 =++++
++
=
m
m
 ;
3232
2
3
1 aas)aa(s
a
)s(R
++++
=
m
 ; 
)aas)aa(s(s
aa
)s(R
3232
2
32
2 ++++
=
m
 .
Nach der Rücktransformation nach Laplace:
tsts eAeA)t(R 21 322 1 ++=
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Hier s1 und s2 - die Radizes der Gleichung  ;
03232
2 =++++ aas)aa(s m
12
2
1
32
2
aas
aa
A
-
=  ;  
32
2
2
32
3
aas
aa
A
-
=  ;  ò
¥
+=-=
0 2
3
1
2
21 s
A
s
A
dt))t(R(TCHO  .
b) Nichtwiederherstellbare Reserve (m=0). Dann
2231 as;as -== ;  
3
0
1
as
)s(R
+
= ; )taexp()t(R 30 -= ;  
3
3
1 0 as
a
),s(r
+
= ;
)taexp(a),t(r 331 0 -=  ; )as)(as(
a
)s(R
32
3
1 ++
=  ;
[ ]{ }t)(exp)texp(a)t(R 211
2
21
1 22
2
aaa
a
a
+---
+
=  ;
)as)(as(s
aa
)s(R
32
32
2 ++
=  ;
[ ]tttR )2(exp2)2exp(21)( 21
2
1
1
2
21
2 aaa
a
a
a
aa
+-+-
+
-=  .
Es sei a1=a2=a (belastete Reserve), dann
)texp(p);p(p)t(R;p)t(R a-=-== 13 21
3
0  ,
wenn a2=0 (unbelastene Reserve), so
=÷÷
ø
ö
çç
è
æ -
+=-=
-
-
®
2
2
210110
2
1
2
1
22
a
aaa
a
a
a
t
t ee)(lim)t(R);texp()t(R
)texp(t 11 22 aa -=  ;
t
t
t e)t(
)e(
lime)t(R 1
2
2
1 2
1
2
12
0
2
2 211
12
1 a
a
a
a a
a
aa -
-
®
- +-=
-+
-=  .
Die Wahrscheinlichkeit der Arbeit ohne Versagen beträgt
)t(R)t(R)t(R)t(P 210 1-=+=  ; ò
¥
+
+
==
0 121
21
22
4
)(
dt)t(PTCHO aaa
aa
TCHO- bei der belasteten Reservierung beträgt 
a6
5
 , und bei der unbelasteten 
1
1
a
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