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a b s t r a c t
We study a new kind of online bin packing with conflicts, motivated by a problem arising
when scheduling jobs on the Grid. In this bin packing problem, the set of items is given at
the beginning, together with a set of conflicts on pairs of items. A conflict on a pair of items
implies that they cannot be assigned to a common bin. The online scenario is realized as
follows. Variable-sized bins arrive one by one, and items need to be assigned to each bin
before the next bin arrives. We analyze the online problem as well as semi-online versions
of it, which are the variant where the sizes of the arriving bins are monotonically non-
increasing as well as the variant where they are monotonically non-decreasing.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The following natural variant of bin packing was introduced by Zhang [1]. A set of items, of sizes in (0, 1] is given as an
initial input. Variable-sized bins, each of size at least 1, arrive one by one. At each arrival of a bin, the algorithm needs to
decide on which items to pack into the coming bin, before the next bin arrives. The algorithm must use a bin if there exists
at least one unpacked item. The goal is to pack all items into a set of bins with a minimum total size.
In this paper, we analyze online algorithms using mainly the asymptotic competitive ratio. The asymptotic measures
are standard quality measures of algorithms for bin packing problems. For a given input σ , let A(σ ) be the cost of
algorithm A on σ (also denoted by A if σ is clear from the context). Let opt(σ ) be the minimum possible cost of packing
all items in σ (i.e., the minimum total size of bins). The asymptotic competitive ratio of an algorithm A is defined to be
RA = lim supx→∞ supσ

A(σ )
opt(σ ) | opt(σ ) = x

. This is the same measure that was used in Zhang’s paper [1]. In this paper,
we omit the word asymptotic and simply call the asymptotic competitive ratio, the competitive ratio. If the competitive ratio
of an online algorithm is at most R, we say that it is R-competitive. The absolute competitive ratio of an algorithm A is
defined as supσ

A(σ )
opt(σ )

.
Zhang [1] showed that for the packing problemwhich he defined, the competitive ratio of First-Fit-Decreasing (ffd) is 2.
ffd is the algorithm that sorts the items by non-increasing size. For each bin, it scans through the sorted list of items. If an
item fits in the current bin, together with the items already there, it is packed into the bin. Otherwise, the item is skipped.
When packing an item, it is deleted from the list.
Boyar and Favrholdt [2] studied the problem in [1] and showed that a simple modification of ffd that takes into account
multiple packings created using the sorted list, and chooses one of them, has a smaller competitive ratio of at most 137 . They
also relate a variant (where sizes of items and bins are from a discrete set and there might be bins smaller than the largest
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item) of this problem to Grid scheduling applications. In Grid computing, a set of jobs, where each job has a size associated
with it, is given initially. Processors that can process the jobs appear one by one as they become available. Each job has a
size and each processor has a certain capacity, that is, a certain total size of jobs which it can process.
The Grid scheduling application allows any pair of jobs to be executed on a common processor. However, security reasons
may prevent certain pairs of jobs from sharing a common processor. This motivates our study. We consider an online
variable-sized bin packing problem with conflicts which is called Grid scheduling with conflicts (GSC). In this problem
we are given in advance a set of items I with sizes s1, s2, . . . , sn ∈ (0, 1] (item j has size sj, and it corresponds to job j in the
Grid scheduling application), and a conflict graph G = (I, E) where an edge between items i and j means that job i cannot
be processed on the same processor as job j. After this initial step, where the input items are presented, variable-sized bins
start to arrive one by one. We assume that all arriving bins have size at least 1. We have to pack the items into a minimum
total size prefix of arriving bins. If the graph G has no edges, this reduces to the problem in [1] or the problem in [2], under
the assumption that all bins have size at least the maximum size of an item.
Bin packing with conflicts was studied as an offline problem in several papers [3–5]. An online variant, where items are
introduced one by one to be packed into unit-sized bins, was studied in [5]. Note that this problem is a generalization of
graph coloring, and thus was studied on particular graph classes. The motivation for restriction into specific graph classes
comes from the hardness of approximation of coloring problems, both as offline and online problems. Since inGSC, the items
and conflict graph are given in advance, and online algorithms are not restricted to run in polynomial time, we can study
the problem on general graphs. If we restrict ourselves to polynomial time algorithms, our algorithms are valid for graph
classes which can be colored in polynomial time, such as perfect graphs [6] (see chapter 67 in [7]). Note that simple graph
classes such as interval graphs and bipartite graphs can be colored optimally in linear time [8,9]. For the results that depend
on an optimal coloring, we explain how the result changes, if we use an approximation algorithm for the coloring.
For our algorithms and lower bounds we denote the maximum size of a bin byM , whereM is treated as a constant (that
can be arbitrarily large). This is consistent with the approach in [2]. If we drop the assumption that the maximum bin size
is a constant, the lower bounds will be the same, and all upper bounds in this paper, except for one case, will remain valid.
We specify the details for each case separately.
For a graph G, we let χ(G) denote the chromatic number of G, that is, the minimum number of colors which is needed to
properly color its vertices.
1.1. Outline of the paper
In Section 2 we show that for the semi-online version of GSC, with monotonically non-decreasing bin sizes, there is no
competitive algorithm even if the conflict graph is a disjoint union of cliques, i.e. the competitive ratio is unbounded. This
result clearly holds also for the online problem.
Thus we find that the adversary who can define an arbitrary input sequence of bins is too powerful. The most common
semi-online variants are those where the online input arrives is a non-increasing order or a non-decreasing order. Since we
find that the restriction to inputs with non-decreasing bin sizes are meaningless (with respect to comparison of algorithms
using the asymptotic competitive ratio criterion), we focus on the semi-online version of GSC with monotonically non-
increasing bin sizes. For this variant, we show a lower bound of 54 on the competitive ratio of any algorithm, and a lower
bound of 76 on the competitive ratio of any algorithm for bipartite conflict graphs.
On the positive side, we design in Section 3 a 3-competitive algorithm for the semi-online versionwhere the bin sizes are
monotonically non-increasing, and a 2-competitive algorithm for the online problem (with no restriction on the sequence of
bin sizes) if the conflict graph is constant-colorable, i.e., for k-partite graphs for constant k. This upper bound holds for the
asymptotic competitive ratio only.
We investigate a special case in which the conflict graph is empty (has no edges), and a special case of the 2-competitive
algorithm, which is based on a greedy approach in which each bin is filled up to a total maximum size. We show that the
competitive ratio of this algorithm, which we call knapsack, lies between 53 and
9
5 for non-increasing bin sizes. We also
show that its competitive ratio is at least 1.734 for non-decreasing bin sizes. Note that for identical bin sizes, it is known
that the competitive ratio of knapsack is 1.6067 [10–12]. These last results on knapsack follow, since for identical sized bins
and empty conflict graphs, the problemwhich we study here becomes an offline problem, which is equivalent to classic bin
packing [13–16].
When the conflict graph is a union of two cliques and the bin sizes are monotonically non-increasing, we show that
adapted versions of ffd and knapsack have competitive ratios of exactly 2 and 32 , respectively.
We conclude the paper in Section 4 by presenting some interesting open problems related to our research.
2. General lower bounds
We show lower bounds for the online problem and two semi-online variants of the problem. We first show that the
variant in which the sizes of arriving bins are monotonically non-decreasing is as difficult as the online version. Then we
give lower bounds for the variant where the bins arrive in order of non-increasing sizes. We discuss an arbitrary online
algorithm which is denoted by onl.
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2.1. Non-decreasing bin sizes
To present the lower bound, let ε > 0 be a small enough number, and let N be a large integer. Our instance has 5N items.
The first 2N items have size 1− ε and the other items have size 1. The graph G is defined as a union of four disjoint cliques.
The first clique is on all items of size 1 − ε, and the other three cliques are on N vertices each (each of the items in these
cliques has size 1). The first N bins have size one. Then the instance continues in one of the following ways:
1. N bins of size 4− ε and then an infinite number of bins of sizeM .
2. 2N bins of size 2− ε and then an infinite number of bins of sizeM .
An optimal solution in the first case packs N items of size 1 − ε into the first N bins, and in each of the next N bins it
packs an item of size 1 − ε and three items of size 1 (one from each clique). So in this case opt = (5 − ε)N . In the second
case opt packs N items of size 1 into the first N bins, and in each of the next 2N bins it packs an item of size 1 − ε and an
item of size 1. So in the second case opt = (5− 2ε)N .
Denote by X the number of items of size 1 − ε that the online algorithm packs into the first N bins. Then, in the first
case after the first N bins are packed, we need at least additional 2N − X bins for packing the items of size 1 − ε (since by
our conflict graph we cannot pack a pair of these items into a common bin). Therefore, in this case the cost of the online
algorithm is at least N + (4 − ε)N + M(N − X) ≥ M(N − X). In the second case after the first N bins there are 2N + X
items of size 1 that are still unpacked. Each of the next 2N bins can be used for packing at most one such item (due to the
size constraint). Therefore, at the end of the first 3N bins there are at least X unpacked items of size 1. Since the maximum
independent set of items of size 1 (in G) has size three, we conclude that the algorithm needs at least X3 additional bins.
Therefore, in the second case the online solution costs at least (5− 2ε)N + MX3 ≥ MX3 .
Since the adversary can choose the worse possibility, we conclude that opt ≤ 5N whereas onl ≥ max{M(N−X), MX3 } ≥
MN
4 . Therefore, when M tends to infinity, the competitive ratio grows to infinity, and hence we establish the following
theorem (note that in both cases the series of bin sizes is monotonically non-decreasing).
Theorem 1. There is no competitive algorithm for the online version of GSC. Moreover, there is no competitive algorithm for the
semi-online version of GSC where the sizes of the arriving bins are monotonically non-decreasing.
Remark 2. The above lower bound applies also for very simple graph classes such as disjoint unions of cliques. Thus it is
valid for graph classes such as perfect graphs, interval graphs, complements of k-partite graphs, etc.
2.2. Non-increasing bin sizes
Before presenting our lower boundwe note that for this semi-online version (of non-increasing bin sizes) our assumption
that the smallest bin size is at least the largest item size is motivated by restricting our adversary so that the algorithm can
always get a feasible solution (a packing of all items). This is so because an algorithm can always leave the largest item
unpacked, until it is the last item that remain unpacked. Let alg′ be the variant of alg which packs the largest item last.
Then the cost of alg′ is at most M plus the cost of alg, and hence, their asymptotic competitive ratios are the same. For
alg′, the two assumptions (on the minimum size of the smallest bin and on the possibility to obtain a feasible solution) are
equivalent.
Theorem 3. Any algorithm for the semi-online version of GSC with monotonically non-increasing bin sizes has a competitive
ratio of at least 54 . Moreover, for bipartite conflict graphs, any algorithm has a competitive ratio of at least
7
6 .
Proof. Let k and N be large integers, such that k ≤ N , and let ε > 0 be such that (2k− 1)( 12 + ε) < k− ε, that is, ε < 14k .
The conflict graph is a complete 2N-partite graph. So it has 2N color classes. Each of the first N color classes consists of k
items of size 1 (this is the first group of items), and each of the other color classes consists of 2k− 1 items of size 12 + ε (this
is the second group of items). The first N bins are of size k, then the adversary decides to continue with an infinite series of
bins of size k− ε or with an infinite series of bins of size 1.
We next characterize opt in each case. In the first case opt packs the items of size 1 into the first N bins (note that it
can always pick an independent set of size k of these unit size items), and then in the next N bins it can pack the remaining
items of size 12 + ε (2k− 1 such items into each bin). Therefore, in this case opt = Nk+N(k− ε) < 2kN . In the second case
opt packs the items of size 12 + ε into the first N bins (again, 2k− 1 items per bin), and it packs the unit size items into the
next Nk bins. Therefore, in this case opt = Nk+ Nk = 2kN . Therefore, in both cases opt ≤ 2kN .
To bound the cost of onl in each case, we denote by X the number of bins in the first N bins that are packed with unit
size items (note that by the structure of our conflict graph if a bin of size k contains a unit size item, it can contain only
unit size items, and without loss of generality we can assume that it contains k such items). In the first case, each of the
N − X color classes of unit size items that we do not pack into the first N bins, is partitioned into two bins (each of size
k − ε). Additional X bins of size k − ε are necessary to pack the remaining items of size 12 + ε. Therefore, in this case
onl ≥ kN + (k− ε)(2(N − X)+ X) = 3kN − kX − ε(2N − X). In the second case we note that after the first N bins, each
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remaining item needs a separate bin (since all items have sizes strictly larger than 12 ). Since we pack into the first N bins
exactly kX + (2k− 1)(N−X) items, we get onl = kN+ (3k− 1)N− kX − (2k− 1)(N−X) = 2kN+ kX −X . The adversary
can choose the worse scenario for the algorithm, and therefore onl ≥ max{3kN − kX − ε(2N − X), 2kN + kX − X} ≥
3kN − k · kN2k−1 − ε(2N − X)where the last inequality holds because the two linear functions 3kN − kX and 2kN + kX − X
intersect at X = kN2k−1 .
Therefore, (letting ε tend to zero) the competitive ratio of an (arbitrary) online algorithm is at least
3kN−k· kN2k−1
2kN =
3− k2k−1
2
and this last bound approaches 54 as k goes to infinity.
This completes the proof of the first part of the theorem. To obtain the result for bipartite graphs, we modify the above
construction for k = 2 by removing the edges in the conflict graphs that connect two items of size 1, and removing the edges
that connect two items of size 12 + ε. The resulting conflict graph is indeed bipartite (we have edges only between items of
size 1 and items of size 12 + ε). Moreover, the arguments that we used still hold because in a bin of size k − ε = 2 − ε we
can pack at most one item of size 1. By setting k = 2 in the above lower bound on the competitive ratio, we get that the
competitive ratio of any online algorithm for bipartite conflict graphs is at least
3− 24−1
2 = 76 as we claimed. 
3. Algorithms
We define an algorithm Color-and-Pack (cp(A)) as follows. cp(A) first colors the conflict graph G using a minimum
number of colors χ(G). Each color class is given by a list of items (sorted arbitrarily or by any specific order). When a new
bin arrives the algorithm picks one of the non-empty color classes. Items of this color class only are chosen and packed into
the new bin, by the bin packing algorithm A. Each packed item is removed from the list of its color class, and a color class
becomes empty after we pack all the items of it. We note that the running time of cp(A) is exponential, unless the conflict
graph belongs to a class of graphs that can be colored in polynomial time.
A bin packing algorithm is called an Any-Fit algorithm, if after packing a bin, there is no item left in the list that could still
fit into the bin.
3.1. The online problem with O(1)-colorable conflict graphs
In our lower bound construction for the online model we use a conflict graph that is a disjoint union of (large) cliques.
Such graphs have a large chromatic number (namely 2N in the lower bound construction). We now show that if we limit
the conflict graphs to graphs with a constant chromatic number (such as bipartite graphs), then we can design a constant
competitive algorithm.
Theorem 4. For k-colorable conflict graphs (for fixed values of k), cp(A) is 2-competitive for any Any-Fit algorithmA.
Proof. Let S be the total size of the items. We show that the total size of the bins used by cp(A), except for the last bin of
each color class, is less than 2S. Let b1, . . . , bn be the bins used for color class C , numbered according to the order in which
they arrive. For i = 1, . . . , n− 1, the first item packed into bi+1 does not fit into bi. Hence, the total size of the items packed
into bi and bi+1 is more than the size of bi. This shows that the total size of the items packed into b1, . . . , bn is more than half
of the total size of bins b1, . . . , bn−1. Since the size of bn is bounded by M , the total size used by cp(A) is at most 2S + kM .
This is clearly bounded by 2opt+ kM . Thus, the algorithm is (asymptotically) 2-competitive. 
It is easily seen from the proof of Theorem 4 that if a c-approximation is used instead of an optimal coloring algorithm,
cp(A) will still be 2-competitive, but the additive error term becomes c · kM .
In Section 3.2.1, we show that for cp(ffd), the result of Theorem 4 is tight, even for monotonically non-increasing bin
sizes.
Nowwe turn to anon-polynomial algorithm. Letknapsackbe thepacking algorithm that fills eachbin asmuch as possible.
For empty conflict graphs, we show next that the competitive ratio of cp(knapsack) is at least 1.73464.
Theorem 5. For empty conflict graphs, the competitive ratio of cp(knapsack) is at least 1.73464, even for non-decreasing
sequences of bin sizes.
Proof. Letm ≥ 2 be an integer, let ε > 0 be a small positive value, and let N be a large integer, divisible by 22m2 . The value
ε should be chosen such that ε < 1
22m+2N . The bin sizes are Y = 1+ ε, and Xj = 1+ 12j − ε for j = m,m− 1, . . . , 0. Let y ·N
be the number of bins of size Y = 1+ ε in an optimal solution that we consider, and let xj · N , form ≥ j ≥ 0 be the number
of bins of size Xj. The optimal offline algorithm has one additional bin of size X0 which is not included in x0. For knapsack, a
sufficient number of additional bins of size X0 = 2− ε arrive until all items are packed.
We define x0 = 1, x1 = 12 , and xj =
∏j−1
i=1(2i+1)
2
j2+j
2
for j = 2, 3, . . . (x2 = 38 , x3 = 1564 , etc.). Note that xj is defined for j > m
as well. We define y = 2xm+1. We claim that xj · (Xj + ε) = 2xj+1 for all j ≥ 1, indeed,
∏j−1
i=1(2i+1)
2
j2+j
2
· 2j+1
2j
= 2
∏j
i=1(2i+1)
2
j2+3j+2
2
.
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Furthermore, by definition, we have xj+1 = xj(2
j+1)
2j+1 < xj ≤ 12 for j ≥ 1. We next claim that xj+1 =
∑j
i=0 xi
2j+1 for j ≥ 0.
This claim is proved by induction. For j = 0 we get x1 = x02 which holds by definition. If we have xℓ =
∑ℓ−1
i=0 xi
2ℓ
, then∑ℓ
i=0 xi
2ℓ+1 = xℓ2ℓ+1 +
∑ℓ−1
i=0 xi
2·2ℓ = xℓ( 1+2
ℓ
2ℓ+1 ) = xℓ+1.
The cost of the optimal solution that we consider is therefore (y · Y +∑mi=0 xi · Xi)N + (2 − ε). If ε tends to zero, and
N is arbitrarily large, we get that optN tends to cost 2xm+1 + 2x0 +
∑m
i=1 2xi+1 = 2xm+1 + 2x0 +
∑m+1
i=0 2xi − 2x0 − 2x1 =
2xm+1 − 1+ 2m+3xm+2 = 2xm+1 − 1+ 2xm+1(2m+1 + 1) = 4xm+1(2m + 1)− 1.
We have items of the following sizes. a = 1, bj = 12j + ε for j = 1, . . . ,m, c = 12m − 2mε and d = (22m + 1)ε. In the
optimal solution we consider, each bin of size Y contains one item of size a. Each bin of size Xj contains one item of size a,
one item of size c , and one item of size bi for i = j + 1, . . . ,m. An additional bin (of size X0 = 2 − ε) contains all items of
size d. There are yN items of size d. Due to the value of ε that is chosen to be sufficiently small, all the items of size d fit into
a single bin of size 2− ε. We have∑mi=j+1 bi + a+ c = (m− j)ε+∑mi=j+1 12i + 1+ 12m − 2mε ≤ 1+ 12j − ε = Xj, therefore
a bin of size Xj can contain the items described above.
Therefore, the number of items of size a is N(y+∑mi=0 xi) = N(2xm+1 + 2m+1xm+1) = 2N(2m + 1)xm+1. The number of
items of size c is N
∑m
i=0 xi = 2m+1xm+1N , and for every j = 1, . . . ,m, the number of items of size bj is N
∑j−1
i=0 xi = 2jxjN .
In what follows we will show that knapsack packs the items so that after the bins of size Y have arrived, all c and d
items have been packed, and after all bins of size Xj have arrived, all bj have been packed into them, for j = 1, . . . ,m. Thus,
upon arrival of the bins of size X0, all items of size a are unpacked. Since each such item requires an entire bin of size 2− ε,
2(2m+ 1)xm+1N bins are used, while opt uses only Nx0+ 1 bins of this size. Thus we get knapsack = opt+ (2− ε)(2(2m+
1)xm+1N − Nx0 − 1). Letting ε tend to zero and N to infinity we get, knapsackN = optN + 4(2m + 1)xm+1 − 2 = 2 optN − 1. We
get knapsackopt ≥ 2− Nopt .
Consider a bin of size Y . Clearly, this bin can receive 2m items of size c together with an item of size d. This fills the bin
completely. All bins of size Y are packed in the same way by knapsack. This uses yN items of size d and 2myN = 2m+1xm+1N
items of size c.
After these bins are packed, all items are of size a = 1 or slightly larger than a negative power of 2.We prove by induction
on j = m+ 1,m, . . . , 1, that when knapsack packs the bins of size Xj, it uses all items of size bj and no other items. The case
j = m+ 1 holds trivially because there are no bins of size Xm+1. Assume that the claim holds for j+ 1, that is we consider a
bin of size Xj = 1+ 12j − ε and assume that all items of sizes smaller than bj = 12j + ε have been packed in previous bins. We
claim that a set of items of maximum total size that can be packed into the bin of size Xj consists at this time from 2j items
of size bj. The total size of these items is 1+ 2jε. If an item of size a is packed into a bin of size Xj, then no other item can fit
into the bin, and the total size is 1. Otherwise, let ni, for i ≤ j be the number of items of size bi in a subset of items that fits
into the bin. We get a total size of
∑j
i=1(
1
2i
+ ε)ni. We get a sum of the form v2j + (
∑j
i=1 ni)ε. Therefore, in order to fit into
the bin, we have v ≤ 2j and to maximize the second term, the total number of items should be maximized. This is achieved
by using the smallest items, that is, 2j items of size bj. After all bins of size Xj have been packed, 2jxjN items of size bj have
been packed, which is exactly the total number of such items, and therefore the induction claim holds.
We conclude that the competitive ratio of knapsack is at least 2− 14xm+1(2m+1)−1 . The function xj(2j−1+1) ismonotonically
increasing, since xj+1(2j + 1) = xj(2
j+1)2
2j+1 ≥ xj(2j−1 + 1) (as (2j + 1)2 = 22j + 2j+1 + 1 and 2j+1(2j−1 + 1) = 22j + 2j+1). For
large enough values ofm (e.g., form = 1020), we get that xm+1(2m + 1) ≈ 1.192116, 4xm+1(2m + 1)− 1 ≈ 3.768462 and
2− 14xm+1(2m+1)−1 ≈ 1.73464.
See Fig. 1 for an illustration of the casem = 3. 
3.2. The semi-online problem with non-increasing bin sizes
We first show a positive result analogous to Theorem 4.
Theorem 6. For the semi-online version of GSC with monotonically non-increasing bin sizes, cp(A) is 3-competitive for any
Any-Fit algorithmA. This result is valid for the absolute competitive ratio as well.
Proof. Consider one color class C . Let b1, . . . , bn be the bins used for the items of this color class, numbered according to
the order in which they arrive.
We first prove that, if n ≥ 2, these bins are at least half full on average. The total size of the items packed into bi and bi+1
is more than the size of bi. Furthermore, the total size of the items packed into b1 and bn is more than the size of b1, which
in turn is at least the size of bn. Therefore, if we ignore the cost of the color classes with only one bin, we obtain that the
algorithm costs at most twice the cost of opt.
Next note that optmust use at least χ(G) bins and these bins are the largest bins in the instance (since the sizes of the
arriving bins are monotonically non-increasing). Therefore, the total cost of the color classes with only one bin is at most
the cost of opt, and the claim follows.
Note that since there is no additive constant, this result remains true, even ifM is not considered a constant. 
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9/8– 5/4– 3/2– 2– 2–
Fig. 1. The optimal packing for the input of the casem = 3. The sizes of bins are written on the top and the number of such bins is written at the bottom.
It is easily seen from the proof of Theorem 6 that if a c-approximation is used instead of an optimal coloring algorithm,
cp(A) will be (c + 2)-competitive, since the number of colors used may increase from χ(G) to c · χ(G).
Combined with Theorem 6, the following theorem shows that Any-Fit algorithms are the best possible choice of packing
algorithms.
Theorem 7. For any packing algorithmA and non-increasing bin sizes, the competitive ratio of cp(A) is at least 3 (if the choice
of color class to be packed is performed arbitrarily).
Proof. Consider the following input instance. For some large n, the conflict graph consists of a clique of size n and an
independent set of size 2n. The items corresponding to the clique all have size ε for some small ε > 0. The remaining
2n items all have size 12 . The sequence of bins consists of n bins of size 1+ ε, followed by 2n− 2 bins of size 1− ε.
The small items must all be colored by different colors, and each of the large items can be colored by any color. Thus,
there exists an optimal coloringwhere the small items are coloredwith colors 1, . . . , n, and all of the large items are colored
by one of these colors, say color n. If the items of color classes 1, . . . , n− 1 are packed first, cp(A) uses all 3n− 2 bins, thus
using bins of total size 3n− 2− (n− 2)ε.
In an optimal solution, each color would be used for one small item and two large items. In this way, only the first n bins
are used. Thus, the total size used is n+ nε. For arbitrarily small ε, this gives a ratio arbitrarily close to 3. 
Clearly, there are simple modifications of the definition of Color-and-Pack that would make the proof of Theorem 7 fail.
An obvious variant would be Color-and-Pack-Combine (cpc) which does the same as Color-and-Pack, except that for each
bin, once no more items of the current color class fit in the bin, the algorithm packs items from other color classes as long
as there are items that fit in the bin and do not conflict with any item already packed there. However, this modification of
Color-and-Pack does not improve the competitive ratio:
Theorem 8. For any packing algorithmA and non-increasing bin sizes, the competitive ratio of cpc(A) is at least 3 (if the choice
of color class to be packed is performed arbitrarily).
Proof. First we describe the conflict graph used in the proof. For some large even number n, the graph consists of two cliques
C1 and C2, each of size n, and two independent sets I1 and I2, also each of size n. Each item corresponding to a clique vertex
has size ε, for some small ε > 0, and each independent set item has size 12 .
We split the vertices of C1 into two sets called C ′1 and C
′′
1 , each containing
n
2 vertices. Similarly, we split C2 into C
′
2 and
C ′′2 . Each vertex in C
′
1 and C
′
2 is connected to each vertex in I1, and each vertex in C
′′
1 and C
′′
2 is connected to each vertex in I2.
Thus, the six vertex sets are connected in a ‘‘cycle’’ I1, C ′1, C
′′
1 , I2, C
′′
2 , C
′
2, I1.
The sequence of bins consists of n bins of size 1+ 2ε followed by 2n− 4 bins of size 1− ε.
Clearly, a coloring of the conflict graph requires n colors, since it contains n-cliques. Assume that the algorithm colors
the graph with n colors in the following way.
• The vertices of I1 are all colored with the color 1.
• The vertices of I2 are all colored with the color 2.
• The vertices of C ′1 are colored with the colors 2, 3, . . . , n2 + 1.• The vertices of C ′′1 are colored with the colors 1 and n2 + 2, n2 + 3, . . . , n.• The vertices of C ′2 are colored with the colors 2 and n2 + 2, n2 + 3, . . . , n.• The vertices of C ′′2 are colored with the colors 1 and 3, . . . , n2 + 1.
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Note that, for each color i, exactly two clique vertices are colored with the color i. For the color classes i = 3, 4, . . . , n, one
vertex with color i is adjacent to all vertices in I1, and the other vertex with color i is adjacent to all vertices in I2. Hence, if
the algorithm packs the color classes 3, 4, . . . , n first, it will use at least n−2 bins for these items, and it will not be possible
to add items from other color classes to these bins. The remaining two bins of size 1 + 2ε can each hold two clique items
and two independent set items. Now, there are at least 2n − 4 independent set items left, and the remaining 2n − 4 bins
can hold at most one such item each. Thus, cpc(A) uses total bin size 3n− 4+ 4ε.
In an optimal packing, each of the first n bins would contain either two items from I1 and one item from each of C ′′1 and
C ′′2 or two items from I2 and one item from each of C
′
1 and C
′
2. In this way all items are contained in n bins of total size n+2nε.
This shows that the worst-case ratio of cpc(A) cannot be smaller than 3. 
Another reasonable variant of Color-and-Pack would be Color-and-Pack-Best (cpb) which for each bin chooses the
color class that would fill the bin the most. Unfortunately, if the packing algorithm is First-Fit-Decreasing, this modification
does not improve the competitive ratio either.
Theorem 9. For non-increasing bin sizes, the competitive ratio of cpb(ffd) is at least 3.
Proof. For some large n, the conflict graph consists of an independent set I of size 2n − 1 and a clique C of the same size.
Each of the items corresponding to clique vertices has size ε, for some small ε, 0 < ε < 2−n. Among the independent set
items, 2i−1 items have size 12 + 2−i, for i = 1, 2, . . . , n. Thus, there is one item of size 1, two items of size 34 , four items of
size 58 , and so on.
The bin sequence contains 2i−1 bins of size 1+2−i+ε, for i = 1, 2, . . . , n, and additionally 2n−1−2 bins of size 1+2−n+ε.
Thus, the first part of the sequence is one bin of size 32 + ε, two bins of size 54 + ε, and so on.
The clique vertices require 2n−1 colors 1, 2, . . . , 2n−1. Assume that the algorithm colors all vertices of I with the color
1.
The color class 1 is the only color class which can fill bins to more than ε. Hence, the items of this color class will be
packed first. ffdwill pack the items of size 12 + 2−i into the bins of size 1+ 2−i + ε, for i = 1, 2, . . . , n, thus using the first
2n − 1 bins. The first bin will additionally contain one clique item. The other 2n − 2 clique items will use up the remaining
bins of size 1+ 2−n + ε. In this way, cpb(ffd) uses total bin size greater than 2n + 2n−1 − 2.
In an optimal packing, the items of size 12 + 2−i are packed pairwise into bins of size 1+ 2−(i−1) + ε, for i = 2, 3, . . . , n.
The item of size 1 is packed into the first bin of size 1+ 2−n + ε. To each of these 2n−1 bins an item of size ε is added. This
gives a total bin size of less than 2n−1 + n.
Asymptotically, this gives a ratio of 3. 
3.2.1. Empty conflict graphs
For empty conflict graphs, cp(A) behaves just like A. Thus, for the online problem, the competitive ratio of cp(ffd) is
2 [1]. The proof from [1] can be adapted to show that this is also the case for the semi-online problem with monotonically
non-increasing bin sizes:
Theorem 10. For empty conflict graphs, the competitive ratio of cp(ffd) is at least 2, even with non-increasing bin sizes.
Note that the proof is a simplified version of the proof of Theorem 9 above.
Proof. Let n be a large integer and consider the following input instancewith an empty conflict graph. The instance is similar
to an instance used in [1].
For i = 1, . . . , n, there are 2i−1 items of size 12 + 2−i. For i = 1, . . . , n, there are 2i−1 bins of size 1+ 2−i. The bins arrive
in order of non-increasing sizes, i.e., the bin of size 32 arrives first, followed by the two bins of size
5
4 , and so on. Since the
conflict graph is empty, all items belong to the same color class.
For each i, ffd packs the items of size 12 + 2−i into the bins of size 1 + 2−i. Thus, the algorithm uses all of the bins. The
total size of the bins is 2n + n−22 .
For i = 2, . . . , n, an optimal offline algorithm packs the items of size 12 + 2−i into the bins of size 1 + 2−(i−1), and the
item of size 1 is packed into one of the bins of size 1+ 2−n. This set of bins has a total size of 2n−1 + n−12 + 2−n.
Asymptotically, this gives a lower bound of 2. 
Theorem 11. For empty conflict graphs, the competitive ratio of cp(knapsack) is at least 53 , even with non-increasing bin sizes.
Proof. Consider the following input with an empty conflict graph. For some small ε > 0, there are n items of size 3ε, 2n
items of size 1− ε and 4n items of size 1. First n bins of size 2+ ε arrive, followed by 4n bins of size 2− ε.
Since all items belong to the same color class, knapsack packs one item of size 3ε and two items of size 1− ε into each
of the first n bins. Thus, the next 4n bins each receive a unit-sized item. The total size of bins used by knapsack is thus
(2+ ε)n+ (2− ε)4n = 10n− 3nε.
In an optimal solution, 2n items of size 1 are packed into the first n bins. Then, each one of the next 2n bins contains a
pair of items of sizes 1 and 1− ε. Finally, if ε is sufficiently small, the items of size 3ε all fit in one final bin. This gives a total
size of (2+ ε)n+ (2− ε)(2n+ 1) = 6n+ 2− (n+ 1)ε.
Letting ε tend to 0 and n to infinity, we obtain a lower bound of 53 . 
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With empty conflict graphs and non-increasing bin sizes, we next prove that the competitive ratio of knapsack is strictly
smaller than 2, that is, it is better than ffd.
Theorem 12. For empty conflict graphs and non-increasing bin sizes, the (asymptotic) competitive ratio of cp(knapsack) is at
most 95 . This result holds for the absolute competitive ratio as well.
Proof. Let M ≥ b1 ≥ · · · ≥ bk ≥ 1 denote the sequence of the sizes of the bins used by knapsack, and let s be an index,
such that s ≤ k, for which an optimal solution can pack the items into the first s bins. Clearly, if s = kwe are done, thus we
assume that k > s. We next show that k ≤ 2s − 1. Assume by contradiction that k ≥ 2s. Then for each bin of index j, for
s+ 1 ≤ j ≤ k, we move an item from bin j to bin j− s. As a result, the contents of all bins of indices 1, 2, . . . , s exceed their
sizes, which contradicts the fact that opt uses s bins only. If s = 1, then knapsack obtains an optimal solution. In general, we
have knapsack =∑kj=1 bi ≤ opt+ (k− s)bs ≤ opt+ (k− s)∑sj=1 bis ≤ 2s−1s opt. Therefore, the result immediately holds for
s ≤ 5, and we assume in what follows that s ≥ 6. Moreover, if k = s+ 1, then the competitive ratio is at most 1+ 1s < 1.8,
so we assume that k ≥ s+ 2.
We denote the total size of items by S. Let t be the first index of a bin such that knapsack packs less than a total of 2bt3
into this bin. If no such bin exists, or t = k, then we have S ≥ ∑k−1i=1 2bi3 and opt ≥ S, so knapsack = ∑ki=1 bi ≤ 3S2 + bk.
Since s ≤ k− 2, opt ≥ s · bk, so we get knapsack ≤ 3S2 + bk ≤ (1.5+ 1s )opt < 1.8opt, since s ≥ 6.
Otherwise t ≤ k − 1. We show that the bins of indices t, t + 1, . . . , k contain a total size of items of at least∑ki=t bi2 . If
every bin among these bins is at least half full, then we are done. Otherwise, note that at most one bin j ≤ k exists, such that
knapsack fills it by at most bj2 . If two such bins j, j
′, such that j < j′ exist, we get that it is possible to combine the contents
of both bins into bin j. This is so because since bj ≥ bj′ , we have a total of at most bj2 +
bj′
2 ≤ bj in contradiction to the action
of knapsack on empty conflict graphs for bin j. Let j ≥ t be the bin which contains a total of less than bj2 . If j = k then let
j′ = t and otherwise j′ = j. Take an item from the bin of index k and move it to the bin of index j′. As a result, the latter bin
contains a total which exceeds bj′ . The total size is therefore at least
∑k−1
i=t
bi
2 +
bj′
2 ≥
∑k
i=t
bi
2 . Note that a similar process
can be applied on the bins of indices s+ 1, . . . , k. This set of bins contains at least two bins, so they contain a total size of at
least
∑k
i=s+1
bi
2 .
If t > s, we have S ≥ 23
∑s
i=1 bi + 12
∑k
i=s+1 bi. Thus knapsack =
∑k
i=1 bi ≤ 2S − 13
∑s
i=1 bi. Since opt =
∑s
i=1 bi, and
opt ≥ S, we get knapsack ≤ 5opt3 , and therefore the competitive ratio in this case is at most 53 .
If t ≤ s, we use the following notations. σ1 =∑t−1i=1 bi, σ2 =∑si=t bi and σ3 =∑ki=s+1 bi. We denote by S1, the total size
of items that knapsack packs into the first t − 1 bins, by S2, the total size of items packed into bins t, . . . , s and by S3, the
total size of items in bins s + 1, . . . , k. Since bin t is filled by knapsack up to a total of less than 2bt3 , clearly all items that
are not packed into bins 1, . . . , t are of size larger than bt3 . Moreover, the sum of every pair of such items is more than bt ,
otherwise it would have been possible to pack a pair of such items into bin t , which would give a sum of more than 2 · bt3 .
Therefore, since later bins are no larger than bt , knapsack assigns a single item into every bin in t+1, . . . , k, and these items
are packed sorted according to non-increasing order.
We next prove that S3 ≤ S1. Letα1 ≤ · · · ≤ αk−t be the sizes of the items that knapsack packs into bins t+1, t+2, . . . , k,
where bin j (with t + 1 ≤ j ≤ k) contains an item of size αk−j+1. Moreover, we let αk−t+1 be the size of the largest item that
knapsack packs into bin t . We first argue that αk−t+1 ≥ αk−t . To see this last claim, assume otherwise that αk−t > αk−t+1,
then we present another set of items which could have been packed into bin t by knapsack. To create this alternative set
of items, we start by packing the item of size αk−t and add to it the items of bin t in the solution of knapsack according to
non-decreasing order of their size, until the next item will cause us to exceed the capacity of the bin. If this next item is
the largest item of size αk−t+1, then the resulting set of items has a larger size than the one selected by knapsack and this
is a contradiction. Otherwise, the next item has size smaller than 13 , and hence the resulting set of items has size strictly
larger than 23 , and again this contradicts the selection made by knapsack. We conclude that in bins t, t + 1, . . . , k there are
k − t + 1 items, which satisfy α1 ≤ · · · ≤ αk−t+1. We next argue that bins t, . . . , s can contain at most one of these items
each (in any packing). To see this last claim note that the size of each of these items is at least bt3 (since otherwise α1 <
bt
3
and it could be added to bin t of the solution returned by knapsack, contradicting its behaviour), and if there exists a pair of
items, where these two items can fit into a bin with index at least t , then their total size is at least 2bt3 and at most bt , and
again this pair of items contradict the selection of knapsack for bin t . We have S3 = ∑k−sj=1 αj. Let β1 ≤ · · · ≤ βk−s be the
sizes of the largest k− s items that opt packs into bins 1, . . . , t − 1. We consider the packing of the items α1, . . . , αk−t+1 in
the packing of opt. Since bins t, . . . , s can contain at most one of these items each, at least (k− t + 1)− (s− t + 1) = k− s
items are packed by opt into bins 1, . . . , t − 1. Since α1, . . . , αk−s are the k− s smallest such items, we have αi ≤ βi for all
1 ≤ i ≤ k− s. Now, since at the time of packing the first t − 1 bins, no item in the list was already packed, the total packed
into these bins, S1, is at least the sum
∑k−s
j=1 βj ≥
∑k−s
j=1 αj = S3.
Since all the first t−1 bins are filled by at least 23 of their sizes, we have σ1 ≤ 3S12 . Since all other bins are filled by at least
1
2 of their sizes on average, we have σ2 + σ3 ≤ 2S2 + 2S3. As shown above, this holds for the bins of indices s+ 1, . . . , k as
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well, so σ3 ≤ 2S3. We can give two bounds on opt. By definition, opt = σ1+ σ2. By the total size, we have opt ≥ S. The cost
of the algorithm is σ1 + σ2 + σ3.
We consider two cases. If S2 ≤ S1+S34 , we claim that S2 + S3 ≤ 3S5 ≤ 3opt5 . This follows since 2S2 ≤ S1+S32 ≤ S1. Thus
2S2 + 2S3 ≤ 3S1 and so 5S2 + 5S3 ≤ 3S ≤ 3opt.
We get σ1 + σ2 + σ3 ≤ 32 (S1 + S2 + S3)+ 12 (S2 + S3) ≤ 3opt2 + 3opt10 ≤ 1.8opt.
If S2 ≥ S1+S34 , we claim that S3 ≤ 4S10 . This follows since 4S2 ≥ S1 + S3 and thus 10S3 ≤ 5S1 + 5S3 ≤ 4S. We have
knapsack = σ1 + σ2 + σ3 = opt+ σ3 ≤ opt+ 2S3 ≤ opt+ 4S5 ≤ 1.8opt. 
3.2.2. Conflict graphs that are unions of two cliques
We next consider monotonically non-increasing bin sizes and conflict graphs that are unions of two disjoint cliques. This
case of the problem is a kind of onlinematching in a graphwhere the edges disappear along time. This interpretation follows
by the following constructions. The structure of the conflict graph implies a fit graph over the set of items (that is its vertex
set) with an edge connecting a pair of items if they belong to different cliques in the conflict graph, and their total size is at
most the size of the current bin. After some (one or two) items are packed into the current bin, a new bin arrives, whichmay
be smaller than the previous bin, and so, some of the edges of the fit graph of the previous phase are no longer valid (which
happens if the two end vertices have a total size which is in between the size of the previous bin and the size of the new
bin), hence some of the edges of the previous fit graph disappear from the current fit graph. Note that since the maximum
cardinality of an independent set in the conflict graph is of size at most two, at each step the algorithm can pack at most
two items into the current bin.
Note that the competitive ratio of any algorithm in this case is at most 2, due to the following facts. The bin sizes are
non-increasing, any bin of the algorithm contains at least one item, and any bin of an optimal packing contains at most two
items.
We let ffd′ denote the packing algorithm ffd adapted to the GSC problem. Like ffd, ffd′ considers the items in order
of decreasing sizes, but skipping items that conflict with an item already packed into the bin. Similarly, knapsack can be
adapted to GSC, resulting in the algorithm knapsack′ that fills each bin asmuch as possible, considering only non-conflicting
combinations of items. For the two cliques case, ffd′ is worst possible, but knapsack′ is not:
Theorem 13. For non-increasing bin sizes, the competitive ratio of ffd′ is 2, if the conflict graph is a union of two disjoint cliques.
Proof. The upper bound follows from the argumentation preceding the theorem. Note that since there is no additive
constant, the result remains true, even ifM is not considered a constant.
For the lower bound, we use almost the same instance as in the proof of Theorem 10.
For i = 2, . . . , n, there are 2i−1 items of size 12 + 2−i, half of them in one clique and the other half in the other clique. For
i = 2, . . . , n, there are 2i−1 bins of size 1+ 2−i. The bins arrive in order of non-increasing sizes.
For each i, ffd′ packs the items of size 12 + 2−i into the bins of size 1 + 2−i. Thus, the algorithm uses all of the bins. For
large n, the total size of the bins is more than 2n.
For i = 3, . . . , n, an optimal offline algorithm combines the items of size 12 + 2−i pairwise, one from each clique, in the
bins of size 1+ 2−(i−1), and the items of size 34 are packed into two bins of size 1+ 2−n. In this way, the total bin size used
is less than 2n−1 + n. 
Theorem 14. For non-increasing bin sizes, the competitive ratio of knapsack′ is 32 , if the conflict graph is a union of two disjoint
cliques. This result holds for the absolute competitive ratio as well.
Proof. We first prove the upper bound.We note that without loss of generality we can assume that the bins that are packed
with pairs in the optimal solution are a prefix of the bin sequence: Assume that there exist two bins of indices i and j such
that i < j, where the optimal solution packs a single item into bin i and two items into bin j. We can swap the contents of
these bins. The contents of bin j fit into bin i since it is not smaller, and the contents of bin i can fit into any bin, since its
contents is a single item. In addition to this assumption, we assume that the pairs of items (in the prefix of bins containing
pairs of items) are sorted according to total non-increasing size. This situation can be achieved by swapping as well.
Note that if this situation, where the set of bins that contain two items in the output of knapsack′ is not a prefix of the
bins, is encountered, it means that any pair of items, packed into a bin after a bin that received just a single item, has a total
size no larger than this single item, i.e., at most 1. Such a pair can therefore be packed into any bin, since we assume that all
bins have sizes at least the maximum item size.
We define a process in which the optimal solution is adapted into the solution of knapsack′. To prove the upper bound
we first show that it suffices to show that the number of pairs in the solution returned by knapsack′ is at least 12 times the
number of pairs in the optimal solution. Let p and q (respectively, p′ and q′) be the number of bins with two items, and with
a single item in the optimal solution (respectively, in the solution of knapsack′). The number of items is 2p+ q = 2p′ + q′.
If we have p′ ≥ p2 we get p′ + q′ = 2p− p′ + q = (p+ q)+ (p− p′) ≤ (p+ q)+ p2 . Since the bin sizes are non-increasing,
the bins used by the algorithm, in addition to the prefix of bins which is used by opt, are of average size no larger than the
bins used by opt. Thus we get a competitive ratio of at most p+q+
p
2
p+q ≤ 32 .
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In this process, we adapt the packing of the bins, one by one, in the order in which they arrive, to become identical to
the packing of knapsack′. Every bin which is adapted to be identical to a bin of knapsack′ is marked. In this process, we
show that if after some changes in the packing, a bin with a single item is marked, then there is no change in the number of
unmarked bins with two items. If a bin with two items is marked after some changes, then the number of unmarked bins
with two items decreases by at most two. Thus, we get that in the final adapted solution, which is identical to the solution
of knapsack′, the number of pairs is at least 12 times the number of pairs in the (original) optimal solution.
The following process continues until all bins are marked. In this process, only the packing of the optimal solution is
adapted. Consider bin i of the two solutions, after bins 1, . . . , i − 1 of the optimal solution were adapted and marked,
and possibly the packing of some of the other bins of opt has been adapted too. We call the optimal solution with the
adaptations, the adapted solution. Clearly, once at least one change is performed on opt, we can no longer use the optimality
of this solution.
If bin i of knapsack′ contains a single item Iks, then we consider several options. If bin i of the adapted solution contains
this item as well, then it does not contain any other items. To see this claim, assume otherwise. Since bins 1, . . . , i−1 of the
two solutions have the same contents, then at the time that knapsack′ packs bin i, there exists a set of items of larger total
size than just the item Iks (that consists of Iks and an additional item) that can be packed together into bin i, which contradicts
the definition of knapsack′. Therefore, in such a case, bin i is marked and no modifications are applied. Otherwise, item Iks
is packed into a bin j > i in the adapted solution. In this case, Iks is not a part of a pair in the adapted solution, similarly
to the previous case, by the definition of knapsack′, and since bin j is no larger than bin i. If bin i in the adapted solution
contains a single item Ii, the locations of items Iks and Ii are swapped in the adapted solution (since any item fits into every
bin), and bin i is marked. Finally, if bin i of the adapted solution contains two items Ii and I ′i , by the definition of knapsack′,
their total size is no larger than the size of Iks (which is at most 1), and thus they can fit into every bin (together). In this
case, the contents of bins i and j in the adapted solution are swapped, and bin i is marked. Note that there is no change in
the number of unmarked bins with a pair of items in the adapted solution.
If bin i of knapsack′ contains two items, Iks and I ′ks, then we consider several options. If bin i of the adapted solution
contains the same items, then this bin is marked, and the number of unmarked bins with pairs decreases by one. If the
adapted solution packs one of these items (Iks) into bin i, and the other one (I ′ks) in bin j > i (the contents of bins 1, . . . , i− 1
are identical in the two solutions), let Ij be the other item in bin j of the adapted solution, and Ii be the other item in bin i of
the adapted solution, if such items exist. By definition of knapsack′, the size of Ii is no larger than I ′ks, and they belong to the
same clique. Therefore, the locations of these items can be swapped, since Ii can take the place of I ′ks, and the two items Iks
and I ′ks fit together into bin i. Bin i is marked, and the number of unmarked bins with pairs decreases by one. If at least one
of the items Ii and Ij does not exist, then the swapping is applied similarly (Ij is not affected by the change, and if Ii does not
exist, then it is not moved), and the difference can only be in numbers of bins with pairs of items. If none of Ii,Ij exists, then
a pair is created from two single items, and is marked immediately, so the number of unmarked pairs is unchanged. If only
Ii or Ij exists, then the number of unmarked pairs decreases by one.
If Iks and I ′ks are both packed into one bin j > i in the adapted solution, the contents of bins i, j can be swapped in the
optimal solution, since Iks and I ′ks fit into bin i together, and the contents of bin i in the adapted solution are of total size no
larger than the total size of these two items, by the definition of knapsack′, therefore they fit into bin j. In this case, bin i is
marked and the number of unmarked pairs decreases by one.
We are left with the case where Iks and I ′ks are packed into bins j and k, i < j < k, in the adapted solution. Assumewithout
loss of generality that Iks is packed into bin j and I ′ks is packed into bin k. We first consider the case where bins i, j, k in the
adapted solution have two items each. Let I ′i and Ii be the items of bin i in the adapted solution, Ij be the additional item of
bin j and Ik be the additional item of bin k. We define a packing of the six items into bins i, j, k and one additional bin which
is the first empty bin of the adapted packing. Items Iks and I ′ks are packed into bin i, which is clearly possible. We claim that
out of the four remaining items, there exists a pair that can be packed into bin j. The two remaining items will be packed
each into a separate bin. Out of the three pairs, one pair would remain unmarked, and thus the number of unmarked pairs
would decrease by two. Denote by C1 the clique of Iks and by C2 the clique of I ′ks, in the conflict graph. Clearly, Ij ∈ C2 and
Ik ∈ C1. Without loss of generality, assume that Ii ∈ C1 and I ′i ∈ C2. The two candidate pairs, such that one of them would
be packed into bin j are Ii, Ij or I ′i , Ik. Assume that Ii and Ij do not fit into bin j. This clearly means that Ii is larger than Iks.
However, the total size of Iks and I ′ks is no smaller than Ii and I
′
i , by definition of knapsack
′, so we get that I ′i is smaller than
I ′ks, therefore, I
′
i and Ik can fit together into bin k and thus also into bin j. If at least one of the items Ii, I
′
i , Ik, Ij does not exist,
then the modification is applied in the same way, seeing the missing item as an item of size zero (and removing it after the
process). Out of the bins i, j, k, the adapted solution (before the changes defined here) has at most two unmarked bins with
pairs, and thus the number of such pairs does not decrease by more than two.
This proves the upper bound. Note that since there is no additive constant, the result remains true for the absolute
competitive ratio.
The lower bound follows by the following construction. Let N > 1 be a large integer and let 12N > ε > 0 be a small
number. We have three types of items. Item αi, of size 1 − Nε, for i = 1, 2, . . . , 2N . Item Ai, of size 1 − (i − 1)ε, for
i = 1, 2, . . . ,N , and item Bi, of size 1− (2N− i+ 1)ε, for i = 1, 2, . . . ,N . The conflict graph has two cliques, the first clique
consists of the items Ai for all i, and the items αi for i = 1, 2, . . . ,N (and the second clique consists of the remaining items).
The bins that arrive online have the following sizes. The first N bins have sizes 2−2Nεwhereas all remaining bins have size
2− (2N + 1)ε.
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The knapsack′ algorithm packs into each of the first N bins a pair of items Ai and Bi with total size 2− 2Nε. After the first
N bins, it is left with the items αi for all i and it needs additional 2N bins, each of size 2 − (2N + 1)ε. The total cost of the
knapsack′ algorithm is therefore 6N − 2N2ε − 2N(2N + 1)ε ≥ 6N − 8N2ε.
However, the optimal solution can pack into the first N bins the items αi for all i (by packing αi with αN+i into the ith
bin). In the next N − 1 bins we pack Bi with Ai+1 for i = 1, 2, . . . ,N − 1, and we need two additional bins to pack each one
of A1 and BN . So the total cost of the optimal solution is 4N + 2 − 2N2ε − (2N + 1)(N + 1)ε ≤ 4N + 2. When N tends to
infinity, and ε tends to zero, the ratio between the cost of the knapsack′ algorithm and the optimal cost approaches 32 , and
hence our claim regarding the lower bound of the competitive ratio of the knapsack′ algorithm holds. 
4. Concluding remarks
Our algorithm for the semi-online version with non-increasing bin sizes shows that this assumption of non-increasing
bin sizes helps the online algorithm. We further showed that for the case of empty conflict graphs, and graphs consisting
of two cliques, the same assumption seems to make the problem easier as well. This motivates the question whether this
assumption can also help in obtaining a smaller competitive ratio for other conflict graphs such as k-partite graphs. On the
other hand, we show in the proof of Theorem 10 that the competitive ratio of ffd does not improve as a result of non-
increasing bin sizes. Hence, the exact role of non-increasing bin sizes in different conflict graphs is an open question that
is left for future research. Additional open questions arise in Section 3.2. In particular, the problems of finding the exact
competitive ratio of Color-and-Pack-Best, if packing the items of a color class is performed by Any-Fit algorithms or by
knapsack, remain open.
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