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A macroscale Internal State Variable (ISV) constitutive model coupling magnetism
effects with thermal, elastic, and damage effects is developed. Previous models for magnetic and
mechanical fields included constitutive equations describing their effects on the material system
studied independently. Some models explain the mechanisms behind mechanical deformations
caused by magnetization changes that are presented in the literature. They mainly focus on the
nanoscale level. Other models, describe the behavior of one specific magnet that is mostly a
permanent magnet. However permanent magnets are made of rare-earth elements that are
subjected to a high supply risk. In attempt to find an alternative to permanent magnets, a
mathematical model that captures the physical behavior of magnets is needed, to help develop a
tool to create a new permanent magnet.
The ISV constitutive model herein describes the macroscale mechanical deformation
caused by magnetic fields on ferromagnetic materials, Iron (Fe), Cobalt (Co) and Nickel (Ni)
precisely. The ISV model internally coheres the kinematic, thermodynamic, and kinetic
relationships of deformation using the evolving histories of internal variables. For the
kinematics, a multiplicative decomposition of deformation gradient is employed including a

magnetization term, and the Jacobian that represents the conservation of mass and conservation
of momentum. The First and Second Law of Thermodynamics are used to constrain the
appropriate constitutive relations through the Clausius-Duhem inequality. The kinetic framework
employs a stress-strain relationship with a flow rule that couples the thermal, mechanical, and
damage terms. To determine the ISVs needed to mimic the behavior of magnetic materials, we
conducted various magnetic experiments on three different specimens made of Iron, Nickel and
Cobalt. Experiments captured the mechanical deformation of a rod sample when subjected to a
magnetic field using the Michelson Interferometer. To study the magnetic hysteresis of Iron,
Nickel, and Cobalt, previous literature data were used. It was shown that the magnetization
equation modeled the hysteresis of Iron, Nickel, and Cobalt. The magnetostrictive strain
equation shows good agreement for Nickel and Cobalt, but further investigation should be done
for Iron.
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INTRODUCTION
1.1

Motivation
In recent years, more interest has been drawn toward vehicles with less gas emission,

high efficient electric propulsion motors, excellent dynamic response, and high reliability.
Features that can be met using magnets that have a high magnetization at saturation, low power
density, and are eco-friendly to the earth. The new generation of most electric propulsion motors
is based on metals made of magnetic elements such as Iron (Fe), Nickel (Ni), and Cobalt (Co).
Magnets exhibit a rich variety of material behavior originating from their type (diamagnet,
paramagnet, ferromagnet, antiferromagnet, and ferrimagnet) and microstructural behavior
(magnetic domains interaction and electron spin). The magnet’s behavior depends on the thermal
fields, the mechanical stress, the applied magnetic field, the damage on the microstructure of the
material and in some cases time.
To meet the high automotive market requirements, electric cars industry used Permanent
Magnets (PM) and Rare-Earth (RE) elements to increase the electric engine power at a low price.
Permanent magnets are critical components for most electric motors and power generators that
are used in various automotive, aerospace applications (Thomas, A. S., et al., 1971-1981;
Kakosimos, P.E., et al., 2013). However, RE elements are earth sources that decrease daily
because of the high market demand and thus get more expensive. According to the US
Department of Energy (DOE) and other international institutes (Cui. J., et al., 2018), RE
1

elements are critical elements that are subjected to high supply risks, since the main monopole of
RE elements is in China, as shown in Figure 1.1.
Figure 1.1 shows the distribution of RE use over the past years (1950-2017) (Hobart M.
King, 2017), for different countries. Due to geopolitical reasons, a cheap and more available
alternative to rare-earth based magnets is an emerging issue to address. In an effort to fill this
scientific gap, scientists conducted considerable efforts to find an alternative to permanent
magnets by understanding the physical behavior of magnets and modeling it in a mathematical
framework that can be used for various industrial applications, under different operating
conditions, such as high mechanical fields (stress), high-temperature fields, high pressure, and
other external operating conditions.

Figure 1.1

History of Rare-Earth Elements production from 1950-2017. (Hobart M. King,
2017). China being the main monopole of RE elements in the world by the last
decades. Because of geopolitical reasons and high industrial demands, USA needs
to find a substitute to RE.

As a contribution toward implementing magnets in the automotive industry, the work in
hand deals primarily with understanding the physical behavior and properties of magnets, and
2

coupling magnetism with a macroscale polycrystalline inelastic thermomechanical continuum
Internal State Variable (ISV) model. The model contains constitutive equations describing the
magnetic effects on an inelastic ISV model. The magnetic model obtained during this research
work will then be added to the existing elastic-thermal-plasticity-damage ISV constitutive model.
Adding only magnetism contribution to this ISV model is a precedent idea that has not been
added yet to the science community.
Another attribute to this work is that the ISV model will be used on a multiscale level,
bridging different scale levels: going from a macroscale level to an atomistic level or vice-versa.
Hence reduce costly and time-consuming experiments and simulations. It also increases product
quality and performance by providing more accurate predictions.
Moreover, the work in hand shows the evolution of hard and soft magnets during the last
decade. It focuses on the use of magneto-mechanical properties of some hard magnets that are
based on RE elements, and other binary alloys (Manganese based alloys) that are rare-earth free
based but have high magnetic properties under practical conditions.
1.2

Current State
Several models describe the mechanical response of a magnetic sample when subjected to

an external magnetic field (Avakian and Ricoeur, 2016; Marvalova et al., 2008; Gao and Zhou,
2015). The mechanical response comes in most of the cases as a dimensional mechanical
elongation (Olabi and Grunwald, 2016). This effect is called magnetostriction (Joule, 1842;
Olabi and Grunwald, 2016) and is mostly found in ferromagnetic materials. None of the
previously cited models used a multiplicative decomposition of the deformation gradient to
describe the kinematics, and none have described the kinetics in an abstract manner to capture
the broad range of magnetic behavior.
3

For the last 30 years, constitutive modeling based on an Internal State Variable (ISV) has
been used in different areas such as solid mechanics, material science, fluid dynamics, creep,
damage, composites, design optimization, and many others. In 1984, Bammann used ISV theory
to model crystal plasticity. The ISV viscoplasticity model, developed by Bammann, described
the finite deformation, under significant temperature fields and large strains. Later, Horstemeyer
et al.,(2000) used ISV to predict mechanical deformation. The model uses internal state variables
to account for the dissipative thermomechanical plasticity and damage evolution of a material
subjected to mechanical strain. The ISV model has been used to capture the behavior of
crystalline materials such as steel (Horstemeyer and Ramaswamy, 2000; Horstemeyer et al.
2000B; Whittington et al. 2014;), aluminum (Horstemeyer et al. 2000A; Horstemeyer and
Ramaswamy, 2000; Agarwal et al. 2003; Horstemeyer et al. 2003B; Jordon, 2007; Tucker et al.
2010), magnesium (Walton et al. 2014; Horstemeyer and Chaudhuri, 2015), and polymer
materials (Bouvard, 2013; Francis 2014). Recently Dimitrov et al. (2019) used ISV theory to
capture the behavior of a material when subjected to electrical effects. A wide range of
deformations have been modeled, including forming processes (Bammann et al. 1996;
Horstemeyer, 2000; Cho et al. 2015), high strain rate deformation (Whittington et al. 2014), and
structural crashworthiness (Bammann et al. 1993). However, no model has been developed to
capture pure magnetic effects. The goal of this study is to extend the ISV model’s predictive
capability to capture the magnetic deformation of magnetic materials such as Iron, Nickel, and
Cobalt.
Although various models have been previously introduced to solve such intricate
engineering problems (Joule, 1847; Penpeintner et al., 2015; Pislaru-Danescu et al., 2011), most
studies considered only mechanical, magnetic effects, and sometimes thermal effects
4

individually. None of the previously cited models coupled the mechanical, thermal, and damage
effects with magnetic effects in a consistent model that can be applied for different types of
magnets. Theoretical research on the thermomechanical effects coupled with damage and
magnetic effects is of great interest to provide a physical basis for various magnetic testing
techniques and gives a better understanding of the test results. Therefore, a comprehensive model
framework for predicting magnetically influenced deformation behavior is needed.
Internal State Variable (ISV) theory has been a viable theory over the past years, starting
from the significant contribution of Onsager (1931), who morphed the notion of ISVs into
thermodynamics for the first time. Then Eckart (1940-1948) used ISV theory in continuum
mechanics. In 1967, Coleman and Gurtin proposed the use of history-dependent variables to
quantify dissipative mechanisms of internal deformation within a thermodynamically consistent
framework. An ISV model employs a set of constitutive equations that capture the precedent
(historical) behavior of the material to predict its material’s future (at step n+1) behavior based
on the precedent (at step n) mathematical state description. Later, Horstemeyer and Bammann
(2010) published a historical review summarizing the ISV theory.
The deformation gradient maps the deformation from the reference configuration to the
current configuration. The multiplicative decomposition of the deformation gradient describes
the deformation of elastic-thermal-magnetic behavior. Previous researchers used the kinematic
decomposition (Lee and Liu, 1967; Rice, 1971; Murakami, 1988, Murakami, 1990; Bammann
and Aifantis 1989; Marin and McDowell, 1996; Steinmann and Carol, 1998; Voyiadjis and Park,
1999; Brunig, 2002; Regueiro et al., 2002; Solanki, 2008; Bammann, 2001; Bammann et al.,
1996; Bammann et al., 1993; Clayton et al., 2005; Davison, 1995; Francis et al. 2014;
Horstemeyer et al., 2000; Solanki, 2008) to establish a constitutive model for different material’s
5

mechanical deformations (such as thermal effects Francis et al., 2014) but not for magnetic
effects.
To obtain an internally consistent theory for magnetically influenced deformation, the
kinematics, thermodynamics, and kinetics of an ISV model are independently developed and
coupled to provide a coherent theory for magnetic induced deformation. The contribution of this
work is twofold. First, the physical founding of how magnetic effects, resulting from a material’s
proper magnetization or a material subjected to an externally applied field, can change the
behavior of a structure on a macroscale level. Second, the development of a consistent
thermodynamic model based on the Coleman and Gurtin (1967) thermodynamic framework that
satisfies the First and Second Laws of Thermodynamics.
1.3

Dissertation Structure
In this section, the structure of the dissertation is presented. The second chapter of this

document introduces a magnetism overview and terminology, which includes the magnetism
types, the difference between soft and hard magnets, and the different magnetic effects on a
multiscale level. Chapter 3 represents the magneto-mechanical properties of permanent magnets.
Chapter 4 introduces a brief overview and summary of the Integrated Computational Materials
Engineering (ICME). Chapter 5 introduces the experimental setup used to validate the
thermoelastoviscoplastic magnetic internal state variable constitutive model. Chapter 6
introduces the multiphysics thermoelastic viscoplastic damage internal state variable constitutive
model, including magnetism, developed in this work. The next section is about the discussion of
the results obtained. The final part is a conclusion of this work.
A standard notation will be followed in this mathematical formulation. In this text,
tensors are denoted by boldface font, while scalar values will have the standard weight. All
6

tensors are written with respect to a fixed Cartesian coordinate system. Special care is given to
specify configurations throughout the derivation by using accent marks where the tilde (𝑅̌),
⏞) represent different
circumflex (𝑅̂), macron (𝑅̅), double macron (𝑅̿), and overbrace (𝑅
intermediate configurations. The following definitions are used in the text: 𝑨𝑩 => (𝑨. 𝑩)𝑖𝑗 =
𝐴𝑖𝑘 𝐵𝑘𝑗 , 𝐴; 𝐵 = 𝐴𝑖𝑗 𝐵𝑖𝑗 , 𝑡𝑟(𝑨) = 𝐴𝑖𝑖 , (𝑨𝑇 )𝑖𝑗 = 𝐴𝑗𝑖 .The overdot denotes the material time
derivative. The apostrophe denotes the co-rotational derivative.

7

MAGNETISM TERMINOLOGY
In the following section, the different types of magnetism and the different multiscale
physical phenomenon behind the magnetic material’s response is presented.
2.1

Types of magnetism
In nature, several types of magnetic materials exist. They differ depending on their

microstructure properties and their response to an external magnetic field. Some materials may
even combine two different types of magnets in one structure. The different types of magnetic
materials are discussed in the following section.
The first form of magnetism is diamagnetism. Initially discovered by Brugnams (1778),
diamagnetism is defined as being the tendency of the material to oppose an applied magnetic
field. Diamagnetism is a magnetism effect present in all the materials that exist in all materials in
nature, producing a weak or null magnetic field.
Almost the opposite of diamagnetism behavior is paramagnetism behavior. In contrast to
diamagnetism, paramagnetism tends to align with the applied magnetic field. Diamagnetism
creates a repulsive force that weakens the complete magnetic field, while paramagnetism creates
an attractive force, making the complete magnetic field stronger. A common property of the two
previous types is temporariness. In other words, once the external applied magnetic field is
removed, the material reverts to its initial nonmagnetic state, losing all its acquired magnetic
properties.
8

The third type of magnetism is ferromagnetism. Ferromagnetism is characterized by
having a spontaneous and strong magnetic field even when no external applied field.
Ferromagnetism is known for having unpaired electrons. In other words, the atom or molecule
has an odd number of electrons that produce a net magnetization giving a lowered-energy state.
This happens if and only if the material’s temperature is below a critical temperature called the
Curie temperature (Arrott, 1957). Curie temperature (𝑇𝑐) is a temperature point above which
ferromagnetic materials lose their permanent magnetic properties.
The fourth type of magnetism is another permanent magnet called antiferromagnet.
Antiferromagnetism has the same properties as ferromagnets, except that intrinsic magnetic
moments of electrons do not align parallel with each other but align in antiparallel orientations.
This particular type of alignment causes the net magnetic field to be equal to zero at the
continuum level.
The fifth type of magnetism is ferrimagnetism. Ferrimagnetism is a combination of
ferromagnetism and antiferromagnetism and has a nonzero net magnetization less than
ferromagnets have.
2.2

Soft and Hard Magnets
Ferromagnetic, ferrimagnetic, and antiferromagnetic materials can be classified as hard or

soft magnets (Ghidini, M. et al., 2007). A ferromagnet is mainly categorized as hard or soft
magnet. Soft magnets do not retain high magnetization because they have low coercivity, as
shown in Figure 2.1. Figure 2.1 shows the difference between the B-H hysteresis loops of a soft
and hard ferromagnetic material. The higher the coercivity, the harder the magnet, therefore it
retains more magnetization in the absence of an external field. For a soft magnet, a higher
saturated magnetization is achieved, whereas for a hard magnet, a smaller saturated
9

magnetization occurs. It can also be seen that low energy is dissipated inside of the hysteresis
loop for a soft magnet compared to a hard magnet. High permeability characterizes soft magnets,
while hard magnets have low permeability, which quantifies how much magnetic field a magnet
can support within itself.

Figure 2.1

Soft and Hard magnets magnetization (M) versus magnetic field (H) hysteresis
loop.(a) Soft magnets characterized by a small hysteresis loop area, therefore a
small coercive field (b) Hard magnets characterized by a larger hysteresis loop
area, therefore a large coercive field (Hc), a high saturation magnetization (Ms) and
remanence magnetization (Mr). (Pellicer, E., et al., 2011)

Soft-Hard magnetic behavior depends on the material’s microstructure and especially the
grain size. The magnetic domain number is a function of the grain size, such that the bigger is the
grain size, the higher is the number of magnetic domains it contains. The boundaries separating
the magnetic domains are called domain walls. Defects stuck in the domain wall, create an effect
called domain wall pinning.
Domain wall pinning (Klaui, M., et al., 2003) is an effect that occurs when the magnetic
growth and magnetic domain wall motion are stopped by the presence of an inclusion, a void, a
precipitate, or any other crystallographic structure defect. Since, in real life, no material is
10

perfect, material’s defects are unavoidable; the defects within a magnetic material or inclusions
procure pinning sites for the domain walls due to the reduction in energy. For low magnetic field
variations about some equilibrium value (that varies depending on the material), the walls remain
pinned, and the magnetization is reversible, similar to a linear elastic behavior. For highly
significant magnetic field values, this motion becomes irreversible due to wall intersections with
remote inclusions or pinning sites. To unpin the domain, wall and let it proceed in the direction
of magnetostrictive strain elongation, a stronger magnetic field should be applied to the material,
allowing a realignment of the magnetic domains with the magnetic field direction. When crystal
grains grow (through mechanical processing), the magnetic domains become freer to align as the
external magnetic field is applied, which decreases the coercive field, and makes the magnet soft.
Hard magnets are magnetic materials retaining magnetism once the applied magnetic
field is removed. Hard magnets are known to have small susceptibility and permeability values.
They also have an intrinsic coercivity greater than 10kA.m-1, and remanence magnetization
values that are about half of the saturation magnetization in randomly oriented samples, such that
𝑀

the ratio is about 𝑀𝑟 = 0.5. If the material’s sample has oriented domains, then the remanence
𝑠

magnetization reaches the saturation magnetization, which results in a square hysteresis M-H
loop. Hard magnets have high stored magnetic energy around 8 kJm-3. Hard magnets such as
CrO2, γ-Fe2O3, and cobalt ferrite (CoFe2O4) are mostly found in the application used in magnetic
recording media, disk drives, refrigerator magnets, electric motors and other applications where
the high coercivity plays a critical role retaining a magnetization state of a magnetic bit (in
binary language 0 or 1) over long periods. They are known for having high coercivity and
permeability values. Hard magnets are mostly used in automotive (May, D. et al., 2004),
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telecommunications (Hasegawa, R., 2001), Astro/Aerospace (Timmerhaus, K., et al., 2013) and
bio-surgical applications (Riley, M. A., et al., 2002).
2.3
2.3.1

Multiscale magnetic effects
Macroscale (Joule effect and Villari effect)
Magnetostriction (Joule, 1842; 1847; Linnemann et al., 2008; Smith et al., 2000) is an

effect found in ferromagnetic materials. Magnetostriction, also called the Joule effect, induces a
change in shape arising from misaligned magnetic domains that align under an externally applied
magnetic field. The concept of magnetostriction is used in magneto-elastic couplings.
Magnetostriction effect couples elastic, magnetic, and sometimes thermal fields. A
MagnetoStrictive Material (MSM) exhibits large mechanical deformations in different directions
when subjected to a strongly significant external magnetic field (H). This behavior is due to the
rotations of small magnetic domains in the material, which are randomly oriented when no
externally magnetic field is applied. The orientation of these small domains changes by the
imposition of the magnetic field. The small domain moments align themselves parallel to the
external applied field direction, thus creating a total strain field, resulting in a macroscale
mechanical elongation. The magnetic domains rotate, along with the increasing strength of the
applied magnetic field, until saturation is reached. This effect is described in a small crystalline
sample, as illustrated in Fig 2.2.
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Figure 2.2

⃗ ) on the
A nine-atom lattice showing the effect of an external magnetic field (𝐻
atom for which 𝑚
⃗⃗ is the magnetic moment. (a) atoms’ magnetic moments when no
external magnetic field is applied, (b) atoms magnetic moments when subjected to
a vertical external magnetic field. Two strain components appear: a parallel strain
(𝜆ǁ ) and a perpendicular (𝜆˔ ).

The magnetostrictive strain components are given as 𝜆⟘ (perpendicular strain to the
magnetic field direction) and 𝜆|| (parallel strain to the magnetic field direction). Assuming the
volume of the considered specimen is conserved (isochoric deformation), the relation between
the two magnetostriction strains is given as the following;
1
λ⟘ = − λ||
2

(2.1)

The parallel strain to the magnetic field direction 𝜆|| can be either positive or negative,
depending on the electrons’ position of the material under concern.
On the other hand, there is a reciprocal effect known as the Villari effect (Bieńkowski
and Kulikowski, 1980; Jiles, 1995). The Villari effect illustrated the change of magnetization
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induced by a mechanical deformation input (stress S). These two effects are observed in the
ferromagnets, antiferromagnets, and ferrimagnetic materials. Figure 2.3 illustrates the Villari
effect for a crystalline structure (lattice). When the lattice is subjected to mechanical stress (S)
parallel to the original magnetic moments, the magnetization of the sample rotates. Noting that
all previously described effects were considered for a temperature lower than the Curie
temperature.

Figure 2.3

2.3.2

A nine-atom lattice showing the effect of a compressive uniformly distributed
stress (𝜎) on the magnetic properties of the atoms presented as the magnetic
moment (𝑚
⃗⃗ ). (a) Non-presence of stress illustrates a horizontal orientation of
magnetic moment (b) Presence of a compressive stress (𝜎) results in a direction
change of the magnetic moment (𝑚
⃗⃗ ) (magnetic moments pointing up).

Mesoscale: Magnetic domains/ magnetic domain walls evolution
In most cases, magnetostrictive strains exhibit nonlinear behavior. The nonlinear

behavior is connected to the domain structure within the grains and the grain orientation of the
microstructure under study. Magnetic domains are the heart of the magnetic material
deformation. Figure 2.4 shows the domain structure of a magnetostrictive alloy. In Figure 2.4,
the neighboring domains tend to have an opposite magnetic moment orientation. The opposite
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alignment minimizes the magnetic energy within the specimen. Each domain (a) has a
⃗⃗ ) that can be expressed as the following,
magnetization (𝑀

⃗⃗⃗ = Ms γ
M
⃗.

(2.2)

Magnetic moments of these domains tend to orient themselves along with the easy
directions of magnetization of the crystal, such that 𝛾 represents the vector orientation of the easy
axis, and 𝑀𝑠 represents the saturation magnetization value of each domain.

Figure 2.4

(a) Polycrystalline structure showing the magnetic domains and their appropriate
⃗ ) is applied, (b)
magnetization (𝑚
⃗⃗ ) direction when no external magnetic field (𝐻
Magnified region of the polycrystalline structure, with no external magnetic
⃗ ) is applied.
applied and (c) Magnified region when an external magnetic field (𝐻
The magnetic domains direction aligns with the external magnetic field direction.

Applying a magnetic field (H) to the specimen, the magnetic moments with the domain
begin to rotate in such a manner they will align with the magnetic field direction. Thus the
domain walls, which are considered as the transition region between the domains, start to move
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and elongate due to the domain wall motion. Domains whose orientation is closer to the
magnetic field direction tend to lengthen while the rest of the domains tend to shrink. Therefore,
a dimensionless change on the macroscale level takes place. Domain growth stops once
saturation is reached.

2.3.3

Nanoscale (Electron spin and orbit Ising model)
At the nanoscale level, electron spins play a vital role in moving domain walls and are

called the Ising model (McCoy et al., 2014; Yang, 1952). The Ising model is a statistical model
used to describe ferromagnetic behavior in terms of the domain’s motion. The Ising model was
initially developed to solve a one-dimensional problem under the assumption that there are no
phase transitions. The model is based on defining two spinning variables that represent the
magnetic dipole moments of the atomic spins. The moment is assumed to be equal to +1 when
the spins are pointing up or to -1 when the spins are pointing down. Ising Model is used to
compute the magnetization order using the following equation,

M=⟨

N+ − N−
⟩
N

(2.3)

such that N represents the total number of spins in the lattice, 𝑁+ is the number of
positive spins, and 𝑁− is the number of negative spins. The magnetization order (equation (2.3))
represents the expectation value of the magnetic moment (𝜇(𝑁+ − 𝑁− )) relative to the largest
possible magnetic moment (𝜇𝑁), such that 𝜇 is the magnetic moment.
In terms of energy, the Ising Model (McCoy et al., 2014; Yang, 1952) includes two
contributions. The first deals with how neighboring spins affect the spin under interest. The

16

second contribution deals with how the applied magnetic field affects each spin within the
lattice. This statement is written in a mathematical description in the following way,

E = −J ∑ σi σj − H ∑ σi
⟨i,j⟩

i

(2.4)

such that E is the total energy, J is the positive coefficient giving the interaction strength,
and 𝜎𝑖 is the spin variable (=+1 or -1). The first term of equation (2.4) represents the interaction
of the neighboring spins, while the second term represents the effect of the applied field on each
spin.
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MAGNETO-MECHANICAL PROPERTIES OF HARD AND SOFT MAGNETS
In the last decades, permanent magnets were used in a wide range of modern
technologies, such as automotive, aerospace, wind turbines, and other industrial applications.
Permanent magnets have high energy and efficiency properties and are lightweight components.
Permanent magnets are also known for being eco-friendly components, helping to reduce the
Greenhouse Gases emissions (GHG) while maintaining high efficiency of the component. The
reason why they are used in a lot of renewable energy applications.
Iron oxide (Fe3O4) is the first permanent magnet rock discovered by Taylor, H. S., in
1959. (Fe3O4) was used in compasses (Taylor, H. S. 1959). Aluminium-Nickel-Cobalt-Iron
(Alnico) magnets were then used due to their significant magnetic properties (McCurrie, R. A.
1982, Sun, Y. L., 2015, Iwama, Y. 1967). In the 1950s, hexagonal hard ferrites were introduced
by Philips Laboratories (Went, J. J., et al., 1951 and J. Smit, et al., 1959). Major breakthrough
came in the 1960s when rare-earth permanent magnets were discovered in rare-earth cobalt (RCo) intermetallic RCo5 magnets (Ormerod, J., 1985). Rare Earth Cobalt (R-Co) were more
abundant then Alnicos, which gave them more attention. One of the most robust R-Co material
is Samarium-Cobalt (SmCo5). SmCo5 compound is the first generation of the rare-earth highperformance magnets used in manufacturing because of high magnetocrystalline anisotropy that
produces a high coercivity and energy product. Because of the high price of Samarium (Sm) and
Cobalt (Co) in the late 19th century, scientists created a Cobalt-free magnet using Iron based
rare-earth compounds having similar characteristics of the Sm-Co compounds. Iron based
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tungsten steel magnet is one of the Iron-based RE compounds, that was discovered in Japan in
1971 (Poudyal, N., 2012).
New generation of electric propulsion motors are developed based on binary magnetic
alloys such as Manganese Bismuth (Mn-Bi), Manganese Zinc (MnZn), Manganese Aluminum
(MnAl)-and others that contain non-Rare-Earth elements such as Manganese, Bismuth, Zinc …
and others are being studied and investigated (Cui, J., 2018; Fatemi, D. J, 1998). Non-Rare Earth
(NRE) permanent magnets have lower magnetic energy, but cost less than RE based magnets.
Therefore, NRE magnets are intensively investigated to provide a compromise between the
magnetic energy and the low cost.
Although the attractive ferromagnetic properties of manganese-based compounds have
been described many times (Aksoy, S., et al., 2010, Cong, C. J., et al., 2005), only recently they
served as new materials for a new design of advanced permanent magnets. One of the crucial
goals in seeking magnetic materials is the possibility to replace the rare-earth alloying elements
by the more abundant and the less strategical NRE based magnets.
In an attempt to present a current state of the RE free alloys used in industrial
applications, the following section presents a historical evolution of some rare-earth permanent
magnets and rare-earth free, permanent magnets. A strong focus is drawn toward Mn-Based
alloy. Mn based alloys such as MnAl, MnBi, MnZn, and many others have a ferromagnetic
phase with magnetic properties similar to Rare-Earth based magnets. The problem faced in the
research community is how to stabilize the ferromagnetic phases and use their high energy for
long time applications.
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3.1

Hard magnets

3.1.1

Rare-Earth based magnets
Rare-Earth (RE) magnets (or lanthanide), initially found by K.J. Strnat and G. Hoffer in

1966, are the strongest permanent magnets. Rare-Earth elements are considered as metals
composed of yttrium, one of the 15 elements in the lanthanide series in the periodic table
[Lanthanum (La), Cerium (Ce), Praseodymium (Pm), Neodymium (Nd), Promethium (Pm),
Samarium (Sm), Europium (Eu), Gadolinium (Gd), Terbium (Tb), Dysprosium (Dy), Holmium
(Ho), Erbium (Er), Thulium (TM), Ytterbium (Yb), and Lutetium (Lu)], and sometimes the
Scandium (Sc). RE elements are categorized into two categories: light RE elements and heavy RE
elements. Light RE elements are composed of lanthanum, cerium, praseodymium, neodymium,
and samarium, while heavy RE elements are made of europium, gadolinium, terbium, dysprosium,
holmium, erbium, thulium, ytterbium, lutetium and yttrium.

•

Rare Earth (RE) magnets magnetic and mechanical properties:

Rare-Earth magnets have a strong magnetic field that can exceed 1.4 Tesla, while ferrite
and alnico magnets (that are discussed in the next sections) produce a lower magnetic field, ranging
between 0.5 to 0.9 Tesla (Leupold, H. A., 1990). The high macroscale magnetic field of RE
magnets is due to the crystalline structure and to the high magnetic anisotropy it has on microscale
level. The microcrystalline grains of a RE magnet tend to point in a specific crystal direction when
an external magnetic field (H) is applied; however it is hard to magnetize the grains in other
directions, which results in a very high magnetic coercivity, and thus high magnetic energy. RE
magnets also have a high atomic magnetic moment of atoms because of the orbital electron
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structure that contains unpaired electrons (odd number of electrons). In a magnet, it is the unpaired
electrons that align to spin in the same direction and therefore generate the magnetic field (H).
RE elements have a Curie temperature lower than the room temperature (Elliott, J. F.
1953). Therefore RE magnets are mostly coupled with transition metals such as iron, cobalt, and
nickel that are ferromagnetic materials with high Curie temperature. Thus, the Curie temperature
of the RE-based alloy increases, ranging between (300K-900K) or more in some cases. Rare-Earth
magnets have brittle behavior and are subject to high levels of corrosion, therefore coating is used
to protect these latter. RE based magnets are also known for having high macroscale mechanical
deformation: high magnetostrictive strain values.

3.1.2

Samarium Cobalt (SmCo) magnets
In an effort to substitute expensive RE permanent magnets, Samarium Cobalt (SmCo)

based permanent magnets were developed in the late 1960s. Samarium Cobalt came up as a new
permanent magnet material, based on RE elements combined with the 3d transition elements
(ferromagnetic elements) such as Fe, Co, … Samarium Cobalt magnets are mostly used in dynamic
and high-temperature applications, such as generators, motors, sensors, and transducers, (Cronin,
M. J. 1984; Peterson, A. D. 1975; Kascak, P., 2003).

•

SmCo magnetic and mechanical properties:

SmCo based magnets have high magnetic properties, such that its magnetic energy product
ranges between (15 MGOe-30 MGOe) (Speliotis, T., 2005), a strong coercive force, and hightemperature characteristics, that makes it of significant use in a lot of industrial applications,
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because of their excellent temperature stability. The Curie temperature (Tc) of SmCo ranges
between 973-1123 K (Zhou, J., 2000).
Samarium Cobalt has a stable Young’s modulus reaching 160 GPa, a tensile strength equal
to 40 MPa (Müller, K. H., 2001). Samarium is the most expensive and least abundant element
among all the light rare-earth elements. In addition, Cobalt is an element for which the cost and
availability are both unpredictable. To avoid the reliance on these two elements, the scientists and
researchers were motivated to look for a new form of rare-earth intermetallic magnet where the
highly expensive Co can be replaced by inexpensive Fe. A good candidate was found to be NdFeB
that will be presented in the next section.

3.1.3

Neodymium-Iron-Boron (NdFeB) magnet
Neodymium-Iron-Boron (NdFeB) or (Nd2Fe14B), also called Neomax magnet, was initially

developed in early 1980 and was introduced to the market in 1984 by General Motors Inc. in the
United States and by Sumitomo Special Metals in Japan (Hirosawa, S., 1990). Compared to REbased magnets and SmCo, NdFeB magnet contains only 31-32 wt% RE elements, with Iron (Fe)
being the most dominant element, because of its low-price value, high Curie temperature (Tc=1043
K), and its high saturation magnetization value (Ma, B. M., 1986). The Neodymium (Nd) is a light
RE element, while Boron (B) is used as a stabilizing element to maintain the magnetic properties
of the material for a long time. Moreover, Neomax can be subjected to a large variety of processing
methods, without high changes in the structure of the microstructure of the material, making
NdFeB an easier material to process and machine, for different industrial applications.

•

NdFeB magnetic and mechanical properties:
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NdFeB is known for its high magnetic performance due to the high magnetic energy equal
to 518 kJ/m3 (Bai, G., 2007). NdFeB magnet is firmly temperature dependent. Its Curie
temperature equal to 588 K , beyond this point, the magnet loses its ferromagnetic properties, and
the maximum magnetic energy drops sharply (Arrott, 1957). Therefore, the use of NdFeB is
limited in a lot of automobile applications. The temperature limitation can be enhanced by other
fabrication processes to increase the intrinsic magnetic properties. However, the maximum
temperature that can be reached is not sufficient for a lot of automobile applications (Du, X., 2011).
The thermal stability of NdFeB can be reached by adding Praseodymium (Pr) and Dysprosium
(Dy). The US. Department of Energy (DOE) categorized Dy as the single most critically threatened
strategic metal to the U.S. The demand for NdFeB magnets rapidly increases as the world pursues
energy efficiency and renewable energy. The remanence of Neomax at room temperature is equal
to 1.08T, while the intrinsic coercive force is 1513 kA/m (Vial, F., 2002).
NdFeB is a brittle metal at all temperatures down to 4 K, such that the brittle fracture
happens along the grain boundaries (Vial, F., 2002, Withey, P. A., 1990). Mechanical processes
such as quenching from 1370 K have a significant effect on the fracture stress due to the rapid
cooling through the melting point of the neodymium rich phase (Schultz, L., 1987).

3.1.4

AlNiCo
AlNiCo was initially developed in 1931, by T. Mishima (Mishima., T., 1936), in Japan.

AlNiCo is one of the ferromagnetic alloys that couples the three ferromagnetic elements in the
periodic table: Iron (Fe), Nickel (Ni), Cobalt (Co), and some of the Aluminum (Al). It is known
for its low thermal coefficients, which allows it to have excellent temperature stability, such that
its Curie temperature reaches 811 K.
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•

AlNiCo magnetic and mechanical properties:

To enhance Alnico’s magnetic properties for industrial use, some alloy design optimization
and processing was conducted by Campbell. R., et al., 1961 and Julien. C.A., et al., 1965. The
addition of elements such as Cobalt (Co) or Titanium (Ti) adjusts the coercivity of the AlNiCo,
therefore improves the energy product by approximately five times (Wysłlocki, J. J., 1990). The
increase of coercivity is due to the finely dispersed and elongated, single domain particles, which
enhances the shape anisotropy energy (Akdogan, O., Li, 2012). AlNiCo’s magnetic properties
change with respect to the material’s composition. In 2014, Zhou et al. estimated that the
theoretical (BH)max of AlNiCo could reach 160 KJ/m3, based on a micromagnetic model and some
TEM/APT results (Zhou et al., 2014).
The tensile strength for SmCo5, NdFeB, and Alnico, are 41, 82, and 350 MPa, respectively
(Rao, A. S., 1993, Vaimann, T., 2013). Based on one of the important failure criteria, the fracture
toughness (KIC) of these three magnetic materials is 13.3 MPa.m0.5, 5.5 MPa.m0.5, and
1.9 MPa.m0.5, respectively (Horton. J.A., et al., 1996). AlNiCo is known for being brittle.
However, it is known for having good resistance to corrosion.
Although AlNiCo is one of the important permanent magnets used in the automotive
industry, it has a low coercivity (Cullity. B. D., 1994). Alnico’s low coercivity originates from its
small magnetocrystalline anisotropy that ranges between 0.26 and 0.32 MJ/m3 and its dependence
on the shape anisotropy mechanism (Cullity. B.D., 1994). Shape anisotropy mechanism is
important because it maintains the stability of the magnet over a considerable range of temperature;
however, it lowers the coercivity magnitude (Cullity. B.D., 1994).
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In an attempt to minimize the cobalt content in AlNiCo (because of its high price) without
high impact on the intrinsic magnetic properties, an optimization between the fabrication process
and material compositions is required. The right heat treatment is crucial during the preparation
process of AlNiCo, since it helps maintaining intensive magnetic properties. Therefore, AlNiCo
alloys are heated at a critical temperature, then cooled in the presence of a strong magnetic field.
The manufacturing process of AlNiCo magnets is easy and is done at a low cost, alloying many
shapes and sizes for various industrial purposes.

3.2

Soft magnets
To design a good permanent magnet, strong magnetic properties should be present on an

electronic, microscale and macroscale level. On an electronic and microscale level, the magnet
should have a high dipole moment and a good magnetocrystalline anisotropy, respectively. On a
macroscale level, the magnet should have a good coercive field, remanent magnetization, high
magnetic energy, and high Curie temperature (Tc) to ensure good thermal stability.
The main issue faced in the scientific community is how to combine the micro/macroscale properties without including rare earth elements. A lot of efforts have been conducted to
manufacture a new rare-earth free binary alloy. The main binary alloys used are mainly based on
Manganese (Mn) element. Mn-based systems are characterized for having a ferromagnetic state
(ferromagnetic phase) with a high magnetic moment, high coercivity, and high saturation
magnetization, similar to RE magnets. Mn-based systems have low density and are abundant,
thus their cost is low. Previous studies showed that the Mn-based alloys’ ferromagnetic phase
cannot be prepared as a mono-ferromagnetic phase. Moreover, the ferromagnetic phase is not
stable and does not last for a long time (a lot of the industrial applications require a long
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operation time). Data available in the literature showed a wide difference in measured properties
and theoretically estimated properties, which is due to the structure-property relationship that
varies based on the manufacturing processes used to obtain the Mn-based alloy, and to stabilize
the ferromagnetic phase.
Some binary alloys that have been investigated are Manganese-Boron alloy (Mn-B),
Manganese-Gallium alloy (Mn-Ga), Manganese-Germanium alloy (Mn-Ge), ManganeseAntimony alloy (Mn-Sb), Manganese-Arsenic alloy (Mn-As), Manganese-Aluminum alloy (MnAl) and Manganese-Bismuth alloy (Mn-Bi). Among these alloys, only Mn-Al, Mn-Bi, and MnZn alloys have potential as a good permanent magnet due to the abundance of Manganese,
Aluminum, Bismuth, and Zinc and their high magnetic energy. The existence and the amount of
the ferromagnetic phase are influenced by the Mn to the other element, ratio. In the following
section, different soft magnets characteristics are presented: Manganese Aluminum alloy,
Manganese Bismuth alloy, and Manganese Zinc alloy.

3.2.1

Manganese Aluminum (MnAl)
In 1908, Hindricks and Ishiwara discovered the existence of a ferromagnetic phase (𝜏

phase) in the MnAl alloy. Later in 1958, Kono investigated the macro/micro-structure, stability,
the thermal, the magnetic, and the electric properties of the 𝜏 phase, by conducting experiments
on specimens with different Manganese composition varying between 47%-60% (Köno, H.
1958). Kono concluded that by decreasing the Manganese composition, the ferromagnetic phase
intensity increases. It was found that increasing the Manganese content from 54% to 55%, the
Curie temperature increases by 287 K (Anand. K., 2014). However, by increasing the Manganese
composition more than 55%, the Curie temperature decreases (Köno, H. 1958). Therefore,
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optimization should be achieved between the Curie temperature and the magnetic properties of
the material.
3.2.1.1

Manganese Aluminum (MnAl) alloy mechanical properties
From a magneto-mechanical approach, the mechanical behavior of MnAl influences the

ferromagnetic phase, and therefore affects the material’s magnetic properties. It was found that,
when Manganese (Mn) is coupled to a different series of Aluminum (6000, 7000, 8000
Aluminum steels) with different mechanical properties, the material’s stress-strain curve and its
properties change. The yield stress and ultimate strength increase without decreasing the ductility
of the material (Cui.J et al., 2011), which was explained by the delay of dislocation motion, thus
causing the slip system to change through cross-slip mechanism (Cui.J et al., 2011). MnAl has a
good resistance to corrosion, which increases as the Mn composition in the material increases
(Lu, W.,2016).
When an alloy is doped with Manganese (Mn), the alloy’s strength increases, and the
low-cycle fatigue resistance is improved (Zhang, Z., 2017). However, the ductility of the
material decreases.
3.2.1.2

Manganese Aluminum (MnAl) alloy magnetic properties
Manganese is an antiferromagnetic material that, when alloyed with Aluminum, changes

the magnetic properties and tends to have a ferromagnetic behavior once it reaches the
ferromagnetic phase: (𝜏) phase. The (𝜏) phase of MnAl is characterized by a magnetic moment
equal to 2.4𝜇𝐵 / 𝑓. 𝑢., (Sakuma, A. 1994), a density equal to (5.3 g/cc), and a magnetic crystalline
anisotropy constant equal to 0.259 𝑚𝑒𝑉/ 𝑓. 𝑢 (Sakuma, A. 1994). The magnetic energy product
(𝐵𝐻𝑚𝑎𝑥 ) of MnAl, was found theoretically to be equal to 96 KJ/m3 (Sakuma, A. 1994).
However, experiments showed that the magnetic energy product (𝐵𝐻𝑚𝑎𝑥 ) is equal to 40 KJ/m3
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(Sakuma, A. 1994). The energy difference between the theoretical and the experimental value is
considered as one of the main challenges faced by the scientific community. Some scientists
justified the energy difference between the theoretical and the experimental values, by the
instability of the (𝜏) phase and the antiferromagnetic interactions in the system (due to the
antiferromagnetic nature of Mn) (Janotová, I., 2018, Ciu.J et al., 2011). Others have attributed
this difference to the low volume fraction of the 𝜏-MnAl phase during synthesis, the chemical
disorder driven inter-sublattice antiferromagnetism, the presence of multiple binary phases, unreacted Mn and defects that lower the magnetization in the 𝜏 phase of MnAl alloy (Ciu.J et al.,
2011, Kono, H., 1958), and thus result in a decrease of the magnetic energy.
Mechanical processing used to obtain the ferromagnetic phase, influence the magnetic
properties of the alloys, such as the magnetic coercivity (Hc) and the magnetization at saturation
(Ms) of the material. The ball milling process increases the magnetic coercivity, resulting in a
decrease of magnetic saturation (Ms) (Su, K. P., et al., 2015). It is worth noting that magnetic
coercivity (Hc) and saturation magnetization (Ms) are inversely proportional, such that the
coercivity increase is due to a decrease of the grain size due to the defects introduced during the
ball milling process, while the stacking faults accumulation results in a decrease of the saturation
magnetization.
3.2.1.3

Phase analysis of the metastable (τ) phase properties of the ferromagnetic phase
in MnAl alloy
The main challenge faced by the scientific community is to understand fully

the metallurgical and magnetic properties of the MnAl, in order to achieve the maximum energy
product during the operation time. This difficulty arises from two sources: the difficulty in
obtaining a high phase fraction of the τ-MnAl phase and the difficulty in reaching a
microstructure with the easy magnetic axis of each grain properly aligned that induces high
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magnetization. The strong magnetic properties of MnAl exist in the metastable τ-phase of MnAl.
However, the phase is not stable and does not last for the time operation required in various
industrial applications.
The metastable 𝜏-MnAl phase is produced from the hexagonal-closed-packed
paramagnetic 𝜀 phase (Cui.J et al., 2011). The 𝜀 phase is a chemically disordered AB structure
and is stable above T = 1136 K. The 𝜏 phase has a CuAu (L10) superstructure (Ciu.J et al., 2011).
According to Ciu. J et al., 2011, the 𝜀 → 𝜏 transformation begins with the formation of the
ordered 𝜀 ′ domains of the orthorhombic B19 structure in the 𝜀 phase, and is mainly due to shear,
and starts at T = 704.5 K, as it can be seen in the phase diagram in Figure 3.1 (Cui.J et al., 2011).

Figure 3.1

Phase diagram of the MnAl alloy system illustrating the phase transformations
leading to the ferromagnetic phase: the metastable 𝜏 phase (red grid) (Ciu.J et.al,
2011).

The misfit between the 𝜀 ′ and the 𝜀 lattices causes a strain coherency and a formation and
accumulation of stacking faults. The latter is equivalent to the emergence of FCC stacking
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sequence (ABC) instead of HCP stacking sequence (ABAB) of the 𝜀 phase (Cui.J et.al, 2011).
Finally, atomic ordering converts the transitional FCC structure into the 𝜏 phase.

3.2.2

Manganese Bismuth (MnBi) alloy

Manganese Bismuth (MnBi) is another good green energy candidate that can be used to fill
the gap of rare-earth based magnets, ferrites, and AlNiCo because of the abundancy of
Manganese (Mn) and Bismuth (Bi) elements. MnBi is a promising ferromagnetic material, due to
its unique magnetic structure and temperature dependent magnetic properties. However, a lot of
information regarding this alloy are missing, the reason why a deep understanding of its physical
properties is required.

3.2.2.1

Manganese Bismuth (MnBi) alloy mechanical properties
MnBi alloy is mostly used in industrial applications requiring high electrical resistivity, a

significant hardness, and high mechanical strength that can withstand the stresses in vehicles’
engines, and other medical applications.
A previous experimental study conducted by (Jiang, X., 2016), investigated the effect of
different temperatures on the stress-strain curves. Figure 3.2 shows the stress strain curves of
MnBi at different temperatures, conducted by Jiang, X., (Jiang, X., 2016). It is shown that at 293
K and 373 K, the fracture strength was found to be equal to 193 MPa and 220 MPa, respectively,
which indicates the brittle nature of the samples. The brittle nature of MnBi is due to the
microstructure, as shown in Figure 3.3, obtained at temperatures below 373 K, as found by Jiang,
X., (Jiang, X., 2016). When the temperature is above 373 K, the compressive strength decreases,
thus the sample starts to exhibit ductility, as shown in Figure 3.2. The sample began to break
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when the compressive stress reaches a maximum value of 213 MPa. Long stress-strain plateaus,
shown in Fig 3.2, are mainly due to the extensive intergranular sliding as reported by Jiang, X.,
(Jiang, X., 2016).

Figure 3.2

MnBi uniaxial stress-strain curves at T = 293 K, T = 373 K, T = 423 K, T = 473 K.
Below T = 373K, the MnBi alloy has a brittle nature, such that it breaks without
exhibiting ductility. Once the temperature exceeds 373 K, the material starts
experiencing ductility. (Jiang, X., 2016)

Figure 3.3

Sintered MnBi microstructure (a) scanning transmission electron microscope (b)
energy-dispersive X-ray spectroscopy (c) color legends of various elements used in
EDS. (Jiang, X., 2016)
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To sum up the mechanical properties, it is concluded that the mechanical behavior of
LTP MnBi shows the relatively low compressive strength of 193 MPa at room temperature
which is higher compared to bonded NdFeB and slightly lower than that of sintered AlNiCo,
which are made of RE elements. The brittle-to-ductile transition is observed as temperature
increases from 323 to 473 K.

3.2.2.2

Manganese Bismuth magnetic properties
MnBi alloy is one of the important Rare-Earth free, permanent magnets, due to its unique

magnetic properties. MnBi alloy has a high magnetocrystalline anisotropy and a unique
temperature-coercivity relation (Curcio, C., 2015). Unlike other hard magnetic materials, the
coercivity of MnBi does not decreases while increasing the temperature (Curcio, C., 2015). The
coercivity coefficient of MnBi reaches a value of 7.11 kOe at 300K and 21.97 kOe at 500K
(Curcio, C., 2015). MnBi is known for having high intrinsic coercivity and a large positive
temperature coefficient (Curcio, C., 2015). The coercivity of MnBi can be increased by ball
milling. Ball milling causes the increase of lattice strain and dislocation density, while it
decreases the particle size, which results in an increase of the coercivity (Curcio, C., 2015).
The magnetic structure of MnBi strongly depends on the electronic structure. On the
electronic scale, the spin-orientation varies with temperature, thus causes a change of the
magnetic coercivity of the material on a macroscale level. The magnetic easy axis
(crystallographic axis along which only a small magnetic field is needed to reach saturation) of
MnBi remains in plane at low temperature as the temperature starts increasing -reaching a value
of 90 K- the magnetic easy axis starts reorienting out-of-plane to c-axis. Once the temperature
reaches a value of 250 K, it aligns with the c-axis (crystallographic axis along which a large
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magnetic field is needed to reach saturation) (Cui, 2014; Yang, Y. B., 2013 and McGuire, M. A.,
2014).
Table 3.1

The magnetic moments of MnBi at different temperatures (Zarkevich, N.A., 2014).
Magnetic moment (μB)

Temperature (K)

3.96

0

4.18

10

4.24

80

3.84

300

3.56

400

The Magnetocrystalline Anisotropy Energy (MAE) was estimated to be equal to 1.6
MJ/m3 at room temperature (Zarkevich, N.A., 2014). As the temperature increases, the MAE
increases, reaches a value of 2.3 MJ/m3 at 473 K, which is about four times that of the NdFeB at
473 K, as found by Zarkevich (Zarkevich, N.A., 2014). The higher is the MAE, the higher is the
magnetic moment. The saturation magnetization of LTP MnBi is about 81 emu/g at room
temperature for a constant applied magnetic field equal to 9 T (Jiang, X., et al., 2016), while the
maximum theoretical energy product BHmax of anisotropic LTP MnBi magnets is nearly equal to
135 KJ/m3 (Jiang, X., et al., 2016).

3.2.2.3

Phase properties Manganese Bismuth (MnBi) alloy magnetic properties
Mn-based alloys are characterized by magnetic phases, such that MnAl has 𝞽-MnAl

while MnBi has a low-temperature phase (α-MnBi). The Low-Temperature Phase (LTP) or (α33

MnBi phase) is the ferromagnetic phase. It forms from Mn and Bi phases, due to its high
Magneto Crystalline Anisotropy (MCA).
The MnBi alloy phase diagram, is shown in Figure 3.4 (Cui, J.,2014), describes the key
transformations of MnBi. The first transformation happens at T = 628 K, where the 𝛼 − 𝑀𝑛𝐵𝑖
transforms into a Bi-rich liquid phase during the heating process. Once the temperature reaches a
value of 719 K, the Mn1.08Bi transforms into a Manganese and Bismuth (Mn+Bi) liquid phase
(Cui, J., et al.,2018, Cui, J., et al., 2014). The Mn+Bi phase rich liquid phase transforms to 𝛼 −
𝑀𝑛𝐵𝑖+Mn alloy as the cooling process starts (Cui, J., et al.,2018, Cui, J., et al., 2014) such that
at T = 535 K the resulting phase is a complete rich Bi-rich liquid phase. As it is the case for
MnAl, it was found that it is hard to obtain a single phase of LTP MnBi alloy since manganese
tends to segregate from the liquid phase below the peritectic temperature of 719 K (Ciu et al.,
2014 and Oikawa et al., 2011).

Figure 3.4

Phase diagram of the MnBi alloy system illustrating the phase transformations
leading to the ferromagnetic phase: the α-MnBi phase (Cui, J.,2014).
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In an attempt to reduce the Mn segregation, different industrial processes were used. One
of these processes is melt spinning. Melt spinning at a speed of 40 m/s followed by annihilation in
vacuum was used to obtain a high purity LTP (Guo et al., (1990,1991)).
Annealed MnBi has a high purity of LTP over 90 wt% with a little Mn and Bi phases. To
have a better understanding of the annealing effects on MnBi magnetic properties, Mn55Bi45
hysteresis loops are obtained before and after annealing. Figure 3.5 shows that the smaller is the
milling time, the higher is the saturation magnetization (Ms) of Mn55Bi45 (Chen, Y.C., et al.,
2016). On the other hand, as the saturation magnetization increases, the coercivity decreases
when annealed. The saturation magnetization (Ms) of annealed powders is equal to 71.2 emu/g
which is smaller compared to the theoretical value Ms = 80 emu/g. Coercivity before annealing is
equal to 0.74 T, while the coercivity after annealing is equal to 0.2 T (Chen, Y.C., et al., 2016).
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Figure 3.5

MnBi Magnetization (M) versus magnetic field (H), hysteresis loops of Mn55Bi45
powders for various annealing periods. Annealed MnBi has a higher saturation
magnetization, therefore a higher magnetic energy. (Chen, Y. C., et al., 2016)

Guo et al., (1990,1991) used melt spinning followed by annealing, to obtain a high purity
LTP MnBi using this method. In order to increase the coercivity (Hc) other studies, used the
grinding process. However, it was noticed that the saturation magnetization decreases sharply
when grinding is used. Thus, an optimal solution should be found.

3.2.3

Manganese Zinc (MnZn) alloy
Manganese Zinc is the third candidate for rare-earth based magnets treated in this

research work (Hill, R. J., 1979). MnZn alloy is extensively used in coil cores found in TV and
computer monitors, transformers, magnetic amplifiers antennas and a lot of others (Al-Hada,
2019), due to their high permeability, high saturation magnetization, electrical resistivity, and
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low power losses. MnZn magneto-mechanical macroscale properties depend on their
microstructure and the processing route used. MnZn mixed ferrites are also used as magnetic
fluids or solids (Al-Hada, 2019). However, as it is the case for MnAl, and MnBi, MnZn
properties are not fully understood yet. Therefore, a lot of attention is carried to understand and
optimize its magnetic properties.
Various processing methods can be used to prepare MnZn magnetic phase. Different
synthesizing methods, have been used, such as sol-gel methods, co-precipitation, and
hydrothermal synthesis. The main drawback of these methods is their inefficacy for large scale
production. The magnetic properties of MnZn particles prepared by coprecipitation synthesis
method strongly depend on the reaction time, the reaction temperature, and other processing
parameters. It is found that the magnetization of MnZn ferrite highly depends also on the
chemical composition and reaction, and the particle’s size. The particle’s formation phases
(nucleation and the growth) impacts the particle’s size, and the microscale magnetic properties,
thus affects the magnetic properties on the macroscale level. In order to control the impact of
nucleation and growth, foreign seeds were injected during the reaction process to separate the
nucleation and growth.
High Energy Ball Milling (HEBM) (Fatemi, D. J., et al., 1998) is another industrial
method used to obtain MnZn ferrite, by mixing MnO, ZnO, and Fe2O3. To measure the magnetic
properties of MnZn, Superconducting Quantum Interference Device (SQUID) magnetometer was
used (Fagaly, R. L., 2006). SQUID magnetometer is sensitive to capture the effects of extremely
subtle magnetic fields as low as 5.10-18 T (Fatemi, D. J., et al., 1998). The magnetization at
saturation, coercivity, and other magnetic properties are high at the beginning of the milling
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time, until a critical point where the magnetic properties show a reverse trend, which is due to
the presence of secondary phases as shown by XRD (Fatemi, D. J., et al., 1998).
Figure 3.6, shows the magnetization hysteresis loop of MnBi milled at different duration t
= 15 min and t = 30h (Isfahani, M. J. N., 2009). It is shown that the higher is the milling time, the
higher is the saturation magnetization, such that the magnetization at saturation rose from nearly
60 emu/g to 80 emu/g (Isfahani, M. J. N., 2009). XRD results showed that the increase of the
magnetization because of the particle size distribution (Isfahani, M. J. N., 2009). However, none
of the methods changed significantly the Curie temperature value.

Figure 3.6

Magnetization (M) versus magnetic field (H) hysteresis loops of (a) 15-min milled
ZnFe2O4/MnFe2O4 (b) 30h milled ZnFe2O4/MnFe2O4 at T= 10 K. The higher
saturation magnetization is obtained for a high milling time. (Isfahani, M. J. N.,
2009)
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In a study done by Hu., (2010), the heat effects on the microstructure and magnetic
properties of the MnZn are studied. Hu., (2000) studied the crystalline size of annealed
Mn0.5Zn0.5Fe2O4 as a function of annealing temperature, which is shown to range between 23.6
nm for combusted MnZn powders, and 39.8 nm at T= 1100K, then started decreasing linearly
until 32.9 nm. The average crystalline size is calculated using Debye-Scherrer’s formula
(George, M., 2006).
Figure 3.7 shows the SEM results of auto-combusted powders, annealed powders at 873
K, and at 1473 K. It is shown that as the temperature increases, the particle size increases. The
auto-combusted particles show a uniform distribution of grains in morphology and size.

Figure 3.7

SEM images of MnZn powders annealed at different temperatures in air (a) autocombustion process (b) at an annealed temperature (T=873 K) (c) at an annealed
temperature (T=1473 K) (Hu, P., 2010)

Skołyszewska, B., et al., (2003) prepared MnZn using a ceramic method by mixing
powdered raw materials of ZnO, MnOx and Fe2O3 in the needed stoichiometric quantities then
granulated and calcined the samples at 1073-1323 K for 1.5 h in air. The granule diameter of
MnZn was found to range between 25 micrometer and 415 micrometers, while oval and lamellar
crystallite aggregates were found to range between 0.5 to 4 micrometers (Skołyszewska, B. et
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al., (2003). MnZn ferrite is characterized by fine crystallites and a packed morphology compared
to other alloys.
The microstructure of MnZn was analyzed using Scanning Electron Microscopy (SEM),
as shown in Figure 3.8. The average size of a MnZn grain was found to be approximately equal
to 5 micrometers (Skołyszewska, B., et al., 2003). The study showed that a change of ferrites
density after sintering, such that the density of MnZn ferrite decreased to 4.9 g/cm3.

Figure 3.8

SEM image of MnZn, showing the high percentage of porosity, where the average
size of a MnZn grain is about 5 micrometers. (Skołyszewska, B., et al., 2003)

Figure.3.9 shows the magnetic hysteresis loops for powdered and sintered bodies MnZn
ferrites (Skołyszewska, B., 2003). The hysteresis loops were measured to determine the main
magnetic parameters such as the saturation magnetization (Ms), remanent magnetization (Mr),
and coercivity (Hc) for all specimens. For MnZn ferrites, the saturation magnetization increases
after the sintering process, whereas the remanent magnetization and coercivity decrease.
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Figure 3.9

Magnetization (M) versus magnetic field (H) hysteresis loop M-H of MnZn
ceramic and MnZn powder. (Skołyszewska, B., 2003)
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INTEGRATED COMPUTATIONAL MATERIALS ENGINEERING (ICME) OVERVIEW
Recent design paradigms adopted the use of a multiscale modeling methodology for
optimization. The multiscale approach integrates three main parts: the materials models used to
predict the stress-strain relationship, the structure-property relationships obtained from
experiments, and simulations originating from the quantum level. In an attempt to include all of
these concepts in one single concept that predicts the stress-strain behavior based on the
microstructure of the material, using numerical simulations, the Integrated Computational
Materials Engineering (ICME) approach was created by Horstemeyer (Horstemeyer, M. F.,
2012).
ICME approach acquired a lot of attention due to a high increase in the use of physically
based material models and their implementation in numerical codes used to calibrate these
models (Horstemeyer, M. F., 2012). The purpose is to develop a fully consistent physical model,
to increase the production and improve the performance of the final product. Thus ICME is one
of the most useful tools to get an accurate simulation based design and manufacturing paradigm.
According to Horstemeyer, M.F., computational multiscale methodologies use returns to
the 20th century when da Vinci studied the different effects of a rod’s length on the rod’s
strength: he found that a long rod is weaker than a short rod (Horstemeyer, M. F., 2012).
Previous models used parallel computing power. However, the lack of physics-based
models’ implementation in a lot of parallel computing power capabilities, is not able to predict
the material’s behavior under all possible operations/ test conditions, while maintaining the
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highest accuracy possible (Horstemeyer, M. F., 2012). The physics models are able to capture
the different path-dependent and path independent phenomena under severe environmental and
different test constraints, which is useful for large scale productions. Multiscale modeling has
been widely used in the electronic and computer industry, such that it has ensured a high
industrial productivity over the past 20 years.
Employing the ICME approach for designing large scale production reduces the product
development time by reducing the trial-and-error physical design iterations (design cycles). It
also reduces product costs through the development and innovations of new materials and
process designs (Horstemeyer, M. F., 2012). ICME methodology can also reduce the number of
costly large system scale experiments while maintaining high quality and performance of the
product.
Multiscale modeling, from the atomistic scale to a large-scale system, approach used for
simulation-based design and analysis concepts, started in the mid-1980s when the US
Department of Energy (DOE) national labs decreased the nuclear underground tests
(Horstemeyer, M. F., 2012). Simulation-based design that can be obtained through multiscale
modeling acquired more attention once high computing capabilities, to solve more degrees of
freedom, were developed. This advantage allowed also analyzing the model under different
operating conditions and providing more accurate and precise algorithmic formulations.
Multiscale modeling includes different disciplines, such as material’s atomistic,
microstructure, structure macroscale properties, that interact based on a specific bridging. In an
attempt to show how important is the bridging, Horstemeyer, 2012, came up with a simple
analogy where he compared the Brooklyn Bridge in New York and the Golden Gate Bridge in
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San Francisco. Both bridges have different operating conditions (temperature), and therefore
have different requirements to take into consideration during the design process.
Horstemeyer 2012 presented two bridging approaches: upscaling (bottom-up) and
downscaling (top-down) approach, like the ISV theory that is used in this work. There exist some
rules to apply for both methods (Horstemeyer, M., 2012). For both methods, it is advised to use
the minimum required degrees of freedom for each length scale in order to decrease the
simulations time. It is required that the energy is consistent between the length scales, since that
the geometric effects, within the volume, are not always the same at each length scale. To avoid
any errors resulting from the numerical computations, it is worth verifying the numerical model
before, during, and after implementation. To clearly identify the final goal, it is recommended to
start with the downscaling, such that defining a pertinent variable with its associated equations to
adequately describe the structure-property relationship on a macroscale level.
In 2012, Horstemeyer, introduced two scaling methodologies that can be used in
multiscale modeling: hierarchical and concurrent bridging. The main difference between the
hierarchical and the concurrent multiscale modeling methodologies is the bridging method. In
the concurrent method, bridging is mostly numerical between different length scales
concurrently, while in hierarchical bridging numerical tools are independently run at different
length scales.
Internal State Variable (ISV) multiscale modeling is an efficient method for a lot of
industrial applications, such that kinematics, thermodynamics, and kinetics are internally
consistent. ISV modeling has been one of the most effective methods for multiscale bridging
after Coleman and Gurtin (1967) used in independently developed by an internally consistent
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framework. ISV is a top-down approach since it is known to be a macroscale model that captures
the microstructure phenomenon at a lower length scale.
The ISV theory relies on the use of a state function: the Helmholtz free energy or the
Gibbs energy. Following the Coleman and Gurtin (1967) framework, Helmholtz free energy is
expressed as a function of the deformation, and the temperature which is the state function used
in this work. In order to describe a path-dependent process, the dimensions of the Helmholtz free
energy should be expanded by including other state variables that can be either observable or
internal state variables. Those variables serve as a description of the materials’ structure at
different length scales of the material, the reason why the choice of ISVs is based on the physical
description of the material under study. The number of these ISVs used in a given model
depends on the material properties and structure.
The bridging between the different length scales while using ISVs, is also crucial. As an
illustration of a multiscale modeling chart that uses the internal state variable theory as a topdown approach, Figure 4.1 shows the magnetism multiscale modeling chart developed in this
work.
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Figure 4.1

Magnetism Multiscale modeling chart, showing the different scales used to
develop the ISV model.

Figure 4.1 shows that ISV theory can be used to design a magnet for automotive
applications. The hierarchical methodology used illustrates the five length scales analyses and
their corresponding bridges, such as Internal State Variable (ISV) theory, Finite Element
Analyses (FEA), Embedded Atom Method (EAM), Modified Embedded Atom Method
(MEAM), Molecular Dynamics (MD), Molecular Statistics (MS), Density Functional Theory
(DFT).
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EXPERIMENTAL VALIDATION OF THE THERMOELASTOVISCOPLASTIC MAGNETIC
INTERNAL STATE VARIABLE (ISV) MODEL
5.1

Materials of interest

For the work in hand, three specimens made of Iron (Fe), Nickel (Ni), and Cobalt (Co)
are used. The specimens used in the experiments are cylindrical rods, of length 𝐿𝑠 = 185 𝑚𝑚 ,
and diameter 𝐷𝑠 = 6 𝑚𝑚. Iron, Nickel and Cobalt are used to validate this model, because of
their strong ferromagnetic properties that exhibit a mechanical deformation (magnetostriction
strain) when subjected to a strong external magnetic field (H). The dimensions of the
experimental rod specimens are shown in Figure 5.1.

Figure 5.1

Iron, Nickel, and Cobalt rod specimen dimensions used in the experimental
validation process.
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The following section describes separately the magnetic and mechanical properties of the
specimens used in this experimental study.

5.1.2

Iron (Fe)

Iron is one of the most used ferromagnetic materials in various industrial applications such as
power generation and distribution, nanowires and shape memory alloys manufacturing. Iron is a
part of the inner and the outer core of the Earth’s crust, contributing in the creation of the Earth’s
magnetic field. Pure Iron is known for its good ductility, malleability and high thermal
conductivity. Iron is popular as a metal because of its high tensile strength. The magnetic and
mechanical properties are illustrated in Table 5.1, and Table 5.2.
Table 5.1

Iron (Fe) magnetic properties
Medium

Table 5.2

Remanence

Coercivity Curie

Magnetic

permeability permeability (𝐻𝑐 )

temperature ordering

(𝜇)(H/m)

(𝜇𝑟 )

(A/m)

(𝑇𝑐 ) (°C)

6.3e-3

5000

-

768-770

Ferromagnetic

Iron (Fe) mechanical properties
𝜎𝑦𝑠 (MPa)

𝜎𝑢 (MPa)

E (GPa)

50

540

200
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𝜗
0.29

𝐺 (𝐺𝑃𝑎)
77.5

5.1.3

Nickel (Ni)

Nickel is the second element considered as being a ferromagnetic element, because of its
high number of unpaired electrons, on an electronic scale. It was first extracted by Baron Axel
Fredrik in 1751. Nickel is also found on the earth’s surface. Nickel is known for its strength, its
high ductility and malleability. Nickel’s high malleability allows it to be manufactured and
shaped into sheets, wires, and tubes. It is used in the production of steels, metal alloys, batteries
and permanent magnets. The magnetic and mechanical properties are illustrated in Table 5.3, and
Table 5.4.
Table 5.3

Nickel (Ni) magnetic properties
Medium

Remanence

Magnetic
ordering

Coercivity Curie

permeability permeability (𝐻𝑐 )

temperature

(𝜇)(H/m)

(𝜇𝑟 )

(A/m)

(𝑇𝑐 ) (°C)

1.26e-4 -

100-600

56-23077

335-358

Ferromagnetic

7.54e-4

Table 5.4

5.1.4

Nickel (Ni) mechanical properties
𝜎𝑦𝑠 (MPa)

𝜎𝑢 (MPa)

E (GPa)

59

317

207

𝜗
0.31

𝐺 (𝐺𝑃𝑎)
76

Cobalt (Co)

Cobalt is the third ferromagnetic element. It was initially discovered by Georg Brandt in
1739. Cobalt is also found in the Earth’s crust in a chemically combined form. It is used as a part
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of powerful magnets. Most alloys containing cobalt as their main constituents are used in the
aerospace industry; jet turbines, gas turbines…, because of their ability to maintain a high
strength value at high temperature. The magnetic and mechanical properties are illustrated in
Table 5.5, and Table 5.6.
Table 5.5

Cobalt (Co) magnetic properties
Medium

Remanence

Coercivity Curie
Magnetic

permeability permeability (𝐻𝑐 )

temperature

(𝜇)(H/m)

(𝑇𝑐 ) (°C)

ordering
(𝜇𝑟 )

(A/m)
800-

-

-

1115-1120

Ferromagnetic

71620

Table 5.6

5.2

Cobalt (Co) mechanical properties

𝜎𝑦𝑠 (MPa)

𝜎𝑢 (MPa)

E (GPa)

225

-

211

𝜗
0.32

𝐺 (𝐺𝑃𝑎)
83

Experimental set-up description

In order to examine the effects of mechanical stress and magnetic field, first separately,
and then in a combined way; experiments were conducted on the three rod specimens previously
described. The experiments analyze the magnetic effects on the rod specimens. The apparatus
used in this part of the experiment is the Michelson Interferometer. Michelson Interferometer is
50

an optical method used to measure the magnetostriction. Michelson interferometer, emits a laser
wave that is then divided into two parts. Each of the new light beams, travel a different path that
recombine together. The magnetostriction strain is equal to the mirror small movement once the
sample is subjected to a magnetic field, and starts to elongate. Figure 5.2, shows the
experimental apparatus of the Michelson Interferometer, used in Center for Advanced Vehicular
Systems, at Mississippi State University.

Figure 5.2

Michelson Interferometer experimental setup used in Center for Advanced
Vehicular Systems (CAVS)
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A MULTIPHYSICS THERMOELASTOVISCOPLASTIC DAMGE INTERNAL STATE
VARIABLE CONSTITUTIVE MODEL INCLUDING MAGNETISM
6.1

Kinematics

In continuum mechanics, a three-dimensional material subjected to a magneto-thermomechanical deformation can be described using the deformation gradient concept to map a
deformation from the reference (initial) configuration (R0) to the current configuration (R) with
possible intermediate configurations in between, as shown in Figure 6.1.

Figure 6.1

Multiplicative decomposition of the deformation gradient into the plastic (p),
magnetic (H), damage (), thermal (), and elastic parts (e).

The deformation gradient mapping a particle from its initial position 𝑿 to the current
position x is given as follows,
52

𝐅=

∂𝐱
∂𝐗

(6.1)

such that X is the displacement in the reference configuration (R0), and 𝒙 is the displacement in
the current configuration (R). The deformation gradient assumes continuity, where the local
deformation at 𝑿 representing the gradient of the motion, which is a second order, two-point
tensor.
For the continuum model herein, we need to define the Eulerian and the Lagrangian
strains in a classical manner. The Lagrangian finite strain tensor with respect to the reference
configuration is defined as follows,

𝐄=

1 T
(𝐅 𝐅 − 𝐈)
2

(6.2)

with I the identity matrix.
For large strains, a multiplicative decomposition of the deformation gradient into the
plastic, damage, magnetic, thermal and elastic parts is performed as schematically illustrated in
Figure 6.1. The total deformation gradient is therefore written as the following,

𝐅 = 𝐅e 𝐅θ 𝐅φ 𝐅H 𝐅p

(6.3)

where the total deformation gradient can be multiplicatively decomposed into elastic (𝐅e ),
thermal (𝐅θ ), damage (𝐅φ ), magnetostrictive (𝐅H ), and plastic (𝐅p ) deformation gradients.
The magnetic deformation gradient (𝐅H ) is multiplicatively decomposed into two subdeformation gradients in this model,

𝐅𝐇 = 𝐅𝐇𝐌𝐒 𝐅𝐇𝐌𝐗
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(6.4)

where the first sub-deformation gradient (𝐅𝐇𝐌𝐒 ) is related to the magnetostriction mechanical
elongation effect and the second sub-deformation gradient (𝐅𝐇𝐌𝐗 ) gradient is related to the
Maxwell magnetic field effects created by the external applied field (H). Generally, the Maxwell
field effects on the deformation of the material are so small that they are not taken into
consideration in previously developed models. However, the purpose of this model is to provide
a full description of the magnetic materials behavior; therefore, all the effects are included. The
total deformation gradient (in Equation (6.3)) can be simplified to a product of an inelastic
(𝐅∗ )and elastic (𝐅e ) deformation gradient components,

𝐅 = 𝐅e 𝐅∗

(6.5)

such that 𝐅∗ represents all the inelastic deformations 𝐅∗ = 𝐅θ 𝐅φ 𝐅H 𝐅p .
The first intermediate configuration (𝑅̿) is defined by the plastic deformation gradient
(𝐅p ). The second intermediate configuration (𝑅̂) is defined by the multiplication of the magnetic
deformation gradient (𝐅H ) and the plastic deformation gradient (𝐅p ): 𝐅H 𝐅p .
The third intermediate configuration (𝑅̌) is defined by the multiplication of the damage
deformation gradient (𝐅φ ), the magnetic deformation gradient (𝐅H ) and the plastic deformation
gradient (𝐅p ):𝐅φ 𝐅H 𝐅p . The magnetic deformation gradient also depends on damage since that
voids/cracks presence can modify the motion of the domain walls, through a physical effect
known as the domain wall pinning effect. Domain wall pinning can arrest material elongation
caused by an external magnetic field. Moreover, a high number of heterogeneities (particles,
voids) lead to a decrease in permeability (𝜇) and an increase in coercivity (Hc ). The fourth
intermediate configuration (𝑅̅) is defined by the multiplication of the thermal deformation
gradient (𝐅θ ), the magnetic deformation gradient (𝐅H ), the damage deformation gradient (𝐅φ ),
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and the plastic deformation gradient (𝐅p ):𝐅 ∗ , such that 𝐅 ∗ = 𝐅θ 𝐅φ 𝐅H 𝐅p . Both magnetic and
damage behavior characteristics of a material are sensitive to temperature. A permanent magnet
can lose its properties once a critical temperature (Curie temperature) is reached. Damage
mechanisms and evolutionary rates vary with temperature. The elastic deformation gradient
serves to describe unloading elastically through 𝐅e−1 . The thermal deformation gradient and
damage deformation follow Francis et al. (2014). Finally, plastic deformation gradient is the last
one since the inelastic flow rule is a function of thermal and damage effects.
For our interest the constitutive equations will be developed in the intermediate
configuration 𝑅̂, where all magnetic deformations happen. The deformation gradient tensors in
their corresponding intermediate configurations are mathematically defined as follows,

𝐅∗ =

∂𝐱̅
∂𝐱̿
∂𝐱̂
∂𝐱̃
∂𝐱̅
∂𝐱
, 𝐅p =
, 𝐅H =
, 𝐅φ =
, 𝐅θ =
, 𝐅e = ̅
̂
̂
̿
∂𝐗
∂𝐗
∂𝐗
∂X
∂𝐗
∂X

(6.6)

The Jacobian of the total deformation gradient, which is the change in volume between the
reference (R0) and current (R) configurations is given as the following,

J = det(𝐅) = det(𝐅p ) det(𝐅H ) det(𝐅φ ) det(𝐅θ ) det(𝐅e )

(6.7)

such that the Jacobian of each deformation gradient, represents the conservation of mass of the
system is given as follows,

det(𝐅p ) = Jp =

⏞
̿
̂
V
V
V
, det(𝐅H ) = JH = , det(𝐅H MX ) = JH MX = , det(𝐅H MS ) = JH MS
̿
̿
V0
V
V
̂
̃
̅
V
V
V
V
= , det(𝐅φ ) = Jφ = , det(𝐅θ ) = Jθ = 𝑎𝑛𝑑 det(𝐅e ) = Je = ̅
̂
̌
⏞
V
V
V
V

(6.81)

From previous work by Bammann and Aifantis (1989), the damage deformation gradient
is expressed as the following,
55

1

𝐅φ =

1𝐈

(1 − φ )3

(6.9)

The Jacobian of the damage deformation gradient (Horstemeyer et al. 2000) is the
following,

det(𝐅φ ) =

1
(1 − φ )

(6.10)

Similarly, Bammann and Solanki (2010) defined the Jacobian of the thermal deformation
gradient as the following,

det(𝐅θ ) = Fθ 3

(6.11)

The model developed assumes a linear thermal expansion that can be assumed for the
thermal deformation gradient tensor (𝐅θ ) and is given as the following,

𝐅θ = (1 + αth ∆θ)𝐈

(6.12)

where αth is the thermal expansion coefficient, and 𝜃 is the temperature.
Assuming deviatoric plastic deformation, the Jacobian of the plastic deformation gradient
is unity,

det(𝐅p ) = 1

(6.13)

From the total deformation gradient, the total Lagrangian strain tensor is obtained using
additive decomposition in the reference configuration,

𝐄 = 𝐄e + 𝐄θ + 𝐄φ + 𝐄H + 𝐄p
where
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(6.14)

1
1
1
1
𝐄 = (𝐂 − 𝐈), 𝐄̅e = (𝐂̅e − 𝐈), 𝐄̌θ = (𝐂̌θ − 𝐈), 𝐄̂φ = (Ĉφ − 𝐈), 𝐄̿H
2
2
2
2
MS
1
1 MS
1
MX
⏞H − 𝐈) , 𝐄̿H = (𝐂̿HMX − 𝐈), and 𝐄p
⏞H = (𝐂
= (𝐂̿H − 𝐈), 𝐄
2
2
2
1
= (𝐂p − 𝐈)
2

(6.15)

Pulling back all the intermediate Lagrangian tensors to the reference configuration we
get the following,

𝐄e = 𝐅pT 𝐅HT 𝐅φT 𝐅θT 𝐄̅e 𝐅θ 𝐅φ 𝐅H 𝐅p

(6.16)

𝐄θ = 𝐅pT 𝐅HT 𝐅φT 𝐄̌θ 𝐅φ 𝐅H 𝐅p

(6.17)

𝐄φ = 𝐅pT 𝐅HT 𝐄̂φ 𝐅H 𝐅p

(6.18)

𝐄H = 𝐅pT 𝐄̿H 𝐅p

(6.19)

The stretch tensors of each Lagrangian tensor are a strain measure in terms of material
coordinates and can be obtained when the deformation gradients are determined as the following,
MS

T
𝐂 = 𝐅 T 𝐅, ̅𝐂e = 𝐅eT 𝐅e , ̌𝐂θ = 𝐅θT 𝐅θ , 𝐂̂φ = 𝐅φT 𝐅φ , 𝐂̿H = 𝐅HT 𝐅H , 𝐂̿HMX = (𝐅HMX ) 𝐅HMX , ⏞
𝐂H
T

= (𝐅HMS ) 𝐅HMS , 𝑎𝑛𝑑 𝐂p = 𝐅pT 𝐅p

(6.20)

Each Cauchy-Green deformation tensor (C) may be subjected to spectral decomposition
of the form,
3

𝐂 = ∑ 𝛌2i 𝐧i ⊗ 𝐧i
i=1
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(6.21)

where the stretch ratio, 𝛌i , is the square root of each positive eigenvalue that corresponds
to each orthonormal vector, 𝐧i . Each deformation gradient tensor has a polar decomposition of
the form,

𝐅• = 𝐑 • 𝐔•

(6.22)

where (•) can be any of the terms resulting from the deformation gradient decomposition (p,H, φ
, θ,e). The relationship between C and U is the following,
3

𝐔 = √𝐂 = ∑ 𝛌i 𝐧i ⊗ 𝐧i

(6.23)

i=1

where the directions (eigenvectors) (𝐧i ) remain unchanged, and the principal stretch ratios (λi)
are used.
The scalar form of the damage right stretch tensor that affects the damage internal state
variables, defined by Bammann and Solanki (2010) is defined in the damage associated
configuration (𝑅̂) as follows,
1
t̂ φ = tr(Ĉφ ) =
3
(

1

1I

1 − φ )3

(6.24)

for which the corresponding time derivative (cf. Dimitrov et al. (2019)) is given as follows,

ṫ̂ φ =

φ̇
3 ∗ (1 −

4I
)
φ 3

=

φ̇
1
t̂ φ I = I: Č̇φ
3 ∗ (1 − φ )
3

(6.25)

The velocity gradient associated with the deformation of the current configuration is
decomposed into elastic, thermal, magnetic, damage and plastic components as follows,

58

𝐥 = 𝐅̇𝐅 −1 = 𝐥e + 𝐥∗ = 𝐥e + 𝐥θ + 𝐥φ + 𝐥H + 𝐥p = 𝐥e + 𝐥θ + 𝐥φ + 𝐥H MS + 𝐥H MX + 𝐥p

(6.262)

where (𝐥e ) is the elastic velocity gradient, (𝐥θ ) is the thermal velocity gradient, (𝐥H ) is the
magnetic velocity gradient, (𝐥φ ) is the damage velocity gradient and (𝐥p ) is the plastic velocity
gradient. Each velocity gradient can be written in terms of the deformation gradients as follows;
𝐥e = 𝐅̇e 𝐅e−1 , 𝐥θ = 𝐅e 𝐅̇θ 𝐅θ−1 𝐅e−1 , 𝐥φ = 𝐅e 𝐅θ 𝐅̇φ 𝐅φ−1 𝐅θ−1 𝐅e−1 , 𝐥H
= 𝐅e 𝐅θ 𝐅φ 𝐅̇H 𝐅H−1 𝐅φ−1 𝐅θ−1 𝐅e−1 , and 𝐥p
= 𝐅e 𝐅θ 𝐅φ 𝐅H 𝐅̇p 𝐅p−1 𝐅H−1 𝐅φ−1 𝐅θ−1 𝐅e−1

(6.27)

The velocity gradients in the intermediate 𝑅̂ configuration, by pulling back the elastic,
thermal and damage velocity gradients: (𝐅e ), (𝐅θ ), and (𝐅φ ) and pushing forward the plastic
velocity gradient (𝐅p ). We result in the following velocity gradients,

𝐥̂e = 𝐅φ−1 𝐅θ−1 𝐅e−1 𝐅̇e 𝐅e−1 𝐅e 𝐅θ 𝐅φ

(6.28)

𝐥̂θ = 𝐅φ−1 𝐅θ−1 𝐅̇θ 𝐅θ−1 𝐅θ 𝐅φ = 𝐅φ−1 𝐅θ−1 𝐅̇θ 𝐅φ

(6.29)

𝐥̂φ = 𝐅H−1 𝐅̇φ 𝐅φ−1 𝐅H

(6.30)

𝐥̂H = 𝐅̇H 𝐅H−1

(6.41)

𝐥̂p = 𝐅H 𝐅̇p 𝐅p−1 𝐅H−1

(6.42)

The velocity gradient 𝐥, can be decomposed to two parts, the skew and symmetric parts
and is given as follows,

𝐥=𝐃+𝐖
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(6.43)

where D is the symmetric rate of deformation tensor and W is the asymmetric spin tensor and is
given as follows,

𝐃 = sym(𝐥) =

1
1
(𝐥 + 𝐥T ), and 𝐖 = skew(𝐥) = (𝐥 − 𝐥T )
2
2

(6.44)

The total rate deformation is additively decomposed into elastic, plastic, damage,
magnetic and thermal deformation rate by additive decomposition as the following,

𝐃 = 𝐃e + 𝐃 θ + 𝐃φ + 𝐃 H + 𝐃p

(6.45)

where De, Dθ, 𝐃φ , DH, and Dp are the elastic, thermal, damage, magnetic, and plastic
components of the rate of deformation. Likewise, the spin tensor is additively decomposed as
the following,

𝐖 = 𝐖e + 𝐖θ + 𝐖φ + 𝐖H + 𝐖p

(6.46)

where the thermal spin and the damage spin are assumed to be equal to zero, because the
nondiagonal components of the velocity gradient are zero. Therefore, the total spin is written as
the following,

𝐖 = 𝐖e + 𝐖H + 𝐖P

(6.47)

The magnetic moment spin in this case refers to the spin moment resulting from the
electron intrinsic motion. The spin moment resulting from other subatomic elementary particles
(such as quarks in the protons and neutrons of the atomic nuclei) is assumed to be neglected,
because of its small magnetic moment. The magnetic spin influences the ordering of the
electrons, nuclei in atoms, and molecules. A change in the ordering of the molecules induces a
change in the magnetic domain orientation, resulting in a dimensional change appearing on the
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macroscale level of the material. The spin of a complete body is the sum of the spins of the
elementary particles (electrons, neutrons, and protons),

𝐖𝐇 = 1 /g[𝛘 𝐃𝐇 – 𝐃𝐇 𝛘]

(6.48)

where g is the orientation spin variable arising from the Ising model, 𝛘 and DH are the kinematic
magnetization term and the magnetic deformation rate tensor that are described in details in the
kinetics part of the model. This form is similar to the plastic spin (Dafalias 1989). Dafalias
(1989) showed that the plastic spin represents the rotation rate of the material with respect to its
substructure during inelastic deformations. This physical behavior was expressed in terms of an
equation relating the plastic spin to the plastic deformation rate tensor, which is given as the
following,

𝐖𝐩 = −1/[𝛂𝐃p − 𝐃p 𝛂]

(6.49)

where  is the orientation coefficient, and  is the kinematic hardening variable (Dafalias 1989;
Bammann 1990).
The strain rate is therefore given as the following,

𝛆̇ = 𝛆̇ e + 𝛆̇ θ + 𝛆̇ φ + 𝛆̇ H + 𝛆̇ p

(6.50)

The Cauchy stress (𝛔), is expressed as the following,

𝛔 = Je−1 𝛕 = Je−1 𝐅e 𝐒̂𝐅eT

(6.51)

where the Cauchy stress tensor (σ) and first Piola Kirchhoff stress tensor (𝛕) are found in the
current configuration, R, and the second Piola-Kirchhoff stress (𝐒̂) invoked the intermediate
configuration 𝑅̂.
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6.2

Thermodynamics

In this section, a thermodynamic model with internal state variables is developed to
capture the path-dependent inelastic deformation processes in the intermediate configuration (𝑅̂)
(where all magnetic deformations occur) and then mapped to the current configuration (R).
The law of conservation of energy dictates that the rate of change of internal energy of
any Representative Volume Element (RVE) is equal to the rate of mechanical work of the net
external force acting on that volume plus all other energies (magnetic energy in this model) that
enter or leave the RVE. In local form, the First Law of Thermodynamic is given as the following,

ρu̇ = 𝐒: 𝐄̇ + (𝐁. 𝐇̇ + 𝐁̇. 𝐇) + ρr − ∇. 𝐪

(6.52)

such that u is the specific internal energy, 𝐒 is the Piola-Kirchhoff stress tensor, H = H(B, M) is
the external magnetic field, B is the magnetic flux density, 𝐇̇ is the external magnetic field rate,
𝐁̇ is the magnetic flux density rate, r is the specific heat generation rate, q is the heat flux vector,
and 𝜌 is the density. The term (𝐁. 𝐇̇ + 𝐁̇. 𝐇) includes the magnetoelastic and the Zeeman
energies (Hansom, et al., 2003). The magnetoelastic energy results from magnetostriction, while
the Zeeman energy represents the interaction of the magnetic material and the externally applied
magnetic field.
In the intermediate configuration (𝑅̂) the First Law of Thermodynamics is written as the
following,

̂. 𝐇
̂̇ + 𝐁
̂̇ . 𝐇
̂ ) + ρ̂r̂ − ∇
̂. 𝐪
̂
ρ̂û̇ = 𝐒̂: 𝐄̂̇ + (𝐁
The Clausius-Duhem (CD) inequality is given in the local form as the following,
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(6.53)

1
1
1
ρṡ − ρr + ∇. 𝐪 − 2 q. ∇θ ≥ 0
θ
θ
θ

(6.54)

where s is the entropy of the material.
In the intermediate configuration (𝑅̂), CD inequality is given as the following,
1
1
1
̂. 𝐪
̂θ̂ ≥ 0
̂ − 2 q̂. ∇
ρ̂ŝ̇ − ρ̂r̂ + ∇
θ
θ
θ

(6.55)

The Helmholtz free energy in the intermediate configuration (𝑅̂), is defined using the
formulation of Coleman and Gurtin (1967) as the following,

̂ = û − θŝ
ψ

(6.56)

and its time derivative is defined as the following,

̂̇ = û̇ − θ̇ŝ − θŝ̇
ψ

(6.57)

substituting the Eq. (6.57) into the energy balance relation in Eq. (6.53) yields,
̂̇ + θ̇ŝ + θŝ̇) = 𝐒̂: 𝐄̂̇ + (𝐁
̂. 𝐇
̂̇ + 𝐁
̂̇ . 𝐇
̂ ) + ρ̂r̂ − ∇
̂. 𝐪
̂
ρ̂ (ψ

(6.58)

Substituting Eq. (6.58) into the Clausius-Duhem inequality (Eq. 6.55) produces the
following inequality,
1
̂̇ − ρ̂θ̇ŝ + 𝐒̂: 𝐄̂̇ + (𝐁
̂. 𝐇
̂̇ + 𝐁
̂̇ . 𝐇
̂) − 𝐪
̂θ ≥ 0
̂. ∇
−ρ̂ψ
θ̂

(6.59)

The Helmholtz free energy is assumed as a locally defined function and can be
characterized by observable variables such as temperature and strain, and other non-observable
variables that characterize internal rearrangements of a material’s microstructure such as
isotropic hardening and kinematic hardening (cf. Bammann and Solanki, 2010). In this model,
the Helmholtz free energy is assumed to be a function of the following independent state
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variables: the product of elastic strain and damage stretch 𝐄e 𝐂φ , temperature 𝜃, the magnetic
̂𝑖 that are given
field flux density B, and a set of i number of strain-like internal variables ISVs 𝛱
as the following,

̂ (𝐄e 𝐂φ , 𝐁, θ, Π
̂ i)
ψ=ψ

(6.60)

̂𝑖 ), are chosen to represent irreversible mechanisms related to the internal
The ISVs (𝛱
rearrangement of the material microstructure caused by an external applied magnetic, thermal,
and mechanical field. The evolution of ISVs induces strain fields within the domains and change
electrons spin motion on an electronic scale. The ISVs of this model are given as the following,

̂ i = 𝛃𝐂𝛗 , εs t φ , 𝐌
̂
Π

(6.61)

where 𝛃 is the strain like quantity due to the kinematic hardening describing the geometrically
necessary dislocation density (GND) effects, and 𝜀𝑠 is the strain like quantity due to the isotropic
̂ is the total
hardening describing the statistical stored dislocation density (SSD) effects, and 𝐌
magnetization of the material. Magnetization nonlinearity is due to the rotation and the growth
of the magnetic domains. Magnetization refers to how the material can be magnetized, when
subjected to an external magnetic field. Therefore, the Helmholtz free energy function in Eq.
(6.60) may be expressed as,
̂ 𝐂̂𝛗 , ε̂s t̂ φ , 𝐌
̂ (𝐄e 𝐂φ , 𝐁, θ, 𝛃
̂)
ψ=ψ
̂ 𝐂̂𝛗 , θ) + ψ
̂ 𝐄 𝐂 (𝐄̂e 𝐂̂φ , θ) + ψ
̂ B̂ (𝐁
̂ 𝛃𝐂 (𝛃
̂ ε t (ε̂s t̂ φ , θ)
̂ , θ) + ψ
=ψ
e φ
𝛗
s φ
̂M
̂ , θ)
+ψ
̂ (𝐌
Given these ISVs, the time rate of change of Helmholtz free energy is derived as,
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(6.62)

̂
̂
̂
̂
̂
∂ψ
∂ψ
∂ψ
∂ψ
∂ψ
̂̇ +
: 𝐄̂̇e 𝐂̂φ +
: 𝐄̂e 𝐂̂̇φ +
𝐁
ε̂̇s t̂ φ +
ε̂s ṫ̂ φ
̂)
∂(𝐄̂e 𝐂̂φ )
∂(𝐄̂e 𝐂̂φ )
∂(𝐁
∂(ε̂s t̂ φ )
∂(ε̂s t̂ φ )
̂
̂
̂
̂
∂ψ
∂ψ
∂ψ
∂ψ
̂̇ 𝐂̂𝛗 +
̂ 𝐂̂̇𝛗 +
̂̇
+
𝛃
𝛃
θ̇ +
𝐌
̂
̂
̂
̂
̂
∂(θ)
∂(M)
∂(𝛃𝐂𝛗 )
∂(𝛃𝐂𝛗 )

̂̇ =
ψ

(6.63)

Setting the thermodynamic conjugates corresponding to the magnetism internal state
variables already introduced as follows,

𝐲̂ =

̂
∂ψ
̂)
∂(𝐌

(6.64)

Substituting by the free energy rate (Eq. 6.63) and (Eq. 6.64) into the C-D Inequality (Eq.
6.49) yields to,

−ρ̂(

̂
̂
̂
̂
̂
∂ψ
∂ψ
∂ψ
∂ψ
∂ψ
̂̇ +
: 𝐄̂̇e 𝐂̂φ +
𝐁
: 𝐄̂e 𝐂̂̇φ +
ε̂̇s t̂ φ +
ε̂s ṫ̂ φ
̂
̂
̂
̂
̂
̂
̂
)
)
)
)
)
∂(𝐄e 𝐂φ
∂(𝐁
∂(𝐄e 𝐂φ
∂(ε̂s t φ
∂(ε̂s t φ
̂
̂
̂
∂ψ
∂ψ
∂ψ
̂̇ 𝐂̂𝛗 +
̂ 𝐂̂̇𝛗 +
̂̇ ) − ρ̂θ̂̇ŝ + 𝐒̂: 𝐄̂̇
+
𝛃
𝛃
θ̇ + 𝐲̂. M
̂ 𝐂̂𝛗 )
̂ 𝐂̂𝛗 )
∂(θ̂)
∂(𝛃
∂(𝛃
1
̂. 𝐇
̂̇ + 𝐁
̂̇ . 𝐇
̂) − 𝐪
̂θ̂ ≥ 0
̂. ∇
+ (𝐁
θ̂

(6.65)

Based on the model developed by Bammann et al. (2010) an increasingly strong
interaction between some individual dislocation strain fields and their neighboring dislocations
induces more dislocation motion that causes material hardening. Therefore, the thermodynamic
conjugates, that are stress-like quantities, of the ISVs associated with the stored dislocation and
̂ , and are given as the following
geometrically necessary densities are 𝜅̂ and 𝛂

κ̂ = ρ̂

̂=𝛒
̂
𝛂

̂
∂ψ
t̂ φ
∂(ε̂s t̂ φ )

(6.66)

̂
𝛛𝛙
𝐓
𝐂̂𝛗
̂ 𝐂̂𝛗 )
𝛛(𝛃

(6.67)
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Substituting Eq. (6.86-87) into Eq. (6.85) yields to,

(−ρ̂

̂
̂
∂ψ
∂ψ
̂ φ + 𝐒̂) : 𝐄̂̇e + (−ρ̂
:𝐔
− ρ̂ŝ + ζ(θ)I) θ̇
∂(𝐄̂𝐞 𝐂̂𝛗 )
∂(θ̂)
̂
̂
̂
1
∂ψ
1
∂ψ
∂ψ
̂ − Iρ
+ ( Ŝ − ρ
𝛃
ε̂s − ρ̂
𝐄̂e ) Ĉ̇φ
̂ 𝐂̂𝛗 )
2
3 ∂(ε̂s t̂ φ )
∂(𝐄̂e 𝐂̂φ )
∂(𝛃
̂
∂ψ
̂ − ρ̂
̂̇ + (𝐁
̂. 𝐇
̂̇ ) + 𝐒̂: 𝐄̂̇H − ρ̂𝐲̂. M
̂̇ − κ̂ε̇ s − 𝛂
̂ 𝛃̇ + 𝐒̂: 𝐄̂̇p
+ (𝐇
)𝐁
̂
∂(B)
1
̂θ̂ ≥ 0
̂. ∇
− 𝐪
θ̂

(6.68)

where

𝐄̂̇ = 𝐄̂̇e + 𝐄̂̇θ + 𝐄̂̇φ + 𝐄̂̇H + 𝐄̂̇p

(6.69)

In Eq. (6.65) the damage and the thermal strain rates are given by Dimitrov et al. (2019)
as
1
𝐄̂̇φ = Ĉ̇φ , 𝑎𝑛𝑑 𝐄̂̇θ = ϱ(θ)Iθ̇
2

(6.70)

Unlike the other listed strains, the thermal expansion strain is considered as a nonlocal
variable in this study. We assume the thermal expansion is represented by the linear coefficient
of thermal expansion (ϱ) and the temperature increment (∆𝜃), as previously presented by
Dimitrov et al. (2019),
1
1
𝐄̂θ = 𝐄̂θ (θ) = (𝐂̂θ − 𝐈) = [2ϱ∆θ𝐈 + (ϱ∆θ)2 𝐈]
2
2

(6.71)

For most practical applications, the coefficient of thermal expansion exhibits minimal
temperature dependence and is considered constant within a small temperature range, below the
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Curie temperature for magnetic materials. The material time derivative of the thermal expansion
strain (𝐄̂̇θ) in the local form is then approximated as the following,
∂
∂ϱ
𝐄̂̇θ =
𝐄̂θ θ̇ = ϱ(θ)𝐈θ̇ + 𝐈θ̇ ≈ ϱ(θ)𝐈θ̇
∂θ
∂θ

(6.72)

Based on the scheme used by (Coleman et.al, 1963; Kratochvil et.al, 1969), the
constitutive equations for stress, entropy, damage and magnetism for this continuum model are
given as the following,
̂
∂ψ
: 𝐂̂φ
∂(𝐄̂e 𝐂̂φ )

(6.73)

̂
∂ψ
1
+ ϱ̃tr(S̃)
∂(θ) ρ̂

(6.74)

𝐒̂ = ρ̂

𝐬̂ = −

̂
̂
̂
1
∂ψ
1
∂ψ
∂ψ
̂ − Iρ
( Ŝ − ρ
𝛃
ε̂s − ρ̂
𝐄̂e ) Ĉ̇φ = 0
̂
̂
̂
̂
2
3 ∂(ε̂s t̂ φ )
∂(𝐄e 𝐂φ )
∂(𝛃𝐂𝛗 )

−ρ̂

̂
∂ψ
̂ =𝟎
+𝐇
̂)
∂(B

(6.75)

(6.76)

where H, 𝐒 and s are considered as thermodynamic forces associated with B, 𝐄𝐞 , 𝛉 respectively.
Using Eqs. (6.73-6.76), the dissipation energy inequality (Eq. 6.68) can be reduced to
1
̂. 𝐇
̂̇ ) + 𝐒̂: 𝐄̂̇H − ρ̂𝐲̂. M
̂̇ − κ̂ε̇ s − 𝛂
̂θ ≥ 0
̂ 𝛃̇ + 𝐒̂: 𝐄̂̇p − 𝐪
̂. ∇
(𝐁
θ

(6.77)

Following the classical definition of entropy and neglecting second order effects,
Equation (6.97) can be approximated as the part of the internal energy that dissipates as specific
heat, and is assumed to equal the portion of the internal energy that is stored as reversible
processes or converted to irreversible damage and dislocation structure evolution.
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6.3
6.3.1

Kinetics
Cauchy stress tensor
The frame indifferent Jaumann rate of the Cauchy stress was initially developed by

Bammann (1990) as a function of kinematics and elastic properties. It was then extended by
Horstemeyer and Gokhale (1999) to capture the degradation of a material’s effective stiffness by
damage. Therefore, the frame indifferent elastic stress rate in the current configuration (R) is
given as the following;
𝛔̊ = 𝛔̇ − 𝐖e 𝛔 + 𝛔𝐖e 𝐓 = 𝛔̇ − 𝐖e 𝛔 + 𝛔𝐖e
= 𝛌(𝟏 − φ)𝐭𝐫(𝐃e )𝐈 + 2μ(𝟏 − φ)𝐃e −

φ̇
𝛔,
(𝟏 − φ)

(6.78)

where 𝜆, 𝜇 are the Lamé constants depending to the bulk modulus, 𝜑 is the total damage, 𝐃e is
the elastic rate deformation and 𝐖e is the elastic spin, and is given as the following;

𝐖e = 𝐖 − 𝐖H − 𝐖p

(6.79)

with 𝐖p is the plastic spin and 𝐖𝐇 is the magnetic spin. The magnetic spin term is nonzero
because of the electron spin motion distribution of the electrons within the atoms.

The elastic rate deformation 𝐃e , is given as the difference between the total rate
deformation and the plastic, magnetic, damage and the thermal rates of deformation
(𝐃p , 𝐃H , 𝐃φ , and 𝐃θ),

𝐃e = 𝐃 − 𝐃 p − 𝐃H − 𝐃 φ − 𝐃θ

(6.80)

The plastic deformation rate is given using the strain flow rule, that was initially
developed by Bammann (1990) in order to relate the deviatoric rate of deformation to the applied
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stress and ISVs, then extended by Horstemeyer and Gokhale (1999). The plastic strain flow rule
is the tensor rate at which the distances between a point (P) and its neighboring particles deform
plastically, and is given as the following;

√3 ‖σ′ − √2 α‖ − {R + Y(θ)}{1 − φ}
2
3

3
𝐃p = √ f(θ) × sinh
2

V(θ){1 − φ}
[

]

×

2
σ′ − √3 α
2
‖σ′ − √ α‖
3

(6.81)

The thermal and damage deformation rate were developed in a similar way by Bammann
(1990) and Horstemeyer et al., (2000) respectively, and given as the following;

𝐃θ = αth θ̇𝐈

𝐃φ =

φ
𝐈
3(1 − φ )

(6.82)

(6.83)

The magnetic deformation rate is derived in this work as the following,
(𝐇 + 𝛘)p
(𝐇 + 𝛘)p−1
𝐇+𝛘
̇)∗
𝐃H = ±c (−bp exp (
)
∗
∗
𝐇
+ 𝐃𝐌𝐗
𝐇
‖𝐇 + 𝛘‖q
‖𝐇 + 𝛘‖q
‖𝐇 + 𝛘‖

(6.84)

In this case the Maxwell associated deformation rate (𝑫𝑴𝑿
𝑯 ) is assumed to be zero, since
that the deformation caused by the Maxwell stress is zero, thus the magnetic deformation rate is
written as the following;

𝐃H = ±c (−bp exp (

(𝐇 + 𝛘)p
(𝐇 + 𝛘)p−1
𝐇+𝛘
)
∗
∗ 𝐇̇) ∗
q
q
‖𝐇 + 𝛘‖
‖𝐇 + 𝛘‖
‖𝐇 + 𝛘‖

(6.85)

The functions f (θ), Y(θ), and V(θ) are functions that have an Arrhenius type temperature
dependence, were developed by Bammann (1990) and are given as the following;
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−C
f(θ) = C5 exp ( 6⁄θ)

(6.86)

C
Y(θ) = C3 exp ( 4⁄θ)

(6.87)

−C
V(θ) = C1 exp ( 2⁄θ)

(6.88)

where Y(θ) is the rate-independent yield stress. The function f(θ) determines when the rate
dependences affects initial yielding. The function V(θ) determines the magnitude of the rate
dependence on yielding. These functions are easily determined from simple isothermal
compression tests with different strain rates and temperatures. C1 , C2 , C3 , C4 , C5 and C6 are
Arrhenius type temperature dependent calibration constants.
The kinematic hardening internal state variable 𝛂, represents the anisotropic effect of the
dislocation density, while isotropic hardening internal state variable R, mimics the global
dislocation density effect. The kinematic hardening rate equation was developed by Bammann
(1990), then extended by Tucker and Horstemeyer (2010) to account for the grain size effect,
𝛂̊ = 𝛂̇ − 𝐖e 𝛂 + 𝛂𝐖e
2
2
= h(θ)𝐃p − [√ rd (θ)‖𝐃p ‖ + rs (θ)]√ ‖𝛂‖𝛂)( DCS0 /DCS)𝐙
3
3

(6.89)

where
4 J32
J3
−C8
rd (θ) = {C7 (1 − C19 [ − 3 ] − C20 1.5 )} × exp (
)
27 J2
θ
J2

(6.90)

4 J32
J3
−C10
h(θ) = {C9 (1 + C19 [ − 3 ] + C20 1.5 )} × exp (
)
27 J2
θ
J2

(6.91)
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rs (θ) = C11 exp (

−C12⁄
θ)

(6.92)

The isotropic hardening rate equation is prescribed in a hardening minus recovery format,
that accounts for the grain size effect, and is presented by Tucker and Horstemeyer (2010) as
follows,

2
2
κ̇ = 𝐻𝑤 (θ)√ 𝐃p − [√ R d (θ)‖𝐃p ‖ + R s (θ)]κ2 )( 𝐷𝐶𝑆0 /𝐷𝐶𝑆)𝐙
3
3

(6.93)

where 𝜅 is the isotropic hardening , 𝐻𝑤 is the work hardening modulus, R d (θ) is the dynamic
recovery that captures the dislocation glide as such captures the dislocation creep effect, 𝑅𝑠 (θ) is
2

the static recovery that captures the dislocation climb or diffusion effect, and Din = √3 𝛆̇ p N, is
the deviatoric inelastic strain rate. DCS0 and DCS represent the initial average grain size and the
average grain size that directly influence the dislocation density and thereby interact with the
hardening parameters, respectively. Z is a constant exponent for the grain size effect on the
hardening.
The parameters of these mechanisms are given by Horstemeyer, M.F. et al., 2000 as the
following,
4 J32
J3
−C14
R d (θ) = {C13 (1 − C19 [ − 3 ] − C20 1.5 )} × exp (
)
27 J2
θ
J2

(6.94)

4 J32
J3
−C16
H(θ) = {C15 (1 + C19 [ − 3 ] + C20 1.5 )} × exp (
)
27 J2
θ
J2

(6.95)

R s (θ) = C17 exp (

−C18⁄
θ)

71

(6.96)

where J2 and J3 are the second and the third invariant of deviatoric stress respectively.
The equations describing the material’s degradation (or total damage) were developed by
Horstemeyer et al. (2000) (void volume fraction), and are given as the following,

ϕ = ηvc

(6.97)

where 𝜂 represents the void nucleation, 𝑣 represents the void coalescence, and 𝑐 represents the
void coalescence.

The total damage rate of the void volume fraction within a ductile metal is given as the
following,

ϕ̇ = η̇ vc + ηv̇ c + ηvċ

(6.98)

The rate evolution of the void nucleation/growth and coalescence were described
independently by Horstemeyer et al. (1999;2000). The void nucleation rate is given as the
following,
1

4 J32
J3
I1
‖)‖𝐃𝐝 ‖exp (CηT /T)
η̇ =
− 3] + b 3 + c ‖
1 η. (a [
27 J2
J
√
2
3
2
K ic f
J2
d2

(6.99)

where d and f are material property constants of the initial secondary phase particle size and
volume fraction, respectively. I1 , J2 ,and J3 are the first, the second and the third stress invariants
representing the stress dependence of the void nucleation rate. The calibration constants a, b and
c, represent the material’s torsional for void nucleation, the difference between the tension and
compression, and the stress triaxiality sensitivity for void nucleation respectively, and they are
all determined experimentally (based on tension, compression, and torsion tests at different strain
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levels). CηT is the calibration constant used to control the thermal sensitivity, during the void
nucleation phase.
The void nucleation for a bar subjected to a uniaxial stress, for which the deformation is
isothermal, and happens at a constant strain rate, is given as the following, by Bammann (1990),
1

4 J32
J3
I1
‖)exp (CηT /T)]
η = η0 exp [‖𝐄‖.
− 3] + b 3 + c ‖
1 η. (a [
27 J2
√J2
2
K ic f 3
J2
d2

(6.100)

where ‖𝐄‖ is the norm of the total Lagrangian strain tensor.

The rate evolution of the second phase particles growth was developed by McClintok
(1968). The void growth rate is therefore given as the following,

v̇ =

4π √3dv0
√2I1
(
[sinh (√3(1 − n)
]‖𝐃𝐝 ‖)3
3 4 ( 1 − n)
3√J2

(6.101)

such that dv0 is the initial void diameter, n is the McClintock growth rate constant originally
motivated by the material hardening rate.

The void growth equation for an increasing strain and/or stress triaxiality is given by
McClintok (1968) as the following,

v=

4π
√3
√2I1 3
(dv0 3 )(exp [‖𝐄‖
× sinh (√3(1 − n)
])
3
2 ( 1 − n)
3√J2

(6.102)

As the stress applied increases, and as the voids nucleate within the material, voids tend
to coalesce, resulting in a void sheet or a natural void. The coalescence rate evolution is
described by Tucker and Horstemeyer (2010), and was given as the following,
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ċ = [cd1 + cd2 (ηv̇ + η̇ v)]exp(CCTT) (DCS0/DCS)z

(6.103)

where and are calibration constant, DCS0 and DCS represent the initial average grain size and
the average grain size that directly influence the dislocation density as such interact with the
hardening parameters, respectively. Z is a constant exponent for the grain size effect on the
hardening. CCT is a thermal sensitivity calibration constant, for void coalescence.
The co-rotational Jaumann rate is given as the following,

𝛔̊ = Y𝛆ė (1 − φ) + Y𝛆e (1 − φ̇) + Ẏ𝛆e (1 − φ) − 𝐖e 𝛔 + 𝛔𝐖e

(6.304)

𝛔̊ = Y𝛆ė (1 − φ) + Y𝛆e (1 − φ̇) + Ẏ𝛆e (1 − φ) − 𝐖e [(Y M 𝛆e + Y M 𝛆t + Y M εφ
+ Y M 𝛆MS + Y M 𝛆MX )(1 − φ)] + 𝛔𝐖e

(6.105)

where the elastic strain rate is given as the following,

𝛆̇ e = 𝛆̇ − 𝛆̇ p − 𝛆̇ φ − 𝛆̇ θ − 𝛆̇ H

(6.106)

Assuming an isotropic damage-induced deformation, the damage-induced strain (the
volumetric strain related to the nucleation, growth, and coalescence of voids) is given by
Horstemeyer et al. (1999) as the following,
1
𝛆̇ φ = (1 − φ)−1 φ̇I
3

(6.107)

which illustrates the damage related strain rate change with respect to the damage parameter, in
this case related to the nucleation, growth and coalescence of the voids within the material.
The strain arising from thermal expansion and contraction is given by Francis et al., (2014) as
the following,
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𝛆̇ θ = αth ∆θ

(6.108)

For the model developed in this paper, the magnetostriction strain rate is found based on
the experimental work done, in Center for Advanced Vehicular Systems (CAVS) using the
previously described experimental setup (Chapter V). Experiments are conducted on the three
main ferromagnetic materials (Iron, Cobalt, Nickel). Equation (3.129) shows the main
relationship between the magnetostriction strain and the magnetic field for a ferromagnetic
material.

MS

𝛆

(𝐇 + 𝐚)p
= ± (1 − exp (
) ∗ b) ∗ c
‖𝐇 + 𝐚‖

(6.409)

such that 𝐇 is the magnetic field and 𝑏, 𝑎, 𝑝, 𝑎𝑛𝑑 𝑐 are calibration constants that represent
respectively the magnetostriction strain constant, the stress dependent parameter, the temperature
dependent parameter, and c is a fitting parameter affecting the magnitude of the magnetostriction
curve. H is the external magnetic field and is known to vary with respect to time. The
magnetostriction strain rate, is given as the following;

𝛆̇

MS

(𝐇 + a)p
(𝐇 + a)p−1
= ±c (−bp exp (
)∗
∗ 𝐇̇)
‖𝐇 + a‖
‖𝐇 + a‖

(6.110)

The magnetostriction strain equation is validated for the three ferromagnetic elements:
Iron (Fe), Nickel (Ni) and Cobalt (Co), as shown in Figure 6.2, Figure 6.3, and Figure 6.4,
respectively.

75

Figure 6.2

Magnetostriction variation 𝛆MS with respect to the external magnetic field H
(kA/m), for Iron (Fe).

Figure 6.3

Magnetostriction variation 𝛆MS with respect to the external magnetic field H
(kA/m), for Nickel (Ni).
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Figure 6.4

Magnetostriction variation 𝛆MS with respect to the external magnetic field H
(kA/m), for Cobalt (Co).

The magnetic flux density strain is so small therefore, it is assumed that 𝛆MX , will take a
constant value that depends on the magnetic field applied in the material. Therefore, the
magnetic flux density strain rate (𝛆̇ MX ) will be assumed to be equal to zero.

𝛆̇ MX = 0

6.3.2

6.3.2.1

(6.111)

Internal State Variables

Magnetization
To capture the dissipative and the hysteretic response of magnetostrictive materials the

use of internal state variables is necessary. Magnetization is defined as the material’s response to
an external magnetic field (H). It is the average of the magnetic domains’ individual moment.
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Paramagnetic and diamagnetic materials have no magnetization (or if they do it’s a negligible
one), unless it is subjected to a magnetic field. Once the magnetic field is removed the material
loses its magnetization. Ferromagnetic, ferrimagnetic, and antiferromagnetic materials all have
magnetization even when no magnetic field (H) is applied, such that it shows a nonlinear
magnetization with respect to the magnetic field (H).
Previous models were developed to describe the hysteresis behavior of a magnetic
material. The most known model is the Jiles-Atherton Model (Wang et al. (2008) which
describes the magnetization (M) behavior with respect to the magnetic field (H), through an
ordinary differential equation, that do not capture the hysteresis dissipative characteristics.
In this work, the magnetization is assumed to be one of the internal state variables
describing the magnetic domain behavior when subjected to the magnetic field (H). Based on the
hysteresis behavior, the magnetization rate evolution is written in a simpler form, then previous
models, that will allow a simple numerical implementation and is given as the following;

𝐌̇(H) = 𝑀𝑠 ξ̇(𝐇) + 𝑀0 tanh(𝑠) 𝛘̇ (𝐇) + 𝑀0 (𝑠̇ − 𝑡𝑎𝑛ℎ2(𝑠))𝛘(𝐇)

(6.112)

such that ξ̇(𝐇) is the isotropic magnetization rate, and 𝛘̇ (𝐇) is the anisotropic magnetization rate
and are given as the following;

𝜉̇ (𝐻) = (

Ḣ
𝐻
− 𝑡𝑎𝑛ℎ2 ( ))
𝐻𝜉
𝐻𝜉

(6.113)

Ḣ
𝐻
(𝑠𝑖𝑛ℎ−2 ( ))
𝐻𝜒
𝐻𝜒

(6.514)

𝝌̇ (𝐻) = −

where 𝐻𝜉 , and 𝐻𝜉 , are calibration constants representing the stress and temperature dependent
parameters of the material under study, and 𝑀𝑠 is the saturation magnetization.
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These equations were validated for different values of constants, for Iron (Fe), Nickel
(Ni) and Cobalt (Co), literature data, as shown in Figure 6.5, Figure 6.6, and Figure 6.7
respectively. The results were showing an acceptable approximation to some experimental
results that should be performed in future work.

Figure 6.5

Magnetization variation M (kA/m) with respect to the external magnetic field H
(kA/m), for Iron (Fe).
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Figure 6.6

Magnetization variation M (kA/m) with respect to the external magnetic field H
(kA/m), for Nickel (Ni).
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Figure 6.7

Magnetization variation M (kA/m) with respect to the external magnetic field H
(kA/m), for Cobalt (Co).
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DISCUSSION OF RESULTS
The primary goal of this study was to study the physics of strong magnetic elements, and
model it in a mathematical framework that captures magnetism effects along with elastoplastic, thermal and damage effects in metals. To do so, an Internal State Variable (ISV)
model is developed, then validated experimentally. The ISV model used here is very efficient
and time-effective tool that has been used in the Integrated Computational Materials
Engineering (ICME).
The elastic-plastic-thermo-damage-magneto ISV model allows engineers to predict the
magnetic response of a wide range of metals when subject to different stresses, temperatures
and other operating conditions. Therefore, this methodology, allows predicting the material’s
magnetic response in parallel with mechanical effects, thermal effects, and damage using the
same model. Thus, decreasing the time-consuming simulations, and the costly experimental
tests.
The magnetostriction strain on three ferromagnetic materials: Nickel (Ni), and Cobalt
(Co), agreed very well with the experimental results obtained, with a small tolerance. The
Iron (Fe) specimen showed a different trend, with a higher tolerance. The difference between
the experimental results and the finite element analyses results may be due to the physical
nature of Iron, when subjected to different operating conditions. In attempt to reduce these
differences, multiple experiments were conducted at different temperatures and different
stresses. However, none of the experiments results agreed with the model magnetostriction
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equation. Therefore, it was decided that further investigations beyond the scope of this study
are needed.
On the other hand, the magnetization of the three ferromagnetic materials: Iron (Fe),
Nickel (Ni), and Cobalt (Co), showed good agreement with the experimental data, with a
slight tolerance. It is clear that both the reversible and the irreversible parts of magnetization
show good agreement.
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CONCLUSION
In this study, a novel macroscopic constitutive theory is presented to describe the thermoelasto-plastic damage behavior of magnetic materials. A multiscale, fully coupled multiphysics
Internal State Variable (ISV) model is created, to describe the effects of magnetic field forces
and moments under thermomechanical deformations, based on a kinematics, thermodynamics,
and kinetics independently developed and subsequently coupled to provide an internally
consistent theory for magnetic influenced deformation.
The major contribution was to develop a model that captures the magnetic field effects
on deformation using a thermodynamically consistent framework developed by Coleman et al.
(1967). The ISV model features a kinematics description of the deformation using a
multiplicative decomposition of the total deformation gradient into elastic, thermal,
magnetostrictive, damage, and plastic components. The kinetic framework enables the prediction
of magnetically influenced stresses and strains in materials exposed to magnetic fields. The
novel ISV model framework couples elastic, thermal, damage and plastic effects to magnetic
effects.
To describe the mechanical deformation resulting from the magnetic field, an equation
describing the magnetostriction variation with respect to the magnetic field was introduced. The
magnetostriction strain is a simple equation, with one variable (magnetic field) and other
calibration constants, that can predict the nonlinear behavior of soft and hard magnets. To
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describe the magnetic behavior of the magnet, magnetization has been introduced as an internal
state variable, for which an equation was developed.
The ISV model was calibrated and validated with Nickel (Ni), Cobalt (Co) and Iron (Fe).
The experiments measured the mechanical deformation (magnetostriction strain) of three
materials Iron (Fe), Nickel (Ni), and Cobalt (Co) when subjected to a magnetic field. The
magnetostriction strain and the magnetization equations devloped, both showed good agreement
with the experimental data, with slight difference.
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FUTURE IDEAS AND RESEARCH
The suggested ISV magnetism model in this work, raised other questions and ideas that
can serve as interesting and challenging research ideas for the future. Some of the suggested
ideas to further extend the boundaries of the magnetism scientific knowledge, are presented as
the following,
1. Extend the suggested magnetism ISV theory framework to other types metals,
accounting for both small magnetostriction and high magnetostriction behavior.
2. Magnetostrictive experiments with tensile, compression, and torsion mechanical
loading, or combined mechanical loading is needed to capture the stress nature
effect on the magnetostrictive and magnetization behavior of the material under
study.
3. Further experimental work on the magnetostriction behavior and the
magnetization change with respect to the magnetic field, for the Mn-based alloys
is needed.
4. The design of an experimental apparatus coupling mechanical, thermal, damage
and magnetic effects is highly needed to provide a true and complete validation of
the ISV magnetic model.
5. Extend the proposed model to account for magnetic earth effects, present in the
Iron (Fe) core of the earth.
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6. A multiscale model coupling between the DFT theory developped for magnetic
materials, and the present magnetic ISV model would be a great application of the
ICME model for magnetic materials.
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