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ABSTRACT
DETECTING INVASIVE INSECT SPECIES USING
UNMANNED AERIAL VEHICLES

Brian Stumph, B.S.
Marquette University, 2019

A key aspect to controlling and reducing the effects invasive insect species
have on agriculture is to obtain knowledge about the migration patterns of these
species. Current state-of-the-art methods of studying these migration patterns
involve a mark-release-recapture technique, in which insects are released after
being marked and researchers attempt to recapture them later. However, this
approach involves a human researcher manually searching for these insects in
large fields and results in very low recapture rates. This thesis proposes an
automated system for detecting released insects using an unmanned aerial
vehicle. Our system utilizes ultraviolet lighting technology, digital cameras, and
lightweight computer vision algorithms to more quickly and accurately detect
insects compared to the state of the art. The efficiency and accuracy that this
system provides will allow for a more comprehensive understanding of invasive
insect species migration patterns. Our experimental results demonstrate that our
system can detect real target insects in field conditions with high precision and
recall rates. Additionally, insect GPS coordinates can be localized using an image
reprojection algorithm, resulting in a generated map of the test field with insect
locations.
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CHAPTER 1
INTRODUCTION
Invasive insect species are often inadvertently transported from their
native environments to new habitats where they tend to have severe negative
impacts on food security, public health, economic interests, and native species
biodiversity [2]. As an example, in the United States, annual economic losses
from invasive species are estimated at $120 billion [3], and these severe impacts
are predicted to continue [4]. Understanding invasive pest migration patterns is a
key element to the mitigation of their damage to both natural environments and
agricultural production. Insect species are highly variable in their dispersal
capacity. For example, invasive brown marmorated stink bugs (BMSB) are
extremely mobile and can fly 115 km in 24 hours [5, 6], whereas invasive emerald
ash borers typically fly less than 100m in natural habitats [7]. Therefore, the
dispersal capacity of newly identified invasive insect species must be
well-defined to determine what strategy (eradication or management) to initiate.
Research in this area has focused on the influence of wind and temperature in
long-range migrations [8, 9], neglecting the study of short dispersal patterns.
Although there are studies about insect dispersal, they are limited to
mark-release-recapture techniques, which are a laborious, time- consuming, and
error-prone task. This procedure includes capturing the target insect species,
coating the insects with a powder, and then releasing them into the original field.
The final step, and the step that is modified as proposed by this thesis, involves
rediscovering the insects in the field. Currently, insects are detected with the aid
of a hand-held UV laser as researchers search for the insect at night. The powder
the insects have been coated with creates a bright orange glow when exposed to
UV light, making the insects much more visible to the human eye. A visual
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Figure 1.1: Flourescent-marked BMSB detected in a 30m tree using a hand-held
laser equipped with focusing lens [1]. The inset shows a fluorescent-marked BMSB
glowing at night as a result from being illuminated by UV light.

example of the current methodology can be seen in Figure 1.1. However, using
this manual method of finding insects has shown little success. Very few samples
of the marked insects can be recaptured, typically less than 5%. This extremely
low recapture rate negatively impacts the accuracy of the resulting dispersal
models [10, 11, 12].
In this thesis, we propose and describe a novel aerial system that attempts
to solve the limitations of the manual methods described above. The proposed
approach uses an Unmanned Aerial Vehicle (UAV) to scan a region of interest and
to detect target insects using a recently developed system of ultraviolet (UV)
lights. With the UAV equipped with a UV light source and a video camera, we
record an aerial video of a testing field. Data collection with the UAV also is done
at night in a similar fashion to the manual method. We later process the video
offline to obtain an accurate count and the locations of marked insects released in
the field. The video processing pipeline described in this thesis begins by
extracting the region of interest (ROI) from the video frames, keeping only the
region surrounding the area illuminated by UV light. The frame is then
pre-processed by removing any pixels with very low brightness values. The
software pipeline then employs the k-means data clustering algorithm [13] to
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group together pixels that share similar hue and saturation values. We then use
watershed segmentation [14] to separate nearby insects that might have been
identified as a single insect in the previous step. Lastly, insect detections are
localized using GPS coordinates. This is done using the relative location and
movement parameters of the UAV used to capture the video data.
The challenges presented in this thesis involve both hardware and
software elements. In the hardware domain, the data collection system must be
able to capture data in a consistent and replicable fashion. Additionally, the
sensing capabilities of the system should be able to illuminate the field beneath
the UAV and capture high resolution, high contrast footage of the insects. This
requires an optimized UV LED-based design to ensure that a large enough area is
covered by the light and that the light is focused enough to illuminate the insects.
The UAV also needs to be flown with enough stability to reduce video blur and to
maximize overlap between the UV light projection and the area recorded by the
attached camera. On the software level, producing an algorithm that can
dependably detect extremely small objects is the largest challenge to overcome.
Even if an object has distinct image features and has strong saliency, it can still be
difficult to recognize those features properly when they are very small
comparatively to the area covered by the image. Validation of the proposed
system was done through field testing using dead insects that were manually
scattered in the field. The testing was conducted in a way meant to closely
resemble the conditions of a real world application. We used the same insects,
brown marmorated stink bugs, that entomologists are studying. Additionally, we
performed all testing at night in large grass fields that closely resemble potential
fields where live insects would be found. The experimental results show that the
proposed approach provides an accurate method of data collection and insect
detection for entomologist researchers.

4
1.1

Contributions
This work presents a considerably faster, economical, and accurate

alternative to current manual mark-release-recapture methods for insect pest
detection and monitoring. Moreover, as there is no need to recapture the insects
after they are detected, our non-intrusive method allows for researchers to
dynamically localize insects over time. Specifically, the contributions are as
follows:
1. We propose a novel data acquisition system based on a UAV that allows us
to quickly search for insects in a large area of interest.
2. We design a low complexity computer vision algorithm to robustly detect
and localize the insects observed by our system.
3. We produce an annotated data set of illuminated BMSB insects in a
nighttime setting.
4. We evaluate the data acquisition system in open field situations using
industry standard benchmark metrics.
The thesis is organized into the following chapters. Chapter 2 introduces the
previous works that are relevant to the research carried out in this project.
Chapter 3 acts as a discussion on the background of the theories and algorithms
applied to the thesis. In Chapter 4, the system used to navigate the testing field
and to collect video data is outlined and parameterized. Chapter 5 delves into the
software used to detect and localize the insects and discusses the advantages and
shortcomings of various methods used in the software pipeline. Lastly, in
Chapter 6, we discuss the conclusions we can draw from the results of this project
and offer suggestions for future work.

5
CHAPTER 2
RELATED WORK
The following discussion of the work related to this thesis will be
organized into three sections. We use this chapter to emphasize the novelty of our
proposed system and to highlight the gap in the current literature that the work
in this thesis aims to fill. The first section overviews the academic contributions
related to UAV developments and precision agriculture applications. The second
section contains a discussion on the problem of small object detection and
different approaches in the current literature to solve it. Lastly, the third section
highlights previous works that relate to generating an orthonormal projection of
an area.
2.1

Unmanned Aerial Vehicles
Given the extremely large area of land the agricultural industry needs to

monitor and maintain regularly, it is becoming more common to employ
automated methods for these tasks. In the past, field workers would need to
manually perform maintenance tasks on crop fields. The low base price of many
UAVs [15] equipped with imagery sensors provides an affordable way for
agricultural workers to quickly scan overtop of the fields. Additionally, computer
vision algorithms have gained popularity for agricultural applications due to
their increasing execution speed and accuracy [16]. Combining the speed and
accuracy of these systems has made precision agriculture automation a viable
alternative to manual practices. The adoption of UAV technology is predicted to
revolutionize spatial ecology [17].
Some examples of the adoption of UAV technology in precision agriculture
applications include crop and weed classification. In [18], Lottes et al. use RGB
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and near infrared (NIR) image data to classify pixels in an image as belonging to
vegetation or the background. Additionally, image processing techniques such as
Random Forest Classification [19] and object-based feature extraction [20] are
used to classify vegetation as crops or weeds. Selecting the best image features for
machine learning algorithm training is a crucial step for improving crop and
weed classification accuracy. This problem was approached by Prez-Ortiz et al. in
[21], where various crop image features were investigated to determine which
features were most significant for accurate crop segmentation. Prez-Ortiz et al.
used machine learning techniques such as clustering and Support Vector
Machines (SVMs) for their segmentation algorithm, and found that the statistical
energy, correlation, image contrast, and homogeneity were the four most
significant features for accurate segmentation. The algorithms that optimized
those four features produced the most accurate crop segmentation results. An
additional field to which UAV technology has been applied is crop health
monitoring. One such example is given in [22], where a Normalization Difference
Vegetation Index (NDVI) label is applied to detected crops to provide information
about each crop’s health. Crop health monitoring was also discussed in [23],
where Bhandari et al. discussed the use of UAVs for data collection against
proximal sensors commonly found in agricultural practices, such as
spectroradiometers [24], chlorophyll meters [25], and water potential meters [26].
The results of that work confirmed the usefulness of using UAVs for such tasks,
as they could gather data much quicker and have similar accuracy to proximal
sensing techniques.
The design of UAVs has been a fast-growing opportunity for innovation.
Another advantage of using UAVs for data collection is the wide variety of easily
incorporated peripherals. Most off-the-shelf UAVs come with many attachment
options. These attachments assist with sensing and data collection, and include

7
technology such as cameras, lighting fixtures, and external flight control systems.
The system proposed in this thesis incorporates the use of UV light attached to
the base of the UAV in order to detect the powdered insects on the ground. The
capabilities of using UV light for the purpose of detecting powdered insects was
researched in [1]. In those experiments, all testing was done using a highly
focused hand-held UV light source. The experiments in our work expand upon
this method by mounting a similar light source to a UAV for more efficient
ground coverage. Using UV lighting systems in UAV applications has also been
seen in non-agricultural based fields. In [27], the authors explore the application
of UV light attached to a UAV to detect high voltage coronas in power grids.
Much like in the work of this thesis, the UV light assists with highlighting the
object of interest, making detection of the object in the video frame much easier.
Cameras play a vital role in rich data recording. The ability for cameras to
properly collect data for object segmentation in agricultural fields at a maximum
altitude was discussed in [28]. The authors reach the conclusion that off-the-shelf
UAV cameras have the capability to segment crops from a height of 40 m with an
accuracy of 90%. However, the insects that we aim to record in the fields are
significantly smaller than crops. Therefore, although the UAV camera used in this
thesis has a higher resolution than many off-the-shelf UAVs, it needs to be flown
at a much lower height than 40 m.
2.2

Small Object Segmentation
The difficulty of detecting insects within our systems software pipeline

resides in the extremely small size of the insects when compared to the image
background. Object detection algorithms rely in finding patterns in the data to
extract the desired object from the noise in an image. These patterns are very
subtle and the difference from the noise is minimal when attempting to detect
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small objects. Various methods can be used to solve this problem. The methods
that we will examine in this thesis include color thresholding, data clustering,
deep neural networks, and autoencoders for outlier detection.
A method for small object segmentation that is very application-specific is
color channel thresholding. This can be done if the designer of the algorithm
knows the range of the pixel color values a priori. With these known values, the
algorithm can detect pixels as belonging to an object if the pixel value lies within
the upper and lower threshold for a given color channel. One of the earliest
adoptions of using color information for an image segmentation task is presented
in [29]. A large part of the research effort goes into determining the correct set of
color features to use for segmentation, and in this thesis the issue is solved by
means of recursive thresholding to determine the most effective features. In the
early 2000’s, as computation power became more efficient and inexpensive,
researchers began to take more interest in how image processing techniques can
improve given this advancement in technology. In [30], Cheng et al. explore the
potential advances and prospects of using color information for image
segmentation. The authors conclude that the two critical issues for future color
image applications are deciding which segmentation method should be used for a
given application and what type of color space should be used for thresholding.
With larger memory and faster processors, researchers can explore many different
color spaces for segmentation at once, rather than being limited to using
monochrome images. A popular color space to use other than the common
Red-Green-Blue (RGB) color space is the Hue-Saturation-Value (HSV) color space.
In [31], the HSV color space is used in order to generate histograms of a set of
calibration images. The histograms are then analyzed by researchers to determine
thresholds in the HSV color space that can differentiate foreground objects from
the background. A big advantage of color thresholding is the fact that it is a very
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lightweight algorithmic approach to object segmentation, being much less
complex than deep learning methods. This is especially useful for high
resolution, real-time video applications where objects need to be segmented very
quickly, such as in [32]. However, the downfall of applying color thresholding to
an object segmentation problem is that results can vary greatly between different
data sets. This lack of robustness causes a need to recalculate color thresholds
when presented with new data sets.
A method of creating more reliable object segmentation results can be
found in data clustering. Data clustering is a popular image processing technique
where the pixels that share similar values are grouped together in clusters. The
rationale behind this method is that pixels belonging to the same object should
have similar pixel values. Clustering is also widely adopted for simple detection
tasks that involve large amounts of data due to the method being an
unsupervised learning approach. Unsupervised learning refers to the fact that
there is no human interaction required in organizing or labeling the data before
learning. Using clustering for image segmentation began as early as the 1970s
with [33] which investigates using the k-means clustering algorithm. A key
parameter with the k-means method is defining the number of clusters that need
to be initialized in the algorithm. The number of clusters usually relates to the
number of objects or object classes in a given image, which is often not known a
priori. In [13], the authors increment the number of clusters for each trial and
analyze the accuracy. Determining the number of clusters for k-means is a
difficult problem in itself and has been discussed in [34]. In the paper, Ray et al.
propose using a validity metric which is equivalent to the distance between data
points within a cluster divided by the distance between each cluster. Spatial data
distance metrics are used in k-means clustering in order to determine which data
points belong in which clusters. The objective of the validity metric is to
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minimize the distance between data points and maximize the distance between
clusters, thereby creating denser and further separated clusters. The number of
clusters that minimizes the validity metric is the therefore the number of clusters
with which the algorithm should be initialized. Fortunately, the issue of
determining an optimal number of clusters for k-means is not necessary when
applied to the software pipeline in this thesis. The number of clusters needed is
known a priori due to the fact that we are only trying to differentiate between two
object classes – an insect or the background noise.
Like clustering, deep learning for computer vision applications is another
concept that has resurfaced as a useful tool as a result of hardware technology
improvements. Deep learning relies on extremely large data sets to learn patterns
in data, and then uses those learned parameters to predict similar patterns in new
data sets. A popular deep learning model that is used for computer vision tasks is
a Convolutional Neural Network (CNN). A CNN model is a network of
connected layers, where convolutional kernels filter an image at each layer and
learn various features about an image. For example, in a facial detection CNN,
earlier layers learn lower level features like edges and corners while later layers
learn the pattern of these features in order to recognize mouths, eyes, and other
facial features. In order to locate specific objects within an image, a model known
as R-CNN (Regions with Convolutional Neural Networks) was developed in [35].
R-CNN is a common deep learning model that is used to detect an object in a
scene and draw a bounding box around the detected object. However, this
method relies on the algorithm learning regions of interest. These regions of
interest are subsections of the overall image where the desired object most likely
is found. Proposing proper regions of interest is made difficult when the objects
that the algorithm is learning to find are extremely small compared to the overall
frame. This typically makes R-CNN not appropriate for small object detection.
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However, researchers have adapted the model to better suit the needs of small
object detection. One example is given in [36] where the authors attempt to find
the reason behind why R-CNN was unable to properly segment small objects and
offer a solution. Their conclusion is that in order to propose regions of interests
containing the small objects, the size of the anchor boxes used in the R-CNN
model must be initialized to a set of experimentally-defined specific sizes.
However, making the anchor sizes smaller for our application does not solve the
issue of small object detection. The insects in the video footage are too small to
generate significantly confident detections however small the anchor boxes are.
Employing multiscale feature extraction in deep neural networks is an approach
that [37] and [38] have taken to increase the accuracy of small object detection.
Extracting image features on multiple scales can better help a neural network to
learn the object patterns on several levels. This provides more accurate
classifications and bounding box detections.
Autoencoders are a promising approach to the problem of segmenting
small objects as it can use the small number of pixels to its advantage.
Autoencoders can be used for outlier detection in data sets [39]. Like clustering,
autoencoders are unsupervised learning networks, so no prior data labeling is
required for training. Autoencoders function by implementing a set of encoder
network layers to reduce the dimensionality of the data to a latent representation
[40]. Then, a decoder network attempts to reconstruct the image from the latent
space. The purpose of this type of structure is to learn the characteristics of the
reduced dimensionality latent space. This can be applied to the purpose of outlier
detection in data sets, as discussed in [41] for detecting anomalies in images. As
the decoder network reconstructs the image from the latent space, the
reconstruction error can be calculated by analyzing how close each reconstructed
pixel is to the original pixel value. Typically, anomalies would not show up in the
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reconstructed image, or at least would have a very different value from that of the
original. Using a threshold for the reconstruction error, any non-anomaly-based
pixels can be filtered out that have a small reconstruction error. The result is the
pixel locations of all data outliers. Besides the reconstruction error, other metrics
can be used for applying a threshold to the image. For instance, [42] utilizes
reconstruction probability for anomaly detection. This reconstruction probability
better takes into account the variability of the data distribution, making the
metric more robust to widely distributed pixel values.
2.3

Orthonormal Map Generation
An advantage of using a UAV as the vehicle of choice for data collection

and camera footage as the type of data for processing is the fact that the proposed
system can then generate a map of the test site. Creating the map of the test site is
commonly done using an image stitching technique, where various images taken
from the UAVs perspective are stitched together with sufficient overlap.
Unfortunately, using image stitching for our application would not be feasible
due to the dark background. Image stitching techniques typically combine
images based on the similar area shared between two or more images. They are
then stitched together into a larger image by overlapping these common
appearance areas. However, all images captured using our data collection system
are very dark and nearly black in appearance. It would therefore be difficult to
stitch together images collected in the data, as nearly all images look identical in
the dark background.
A common application of UAVs in precision agriculture is generating an
orthonormal map of a given field. This aerial view of the field can provide useful
information for researchers or agricultural workers intending to monitor the field.
One such example is discussed in [43], where Katsigiannias et al. produced an

13
orthomosaic projection of the field using collected images from the UAV. This
orthomosaic used crop water stress index (CWSI) and NDVI color masks to
identify relative crop health in the field. The system uses geographic information
system (GIS) software to accomplish the task of stitching together images to form
the map. Another method can be found in [44] where the Rojas et al. use four
camera sensors to record different types of image data for crop monitoring and
NDVI classification. In this case, they used motion data from the UAV that was
recorded during the flight. Information such as camera positions and time stamps
of images taken are embedded in the metadata from these flight logs. By using
this metadata, the orthomosaic can be reconstructed using mapping techniques.
Simultaneous localization and mapping (SLAM) is a concept in robotics
that is concerned with the issue of attempting to map out the environment
around a robot while also localizing the current position of the robot. This is also
a common method used in UAV applications. The potential of using UAVs for
mapping applications was discussed in [45], primarily highlighting the shift from
military application to civilian use. SLAM problems have been made easier over
the years with the adoption of computer vision techniques. As a robot can
visualize the environment around it, it can more easily map the environment as
long as spatial information can be inferred. Applying computer vision algorithms
to SLAM has been discussed in [46]. A supplemental advantage of using UAVs
for SLAM is the fact that UAVs can be fitted with multiple measurement and data
recording devices. Using various types of data can give more information about
the environment and the position of a robot. In [47], the authors use LIDAR, GPS,
IMU, and image data for mapping urban environments. A difficulty with using
multiple data sources is understanding how the data correlates with one another.
The process of combining data types from different sources to better understand a
system is called data fusion. Data fusion is often accomplished using a type of
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Kalman Filter [48]. An Unscented Kalman Filter (UKF) was used in [49] to
generate a 3D model of a city by combining GPS and video data.
The work accomplished in this thesis aims to contribute to the previous
work done in the precision agriculture and robotics research area. Our system
utilizes UAV technology and computer vision software in a novel application to a
previously manual and time-consuming process. Using the information gathered
in this section, we build upon the current technology in mapping detections
found in images to real world coordinates.
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CHAPTER 3
BACKGROUND
This chapter focuses on presenting the theoretical background of the topics
covered in this thesis. This chapter expands upon the details of the previous work
and the engineering concepts that are used in our proposed system. The specific
application of these concepts are further detailed in Chapter 5.
3.1

Otsu’s Method
A key factor on which our proposed system’s success relies is the ability to

accurately and consistently segment insects from the background of each image
collected by the UAV. Foreground image segmentation is a popular challenge that
many image processing algorithms attempt to solve. One method that has seen
significant use is Otsu’s method. Otsu’s method is a form of image thresholding
that classifies each pixel in an image as either a foreground or background pixel
[50]. In many cases, this method can be seen as disadvantageous as it is limited to
classifying each pixel to only two classes. However, for our application of
differentiating pixels in an image between being part of an insect or the
background, the method works adequately.
Otsu’s method is a thresholding algorithm, meaning that it attempts to
optimize a threshold value that can be used to differentiate pixels as being part of
the background or foreground. The optimal threshold for Otsu’s method is that
which maximizes the pixel intensity inter-class variance. The class variances are
defined by
σ02 =

k

∑ (i − µ0 )2 pi /ω0,

i =1

(3.1)
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and
σ12 =

L

∑

(i − µ1 )2 pi /ω1 ,

(3.2)

i = k +1

for a grayscale image with L gray levels and a selected threshold level k. The class
means, µ0 and µ1 , are the mean pixel intensity values for all pixels in the image
assigned to their respective class and assigned by the threshold value k.
Therefore, mean pixel intensities will be different for different values of k.
Additionally, ω0 and ω1 are the probabilities of each class occurrence. These
values are calculated using the following discrete probability distribution
equations
k

ω0 =

∑ pi ,

(3.3)

i =1

and
L

ω1 =

∑

pi ,

(3.4)

i = k +1

where pi is the set of pixels at a given gray level, normalized by the total number
of pixels in the image. These pixel counts are calculated using a histogram of the
image, where each pi is a bin in the histogram. It is important to note that µ0 ,1
and ω0 ,1 are functions of k. Finally, we can construct the optimization problem
with the following equation:
σb (k)2 =

[µ T ω0 (k) − µ(k)]2
,
ω0 ( k ) ω1 ( k )

(3.5)

where µ T is the total gray level mean of the image. The algorithm terminates once
σb2 has been calculated for all values of k and the value k that maximizes σb2 is
chosen as the proposed grayscale threshold. This final k value is then used to
assign each pixel in the image to a background pixel if its value is below k and to
a foreground pixel if its value is equal to or above k.
Applying Otsu’s method for insect pixel segmentation serves as a useful
baseline against which to compare the methods developed in this thesis. Otsu’s
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method, like many thresholding algorithms, works best when there is a clear
distinction of the foreground from the background. For our application, the
insects illuminated by the UV light glow brightly on the dark background of the
field. The contrast between the bright insects and dark grass allows for Otsu’s
method to find a threshold that can accurately differentiate between insect and
background pixels. An example of the effects of Otsu’s method working
effectively on fluorescent objects can be seen in Figure 3.1. Illuminated surfaces
have much higher pixel intensity values compared to non-illuminated surfaces.
Otsu’s method can take advantage of this scenario and is thereby capable of
segmenting extremely small fluorescent objects, even if the surrounding
background is much larger. Lastly, Otsu’s method also benefits from the fact that
it is an unsupervised learning algorithm, and therefore requires no annotated
data to learn the features of the foreground objects. Therefore, Otsu’s method can
be applied easily and quickly to new data sets.
Otsu’s method is a useful general tool for ideal segmentation scenarios.
However, it lacks robustness for more complex cases. For instance, in our
application it is possible for other reflective surfaces to appear in the data set
among the insects. These reflective surfaces could include dew on the surface of
the grass and leaves or plastic litter in the field. The UV light from the UAV
illuminates these surfaces and they are often classified as foreground pixels by
Otsu’s method. Additionally, insects that are not fully illuminated by the UV light
but are still visible in the video frame are not bright enough to be classified as
foreground pixels using Otsu’s method. These drawbacks make Otsu’s method a
great application for ideal data sets, but we must use more robust methods in
order to more accurately detect insects.
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Figure 3.1: Binarization of two video frames (top and bottom) using Otsu’s algorithm thresholding. a) Original frames, one without a fluorescent object and
the other with an illuminated coated boarder. b) Binarization using two different
thresholds for each frame (k = 59 for top frame, k = 119 for bottom frame). c) Binarization of the frames using the optimal threshold calculated in Otsu’s method (k
= 176).

3.2

Autoencoder
The largest challenge concerning the problem of detecting insects is the

very small size of the insect compared to the overall frame. Although the insects
glow brightly and have a unique color that stands out from the rest of the image,
designing an algorithm that can consistently find the insect pixels can be difficult.
However, we can frame the problem of trying to find a very small, but noticeable
insect as an outlier detection problem. Outlier detection is a significant current
research topic as there are many applications for detecting anomalies or finding
unusual trends in data. A popular method of detecting outliers in a data set is by
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the use of autoencoders. Autoencoders are a type of neural network structure. A
simple neural network structure uses a set of input training data to optimize a
transfer function, hw,b ( x ), between the input, x, and the output based on a cost
function. The parameters w, b consist of the weights, w, that are multiplied to
each training input samples and a bias, b which is added to the weighted sum.
This value is fed into an activation function, or “neuron”. The number of neurons
depends on the type of neural network structure, which can have a wide variety
of patterns. For example, in fully connected neural networks, there is a neuron for
each input value. There can also be multiple layers of neurons, where previous
neuron outputs are used as inputs for later layers. The layers of neurons in
between the input and output are known as the “hidden layers”. If only one
hidden layer between the input and output is used, the transfer function being
optimized becomes the output of the activation function, i.e.:
hw,b ( x ) = f (wi x + b),

(3.6)

where f (•) is the activation function. The type of activation function that we
used for the autoencoder is the logistic sigmoid function, which can be
represented with the following equation:
f (z) =

1
,
1 + e(−z)

(3.7)

where z is the input to the neuron, or the weighted sum of the inputs and the bias.
A diagram of a neural network structure can be seen in Figure 3.2. The output of
the final layer is then used to calculate the estimation error using a cost function,
and the values are backpropagated through the network until convergence is met.
Autoencoders use a neural network structure. However, instead of using
labeled training data for inputs, the network uses unlabeled training data.
Additionally, instead of learning a different output, the network instead learns to
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Figure 3.2: Diagram of a fully connected neural network with only one hidden
layer.

produce target values equal to the input. Although learning to reconstruct a data
set seems trivial, autoencoders perform this optimization in order to learn the
latent features in the data. By using fewer neurons in the hidden layer, the
algorithm is forced to learn a compressed version of the training data. The output
is the same size as the input, so the hidden layer must attempt to reconstruct the
input at the output level. The error, therefore, is the reconstruction error defined
by
E =|| x − x̂ ||2 ,

(3.8)

where x̂ is the predicted output value.
An autoencoder can be used for outlier detection using the compressed
representation of the data learned in the hidden layer. The smaller number of
neurons in the hidden layer ensures that only the most important features of the
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input can be properly reconstructed. Therefore, any outliers in the data set
typically do not appear in the output. We can apply this to image data by saying
that pixels that have outlier values will be smoothed over by the rest of the data
in the reconstruction output. Thus, any pixels with high reconstruction error can
be identified as the outlier pixels.
3.2.1

Sparse Autoencoders
Autoencoders typically rely on the hidden layer size being smaller than

the input data in order for the most significant features to be reconstructed.
Learning a latent representation can also be done by using sparse autoencoders.
Sparse autoencoders work similarly to regular autoencoders, but the neurons are
encouraged to activate less regularly than normal operation. This is done by
adding a sparsity regularizer to the cost function. The sparsity regularizer used
for our autoencoder structure is accomplished by using the Kullback-Leibler
divergence, which can be represented by
Ωsparse =

D (1)

ρ

1−ρ

∑ ρ log( ρ̂i ) + (1 − ρ) log( 1 − ρ̂i ).

(3.9)

i =1

In the previous equation, ρ̂i is the average activation of the ith neuron, ρ is the
desired average activation, and D (1) represents the neurons in the hidden layer.
The sparsity regularization term takes on a large value when the actual average
activation is very different from the desired average activation, so the term is
minimized as ρ̂i approaches ρ. As previously mentioned, the parameter ρ, also
known as the sparsity proportion, is initialized before training begins, and
decreasing values of ρ will make the autoencoder more sparse. For example, if
there are 10 neurons in the hidden layer and a sparsity proportion of 0.01 is used,
then the sparsity regularizer will encourage the average neuron output to be 0.1.
In Figures 3.3, 3.4, and 3.5, a frame with a single insect in the middle is

22
reconstructed using an autoencoder with various sparsity proportion values. As
the sparsity proportion decreases, the reconstructed image becomes more abstract
and the outlier features, like the insect, are not found in the reconstruction.

Figure 3.3: Image reconstruction with sparsity
proportion 0.05.

3.3

Figure 3.4: Image reconstruction with sparsity
proportion 0.03.

Figure 3.5: Image reconstruction with sparsity
proportion 0.01.

K-Means Clustering
K-means clustering is another method that can be used to classify pixels in

an image as belonging to various classes. Unlike Otsu’s method, it can be used for
many more applications outside of image segmentation and can be used on data
sets with more than two classes. K-means clustering classifies a set of data points
into k groups, or clusters. This method is primarily used for finding
commonalities in unlabeled data. Given unlabeled data that is organized by
feature, k-means clustering attempts to cluster together data points that share
similar features that may not be apparent when looking at the data initially. This
method has a wide variety of applications. One common use in industry is for the
purpose of market research on a product or set of products to find out if a
customer segment would be interested in a new product based on previous
purchasing history [51]. K-means also works well at distinguishing objects that
are outliers in a data set [52], as data points that are very dissimilar to the rest of
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the data will be clustered together. This is the type of application we used in this
thesis, as the glowing insects can be seen as outliers in the darker background of
the frame.
The k-means algorithm begins by initializing k cluster centroids in random
locations in the data set with N data points. The number of clusters, k, must be
selected before the algorithm begins. The distance, d(k, N ), between each data
point and each cluster is calculated as
d(k, N ) =|| x N − ck ||2 ,

(3.10)

where x N represents the data point coordinates and ck represents the the cluster
centroid coordinates. This version of k-means uses the standard Euclidean
distance to determine the distance between data points and cluster centroids,
however there is a large variety of distance metrics to choose from for this step.
Next, each x N is assigned to the cluster centroid that is closest in distance. This
can be expressed in the form
l ( x N ) = argmin{d(i, N )},

(3.11)

i =1...k

where l ( x N ) represents the label of x N . After each x N has been assigned to a
cluster centroid, the cluster centroid location is moved to the center of all the data
points that were assigned to that cluster. Using Si to denote the set of all data
points belonging to the ith cluster, ci , we can express the new cluster location as
ci =

1
x.
| S i | ∑ x i ∈ Si i

(3.12)

The process of assigning data points to the nearest cluster centroid and relocating
the cluster centroids to the center of their associated data points is repeated until
a convergence criterion is met. The most common convergence criteria are when
there are no new data points assigned to each of the cluster centroids or when a
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maximum number of iterations has been reached. An algorithmic explanation of
k-means clustering can be seen in Algorithm 1.

Algorithm 1 K-Means Clustering algorithm
Input: Unlabeled data set with N data points, x N , and M features
Output: Data set where each x N is labeled to one of k clusters, ck
1: Initialize k clusters to random locations in the data set
2: while Convergence criteria is not met do
3:
for Each cluster, ck do
4:
for Each data point, x N do
5:
d(k, N ) = ( x N − ck )2
6:
end for
7:
end for
8:
for Each data point, x N do
9:
l ( x N ) = argmini=1...k {d(i, N )}
10:
end for
11:
for Each cluster, ck do
12:
ci = |S1 | ∑ xi ∈Si xi
i
13:
end for
14: end while

One of the key problems to solve when applying k-means clustering to a
segmentation task is finding the number of clusters to initialize the algorithm.
This is often not known a priori, as there could be an unknown number of objects
in the frame or other factors that could lead to false detections with an incorrect
cluster count selection. This problem does not affect us as we already now that
we need to initialize k-means with two clusters: a foreground cluster and a
background cluster. The foreground cluster consists of the insect pixels, the
outliers of the data set that k-means attempts to distinguish. The background
cluster contains all pixels that do not belong to insects. This knowledge of cluster
count makes using k-means much easier for our application. However, a
weakness of k-means for our application is the fact that the insect pixel count is

25
extremely small compared to the background pixel count in a single frame. Each
data point that is used for k-means clustering is weighted equally, meaning that it
is possible for the large quantity of data points in the background to overshadow
the insect data points. Fortunately, k-means is a very customizable algorithm, and
there are many parameters we can adjust that can make it fit our application. One
modification we made in order to pre-process the data was applying a hue and
value threshold of the image, thereby filtering out background pixels with very
low hue and value. This is done in order to reduce the size of the very large
background cluster. Another modification we made was to perform k-means
multiple times on the same image. The pixels belonging to the cluster with the
lowest mean hue and value are discarded and k-means is performed again on the
remaining cluster. This continues until a convergence criterion is met. These
modifications are discussed in Chapter 5.
3.3.1

Silhouette Scores
K-means can be applied to any data set with a finite set of features, where

the number of features represents the dimensionality of the data clustering. For
our application, we have selected to use color channels from the
Hue-Saturation-Value (HSV) domain. We selected to use the HSV domain
because the difference between dark, black pixels and colorful, bright pixels are
more apparent using the HSV color channels. However, we needed to select the
channels in the HSV domain that can most accurately cluster insect pixels and
background pixels into separate groups. This was done by calculating the
silhouette scores for each clustering result. Silhouette scores are a metric used for
quantifying the performance of applying k-means clustering to a data set [53].
K-means performs well on a data set when all data points belonging to a cluster
are very dense around their respective cluster centroid. Additionally, k-means
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performs well when the data points belonging to a cluster centroid are also very
far away from other cluster centroids. Silhouette scores quantify these two
metrics in order to give each cluster a performance score. The HSV channels that
produce an insect cluster with the highest silhouette score were the channels
selected for this application.
The silhouette score of a cluster is calculated using the mean intra-cluster
distance, a, and the mean nearest-cluster distance, b. Because we are only using
two clusters, the nearest cluster corresponding to the insect cluster will always be
the background cluster. The cluster distances a and b can be calculated with the
following equations
a=

1
c1

∑ x i ∈ S1 | x i − c 1 | ,

(3.13)

b=

1
c2

∑ x i ∈ S1 | x i − c 2 | .

(3.14)

The variables c1 and c2 represent the insect cluster and background cluster
centroids, respectively, while the variable S1 represents the set of all data points
belonging to the insect cluster. The distance values a and b are then used to
calculate the silhouette score, s, with the following equation
s=

b−a
.
max [ a, b]

(3.15)

Higher values of s represent stronger k-means clustering results. It can be seen
from the previous equation that a maximum s value can be achieved when b  a.
Furthermore, all scores are normalized between -1 and 1 due to the fact that the
score is divided by the higher value between a and b. The calculated silhouette
scores for the possible combinations of HSV channels are listed in Table 3.1
From Table 3.1, it can be seen that the hue and value channel combination
resulted in the best scores between the insect and background clusters. In order to
gain further confirmation on the best features to select, we analyzed the result of
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Table 3.1: Silhouette scores calculated by applying k-means clustering to different
HSV channel combinations. Scores were computed for both the insect cluster and
background cluster of each combination and then added together for a final score.

HSV Channels
Hue and Value
Hue and Saturation
Saturation and Value
Hue, Saturation, and Value

Insect Score

Background Score

Total Scored

0.994
0.864
0.852
0.905

0.881
0.927
0.913
0.905

1.875
1.791
1.756
1.757

Figure 3.6: The left graph represents the known labels of the hue and value pixels
of a frame with a single insect, represented by circles. The right graph represents
the result of classifying each pixel in the frame using k-means clustering. Blue data
points represents the background pixel cluster and red data points represents the
insect pixel cluster.

two dimensional clustering on a frame from our data set to qualitatively
determine the best combination. The results of performing k-means clustering on
a single frame containing an insect can be seen in Figures 3.6, 3.7, and 3.8.
By examining the results of k-means clustering on different channel
combinations, it becomes clear that using the hue and value channels result in the
best accuracy. The hue and saturation combination managed to correctly identify
some of the outlier data points as insect pixels, however there was still a large
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Figure 3.7: The left graph represents the known labels of the hue and saturation
pixels of a frame with a single insect, represented by circles. The right graph represents the result of classifying each pixel in the frame using k-means clustering.
Blue data points represents the background pixel cluster and red data points represents the insect pixel cluster.

Figure 3.8: The left graph represents the known labels of the saturation and value
pixels of a frame with a single insect, represented by circles. The right graph represents the result of classifying each pixel in the frame using k-means clustering.
Blue data points represents the background pixel cluster and red data points represents the insect pixel cluster.
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portion of the background data cluster that was incorrectly assigned to the insect
cluster. Additionally, the saturation and value channel combination was unable to
detect any outliers as insect pixels, and instead incorrectly assigned the lower
saturation pixel values of the background to the insect cluster. The hue and value
channels were the only combination to properly identify outliers in the data set
and had the highest combined silhouette scores between the insect and
background clusters, thus we used those two channels as the input features for
k-means clustering.
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CHAPTER 4
DATA COLLECTION SYSTEM
In this chapter we describe the hardware components of the proposed
detection system. We designed the system with the assumption that insects have
been previously coated with a fluorescent pigment. It is also assumed the data
acquisition process is carried out at night with limited artificial illumination
sources other than the UV light system. Data acquisition consists of flying the
UAV over the area under study with the camera and UV light source facing
down, illuminating and filming any coated insects on the ground. Once data
acquisition is completed, the video file is downloaded from a microSD card and
used as input to the software pipeline.
4.1

System Specifications
The hardware specifications and flight performance results are vital for the

validation of the system. We must have confidence that the vehicle used to collect
data can reliably and consistently perform in field conditions. Here we evaluate
the various capabilities of our data collection system in order to ensure the
device’s feasibility for insect detection. We first highlight the specifications of
each of the components that make up the data collection system: the UAV, the UV
lighting array, and the camera and gimbal unit. Then, we perform flight
performance tests to better understand the performance and limitations of the
system.
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4.1.1

Matrice 100 UAV
The chosen UAV for this application is the Matrice 100 from DJI 1 . The

Matrice 100 model is a four-propeller UAV that is ready-to-fly off the shelf yet still
fully customizable for unique functionality (see Figures 4.1 and 4.2). The
specifications of the custom payload that is attached to the base of the UAV is
discussed in later sections of this chapter. The Matrice 100 comes with a camera
and gimbal unit that is used for video data collection. The gimbal is connected to
the inertial measurement unit (IMU) on the UAV, and uses the sensor data to
maintain stable video recording.

Figure 4.1: Matrice 100, equipped with
Zenmuse X3 camera and gimbal unit
and a UV light system.

Figure 4.2: Close-up view of the bottom
of the UAV. The blue circle denotes the
camera and the red rectangle indicates
the UV LED array.

A benefit of the Matrice 100 is the extended flight time compared to other
typical UAVs. Although heavier than many other commercial UAV’s, the Matrice
100 is able to fly for long periods of times even with an additional payload. Long
1 https://www.dji.com/ca/matrice100
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Table 4.1: Comparison of flight duration capabilities for top-of-the-line commercial
UAVs. All hovering times are listed assuming no payload and maximum battery
size. All weights listed assume no gimbal and camera are attached.

UAV Model
Phantom 3 SE
Inspire 2
Phantom 4 Pro
Phantom 4 Advanced
Mavic 2 Pro
Matrice 100

Hover time (minutes)

Weight (g)

25
27
30
30
31
33

1236
3440
1388
1368
1050
2431

flight duration capability is crucial for this project due to the large size of
agricultural fields. In order to consider the data collection system feasible, it must
be able to successfully record footage over large areas of land. A comparison of
maximum hovering times for various UAVs can be seen in Table 4.1.
Furthermore, the Matrice 100 can be equipped with an additional battery
compartment kit. The battery compartment kit allows for a second UAV battery
with the same capacity of the primary battery to be connected to the Matrice 100.
The additional battery can greatly increase maximum flight duration. In section
4.1.4 we test the maximum flight mission time when the Matrice 100 is equipped
with a custom payload.
Another specialty of the Matrice 100 is how customizable the platform is.
The Matrice 100 can be equipped with an expansion bay kit that allows for
countless payload configurations and loadouts. For our application, the
expansion bay kit is used to secure the UV lighting array to the base of the UAV.
Additionally, the Matrice 100 contains multiple onboard port connections that can
be used for various peripherals to be connected. The Matrice 100 includes dual
parallel CAN and CAN1 ports for communicating with other DJI products that
can be connected to the UAV as well as UART ports for third party components.
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Both types of communication protocols allow for a wide variety of potential
peripherals that can be added to the UAV for custom applications. On the
software side, the Matrice 100 allows for customizable flight planning using the
DJI Ground Station (GS) Pro application for iOS devices 2 . The iOS device we use
to access the GS Pro app is an iPad. The GS Pro app can be used to with the
standard DJI remote controller to operate the Matrice 100 at the UAV-standard 2.4
GHz frequency and is capable of 5 km distance communication. The app also
provides video downlink from the Matrice 100 camera in order to give first
person perspective view from the UAV displayed on the iPad. Most importantly,
the GS Pro app provides flight mission planning capabilities which can configure
a predetermined flight path with customizable parameters such as UAV speed
and altitude. Figure 4.3 shows the standard interface used to plan the mission
and adjust the flight parameters. This easy to use interface allows for simple
automation of UAV flight without the need for more complex programming
systems, such as ROS.
4.1.2

UV Lighting Apparatus
The ultraviolet illumination system is attached to the bottom frame of the

UAV and can be controlled by a remote transmitter. The individual UV lights
consist of high-powered violet LEDs from LED Engin with a wavelength of
395 nm. The associated manufacturing part number for the violet LEDs is
LZ4-40UB00-00U5. Each LED is encapsulated by a narrowing lens that focuses
the light emitted by the LED. The focusing lens’s manufacturing part number is
LLNS-2T06-H. The lights are attached to a 12.7 x 30.5 cm aluminum heatsink and
a set of four 3.7V Li-ion batteries with 3400mAh capacity to supply power to the
UV lights. The power source is controlled with an RF remote control relay switch
2 https://www.dji.com/ca/ground-station-pro
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Figure 4.3: Screenshot of the DJI GS Pro app used for mission planning and tuning
flight parameters. The blue box represents the flight path that was determined
before the flight and the green box represents a few of the parameters that can be
modified.

fastened between the heat sink and the battery pack, allowing for an individual to
turn the UV lights on or off while the UAV is airborne. The UV lighting array was
constructed by Scott Wolford of the USDA’s Appalachian Fruit Research Station
in Kearneysville, WV. The light system is secured to the bottom of the UAV using
four fastening screws so that the UV lights are pointed downward. A closer look
at the UV LED array can be seen in Figure 4.4.
When adding custom payloads to a UAV, it is important to consider the
center of gravity for stability. Before conducting any data collection tests, we
needed to ensure the flight performance is not hindered by the attachments
added to the base of the drone. Design choices were made to reduce the effect
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Figure 4.4: The various components that make up the UV LED lighting array.

that an added load would have on the center of gravity. Firstly, the UV LED array
is installed in the center of the vehicle’s body frame, which corresponds to the
pivot point of the pitch, roll, and yaw motions. This layout improves flight
dynamics and stability, as it reduces the moment of inertia caused by the weight
of the system. Additionally, the UV lighting fixture was designed so the length is
much greater than the width. The LED array is secured so the longer dimension is
perpendicular to the front of the UAV. This was done because the UAV will
always fly in a constant forward direction. During the mission, the UAV does not
move laterally, so displacing the weight of the attachment from the front and back
ends of the UAV and adding more weight to the sides is an optimal solution.
Loading too much weight onto the front or back of a UAV that only moves in the
forward direction could cause stability issues.
The diameter of the UV light’s projection onto the ground is a crucial
variable to calculate for the data collection system. The data collection system
scans the entire testing field to collect footage of illuminated insects by flying
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along parallel rows. However, the insects are only visible in the footage when
exposed to the UV light from the drone. Therefore, the diameter of the UV light
must be determined in order to calculate the distance between the rows of the
UAV flight path. The projection of the individual UV LEDs is in the shape of a
circle, so the projection of the entire array consists of ten circular projections from
the ten individual LEDs fixed on the metal heatsink. The distance of the UV lights
from the ground is much larger than the distance between the individual UV
lights on the fixture. Therefore, we assume the distance between individual UV
lights is negligible and we calculate the light projection diameter as a single beam
projection. The projection diameter of a single light beam can be calculated with
the following equation:
db = 2h · tan(

θb
),
2

(4.1)

where db is the diameter of the projection, h is the distance of the light from the
projection surface, and θb represents the beam angle of the light source. Both h
and θb are already known prior to solving for db . The distance from the light
source to the projection surface is assumed to be the same as the altitude of the
UAV, which was determined to be 10 m in Section 4.2.3. The beam angle is known
from the specification sheet of the focusing lens, which was determined to be 14°.
Figure 4.5 represents a diagram of the system and the definitions of the variables
from Equation 4.1. After applying these values to the equation, the resulting
projection diameter of the UV LED array is 2.46 m.
4.1.3

Camera and Gimbal
The Zenmuse X3 is the camera and gimbal unit used for our system 3 . The

Zenmuse X3 is an all-in-one camera and gimbal tool that can produce videos with
4096 x 2160 pixel resolution and provides 3-axis movement stability. The gimbal
3 https://www.dji.com/ca/zenmuse-x3
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Figure 4.5: The variables with respect to the UAV system. Due to the camera’s
wide FOV, the UV light will always be seen in the video recording.

allows for the operator of the UAV to remotely control the direction the camera is
facing. Before the data collection begins, the gimbal is initialized to point
downward, always remaining perpendicular to the ground. The 3-axis stability
and vibration dampeners allow for clear, non-blurry footage to be collected while
the UAV is in motion. All footage collected during testing is saved onto a
microSD card within the camera. The storage capacity of the microSD is 32
gigabytes. The camera of the Zenmuse X3 is able to process video at a bitrate of
60 Mbps, allowing for approximately 72 minutes of video to be recorded on the 32
GB microSD card.
A crucial specification that is intrinsic to the Zenmuse X3 camera is the
pixel per meter resolution. Similar to the UV light projection diameter, this value
will vary with different UAV altitudes. We will again use 10 m as the height for
this calculation due to the fact that 10 m is determined to be the optimal UAV
altitude in Section 4.2.3. In order to calculate the pixel per meter resolution, we
first calculated the horizontal distance in meters that the camera captures when
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the UAV is flown at 10 m, which can be done using the following equation:
d
x=h ,
f

(4.2)

where x represents the horizontal length of the frame in meters, h represents the
distance of the camera from the ground, and d and f are the camera’s horizontal
sensor size and focal length, respectively. Both d and f are taken from the
Zenmuse X3 specification sheet. The horizontal sensor size is 6.17 mm and the
focal length is 5 mm. The resulting horizontal distance, x, is calculated to be
12.34 m. We then use this horizontal distance and divide by the horizontal pixel
resolution of the image captured by the camera, which is 4096 pixels. This value
results in the horizontal pixel per meter resolution, which is 3.013 mm/pixel. By
taking the inverse of this value and converting to meters, we end with 331.89,
which is our pixel per meter camera resolution.
4.2

Hardware Testing
The advantage of adding customizable payloads to the Matrice 100

requires further validation to ensure the payload does not have any detrimental
effects on data collection. Additionally, the hardware detailed in the previous
section consists of many parameters that can be modified for optimal data
collection. In this section, hardware tests are conducted to model the capabilities
of our data collection system and to determine flight parameters that will
produce optimal data for insect detection algorithms.
4.2.1

UAV Tests
The Matrice 100 is an off-the-shelf UAV that was designed for customized

applications. As we customize the system with an additional payload (the UV
lighting system), we need to validate the effects of the payload onto the
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performance of the UAV. We performed tests of the UAV’s maximum flight
duration, pitch angle, and stability in order to model the capabilities of the
Matrice 100 and the additional payload for data collection.
Maximum Flight Duration
When equipped with a custom payload, it is important to evaluate the
performance of the UAV to ensure that the system is capable of carrying out the
data collection process with the additional payload. In this section, we discuss the
results of the various UAV performance tests that were conducted, specifically
testing the maximum flight duration, the optimal flight speed, and the stability of
the UAV.
The additional weight being added to the Matrice 100 includes two TB48D
batteries, an additional battery compartment, the UV lighting array, and the
camera and gimbal unit. The total additional weight of these components is
2,187g, thereby nearly doubling the weight of the Matrice 100. Due to this drastic
increase in aircraft weight, a flight duration test has been conducted to determine
a more accurate maximum flight time. Flight duration is typically calculated
using the maximum time a given UAV can hover in a stationary position before
needing to land. However, because our application involves constant UAV
motion, we conducted a maximum flight duration test to determine the
maximum flight time assuming the UAV is in constant motion. Additionally, the
UAV camera and gimbal unit was used to record footage during the test. The
camera draws power from the Matrice 100 batteries, so power depleted for the
video recording task of data collection was taken into consideration. The UAV
was flown in a square pattern, in which each side of the square is approximately
20 meters in length. A diagram of the path the UAV follows is shown in
Figure 4.6. The UAV flies at a constant speed of 1 m/s in order to match the speed
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Figure 4.6: Flight path of the Matrice 100 while conducting the maximum flight
time test. UAV takes off at the green ’S’ and travels clockwise.

that will be used for full scale data collection. The Matrice 100 is equipped with
low battery return-to-home functionality, meaning that once a low battery level
threshold is reached the UAV returns to the initial takeoff point and lands. This
return-to-home protocol cannot be disabled by the user and is only triggered once
the battery level is depleted to a point which may affect the safe return of the
UAV. Because of this, we decided that using the low battery return-to-home
protocol would be useful to determine the Matrice 100’s maximum flight time.
The test concludes once the Matrice 100 enters the return-to-home protocol and
therefore is unable to fly any longer.
The UAV was tested using both load and no load configurations in order
to evaluate how much flight time decreases with additional weight. The load
configuration consists of all attachments previously mentioned that will be used
for the data collection process, totalling a payload weight of 2,187g. The no load
configuration includes the camera and gimbal unit and both TB48D batteries, but
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excludes the UV LED array, for a total payload weight of 998g. When the
maximum flight time tests were conducted, there was a wind speed of 18 km/h
for the no load test and a wind speed of 20 km/h during the load test. The
resulting time for the flight duration was 27 minutes and 34 seconds for the no
load configuration and was 17 minutes and 49 seconds for the load configuration.
The additional weight of the load configuration resulted in a 10 minute decrease
in total flight duration, which is equivalent to a duration decrease of 35.37%.
Although this is a significant decrease, a maximum flight duration of 17 minutes
and 49 seconds is sufficient for the data collection performed in this thesis.
However, decreasing the weight of the payload would be necessary for the
system’s capability to cover larger fields.
Pitch Angle Test
In order to move forward, the nose of the UAV tilts downwards slightly to
generate forward momentum. The angle that the UAV tilts with respect to
stationary hovering is known as the pitch angle. When flying at higher velocities,
the UAV experiences a larger pitch angle. The gimbal that holds the camera stable
during flight is not affected by this pitch angle, however the UV lighting array
that is fastened to the base of the UAV is affected. The diagram of the data
collection system in Figure 4.5 also shows the affect that pitch angle has on the
UV light projection. Greater pitch angle results in the projection being further
away from the center of the video frame. In the following experiments, we
collected pitch angle data of the Matrice 100 as it was flown at different velocities.
The DJI GS Pro app can initialize a constant flight speed for the duration of
the flight. This flight speed ranges from 1 m/s to 15 m/s in increments of 0.1 m/s.
We conducted experiments using velocities ranging from 1 m/s to 5 m/s in
increments of 0.5 m/s. We analyze the pitch angle that the UAV experiences at
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Figure 4.7: The pitch angle of the UAV flown at 1 m/s over a distance of 45m.

Figure 4.8: The pitch angle of the UAV flown at 3 m/s over a distance of 45m.

various velocities using the Matrice 100 flight logs. The UAV was flown a
distance of 45 m in a straight line at different velocities in order to collect pitch
angle data. The pitch angle data was extracted from the Matrice 100 flight logs,
which collects and stores UAV IMU data. The Matrice 100’s IMU records all
change in pitch, roll, and yaw angles when the UAV is in motion. The sampling
rate of the Matrice 100 IMU is 30 Hz. The results of the 1 m/s, 3 m/s, and 5 m/s
tests can be seen in Figures 4.7, 4.8, and 4.9, respectively.
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Figure 4.9: The pitch angle of the UAV flown at 5 m/s over a distance of 45m.

A large decrease in pitch angle can be seen in the beginning of each test as
well as a large increase in pitch angle near the end of the test. This is because the
UAV is stationary at the beginning of the test, and the sudden increase in forward
velocity from a stationary position causes a sharp decrease in pitch angle before
stabilizing. Likewise, as the UAV approaches the end of the path, it begins to slow
down. This causes an increase in pitch angle as the front of the UAV tips upwards
in order to slow down movement. In order to compensate for these outliers, we
extracted the most stable portion of each of the tests. This was determined to be
in between the 3 and 7 seconds mark for all of the trials. The pitch angles for each
velocity during the stable section of the flight can be seen in Figure 4.10. As the
results show, once the UAV reached constant velocity, the magnitude of the pitch
angle is small for all testing velocities between 1 m/s and 5 m/s. The range of the
pitch angles for this period of time was between -8°and 4°. It was calculated in
[54] that there needs to be a pitch angle of 16°or less in order for there to be
sufficient overlap between the UV light projection and the camera frame. All
pitch angles of the UAV measured in this test fall well within the necessary
requirement of less than 16°. Therefore, we can conclude that all velocities of the
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Figure 4.10: The pitch angle of the UAV at various velocities during the period of
least acceleration for each velocity test.

Matrice 100 up to and including 5 m/s do not result in consequential UAV pitch
angles.
Stability Test
To verify that the payload attachment has minimal effect on flight
performance, a UAV flight stability test was conducted. Once again, both load
and no load configurations were tested in order to examine the effect of the
attachments. Like the maximum flight duration test, the load configuration
includes all attachments used for the data collection process: two TB48D
batteries, additional battery compartment, UV LED light array, and the camera
and gimbal unit. The total payload weight to the UAV is 2.187 g. The no load
configuration includes all attachments from the load configuration with the
exception of the UV LED light array, totalling 998 g in payload weight. The
stability test was performed by allowing the UAV to hover for two minutes as
stability metrics were recorded. The wind speed during the data collection
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Figure 4.11: The roll, pitch, and yaw displacement of the UAV as it hovers in a
stationary position. This data represents the no load test configuration.

process was approximately 13 km/h.
Similar to the pitch angle test, the data used to evaluate the stability of the
UAV were the flight logs generated by the IMU within the Matrice 100. We were
able to extract these flight logs from the Matrice 100 and use that data to plot
stability metrics. If the UAV shows minimal change in pitch, roll, and yaw angles
while hovering in the load configuration, we can conclude that the Matrice 100
will be able to function properly with these attachments.
The stability data collected shows similar performance between both
payload configurations. Both configurations had angular displacements between
-3.5 and +1.5 throughout their entire test. To quantify the performance of each
payload configuration, we calculated the mean displacement and
Root-Mean-Square (RMS) Error for each movement axis, which are shown in
Tables 4.2 and 4.3. The RMS error is a metric used to determine the spread of
measured values around the average value. The equation for the RMS error is
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Figure 4.12: The roll, pitch, and yaw displacement of the UAV as it hovers in a
stationary position. This data represents the load test configuration.

given by
r
ERMS =

∑in=1 (ŷi − y)2
,
n

(4.3)

where y is the initial value of the roll, pitch, or yaw and ŷi is the value of the roll,
pitch, or yaw for each of the n samples. The mean displacement results show that
the displacement for all movement axes are, on average, within 1° of the initial
axes position. Additionally, the RMS error is very small for all movement axes
and both configurations, with an error as low as 0.34 and only as high as 1.90, for
yaw and pitch RMS error, respectively. Although roll RMS error increased by
1° in the load configuration, this is still an acceptable RMS error that will have
minimal impact on the flight. For our operation, the UAV will not be moving
laterally, so an increase in roll RMS error will not be detrimental to the overall
performance of the vehicle. Therefore, both of these metrics allow us to conclude
that the UAV is able to operate stably with the payload attachment.
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Table 4.2: The mean error for each of the UAV’s movement axes. Includes results
for “No Load” and “Load” configurations.

Configuration
No Load
Load

Mean Roll Error (°)

Mean Pitch Error (°)

Mean Yaw Error (°)

-0.59
0.40

-0.21
-0.09

-0.03
0.07

Table 4.3: The RMS error for each of the UAV’s movement axes. Includes results
for “No Load” and “Load” configurations.

Configuration
No Load
Load

4.2.2

Roll RMS Error (°)

Pitch RMS Error (°)

Yaw RMS Error (°)

0.84
1.90

0.71
0.63

0.37
0.34

Experimental Evaluation of Camera ISO and Shutter Speed
Due to the low-light environment, it is important to collect the data with

the optimum camera parameters. The Zenmuse X3 camera has an adjustable ISO
video recording range of 100 to 3200 ISO. ISO is a camera setting that can be
modified in order to adjust a camera’s sensitivity to light . Selecting higher ISO
values to use for data collection results in much brighter video frames, however
high ISO values are also associated with more image noise. Typically high ISO
values can be compensated with longer exposure times, which is controlled using
the camera’s shutter speed. This parameter is also adjustable on the Zenmuse X3
camera, and can range from 8 s to 1/8000 s. If we were to have a longer exposure
time, and therefore a slower shutter speed, the noise captured in the video
recording would significantly decrease. Additionally, slower shutter speeds allow
for more light to enter the camera’s sensor, producing images with more
brightness. For our data collection purposes, we need to use the camera
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parameters that allow us to capture footage with minimal noise and maximize the
brightness of the insect color. Maximizing the ISO value setting and using the
longest camera shutter speed will result in the brightest image, however these
settings are only feasible if taking still pictures. The UAV will be in constant
motion during data collection, so we must limit the motion blur that is present in
the video sequence. Using higher ISO values requires longer shutter speeds in
order to minimize image noise, however the longer shutter speeds also produce
much more blur. In order to find the ideal combination of ISO value and shutter
speed, we conducted camera parameters testing to select the optimal values.
ISO Value Determination
We began our camera parameter testing by first finding one or two ideal
ISO values. The Zenmuse X3 camera is capable of supporting ISO values from
100 to 3200 for video recording, however each ISO value is double the amount of
the previous ISO value. For example, the three lowest ISO values are 100, 200,
and 400. We began by testing each of the ISO values to see if insects were able to
be visually identified in the footage while the UAV flies over a group of insects at
10 m altitude. The UAV is flown at 10 m because that was the optimal altitude
determined in Section 4.2.1. We determined that the three highest values (800,
1600, and 3200) were the only values capable of producing footage that was
bright enough to show visible insects at this height. Figure 4.13 shows the results
of recording a group of insects at the lower ISO values. As seen in the figure, the
insects are unable to be seen in the footage until an ISO value of 800 is used.
Next, we record footage of the UAV flying over a group of insects and
analyze the quality of the data collected with various ISO values. This data
collection was done by flying the UAV at 1 m/s over two groups of three insects.
All data recorded for those tests were done with a shutter speed of 1/25 s, as that
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Figure 4.13: A group of insects being recorded with ISO values from 100 to 800.
The green box denotes the location of a dimly lit group of insects seen in the 800
ISO footage.

would result in the brightest footage. We evaluated the data collected by
applying Otsu’s method to the video footage. Otsu’s method is a commonly used
algorithm for object segmentation from a dark background. If Otsu’s method can
produce correct segmentation of the insects from the background, then the ISO
values used for those data sets would be viable ISO values to use for full scale
data collection. After collecting data with ISO values of 800, 1600, and 3200, the
result shows that only 1600 and 3200 ISO values could produce footage capable of
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Figure 4.14: A frame from a data set collected with 3200 ISO value and 1/25 s
shutter speed. Green boxes denote insects and red boxes denote objects that
generate false positives.

Figure 4.15: Another frame taken from
a data set collected with 3200 ISO value
and 1/25 s shutter speed. The reflective
surfaces have identical color characteristics to illuminated insects.

segmenting clear insects using Otsu’s method. There were no insect detections in
the 800 ISO value footage.
Shutter Speed Determination
The next step in determining optimal camera parameters was finding an
ideal shutter speed and ISO value combination. Now that we narrowed down the
viable ISO value options to 1600 and 3200 ISO, we test various shutter speeds
with each ISO value to determine the best combination for data collection. Similar
for the ISO value testing, we tested the camera parameters by flying over two
groups of three insects at a speed of 1 m/s. The shutter speeds that were used for
data collection with 1600 ISO were 1/25 s, 1/40 s, and 1/60 s. The shutter speeds
that were used for data collection with 3200 ISO were 1/40 s, 1/60 s, and 1/80 s.
We did not use 1/25 s shutter speed for the 3200 ISO data set because it was
apparent in the initial ISO value validation test that using the slowest shutter
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Table 4.4: Precision results when applying various ISO value and shutter speeds
for data collection.

ISO Value

Shutter Speed (s)

1600
1600
1600
3200
3200
3200

1/25
1/40
1/60
1/40
1/60
1/80

Precision
0.301
0.236
≈0
0.248
0.282
≈0

speed with 3200 ISO resulted in more background objects with reflective surfaces
being visible in the video. These objects share similar color characteristics to the
insects when illuminated by the UV light. This can cause many false positives in
the insect detection algorithm while the object is visible in the frame. A frame of
the footage extracted from the test using 3200 ISO and 1/25 s shutter speed that
highlights the objects that generate false positives can be seen in Figures 4.14 and
4.15. Instead, the next fastest shutter speed after 1/60 s is used for 3200 ISO
testing. Much like the previous test, we again apply Otsu’s method to the
collected footage to determine the quality of the data. However this time we
calculate the precision of Otsu’s method on each data set. Precision is a metric
used to determine the accuracy of an object detection algorithm, which is further
discussed in Section 5.1.1. The settings that generate the highest precision using
Otsu’s method determine the camera parameters that we will use for full scale
data collection. The results can be seen in Table 4.4. As seen from the results,
using 1600 ISO and 1/25 s shutter speed produces the highest precision from
Otsu’s method, so we use those camera parameters for data collection.
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4.2.3

Experimental Evaluation of Image Acquisition Parameters
Determining optimal camera parameters is important for collecting data

with clear insects that can be easily detected. However, there are other system
parameters that have great effect on the capabilities of data collection using the
Zenmuse X3 camera. These system parameters include UAV altitude and velocity.
Both of these values need to maximized in order to cover the largest amount of
field as possible before the Matrice 100 batteries are depleted. Unfortunately,
increasing UAV altitude results in the insects in the video appearing much
smaller and therefore harder to detect. Similarly, increasing UAV velocity causes
more motion blur to appear in the video, also making the insects much harder to
detect. In this section, we conduct experiments to maximize the UAV altitude and
velocity parameters while also validating that insects are able to be accurately
detected with these parameters.
Maximum Altitude Test
The altitude of the UAV is an important flight parameter to optimize
because higher altitudes would result in more area of land that the camera and
the UV light can cover. However, higher altitude also results in greater difficulty
in detecting insects on the ground. Additionally, the UV light is dimmer as it
travels further distances, meaning that insects coated in the flourescent powder
will glow less bright and thereby making the insects more difficult to detect in the
video. A test was conducted to determine the optimal altitude we will use to
collect data. The test involved hovering the UAV at an initial altitude of 8 m while
recording footage of a group of an insect below. The UAV then slowly climbed
until it was determined the insects can no longer easily be seen in the frame. The
test was done at night using UV light illumination, similar to how data will be
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Figure 4.16: Video of an
illuminated insect from
9 m altitude.

Figure 4.17: Video of an
illuminated insect from
10 m altitude.

Figure 4.18: Video of an
illuminated insect from
11 m altitude.

collected in full scale testing. Figures 4.16, 4.17, and 4.18 show the results of
recording an insect at various altitudes.
It can be seen from the figures that an insect can be seen at all three
altitudes and the size of the insect decreases as the UAV climbs higher. Although
the insect is still slightly visible at 11 m, the insect is very dimly lit and is very
difficult to see in the frame. Additionally, the UAV will be moving while data is
being collected, therefore even slight motion blur will make the insect impossible
to see in the frame. Due to these reasons, we selected 10 m as the optimal altitude
for UAV data collection. After determining the UAV altitude, we then analyzed
the size of the insects in pixel units at 10 m altitude based on the camera
resolution. The resolution of the video recording was 4096 x 2160 pixels. When
flown at 10 m, the average width of the insect was 7.8 pixels and the average
length was 14.6 pixels. The standard deviation of these values was 2.7 in width
and 5.0 pixels in length.
Maximum Velocity Test
Although the previous tests in Section 4.2.1 show that UAV speeds up to
5 m/s would provide acceptable pitch angle of the UAV, further testing was done
to examine the effects of motion blur at various velocities. To determine the effects
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of motion blur, we recorded footage of the UAV flying over a group of three
illuminated insects at night using various velocities. The video was recorded
using the optimal camera settings determined in Section 4.1.3. Motion blur often
causes small objects to appear darker and blend in with the background in
footage. In order to determine the effect the motion blur has on the data collected,
we compared the average hue and value channels of the pixels belonging to
insects to the hue and value channels of pixels belonging to the background. Hue
and value are the two key color channels that are discussed later in this thesis
used to differentiate insect pixels from the rest of the background. Hue and value
channels are also much higher in pixels that are bright, so we quantify the effect
of the motion blur by subtracting the average hue and value channels of the
background from the average hue and value channels of insects.
It was determined through preliminary testing that using UAV velocities
higher than 2.5 m/s produced footage that had no visible insects. This was due to
the small insect size and the low frame rate (approximately 24 frames per second)
that is intrinsic to the camera. This shows the greater effect that motion blur has
due to increased velocity compared to the pitch angle created by increased
velocity. Because of this, the following velocities were used to test the effects of
motion blur: 1 m/s, 1.5 m/s, 2 m/s, and 2.5 m/s. The results of the motion blur
effect for each UAV velocity can be seen in Tables 4.5 and 4.6. As shown by the
data, the hue and value difference between insects and background is much
higher when the UAV is flown at 1 m/s compared to the other velocities.
Additionally, the difference between insects and background does not vary much
for data collected at 1.5 m/s and above. Although it would be ideal to scan the
test field at higher velocities for efficient data collection, the ability to accurately
detect insects in the footage takes priority. Due to the higher quality of data being
collected with the UAV flying at 1 m/s, we selected 1 m/s as the optimal speed
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Table 4.5: Difference between average insect hue and average background hue
channels at various UAV velocities.

Velocity (m/s)

Insect Hue

Background Hue

Difference

% Difference

227.59
207.69
203.41
205.29

183.13
182.37
183.31
181.62

44.46
25.32
20.1
23.67

21.65
12.98
10.40
12.24

1
1.5
2
2.5

Table 4.6: Difference between average insect value and average background value
channels at various UAV velocities.

Velocity (m/s)

Insect Value

Background Value

Difference

% Difference

78.62
59.34
47.91
48.91

31.75
25.20
25.20
22.63

49.87
31.06
22.71
26.28

84.93
80.77
62.13
73.47

1
1.5
2
2.5

for full scale data collection.
4.2.4

UV Light Tests
It is important to ensure the UV light emitting from the UV LEDs remain

bright throughout data collection. The UV LEDs are powered separately from the
rest of the UAV, as four 3.7V Li-ion batteries are used to supply power. However,
the UV LEDs gradually dim as the Li-ion batteries are depleted. Here, we
examine the relative brightness of the UV beam as a function of time. This was
done by hovering the UAV stationarily above a single insect on the ground. The
UAV recorded video data of the insect below as the UV light remains on for a
duration of 15 minutes. The video data was then processed by extracting the
pixels from the insect and averaging the insect’s value channel data over each
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Figure 4.19: The value channel of an illuminated insect averaged for each second
of a 15 minute video.

second of the video. The results are seen in Figure 4.19.
The results show that the value channel of the insect varies minimally
throughout the test. There is some slightly more deviation near the end of the
video, however the overall variance to the mean is very small The mean of the
insect’s value was 0.30 for the duration of the flight and had a variance of
5.14 × 10−5 . This consistent insect value throughout the video serves as
confirmation that the brightness of the UV light does not dissipate by any
significant amount over long periods of activity.
4.3

Flight Path and Test Fields
Along with testing the system specifications for optimal data collection, it

is crucial to partake in careful mission planning and procedures for the data
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collection process. The UAV system will be used in fields in order to detect live
insects, therefore careful measures have been taken to ensure that data collection
in testing is consistent with the potential live insect detection procedure in real
field conditions. The UAV is controlled with a DJI remote controller specifically
made for the Matrice 100 and is connected to an iPad that uses a ground station
application for automated flying. This allows us to collect data in a dependable
manner and without additional inconsistent human control. In this section, the
focus will be on the test fields selected for experimentation and the flight path
configured prior to test flights.
4.3.1

Flight Path Configuration
To ensure that all flight tests are performed in a similar pattern with

minimal human error, we use the DJI GS Pro app to prepare a flight pattern for
the UAV prior to the experiments. This tool provides flexible mission planning,
allowing many parameters to be initialized such as flight speed, flight altitude,
and corner rounding radius. We first determine the flight path of the UAV in
order to ensure that the total area of the testing field is captured on footage from
the UAV camera.
We used the WayPoint Route mission type for scanning the field. This
mission type uses a simple tap-to-mark method to select the locations to which
the UAV should fly. Once the flight begins, the UAV travels to each waypoint in
the order that they were placed at an initialized speed and altitude. The waypoint
coordinates are calculated and configured in the app prior to flying the UAV for
data collection. We calculated the coordinates by determining the bounds for the
UAV flight pattern for a given area of land. This is done by calculating a
theoretical box that the UAV will scan row by row or column by column so the
entire area of the field has been recorded with the UAV camera. Rows represent
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latitudinal movements and columns represent longitudinal movements. It is
assumed that all insects in the field will be located within this box. The
coordinates of the most southwest corner of the box is chosen as the takeoff point
and the most northeast corner as the landing point.
In Section 5.1, we discuss croppping the video data captured by the UAV
to a smaller size. The horizontal distance that the smaller cropped video covers is
2.17 m, and is therefore the minimum distance needed between each UAV path.
The minimum distance was converted to GPS units, assuming that 1 m is
equivalent to a difference in GPS coordinates of 9.0909 × 10−6 . Converting the
minimum meter distance to GPS distance shows that each row or column in the
flight path needs a difference of 1.9718 × 10−5 in the respective longitudinal or
latitudinal coordinates.
After establishing the boundaries of the testing field, the start (most
southwest corner of the field) and end (most northeast corner of the field)
coordinates are used to calculate the number of rows or columns needed to scan
the field. First, we determine whether the UAV should travel latitudinally in rows
or longitudinally in columns based on the dimensions of the field. If the
difference in latitude between the start and end point is greater than the
difference in longitude, then the field is scanned by the UAV in rows, and the
field is scanned in columns if the opposite is true. Next, the first waypoint
coordinates are determined by adding an offset of 1.9718 × 10−5 to the latitude
and longitude of the starting point coordinates. If the UAV travels along rows, the
equation for waypoint calculation can be characterized as
xk+1 = mod ( xk + e, xmax ),

(4.4)

yk+1 = yk + b xk /xmax c ∗ e,

(4.5)
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where xk are the latitudinal waypoint coordinates for k columns, yk are the
longitudinal waypoint coordinates, and e is the offset value of 1.9718 × 10−5 . If xk
is equal to xmax , then yk+1 is incremented by the e offset. If the UAV travels along
columns, then the definitions of xk and yk are swapped. Examples of UAV flight
paths using both rows and columns can be seen in Figures 4.20 and 4.21.

Figure 4.20: UAV flight path when the
field is longer than it is wide. With
these dimensions, the field is scanned
in columns.

4.3.2

Figure 4.21: UAV flight path when the
field is wider than it is long. With
these dimensions, the field is scanned
in rows.

Test Fields
Due to regulatory restrictions and local weather conflicts, opportunities for

testing the system with ideal conditions at night are limited. We were able to
procure a waiver from the Federal Aviation Administration that allows us to
conduct nighttime flights in designated testing locations. The testing locations
were Mitchell Park and a field on Marquette University’s campus, both located in
Milwaukee, WI.
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The Marquette University field is smaller than the Mitchell Park field due
to tress scattered in the field. The area of the field used for insect placement and
data collection is approximately 575 m2 . Two data sets were collected using the
Marquette University field. One data set was collected on September 6, 2018 and
will be referred to as the S EPTEMBER data set, while the other set was collected on
November 8, 2018 and will be referred to as the N OVEMBER data set.
Environmental conditions that were measured on the respective date of the
testing can be found in Table 4.7. For the S EPTEMBER data set, we placed 36 dead
BMSB insects in the grass of the field. All insects were placed individually in six
rows of six insects, separated from the next closest insect by a distance of 3 m. The
S EPTEMBER data set was regarded as the “ideal scenario” due to the field
conditions on the day of testing. The grass in the Marquette field is kept short,
only a few inches in length. Additionally, the grass was very dry and had few
reflective surfaces. In the N OVEMBER data set, we placed 40 dead BMSB insects in
the field. The insects were separated again by a distance of 3 m, however the
pattern was eight rows of five insects. The N OVEMBER data set was substantially
more difficult for insect detection compared to the S EPTEMBER data set. Although
the grass length and dryness were similar, there were many leaves scattered
among the grass. These leaves shared similar color characteristics with the dimly
lit insects. The layout of both data sets can be seen in Figures 4.25 and 4.26.
Neither of the S EPTEMBER and N OVEMBER data sets contain GPS measurements
of insects. Therefore, the data sets were evaluated based only on the insect
detection algorithm.
Mitchell Park contains a large amount of grassy space to replicate typical
field conditions. Additionally, the field has limited lighting around the edges of
the field, making the center of the field very dark and optimal for night testing.
The area of the field that is used for testing spans 3000 m2 . The data was collected
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Figure 4.22: A sample image taken
from the S EPTEMBER data set. One illuminated insect can be seen in the middle of the frame

Figure 4.23: A sample image taken
from the N OVEMBER data set. One illuminated insect can be seen on the right
side of the frame among the leaves.

on June 2, 2019 and a list of environmental conditions that were measured on that
day can be found in Table 4.7. There were 100 dead BMSB insects that were
scattered individually and in groups across the testing area. The data collected
from Mitchell Park will be referred to as the M ITCHELL data set. The M ITCHELL
data set is the most difficult of the three data sets. The grass in the field varied
greatly, from a few inches to about a foot in length in some areas. Additionally,
most of the grass was wet and reflective due to rain from the previous day. Figure
4.27 shows the layout of the insects placed in the field. As seen in Figure 4.27, the
testing area was divided into 5 sections where each section had a specific insect
group size. This was done in order to ease the process of annotating the video
data after it was collected. The illuminated insects emit a glow that makes it
difficult for a human annotating the data to determine the number of insects in a
group. Dividing the testing field by insect group size allows for much more
accurate video annotation. Lastly, GPS coordinates of each of the insects were
measured in the M ITCHELL data set in order to evaluate the accuracy of the insect
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Figure 4.24: A sample image taken from the M ITCHELL data set. Three illuminated
insects can be seen within the frame.

location mapping algorithm.
4.3.3

Data Collection Procedure
A data collection procedure was created in order to provide consistency

between various tests and to ensure safe operation of the UAV. The data collection
procedure begins by measuring the environmental conditions of the testing field.
The wind speed of the testing field was measured using the HoldPeak Pro
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Figure 4.25: Insect formation of the S EPTEMBER data set. Each orange dot denotes
an insect placed in the field. There were 36 total insects for the N OVEMBER data
set.

Table 4.7: Environmental conditions of the test fields where data was collected.

Data Set
Mitchell
September
November

Size (m2 )

Wind Speed (km/h)

Illumination (lumens)

3000
575
575

6
1.4
2.7

0.03
0.1
0.3

Anemometer 4 . We measured wind speed using the AVG button mode in order to
calculate the average wind speed over a period of time. The anemometer was
held still while wind speed data was averaged over a period of two minutes, or
until a stable average wind speed was displayed on the device. The average lux
4 https://www.holdpeak.com/anemometer-digital-wind-speed-meter-anemometer-for-tower-

crane-hp-866b
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Figure 4.26: Insect formation of the N OVEMBER data set. Each orange dot denotes
an insect placed in the field. There were 40 total insects for the N OVEMBER data
set.

of the testing field was measured using the LX1330B Digital Lux Meter 5 . The lux
meter did not have an averaging feature, so we measured various lux values
across the field. The lux was measured by holding the photo detector probe
approximately 0.25 m off the ground. Then, we recorded the lux values in 25
locations within the field (five spots near each corner, and five near the center of
the field). The average lux of the field was calculated by taking the average of the
25 measurements. Once all environmental conditions have been measured, the
insects are placed in the field. The formation of the insects vary based on the data
set that was collected; see Figures 4.28, 4.29, and 4.30 for each data set’s insect
formation along with the flight path used by the UAV to collect video data.
5 https://drmeter.com/collections/popular-products-on-amazon/products/lx1330b-digital-

illuminance-light-meter
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Figure 4.27: Insect formation of the M ITCHELL data set. Each orange dot denotes
an insect placed in the field. There were 100 total insects for the M ITCHELL data
set.
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Figure 4.28: Insect formation and flight
path of the UAV for the S EPTEMBER
data set.

Figure 4.29: Insect formation and flight
path of the UAV for the N OVEMBER
data set.

All experiments described in this section were carried out using real
fluorescent-marked insects. In particular, we used fluorescent-marked BMSB
stink bugs with sizes between 13.5 x 7 mm to 16 x 8 mm (see Figures 4.31 and
4.32). To coat the insects, we placed them in a plastic cylinder with 2 g of red
fluorescent powder (BioQuip, Rancho Dominguez, CA) and gently shook for five
seconds. When placing the insects, we scattered the insects in the field in a
manner in which some insects are placed on top of the grass gently while others
are placed closer to the base of the grass. This allowed for some insects to be
slightly occluded by the grass, similar to how some insects may be positioned in
real world environments. Once an insect is placed, the GPS coordinates of the
insect are measured. We measured GPS coordinates using the Reach RS+ RTK
GPS receiver 6 , which is capable of measuring GPS coordinates of a point with
centimeter accuracy.
After all insects are placed in the field, the data collection using the UAV
begins. In order to comply with FAA regulations, all data collection using the
6 https://emlid.com/reachrs/
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Figure 4.30: Insect formation and flight path of the UAV for the M ITCHELL data
set.
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Figure 4.31: Insects used during the design and evaluation of our system.

Figure 4.32: Single insect with ruler for
reference.

UAV must be done with a two-person team: one person who is an FAA certified
remote pilot who will be the person manipulating the controls of the vehicle and
another individual who acts as a visual observer (VO). Prior to and during the
UAV mission, the VO scans the flight area to ensure there are no flying objects that
could interfere with the UAV. The Matrice 100, UV lighting array, and DJI remote
controller are then turned on to begin flight. After ensuring the Matrice 100 is
operating normally by flying the UAV a few meters off the ground and laterally,
the person manipulating the controls presses “START MISSION” on the DJI GS
Pro app to begin data collection. While the UAV flies from waypoint to waypoint,
the VO scans the air to watch for any potential obstacles or vehicles in the air that
could obstruct the path of the UAV. The person manipulating the controls
watches the video downlink of the camera’s perspective to ensure that insects are
visible as the UAV flies over each group. The testing is complete once the UAV
arrives at the final waypoint. The person manipulating the controls then safely
lands the UAV and the dead BMSB insects are collected from their positions.
After a data set was collected using the previously mentioned procedure,
all frames of the video were extracted into a folder where each frame was
annotated by hand. The frames were annotated using MATLAB’s Image Labeler
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tooblox 7 . The toolbox allowed us to draw constrictive bounding boxes around
each insect in order to generate “ground truth” for pixel coordinates of the insects
that appeared in the video. The annotations are exported from the Image Labeler
application to be used for the insect detection algorithm evaluation.
4.4

Chapter Summary
The purpose of this chapter was to overview the various components that

make up our data collection system and to discuss the steps of test planning and
flight parameter optimization. We outlined the specifications of the Matrice 100
and the associated camera and UV lighting system that were attached to the UAV.
We then performed multiple flight performance tests to ensure the customized
payload did not detrimentally impair the flight of the Matrice 100. We also
discussed the process of determining optimal flight parameters such as height,
speed, and inter-row distance of the UAV flight path in order to maximize the
capabilities of the data collection system. Lastly, the test fields and data collection
procedure were discussed in order to give context to the methods used to
generate our data sets.

7 https://www.mathworks.com/help/vision/ref/imagelabeler-app.html
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CHAPTER 5
INSECT DETECTION AND LOCALIZATION
This chapter focuses on processing the data collected with the UAV using
computer vision algorithms. The type of data being processed consists of video
footage taken by the UAV’s camera. Each frame of the video is processed by our
proposed software detection pipeline that detects an insect in the frame. After all
of the insects have been detected in the footage, each insect is then mapped to
real-world GPS coordinates based on its pixel coordinates in the frame relative to
the UAV’s coordinates. We have generated results using several different
algorithms to compare which one best fits our application. We measure the
performance of each method based on how closely a proposed detection matches
the actual pixel location of an insect. The insect localization section of our
pipeline is evaluated using the calculated GPS coordinates and comparing them
to the actual GPS coordinates of each placed insect.
5.1

Detection Software Pipeline
We describe the structure of our proposed algorithm as a software

pipeline. Each frame of the video is processed with this pipeline, and the final
result produces the pixel coordinates of detected insects. These pixel coordinates
are enumerated with the respective frame number where the insect was detected
and saved in a text file that is later used to evaluate the algorithm’s performance.
Additionally, all software was written in MATLAB. The full software pipeline
structure is illustrated in Figure 5.1.
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Figure 5.1: Pipeline structure of the full insect detection software. The first box is
the original input image and the final box shows the bounding boxes around each
of the detected insects.

5.1.1

ROI Selection
The software pipeline begins with the raw image frame, In , of size h x w

from a video file with n frames. The first step involves selecting an h0 x w0 Region
of Interest (ROI) in the center of the frame. An ROI in the center of the frame was
selected in order to achieve two goals: remove unwanted noise on the edges of
the image for better accuracy and decrease the amount of data being processed,
thereby shortening the execution time. The coated insects are not visible unless
exposed to the ultraviolet light, so any area of the video frame that does not
contain the UV light projection can be discarded. In order to determine the pixel
size of the ROI extracted from the center of the frame, we calculated the diameter
of the UV light in terms of pixel diameter. The physical diameter of the UV light
at 10 m altitude was calculated in Chapter 4 to be 2.46 m and we also know the
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pixel per meter resolution of the camera at 10 m, which is 331.89 pixels per meter.
Multiplying these two quantities together results in a UV light pixel diameter of
817 pixels.
We can further shrink the size of the ROI to better fit the UV light. This is
due to the light dissipation the UV light experiences on the edges of the beam. On
the outer edges of the UV light projection, insects being exposed to the light do
not exhibit the same bright glow that insects closer to the center tend to
experience, while other reflective surfaces still maintain constant brightness.
Through qualitative testing, it was concluded that the ROI can further be reduced
by 12% in order to fit the portion of the UV beam that can properly illuminate the
insects. Shrinking the ROI by this amount further reduces any potential for false
positives to be generated by reflective surfaces near the edge of the UV light. By
applying this reduction to the ROI size, we arrive at the final ROI dimensions.
(r )

This produces a cropped frame, In , of size h0 x w0 , where h0 = w0 = 720. When
using a 720 x 720 ROI in the center of the frame, the calculated distance the ROI
covers in meters is 2.17 m.
5.1.2

Insect Detection Methods
The next step in the software pipeline involves detecting the insects in the

frame. This will be discussed in the following subsections as we compare the
performance of multiple algorithms in order to find the most successful method
for this application. These algorithms will also be compared to a popular baseline
method of image segmentation known as Otsu’s method. The algorithms that are
compared include color channel thresholding, autoencoders for anomaly
detection, and k-means data clustering. The output of this pipeline step is a
(b)

binary image, In where all foreground pixels are those belonging to insects.
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Color Thresholding Algorithm
The first method attempted for the insect detection algorithm was pixel
thresholding with color channel values. Color thresholding is typically applied to
simple object detection problems that involve locating an object that has a
uniform color and that has unique color values that are significantly different
from the background. Coated insects that were exposed to UV light produced a
orange, pink glow that is distinct and can be represented by a range of RGB
values.
Due to the orange, pink glow, an insect’s color is primarily a mixture of
higher red and blue values, more specifically the pixels tend to have much higher
red values than blue. Additionally, the green channel is very small for objects
with orange color. The background pixels in our video data are either black or
slightly blue. This color is caused by the glow of the UV light from the UAV
flying above. If the assumptions are correct, then pixels belonging to insects
should have a higher red channel values than the blue channel. Likewise, the blue
channel values should be higher than any green channel values. We represent the
(r )

red, green, and blue channel values of a pixel in In with the variables pr , p g , and
pb , respectively. Therefore, a set of conditions for a pixel to be considered a
(b)

foreground pixel in In must have the following attributes: p g <pb <pr . In
Section 5.3.1 we conduct experiments to confirm or deny that this relationship is
unique to insect pixels.
Digital pixels can also be represented by other color domains rather than
the RGB representation. The second color domain that we used for color
thresholding is the Hue-Saturation-Value (HSV) domain. As mentioned in
previous chapters, the HSV domain gives useful information about a pixel’s
brightness and color that the RGB domain does not. The objective of color
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Figure 5.2: Visual representation of the HSV color space. The HSV domain uses
cylindrical coordinates, where Hue is the θ coordinate, Saturation is the r coordinate, and Value is the z coordinate.

channel thresholding is to determine a set of thresholds that will distinctly
segment foreground pixels from background pixels. The bright orange insect
pixels have much different HSV values compared to the dark, violet background
pixels. Figure 5.2 shows the cylindrical color wheel that visually depicts the HSV
color representation 1 .
It has been established in [54] that applying a lower threshold to the hue,
saturation, and value channel for color thresholding can help improve
performance for insect segmentation. Therefore, we added a criterion that a pixel
be labeled a foreground pixel if the pixels hue, saturation, and value pixels (ph , ps ,
and pv , respectively) are greater than a threshold for the specified HSV channel.
Therefore, we added the following color thresholding constraint for the pixels in
the HSV domain: ph >τh , ps >τs , and pv >τv . The values τh , τs , and τv represent
the experimentally determined lower thresholds for the hue, saturation, and
value channels, respectively. The pseudocode for the color thresholding
1 http://cstwiki.wtb.tue.nl/
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algorithm is described in Algorithm 2. In Section 5.3.1, we conducted
experiments to determine the best thresholds in the RGB and HSV domain that
can consistently segment insect pixels.

Algorithm 2 Color Thresholding algorithm
(r )

Input: Cropped ROI video frame, In
(b)
Output: Binary image, In , where foreground pixels are insects
(r )
1: for Each pixel, pi , do
2:
if p g <pb <pr and ph >τh and ps >τs and pv >τv then
3:
4:
5:
6:
7:

(b)

pi = 1
else
(b)
pi = 0
end if
end for

Autoencoder Algorithm
The disadvantage of using color channel thresholding is the need to select
predetermined channel thresholds to apply to the ROI image. Finding an optimal
set of thresholds that will accurately fit all potential data sets is nearly impossible.
Some of the more recent advancements in the field of object detection research
involves deep learning applications. The specific type of deep learning algorithm
that we applied in this thesis is an autoencoder. An autoencoder is a type of
neural network structure that is used to learn a compressed representation of an
image in order to reconstruct the same image. We use an autoencoder as a type of
outlier detection, where the outliers we detect are the insect pixels. The
reconstructed image is generated based on the principal features of the original
image, therefore outlier pixels typically disappear from the reconstructed image.
A reconstruction error, E, is calculated for each pixel based on the difference
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between the original image and the reconstructed image and can be represented
by
Ei =|| x (i) − x̂ (i) ||2 ,

(5.1)

where x (i) is the original pixel and x̂ (i) is the reconstructed pixel. Outliers have
the highest reconstruction error, thus we can classify pixels as insects or pixels
based on the reconstruction error.
We calculate the normalized reconstruction error, Er , for each pixel by
dividing each reconstruction error by the maximum error. We then compare the
normalized reconstruction error of each pixel to an error threshold, τE ,
represented by the following equation
1
τE = α[
N

N

∑ Er ],

(5.2)

i =1

where N is the number of samples in the frame and α is a coefficient that can be
adjusted to determine an optimal error threshold. The coefficient α is optimized
in Section 5.3.2. A full outline of the autoencoder for outlier detection algorithm
can can be seen in Algorithm 3. Additionally, to further improve the performance
of the autoencoder algorithm, we apply some minimal color thresholding to the
(b)

resulting binary image, In . This is because many false positives appear in frames
where there are no insects. Applying minimal color thresholds to post-process the
binary image is useful for reducing the false positives in those frames. The color
thresholds used for post-processing are also discussed in Section 5.3.2.
K-means Algorithm
Our final proposed method for insect detection, k-means clustering, is a
data clustering algorithm to which we applied some modifications. The
disadvantage of using k-means for detecting very small insects is the fact that we
are classifying each pixel into one of two clusters. The insect cluster is signifcantly
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Algorithm 3 Autoencoder algorithm
(r )

Input: Cropped ROI video frame, In
(b)
Output: Binary image, In , where foreground pixels are insects
(r )
1: Iˆn = autoencoder(In )
2: for Each pixel i in Iˆn , do
3:
Ei = || x (i) − x̂ (i) ||2
4:
Er = Ei / maxi=1...N { Ei }
5: end for
1
6: τE = α[ N
∑iN=1 Er ]
7: for Each pixel i in Î do
8:
if Er >τE and pr >pb >p g and ph >τh and ps >τs and pv >τv then
9:
10:
11:
12:
13:

(b)

pi = 1
else
(b)
pi = 0
end if
end for

smaller than the background cluster, thus it is very common for many
background pixels to be incorrectly grouped with the insect cluster. To reduce this
effect, we pre-process the image by applying hue and value thresholds, τh and τv .
As mentioned before in the color thresholding algorithm, the insect pixels have
much higher hue and value channels than the background pixels. By applying
hue and value channel thresholding to the image, we can remove many of the
background pixels that are being used as input to the k-means algorithm, thereby
reducing the effect of background pixels “washing out” the insect pixels.
Another modification we made to the k-means algorithm involves
performing k-means on the same image multiple times. We placed the k-means
algorithm inside of a loop that continuously iterates until one of two conditions is
met. The first condition is that the pixels in the insect cluster have an average hue
and value that is lower than one standard deviation above the average hue and
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value of the entire frame. Essentially, the condition can be described as
(f)

≤ µh + σh ,

(f)

≤ µv + σv ,

µh
µv

(r )

(5.3)

(r )

(5.4)
(r )

where µ( f ) is the average hue of the foreground (insect) cluster, and µh and σh
are the average and standard deviation of the hue pixels in the entire frame,
respectively. The same definitions apply to the equation for the value channel.
Once the condition no longer holds, the k-means loop ends and the resulting
foreground cluster is classified as the final insect cluster. Thus, we consider this
condition as the convergence criterion for identifying whether or not the k-means
loop has found a properly segmented insect cluster. Examples of the insect cluster
shrinking over several k-means loops can be seen in Figures 5.3, 5.4, and 5.5.

Figure 5.3: Result of the
first k-means loop.

Figure 5.4: Result of the
second k-means loop.

Figure 5.5: Result of the
third k-means loop.

The second condition is that the number of times that k-means is
performed is less than some constant, γ. This condition is placed to count the
amount of iterations that the k-means loop cycles through. Due to the fact that
there are many frames in the video sequence where no insects appear, we need to
apply a condition that can determine if there is an insect in the frame or not.
Frames with insects will meet the convergence criterion mentioned previously,
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while frames with no insects will either never meet the criterion or will require
many more iterations. Therefore, if the number of iterations surpasses γ, we can
confirm that there is no insect in the frame and the frame can be skipped.
Determining the value of γ is done experimentally in Section 5.3.3. A description
of the modified k-means algorithm can be seen in Algorithm 4. It is important to
note that the variable L represents the number of k-means iterations and the
variables c f and cb represent the foreground and background clusters,
respectively.

Algorithm 4 Modified k-means algorithm
(r )

Input: Cropped ROI video frame, In
(b)
Output: Binary image, In , where foreground pixels are insects
(r )
1: for Each pixel i in In do
2:
if ph >τh and pv >τv then
(r )
(r )
3:
pi = pi
4:
else
(r )
5:
pi = 0
6:
end if
7: end for
8: L = 0
(f)
(f)
(r )
(r )
9: while L <γ and µ h ≤ µ h + σh and µv ≤ µv + σv do
10:
11:
12:

(r )

(c f , cb ) = k-means(In != 0)
L=L+1
end while

5.1.3

Watershed Segmentation and Blob Analysis
After the pixels belonging to insects and pixels belonging to the

background have been classified, the next step in the pipeline is applying
watershed segmentation. Watershed segmentation is an image processing
method that is used to carefully separate objects that are in close proximity and
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(r )

may have been detected as a single object. The original ROI frame, In is used to
find the local intensity maxima in small neighborhoods of the image, thus
(m)

producing In . An example of this output can be seen in Figure 5.7. The last step
of watershed segmentation involves multiplying the binary image (Figure 5.6)
elementwise with the local intensity maxima image, as seen in Equation 5.5:
(s)

(b)

In = In

(m)

In .

(5.5)

The elementwise multiplication ensures that only non-zero pixel values close to
the center of the insect remain as foreground pixels. The result of this operation
can be seen in Figure 5.8. This method is used in order to detect multiple insects
located in close proximity to be segmented separately. Our overall objective is to
map insect locations over time, so detecting the correct amount and the correct
locations of insects is imperative. Using watershed segmentation is an effective
and simple solution to prevent miscounting grouped insects. The resulting
(s)

image, In , is the final segmented frame that contains all the foreground pixels
that belong to insects.

Figure 5.6: Binary image
before watershed segmentation.

Figure 5.7: Local inten(m)
sity maxima In .

Figure 5.8: Watershed
segmentation output.

The final step of the software pipeline is to construct the detection
bounding boxes that contain the pixels belonging to the insects. This is done

81
using MATLAB’s Computer Vision Toolbox 2 , which calculates a bounding box
for any size group of connected foreground pixels. The specific method used for
calculating connected pixels is a blob analysis technique which uses
8-connectivity as the criteria for calculating connected foreground pixels. The
output of this final step is a text file containing the pixel coordinates and sizes of
each insect bounding box. This data is later used to measure the performance of
the insect detection pipeline when compared to a ground truth data set.
5.2

Evaluation Metrics and Data Sets
The next portion of this chapter describes the metrics we used to evaluate

each of the insect detection methods. We evaluate our methods based on
standard benchmarks that are commonly used for object detection evaluation,
such as precision-recall curves. Additionally, we further describe the data sets we
use for determining experimental parameters and performance evaluation.
Precision-Recall Curves
In order to properly compare the performance of each insect detection
method, we needed to establish evaluation criteria. The objective of the software
pipeline is to detect insects in each frame as accurately as possible. Insect
detections are parameterized using a bounding box that contains insect pixel
coordinate information. The software pipeline produces j detection bounding
boxes, D j . These detection bounding boxes can be compared to the set of labeled
bounding boxes that contain the known pixel locations of the insects. These
labeled bounding boxes are often called the ground truth bounding boxes and
will be represented by Gi , where i is the number of ground truth bounding boxes.
2 www.mathworks.com/products/computer-vision.html

82
We evaluated the detection bounding boxes using the Multiple Object
Tracking (MOT) Challenge development library, also compatible with MATLAB.
We used the MOT Challenge library to generate precision-recall (PR) curves [55].
A PR curve shows the relation between a classification algorithm’s precision and
recall rates. Precision measures how accurate the algorithm is at detecting insects,
so classifying an object as an insect when it is not (a false positive) will lower the
precision metric. Recall measures how many of the total insects were detected, so
missing an insect detection (a false negative) will lower the recall metric. The
equations for each metric are defined as
Precision =

T
,
T + Fp

(5.6)

and
Recall =

T
,
T + Fn

(5.7)

where T represents the total amount of correctly identified insects (true positives),
and Fp and Fn represent the total number of false positives and false negatives,
respectively.
It can be observed that the relationship between precision and recall is an
inverse one. This is because an algorithm that produces a small amount of false
positives typically produces more false negatives, and vice versa. The optimum
detection pipeline will be one that can maximize both precision and recall values
despite their inverse relationship. Therefore, the primary metric we will use for
detection evaluation is the Area Under the Curve (AUC). This metric, as the name
suggests, is determined by calculating the area under the PR curve. The
algorithm that produces results with the highest AUC is the selected algorithm
that is used in the software detection pipeline.
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IoU Analysis
Another important aspect of generating the PR curves is determining how
to differentiate between a false positive and a true positive. Due to the fact that
our detection and ground truth results are in the form of bounding boxes, we can
do this by computing the intersection over union (IoU) of each detection. The IoU
between a detection and a ground truth bounding box can be defined as
IoU =

D j ∩ Gi
.
D j ∪ Gi

(5.8)

The MOT Challenge library uses an IoU threshold to differentiate between true
positives and false positives. Values lower than this threshold are classified as a
false positive and values equal to or higher than this threshold indicate a true
positive. It is common practice to evaluate object detection algorithms with an
IoU threshold of 0.5. However, most object detection algorithms attempt to detect
objects that are much larger than the insects of our application. Due to the insect’s
significantly small size, we conclude that we should select a smaller IoU
threshold than 0.5.
In order to select an optimum IoU threshold to use that will best represent
the algorithm performance, there needs to be justification for lowering the
threshold under the typical value of 0.5. First, we calculated the average insect
pixel size as a percentage of the overall frame and compared this value to the
distribution of object sizes in other large image data sets. A popular data set for
object detection is the Microsoft Common Objects in Context (MS COCO) data
set. This set contains labeled image data with over 328,000 total images [56]. The
distribution of object sizes shows that of those images, 71% of sample images
contain objects that make up at least 6% of the total image. The average insect
ground truth size in our data set is approximately 114 pixels. The frame being
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processed has a fixed size of 518,400 total pixels, meaning that an average insect
detection only makes up approximately 0.02% of the total frame.
Medium and large objects have more allowance in error between the
ground truth bounding box and the detection bounding box. A bounding box
that is five pixels to the right of the ground truth bounding box would result in
minimal decrease in IoU for an object that has 500 pixel width. However, a
detection box that is five pixels to the right of the ground truth box would result
in nearly a 50% decrease in IoU for insect detections. Some examples of insect
detections with an IoU of less than 0.5 can be seen in Figures 5.9 and 5.10. Each of
the detections in the figures are sufficient enough to be considered true positives,
however because their IoU is less than 0.5, they are marked as a false positive.
Thus, we have determined to reduce the IoU threshold by 50%. We evaluate true
positives and false positives based on a 0.25 IoU threshold.

Figure 5.9: Ground truth box (green)
and detection box (blue) of an insect resulting in an IoU of 0.29.

Figure 5.10: Ground truth box (green)
and detection box (blue) of an insect resulting in an IoU of 0.26.
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Table 5.1: Various statistics about the data sets used for insect detection evaluation.

Data Set

Total Frames

Number of Insects in Field

Frames with Insects

2477
8878
19023

36
40
100

793
1710
1736

September
November
Mitchell

Data Sets
The next section compares the various methods used to detect small
insects in a video frame. There was preliminary testing done to observe the
feasibility of each method and to examine the effects of any modifications to the
methods. The testing also includes optimizing some parameters, such as the RGB
and HSV domain thresholds to use for the color thresholding method. All of this
preliminary testing was conducted using the previously collected S EPTEMBER
and N OVEMBER data sets.
As mentioned in Chapter 4, the S EPTEMBER and N OVEMBER data sets were
the smaller of the three data sets, as they covered less area and less insects than
the M ITCHELL data set. Both these data sets were ideal for initial testing because,
although they were collected from the same field, the tests had different
properties. For instance, the November data set had many leaves scattered on the
ground, which adds significant noise to the image for potential false positives.
Statistics about each of the data sets, including the M ITCHELL data set, can be
found in Table 5.1. By combining the two data sets for initial experiments and
parameter calibration, we can optimize the various methods to fit a more robust
data distribution.
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Figure 5.11: Precision-Recall curve of Otsu’s method being used for insect detection on all three data sets.

5.3

Results
After the individual results were generated using each pipeline structure,

we compared the results and discuss the various strengths and weaknesses. As
mentioned previously, results are evaluated based on the PR curves that each
algorithm generates. Specifically, we will examine the AUC metric to determine
the best pipeline structure.
In order to add perspective to the performance of each algorithm, a
baseline method was used in the pipeline and results were similarly generated.
The baseline method was used in the same step in the pipeline as the previous
proposed methods. We selected Otsu’s method as the baseline method used for
comparison. Otsu’s method is a commonly used object segmentation algorithm
that determines an optimal pixel intensity threshold to use for pixel segmentation.
The threshold determined is that which maximizes the pixel intensity inter-class
variance. A full explanation of Otsu’s method was provided in Chapter 3. The PR
curve of using the baseline Otsu’s method can be seen in 5.11.
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5.3.1

Color Thresholding Results
We determined the thresholds in both color domains by examining the

histograms of pixels belonging to insects and pixels belonging to the background.
The histograms give us a useful visualization of the distribution of values for
each color channel. By generating histograms of insect pixels and histograms of
background pixels, we can compare the two distributions in order to better
determine color thresholds. We first visually analyzed the histograms to observe
if there were any threshold or relationships in the data distribution that could
consistently differentiate insect pixels from background pixels. Next, we
calculated statistical information from the distribution such as the mean and
standard deviation to gain further insight on differences between insect pixels
and background pixels. The histograms of the RGB channels (Figures 5.12 and
5.13) and the histograms of the HSV channels (Figures 5.14 and 5.15) of the insect
pixels and the background pixels were calculated for the S EPTEMBER and
N OVEMBER data set in order to ensure that common thresholds can be
determined over different data collection environments. For the RGB histograms,
we analyzed the data distribution to confirm or deny that a pixel with the
attributes pr >pb >p g is unique to insect pixels. For the HSV histograms, we
optimized the thresholds τh , τs , and τv by selecting threshold values for each HSV
channel that maximized the AUC for the precision-recall curves of both data sets.
The first set of histograms we examined were the distributions of the RGB
pixels. In Figure 5.12, it can be seen that the mode of the red channel for insects in
both data sets is lower than the mode of the blue channel. However, in Table 5.2,
we calculated the statistics of each of the distributions and the results show that
the mean of the red channel is higher than the mean of the blue channel.
Additionally, we can see from Table 5.2 that the mean green channel value is
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Figure 5.12: RGB histograms generated from the pixels belonging to illuminated
insects extracted from the S EPTEMBER and N OVEMBER data sets. 14,081 pixels
were used from the S EPTEMBER data set and 36,658 pixels used from the N OVEM BER data set.

Figure 5.13: RGB histograms generated using the background pixels from the
S EPTEMBER and N OVEMBER data sets. 410,572,800 pixels were used from the
S EPTEMBER data set and 852,249,600 pixels used from the N OVEMBER data set.
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Table 5.2: Statistics of the insect pixels in the RGB color domain. Generated from
the histogram in Figure 5.12.

Channel

Data Set

Red
Red
Green
Green
Blue
Blue

September
November
September
November
September
November

Mean

Standard Deviation

62.1
61.8
21.5
21.9
53.6
57.7

48.7
34.8
20.7
10.5
24.9
15.9

lower than both red and blue channel means. Therefore, the histograms confirm
that a pixel with the RGB values pr >pb >p g can be classified as an insect pixel.
We can further show that the background pixels do not share this relationship by
examining the histograms in Figure 5.13 and the statistical values in Table 5.3.
The blue channel mean is much higher than the mean values of the red and green
channels. Additionally, the standard deviation is much lower in each of the RGB
channels for background pixels when compared to the foreground pixel
distributions. The low variance in the background pixel distribution shows that
background pixels are close in value to that of the channel mean and therefore we
can presume that background blue channel values are always higher than red and
green channel values. Thus, we conclude that a blue channel value in between
that of the red and green channels is a characteristic unique to the insect pixels.
The histograms of the HSV domain for insect and background pixels from
Figures 5.14 and 5.15 were used in to determine lower thresholds for each color
channel. The statistics of the histograms shown in Tables 5.4 and 5.5 confirm that
the average insect pixel in the HSV domain has a higher value than the average
background pixel with respect to each channel. Although the variance is high for
the HSV channels in insect pixels, it is much lower for the background pixels. The
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Table 5.3: Statistics of the background pixels in the RGB color domain. Generated
from the histogram in Figure 5.13.

Channel

Data Set

Red
Red
Green
Green
Blue
Blue

September
November
September
November
September
November

Mean

Standard Deviation

16.7
26.9
10.2
16.0
33.8
47.8

3.3
5.4
1.6
2.8
11.3
17.9

tight distribution of the data in the histograms for background pixels allows for
more successful thresholding in each of the HSV channels. We initially selected
HSV thresholds of 180, 150, and 30 for the hue, saturation, and value channels,
respectively. We then held each threshold fixed while adjusting one of the
channel thresholds. For each channel threshold value, we generated P-R curves
and calculated the AUC for each curve to quantify the performance. The
threshold value that generated P-R curves with the highest AUC was determined
as the optimum threshold for the given HSV channel. Once one optimal channel
threshold was determined, it was held constant while the next channel threshold
was optimized in the same manner. The final lower thresholds for each channel
can be seen in Table 5.6
After applying the parameters determined in this section to the algorithm
outlined in Section 5.1.2, we generated results for each of the data sets. The
results can be seen in 5.16
5.3.2

Autoencoder Results
In this section, we discuss the various experiments we conducted in order

to optimize the autoencoder for outlier detection algorithm. The first set of
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Figure 5.14: HSV histograms generated from the pixels belonging to illuminated
insects extracted from the S EPTEMBER and N OVEMBER data sets. 14,081 pixels
were used from the S EPTEMBER data set and 36,658 pixels used from the N OVEM BER data set.

Figure 5.15: HSV histograms generated using the background pixels from the
S EPTEMBER and N OVEMBER data sets. 410,572,800 pixels were used from the
S EPTEMBER data set and 852,249,600 pixels used from the N OVEMBER data set.
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Table 5.4: Statistics of the insect pixels in the HSV color domain. Generated from
the histogram in Figure 5.14.

Channel

Data Set

Mean

Standard Deviation

Hue
Hue
Saturation
Saturation
Value
Value

September
November
September
November
September
November

212.4
209.8
174.1
169.3
69.9
69.5

20.2
17.8
41.9
33.4
45.3
30.5

Table 5.5: Statistics of the background pixels in the HSV color domain. Generated
from the histogram in Figure 5.15.

Channel

Data Set

Mean

Standard Deviation

Hue
Hue
Saturation
Saturation
Value
Value

September
November
September
November
September
November

127.00
187.5
171.9
160.3
33.8
47.8

0.2
8.7
23.5
30.7
11.3
17.9

Table 5.6: Optimal HSV lower thresholds for insect pixel segmentation. Pixels
(b)
greater than these values are considered foreground pixels in In .

Channel Threshold

Threshold Value

τh
τs
τv

220
120
55
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Figure 5.16: Precision-Recall curve of color channel thresholding being used for
insect detection on all three data sets.

experiments used for this application include fine tuning the parameters of the
autoencoder. There are three parameters that can be modified for our
autoencoder: the L2 weight regularization, the sparsity regularization, and the
sparsity proportion. Two of these parameters, the L2 weight and sparsity
regularization, are functions that are added to the cost function of the
autoencoder. The total cost function can be represented by the following equation:
Ecost =

1
N

N

K

∑∑

|| xkn − xˆkn ||2 +λ ∗ Ω L2 + β ∗ Ωsparse ,

(5.9)

n =1 k =1

where N is the number of observations and K is the number of features. The two
regularizer functions, Ω L2 and Ωsparse , are multiplied by their respective
coefficients, λ and β, and added to the mean-squared error.
The L2 regularization parameter increases the cost function as the weights
increase, thereby encouraging the use of smaller weights to be used. The L2
regularization term is characterized by the following equation:
Ω L2 =

n

k

j

i

∑ ∑(w ji )2.

(5.10)
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The terms n and k represent the number of observations and the number of
features in the training data, respectively, and wij are each of the weights. It can
be seen by the previous equation that the penalty term, Ω L2 , increases
quadratically as the weights increase. The sparsity regularization effects the cost
function by encouraging the neurons in the hidden layer to activate less
frequently as the value of β increases. As discussed in Chapter 3, the sparsity
regularizer used for our autoencoder structure is accomplished by using the
Kullback-Leibler divergence, which is given by the following expression:
Ωsparse =

D (1)

ρ

1−ρ

∑ ρ log( ρ̂i ) + (1 − ρ) log( 1 − ρ̂i ).

(5.11)

i =1

In the previous equation, ρ̂i is the average activation of the ith neuron, ρ is the
desired average activation and is the parameter we can adjust to modify the
sparsity, and D (1) represents the neurons in the hidden layer. The parameter ρ,
also known as the sparsity proportion, is the third parameter that we can modify
in our autoencoder structure. As we decrease the value of ρ, the autoencoder
becomes more sparse. Therefore, we can increase the sparsity of the autoencoder
by increasing β and decreasing ρ.
We optimize each of the parameters by calculating the reconstruction error
of background pixels and insect pixels. We classify pixels based on the
reconstruction error threshold calculated for each pixel, where high
reconstruction errors are classified as insect pixels. We can increase the
performance of the error thresholding by selecting parameters that maximize the
difference between background reconstruct error and insect reconstruction error.
In the following experiments, we calculate the average background error and
average insect error over a distribution of values for each parameter. As we test
the effects of varying one of the parameters, we keep all other parameters fixed as
their default values. Then, we calculate the difference between the average

95

Figure 5.17: The average insect and background pixel reconstruction errors for
various values of λ.

background and pixel error, selecting the parameter value that produces the
maximum difference. The first parameter we tested was the L2 weight
regularization. Figure 5.17 shows the results of the reconstruction errors as a
response to varying the L2 weight regularization coefficient, λ. The second
parameter we tested was the sparsity regularization, and the results can be seen
in Figure 5.18. The third and final parameter we tested was the sparsity
proportion, ρ, which can be seen in Figure 5.19.
Figure 5.7 shows a table with the optimized parameter values that
maximized the difference between the background and pixel error. These were
the parameters selected for the autoencoder structure.
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Figure 5.18: The average insect and background pixel reconstruction errors for
various values of β.

Table 5.7: Otpimized autoencoder parameters based on maximum difference between insect and background pixel reconstruction error

Parameter
λ
β
ρ

Optimal value

Reconstruction Error Difference

2.8 × 10−3
2
0.017

0.32
0.32
0.32
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Figure 5.19: The average insect and background pixel reconstruction errors for
various values of ρ.

The next variable that we optimize is α, the coefficient multiplied to the
average error in Equation 5.2 to calculate the error threshold, τE . The error
threshold is used as a classifier to determine whether or not a pixel belongs to the
foreground. Pixels with reconstruction error above the threshold are classified as
insect pixels. The error coefficient, α is multiplied by the average error of the
entire frame. Due to the fact that the number of pixels in the background is much
larger than the number of insect pixels, we can say that the average total
reconstruction error is approximately equal to the average background
reconstruction error. Additionally, we make the assumption that the error
threshold, τE , should be two standard deviations below the average insect
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reconstruction error. Using these assumptions, we construct the following
equation:
E f − 2 ∗ σ f = αEb ,

(5.12)

where E f is the average reconstruction error of the foreground insect pixels and
Eb is the average reconstruction error of the background pixels. We simplify this
equation further by solving for α:
α=

E f − 2 ∗ σf
Eb

(5.13)

We calculate the unknown values E f , Eb , and σ f by using a set of 20 calibration
images. We used 10 images each from the S EPTEMBER and N OVEMBER data sets.
The following values were calculated using the calibration images: E f = 0.34, Eb =
1.81 × 10−3 , and σ f = 9.2 × 10−3 . Thus, the calculated value of the error
coefficient, α, is 17.77.
The final set of experiments that we conducted regard the color thresholds
used to post-process the final output. We do not need to find maximum threshold
values as we also do not want to remove any pixels that may belong to insects.
The first threshold we establish is the pr >pb >p g constraint mentioned in Section
5.1.2. The second set of thresholds we determine are the lower thresholds for the
HSV domain: τh , τs , τv . Instead of using the optimized thresholds determined in
Section 5.3.1, we instead use less restrictive thresholds in order to prevent
thresholding out pixels belonging to insects. In order to determine these values,
we again examined the histograms from Section 5.3.1. We selected the lowest
insect pixel HSV values that are present in the HSV histograms (Figure 5.14) in
order to perform minimal post-processing removal of false positives while
ensuring that no insect pixels are removed. The values of τh , τs , τv were therefore
determined to be 180, 100, and 20, respectively.
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Figure 5.20: Precision-Recall curve of an autoencoder being used for insect detection on all three data sets.

After applying the parameters determined in this section to the algorithm
outlined in Section 5.1.2, we generated results for each of the data sets. The
results can be seen in 5.20.
5.3.3

K-means Results
K-means clustering involves the least amount of optimization using the

S EPTEMBER and N OVEMBER data sets, which makes it a robust method for a
wider variety of data sets. The parameters that we needed to select are the
pre-processing hue and value thresholds, τh and τv , and the maximum number of
iterations to run the k-means loop, γ.
The hue and value thresholds were determined by once again analyzing
the histograms from Section 5.3.1. Similar to the post-processing thresholding
that we implemented for the autoencoder algorithm, we want to apply less
restrictive thresholds to remove many of the background pixels but ensuring we
are not losing any insect pixels. However, we are only thresholding the hue and
value channels, as those are the inputs to the k-means clustering algorithm.
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Therefore, we select hue and value thresholds, τh and τv , that are on the lower
end of the insect hue and value distributions in Figure 5.14. The values of τh and
τv are the same we selected for post-processing the autoencoder output, τh = 180
and τv = 20.
Finally, the value of γ was selected by analyzing the number of loops
required for k-means to properly segment the insect pixels. We additionally
examined how many iterations are needed for a frame with no insects to
converge with the given criterion stated in Section 5.1.2. Frames with no insects
will take more iterations to converge (typically converges when there is only one
pixel left in the foreground cluster) than frames with an insect. We compare the
number of iterations to the γ to determine if there is an insect in the frame or not.
We skip any frames that require more than γ iterations to converge because we
can conclude there is no insect in that frame. Therefore, the value of γ needs to be
low enough to consistently skip frames that have no insects but high enough to
ensure we do not skip frames that do have insects. This was done by using a set
of calibration images from the S EPTEMBER and N OVEMBER data sets. We used 45
images that contained insects from each data set and the same number of images
containing no insects to analyze the difference in number of iterations until
convergence. We generated histograms that help us visualize the number of
iterations required for each scenario, which can be seen in Figures 5.21 and 5.22.
The figures confirm our initial assumption that frames with no insects require
more iterations to converge than frames with insects. We can also observe from
the histograms that frames with insects in the S EPTEMBER data set converge
much quicker than frames with insects in the N OVEMBER data set. After
analyzing the results, we selected a γ value of 6 to be used as our number of
iterations. The S EPTEMBER data set consistently converged after seven or more
iterations. Although the N OVEMBER data set sometimes converged in less than
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Figure 5.21: Histograms showing the number of k-means iterations it takes for
frames with insects to converge.

Figure 5.22: Histograms showing the number of k-means iterations it takes for
frames with no insects to converge.

six iterations, 42 out of the 45 images used for calibration converged in nine
iterations. Therefore, selecting a γ value of 6 produces the best results for our
k-means algorithm.
After applying the parameters determined in this section to the algorithm
outlined in Section 5.1.2, we generated results for each of the data sets. The
results can be seen in 5.23.
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Figure 5.23: Precision-Recall curve of k-means clustering being used for insect detection on all three data sets.

5.3.4

Insect Detection Method Discussion
After generating the results for each of the proposed methods for insect

detection, we analyzed the area under the curve (AUC) metric for each for the
data sets to determine the optimal method. Figures 5.24, 5.25, and 5.26 show the
precision-recall curves for each of the data sets. Additionally, Table 5.8 contains
the AUC metrics for each of the precision-recall curves with respect to each insect
detection method. We can conclude from Table 5.8 that the best method for insect
detection is k-means clustering. K-means clustering resulted in by far the best
AUC metric for both the S EPTEMBER and M ITCHELL data sets. In the N OVEMBER
data set, both k-means and color thresholding had equal results. However, when
compared to all other data sets, each detection method had the worst AUC when
evaluated on the N OVEMBER data set.
We have observed from the results of the N OVEMBER data set that the poor
performance of each method is a result of the large amount of external noise in
the data. The data set contains many leaves scattered on the ground that also are
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Figure 5.24: Precision-Recall curve of the S EPTEMBER data set for all methods.

Figure 5.25: Precision-Recall curve of the N OVEMBER data set for all methods.
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Figure 5.26: Precision-Recall curve of the M ITCHELL data set for all methods.

blown around from the propellers of the Matrice 100. These small objects that
share similar color to that of the insects result in many false positives being
detected in the data set. This also explains why the overall recall is still higher in
the N OVEMBER data set than the M ITCHELL data set, but the precision is much
lower in the N OVEMBER data set. The M ITCHELL data set was initially regarded
as the most difficult of the three data sets due to the fact that insects were more
occluded by grass and because of the damp, reflective grass. However, the results
from Table 5.8 show that external objects in the data set have a larger effect on
insect detection performance than occlusion and reflective surfaces.
In the autoencoder method, we post-processed the output image with
additional color thresholds in order to remove some false positives still seen in
the binary image. For future improvements, we recommend post-processing the
output of k-means in order to also remove false positives generated in noisy data
sets such as N OVEMBER.
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Table 5.8: AUC metrics of the proposed insect detection methods for the PrecisionRecall curves of each data set. Bold lettering represents the method with the highest AUC for the respective data set.

Data Set
September
November
Mitchell

Baseline

Color Thresholding

Autoencoder

K-means

0.46
0.01
0

0.48
0.23
0.33

0.36
0.08
0.23

0.70
0.23
0.40

Table 5.9: Hardware specifications of the computer used to run all insect detection
software.

Specification

Value

Processor
3.40 GHz
RAM
16 GB
Ubuntu Version
16.04
MATLAB Version
2018b

Lastly, we conducted execution time tests for each of our proposed
methods to give information about processing efficiency of each method. We
completed this test by using a sample of video frames to run each method on. We
then computed the time it takes each frame to be processed in our software
pipeline. A sample of 300 frames from the M ITCHELL data set for testing and we
ran all tests on an Ubuntu Linux machine with system specifications listed in
Table 5.9. The results of the execution times can be seen in Figures 5.27 and 5.28.
We can conclude from the execution time data that
5.4

Insect Position Mapping
The output of the detection software pipeline contains the location of each

insect detection with respect to the pixels in the frame. The ultimate goal of our
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Figure 5.27: Execution time over 300 frames for the baseline, color thresholding,
and k-means methods.

Figure 5.28: Execution time over 300 frames for the autoencoder insect detection
method.
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proposed system is to localize each insect using real-world GPS coordinates. The
final output of the system is therefore a map of the testing field with detected
insects indicated by GPS markers.
5.4.1

Insect Mapping
The insects that are found in the data collected by the UAV are projected

onto an orthonormal map of the testing field. This is accomplished using the GPS
coordinates of the UAV that are recorded in the flight logs of the Matrice 100 as
the UAV undergoes a mission. Additionally, we use the pixel coordinates of the
insects detected in the video data to calculate the offset position with respect to
the UAV coordinates. With the assumption that the UAV’s coordinates are the
same GPS coordinates as the center of the video frame, we can calculate the GPS
coordinates of a detected insect by converting the pixel distance from the center
of the frame to GPS coordinate difference. We also take into consideration the
direction of the UAV and apply a transition matrix depending on the heading of
the vehicle.
The first step in the projection algorithm involves creating a map of the
testing field. This is accomplished by using the Google Maps API 3 to generate a
satellite image of the test field. We can localize each frame of our data set with
respect to the generated satellite image using the coordinates of the UAV. The
Matrice 100 sets a flag in the flight logs when the Zenmuse X3 begins recording
for the mission, so we know the exact GPS coordinates of the beginning of our
data set. The offset between the center of the frame and the pixel coordinates of
the detected insect is calculated using the pixel per meter resolution of the
Zenmuse X3 camera at 10 m. This value is 331.89 pixels per meter. We calculate
the offset in both the x and y directions of the video frame. After the real world
3 https://developers.google.com/maps/documentation/
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Figure 5.29: The difference in aircraft heading and how detected insects appear in
the video data. The red coordinate arrows show the direction the UAV is travelling and the black coordinate arrows show the position of a detected insect after
applying the rotation matrix.

distance is calculated, we convert the offset from meters to GPS units. This was
done with the assumption that 1 m is equivalent to a difference in GPS
coordinates of 9.0909 × 10−6 .
The final step for calculating insect coordinates involves applying a
rotation matrix depending on the heading of the UAV. The Matrice 100 flight logs
also include data regarding the direction the UAV is flying. Since the camera
plane remains approximately parallel to the ground plane because of the gimbal,
the rotation matrix we used is represented by the following equation:
  
 
0
 x   cos θ sin θ   x 
 =
 ,
y0
− sin θ cos θ
y

(5.14)

where θ is the yaw angle of the UAV with respect to North being zero. The
rotation matrix is applied to each of the latitude and longitude coordinates and
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Table 5.10: Quantitative results of the insect projection algorithm. All calculations
are based on the Euclidean distance from the estimated coordinates to the nearest
ground truth coordinate. Units are in meters.

Average Error

Standard Deviation of Error

Min Error

Max Error

2.46

1.46

0.16

6.77

the results are the calculated GPS coordinates of the insect. The coordinates for
each insect are projected onto the satellite map from the Google Maps API along
with the measured ground truth coordinates of each insect.
5.4.2

Localization Evaluation
To evaluate the accuracy of insect localization, we used the annotated data

collected from the M ITCHELL data set. We used the ground truth annotations
rather than the detections from the k-means algorithm so we can identify the
performance of the insect localization without needing to worry about false
positives from the k-means algorithm creating more false positives in the insect
localization. We measured the GPS coordinates of each insect in the M ITCHELL
data set which will act as the ground truth for evaluation. The generated
orthonormal map of the testing field can be seen in Figure 5.30. In order to
quantitatively evaluate the insect projection algorithm, we assigned each
localized insect to the nearest ground truth location in terms of Euclidean
distance. We then calculated the Euclidean distance between the estimated insect
coordinates and the ground truth coordinates and used that value as the error for
each estimated insect localization. The error metrics can be seen in Table 5.10.
Unfortunately, both the qualitative map of the insect coordinates and the
quantitative distances show significant error. The average distance between a
calculated GPS projection and the ground truth insect coordinates is 2.46 m. One
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Figure 5.30: Calculated localization of each of the insects. Magenta dots represent
the ground truth coordinates and cyan dots represent the projected coordinates
from the video detections.

potential cause for the inaccuracies present in the insect projections is the fact that
we assume a constant altitude throughout the entire flight. The Matrice 100 uses a
barometer in order to sense the altitude of the UAV and maintain a constant
altitude above ground level while in flight. However, it has been seen during data
collection that the Matrice 100 tends to dip significantly when turning corners.
This is due to the propellers of the UAV producing a strong turbulence when
turning that interferes with the barometer. Another potential cause for the error is
inaccuracy in the ground truth coordinate data. Although the Emlid RTK+ GPS
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receiver is designed to have centimeter accuracy, we have seen preliminary
results that both confirm the high level accuracy and results that show larger
error. We initially tested the GPS receiver by measuring two points on the ground
that were a distance of 1 m apart using a tape measurer. We then measured the
same points using the GPS receiver and the result was 0.99 m difference between
the two points, resulting in an error of only 1 cm. On another test, we measured
two points that were 7 m apart. However, when we measured the distance with
our GPS receiver, the resulting error was 300 cm. Due to the fact that the insect
localization portion of this project is in the preliminary stages of development,
much of these results are speculative and need to be further explored in the next
stages. For future work, we need to analyze the accuracy of each of the
assumptions we made for calculating the GPS offset as well as determine a more
accurate and consistent method of measuring GPS ground truth.
5.5

Chapter Summary
The purpose of this chapter was to outline the various software methods

used to detect the insects in the video data that was collected in Chapter 4. After
outlining each method, we experimentally determine the parameters needed to
produce optimal insect detections and evaluated the results of each method on the
three data sets we have collected. We determined the best method for detecting
insects in the field as well as suggested further improvements to our current
methods. Additionally, we describe the method of mapping the pixel coordinates
of insect detections to real-world GPS coordinates using data from the UAV.
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CHAPTER 6
CONCLUSION
In this thesis, we proposed an automated method of detecting invasive
insects in an agricultural field using an off-the-shelf UAV with a customized
payload. We performed experiments to optimize the capabilities of the UAV in
order to collect quality video data of insects while also covering a maximum area
of field in a single battery set. We also processed the videos collected by our data
collection system in order to detect insects within the frames and mapped
detected insects to GPS coordinates in order to create a map of the insect locations.
With the parameters determined in Chapter 4, we were able to cover a
total area of 3000 m2 in a single UAV flight. This was accomplished by
determining a UAV altitude and velocity that could cover a maximum area of the
field while also ensuring that insects can consistently be seen in the video data.
We also prepared a testing field with dead BMSB insects in various formations
and quantities in order to create unique data sets of the illuminated insects. Each
data set presents different challenges, such as non-insect objects appearing in the
frames or insects being occluded by tall grass. These varied data sets allowed us
to test the robustness of each of the insect detection methods to ensure that both
the data collection system and the methods used to localize the insects can
perform consistently over various conditions. The current method for recapturing
insects involve researchers using handheld UV flashlights to find insects that
have been coated in flourescent powder. This method has seen recapture rates of
less than 5%. When we collected data from Mitchell Park, our largest test field,
we were able to find 69 out of the 100 insects placed in the field, resulting in a
detection rate of 69%. Thus we can conclude that our automated method of data
collection is a large improvement upon current methods.
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The results of testing various methods for insect detection showed that
using our modified version of k-means clustering resulted in the best object
detection metrics compared to that of color thresholding and an autoencoder for
outlier detection. The detections produced by the k-means algorithm resulted in
recall as high as 0.7 and as low as 0.5, both of which are also an improvement
from the 5% recapture rate of current methods. Limitations of our proposed
insect detection method were outlined in Chapter 5, and we discuss suggestions
of future improvements in Section 6.2.
6.1

Contributions
Our proposed system incorporate both hardware and software methods

for data collection and data processing, respectively. The contributions presented
in this thesis can be summarized as the following :
1. We propose a novel data acquisition system based on a UAV that allows us
to quickly search for insects in a large area of interest.
2. We design a low complexity computer vision algorithm to robustly detect
and localize the insects observed by our system.
3. We produce an annotated data set of illuminated BMSB insects in a
nighttime setting.
4. We evaluate the data acquisition system in open field situations using
industry standard benchmark metrics.
Detecting insects in video data from distances as far as 10 m is a novel challenge
that is not discussed in current literature to our knowledge. Therefore, each of the
components (the data acquisition system, detecting small insects, and producing
an annotated BMSB data set) are new contributions to our field.
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6.2

Future Work
The data collection system and the insect detection algorithms were

significant improvements to current insect recapturing methods. However, there
are still improvements that can be made to our system and we discuss
suggestions for future work in this section.
The first potential improvement is regarding the Matrice 100 barometer.
The Matrice 100 uses a barometer to measure the relative altitude of the UAV with
respect to the ground in order to maintain constant altitude during flight. This
issue was discussed as a potential cause of the large projection error found in
Chapter 5 when we attempted to calculate the GPS coordinates of detected
insects. In order to compensate for this lack of constant UAV altitude, we propose
that we use data collected in the Matrice 100 flight logs in order to calculate insect
GPS coordinates. The Matrice 100 flight logs represent altitude data as distance
above sea level, which does not correspond to the distance from the UAV to the
ground. If we are able to generate a topographic map of the test field with respect
to sea level, we could subtract that distance from the sea level altitude recorded in
the Matrice 100 flight logs to determine a more accurate measurement of the UAV
altitude during the flight.
Another area of future work we suggest involves determining the flight
path of the UAV. In Chapter 4, we proposed a UAV flight path that covers the test
field in rows or columns. Although this ensures that data is collected over the
entire field, this type of flight path is very inefficient. This is primarily due to the
fact that the UAV must come to a stop and turn once it reaches the end of each
row or column. This greatly increases the flight time needed to cover large areas.
We suggest optimizing the flight path so that the UAV is flying at a constant
velocity at all times and never slows down. This can be accomplished by
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rounding the corners rather than making 90° turns at the end of each row.
Lastly, we suggest improvements regarding our final proposed insect
detection method: k-means clustering. Although k-means was determined to be
the best method of detecting insects, there are still areas where the algorithm
needs to improve. One suggestion we made in Chapter 5 was post-processing in
order to reduce the amount of false positives present in the output. This would
increase the precision for data sets with a large amount of clutter, however we
also need to improve upon the recall of data sets such as M ITCHELL. K-means
often failed at detecting multiple insects in a single frame when there one or two
insects were much brighter than the other insects. K-means converged on the
bright insects and discarded the dimly lit ones. This is most likely caused by too
many k-means iterations classifying dimly lit insects as background pixels.
Adjusting the convergence criterion discussed in Chapter 5 or determining a
better convergence criterion could result in higher recall among data sets with
multiple insects in a single frame. Additionally, we suggest that using other
methods of data clustering other than k-means, such as ISOMAP or spectral
clustering, would be beneficial to explore.
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