A multi-dimensional switched system (MDSS) contains subsystems of different state dimensions. By modeling the state transition at certain switching instant as the combination of dimension variations and state impulses, the stability of the MDSS is investigated. Sufficient conditions featuring the new transition-dependent average dwell time (TDADT) and the piecewise TDADT methods are provided to guarantee the corresponding stability performance under two different impulse types and different stability conditions for subsystems. By virtue of the proposed MDSS framework, the consensus problems for the open multi-agent system (MAS) featuring agent circulation are studied. It shows that the agent circulation that results in a switching and size-varying communication topology can be well captured by the state transition mechanism for the MDSS. Therefore, the consensus problems of an open MAS can be readily converted to the corresponding stability problems of the MDSS. The simulation example illustrates the effectiveness of the proposed methods as well as the feasibility of the application.
I. INTRODUCTION
S Witched systems comprise a set of dynamical subsystems which are activated in certain sequence specified by a rule called the switching signal. As an important branch of the hybrid systems [1] , the switched systems have received tremendous attention over the last two decades for their effectiveness in modeling systems with abrupt dynamics changes, representative works can be found in, e.g., [2] - [9] . These works, along with some classic tools such as the average dwell-time (ADT) [4] and the multiple Lyapunov functions (MLFs) [2] methods, had paved the way for subsequent endeavors on more complicated problems of switched systems, see [10] - [14] for some of the recent reports. Among most existing works, a common and conventional configuration considered for the switched systems is that all the subsystems are of the same state dimension, e.g., a general nonlinear switched system as follows:
where x(t) ∈ R n is the state; δ : R ≥0 → W = {1, 2, ..., ι} denotes the switching signal with ι the total number of the subsystems; for any ϕ ∈ W, f ϕ : R ≥0 × R n → R n is any Lipschitz function w.r.t. x(t). This is a natural setting since it can well approximate many practical systems while remains convenient for analysis. We can also call such a kind of systems the single-dimensional switched systems (SDSS) since all the states share a single dimension. Nevertheless, such an SDSS setting could become restricted in some cases where the minimal realizations of different subsystems do not actually have the same number of individual states. For example, a fixed-wing aircraft needs to switch its operation modes between the taxiing (3 degrees of freedom (DOF)) and the airborne flying (6 DOF) during a certain flight. Then in the sense of the switched system modeling, the minimally realized subsystems corresponding to these two operation modes can have different state dimensions of 6 and 12, respectively. Correspondingly, since the subsystems do not share a same sate dimension, we thus call such a kind of systems the multi-dimensional switched system (MDSS). To deal with such inconsistence in subsystem dimensions, usually a straightforward method is to add redundant components to the state vector of the subsystems with lower dimensions, such that they can match those of the highest dimension to circumvent the study of the MDSS, see, e.g., [15] . However, such a method would potentially bring in an unnecessary increase of computation resource consumption. In addition, it does not apply to the case where the highest dimension is unknown or unfixed, either. Therefore, it entails a specific research for the MDSS.
To date, related works on MDSSs are in a minority. A series of early discussions can be found in [16] - [19] , in which the terminology of "multi-dimensional multi-mode (M 3 D) system" was coined to describe switched systems with dimension inconsistence. They also introduced the concept of pseudo-continuity ((see Definition 2.1 of [18] )) to describe the transition behaviors of the systems at the switching instant, such that a continuous-like state space can be obtained. Nevertheless, such a condition requires the dimension variations to comply with a series of specific patterns. This has made the application scope of such M 3 D systems rather limited. Another endeavor involving the application of the MDSS was fulfilled by [20] where the formation problem was studied for a set of spacecrafts. The flying process was modeled as the so-called state-varying switched system with a formalized stability definition and the corresponding stability conditions based on the fixed dwell time method. However, the state transitions at switching instants were defined based on the specific spacecraft formation processes in which new state components were added directly to the end of the original state. It consequently brought in some conservativeness. In general, despite there have been some preliminary explo-rations, the MDSS remains an open topic to investigate. More general MDSS models, especially those with more general state transition mechanism at switching instants, are expected. Moreover, the connection between the famous dwell time method and the stability of the MDSS deserves a further development as well. All these above have led to the study of the MDSS in this work. Furthermore, it is also of interest if such a kind of switched systems has any practical applications. This has thus motivated another focus of this work.
The switched systems have long been applied to study the multi-agent systems (MASs) for years. One of the typical applications pertains to the MASs with switching topologies, see e.g., [21] - [27] . The traditional switching topologies focus on the variations of the network connections, though, the variations of the network size are seldom considered. However, in practice it could be the case where the MAS admits the circulation feature of its agents due to some special tasks such as the docking and undocking maneuvers of the spacecrafts [20] . The traditional switching topologies remain incapable of covering such agent circulation. This thereby gives rise to the open MASs featuring agent circulation that causes dynamical changes in both the connections and the size of the network.
Despite had been discussed in the computer science community for decades, see e.g., [28] , [29] , the open MASs have not become a rising topic until the recent few years. The average pairwise gossip algorithm was investigated in [30] for open MASs as the gossip and the replacement behaviors had been considered along with the typical behaviors of the open agents, i.e, the entering and departure behaviors [28] . A max-consensus problem was addressed in [31] as the authors considered the open MASs with deterministic entering and departure processes. The results were further extended in [32] from the deterministic case to the case where the arrivals and the departures are random, in which the "scale-independent" quantities were then resorted to analyze the coordination performance of the open MASs. A proportional dynamic consensus algorithm for the open MASs were proposed in [33] as a novel definition of its stability was also formalized. It was claimed by the authors that it was the first dynamic consensus result for the open MAS, though, the considered model is of a specific configuration as all the states are onedimensional. They did not consider the replacement behavior [30] The proposed TDADT method also allows the case where none of the directed graphes of the switching topologies contains a directed spanning tree. The rest of the paper are organized as follows: Section II gives the system formulation as well as some preliminaries for the MDSS; Section III presents the main results regarding the stability of the MDSS; Section IV introduces the open MAS and analyzes its coordination problem via the MDSS framework, simulation results are also provided; Section V concludes the paper and gives some prospects.
The notations used in this work are summarized as follows: 1 denotes a vector of corresponding dimension that is fully composed by ones; B m×n represents an m × n binary matrix; R n and R m×n represent the n-th dimensional Euclidean vector space and m × n dimensional matrix space, respectively; C − denotes the left-half complex plane and C + denotes the righthalf complex plane; C denotes the complementary set of set C; the identity matrix without explicitly specifying its dimension is denoted by I and the n-th dimensional identity matrix is denoted by I n ; the Kronecker product of matrices A and B is denoted by A ⊗ B; for any square matrix R ∈ R n×n , λ(R) denotes the spectrum of R; Re(...) denotes the real part of a complex number; P > 0 means that P is real symmetric and positive definite.
II. SYSTEM FORMULATION AND PRELIMINARIES
In this section we will present the formulation of the MDSS in both the general nonlinear and the general linear cases along with the state transition mechanism at switching instants. New methods and some preliminaries will also be presented to the end of this section.
Note that in this work we only consider the continuous-time case and always exclude the Zeno behavior from the switching signal.
A. MDSS model
Compared with (1) , an MDSS contains subsystems of different dimensions. For P = {1, 2, ..., s}, s is the total number of subsystems, an MDSS with the switching signal σ(t), σ : R ≥0 → 0 P is formulated as follows:
where
The switching signal σ(t) is a piecewise right continuous function and we denote the k-th switching instant as t k , k = 1, 2, .... Specifically, for any initial time t 0 , σ(t − 0 ) = 0, where mode 0 is a virtual subsystem index which is defined for convenience. Obviously, for different switching modes φ ∈ P, the dynamics of corresponding subsystems f φ (t, x φ ) can be either stable or unstable. Thus for convenience we assign the unstable switching modes to the set P u and the stable ones to the set P s such that P u P s = ∅, and P u P s = P.
For the linear version of (2), we consider a closed-loop system equipped with a state-feedback gain:
As is shown by (2), the MDSS is a kind of more general switched systems that allows each subsystem has its unique state dimension, As a result, the state transitions at certain switching instants will be rather distinctive from the classic switched systems.
B. State transition mechanism at switching instants
For classic SDSS (1) without dimension variation of the switching modes, the state transition at any switching instant t k is usually considered to be continuous, that is
However, such a feature of the state continuity could not hold when taking into account the jumping or the impulsive effects of the states. In this case, the state transition at t k turns out to be
where g k : R n → R n is any nonidentity continuous mapping that varies with the specific instant t k . Switched systems with the state discontinuity of (5) are often termed the impulsive switched systems [34] . Such a kind of system can also be encountered in practice, e.g., the payload transport [35] which features instant state variations (speed variations) at the loading moment. The impulsive effects are naturally linked with the MDSS. Aside from the traditional state jumps (5) that may occur at any switching instant, due to the dimension variations, the state transitions at these moments are definitely not continuous. Therefore, if taking into account the classic state impulsive effects (5) at the switching instants, it is straightforward to have the following state transition mechanism for the MDSS (2): for given pair of
From (6), one can easily conclude that the transition processes for an MDSS are captured by the two parameters
and Φ k which are called the transition matrix and the impulsive vector, respectively. Remark 1: The state transition (6) plays a pivotal role in the MDSS model. It makes the transition between state spaces of each pair of two different subsystems "continuous" such that the state evolution seems to take place in a static state space (it coincides with the notion "psedo-continuity" proposed by [18] ). Moreover, one can readily conclude that (6) covers all the possible state transitions occurring among subspaces of a finite-dimensional vector space with proper evaluations of the transition matrix and the impulsive vector.
is a special permutation matrix that serves as an indicator of the state dimensions to be reduced or expanded. It can be obtained by removing specific rows from or by adding zero rows to specific positions of an identity matrix I n σ(t − k ) . For example, consider the transitions between the states x φ = [x φ,1 , x φ,2 , x φ,3 ] T and xφ = [xφ ,1 , xφ ,2 ] T , if the transition is from φ toφ, then Ξφ ,φ = [1 0 0; 0 1 0] which means the reduction of the third dimension; otherwise, then Ξ φ,φ = [1 0; 0 1; 0 0] which means the addition of a third dimension. Particularly, the transition matrix reduced to the identity matrix I n
if the transition is between modes with the same dimension.
, Φ k < +∞ on the other hand, is a certain vector with a finite vector norm. As is implied by its name, Φ k carries the aforementioned impulsive effects of the variations of the state at any k-th switching instant. It serves twofold: the initial values assigned to the new expanded dimensions and the values of instant variations of the unvaried dimensions. For example, given
the first three entries denotes the variations on the unchanged dimensions while the last entry denotes the initial value of the new added dimensions.
C. State dependency of impulses
Furthermore, we are interested in the state-dependency of the impulsive vector Φ k . Briefly, based on the relation between a state impulse and its pre-switching state, we divide Φ k into two types: PSS-dependent and PSS-independent.
For Φ k that is PSS-independent, it implies that at certain switching instant t k , neither the values of the new added dimensions nor the variation values on the unchanged dimensions rely on the previously switched state information
. Clearly, if one does not impose any constraint on Φ k in (6) then the impulses are naturally PSS-independent and would only rely on the switching instants.
For a PSS-dependent Φ k , it implies the aforementioned two types of changes both rely on the previously switched state information
. In this sense, reviewing the mappings between two vectors from different vector spaces, we have the following formulation for the PSS-dependent impulses:
is any real matrix. Remark 4: It is notable that (7) does not lose any generality in modeling a PSS-dependent impulse. It is because given any pair of non-zero vectors y 1 ∈ R m − {0} and y 2 ∈ R n − {0}, there always exists a non-zero matrix W ∈ R m×n such that y 1 = W y 2 , particularly, y 1 = 0 if and only if y 2 = 0. Note that the PSS-dependent impulses actually rule out the case that the transition is from a zero state to a non-zero one. This is often reflected as the condition of an impulsive function h δ(t) (x(t)) satisfying h q (0) ≡ 0, such a setting can be commonly seen in many works on the impulsive systems, see e.g., [11] , [36] .
Correspondingly, the state transition (6) with PSS-dependent impulses can be rewritten as:
. These two types of impulses will result in different stability performance for the MDSS (2) in the upcoming analysis.
D. Preliminaries
Some definitions will be presented in this subsection as preliminaries for further analysis.
Definition 1: An MDSS (2) satisfying (6) is said to be globally uniformly exponentially stable (GUES), if there exist constants c > 0, γ < 0 such that
for any x σ(t0) (t 0 ). It is said to be globally uniformly practically stable (GUPS), if there exists a class K ∞ function α such that
and lim t→+∞ x σ(t) (t) = ǫ > 0 for any x σ(t0) (t 0 ). Here ǫ is called the ultimate bound of x σ(t) (t).
Next we will present the new concept of the TDADT with the following definition.
Definition 2: On a given time interval [t 0 , t f ), t f > t 0 ≥ 0 and for any φ ∈ P with its precedent modeφ ∈ 0 P (φ =φ), denote the total number of switchings of mode φ following modeφ as N φ,φ (t 0 , t f ) and the length of the j-th activating period of mode φ following modeφ as T j φ,φ (t 0 , t f ).
where τ φ,φ is called the slow-switching TDADT of the switching signal σ(t). Definition 3: On a given time interval [t 0 , t f ), t f > t 0 ≥ 0 and for any φ ∈ P with its precedent modeφ ∈ 0 P (φ =φ), denote the total number of switchings of mode φ following modeφ as N φ,φ (t 0 , t f ) and the length of the j-th activating period of mode φ following modeφ as
where τ φ,φ is called the fast-switching TDADT of the switching signal σ(t).
Remark 5: The proposed TDADT can be deemed a natural extension of the mode-dependent average dwell time (MDADT) method [14] . It is called "transition-dependent" since the TDADT allows for both the current mode and its nearest precedent mode before the current transition instant. In contrast, the MDADT only relates to the current switching mode. This feature makes TDADT more suitable than MDADT for the MDSS since the transitions from different switching modes to the same one would exhibit different dimension and value variations of the states.
Based on the notion of the TDADT, we further define the following as another description method for a switching signal. Definition 4: On given time span [t 0 , t f ), 0 ≤ t 0 < t < +∞: for a certain k-th switching instant t k ∈ (t 0 , t), ∀k = 1, 2, ..., N σ (t 0 , t), we define the following
as the piecewise TDADT of σ(t). For the total number of switchings
Remark 6: The piecewise TDADT τ φ,φ defined above depicts the average activating period of a certain switching mode φ preceded byφ on a specific time interval (t k , t). It is deserved to point out that though such piecewise TDADT has not been defined in a standard dwell-time manner (cf. (11) and (12)), we still slightly abuse the term of "dwell time" to name it since it plays a similar role to the conventional dwell time framework in the upcoming analysis.
Additionally, we introduce the following variant version of the quasi-alternative switching signal given in [37] with the following definition:
Definition 5 (A variant of the quasi-alternative switching signal): Any switching law σ(t) not satisfying: ∀k, σ(t k ) ∈ P u and σ(t k+1 ) ∈ P u is said to be a variant of the quasialternative switching signal. Denote the set of such a kind of switching signals byΨ σ . Here t k is any k-th switching instant of σ(t).
Remark 7: It is notable that the switching signals defined above only rule out the case that all the switching modes are unstable. In contrast, the quasi-alternative switching signal [37] requires that an unstable switching mode must be followed by a stable one which is clearly more conservative.
III. STABILITY ANALYSIS FOR MDSS
In this section we will present one of the main results of this work concerning the stability analysis of the MDSS.
Throughout this section, we have the following settings on given time span
A. Stability conditions for nonlinear MDSS
Theorem 1: Considering (2) satisfying (6) with the switching signal
then the MDSS is said to be GUPS provided that its switching signal σ(t) satisfies the following conditions:
The ultimate bound ǫ = a κ −1ǫ , in which,ǫ =Θ Ω e ς 1−e ς , Ω = min ∀φ∈Pu,φ∈P
.., k. Moreover, given Θ φ,φ ≡ 0 for (16), then (2) is said to be GUES if the above conditions excluding (18) and (20) are satisfied.
Proof: Throughout this proof, we use V σ(t) (t) to denote V σ(t) (t, x σ(t) (t)) for simplicity. Assuming a certain switching sequence on (t 0 , t f ] to be t 1 , t 2 , ..., t k , ..., k ≤ N (t 0 , t f ), then by integrating (15) on both sides from t 0 to t k+1 , and applying (16) , one obtains
ln
.
Grouping the terms of the same mode pair φ,φ ∈ P, φ =φ together, then with (11) and (12) applied, (21) implies:
wherẽ
In the above,Ω = min ∀φ∈Pu,φ∈P
T j φ,φ (t 0 , t). Note that in (22) the second additive group of summation terms (23) become the non-negative infinite series as t k+1 → +∞ since in this case t k+1 → +∞ implies k → +∞. In addition, define ς j φ,φ = lim t→+∞ τ φ,φ (t j , t)γ φ +ln Ω φ,φ , j = 1, 2, ..., k. Clearly, it can be concluded from (18) and (20) that ς j φ,φ ≤ 0, ∀φ,φ ∈ P. Then with (13) applied one can readily obtain the following limit for (23):
where ς = max ∀j ς j , ς j = max ∀φ,φ∈P ς j φ,φ . Then it follows from (24) that V σ(t) (t, x σ(t) (t)) →ǫ as t → +∞, wherẽ ǫ =Θ Ω e ς 1−e ς . This means lim t→+∞ x σ(t) (t) = a κ −1ǫ = ǫ > 0. Recalling Definition 1, one concludes that the MDSS (2) is GUPS. Moreover, if Θ φ,φ ≡ 0, then condition (16) 
) which together with (24) implies V σ(t) (t, x σ(t) (t)) → 0 as t → +∞, recalling Definition 1, one concludes that the MDSS (2) is GUES. Remark 8: Theorem 1 provides the essential stability conditions for a general nonlinear MDSS (2) under the TDADT framework. However, Theorem 1 remains trivial in practice since it assumes in advance the existence of V φ (t, x φ (t)) satisfying (14) , (15) and (16) but has not provided a specific line of finding such a kind of functions. Since a general nonlinear model (2) could not provide enough explicit information for guaranteeing the existence as well as the search of specific forms of such functions, in next subsection we are going to focus on the general linear version (3) of (2).
B. Stability conditions for linear MDSS
For a linear MDSS (3), we have the following theorem: Theorem 2: Consider an MDSS (3) and (6) with switching signal σ(t). If for any σ(t k ) = φ, φ ∈ P and given constant η(t 0 ) > 0 there exist positive definite matrices P φ ∈ R n φ ×n φ and scalar η(t k ) > 0 such that ∀t ∈ (t k , t k+1 ), the switching signal σ(t) satisfies (17), (18) , (19) and (20), where
then it is said to be GUPS for (3) if Φ k is PSS-independent given σ(t) ∈Ψ σ . Moreover, provided that the impulsive vector Φ k satisfies (7), i.e., PSS-dependent, then it is said to be GUES for (3) if σ(t) satisfies (17), (19) with Ω φ,φ = max
2 ). Additionally, η(t k ) updates its value according to Procedure 1 for both cases.
Proof: For any t ∈ [t k , t k+1 ), k = 0, 1, ..., construct the dynamical MLFs as
is the solution to the following Lyapunov equation:
Therefore, it is clear that P σ(t k ) is positive definite. In the aboveÃ
Apparently, (26) implies that for any φ = σ(t k ) ∈ P,
whereγ φ = − 1 λmax(P φ ) + 2γ φ . Moreover, one derives from (6) that for any φ = σ(t k ) ∈ P,φ = σ(t k−1 ) ∈ P,
In the above, the value of η(t k ) is updated by Procedure 1, then one can guarantee that
It is notable that in some cases where unstable modes are continually activated, η(t) may potentially keep an decreasing tendency as time goes on, which would make it converge to 0 as time goes infinity. Consequently, one would have difficulty in determining whether the convergence of V σ(t) (t, x σ(t) (t)) as t → +∞ is a result of the convergence of x σ(t) (t) or the convergence of η(t). Owing to the updating Procedure 1, it is not hard to find that the inverse of such a decrement is always upper bounded by an affine function ̟t + ϑ, ̟ > 0, ϑ > 0, i.e., 1 η(t) < ̟t + ϑ, ∀t > t 0 . This implies the convergence of V σ(t) (t, x σ(t) (t)) is a result of the convergence of x σ(t) (t).
Then recalling Theorem 1, if Φ k is PSS-independent, then with (27) and (28) one conclude that (3) is GUPS provided that σ(t) ∈Ψ σ satisfies (17)- (20) . Moreover, if Φ k satisfies (7) with (17) and (19) held, then one concludes that (3) is GUES via Theorem 1.
Step 1: Set k ← 0, initialize η(t 0 ) > 0; initialize positive scalars χ φ,φ ∈ (1, +∞) for all φ ∈ P s and χ φ,φ ∈ (0, 1) for all φ ∈ P u ;
Step 2: Step 5:
χ σ(t k ),σ(t k−1 ) , go to Step 2;
Step 6:
Step 7: Exit. Remark 9: We have studied two cases for the stability of linear MDSSs. First we consider the case where Φ k is PSSindependent as we investigate the GUPS performance of (3) with the requirement that σ(t) ∈Ψ σ . The GUPS is studied because a PSS-independent impulse would potentially destroy the convergent performance of the system; the requirement on the switching signal prevents the situation where the decreasing of the dynamical MLFs is dominated by the deceasing of η(t k ). In the second case, we consider more practical switching situation where we do not impose that σ(t) ∈Ψ σ . This comes at the cost of requiring the aforementioned impulses to be PSS-dependent, i.e., lim
However, it is notable that this is a fairly common postulation which can be found in many related works, see, e.g., [38] , as it enables one to investigate the asymptotical convergence performance of the impulsive system.
Remark 10:
The dynamical MLFs proposed can be deemed an extension of the tradition MLFs by setting η(t k ) ≡ 1, k = 1, ..., N (t 0 , t f ). The variation of η(t k ) at each switching instant enables the function to reset its value to a desired one such that condition (16) can be satisfied. It is important because such a condition would not always be satisfied in the case where σ(t) ∈Ψ σ does not necessarily hold. This issue has also been pointed out in [9] as the authors employed the discretized Lyapunov function technique to address it by adding more LMI conditions. However, such an LMI-based method cannot be applied to the MDSS since the dimension may vary at any switching instant, one is thus not able to capture the function-jumping condition (16) as an LMI expression.
With the stability analysis for the MDSS established, we are ready to apply such a model to the coordination problem of open MASs.
IV. AN APPLICATION TO OPEN MAS COORDINATION
In this section, the results obtained in Section III about the MDSS will be applied to address the coordination problem of the open MASs with agent circulation behaviors.
A. Communication topology
Given a switching signal σ(t), σ : R ≥0 → P = {1, 2, ...s} where s is the number of switching modes of σ(t), the switching communication topology of an open multi-agent system can be represented by a switching directed graph G σ(t) = {V σ(t) , E σ(t) } in which each switching mode indicates a possible switching topology. V σ(t) denotes the vertex set of the digraph G σ(t) that satisfies |V σ(t) | = N σ(t) , where N σ(t) represents the number of the vertices of G σ(t) , E σ(t) ⊆ V σ(t) × V σ(t) is the edge set. It is assumed that the digraph contains no self loops, i.e., (i, i) ∈ E σ(t) . Let A σ(t) = [a ij (σ(t))] ∈ R N ×N denote the switching adjacency matrix of G σ(t) in which a ij (σ(t)) = 0 if (j, i) ∈ E σ(t) , i.e., there is not a directed edge from j to i, otherwise a ij (σ(t)) = 1. A Laplacian matrix of G σ(t) is denoted by L σ(t) = [l ij (σ(t))] = D σ(t) − A σ(t) , where D σ(t) = [d ij (σ(t))] is the corresponding switching degree matrix with d ij (σ(t)) = 0, ∀i = j and d ij (σ(t)) = j=1 N a ij (σ(t)), ∀i = j. Moreover, it is assumed that for any switching mode φ ∈ P, the union of the communication digraphes of each topology contains at least one directed spanning tree, i.e., φ∈P G φ contains a directed spanning tree. This is a necessary condition for the consensus of MAS with switching topologies that can be found in most literature on related topics.
In addition, we give the following lemma regarding the Laplacians of the switching topologies which is useful for the upcoming analysis.
Lemma 1 ( [24] ): Given any vectors x 1 , ..., x N σ(t) ∈ R n and corresponding to the switching Laplacian matrix L σ(t) = [l ij (σ(t))] defined in Section IV-A, the following holds
, where z ij (σ(t)) = l ij (σ(t)) − l N σ(t) j (σ(t)) for i, j = 1, ..., N σ(t) − 1. Denoting Z σ(t) = [z ij (σ(t))], then the real parts of all the eigenvalues of Z φ , φ ∈ P are non-negative. Moreover, their real parts are all positive provided G φ contains a directed spanning tree for any φ.
B. System formulation of open MAS with agent circulation
Consider the following open multi-agent system with linear consensus protocols:
where ̺ > 0, ξ i (t) ∈ R p , S ∈ R p×p , and min ∀j (Re(λ j (S))) ≥ 0. A compact form of (29) can be obtained by piling up the state of each agent:
The agent circulation behaviors at switching instant t k are captured as follows:
in which Ξ σ(t + k ),σ(t − k ) and Φ k are of the same definition as in (6) . In general, recalling the settings in [32] combining with the state transition mechanism proposed for the MDSS framework, then the agent circulation behaviors at switching instant t k of a typical open MAS can be classified into the following types: 1) Join-in: there are new agents joining the original group, i.e., |V σ(t − k ) | < |V σ(t + k ) |, n σ(t − k ) < n σ(t + k ) . The joined agents can establish new connections with the existing agents in the group. In this case, the entries in Φ k with the same indices as the zero rows of Ξ σ(t + k ),σ(t − k ) denote the initial values of the new added agents. These values can either be PSS-independent or PSS-dependent. 2) Departure: there are agents leaving the original group,
Once an agent has left, all the connections bound to it will be cut off. Note that a pure departure process does not bring new values to the state of the agent group but only makes the post-switching state of the group inherit part of its the pre-switching state, that is, Φ k ≡ 0, thus the state impulse is automatically PSS-dependent.
3) Replacement: A replacement behavior of the open MAS
can be regarded as a joint behavior of the join-in and departure which occur simultaneously in the group. In this sense, the replacement behaviors essentially represent the state impulses on corresponding agents. Note that a pure replacement behavior does not change the size of the communication topology, i.e., |V σ(t + k ) | = |V σ(t − k ) |, n σ(t − k ) = n σ(t + k ) . For the replacements occurring along with the join-in or departure behaviors, the variation values of the state impulse of any agent is denoted by the entries in Φ k with the same indices as the non-zero rows or the non-zero columns of Ξ σ(t + k ),σ(t − k ) respectively.
Remark 11:
For an open MAS (29) , its topology is naturally switching since the agent behaviors listed above in essence imply potential connection variations among agents. Note that we also allow the connection variations occurring among unmoved agents at the same time. For example, when an agent leaves the group, the rest agents can instantly re-establish connections with others to fill in the lost connections due to the departure.
Since the consensus performance is interested for the open MAS (29) , via Lemma 1 we can transform (29) into the following system by defining δ i (t) = ξ i (t) − ξ N σ(t) (t): for any i = 1, ..., N σ(t) − 1,
Furthermore, (32) can be rewritten as the following compact form,δ
which can be obtained by removing the last row and column from Ξ
Remark 12: Although resembling in form, the parameter settings in (31) and (34) have some differences. These differences are mainly exhibited between the impulsive vectors Φ k andΦ k as presented above: Φ k defined in (31) only carries a single part, i.e., the state variation which can be PSS-dependent or PSS-independent;Φ k carries two parts, i.e., a PSS-dependent vectorΦ k and a vectorΦ k whose PSS dependency relies on that of Φ k . Note that such differences would not change the structure of the state transition mechanism defined in Section II-B since the duties of the transition matrixΞ σ(t + k ),σ(t − k ) and impulsive vectorΦ k in (34) are consistent with those of (31).
Next we will add some definitions regarding the consensus performance of the open MAS.
Definition 6: For the open MAS (29) , the practical consensus is said to be achieved if for any given ǫ > 0 it holds that lim
Other forms of the definition about the practical consensus can be found in [39] , [40] .
Definition 7:
For the open MAS (29) , the consensus is said to be achieved if there holds that
The definition of the consensus of open MAS is consistent with that for the classic MASs. Next we are going to apply the results for the stability of the MDSS to address the coordination problem of open MAS (29) .
C. Coordination analysis via MDSS framework
The following theorem gives the corresponding conditions for (29) to reach different consensus performance.
Theorem 3: For an open MAS (29) with at least one directed graph G φ , φ ∈ P of the switching topologies containing a directed spanning tree, denote the agent circulation as (31) . Then it is said to achieve the practical consensus for (29) if Φ k is PSS-independent and σ(t) ∈Ψ σ with (17), (18) , (19) , and (20) 
in which Z σ(t) is defined as in Lemma 1. It is said to achieve consensus provided that Φ k is PSS-dependent, i.e., (7) is satisfied and the switching signal σ(t) satisfies (17) and (19) .
Since for any pair of i, j ∈ V σ(t) , lim t→+∞ ξ i (t) − ξ j (t) = 0 and lim t→+∞ ξ i (t) − ξ j (t) ≤ ǫ globally uniformly are equivalent to lim t→+∞ δ i (t) = 0 and lim t→+∞ δ i (t) ≤ 1 2 ǫ, ∀i = 1, ..., N σ(t) − 1 globally uniformly, then with Lemma 1 applied, the consensus and practical consensus of (29) boil down to the GUES and GUPS of (32), respectively. Moreover, it is not hard to see that there exists a positive constant ̺ such that I N −1 ⊗ S − ̺Z φ ⊗ I p is Hurwitz for any G φ containing a directed spanning tree. Conversely, via the Gershgorin circle theorem one can derive that given any
not Hurwitz for any G φ not containing a directed spanning tree. Then there exist a positive definite matrixP φ and a scalar γ φ > max j Re(λ j (I N −1 ⊗ S − ̺Z φ ⊗ I p ))) such that the following Lyapunov equation holds for both the aforementioned topology settings:
Similar to the proof of Theorem 2, choosing the dynamical MLFs asṼ σ(t) = η(t)δ T σ(t) (t)P σ(t) δ σ(t) (t), then one obtains from (38) and (34) that for any φ ∈ P, (29) . The red nodes denote the agents and the blue arrowed lines denote the directed communications among them, the numbers denote the labels of agents. It is assumed in this example that only the agent of a larger label departs from the group; new incoming agents are labeled in sequence after the existing largest label. Note that Fig. 1d denotes that G 4 contains a directed spanning tree while Fig. 1e denotes the case that G 4 contains no directed spanning tree.
with (27) and (28) satisfied, in which the corresponding parameters are given in (37) . Then via Theorem 2 and with the conditions (17) to (20) satisfied, one concludes that (32) is GUPS given σ(t) ∈Ψ σ and Φ k does not satisfy (7); (32) is GUES if solely Φ k satisfies (7) . Therefore the corresponding consensus performance of the open MAS (29) with different settings for switching topologies G σ(t) can be guaranteed. The proof is complete.
D. Numerical examples
In this subsection, we present the numerical examples under two cases, i.e., the open MAS with at least one topology containing a directed spanning tree and that with all possible topologies contain no directed spanning tree, to illustrate the effectiveness of the proposed MDSS framework applied to the open MAS.
Case I: There is at least one digraph of a switching topology contains a directed spanning tree: In this case, we rule out the situation where digraphes of all the switching topologies contain no directed spanning tree, i.e., it is required in which the row index i denotes the post-switching mode and the column index j denotes the pre-switching mode, each zero entry indicates there is no transition from mode j to mode i. Moreover, it is can be seen from (40) that the application of TDADT definitely brings more flexibility to the arrangement of average activating period bounds for each switching mode, cf. [8] . The corresponding topologies are depicted in Fig. 1a to Fig. 1d and Fig. 1f . From the digraphes of topology, one can easily tell that only G 4 contains a directed spanning tree. First, we set Φ k to be PSS-dependent as in (7), in whichΞ k is a randomly generated matrix at every switching instant. The resultant trajectories of agent states ξ i (t) and the disagreement vectors δ i (t) are depicted in Fig. 3 and Fig. 4 , respectively. Note that in spirit of the TDADT method, the existence of a digraph containing a directed spanning actually compensates for the negative effects brought by the other digraphes of topologies containing no directed spanning tree to the consensus performance. Second, we set Φ k to be a random vector at each switching instant such that it is PSS-independent. The resultant trajectories of agent states ξ i (t) and the disagreement vectors δ i (t) are depicted in Fig. 5 and Fig. 6 . It can be seen that due to the non-convergent characteristics of Φ k , the errors of agent states cannot asymptotically reach the consensus but can always be ensured to reach a bounded area.
Case II: No digraph of the switching topology contains a spanning tree: In this case, Φ k is required to be PSSdependent, i.e., (7) is satisfied. The Laplacian of G 4 is changed into L 4 = [0 0 0; 0 0 0; −1 − 1 2], see Fig. 1e . A possible switching signal that satisfies (17) to (20) is depicted in Fig. 7 . The corresponding upper and lower bounds of the (piecewise) TDADT conditions are collected as the following matrix: (41) Fig. 3 . State trajectories ξ i (t), i = 1, 2, ..., N σ(t) given Φ k satisfies (7), PSS-dependent. Fig. 4 . Disagreement vector ξ i (t) − ξ N σ(t) (t), i = 1, 2, ..., N σ(t) − 1 given Φ k satisfies (7), PSS-dependent. Fig. 5 . State trajectories ξ i (t), i = 1, ..., N σ(t) given Φ k is PSS-independent. Moreover, we use the same PSS-dependent setting for Φ k as in Case I. The values of rest parameters remain the same as Case I. The resultant trajectories of agent states ξ i (t) and the disagreement vectors δ i (t) are depicted in Fig. 8 and Fig. 9 . It is shown that the consensus can be achieved for the open MAS (29) even with all the digraphes of the switching topologies containing no directed spanning tree.
V. CONCLUSION The stability of the MDSS has been studied in this work. We have modeled the state transition at each switching instant as a combination of the dimension variations and the state impulses. The impulses can be either PSS-independent or PSSdependent. By proposing the TDADT and piecewise TDADT approaches along with the new dynamical MLF method, we have guaranteed the GUPS under PSS-independent impulses for the nonlinear and linear MDSSs with unstable subsystems given that the switching signal is quasi-alternative. By further assuming that the impulses are PSS-dependent, we ensure the GUES for the MDSS with fully unstable subsystems under a .., N σ(t) given Φ k satisfies (7), PSSdependent. Fig. 9 . Disagreement vector ξ i (t) − ξ N σ(t) (t), i = 1, ..., N σ(t) − 1 given Φ k satisfies (7) 
