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STABILITY UNDER GALERKIN TRUNCATION OF A-STABLE
RUNGE–KUTTA DISCRETIZATIONS IN TIME
MARCEL OLIVER AND CLAUDIA WULFF
Abstract. We consider semilinear evolution equations for which the linear
part is normal and generates a strongly continuous semigroup and the nonlin-
ear part is sufficiently smooth on a scale of Hilbert spaces. We approximate
their semiflow by an implicit, A-stable Runge–Kutta discretization in time and
a spectral Galerkin truncation in space. We show regularity of the Galerkin-
truncated semiflow and its time-discretization on open sets of initial values
with bounds that are uniform in the spatial resolution and the initial value.
We also prove convergence of the space-time discretization without any con-
dition that couples the time step to the spatial resolution. Then we estimate
the Galerkin truncation error for the semiflow of the evolution equation, its
Runge–Kutta discretization, and their respective derivatives, showing how the
order of the Galerkin truncation error depends on the smoothness of the initial
data. Our results apply, in particular, to the semilinear wave equation and to
the nonlinear Schro¨dinger equation.
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1. Introduction
We study semilinear evolution equations
∂tU = F (U) = AU +B(U) (1.1)
posed on a Hilbert space Y under spectral spatial Galerkin truncation and temporal
discretization by a large class of A-stable Runge–Kutta methods. The methods
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considered permit a well-defined temporal semi-discretization [12, 15]; particular
examples are Gauss–Legendre Runge–Kutta schemes. The linear operator A of
(1.1) is assumed to be normal and to generate a strongly continuous, not necessary
analytic semigroup; B is a bounded nonlinear operator on Y. (This setting includes,
without loss of generality, cases where A is normal up to a bounded perturbation
as a bounded non-normal part can always be included into the operator B). The
examples we have in mind are semilinear Hamiltonian evolution equations such as
the semilinear wave equation or the nonlinear Schro¨dinger equation, though for the
results in this paper we do not assume a Hamiltonian structure.
Differentiation of the semiflow in time results in multiplication with the un-
bounded operator A. Hence, in general, the time derivative of the semiflow is only
well-defined when considered as a map from a subset of D(A) to Y [16]; to be able
to differentiate repeatedly, we assume that B is CN−k as a map from some open
set Dk ⊂ Yk ≡ D(Ak) to Yk for k = 0, . . . ,K and N > K. This is formalized
as condition (B1) in the main text of the paper. We prove that the semiflow of
the Galerkin truncated evolution equation and its temporal discretization are of
class CK jointly in time (resp. stepsize) and in the initial data when considered as
a map from DK ⊂ YK to Y, with uniform bounds in the spatial resolution. Analo-
gous results hold true for the full semiflow and its time-semidiscretization [15]. We
prove full-order convergence of the space-time discretization on open sets of initial
data without the need of a Courant condition that couples spatial and temporal
resolution. We then provide estimates on the truncation error of the Galerkin ap-
proximation of the semiflow, the temporal discretization and their derivatives, and
study the dependence of the order of the truncation error on the smoothness of the
initial data.
When implicit Runge–Kutta methods are applied to stiff problems, they often
converge at less than their formal order of convergence. This phenomenon is called
order reduction [6]. For time-semidiscretizations of initial-boundary value prob-
lems, order-reduction can be tied to lack of regularity [5] or mismatch of boundary
conditions in the internal stages of the method [2]; both papers give conditions
under which full-order convergence is achieved. In our work, we are in the setting
of [5, Theorem 3] except that we consider semilinear equations. For linear evolution
equations, this earlier result gives order p convergence when p is the formal order of
the method and the initial data is in D(Ap+1). When considering semilinear prob-
lems, our condition (B1) on the mapping properties of the nonlinearity typically
imposes additional boundary conditions that the nonlinearity B has to match if the
operator A has boundary conditions which are not periodic. Condition (B1), to-
gether with the assumption that the initial data lie in D(Ap+1), enforces matching
boundary conditions and excludes order reduction.
The standard requirement for the existence of a semiflow is Lipshitz continuity
of the nonlinearity B [16]. It holds true for a large class of evolution equations and
will be referred to as condition (B0) in the main text of the paper. Our assump-
tion (B1) implies Lipshitz continuity. Whether the stronger condition (B1) holds
true with K > 0 depends nontrivially on the evolution equation and its boundary
conditions. It is satisfied by our main examples, the semilinear wave equation and
nonlinear Schro¨dinger equation with smooth nonlinearities and periodic or homoge-
neous Neumann boundary conditions. It is also satisfied for homogeneous Dirichlet
conditions under additional conditions on the nonlinearity, see Section 2 below. If
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(B1) is not satisfied for sufficiently large K, we cannot ensure that the solution
U(t) of (1.1) and its numerical approximations have enough temporal smoothness
to obtain full order convergence of the time-discretization independent of the spatial
resolution.
We recall from [16] that the solution to the full semilinear evolution equation
is obtained as a fixed point of a contraction map, which we consider on the scale
of Hilbert spaces Y0, . . . ,YK . Similarly, the Runge–Kutta temporal discretizations
are functions of the Runge–Kutta stage vectors, which in turn are obtained as fixed
points of contraction maps. Remaining in this setting, we now consider spatial
Galerkin approximation as a perturbation of these contraction maps. To do so, we
provide an abstract theory for the stability of fixed points under perturbation of
contraction mappings on a scale of Banach spaces, thereby extending the theory of
contraction maps on scales of Banach spaces from [15, 19, 21]. This theory provides
us with a unified framework for the time-continuous and the time-discrete cases.
Let us mention some related results. Spatial spectral Galerkin approximation
(also called Faedo–Galerkin approximation) is frequently used as a theoretical tool
for the construction of solutions to partial differential equations; see, e.g., [9, 17].
Error estimates for smooth solutions of parabolic problems under spectral and more
general Galerkin approximations (such as finite element methods) can be found,
e.g., in [10, 18]. In the parabolic case, there has been a lot of interest in the
so-called nonlinear Galerkin method which has been shown to have a better con-
vergence rate than the standard spectral Galerkin method, see [7, 13] and references
therein. For analytic initial data, an exponential rate of convergence of the Galerkin
approximation to the semiflow of the Ginzburg–Landau equation has been shown
in [8].
Hyperbolic problems, namely the semilinear wave equation, and their discretiza-
tions have been studied, e.g., by Baker et al. [3]. They provide estimates for the
order of convergence of the spatial Galerkin method of the semiflow for smooth
enough data and globally Lipshitz nonlinearities under an assumption on the ellip-
tic projection of the solution; they also treat explicit multistep time discretizations
of the spatial approximation under a Courant condition that couples the accuracy
of the Galerkin method with the time-stepsize. Bazley [4] shows the convergence
of the Faedo–Galerkin approximations of the semilinear wave equation for a special
class of nonlinearities on the interval of existence of the continuous solution. Verver
and Sanz-Serna [20] identify general consistency and stability conditions in which
convergence of spatial semidiscretizations and of their temporal discretizations can
be proved. They further verify these conditions for a nonlinear parabolic PDE and
for the cubic nonlinear Schro¨dinger equation. In this paper we provide a general
framework in which those conditions hold true with uniform bounds on open sets
of initial data. Miklavcic [14] studies a class of parabolic and hyperbolic semilinear
evolution equations with a linear part that generates a C0 semigroup, and shows
pointwise convergence of the spatial Galerkin approximations of the semiflow; he
considers nonlinearities B which are Lipshitz on the whole of Y. Karakashian
et al. [11] study a class of implicit Runge–Kutta time-discretizations (including
Gauss–Legendre methods) and spatial Galerkin approximations for the cubic non-
linear Schro¨dinger equations and prove convergence for smooth solutions under
mesh conditions that couple spatial and temporal resolution.
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In this paper, the emphasis is on estimates for the spatial Galerkin truncation
error of the joint higher order derivatives in time and in the initial data both of
the semiflow and of its temporal discretization. In contrast to [3, 11], our estimates
for the numerical method hold uniformly in the time-stepsize and do not require
conditions that couple the spatial and temporal accuracy of the discretization.
Our results include statements on the pointwise convergence of Galerkin spatial
semi-discretizations for non-smooth solutions of (1.1) on their interval of existence,
see Theorem 2.3. These are similar to the results of [4, 14], but include more
general evolution equations. Our results yield algebraic orders of the Galerkin
truncation error for smooth, but non-analytic initial data. However, using the
methods developed here, it is also possible to obtain exponential estimates for
analytic data as in [8].
The paper is organized as follows. In Section 2, we introduce the class of semi-
linear evolution equations considered, and show how the semilinear wave equation
and the nonlinear Schro¨dinger equation fit into this framework for different types
of boundary conditions. In this setting, we study regularity and stability under
Galerkin truncation of the semiflow. In Section 3, we apply a class of A-stable
Runge–Kutta methods to the semiflow of the Galerkin truncated evolution equa-
tion and prove results on regularity and stability under Galerkin truncation for
the temporal discretization which are analogous to the semiflow. We also study
convergence of the space-time discretization.
We present our results in two versions: we label results that provide uniformity
of the time interval of existence (for the semiflow) and the maximum time step (for
the numerical method) on sufficiently small balls of initial data as “local version.”
Assuming more regularity for the initial data, we also obtain results which are
uniform on bounded open sets so long as B is well-defined and bounded. We will
label results of this type by “uniform version.”
In the appendix, we present a number of technical results on stability of fixed
points of contraction maps on scales of Banach spaces, which are needed in the
main body of the paper.
2. Semilinear evolution equations under Galerkin truncation
We begin by introducing the class of semilinear evolution equations which we
study in this paper. We then prove regularity of the Galerkin truncated semiflow
with uniform bounds in its spatial resolution and analyze the dependency of the
truncation error of the semiflow and its derivatives on the smoothness of the initial
data.
2.1. General setting. We consider the semilinear evolution equation (1.1) on a
Hilbert space Y and assume the following.
(A) A is a normal operator on a Hilbert space Y which generates a C0-semigroup
etA.
(B0) B : D → Y is Lipshitz.
Recall that an operator A is normal if it is closed and AA∗ = A∗A. For a defini-
tion of strongly continuous semigroups (C0-semigroups), see [16]. Assumption (A)
implies that there exists ω ∈ R such that
Re(specA) ≤ ω and ‖etA‖ ≤ eωt (2.1)
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for all t ≥ 0. In case A = An + Ab where An satisfies (A) and Ab is bounded, we
can redefine B as B + Ab and and A as An, whence conditions (A) and (B0) hold
true. This situation is typical for semilinear wave equations, see Example 2.1.
For fixed T > 0 and U0 ∈ D let W ∈ C([0, 1];Y) satisfy the fixed point equation
W = Π(W ;U0, T ) where, for τ ∈ [0, 1],
Π(W ;U0, T )(τ) = eτTAU0 + T
∫ τ
0
e(τ−σ)TAB(W (σ)) dσ . (2.2)
When T is small enough, Π is a contraction on the space Cb([0, 1];Y) so that the
contraction mapping theorem implies the existence of a fixed point [16]. We then
define the semiflow Φ of (1.1) by ΦτT (U0) = W (U0, T )(τ). We sometimes write Φt
to denote the map Φ( · , t).
It is apparent from (2.2) with B = 0 that the `-th time derivative of U(t) is in
Y only if U0 ∈ D(A`). Hence, we work on a hierarchy of Hilbert spaces defined as
follows. We set Y0 ≡ Y and, for ` ∈ N, we define Y` ≡ D(A`) endowed with scalar
product
〈U1, U2〉Y` = 〈PU1,PU2〉Y + 〈|A|`QU1, |A|`QU2〉Y .
Here P ≡ P1 is the spectral projector of A onto the set {λ ∈ spec(A) : |λ| ≤ 1}, and
Q = 1− P. This definition of the norm ensures that
‖A‖Y`+1→Y` ≤ 1 and ‖U‖Y` ≤ ‖U‖Y`+1 (2.3)
for all U ∈ Y`+1.
Let D ⊂ Y be open. We define
D−δ = {U ∈ D : distY(U, ∂D) > δ} . (2.4)
Given δ > 0 and a hierarchy of open sets D` ⊂ Y` for ` = 0, . . . , L for L ∈ N with
D0 ≡ D, we define D−δ0 ≡ D−δ as in (2.4) and, for ` = 1, . . . , L,
D−δ` ≡ {U ∈ D` : distY`(U, ∂D`) > δ} . (2.5)
Then, by construction, BY`δ (U) ⊂ D` for all U ∈ D−δ` and ` = 0, . . . , L where, for
any Banach space X and X0 ∈ X , we write
BXR (X0) = {X ∈ X : ‖X −X0‖X ≤ R}
to denote the closed ball of radius R around X0.
Let Y1 be a Banach space continuously embedded into the Banach space Y.
Then D1 ⊂ Y1 is called a δ∗-nested subset of D ⊂ Y if D−δ1 ⊂ D−δ for all δ ∈ [0, δ∗].
Furthermore we say that the family D0, . . . ,DL is δ∗-nested if
D−δ` ⊂ D−δ`−1 for all δ ∈ [0, δ∗] and ` = 1, . . . , L,
with δ∗ > 0. For example, the family Dk = BYkR (U0) is δ∗-nested for every δ∗ ∈
(0, R) and U0 ∈ YL. However, an arbitrary nested family D` ⊂ Y` may not be
δ∗-nested for any δ∗ > 0.
Finally, we write B ∈ CNb (D,Y) for some D ⊂ Y if B ∈ CN (D,Y) and if its
derivatives are, in addition, bounded and extend continuously to the boundary.
Then we can state a condition under which Φ defines a semiflow on the scale of
spaces Y0, . . . ,YK .
(B1) There exist K ∈ N0, N ∈ N with N > K, and a δ∗-nested sequence of
Yk-bounded and open sets Dk ⊂ Yk such that B ∈ CN−kb (Dk,Yk) for k =
0, . . . ,K.
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We denote the bounds of the maps B : Dk → Yk and their derivatives by constants
Mk, M
′
k, etc., for k = 0, . . . ,K and set M = M0, M
′ = M ′0, and so forth. In
addition to the domains D0, . . . ,DK defined in this assumption, we will sometimes
need to refer to DK+1, which may be any δ∗-nested subset of DK which is bounded
and open in YK+1.
We now give two examples of PDEs that satisfy assumptions (A) and (B1).
Example 2.1 (Functional setting for the semilinear wave equation). For the semi-
linear wave equation
∂ttu = ∂xxu− f(u) (2.6)
on I = (0, 1) with periodic boundary conditions u(0) = u(1), we set U = (u, v) and
Y` = H`+1(I;R)×H`(I;R)
for ` ∈ N. Here, H`(I;R) denotes the Sobolev space of square integrable functions
whose first ` weak derivatives are square-integrable. Then the operators A and B
are given by
A˜ =
(
0 id
∂2x 0
)
, A = (1− P0)A˜ , and B(U) =
(
u
−f(u)
)
, (2.7)
where P0 is the spectral projector of A˜ to the eigenvalue 0. Note that we have moved
P0A˜U into the nonlinearity B as P0A˜ is not normal. Then the group generated by
A is unitary on any Y` and A generates a C0-group on Y`. So, assumption (A)
is satisfied. If the nonlinearity f of the semilinear wave equation (2.6) is, e.g., a
polynomial, then (B1) is satisfied for any K and N as H` is a topological algebra for
` > 1/2 [1]. More generally, if f ∈ CN (D,R) for some N ∈ N and D ⊂ R open, then
(B1) holds for K < N ; see, e.g., [15, Theorem 2.12]. The same holds true in the
case of homogeneous Neumann boundary conditions. For homogeneous Dirichlet
conditions we must additionally require that f (2j)(0) = 0 for 0 ≤ 2j ≤ K − 1; the
same restriction on the nonlinearity applies when A is a nonconstant coefficient
operator and K ≤ 4, see [15, Section 2.5].
Example 2.2 (Functional setting for the nonlinear Schro¨dinger equation). For the
nonlinear Schro¨dinger equation
i ∂tu = −∂xxu+ ∂uV (u, u) (2.8)
with periodic boundary conditions on I = (0, 1), we set U ≡ u and identify
A = i ∂2x and B(U) = −i ∂uV (u, u) . (2.9)
The Laplacian is diagonal in the Fourier representation with eigenvalues −k2 where
k ∈ Z. Hence A generates a unitary group on the square integrable functions
L2 ≡ L2(I;C) and, more generally, on every H`(I;C) with ` ∈ N0. So the operator
A is normal, and assumption (A) holds trivially. In the notation of the abstract
functional setting of Section 2.1, we choose Y` = H2`+1(I;C). If the potential
V (u, u) satisfies V ∈ CK+2+N (D,R2) for some open subset D ⊂ R2 ≡ C, then, by
[15, Theorem 2.12], the nonlinearity B defined in (2.9) satisfies assumption (B1)
for K < N and, in particular, (B0).
GALERKIN APPROXIMATIONS OF A-STABLE RUNGE–KUTTA DISCRETIZATIONS 7
2.2. Spectral Galerkin truncation and convergence. We now truncate the
evolution equation (1.1) to an A-invariant subspace (Galerkin subspace) as follows.
For m ∈ N let Pm be the sequence of spectral projectors of A onto the set {λ ∈
spec(A) : |λ| ≤ m}. Then, assumption (A) implies that
lim
m→∞PmU = U
for all U ∈ Y, and
‖APmU‖Y ≤ m ‖PmU‖Y (2.10)
for m ∈ N. Functions U ∈ Y` are well approximated by their Galerkin projections
PmU . Indeed, setting Qm = id−Pm,
‖QmU‖Y ≤ m−` ‖U‖Y` . (2.11)
We now introduce the restricted evolution equation
u˙m = Aum +Bm(um) = PmF (um)
≡ fm(um) = Aum +Bm(um) , (2.12)
where Bm = PmB. We write φtm(·) to denote the semiflow of (2.12) on PmY and
define Φm = φm ◦ Pm.
The following theorem provides well-posedness for the projected system on the
same interval of time on which a solution to the full equation exists, and convergence
of solutions.
Theorem 2.3 (Convergence of the projected system). Under assumptions (A) and
(B0), let U ∈ C([0, T ],D) be a mild solution to the semilinear evolution equation
(1.1) with initial value U(0) = U0. Then there is m∗ ∈ N such that for every
m ≥ m∗ there exists a solution um ∈ C([0, T ],D) to the projected system (2.12)
with initial value um(0) = PmU0. Moreover,
sup
t∈[0,T ]
‖U(t)− um(t)‖Y → 0 (2.13)
as m→∞.
Proof. Local existence of a solution um(t) of (2.12) is obvious since Am is bounded.
However, we need to show that the interval of existence is at least [0, T ]. We note
that the solution can only cease to exist if um leaves the domain D, so we proceed
to prove (2.13) directly. Clearly,
U(t)− um(t) = etAQmU0 +
∫ t
0
e(t−s)A (B(U(s))−Bm(um(s))) ds . (2.14)
Taking the Y-norm and noting that, by (2.1), there is c > 0 such that ‖etA‖E(Y) ≤ c
for t ∈ [0, T ], we find that
‖U(t)− um(t)‖Y ≤ c ‖QmU0‖Y + c
∫ t
0
‖B(U(s))−Bm(um(s))‖Y ds
≤ c ‖QmU0‖Y + c T sup
s∈[0,T ]
‖QmB(U(s))‖Y + c
∫ t
0
‖B(U(s))−B(um(s))‖Y ds .
≤ c ‖QmU0‖Y + c T sup
s∈[0,T ]
‖QmB(U(s))‖Y + cM ′0
∫ t
0
‖U(s)− um(s)‖Y ds .
(2.15)
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Now note that the sequence of functions fm(s) = ‖QmB(U(s))‖Y converges point-
wise to zero as m→∞. Moreover, since
|fm(s1)− fm(s2)| ≤ ‖Qm(B(U(s1))−B(U(s2)))‖Y ≤ ‖B(U(s1))−B(U(s2))‖Y ,
the sequence is uniformly equicontinuous. Hence, by the Arzela`–Ascoli theorem,
fm converges to zero uniformly as m→∞. Thus, applying the Gronwall inequality
to (2.15), we see for any ε > 0 there exists a possibly larger m∗ such that for
m ≥ m∗, ‖U(t) − um(t)‖Y ≤ ε so long as um(t) does not leave D. Choosing
ε < dist({U(s) : s ∈ [0, T ]}, ∂D), we conclude that t in this estimate may be chosen
as large as T . 
We now define
RK+1 = sup
U∈DK+1
‖U‖YK+1 . (2.16)
The following theorem provides higher order bounds for the Galerkin approxi-
mation error of the semiflow.
Corollary 2.4 (Convergence of the projected system – higher order error bounds).
Assume (A) and (B1). Let δ ∈ (0, δ∗] be such that D−δK+1 is nonempty. Then there
exists m∗ such that for all m ≥ m∗ and every mild solution U ∈ C([0, T ];D−δK+1) of
the semilinear evolution equation (1.1) there exists a solution um ∈ C([0, T ],DK ∩
YK+1) to the projected system (2.12) with initial value um(0) = PmU0 such that
sup
t∈[0,T ]
‖U(t)− um(t)‖Y = O(m−K−1) (2.17)
The order constants in (2.17) depend only on the bounds afforded by (B1), (2.1),
and (2.16), on δ, and on T .
Proof. As in the proof of Theorem 2.3, we begin with (2.14). Here, we apply Pm
and rearrange terms to obtain the estimate
‖U(t)− um(t)‖Y ≤ ‖QmU(t)‖Y + c
∫ t
0
‖B(U(s))−B(um(s))‖Y ds . (2.18)
Due to (2.11), ‖QmU(·)‖Y ≤ RK+1m−K−1. The mean value theorem applies so
long as um(s) ∈ D. Then, by the Gronwall lemma as before, we find that (2.17)
holds true for all m ≥ m∗, where we choose m∗ such that ‖U(t)− um(t)‖Y < δ for
t ∈ [0, T ] and m ≥ m∗ so that indeed um(s) ∈ D for s ∈ [0, T ] and m ≥ m∗. 
Note that Corollary 2.4 with Y replaced by any of the Y1, . . . ,YK readily implies
that supt∈[0,T ]‖U(t)− um(t)‖Yj = O(m−K−1−j). However, as B is not assumed to
map from an open subset of YK+1 to YK+1, Theorem 2.3 as stated does not apply
with Y replaced by YK+1. However, we can still prove the following.
Corollary 2.5. Under the assumptions of Corollary 2.4, the following is true.
(a) If N > K + 1, we have supt∈[0,T ]‖U(t)− um(t)‖YK+1 → 0 as m→∞.
(b) If N = K+1, there exists C > 0 such that supt∈[0,T ]‖um(t)‖YK+1 ≤ C. The
bound C depends only on the bounds afforded by (B1), (2.1), and (2.16), on
δ, and on T .
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Proof. We may assume without loss of generality, that K = 0. (Otherwise replace
Y with YK .) Suppose first that N > K + 1. Then Theorem 2.3 applies to the
system of evolution equations
U˙ = AU +B(U) , W˙ = AW +B′(U)W
with initial value W (0) = AU0 +B(U0) so that W (t) = U ′(t). Hence,
sup
t∈[0,T ]
‖U ′(t)− u′m(t)‖Y → 0
as m→∞. Since supt∈[0,T ]‖B(U(t))− PmB(um(t))‖Y = O(m−1) by Corollary 2.4
and AU(t) = U ′(t)−B(U(t)), we obtain statement (a).
To prove statement (b), integrate w˙m = Awm + B
′(um)wm with initial value
wm(0) = APmU0+PmB(um(0)) and apply a standard Gronwall argument as before,
noting that the Y-norm of um(t) is bounded uniformly in m ≥ m∗ by Corollary 2.4.
Thus, supt∈[0,T ]‖u′m(t)‖Y ≤ c for some c > 0 depending only on the bounds afforded
by (B1), (2.1), and (2.16), on δ, and on T . This, together with the bound of B on
D, proves (b). 
2.3. Regularity of Galerkin truncated semiflow. We first introduce some
notation. For Banach spaces X and Y, and j ∈ N0, we write Ej(Y,X ) to de-
note the vector space of j-multilinear bounded mappings from Y to X ; we set
Ej(X ) ≡ Ej(X ,X ). For Banach spaces X , Y, and Z, and subsets U ⊂ X , V ⊂ Y,
and W ⊂ Z, we write
F ∈ C(m,n)b (U × V;W)
to denote a continuous, bounded function F : U × V → W whose partial Fre´chet
derivatives DiXD
j
Y F (X,Y ) exist, are bounded, and are such that the maps
(X,Y,X1, . . . , Xi) 7→ DiXDjY F (X,Y )(X1, . . . , Xi) (2.19)
are continuous from U × V × X i into Ej(Y,Z) for i = 0, . . . ,m and j = 0, . . . , n
and provided the maps (2.19) extend continuously to the boundary. (The latter
is important as we will apply the contraction mapping theorem to maps in such
classes.) In our setting, V will typically be an interval of time.
The following theorem provides regularity of the Galerkin truncated semiflow
with bounds uniform inm under conditions (A) and (B1) analogous to the regularity
result for the semiflow Φ in [15, Theorem 2.4].
Theorem 2.6 (Regularity of the Galerkin truncated semiflow, local version). As-
sume (A) and (B1). Choose R ∈ (0, δ∗] small enough such that D−RK 6= ∅ and pick
U0 ∈ D−RK . Then there is T∗ = T∗(R,U0) > 0 and m∗(R,U0) ∈ N such that for
m ≥ m∗ there exists a semiflow Φtm of (2.12) of class
Φm ∈
⋂
j+k≤N
`≤k≤K
C(j,`)b (BYKR/2(U0)× [0, T∗];B
Yk−`
R (U
0)) . (2.20a)
The bounds on Φm and T∗ depend only on the bounds afforded by (B1) and (2.1),
on R, and on U0. In particular,
Φm ∈ CKb (BYKR/2(U0)× [0, T∗];BYR(U0)) . (2.20b)
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Proof. The proof is an application of Theorem A.9 (a) on contraction mappings on
a scale of Banach spaces. We consider Π from (2.2) and write the corresponding
contraction map for the semiflow Φm of the projected system as
Πm(W ;U, h) = PmΠ(W ;PmU, h) . (2.21)
We replace N from Theorem A.9 by N − 1, set µ = T , I = (0, T∗), X = YK with
U ≡ UK = BXR/2(U0), w = W , and Zj = C([0, 1];Yj) with Wj = C([0, 1];BZjR (U0))
for j = 0, . . . ,K. We now show that the contraction maps Πm satisfy conditions
(i) and (ii) of Theorem A.9 for some T∗(R,U0) > 0 and m ≥ m∗(R,U0). We first
show that Πm maps each W0, . . . ,WK into itself. We estimate, using (B1) and
(2.1), that
‖Πm(W ;U, T )− U0‖Yj ≤ ‖eτTAU0 − U0‖Yj + ‖eτTA(PmU0 − U0)‖Yj
+ eωT R/2 + T eωT Mj . (2.22)
Choosing T∗ = T∗(R,U0) > 0 sufficiently small, the second line of (2.22) can be
made less than 3R/4. Moreover, for a possibly smaller value of T∗, there exists
m∗ = m∗(R,U0) such that for all m ≥ m∗, T ∈ [0, T∗], and τ ∈ [0, 1] the first line
of (2.22) is less than R/4. Then, the right hand side of (2.22) is less than R which
proves that Πm maps back intoWj . Assumption (B1) and (A) then imply condition
(i) of Theorem A.9. To show condition (ii) we estimate, noting that N > K by
(B1), that
‖DWΠm(W ;U, T )‖E(Cb([0,1];Yj)) ≤ T eωT M ′j , (2.23)
so that Πm is a uniform contraction for all m ≥ m∗, U ∈ U , W ∈ Wj , and
T ∈ I = (0, T∗) for every j = 0, . . . ,K with a possibly smaller value of T∗.
Hence, Πm satisfies conditions (i) and (ii) of Theorem A.9 with bounds and
contraction constants which are uniform in m ≥ m∗ so that Theorem A.9 (a)
implies that Φm is of class (2.20a). The simplified special case (2.20b) is a direct
consequence of Lemma A.2. 
Theorem 2.6 does not guarantee that m∗ and T∗ can be chosen uniformly over
D. The following theorem states that such uniformity can be obtained, however,
over domains other than balls at the expense of stepping up on the scale of Hilbert
spaces. The situation is analogous to that for the semiflow Φ; see [15, Theorem 2.6
and Remark 2.8].
Theorem 2.7 (Regularity of Galerkin truncated semiflow, uniform version). As-
sume (A) and (B1). Choose δ ∈ (0, δ∗] small enough such that D−δK+1 6= ∅. Then
there exists T∗ = T∗(δ) > 0 and m∗(δ) ∈ N such that for m ≥ m∗ the semiflow
(U, t) 7→ Φtm(U) of (2.12) satisfies (2.20a) with bounds which are uniform for all
U0 ∈ D−δK+1 with R = δ, and such that
Φm ∈
⋂
j+k≤N
`≤k≤K+1
C(j,`)b (D−δK+1 × [0, T∗];Yk−`) (2.24a)
with bounds which are uniform in m ≥ m∗. The bounds on Φm, m∗ and T∗ de-
pend only on the bounds afforded by (B0) rsp. (B1), (2.1), and (2.16), and on δ.
Moreover, Φm maps into DK and, when N > K + 1,
Φm ∈ CK+1b (D−δK+1 × [0, T∗];Y) (2.24b)
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with corresponding uniform bounds.
Proof. We continue to work in the setting introduced in the proof of Theorem 2.6.
Here, we need to verify that the conditions of Theorem A.9 are satisfied uniformly in
U0 ∈ D−δK+1 for both Πm and Π˜m. First, due to (B1), each of the Πm is well-defined
as a map from Wj ×U ×I into Zj for U0 ∈ D−δK+1 and has the required regularity.
To show that there is m∗(δ) such that Πm maps W0, . . . ,WK back into itself, we
apply (2.22) for every U0 ∈ D−δK+1. We bound the first line on the right-hand side
of (2.22) by
‖eτTAU0 − U0‖Yj + ‖eτTA(PmU0 − U0)‖Yj
≤ max
t∈[0,T ]
(
T ‖AetAU0‖Yj + ‖etAQmU0‖Yj
) ≤ eωT RK+1 (T + 1/m) , (2.25)
where RK+1 is defined in (2.16) and j = 0, . . . ,K. Inserting this estimate into
(2.22), we see that we can choose T∗ > 0 small enough such that Πm( · ;U, T ) maps
BYjR (U0) with R = δ into itself for all U0 ∈ D−δK+1, U ∈ U , m ≥ m∗, T ∈ [0, T∗],
and j = 0, . . . ,K. Hence, Πm satisfies the conditions of Theorem A.9 with bounds
which are uniform in m ≥ m∗, T ∈ (0, T∗), and U0 ∈ D−δK+1. This shows that
(2.20a) holds uniformly for U0 ∈ D−δK+1 and m ≥ m∗(δ).
Next, we show that
AΦm ∈
⋂
j+k≤N
`≤k≤K
C(j,`)b (D−δK+1 × [0, T∗];Yk−`) (2.26)
with uniform bounds in m ≥ m∗. Consider the linear fixed point equation W˜m =
Π˜m(W˜m;U, T ) with
Π˜m(W˜m;U, T )(τ) = e
τTA (APmU +B(Wm(0)))−B(Wm(τ))
+ T
∫ τ
0
e(τ−σ)TA DBm(Wm(σ))(W˜m(σ) +B(Wm(σ))) dσ
(2.27)
where Wm(U, T )(τ) = Φ
τT
m (U). Integrating the right hand side of (2.2) by parts,
replacing B with Bm and U
0 by PmU0 we see that the fixed point W˜m of Π˜m satisfies
W˜m = AWm in Zj for j = 0, . . . ,K. We consider Π˜m with U , Zj and I as before,
and set Wj = C([0, 1];BZjr (0)) with r > 0 large enough that Π˜m(·, U, T ) maps Wj
into itself for m ≥ m∗, U ∈ U , T ∈ I. Since Φm is of class (2.20a), Lemma A.6 (a)
and Lemma A.8 (a) imply that Π˜m satisfies the conditions of Theorem A.9 with N
replaced by N − 2. Therefore Theorem A.9 (a) applies and proves (2.26).
Moreover, Bm ◦ Φm is of class (2.26) with uniform bounds for m ≥ m∗ due to
the chain rule, Lemma A.6 (a) and the fact that Φm is of class (2.20a) with uniform
bounds in U0 and m ≥ m∗. We conclude that ∂tΦm = AΦm + Bm ◦ Φm is also of
class (2.26) with uniform bounds for m ≥ m∗.
Finally, as both AΦm and ∂tΦm are of class (2.26), Lemma A.4 implies (2.24a).
The simplified special case (2.24b) is a direct consequence of Lemma A.2. 
2.4. Accuracy of derivatives of Galerkin truncated semiflow. In this sec-
tion, we consider how the perturbation of the contraction map Π introduced by the
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projection of the evolution equation (1.1) onto the subspace PmY propagates into
derivatives of the resulting semiflow.
As before, we consider a local and a uniform version of each result; the scales
we use are defined, separately for the two cases, as follows. In the local version, we
follow the setting of Theorem 2.6, where we consider initial data
U ∈ U ≡ BXR∗(U0) where X = YK . (2.28a)
The semiflows are considered as maps
Φt,Φtm : BYKR∗ (U0)→ Yj for j = 0, . . . ,K, (2.28b)
where m ≥ m∗(δ, U0) and R∗ = R/2.
In the uniform version, we follow the setting of Theorem 2.7 where we consider
initial data
U ∈ U = D−δK+1 ⊂ X ≡ YK+1 . (2.29a)
The semiflows are considered as maps
Φt,Φtm : D−δK+1 → Yj for j = 0, . . . ,K + 1, (2.29b)
for some fixed δ > 0 where m ≥ m∗(δ).
To handle the complexity of these estimates it is useful to define norms on the
various objects that contain all combinatorially possible orders of differentiation
and scale rungs subject to certain relevant side constraints. The need to consider
such norms arises through the implicit nature of the definition of the semiflow and
the use of the chain rule. Here, any attempt to estimate a particular derivative
on a particular rung of the scale will produce terms of all intermediate orders of
differentiation and scale rungs. We therefore estimate all derivatives at once.
We have to deal with two different types of objects: contraction maps which
are functions of three arguments whose corresponding norms are denoted ||| · ||| and
semiflows which are functions of two arguments whose corresponding norms are
denoted ‖ · ‖.
In our setting, there are two natural global parameters, namely N , the degree
of differentiability of the nonlinearity, and K, the number of rungs on our scale as
defined in condition (B1). Two more characteristic parameters are needed. First,
the loss index S which forces the image of the map be estimated at least S rungs
down the scale. We will see that a loss of S scale rungs translates into O(m−S)-
smallness of the perturbation caused by the projector Pm. Second, a lowest rung
index L which forces the estimation of the image of the map to occur at least L
rungs up from the bottom of the scale. This leads us to define a four parameter
family of norms for functions Π = Π(w;u, µ) mapping Wk+S × U × I to Zk−`,
|||Π|||N,K,L,S = max
i+j+k≤N−S
L+`≤k≤K−S
‖DiwDju∂`µΠ‖L∞(Wk+S×U×I;Ei(Zk+S ,Ej(X ;Zk−`))) (2.30a)
for 0 ≤ L ≤ K − S ≤ N − S. When studying semiflows, we identify w = W ,
u = U , µ = T , I = (0, T∗), Zj = C([0, 1];Yj), U = BYjR/2(U0), X = YK , and
Wj = C([0, 1];BYjR (U0)), and use Π defined by (2.2). We abbreviate
|||Π|||N,K,L = |||Π|||N,K,L,0 , (2.30b)
|||Π|||N,K = |||Π|||N,K,0,0 . (2.30c)
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Functions w = w(u, µ) mapping U ×I to Zj are equipped with the three parameter
family of norms
‖w‖N,K,L = max
j+k≤N
L+`≤k≤K
‖Dju∂`µw‖L∞(U×I;Ej(X ;Zk−`)) (2.30d)
for 0 ≤ L ≤ K ≤ N , where we abbreviate
‖w‖N,K = ‖w‖N,K,0 . (2.30e)
With this notation, a function (u, µ) 7→ Π(u, µ) that does not depend on w satisfies
|||Π|||N,K,L,S = ‖Π‖N−S,K−S,L . (2.31)
The next pair of results concerns the stability of the semiflow and its derivatives
under spectral truncation.
Theorem 2.8 (Projection error for the semiflow, local version). Assume (A) and
(B1) and R ∈ (0, δ∗] small enough such that D−RK 6= ∅ and pick U0 ∈ D−RK . Let
T∗ = T∗(R,U0) and m∗ = m∗(R,U0) be as in Theorem 2.6. Then, for every
0 ≤ P ≤ K,
‖Φ− Φm‖N−P−1,K−P = O(m−P ) (2.32)
where the norm in (2.32) is defined with respect to the spaces (2.28). The order
constants depend only on the bounds afforded by (B1) and (2.1), on U0, and on R.
Proof. We apply Theorem A.9 to obtain a bound on ‖Φ − Φm‖N−P−1,K−P in
terms of |||Π−Πm|||N−1,K,0,P , with Zk, X etc. specified above. We already verified
conditions (i) and (ii) of Theorem A.9 in the proof of Theorem 2.6. Thus, in order
to prove (2.32), it suffices to show that
|||Π−Πm|||N−1,K,0,P = O(m−P ) . (2.33)
Writing
(Π−Πm)(W ;U, T )(τ) = Gm(U, T )(τ) + Im(W,T )(τ) (2.34)
with
Gm(U, T )(τ) = QmeTτAU ,
Im(W,T )(τ) = Qm
∫ τ
0
T e(τ−σ)TAB(W (σ)) dσ ,
we apply Lemma A.6 to both terms on the right-hand side of (2.34) in different
ways. For the first term, since Gm does not depend on W , we can apply Lemma A.6
with Π = id, Σ = Pm, and v(U, T )(τ) = w(U, T )(τ) = eτTAU , so that there exists
c1 > 0 such that
|||Gm|||N−1,K,0,P = ‖Gm‖N−1−P,K−P ≤ c1 |||Qm|||N−1,K,0,P = O(m−P ) ,
where the first equality is due to (2.31). Here, and further below, we implicitly make
use of estimate (2.1) on the bound of the linear semigroup and estimate (2.11) on
the Galerkin remainder.
To apply Lemma A.6 to the second term on the right-hand side of (2.34), we
identify N and K there with N − 1 and an arbitrary κ ∈ P, . . . ,K here. Then,
setting Π = id, Σ = Pm, u = W ∈ Uκ ≡ C([0, 1];BYκR (U0)), and
v(u, T )(τ) = w(u, T )(τ) =
∫ τ
0
T e(τ−σ)TAB(W (σ)) dσ ,
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Lemma A.6 asserts that there exists c2 > 0 such that
‖Im‖N−1−P,κ−P ≤ c2 |||Qm|||N−1,κ,0,P = O(m−P ) .
Then, by Lemma A.5, with N replaced by N − 1 and S = P ,
|||Im|||N−1,K,0,P = O(m−P ) .
The constants c1 and c2 depend only on the bounds on B from (B1) and the bounds
from (2.1). Altogether, this verifies (2.33), thus concludes the proof. 
Theorem 2.9 (Projection error for the semiflow, uniform version). Assume (A)
and (B1) with N > K + 1, and let δ ∈ (0, δ∗] small enough such that D−δK+1 is
nonempty. Let T∗ = T∗(δ) > 0 and m∗ = m∗(δ) be as in Theorem 2.7. Then, for
every 0 ≤ P ≤ K + 1,
‖Φ− Φm‖N−P−1,K+1−P = O(m−P ) , (2.35)
where the norm in (2.35) is defined with respect to the spaces (2.29). The order
constants depend only on δ, and on the bounds afforded by (B1), (2.1), and (2.16).
Proof. First, we show that
‖Φ− Φm‖N−P−1,K−P = O(m−P ) , (2.36)
for 0 ≤ P ≤ K on the scale {Zj}j=0,...,K . To this end, define Π and Πm, U , Wj
etc., with R = δ as in the proof of Theorem 2.8.
We have already shown in the proof of Theorem 2.7 that conditions (i) and (ii)
of Theorem A.9 hold uniformly in m ≥ m∗ and U0 ∈ D−δK+1. Moreover, (2.33)
holds true uniformly in U0 ∈ D−δK+1. This is easily verified by checking that each of
the estimates in the proof of Theorem 2.8 holds uniformly under the conditions of
Theorem 2.9. Hence, Theorem A.9 (b) implies (2.36).
Next, we apply Theorem A.9 to obtain a bound on |||Π˜ − Π˜m|||N−2,K,0,P , where
Π˜m is from (2.27) and Π˜ is defined correspondingly. We have shown in the proof
of Theorem 2.7 that Π˜m (and hence also Π˜) satisfy the conditions of Theorem A.9
uniformly for m ≥ m∗. Estimating each term of the corresponding analogue to
(2.34) via Lemma A.6 and Lemma A.8, we find that |||Π˜−Π˜m|||N−2,K,0,P = O(m−P ).
Then, Theorem A.9 (b) implies that ‖AΦ−AΦm‖N−P−2,K−P = O(m−P ) so that,
for 0 ≤ P ≤ K,
‖Φ− Φm‖N−P−1,K−P+1,1 = O(m−P ) . (2.37)
Finally, we prove that
‖∂tΦ− ∂tΦm‖N−P−2,K−P = O(m−P ) . (2.38)
We note that ∂t(Φ − Φm) = A(Φ − Φm) + B ◦ Φ − Bm ◦ Φm, where the required
bound on the first term on the right-hand side has already been established. For
the second term, we use Lemma A.6 with Π = B, Σ = Bm, µ = t ∈ I = (0, T∗),
u = U0 ∈ U = D−δK+1, w(U0, t) = Φt(U0), v(U0, t) = Φtm(U0), X = YK+1, Zj = Yj ,
and Wj = Dj for j = 0, . . . ,K. Hence, there exists a constant c1 such that
‖B ◦ Φ−Bm ◦ Φm‖N−2−P,K−P ≤ c1 |||QmB|||N−2,K,0,P + c1 ‖Φ− Φm‖N−2−P,K−P .
To estimate |||QmB|||N−2,K,0,P , we apply Lemma A.6 for each κ ∈ P, . . . ,K with
Π = id, Σ = Pm, u = W , v(u, h) = w(u, h) = B(W ), U replaced by Uκ ≡ Wκ, N
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replaced by N − 1, and K replaced by κ. Hence, there is some constant c2 such
that
‖QmB(W )‖N−2−P,κ−P ≤ c2 |||Qm|||N−2,κ,0,P = O(m−P ) .
Then, Lemma A.5 with N replaced by N − 1 and S = P implies
|||QmB|||N−2,K,0,P = O(m−P ) .
Altogether, this proves (2.38). Finally, (2.35) follows from Lemma A.4 with L = 0
due to (2.36), (2.37), and (2.38). 
3. A-stable Runge–Kutta methods under Galerkin truncation
In this section, we study a class of A-stable Runge–Kutta methods that are well-
defined when applied to the semilinear PDE (1.1) under assumptions (A) and (B1).
We prove regularity of spectral Galerkin approximations of such methods uniformly
in the spatial resolution and derive estimates for the approximation error. The class
of methods we consider is the same as in [15].
Applying an s-stage Runge–Kutta method to the semilinear evolution equation
(1.1), we obtain
W = U0 1 + h a
(
AW +B(W )
)
, (3.1a)
U1 = U0 + h bT
(
AW +B(W )
)
. (3.1b)
For U ∈ Y we write
1U =
U...
U
 ∈ Ys , W =
W
1
...
W s
 , B(W ) =
B(W
1)
...
B(W s)
 ,
where W 1, . . . ,W s are the stages of the Runge–Kutta method,
(aW )i =
s∑
j=1
aijW
j , bTW =
s∑
j=1
bjW
j ,
and A acts diagonally on the stages, i.e., (AW )i = AW i for i = 1, . . . , s.
A more suitable form, required later, is achieved by rewriting (3.1a) as
W = Π(W ;U, h) ≡ (id−haA)−1 (1U + haB(W )) (3.2)
and
Ψh(U) = S(hA)U + hbT (id−haA)−1B(W (U, h)) , (3.3)
where S is the so-called stability function
S(z) = 1 + zbT (id−za)−1 1 . (3.4)
We now make a number of assumptions on the method and its interaction with
the linear operator A. First, we assume that the method is A-stable in the sense of
[12]. Setting C− = {z ∈ C : Re z ≤ 0}, the conditions are as follows.
(RK1) The stability function (3.4) is bounded with |S(z)| ≤ 1 for all z ∈ C−.
(RK2) The (s, s)-matrices id−za are invertible for all z ∈ C−.
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Sometimes, we will also assume that a is invertible. Gauss–Legendre Runge–Kutta
methods satisfy conditions (RK1) and (RK2) with a invertible [15, Lemma 3.6].
We now summarize the analytic properties of the operators appearing in (3.2)
and (3.3), where we use the convention ‖W‖Ys` = maxsj=1‖W j‖Y` . Proofs can be
found in [15, Section 3.2].
Lemma 3.1. Assume (RK1), (RK2), and (A). Then there exist h∗ > 0, Λ ≥ 1,
σ ≥ 0, and cS ≥ 1 such that
‖(id−haA)−1‖Ys→Ys ≤ Λ , (3.5a)
‖S(hA)‖Ys→Ys ≤ 1 + σ h ≤ cS , (3.5b)
‖haA(id−haA)−1‖Ys→Ys ≤ 1 + Λ , (3.5c)
for all h ∈ [0, h∗]. Moreover, for any `, n,∈ N0,
(W,h) 7→ (id−haA)−1W is a map of class C(n,`)b (BY
s
`
1 (0)× [0, h∗];Ys) , (3.6a)
(W,h) 7→ haA(id−haA)−1W is a map of class C(n,`)b (BY
s
`
1 (0)× [0, h∗];Ys) ,
(3.6b)
(W,h)→ h(id−haA)−1W is a map of class C(n,`+1)b (BY
s
`
1 (0)× [0, h∗];Ys) , (3.6c)
and
(U, h) 7→ S(hA)U is a map of class C(n,`)b (BY`1 (0)× [0, h∗];Y) . (3.6d)
3.1. Regularity of Galerkin truncated time-discretization. Let Wm(U
0, h)
denote the stage vector, with W jm(U
0, h) for j = 1, . . . , s its components, and
Ψhm(U
0, h) denote the numerical time-hmap obtained by applying an s-stage Runge-
Kutta method to the projected semilinear evolution equation (2.12) with initial
value um(0) = PmU0. Their regularity, with uniform bounds in the spatial res-
olution m, is stated in the following theorems which, again in local and uniform
version, provide the analogue to what is known for the time-h map Ψ in the time
semi-discrete case [15, Theorems 3.14, 3.15, and Remark 3.17].
Theorem 3.2 (Regularity of Galerkin truncated numerical method, local version).
Assume that the semilinear evolution equation (1.1) satisfies conditions (A) and
(B1). Apply a Runge–Kutta method Ψ subject to conditions (RK1) and (RK2)
to it. Choose R ∈ (0, δ∗] such that D−RK 6= ∅ and pick U0 ∈ D−RK . Let R∗ =
R/(2 max{cS,Λ}) with Λ and cS from (3.5). Then there exists m∗ = m∗(R,U0)
and h∗ = h∗(R,U0) > 0, such that for m ≥ m∗ there exists a stage vector Wm
whose components W im as well as the numerical time-h map Ψ
h
m(U, h) = Ψ
h
m(U)
are of class (2.20a) with T∗ replaced by h∗. The bounds on Wm, Ψm and h∗ are
independent of m and depend only on the bounds afforded by (B1) and (3.5), on
the coefficients of the method, R, and U0.
Proof. As in the proof of Theorem 2.6 on the regularity of the semiflow Φm, we
apply Theorem A.9 (a) on contraction mappings on a scale of Banach spaces. Here
we set
w = W,Zj = Ysj , and Wj = B
Ysj
R (1U
0) for j = 0, . . . ,K.
We further identify µ = h, I = (0, h∗), and X = YK with U ≡ UK = BYKR∗ (U0).
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The map Π for the stage vector W is defined by (3.2); we write the corresponding
map Πm(W,U, h) = PmΠ(W,PmU, h), analogous to (2.21) for the semiflow. We
now show that the differentiability assumption on B is such that Πm satisfies the
conditions of Theorem A.9 for m ≥ m∗ with a suitable choice of m∗.
First, we show that Πm maps each W0, . . . ,WK into itself uniformly for h ∈
(0, h∗) and U ∈ U . By Lemma 3.1 we estimate, for W ∈ Wj ,
‖Πm(W ;U, h)− 1U0‖Ysj ≤ ‖(id−(id−haA)
−1)1U0‖Ysj + ‖(id−haA)
−1
1QmU0‖Ysj
+ ΛR∗ + hΛ ‖a‖Mj . (3.7)
Using Lemma 3.1, we can find h∗(R,U0) and m∗(R,U0) such that for m ≥ m∗ and
h ∈ (0, h∗) the first line on the right-hand side of (3.7) is less than R/4. By possibly
shrinking h∗ further, the second line is less than 3R/4, so that Πm( · ;U, h) maps
Wj into itself. Second, assumptions (B1) and Lemma 3.1 ensure that Πm satisfies
condition (i) of Theorem A.9 for m ≥ m∗. The contraction estimate, condition (ii)
of Theorem A.9, follows from
‖DWΠm(W ;U, h)‖Ysj→Ysj ≤ h ‖(id−haA)
−1a‖Ysj→Ysj ‖DBm(W )‖Ysj→Ysj
≤ hΛ ‖a‖M ′j (3.8)
for j = 0, . . . ,K. Thus, by possibly shrinking h∗ again, the right-hand side bound
can be made less than 1, and condition (ii) is met for m ≥ m∗. Thus Theorem A.9
(a) implies that W jm is of class (2.20a) for j = 1, . . . , s. The same holds true for
Ψm due to the chain rule on scales of Banach spaces, Lemma A.6 (a), applied to
(3.3) using Lemma 3.1. 
As for the semiflow Φm, there is also a uniform version of this result.
Theorem 3.3 (Regularity of Galerkin truncated time-discretization, uniform ver-
sion). Assume (A) and (B1), as well as (RK1) and (RK2). Pick δ ∈ (0, δ∗] such
that D−δK+1 is nonempty. Then there is h∗ = h∗(δ) > 0 and m∗ = m∗(δ) such that
for m ≥ m∗ the statements of Theorem 3.2 hold true with R = δ and bounds which
are uniform in U0 ∈ D−δK+1 and m ≥ m∗. Moreover, for m ≥ m∗, the components
W jm of the stage vector Wm(U, h) are of class (2.24a) with T∗ replaced by h∗, and,
if the Runge–Kutta matrix a is invertible, the numerical time-h map Ψm is also of
class (2.24a) with T∗ replaced by h∗. The bounds on Wm, Ψm and h∗ are indepen-
dent of m ≥ m∗ and only depend on the bounds afforded by (B1), (2.16), and (3.5),
on the coefficients of the method, and on δ.
Proof. Let Zj = Yj , Wj = BY
s
k
R (1U
0), and U = BYKR∗ (U0) for j = 0, . . . ,K as in the
proof of Theorem 3.2, taking R = δ and R∗ as in Theorem 3.2. First, due to (B1),
the map Πm is well-defined from Wj × U × I into Zj with the required regularity
properties and with bounds that are uniform in m and U0 ∈ D−δK+1. To show that
Πm maps Wj back into Wj for m ≥ m∗(δ) with a suitable choice of m∗, note that,
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for j = 0, . . . ,K,
‖(id−(id−haA)−11)U0‖Ysj + ‖(id−haA)
−1
1QmU0‖Ysj
≤ h max
s∈[0,h]
‖aA(id−saA)−21U0‖Ysj + Λ ‖1QmU
0‖Ysj
≤ (hΛ2 ‖a‖ + Λ/m) sup
U∈D−δK+1
‖U‖Yj
≤ (hΛ2 ‖a‖ + Λ/m)RK+1 , (3.9)
where RK+1 is defined by (2.16). Inserting this estimate into (3.7), we see that we
can choose h∗(δ) > 0 small enough and m∗(δ) big enough such that Πm( · ;U, h)
maps each Wj into itself and, due to (3.8), such that Πm is a contraction on each
Wj uniformly for U0, U ∈ D−δK+1, and h ∈ [0, h∗]. So the conditions of Theorem A.9
are satisfied uniformly for m ≥ m∗, h ∈ (0, h∗), and U0 ∈ D−δK+1.
Applying A to Πm(W,U, h) yields
AWm = AΠm(Wm,PmU, h) = (id−haA)−11APmU+haA(1U−haA)−1PmB(Wm) .
Using Lemma A.6 (a), the chain rule on a scale of Banach spaces, together with
the estimates of Lemma 3.1, we find that AW jm is of class (2.26) for j = 1, . . . , s.
Moreover, on the (K + 1)-scale {Zj}, given by Zj = Yj for j = 0, . . . ,K and
ZK+1 = YK , setting Wj = Dsj for j = 0, . . .K, WK+1 = DsK , U = D−δK+1, X =
YK+1 and I = (0, h∗), the map Πm satisfies conditions (i) and (ii) of Theorem A.9.
(Here we have used Lemma 3.1, in particular (3.6c), once again.) Therefore, ∂hW
j
m
is of class (2.26). Then Lemma A.4 implies that W jm is of class (2.24a). If a is
invertible, we can use (3.3), (3.6b) and the chain rule in the form of Lemma A.6
(a) to show that Ψm is also of class (2.24a). 
Remark 3.4. When a is not invertible, an appropriate modification of the proof of
Theorem 3.3 yields the weaker statement
Ψm ∈
⋂
j+k≤N−1
k≤K
C(j,k+1)b (D−δK+1 × [0, T∗];D) (3.10)
for m ≥ m∗ with bounds that depend only on the bounds afforded by (B1), (2.16),
and (3.5), on the coefficients of the method, and on δ. An analogous statement
holds true for Ψ [15, Remark 3.22].
3.2. Convergence of Galerkin truncated time discretization. Next, we prove
a convergence result for the time-semidiscretization of the projected system. The
error bounds are uniform in the spatial truncation parameter m.
Theorem 3.5 (Convergence of time discretization of projected system). Assume
that the semilinear evolution equation (1.1) satisfies condition (A), and apply a
Runge–Kutta method of classical order p subject to conditions (RK1) and (RK2)
to it. Assume further that (B1) holds with K ≥ p. Pick δ ∈ (0, δ∗] such that D−δp+1
is non-empty, and fix T > 0. Then there exist positive constants h∗, m∗, c1, and
c2 that only depend on the bounds afforded by (B1), (3.5), on the coefficients of the
method, and on δ, such that for every U0 satisfying
{Φt(U0) : t ∈ [0, T ]} ⊂ D−δp+1 , (3.11)
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h ∈ [0, h∗], and m ≥ m∗, the numerical solution (Ψhm)n(U0) lies in D and satisfies
‖(Ψhm)n(U0)− Φnhm (U0)‖Y ≤ c2 ec1nh hp (3.12)
so long as nh ≤ T .
Proof. Convergence of the time semidiscretization under the above assumptions can
be proved by a standard Gronwall argument, see [15, Theorem 3.24], condition (A1)
of which is always satisfied in the setting here (it is stated as (3.5b) in Lemma 3.1).
Then [15, Theorem 3.24] asserts that whenever a semiflow Φ satisfies (3.11), there
exist constants c1 and c2 that only depend on the bounds afforded by (B1) and
(3.5), on the coefficients of the method, and on D−δp+1 such that
‖(Ψh)n(U0)− Φnh(U0)‖Y ≤ c2 ec1nh hp (3.13)
so long as nh ≤ T .
Here, we need to apply this result with Φ replaced by Φm and Ψ by Ψm and show
that we obtain uniform bounds in m ≥ m∗ and U0 satisfying (3.11). So we have to
show that if condition (3.11) holds, then there is an analogue of this condition for
the truncated system which is valid for all m ≥ m∗ In other words, we have to find
a Yp+1-bounded set D˜p+1 ⊂ Dp ∩ Yp+1 and δ˜ > 0 such that
{Φtm(U0) : t ∈ [0, T ]} ⊂ D˜−δ˜p+1 (3.14)
holds for all U0 satisfying (3.11) and all m ≥ m∗. Applying Corollary 2.4 with Yp
in place of Y and Dp in place of D, we find that there is some m∗ ∈ N such that
sup
t∈[0,T ]
‖Φt(U0)− Φtm(U0)‖Yp < δ/2
and
sup
t∈[0,T ]
‖Φtm(U0)‖Yp+1 ≤ C
for some C > 0, all m ≥ m∗, and all U0 satisfying (3.11). Thus, with δ˜ = δ/2 and
D˜p+1 = Dp ∩ intBYp+1C+δ (0) ,
where int(U) denotes the interior of a set U of a Banach space X , condition (3.14)
is satisfied for all m ≥ m∗. This completes the proof. 
By combining this theorem with Theorem 2.4 we obtain convergence of the space-
time discretization to the semiflow Φt(U0) of order O(hp)+O(m−K−1) for t ∈ [0, T ]
and m ≥ m∗ with uniform bounds for all U0 satisfying (3.11). In particular, we do
not require a coupling between spatial resolution m and temporal resolution h for
this convergence result.
3.3. Accuracy of derivatives of Galerkin truncated time discretization.
Results corresponding to Theorems 3.2 and 2.8 hold true for the stability under
spectral truncation of the numerical stage vector and its derivatives.
Theorem 3.6 (Projection error for the numerical method, local version). Assume
(A), (B1), (RK1), and (RK2). Fix R ∈ (0, δ∗] such that D−RK is nonempty and
choose U0 ∈ D−RK . Let h∗ = h∗(R,U0) > 0 and m∗ = m∗(R,U0) be as in Theo-
rem 3.2. Then for every 0 ≤ P ≤ K,
‖W −Wm‖N−1−P,K−P = O(m−P ) (3.15a)
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and
‖Ψh −Ψhm‖N−1−P,K−P = O(m−P ) , (3.15b)
where the norm in (3.15) is defined with respect to the spaces (2.28). The order
constants depend only on the bounds afforded by (B1) and (3.5), on the coefficients
of the method, and on R.
Proof. The proof of (3.15) is an application of Theorem A.9 on the stability of
contraction mappings where, as in the setting of Theorem 3.2, Π is defined by
(3.2), Πm = Pm ◦Π, and we set
Wj = BZjR (1U0) where Zj = Ysj (3.16)
for j = 0, . . . ,K. We further identify I = (0, h∗), w = W , µ = h, and X = YK
with U ≡ UK = BYKR∗ (U0).
We already verified in the proof of Theorem 3.2 that conditions (i) and (ii) of
Theorem A.9 hold with uniform bounds for m ≥ m∗. Thus, Theorem A.9 (b) yields
a bound of the form (3.15a) provided we can show that
|||Π−Πm|||N−1,K,0,P = O(m−P ) . (3.17)
Writing
Π(W ;U, h)−Πm(W ;U, h) = (id−haA)−1 1QmU + ha (id−haA)−1QmB(W ) ,
(3.18)
we apply Lemma A.6 to both terms on the right-hand side as follows. For the first
term,
Gm(W ;U, h) ≡ Qm(id−haA)−11QmU ,
we take Π = id, Σ = Pm, and v(U, h) = w(U, h) = (id−haA)−11U to conclude that
there exists c1 such that
|||Gm|||N−1,K,0,P = ‖Gm‖N−P−1,K−P ≤ c1|||Qm|||N−1,K,0,P = O(m−P ) , (3.19)
where the first equality is due to (2.31), we recall Lemma 3.1 for the differentiability
properties of (id−haA)−1, and note that the final statement is due to estimate
(2.11) on the Galerkin remainder.
To estimate the second term on the right-hand side of (3.18), apply Lemma A.6
for each κ ∈ P, . . . ,K with Π = id, Σ = Pm, u = W , and v(u, h) = w(u, h) =
ha (id−haA)−1B(W ), U replaced by Uκ ≡ BZκR (1U0), N replaced by N − 1, and
K replaced by κ. Hence, by Lemma 3.1, there is some c2 such that
‖Qm ha (id−haA)−1B(W )‖N−1−P,κ−P ≤ c2 |||Qm|||N−1,κ,0,P = O(m−P ) .
Then, Lemma A.5 with N replaced by N − 1 and S = P implies
|||Qm ha (id−haA)−1B|||N−1,K,0,P = O(m−P ) . (3.20)
The constants c1 and c2 depend only on the bounds from (B1) and the bounds from
Lemma 3.1. Altogether, we have proved (3.17); the proof of (3.15a) is complete.
To prove estimate (3.15b), note that by (3.3),
Ψh(U)−Ψhm(U) = S(hA)QmU + bT (J(W (U, h), h)− PmJ(Wm(U, h), h)) , (3.21)
where
J(W ;U, h) = h(id−haA)−1B(W ) , (3.22)
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so that
‖Ψh −Ψhm‖N−1−P,K−P ≤ ‖S(hA)QmU‖N−1−P,K−P
+ s ‖b‖ ‖J ◦W − PmJ ◦Wm‖N−1−P,K−P . (3.23)
We estimate the first term of (3.23) using Lemma A.6 with Π = id, Σ = Pm, u = U ,
Zj = Yj , Wj = BYjR (U0) for j = 0, . . . ,K, and w(u, h) = v(u, h) = S(hA)U . For
the second term of (3.23), we use Lemma A.6 with Π = J , Σ = PmJ , Zj and
Wj from (3.16) as before, w(U, h) = W (U, h), and v(U, h) = Wm(U, h). Thus, by
Lemma 3.1, there exists c4 such that
‖Ψh −Ψhm‖N−1−P,K−P ≤ c4 |||QmU |||N−1,K,0,P + c4 |||QmJ |||N−1,K,0,P
+ c4 ‖W −Wm‖N−1−P,K−P . (3.24)
The first term is O(m−P ) by (2.11); to obtain the required estimate for the second
term we proceed as in the computation proving (3.20), but with h(id−haA)−1B in
place of ha(id−haA)−1B; the third term is O(m−P ) by (3.15a). 
Theorem 3.7 (Projection error for the numerical method, uniform version). As-
sume (A), (B1), (RK1), and (RK2). Choose δ ∈ (0, δ∗] small enough such that
D−δK+1 is nonempty, and let h∗ = h∗(δ) > 0 and m∗ = m∗(δ) be as in Theorem 3.3.
Then (3.15) holds true with respect to the uniform setting (2.29). Moreover, for
every 0 ≤ P ≤ K + 1 and N > K + 1,
‖W −Wm‖N−1−P,K+1−P = O(m−P ) (3.25a)
and, for a invertible,
‖Ψh −Ψhm‖N−1−P,K+1−P = O(m−P ) , (3.25b)
where the norm in (3.25) is defined with respect to the spaces (2.29). The order
constants depend only on the bounds afforded by (B1), (2.16), and (3.5), on the
coefficients of the method, and on δ.
Proof. For each U0 ∈ D−δK+1, define Π, Πm, Wj = B
Ysj
R˜
(1U0), Zj = Ysj , I = (0, h∗),
etc., as in the proof of Theorem 3.2. We first show that (3.15) holds true with respect
to the uniform setting (2.29). We already verified in the proof of Theorem 3.3 that
conditions (i) and (ii) of Theorem A.9 hold uniformly in U0 ∈ D−δK+1 and m ≥ m∗.
Further, by checking uniformity of all required estimates, we verify that (3.17), in
the proof of Theorem 3.6, holds uniformly in U0 ∈ D−δK+1. Applying Theorem A.9
(b) for all U0 ∈ D−δK+1 then implies that (3.15a) holds in the uniform setting (2.29).
Similarly, (3.24) holds uniformly in U0 ∈ D−δK+1 so that (3.15b) holds with respect
to the uniform setting (2.29).
We next show that, for N > K,
‖AW −AWm‖N−1−P,K−P = O(m−P ) (3.26a)
and, for a invertible,
‖AΨh −AΨhm‖N−1−P,K−P = O(m−P ) , (3.26b)
in the uniform setting (2.29). We apply A onto (3.18) as well as onto the expression
for Ψh−Ψhm. The resulting difference expressions are then estimated as in the proof
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of Theorem 3.6 using Lemma 3.1, in particular (3.5c). Now, we aim to show that,
for N > K + 1 and 0 ≤ P ≤ K,
‖∂hW − ∂hWm‖N−P−2,K−P = O(m−P ) (3.27a)
and
‖∂hΨ− ∂hΨm‖N−P−2,K−P = O(m−P ) . (3.27b)
To prove (3.27a), we apply Theorem A.9 on the stability of contraction mappings to
the pair Π from (3.2) and Πm = Pm ◦Π, but this time on the (K+1) scale Zj = Ysj
for j = 0, . . . ,K and ZK+1 = YsK withWj = Dsj for j = 0, . . . ,K andWK+1 = DsK .
Set, as before, U = D−δK+1, X = YK+1, and I = (0, h∗). Due to (3.6c) and (B1),
the map Πm satisfies the assumptions of Theorem A.9 in this setting for m ≥ m∗.
We obtain |||Π − Πm|||N−1,K+1,0,P = O(m−P ) as in the proof of Theorem 3.6. By
Theorem A.9 (b), this implies ‖W −Wm‖N−P−1,K+1−P = O(m−P ) with respect
to the above defined hierarchy, and in particular (3.27a).
Estimate (3.27b) is proved similarly. We estimate the norms of both terms in
(3.21), with J as in (3.22). First, as in the proof of Theorem 3.6, using Lemma A.6
with
Π = id,Σ = Pm, u = U,Zj = Yj ,Wj = BYjr (U0) for j = 0, . . . ,K + 1,
where r > 0 is such that DK+1 ⊂ BYK+1r (0), and w(u, h) = v(u, h) = S(hA)U , we
obtain
‖S(hA)QmU‖N−P−1,K+1−P = O(m−P ).
Thus, in particular,
‖∂hS(hA)QmU‖N−P−2,K−P = O(m−P ) (3.28)
holds with respect to the uniform setting (2.29b).
We now estimate the second term of (3.21). Consider the (K + 1)-scale from
above, i.e., Zj = Ysj for j = 0, . . . ,K, ZK+1 = YsK , Wj = Dsj for j = 0, . . . ,K,
WK+1 = DsK , U = D−δK+1, X = YK+1, and I = (0, h∗). Due to (3.6c) and (B1),
the maps J and PmJ satisfy the assumptions of Lemma A.6 in this setting, and, as
we have seen above, W and Wm also satisfy the conditions of Lemma A.6 for this
choice of scale and m ≥ m∗. We obtain |||QmJ |||N−1,K+1,0,P = O(m−P ) as in the
proof of Theorem 3.6, and
‖J ◦W − PmJ ◦Wm‖N−1−P,K+1−P = O(m−P )
for the above choice of scale. This implies that, with respect to the uniform setting
(2.29b), we have
‖∂h(J ◦W − PmJ ◦Wm)‖N−2−P,K−P = O(m−P )
which, together with (3.28) and (3.21), implies (3.27b).
Finally, Lemma A.4, given that (3.15) holds in the uniform setting (2.29b) and
together with estimates (3.26) and (3.27), implies (3.25). 
Remark 3.8. If, in the setting of Theorem 3.7, the matrix a is not assumed to be
invertible, then (3.27b) still holds, cf. Remark 3.4.
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Appendix A. Stability of contraction mappings
Abstract contraction mapping theorems on a scale of Banach spaces have been
obtained in [15, 19, 21]. For the results in this paper, we must, in addition, estimate
the stability of the fixed point under perturbation of the contraction map.
For K ∈ N0, let Z = Z0 ⊃ Z1 ⊃ . . . ⊃ ZK be a scale of Banach spaces, each
continuously embedded in its predecessor, and let Vj ,Wj ⊂ Zj be nested sequences
of sets. Let X be a Banach space, and let U ⊂ X and I ⊂ R be open. We note
that all results in this section easily extend to the case where I is an open subset
of Rp. We may assume that ‖w‖Zj ≤ ‖w‖Zj+1 for all w ∈ Zj+1. (If this is not the
case, we inductively equip Zj+1 with the equivalent norm ‖ · ‖Zj+1 + ‖ · ‖Zj .)
As detailed in Section 2.3, we use the following additional integer indices. The
minimal regularity we guarantee for the image space of the function considered is
the scale rung L, the “loss index” S indicates how many rungs on the scale the
range of a function is down relative to its domain, and N denotes the maximal
regularity of the function. We assume 0 ≤ L ≤ K − S ≤ N − S. We work with the
family of spaces
CN,K,L,S({Vj},U , I; {Wj}) =
⋂
i+j+k≤N−S
L+`≤k≤K−S
C(i,j,`)b (Vk+S × U × I;Wk−`) , (A.1a)
endowed with the norm (2.30a), and abbreviate
CN,K,L({Vj},U , I; {Wj}) = CN,K,L,0({Vj},U , I; {Wj}) , (A.1b)
CN,K({Vj},U , I; {Wj}) = CN,K,0,0({Vj},U , I; {Wj}) (A.1c)
with corresponding norms (2.30b) and (2.30c), respectively. We note that any
function of class (A.1a) has a maximal number of N −L− S derivatives in its first
and second argument on the lowest admissible domain scale ZL+S .
Furthermore, let
CN,K,L(U , I; {Wj}) =
⋂
j+k≤N
L+`≤k≤K
C(j,`)b (U × I;Wk−`) , (A.1d)
endowed with the norm (2.30d), and abbreviate
CN,K(U , I; {Wj}) = CN,K,0(U , I; {Wj}) (A.1e)
with corresponding norm (2.30e). For future reference, we note the following.
Remark A.1. When a map Π ∈ CN,K,L,S({Vj},U , I; {Wj}) does not depend on
w, it can be interpreted as an element from CN,K,L(U , I; {Wj}) where, by (2.31),
|||Π|||N,K,L,S = ‖Π‖N−S,K−S,L.
We simply write CN,K,L,S and CN,K,L when the arguments are unambiguous. We
also write
∂µΠ(w(u, µ);u, µ) = ∂µΠ(w;u, µ)
∣∣
w=w(u,µ)
= (∂µΠ ◦ w)(u, µ)
to denote partial µ-derivatives whereas we write Dµ(Π(w(u, µ), u, µ)) to denote full
µ-derivatives.
We begin with four technical lemmas which can be proved by simple index arith-
metic. Details can be found in [15].
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Lemma A.2. If N > K then, with W ≡W0,
CN,K(U , I; {Wj}) ⊂ CKb (U × I;W) .
Lemma A.3. Suppose that
(i) w ∈ CN,K,L(U , I; {Wj});
(ii) the map (u, u˜, µ) 7→ Duw(u, µ)u˜ is of class CN,K,L(U × BX1 (0), I; {Zj}).
Then w ∈ CN+1,K,L(U , I; {Wj}) and
‖w‖N+1,K,L ≤ sup‖u˜‖X≤1
‖Duw u˜‖N,K,L + ‖w‖N,K,L .
Lemma A.4. When N > K, w ∈ CN,K+1,L+1(U , I; {Wj}) ∩ CN,L,L(U , I; {Wj}),
and ∂µw ∈ CN−1,K,L(U , I; {Zj}), then
w ∈ CN,K+1,L(U , I; {Wj})
and
‖w‖N,K+1,L ≤ ‖w‖N,K+1,L+1 + ‖w‖N,L,L + ‖∂µw‖N−1,K,L .
Lemma A.5. We have⋂
S≤κ≤K
CN−S,κ−S,L(Vκ × U , I; {Wj}) = CN,K,L,S({Vj},U , I; {Wj}) ,
and
|||Π|||CN,K,L,S({Vj},U ;I;{Wj}) ∼ maxS≤κ≤K‖Π‖CN−S,κ−S,L(Vκ×U,I;{Wj}) ,
where ∼ denotes that left hand and right-hand sides provide equivalent norms on
CN,K,L,S.
We now prove a stability result for fixed points of contraction mappings, i.e., we
want to bound norms of differences of fixed points in terms of norms of differences
of contraction maps. To do so, we first need to look at a corresponding stability
result for compositions.
The following lemma states that the difference between two functions which are
both compositions of functions can be estimated by the difference of the outer
functions and the difference of the inner functions, and that the same holds for
derivatives of the difference. Here S is the minimal smoothness of the image of the
inner functions and of the domain of the outer functions, K is the number of scales
and N − S is the maximal number of derivatives of the inner functions. Finally, P
is used to relax the required smoothness in the estimates.
Lemma A.6 (Stability of compositions). For 0 ≤ S + P ≤ K ≤ N , suppose
Π = Π(w;u, µ), Σ = Σ(w;u, µ), w = w(u, µ), and v = v(u, µ) satisfy
(i) Π,Σ ∈ CN+1,K,0,S({Wj},U , I; {Zj});
(ii) w, v ∈ CN,K,S(U , I; {Wj}).
The following then hold.
(a) Π ◦w ∈ CN−S,K−S(U , I; {Wj}) and ‖Π ◦w‖N−S,K−S,L can be bounded by a
polynomial with non-negative coefficients in |||Π|||N,K,L,S and ‖w‖N,K,S+L;
the same holds true for Σ ◦ v.
(b) There is some c > 0 which is a polynomial with non-negative coefficients in
|||Π|||N+1,K,0,S, ‖w‖N,K,S, |||Σ|||N+1,K,0,S, and ‖v‖N,K,S such that
‖Π◦w−Σ◦v‖N−P−S,K−P−S ≤ c |||Π−Σ|||N,K,0,P+S + c ‖w−v‖N−P,K−P,S . (A.2)
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Remark A.7. Part (a) was already shown in [15, Lemma A.6] and is the chain rule
on the scale of Banach spaces. It will be our main tool for obtaining estimates on
the scale of Banach spaces for compositions of maps of the form (Π ◦ w)(u, µ) ≡
Π(w(u, µ);u, µ). The essence of the result is very natural: When the outer function
Π loses S rungs on the scale, the inner function w must have minimal regularity
L = S and the composition maps at best into the scale rung K − S.
Proof. We prove part (b) only. It follows the same pattern as the proof of part (a)
with the additional difficulty that we need to carefully keep track of differences in
the various spaces. We proceed by induction in N and K. For N = K = P + S,
‖Π ◦ w − Σ ◦ v‖C(U×I;Z) ≤ ‖Π ◦ w −Π ◦ v‖C(U×I;Z) + ‖Π ◦ v − Σ ◦ v‖C(U×I;Z)
≤ c0 ‖w − v‖C(U×I;ZS) + |||Π− Σ|||P+S,P+S,0,P+S ,
where, by the mean value theorem, c0 = |||Π|||P+S+1,P+S,0,P+S .
Let us now increment N holding P and K fixed. Let B ≡ BX1 (0). By Lemma A.3,
it is sufficient to derive the claimed upper bound for the CN−P−S,K−P−S(U ×
B, I; {Wj}) norm of the function which maps ((u, u˜), µ) ∈ (U × B)× I to
Du(Π ◦ w − Σ ◦ v) u˜ = (∂uΠ u˜) ◦ w − (∂uΣ u˜) ◦ v
+ Πˆ ◦ (Duw u˜)− Σˆ ◦ (Duv u˜) , (A.3)
where Πˆ and Σˆ are defined in (A.8) below.
To estimate the first line of the right-hand side of (A.3), we define
Π1(w; (u, u˜), µ) = ∂uΠ(w;u, µ) u˜ and Σ1(w; (u, u˜), µ) = ∂uΣ(w;u, µ) u˜.
Then, by the induction hypothesis, there is a constant c1 which is a polyno-
mial in |||Π|||N+1,K,0,S ≥ |||Π1|||N,K,0,S , |||Σ|||N+1,K,0,S , ‖w‖N+1,K,S ≥ ‖w‖N,K,S , and
‖v‖N+1,K,S such that
‖Π1 ◦ w − Σ1 ◦ v‖N−P−S,K−P−S
≤ c1 |||Π1 − Σ1|||N,K,0,P+S + c1 ‖w − v‖N−P,K−P,S
≤ c1 |||Π− Σ|||N+1,K,0,P+S + c1 ‖w − v‖N−P,K−P,S .
To estimate the second line of the right-hand side of (A.3), fix
r = max{‖w‖N+1,K,S , ‖v‖N+1,K,S} (A.4)
and set Vj = BZjr (0) for j = S, . . . ,K. By Lemma A.8 (a) below, the maps Πˆ, Σˆ
satisfy condition (i), i.e.,
Πˆ, Σˆ ∈ CN+1,K,0,S({Vj},U , I; {Zj}) .
For fixed u˜ ∈ B, a direct estimate verifies that wˆ((u, u˜), µ) = Duw(u, µ) u˜ and
vˆ((u, u˜), µ) = Duv(u, µ) u˜ map (U × B) × I into each of the domains VS , . . . ,VK
of Πˆ and Σˆ. Hence, wˆ and vˆ satisfy assumption (ii). Then, by the induction
hypothesis, there is some constant c2 such that
‖Πˆ ◦ wˆ − Σˆ ◦ wˆ‖N−P−S,K−P−S
≤ c2 |||Πˆ− Σˆ|||N,K,0,P+S + c2 ‖wˆ − vˆ‖N−P,K−P,S
≤ c2 |||Πˆ− Σˆ|||N,K,0,P+S + c2 ‖w − v‖N+1−P,K−P,S . (A.5)
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We note that c2 is a polynomial in ‖w‖N,K,S , ‖v‖N,K,S , |||Πˆ|||N+1,K,0,S , which, by
Lemma A.8 (a), is bounded by a polynomial in ‖w‖N+1,K,S , |||Π|||N+2,K,0,S , and
r, and also in |||Σˆ|||N+1,K,0,S , which is bounded by a polynomial in ‖v‖N+1,K,S ,
|||Σ|||N+2,K,0,S , and r.
To estimate the term |||Πˆ − Σˆ|||N,K,0,P+S in the last inequality above, note that
the maps
Π2(w; (wˆ, u), µ) = DwΠ(w;u, µ) wˆ and Σ2(w; (wˆ, u), µ) = DwΣ(w;u, µ) wˆ
satisfy, for P + S ≤ κ ≤ K,
Π2,Σ2 ∈ CN+1,κ,0,S({Wj},Vκ × U , I; {Zj}) .
So the induction hypothesis applies once again, asserting that there is a constant
c3 such that
‖Π2 ◦ w − Σ2 ◦ v‖N−P−S,κ−P−S ≤ c3 |||Π2 − Σ2|||N,κ,0,P+S + c3 ‖w − v‖N−P,κ−P,S
where, for all P + S ≤ κ ≤ K,
|||Π2 − Σ2|||N,κ,0,P+S ≤ r |||Π− Σ|||N+1,K,0,P+S
and c3 is a polynomial in |||Π|||N+2,K,0,S , |||Σ|||N+2,K,0,S , ‖w‖N+1,K , ‖v‖N+1,K , and
r. Therefore, by Lemma A.5, there is some constant c4, which is independent of
Π2, Σ2, v, and w, such that
|||Πˆ− Σˆ|||N,K,0,P+S = |||Π2 ◦ w − Σ2 ◦ v|||N,K,0,P+S
≤ c4 max
P+S≤κ≤K
|||Π2 ◦ w − Σ2 ◦ v|||N−P−S,κ−P−S
≤ r c3 c4 |||Π− Σ|||N+1,K,0,P+S + c3 c4 ‖w − v‖N−P,K−P,S .
This last assertion is summarized in Lemma A.8 (with N replaced by N − 1). This
concludes the inductive step in N .
Second, we prove that the conclusion also holds when we increment K−S when
K < N , holding N fixed. By Lemma A.4,
‖Π ◦ w − Σ ◦ v‖N−P−S,K−P−S+1 ≤ ‖Π ◦ w − Σ ◦ v‖N−P−S,K−P−S+1,1
+ ‖Π ◦ w − Σ ◦ v‖N−P−S,0 + ‖Dµ(Π ◦ w − Σ ◦ v)‖N−P−S−1,K−P−S . (A.6)
To estimate the first term on the right-hand side, note that we can apply the
induction hypothesis on the translated scale Z˜j = Zj+1, W˜j = Wj+1. Thus, there
is a constant c5 with the required polynomial dependence such that
‖Π ◦ w − Σ ◦ v‖CN−P−S,K−P−S+1,1(U,I;{Zj})
= ‖Π ◦ w − Σ ◦ v‖CN−P−S,K−P−S(U,I;{Z˜j})
≤ c5 |||Π− Σ|||CN,K,0,P+S({W˜j},U,I;{Z˜j}) + c5 ‖w − v‖CN−P,K−P,S(U,I;{Z˜j})
= c5 |||Π− Σ|||CN,K+1,1,P+S({Wj},U,I;{Zj}) + c5 ‖w − v‖CN−P,K+1−P,1+S(U,I;{Zj}) .
For the second term on the right-hand side of (A.6), we apply the induction hy-
pothesis on the trivial scale, obtaining that there is a constant c6 with the required
polynomial dependence such that
‖Π ◦ w − Σ ◦ v‖N−P−S,0 ≤ c6 |||Π− Σ|||N,P+S,0,P+S + c6 ‖v − w‖N−P,S,S .
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For the third term on the right-hand side of (A.6), we estimate
‖Dµ(Π◦w)−Dµ(Σ◦v)‖N−P−S−1,K−P−S ≤ ‖∂µΠ◦w−∂µΣ◦v‖N−P−S−1,K−P−S
+ ‖Πˆ ◦ ∂µw − Σˆ ◦ ∂µv‖N−P−S−1,K−P−S . (A.7)
To estimate the first term on the right-hand side of (A.7), notice that Π,Σ ∈
CN+1,K+1,0,S implies ∂µΠ, ∂µΣ ∈ CN+1,K+1,0,S+1. Since w, v ∈ CN,K+1,1+S , we
conclude that ∂µΠ, ∂µΣ, w and v satisfy the assumptions of the lemma. Since
K − S is not incremented, the induction hypothesis applies and proves that there
is a constant c7 with the required polynomial dependence such that
‖∂µΠ ◦ w − ∂µΣ ◦ v‖N−P−(S+1),K+1−P−(S+1)
≤ c7 |||∂µΠ− ∂µΣ|||N,K+1,0,P+S+1 + c7 ‖w − v‖N−P,K+1−P,S+1
≤ c7 |||Π− Σ|||N,K+1,0,P+S + c7 ‖w − v‖N−P,K+1−P,S .
To estimate the second term on the right-hand side of (A.7), we fix
r = max{‖w‖N,K+1,S , ‖v‖N,K+1,S} ,
set Vj = BZjr (0), and recall from above that Πˆ, Σˆ ∈ CN,K({Vj},U , I; {Zj}), cf.
Lemma A.8. Then, ∂µw and ∂µv map U × I into each of the domains VS , . . . ,VK
of Πˆ, Σˆ. Applying the induction hypothesis to Πˆ, Σˆ and ∂µw, ∂µv, we obtain that
there exists a constant c8 such that
‖Πˆ ◦ ∂µw − Σˆ ◦ ∂µv‖N−P−S−1,K−P−S
≤ c8 |||Πˆ− Σˆ|||N−1,K,0,P+S + c8 ‖∂µw − ∂µv‖N−1−P,K−P,S
≤ c8 |||Πˆ− Σˆ|||N−1,K,0,P+S + c8 ‖w − v‖N−P,K+1−P,S .
The first term on the right-hand side is estimated as before, yielding a bound of
the form (A.9).
We have thus found the required upper bounds for all terms on the right-hand
side of (A.6), thereby completing the inductive step also whenK is incremented. 
In the proof of Lemma A.6, we used part (a) and proved statement (b) of the
following lemma which we state for later reference. A proof of part (a) can be found
in [15, Lemma A.7].
Lemma A.8. Let Π, Σ, w, and v be as in Lemma A.6; let r > 0, Vj = BZjr (0) for
j = S, . . . ,K, 0 ≤ P ≤ min(N − 1,K), and
Πˆ(wˆ;u, µ) = (∂wΠ ◦ w)(u, µ) wˆ and Σˆ(wˆ;u, µ) = (∂wΣ ◦ v)(u, µ) wˆ (A.8)
The following then hold:
(a) Πˆ ∈ CN−1,K,0,S({Vj},U , I; {Zj}) with |||Πˆ|||N−1,K,0,S bounded by a polyno-
mial in ‖w‖N−1,K,S and r |||Π|||N,K,0,S, and the same holds true for Σˆ.
(b) There is some polynomial c ≥ 0 in |||Π|||N+1,K,0,S, |||Σ|||N+1,K,0,S, ‖w‖N,K,S,
‖v‖N,K,S, and r such that
|||Πˆ− Σˆ|||N−1,K,0,P+S ≤ c |||Π− Σ|||N,K,0,P+S + c ‖w − v‖N−1−P,K−P,S . (A.9)
Now we are ready to prove the result on the stability of fixed points of contraction
mappings on scales of Banach spaces.
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Theorem A.9 (Stability of contraction mappings). For N,K ∈ N0 with N ≥ K,
let Z = Z0 ⊃ Z1 ⊃ . . . ⊃ ZK be a scale of Banach spaces, each continuously
embedded in its predecessor, let Wj ⊂ Zj be a nested sequence of closures of open
sets, let X be a Banach space, and let U ⊂ X and I ⊂ R be open. Assume that
(i) Π,Σ ∈ CN+1,K({Wj},U , I; {Wj});
(ii) w 7→ Π(w;u, µ) and v → Σ(v;u, µ) are contractions on Wj with contraction
constants c′j < 1, which are uniformly for all u ∈ U and µ ∈ I, for j =
0, 1, . . . ,K.
The following then hold.
(a) The fixed point equation Π(w;u, µ) = w has a unique solution
w ∈ CN+1,K(U , I; {Wj})
and ‖w‖N+1,K is bounded by a function which is a polynomial with non-
negative coefficients in |||Π|||N+1,K and (1− c′j)−1, for j = 0, 1, . . . ,K. The
same holds true for the fixed point v = Σ(v;u, µ).
(b) Let P ≤ K ≤ N . Then there is some polynomial c with nonnegative coef-
ficients in |||Π|||N+1,K , |||Σ|||N+1,K , and (1 − c′j)−1 for j = 0, 1, . . . ,K, such
that
‖w − v‖N−P,K−P ≤ c |||Π− Σ|||N,K,0,P .
Part (a) is a version of a contraction mapping theorem on a scale of Banach
spaces which was already proved in [15, Theorem A.9].
Proof. We prove part (b) only. It follows the same pattern as the proof of part (a)
with the additional difficulty that we need to carefully keep track of differences in
the various spaces. As before, we use induction in N and K. For N = K = P , we
must estimate
‖w − v‖Z ≤ ‖Π(w;u, µ)−Π(v;u, µ)‖Z + ‖Π(v;u, µ)− Σ(v;u, µ)‖Z
≤ c′0 ‖w − v‖Z + ‖Π(v;u, µ)− Σ(v;u, µ)‖Z ,
where c′0 is the common contraction parameter with respect to the Z0 norm. There-
fore,
‖w − v‖C(U×I;Z) ≤
1
1− c′0
‖Π− Σ‖C(WP×U×I;Z) =
1
1− c′0
|||Π− Σ|||P,P,0,P .
We first prove that the conclusion also holds when we increment N , holding K
fixed. By Lemma A.3,
‖w−v‖N+1−P,K−P ≤ sup‖u˜‖≤1
‖(Duw−Duv) u˜‖N−P,K−P +‖w−v‖N−P,K−P . (A.10)
By the induction hypothesis, there is a constant c1 which is a polynomial in
|||Π|||N+1,K , |||Σ|||N+1,K , and (1− c′j)−1 for j = 0, . . . ,K such that
‖w − v‖N−P,K−P ≤ c1 |||Π− Σ|||N,K,0,P .
It remains to compute an appropriate bound for the first term on the right-hand
side of (A.10).
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Note that w˜(uˆ, µ) = Duw(u, µ) u˜, where uˆ = (u, u˜) ∈ U × B, B = BX1 (0), is a
fixed point of the contraction map Π˜ given by
Π˜(w˜; (u, u˜), µ) = ∂wΠ(w(u, µ);u, µ) w˜ + ∂uΠ(w(u, µ);u, µ) u˜
≡ Πˆ(w˜;u, µ) + ∂uΠ(w(u, µ);u, µ) u˜ . (A.11)
Similarly, v˜(uˆ, µ) = Duv(u, µ) u˜ is a fixed point of Σ˜. From part (a) we know that
w, v ∈ CN+1,K(U , I; {Wj}). Setting
r = max{|||Π|||N+1,K , |||Σ|||N+1,K} max
j=0,...,K
1
1− c′j
(A.12)
and Vj = BZjr (0) for j = 0, . . . ,K, we find by Lemma A.6 (a) and Lemma A.8
(a) that Π˜, Σ˜ ∈ CN+1,K({Vj},U × B, I; {Vj}). Hence, Π˜ and Σ˜ satisfy the assump-
tions of the theorem and, by the induction hypothesis, there is some constant c2,
depending polynomially on (1− c′j)−1 for j = 0, . . . ,K, |||Π˜|||N+1,K , and |||Σ˜|||N+1,K
such that
‖w˜ − v˜‖N−P,K−P ≤ c2 |||Π˜− Σ˜|||N,K,0,P
≤ c2 |||Πˆ− Σˆ|||N,K,0,P + c2 ‖(∂uΠ ◦ w − ∂uΣ ◦ v) u˜‖N−P,K−P
(A.13)
where, in the second inequality, we refer to definition (A.8) of Πˆ and Σˆ and to
Remark A.1. By Lemma A.6 (a) and Lemma A.8 (a), taking note of Remark A.1,
the norms
|||Π˜|||N+1,K ≤ |||Πˆ|||N+1,K + ‖(∂uΠ ◦ w) u˜‖N+1,K
and |||Σ˜|||N+1,K are polynomials in |||Π|||N+2,K , |||Σ|||N+2,K , ‖w‖N+1,K , ‖v‖N+1,K ,
and r. Due to the definition of r in (A.12) and part (a), these quantities, hence the
constants in (A.13), have bounds that can be chosen as polynomials in |||Π|||N+2,K ,
|||Σ|||N+2,K , and (1− c′j)−1 for j = 0, . . . ,K.
Applying Lemma A.8 to the first term on the right-hand side of the second line
of (A.13) and Lemma A.6 to the second term, both with S = 0, we find that there
is a constant c3 depending polynomially on |||Π|||N+2,K , |||Σ|||N+2,K , ‖w‖N+1,K , and
‖w‖N+1,K such that
‖w˜ − v˜‖N−P,K−P ≤ c3 |||Π− Σ|||N+1,K,0,P + c3 ‖w − v‖N−P,K−P
≤ c3 |||Π− Σ|||N+1,K,0,P + c4 |||Π− Σ|||N,K,0,P
≤ c5 |||Π− Σ|||N+1,K,0,P .
In the second inequality we have used the induction hypothesis so that c4 and c5
are polynomials in |||Π|||N+2,K , |||Σ|||N+2,K , and (1 − c′j)−1 for j = 0, . . . ,K. This
concludes the inductive step in N .
Second, we prove that the conclusion also holds when we increment K < N ,
holding N fixed. Recall from Lemma A.4 that
‖w − v‖N−P,K−P+1 ≤ ‖w − v‖N−P,K−P+1,1
+ ‖w − v‖N−P,0 + ‖∂µw − ∂µv‖N−P−1,K−P ; (A.14)
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we will estimate the three norms on the right-hand side separately. For the first
norm note that a translation of the scale with Z˜j = Zj+1 and the induction hy-
pothesis show that
‖w − v‖N−P,K−P+1,1 ≤ c6 |||Π− Σ|||N,K+1,1,P , (A.15)
where c6 is a polynomial in |||Π|||N+1,K+1 ≥ |||Π|||N+1,K+1,1, |||Σ|||N+1,K+1, and (1−
c′j)
−1 for j = 0, . . . ,K + 1.
For the second term on the right-hand side of (A.14), we apply the induction
hypothesis on the trivial scale, so that is a constant c7 such that
‖w − v‖N−P,0 ≤ c7 |||Π− Σ|||N,P,0,P .
For the third term on the right-hand side of (A.14), we note that w˜ = ∂µw and
v˜ = ∂µv are fixed points of the respective contraction maps Π˜ and Σ˜ of the form
Π˜(w˜;u, µ) = ∂wΠ(w(u, µ);u, µ) w˜ + ∂µΠ(w(u, µ);u, µ)
≡ Πˆ(w˜;u, µ) + ∂µΠ(w(u, µ);u, µ) . (A.16)
By part (a), v, w ∈ CN,K+1(U , I; {Zj}). Setting
r = max{|||Π|||N,K+1, |||Σ|||N,K+1} max
j=0,...,K
1
1− c′j
and Vj = BZjr (0) for j = 0, . . . ,K, we find that, by Lemma A.6 (a) and Lemma A.8
(a), Π˜, Σ˜ ∈ CN,K({Vj},U , I; {Vj}). Hence, Π˜ and Σ˜ satisfy the assumptions of the
theorem and, by the induction hypothesis, there is some constant c8, depending
polynomially on (1− c′j)−1, |||Π˜|||N,K , and |||Σ˜|||N,K such that
‖w˜ − v˜‖N−P−1,K−P ≤ c8 |||Π˜− Σ˜|||N−1,K,0,P
≤ c8 |||Πˆ− Σˆ|||N−1,K,0,P + c8 ‖∂µΠ ◦ w − ∂µΣ ◦ v‖N−P−1,K−P
(A.17)
where, in the second inequality, we refer to definition (A.8) of Πˆ and Σˆ and to
Remark A.1. By Lemma A.6 (a) and Lemma A.8 (a), taking note of Remark A.1,
the norms
|||Π˜|||N,K ≤ |||Πˆ|||N,K + ‖∂µΠ ◦ w‖N,K
and |||Σ˜|||N,K are polynomials in |||Π|||N+1,K+1, |||Σ|||N+1,K+1, ‖w‖N,K+1, ‖v‖N,K+1,
and r. Due to the definition of r, these quantities, and hence the constant c8
in (A.17), have a bound that can be chosen as a polynomial in |||Π|||N+1,K+1,
|||Σ|||N+1,K+1, and (1− c′j)−1 for j = 0, . . . ,K.
The first term in the second line of (A.17) is estimated by Lemma A.8. We
obtain
|||Πˆ− Σˆ|||N−1,K,0,P ≤ c9 |||Π− Σ|||N,K,0,P + c9 ‖w − v‖N−P,K−P
≤ c10 |||Π− Σ|||N,K,0,P . (A.18)
Here c9 is a polynomial in |||Π|||N+1,K+1 ≥ |||Π|||N,K , |||Σ|||N+1,K+1, ‖w‖N,K+1 ≥
‖w‖N−1,K and ‖v‖N,K+1, and we have used the induction hypothesis in the last
inequality, with c10 a polynomial in |||Π|||N+1,K+1, |||Σ|||N+1,K+1, and (1− c′j)−1 for
j = 0, . . .K.
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For the second term on the right-hand side of (A.17), note that the hypothesis
of the theorem, with K replaced by K + 1, implies that
∂µΠ, ∂µΣ ∈ CN,K+1,0,1({Wj},U , I; {Zj}) ,
so that Lemma A.6 applied with S = 1 yields a constant c11 which is a polynomial in
|||Π|||N,K+1 ≥ |||∂µΠ|||N,K+1,0,1, |||Σ|||N,K+1, ‖w‖N,K+1 ≥ ‖w‖N,K+1,1, and ‖v‖N,K+1
such that
‖(∂µΠ) ◦ w − (∂µΣ) ◦ v‖N−P−1,K−P
≤ c11 |||∂µΠ− ∂µΣ|||N,K+1,0,P+1 + c11 ‖w − v‖N−P,K+1−P,1
≤ c11 |||Π− Σ|||N,K+1,0,P + c11 c12 |||Π− Σ|||N,K+1,1,P
≤ c13 |||Π− Σ|||N,K+1,0,P , (A.19)
where the second term in the third inequality is due to (A.15), and c12 and c13
depend polynomially on the required quantities. Inserting (A.18) and (A.19) into
(A.17) then concludes the inductive step in K. 
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