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Abstract 
We summarize and to discuss briefly the geometrical practice of modeling attitudes 
so far popular in treating reaction kinetics of solid-state processes. The model 
equations existing in the literature have been explored to describe the thermal 
decomposition and crystallization data and are deeply questioned and analyzed 
showing that under such a simple algebraic representation, the reacting system is 
thus classified as a set of geometrical bodies ( spheres) where each and every one 
reaction interface is represented by similar and smooth characteristics of reaction 
curve. It brings an unsolved question whether the sharp and even boundary 
factually exists or if it resides jointly just inside the global whole of the sample 
entirety preventing individual particles from having their individual reaction front. 
Most of the derived expressions are specified in an averaged generalization in 
terms of the three and two parameters equation (so called JMAK and SB models) 
characterized by a combination of power exponents m, n and p as summarized in a 
lucid Table. As an alternative the logistic equation is proposed powered with fractal 
exponents standing for the interfaces to be identified with an underlying principle 
of defects. Unfortunately, many of the solutions for the standard kinetic equations 
are truncated by infinite series, unfriendly to mathematical solutions. Based on the 
assumption that transformation rate is a product of two functions f(α)k(t), we 
propose a fundamentally new method to analyze the individual mechanism of each 
process.The idea is to plot the experimental data in coordinates the transformation 
rate against f(α).  
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Introduction 
 In the turn of Forties, Avrami 
1-3
 published a fundamental paper on the pages 
of this Journal instigating a geometrical concept for the description of reaction 
mechanism occurring in the solid-state processes. Since that, similar algebraic 
portrayal, based on well defined geometrical bodies
4
,
 
became popular in thermal 
analysis kinetics 
5-11 
overshadowing other approaches for its apparent simplicity and 
straightforward visual imagination. Such a geometrical manner of kinetic modeling 
was multiple reiterated 
4,12,13
 still exploiting, however, a strict vision of ideal 
Euclidian bodies. This image was applied to various reaction models the most 
common being the simple shrinking-core model based on a globular particle 
4-13 
which, however, necessitates a sharp reaction boundary. Upon a simple geometrical 
representation, the reacting system is thus classified as a set of spheres where each 
and every one reaction interface is represented by similar characteristics of reaction 
curve. It brings an unsolved question whether the sharp boundary factually exists 
within the each particle assuming homogeneous temperature distribution or if it 
resides jointly just inside the global whole of the sample entirety preventing 
individual particles from having their individual reaction front
10
. Moreover such a 
modeling is responsible to depict the incorporated particles within the reaction 
interfaces by smooth disjointing lines the evenness of which does not match up the 
surface reality of multi-particle samples seen, e.g., by microscopy. The derived 
kinetics then depends on the behavior of such interfaces separating the product and 
the initial reactant.  Accordingly the space co-ordinates of the rate-controlling 
elements become a design respecting heterogeneity.  
 Nevertheless there are multiple papers using the above mentioned system of 
kinetic analysis for a successful describing of reaction mechanisms, e.g. recent 
14-23
, 
which, however, frequently accept the emergency of non-integral dimensionalities 
– fractal constants. It means that interfaces produced during a reaction can be 
identified with an underlying principle of defects symbolized by a pictographic 
contour (borderline curves) at our graphical portrayal. While traditionally 
identifying reaction mechanism with such an assemble of separated particles and 
consequently exploring the sample's overall behavior under a real course of 
measurement based onthe observation of its averaged properties we may 
alternatively see the studied process in terms of a global propagation of ´defects´ 
throughout the sample. Such a collective way of the investigation of reaction path 
may thus better correlate to the spread-out logistic-like philosophy under a 
simplified model-free description. It is enriched by using a ‘blank’ pattern within 
the double exponents’ framework of a logistic equation making possible to 
interconnect it with standard structure of models. .  
 
Logistic functions 
In 1844 Belgium professor Pierre Francois Verhulst (1804-1849) gave the 
name logistic functions to sigmoidal expressions
24-26 
describing the expected 
population growth in his country. Generalized logistic curves offer models to the 
"S-shaped" behavior of creation of new state. The initial stage of growth is 
approximately exponential; then, as saturation, the growth slows and stops. There 
are many processes the time dependencies of which can be described by logistic 
curves 
27-32
. In addition to the field of materials science similar behavior was found 
for the pestilence spread among individuals, the propagation of population of 
plants, or of microorganisms, and many others cases. Actually, all mentioned 
processes can be described by variants of logistic functions
25–32 
because they 
describe the evolution in an environment with a bordered upper limit of the 
population, describable by dimensionless degree of conversion, . It is natural to 
assume
11,12,33,34  
that the transformation rate
dt
d
 is a product of two functions 
        tkf
dt
d


      (1) 
The first one, f(𝛼), accounts for the so-called reaction mechanism being explicitly 
dependent on the transformation progress, α; the other one, k(t), depending 
eventually, on time, t. The main idea of this assumption is to separate variables in 
order to solve the differential equation: 
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First, we discuss two frequently used approximations for the k(t) function, 
respectively for the solutions of the right-hand integral in Eq.(2). If the system is 
kept under constant conditions, it is also logical to assume that   ktk   is constant 
so that  
         ktdttktK
t
 0 .     (3) 
 The second, frequently used solution, concerns the case when the system is heated 
(or cooled) under constant rate of heating, 
dt
dT
q  . Under these conditions the time 
dependence of temperature is qtTT in  . The time integral transforms to 
    
Tt
dTTk
q
dttk
00
1
. Here the initial temperature 
inT  is replaced by zero because at 
low temperatures the transformation rate is negligibly slow.  If the characteristic 
time is determined by an activation energy, E, according to expression  
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the approximate solution K(T) of the corresponding integral (see 
37
) is  
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If there are enough reasons to believe that the conditions are not essentially 
changing during the process, i.e., if  can be assumed constant, it is appropriate to 
replace in the table K(t) by t/ as follows from Eq.(3) (for constant conditions), or 
K(T), determined by Eq.(5) (for constant heating/cooling) rates). 
 A special case was suggested by Sestak and Berggren 
34-36
 recommending a 
mathematical form that represents a generalized f(α) function: 
          pnmf   1ln1    (6) 
where m, n, and p are constants. By assigning values for these three variables, any 
classically geometrical model can be expressed; however, the pair combination of 
m and n is the most reliable
36
 thus often called the SB-equation
35,36
. In Eq.(2) the 
terms   pm and   1ln reflect that the nature of process is autocatalytic, i.e., the 
transformation rate increases with .  On the other hand, the term  n1  accounts 
that the system cannot support more than α=1 parts in the new state.  
Derivations and theoretical implications of the values of m, n, and p are discussed 
below concerning specific models. 
We discuss the reasons to make assumptions on the values of m, n, and p, 
i.e., the form of f(𝛼) function, and to what kind of complex systems each of the 
proposed assumption stays reasonably enough. The results for various models 
routinely treated in literature
4,12,13-22
 are summarized in Table I. 
Table I: Expressions for individual cases of mathematical simulation 
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Fig.1 The time, t, dependence degree of crystallization  (upper curve) and the overall 
crystallization rate 
dt
td )(
 of Isotactic Polypropylene. Data are from sample A in ref[41] . The 
open squares () and dashed line are for annealing temperature 125 C; the solid squares (∎) 
and solid line are for 128 C and the open triangles (Δ) and the dotted line are for  130 C. 
 
  
 Mathematics behind the logistic functions 
The simplest assumption (n=1, m=1, p=0) 
24-27,
 listed in Table I, means that 
f(𝛼) is proportional to the product of α and (1 - α).  
     1f    (7) 
The term α accounts that the process is proceeding as a first-order reaction 
characterized by Prout and Tompkins 
40 
as autocatalytic or by Akulov 
43 
as
 
autogenetic processes. In other words 
24-27
 the term, α, is called fertility and the 
complementary term (1 - α) labeled mortality of a reactant yet ready to act in 
response of (1 - α), i.e., accounting that the studied process can proceed only in that 
part of the system that is not yet transformed. If Eq. (1) is under initial condition at 
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For constant k, i.e. when Eq. (3) is valid, it is leading 
15,24-27,36 
to the classical 
logistic function of Verhulst 
24
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As soon as αo<<1, Eq.(9) transforms in isothermal case to  
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In the case of constant heating/cooling the rate q and in analogy with Eq. (9a) one 
obtains: 
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Also, from Eq.(3), it follows that a straight line is expected in coordinates 
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Fig.2 Experimental data(from [41]) on kinetics of crystallization of Isotactic Polypropylene at 
128 C in coordinates
dt
td )(
against     p  1ln1  for several values of p are as follows: the 
open triangles (Δ) are for Π =3.3 ; the open squares ()  are for Π =1.67. Only for Π =2.2 the 
data form a straight line, presented by the solid squares (∎),  
 
Notwithstanding in Table I, the solutions are given within more generalized 
cases of  f 9-13, 34–52 including non-integral or first choice fractal exponents 12,14,17, 
which may improvingly describe the prevalent cases of non-homogeneity and 
inherent geometrical heterogeneity in a relation to classical homogeneous reactions 
with a consistent concentration profile. It can be perceived in terms of the so called 
accommodation function 
36,44
 benefit to diagnostic limits of phenomenological 
kinetic models 
6,11-13
. 
 
Kinetics of overall crystallization  
Overall crystallization is a complex process involving simultaneous 
nucleation and growth of separate crystallites. It was first described by 
Kolmogorov 
38
, Johnson & Mehl 
39
 and Avrami 
1-3
 and often abbreviated as JMAK 
equation. According to 
1-3, 38-41
 the degree  of overall phase transition of a system 
under constant external conditions (temperature and pressure) is presented by the 
equation 
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Althoughwidespread, there are reasons to doubtthe correctness ofthis formula. If 
Eq.(10) is correct, the rate of transformation in every moment should be given (see 
appendix 1) as  
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The best answer of the doubts is the comparison with existing experimental data. 
Fig.1 shows the time dependence of the degree of crystallization  (upper curve) 
and the overall crystallization rate  
dt
td )(
of Isotactic polypropylene annealed at 125C; 128C and at 130 C. Data are 
from sample A of ref. [41]. The values of pare objects of optimization until the plot 
of the data gives a straight line. A very sensitive test is to plot data in coordinates 
dt
td )(
against     p  1ln1  , where the power is


1
1p . If the value of p is 
properly determined a straight line with a slope Π/τ is formed. However, even 
minor errors in estimated p makes experimental data to form loops as shown in Fig. 
2, where the investigational data
30
 on kinetics of crystallization of Isotactic 
Polypropylene at 128 C are plotted in coordinates 
dt
td )(
against     p  1ln1 for 
guessed values of pas follows: the red open triangles (Δ) are for Π=3.3 (i.e. p=0.7); 
the open squares  are for Π =1.67 (i.e. p=0.4). In both cases the data lay along  
 loops (but in opposite directions). Only for Π =2.2 (i.e. p=0.55) the data form 
straight line, presented by the solid squares (∎). 
 In Fig.3 the experimental data for three annealing temperatures are given. 
For annealing temperatures 125 C and 128 C straight lines are formed for Π =2.2 
(i.e. p =0.55). For annealing temperature 130 C the straight line is formed if Π=2 
(i.e. p=0.5). 
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Fig.3 Data from Fig.1 in coordinates in which,  according to Eq.(11,) a straight 
𝜏. The value of   Π is 2.2 for T=125 C (open 
triangles )  and 128 C (open squares  )  and it is Π =2 for T=130 C (solid 
squares ■).  
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Fig.4. Data from Fig.1 for T=125 C in coordinates in which,  according to Eq.(6) a 
straight line is expected with slopes p/𝜏. The solid squares (■)  are for p =0  and 
m=0.72; the open triangles ∆  are for m=0.25 and p=0.27  while the open squares 
() are for p=0.55 and m=0. In all cases n=1. 
  
 
 
 
Discussion 
The ensuing Table I summarizes several possible forms of the f() functions, 
and the corresponding F() form of its integral elucidation. According to Eq.(2) the 
function F(), can be solved for a limited number of combinations of values of m, 
n and p. However, the most of the reliableand consistent functions are solved 
44 
for 
the abridged form of p=0. The opposite case with p≠0 (i.e. under the power m 
considered m=0) is worth discussion for overall crystallization kinetics. Even for 
p=0 not all solutions of F() are of practical handling because the general solution 
leads to the undesired Hyper-Geometric-series. For that reason we discussed in 
Table I the particular cases for which the solution is of a practical use. The most 
popular assumption of n=1 in Eq.(6) reflects the understanding that whatever 
happens, it takes place only in the part (1-α) that is not yet transformed. If 
transformation process proceeds in D-dimensional space, the transformation rate is 
expected to be proportional to the size of periphery. This corresponds to an 
autocatalytic process with the fractional power 
D
m
1
1 .  
 There are many recommendations about the coordinates in which to plot 
experimental data in order to extract information about the nature of the process 
and the values of the corresponding control parameters. Herewe offer 
afundamentally newmethod, especially reliable when k(t) does not change 
significantly with time. The idea is to plot the data in coordinates 
dt
d
 against f(α). 
If there are reasons to expect that k(t) does not change significantly with time,a 
straight line is expected, from the slope of itthe characteristic time of the process 
can be determined. An example of the method is presented in Figs.(2 and 3). If the 
values of the parameters m, n and p are not properly hosen, instead of straight lines 
the experimental data form loops, like the open points in Fig.2. Unfortunately, there 
are present too many adjustable parameters (m, n and p). Fig.4 thus illustrates that 
the same experimental data portray reasonably good straight lines for several sets 
of the m, n and p parameters. To simplify the problem, it is recommended to fix the 
parameter n=1. The reason is that the term (1-α) accounts for the fraction that still 
can undergo transformation. As for the other two parameters, the terms α and –
ln(1-α) manifest similar behavior so that slight changes in the parameters m and p 
can compensate the tendencies and reasonable straight lines appear.  It is a good 
idea to rely on reasonable physical model and to neglect one of the parameters on 
expense of the other. An example is the analyses of overall crystallization kinetics, 
which assumes that m=0. In the isothermal case and according to the KJMA 
equation (cf Table I) it is usually recommendable to plot data in the coordinates  
)))(1ln(ln( t  against ln t. Informative figures should be easily extracted from the 
expected straight line. The problem is that, for 0  as well as for 1 , this 
approach is somehow misleading because in these cases ))1ln(ln(   tends to go to 
infinity. So even minors errors in the determination accuracy of α turns to 
disastrous failure. For this reason (cf Refs. 
54,55
), it is optional to better plot data in 
coordinates of  against log(t). Although these coordinates sounds strange, there 
endures a trick that permits to extract information data safe while avoiding possible 
errors appearing in the previous coordinates. 
 The most difficult problem, still unsolved, is the case when there are enough 
reasons to expect that at least one of the parameters m or p are not constant. 
Example of this is the case of surface induced crystallization. At early stages a 
given number of active centers start to grow in three dimensions (p=3). Later on 
the growing crystals meet and form a hard core. The process continues inwards, in 
one direction so that p<1 and is changing continuously. 
 In conclusion let us remind that the design of a so-called model of reaction 
mechanism f() is only a part of a standard kinetic analysis of solid-state processes. 
The well quoted SB-equation (Eq. 7) can be likewise exploited in two different 
manners:  
1/ As a resource of individual mechanisms (cf. Table I) providing the insight to 
standard mathematical-geometrical approach
4,12,13-22
. Some authors even tried to 
correlate its figures with the exponent p of JMAK model 
42,36,46-48
. It reveals a 
gradual shifting of p along 01.523 producing the m-n pairs of SB exponents 
linked with the values of 0-10.35-0.880.54-0.830.72-0.76 36,46-48. Recently 
there appeared an attempt 
48
 to give the m-n-p correlation a mathematical figure 
such as 1/p = ln(1-) - ln(1-) n - {(1-)/} ln(1-)m which is yielding upon a 
simplification the realtion 1/p  n - (3/4) m. However, these attempts to associate 
the SB equation with a particular model of JMAK seems be somehow inappropriate 
because it is linking two in a way incommensurable kinetics exhibiting divergent 
philosophical strategies 
53 
: the geometrical JMAK versus the logistic SB. 
2/ Therefore the SB approach can be seen as a bridging equation towards the novel 
method model-free kinetics 
52, 56 
which
 
is trying to avoid mathematical idealization 
in construction models based on idealized geometrical bodies. 
 The latter stays away from the use of somehow ´irresolute´ mathematical 
form of an exponential, Eq. (4), within its crucially reciprocal linkage between the 
exponential term (E/T) and its pre-exponential factor (1/o) 
49-51 
which is a 
mathematically irremovable correlation 
49
.  
In addition we have to take care about some yet unsettled impacts and yet 
unresolved links which are interfering in the so far customary methods of kinetic 
evaluations and which nonetheless are not solved critically enough 
53
. Among 
others we may indicate the effect of the proximity to equilibrium 
57,58 
or a 
generalized impact of both the heat inertia 
59,60 
and temperature gradients 
59,60 
always existing within the bulk of a sample under thermal study at nonzero heating 
rates.  
  
  Appendix 1 
 
From Eq.(10) one has 
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The derivative of Eq (10) is  
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So that the combination of Eqs (1a and 2a) leads to  
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While the term  1  accounts for the role of the volume that is still unoccupied by 
the new phase, the logarithmic term sounds strange. Originally the KJMA equation 
was derived from the integral form of the extended degree of transformation ext , 
i.e. the fraction of the transformed regions under condition they can overlap and the 
assumption     extd-1td    that at any moment the really transformed part 
dt
d
 is 
proportional to the product of 
dt
extd  and the part  -1 that is available for 
transformation; i.e. 
 
    
 
 
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extd-1
td 


 .      (4a) 
The comparison of Eqs (3a and 4a) shows that  
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To give a good physical reason of Eq.(5a) is rather difficult, so this offers reason to 
use also other logistic functions.  
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