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Da ging zu seinem Saale der König wohlgemut.
Wieland in der Schmiede nahm eine Feile gut;
Damit ward zerfeilet das Schwert zu eitel Staub:
Wer es vernommen hätte, die Ohren wären ihm taub.
Geworden von der Feile Geschrill auf hartem Stahl;
Auch hätt’ ihn wohl gedauert des guten Schwertes Qual.
Da lagen nun die Späne: die schlug der weise Schmied
Mit Mehl und Milch zusammen: der Teig ihm trefflich geriet.
Dann nahm er Mastvögel, die schon den dritten Tag
Auf Kost umsonst gelauert im engen Gitterhag,
Und warf die schwere Speise den Hungerleidern vor
Da fraßen sie gewaltig, nicht hat begieriger Thor
Noch tapferer eingehauen, als er für Freia galt
Und Thyrmur der Riese die Braut gefräßig schalt:
Man sah in kurzer Stunde den ganzen Trog geleert
Und einen anderen rückseits am Morgen doppelt beschwert.
Des letztern Inhalt brachte der Meister in die Glut:
Das Erz daraus zu schmelzen schürt’ er das Feuer gut,
Schöpfte dann aus dem Kessel, was da von Unrat war,
Und gewann ein Eisen endlich von Schlacken lauter und klar.
Als sich das erkühlte, da schuf der Degen wert
Vor dem siebten Tage ein meisterliches Schwert:
Das war erst scharf und schneidig, das war erst fest und hart,
Wie auf Erden schwerlich, ein bess’res gesehen ward.
– KARL JOSEPH SIMROCK:Wieland der Schmied. Bonn, 1835.
(Eine frühe Beschreibung des Nitrocarburierens von Eisen,
vgl. [Hum97, Seite 131] sowie Kapitel 3.)
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1 Einleitung
Die vorliegende Arbeit diskutiert die Modellierung und die numerische Simulation von
Phasenübergängen in Metalllegierungen. Die dabei auftretenden Phasen unterscheiden
sich hinsichtlich der Struktur des Kristallgitters, dieser Umstand soll jedoch auf einer
kontinuierlichen Skala modelliert werden. Dabei werden die Unterschiede in Größe und
Form der Einheitszelle der jeweiligen Gitter als elastische Verzerrung dargestellt. Die
Beschreibung der Materialien durch solche Kontinuums-Modelle wird in Kapitel 2 kurz
zusammengefasst.
Ein Beispiel für Phasenübergänge in Festkörpern ist die Entwicklung von partikelför-
migen Ausscheidungen, die in Kapitel 3 diskutiert wird: Dabei gibt es in einem bestimm-
ten Temperaturbereich zwei (oder auch mehr) stabile lokale Konfigurationen des Kris-
tallgitters, die sich hinsichtlich des Anteils der Legierungskomponenten unterscheiden.
Dadurch können sich kleine Partikel einer dieser Konfigurationen in einer Hintergrund-
matrix der anderen Phase bilden.
Dies geschieht z. B. in Legierungen aus Nickel und Aluminium, die als sehr tempe-
raturbeständige so genannte Superlegierungen zahlreiche technische Anwendungen ha-
ben. Dabei entsprechen die beiden Phasen einem kubisch-flächenzentrierten NiAl-Git-
ter mit einem geringen, zufällig verteilten Aluminium-Anteil und einem Ni3Al-Gitter.
Die beiden Einheitszellen unterscheiden sich nur geringfügig hinsichtlich ihrer Größe
(durch eine isotrope Skalierung mit dem Faktor 1+ "0), so dass sie auf Kosten elastischer
Spannungen trotzdem ein gemeinsames Gitter bilden können. Abbildung 1.1 zeigt eine
Darstellung der beiden Phasen und deren Repräsentation in einem zweidimensionalen
kontinuierlichen Modellproblem.
Die Grenzflächen zwischen den beiden Phasen sind energetisch ungünstig, so dass die
Partikelstruktur zur Vergröberung tendiert. Die Bewegung der Grenzflächen kann dabei
nur durch die Diffusion von Atomen im Festkörper stattfinden, die Zeitskala ist dement-
sprechend langsam.
Eine andere Art von Phasenübergängen findet in Formgedächtnis-Legierungen (Kapi-
tel 4) statt: Bei hohen Temperaturen besitzt das Gitter eines Materials wie etwa Ni2MnGa
eine kubische Symmetrie, diese Struktur wird als Austenit bezeichnet. Bei niedrigeren
Temperaturen – im so genannten martensitischen Bereich – geht diese Symmetrie ver-
loren. Hier entsteht durch eine Scherung der Einheitszelle (im zweidimensionalen Mo-
dell eine Verkürzung entlang einer Achse und eine Verlängerung in Richtung der zwei-
ten Achse) ein Gitter niedrigerer Symmetrie, das – je nach Richtung der Scherung – in
verschiedenen Varianten existiert. Die unterschiedlichen Varianten des Materials wer-
13
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Abbildung 1.1:
Gitterstruktur von (a) ungeordnetem NiAl und (b) Ni3Al. Blau: Nickel, Gelb: Alu-
minium, Grün: Nickel oder Aluminium. (c) Kontinuierliche Modellierung der Ver-
zerrung zwischen den beiden Einheitszellen. (d) Quadratisches Partikel mit positiver
Fehlpassung im Vergleich zum umgebenden Kristall und daraus resultierende elastische
Deformationen in der Umgebung der Grenzfläche.
den durch volumenerhaltende Verzerrungen der Referenzzelle modelliert, siehe Abbil-
dung 1.2.
Bei Ni2MnGa ist die kürzere Achse auch die Richtung der bevorzugten Magnetisie-
rung, so dass sich die Varianten durch Anlegen eines äußeren Magnetfeldes beeinflussen
lassen. Da der Wechsel zwischen den Varianten hierbei nur eine lokale Verschiebung des
Gitters erfordert, geschieht das Umschalten wesentlich schneller als wenn zum Phasen-
wechsel Atome durch das Gitter diffundieren müssen.
Wir betrachten Kontinuumsmodelle mit scharfen Grenzflächen für die beschriebenen
Phasenübergänge: Dabei gehen wir von einem kontinuierlichen Material aus, in dem sich
scharf begrenzte Bereiche der verschiedenen Phasen befinden. Der Phasenübergang und
die Wechselwirkung der benachbarten Phasen miteinander werden dabei durch unter-
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Abbildung 1.2:
(a) Gitterstruktur von austenitischem Ni2MnGa und (b), (c) zweier Martensit-Vari-
anten. Blau: Nickel, Rot: Mangan, Grün: Gallium. (d) Kontinuierliche Modellierung
der Verzerrung einer Variante. (e) Grenzfläche zwischen zwei Varianten mit kompa-
tiblen Verzerrungen.
schiedliche bevorzugte Verzerrungen modelliert. Dadurch kann es im Bereich der Grenz-
flächen zu elastischen Spannungen kommen, wenn die benachbarten Verzerrungen nicht
kompatibel sind. Weitere Teile der Modelle beschreiben die Dynamik der Vergröberung
oder die Wechselwirkung mit Magnetfeldern.
In allen beschriebenen Modellen ergeben sich letztlich als Teilprobleme lineare ellip-
tische partielle Differentialgleichungen mit stückweise – d. h. innerhalb der Phasen –
konstanten Koeffizienten. Für diese bietet sich die Diskretisierung mit der Methode der
Randelemente an, die auf der Transformation linearer elliptischer Gleichungen in Inte-
gralgleichungen auf denGrenzflächen der Teilgebiete basiert. Dadurch genügt zur Appro-
ximation der (u. U. zeitlich veränderlichen) Geometrie die Diskretisierung der Grenz-
flächen, auch die zu diskretisierende Integralgleichung enthält nur Funktionen die auf
dieser niederdimensionalen Menge definiert sind. Kapitel 5 stellt die dazu verwendeten
numerischen Verfahren kurz zusammen, Kapitel 6 beschreibt zentrale Aspekte der Im-
plementierung.
In beidenArten vonMaterialien tretenMikrostrukturen auf einer Skala weit unterhalb
der Größe der Materialprobe auf. Die Auflösung dieser Strukturen in der numerischen
15
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Simulation erfordert besondere Ansätze: Im Kapitel 3 wird ein reduziertes Modell be-
nutzt, das a-priori-Wissen über die Morphologie der Mikrostruktur zur Vereinfachung
des Modells ausnutzt. Dabei verwenden wir die Struktur eines Gradientenflusses, um die
Evolution der Partikel auf die Untermannigfaltigkeit aller entsprechenden Mikrostruk-
turen (hier Mengen an den Gitterachsen ausgerichteter Rechtecke) einzuschränken. Dies
erlaubt die Simulation von zahlreichen Partikeln einfacher Form, um deren Zusammen-
wirken in Bezug auf die Vergröberung des Systems zu untersuchen, vgl. Abbildung 1.1.5.
Im Gegensatz dazu liegen in Kapitel 4 gerade die Auswirkungen unterschiedlicher For-
men der Mikrostruktur auf das makroskopische Verhalten im Fokus der Betrachtung.
Dazu zerlegen wir das Problem in eine Mikro- und eine Makroskala und berechnen, wie
sich diemikroskopischeGeometrie auf das makroskopisch gemittelte Verhalten desMate-
rials auswirkt. Dabei wird das effektive Verhalten desMaterials aufgrund derMikrostruk-
tur bestimmt, indem Zellprobleme mit periodischen Randwerten numerisch gelöst wer-
den, siehe Abbildung 1.1.6.
1.1 Zusammenfassung der Methoden und Ergebnisse
r+ = (r3, r4)
r− = (r1, r2)
v4
v1
v2
v3
Abbildung 1.1.3:
Konfiguration eines rechteckigen Partikels. Auf diese Weise können sowohl die Par-
tikel als auch ihre Bewegung durch sehr wenige Freiheitsgrade beschrieben werden.
Der Vergröberungsprozess partikelförmiger Ausscheidungen lässt sich als Gradien-
tenfluss betrachten. Dabei bewegt sich die Partikelmenge Ω(t ) auf der Mannigfaltigkeit
M aller möglichen Partikelkonfigurationen in der Richtung des steilsten Abstiegs einer
Energie E (die Grenzflächenenergie und Elastizität beinhaltet) in Bezug auf eine Metrik
g (die den Diffusionsmechanismus beschreibt):
gΩ(t )(Ω˙(t ),w)+ 〈diffE[Ω(t )],w〉= 0 ∀w ∈ TΩ(t )M .
Wir betrachten nun die Einschränkung dieser Evolution auf die Untermannigfaltigkeit
N ⊂M rechteckiger, an den Koordinatenachsen ausgerichteter Partikel, wie sie durch
16
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Abbildung 1.1.4:
Evolution der Grenzflächen für das volle und das reduzierte Modell. Der Vergleich
zeigt die gute Übereinstimmung der beiden Simulationen.
Abbildung 1.1.5:
Ausschnitt aus einer numerischen Simulation des Vergröberungsprozesses für das re-
duzierte Modell. Neben der Vergröberung kann man insbesondere die Ausrichtung be-
nachbarter Partikel beobachten.
die Anisotropie des Elastizitätstensors bevorzugt werden. Dadurch erhalten wir eine re-
duziertes Modell, dass die Evolution entsprechend geformter Partikel beschreibt.
Zur numerischen Simulation beider Modelle verwenden wir die Methode der Rand-
elemente. Die vorkommenden Integraloperatoren werden durch hierarchische Matrizen
approximiert, diese Approximation liefert auch ein geeignetes Verfahren zur Vorkondi-
tionierung. Um die Kopplung der Zeitschrittweite an die Seitenlängen des jeweils kleins-
ten Partikels zu vermeiden, werden um kleine Partikel lokalisierte Zeitschritte durch-
geführt. Der Abschirmeffekt erlaubt es dabei, nur kleine Umgebungen der betroffenen
17
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Partikel zu betrachten. Auf diese Weise erhält man ein effizientes Verfahren zur Simula-
tion beider Modelle; beim reduzierten Modell ist die Simulation entsprechend größerer
Partikelzahlen möglich. Durch Vergleichsrechnungen lässt sich verifizieren, dass das re-
duzierte Modell viele wesentliche qualitative und quantitative Eigenschaften des vollen
Modells abbildet.
Magnetische Formgedächtnis-Materialien kannman auf der kontinuierlichen Skala mit
einer Kombination aus Elastizitätstheorie und Mikromagnetismus modellieren. Dabei
koppelt ein diskreter Phasenparameter p die Varianten der elastischen Verzerrung "¯p an
die magnetische Anisotropie γp , die Anisotropie bevorzugt eine Magnetisierung m in der
Richtung, in der sich das Materials gemäß der elastischen Verzerrung zusammenzieht.
"¯1 =
−"0 0
0 "0

, "¯2 =

"0 0
0 −"0

,
γ1(m) =
m22
|m|2 , γ2(m) =
m21
|m|2 .
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Abbildung 1.1.6:
Deformation eines zusammengesetzten und eines polykristallinen Formgedächtnis-
Materials, jeweils als periodisches Zellproblem. Die Abbildung zeigt in beiden Fällen
die Referenzkonfiguration und die deformierte Konfiguration. Das Schachbrettmuster
illustriert die Ausrichtung des Kristallgitters im Formgedächtnismaterial (blau), die
Farbschattierung die elastische Energiedichte.
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Dieses Modell lässt sich auf verschiedene Arten mikrostrukturierter Materialien an-
wenden, es ist sowohl zur Beschreibung zusammengesetzter Materialien mit einer nicht-
magnetischen Hintergrundmatrix als auch für polykristalline Strukturen geeignet. Um
das effektive Verhalten der Mikrostruktur zu berechnen, betrachten wir im Rahmen ei-
nes Homogenisierungsansatzes Zellprobleme periodischer Konfigurationen.
Dadurch kann man den Einfluss von Parametern der mikroskopischen Struktur des
Materials, wie beispielsweise die Form, Verteilung und Ausrichtung der Partikel oder die
Elastizität der Hintergrundmatrix, auf das makroskopische Verhalten, insbesondere die
beobachtete Verzerrung und die geleistete Arbeit, quantifizieren.
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Abbildung 1.1.7:
Auswirkung der Orientierung der Partikel. (a) Geometrie, (b) Makroskopische Ver-
zerrung und (c) geleistete Arbeit, jeweils als Funktion des Rotationswinkels. Bei einem
Rotationswinkel von 0◦ ist eine Achse des Kristallgitters parallel zum Magnetfeld aus-
gerichtet und sowohl die makroskopische Verzerrung als auch die geleistete Arbeit sind
daher maximal. Das makroskopische Verhalten ist relativ unempfindlich gegenüber
kleinen Abweichungen der Orientierung, wird jedoch rapide schlechter, wenn sich der
Rotationswinkel dem ungünstigst möglichen Wert 45◦ nähert.
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In diesem Kapitel sollen die zur Modellierung der betrachteten Materialien benötigten
Begriffe aus der Kontinuumsmechanik zusammengetragen werden. Da die numerischen
Verfahren in 2D implementiert wurden, beschränkt sich auch die folgende Darstellung
vollständig auf den zweidimensionalen Fall.
2.1 Linearisierte Elastizitätstheorie
Die Verformung der betrachteten Festkörper soll mit den Methoden der Elastizitätstheo-
rie modelliert werden. Eine umfassende Darstellung der isotropen mathematischen Elas-
tizitätstheorie findet sich z. B. in [Cia97], eine ingenieurwissenschaftliche Darstellung
die auch anisotrope Elastizität diskutiert in [Bet93, BG02]. Aufgrund der betrachteten
Modelle und der verwendeten numerischen Methoden beschränken wir uns hier auf die
linearisierte Theorie für kleine Verschiebungen. Die Modellierung von Mikrostruktu-
ren in Festkörpern mit Methoden der Elastizitätstheorie wird beispielsweise in [Bha03,
Phi01] diskutiert.
Sei Ω⊂R2 ein elastischer Körper, der durch die Abbildung ϕ = I+ u in einen Körper
ϕ(Ω) deformiert werde; dabei werden ϕ als Deformation und u als Verschiebung bezeich-
net. Die Verschiebung sei klein genug, so dass die Deformation um I linearisiert werden
kann.
Längenänderungen im Material werden durch die Matrix ∇ϕT∇ϕ (die erste Funda-
mentalform, wenn wir den deformierten Körper als mittels ϕ über der Referenzkonfigu-
ration parametrisiert betrachten) beschrieben. Für kleine Verschiebungen lässt sich deren
Abweichung von der Identität durch den linearisierten Verzerrungstensor
"[u] =
1
2
(∇u +∇uT ) (2.1)
approximieren, den symmetrisierten Gradienten von u. Den Zusammenhang zwischen
dem Spannungstensor σ und der Verzerrung beschreibt das Hookesche Gesetz
σ =C"[u] , σi j =
∑
k l
Ci j k l"k l [u] . (2.2)
Dabei ist die lineare Abhängigkeit durch den Elastizitätstensor C (einen Tensor vierter
Stufe) gegeben.
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Aufgrund von Symmetrieüberlegungen lässt sich die Zahl der Freiheitsgrade von C
jedoch stark reduzieren. Aus der Symmetrie des Spannungstensors σ und der Verzerrung
"[u] sowie der Symmetrie des Elastizitätstensors als zweite Ableitung der elastischen
Energiedichte (2.8) nach der Verzerrung ergeben sich für C die Symmetrieeigenschaften
Ci j k l =C j i k l =Ci j l k =Ck l i j . (2.3)
Notiert man die Spannung und die Verzerrung jeweils als Vektoren mit drei Kompo-
nenten (der vierte Eintrag ergibt sich aufgrund der Symmetrie), so lässt sich C in der
folgenden Weise (die so genannte Voigtsche Notation) als symmetrische Matrix schrei-
ben:  σ11σ22
σ12
=
 c11 c12 c14c12 c22 c24
c14 c24 c44

 "11[u]"22[u]
2"12[u]

Der Faktor 2 bei "12[u] ist notwendig, wenn man Einträge der Matrix direkt mit Einträ-
gen des Elastizitätstensors identifizieren will,
Ckk l l = ck l , Ckki j = ck4 , Ci j i j = c44 für i 6= j .
da diese Komponente der Verzerrung aufgrund der Symmetrie zweimal in der Summe in
(2.2) auftaucht. Dabei wird in derMatrixdarstellung die Indizierung 1, 2, 4 gewählt, damit
die Bezeichnung der Konstanten im Fall kubischer Symmetrie der dreidimensionalen
Situation entspricht, unter der man sie in der Regel in der Literatur findet.
In einem kubischen Kristall ist das elastische Verhalten nämlich symmetrisch unter
Spiegelungen an den Gitterachsen (bzw. Gitterebenen) sowie unter deren Vertauschung.
Dadurch reduziert sich die Zahl der Parameter des Elastizitätstensors weiter, man erhält
(unter der Annahme, das die Symmetrieachsen die Koordinatenachsen sind) σ11σ22
σ12
=
 c11 c12 0c12 c11 0
0 0 c44

 "11[u]"22[u]
2"12[u]
 . (2.4)
Im isotropen, d. h. vollständig rotationssymmetrischen Fall gilt zusätzlich die Bedin-
gung c11 = c12+2c44, die verbleibenden Parameter λ= c12 und µ= c44 bezeichnet man als
Lamé–Navier-Konstanten. Der Zusammenhang zwischen Spannung und Verzerrung hat
dann die Form
σ = λtr"[u]I+ 2µ"[u] . (2.5)
Der Gleichgewichtszustand ist stets charakterisiert durch
div σ = divC"[u] = 0 , (2.6)
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dies ist die Minimalstelle der elastischen Energie
Eelast[u] =
∫
Welast("[u]) , (2.7)
Welast(") =
1
2
σ : "=
1
2
C" : " , (2.8)
dabei ist A : B = tr (ATB). In einem isotropen elastischen Material ergibt sich also für die
EnergiedichteWelast die Form
Welast(") =
1
2
λ(tr")2+µ|"|2 , (2.9)
während wir bei kubischer Symmetrie entlang der Koordinatenachsen die folgende Dar-
stellung erhalten:
Welast(") =
1
2
c11(tr")
2+(c12− c11)"11"22+ 2c44"212 (2.10)
Kräfte am Rand haben die Form f = σν (mit der äußeren Normalen ν). Außer der
Vorgabe der Deformation u (Dirichlet-Randwerte), von der wir im Folgenden ausgehen
wollen, ist auch die Vorgabe von Kräften auf dem Rand (Neumann-Randwerte) sinnvoll.
An Grenzflächen verschiedener Phasen oder Materialien sind im Gleichgewichtszustand
sowohl u als auch f stetig.
Wie in Kapitel 1 angedeutet ist eine wesentliche Eigenschaft der diskutierten Materiali-
en die Existenz verschiedener Phasen, die sich durch eine unterschiedliche Verzerrung in
Vergleich zum Referenzzustand auszeichnen. Im Kontext der linearisierten Elastizitäts-
theorie bedeutet das, dass die Minimalstelle der elastischen EnergiedichteWelast verscho-
ben ist, wir messen den Abstand der Verzerrung "[u] von einer bevorzugten Verzerrung
(Eigenverzerrung, Fehlpassung) "¯:
Eelast[u] =
∫
Welast("[u]− "¯) , σ =C ("[u]− "¯)
Dabei nimmt die bevorzugte Verzerrung "¯ in jeder Phase einen anderen konstantenWert
an. Des Weiteren kann sich auch der Elastizitätstensor C je nach Phase unterscheiden.
Die elastischen Verschiebungen lassen sich in diesen Fällen folgendermaßen charakteri-
sieren:
Formulierung 2.1.1 (Variationsformulierung für Elastizität) EinGebietΩ⊂⊂R2 set-
ze sich aus endlich vielen disjunkten TeilmengenΩα mit stückweise glattem Rand zusammen.
Der Elastizitätstensor C und die Fehlpassung "¯ seien auf diesen Teilmengen konstant, den je-
weiligen Wert bezeichne Cα bzw. "¯α. Gesucht ist u ∈H 1(Ω,R2), so dass die folgende Energie
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minimal wird:
Eelast[(Ωα)α; u] =
∫
Ω
1
2
C (x)("[u](x)− "¯(x)) : ("[u](x)− "¯(x))d x (2.11)
=
∑
α
∫
Ωα
1
2
Cα("[u](x)− "¯α) : ("[u](x)− "¯α)d x (2.12)
Dabei können die Teilmengen Ωα sowohl fest vorgegeben sein (vgl. Abschnitt 4) als auch
variabel wie in Abschnitt 3.
Wenn die Achsen eines Materials mit kubischer Symmetrie nicht entlang des Standard-
Koordinatensystems ausgerichtet sind, kann man die einfache Darstellung der Spannun-
gen und der Energiedichte aus (2.4) und (2.10) beibehalten, wenn man die Verzerrung
in das entsprechende Koordinatensystem transformiert. Sei dazu Q die Rotation, die die
Standard-Koordinatenachsen auf die Symmetrieachsen des Materials abbildet, dann wol-
len wir die Deformation ϕ durch eine Deformation ϕ˜ ersetzen, die in einem den Sym-
metrieachsen angepassten Koordinatensystem definiert ist, d. h. ϕ(x) = ϕ˜(QT x). Damit
ergibt sich für den Gradienten der Deformation ∇ϕ(x)Q = ∇ ϕ˜(QT x). Die Verzer-
rung ergab sich als Linearisierung von ∇ϕT∇ϕ um die Identität, sie transformiert daher
mittels QT "Q = "˜. In eine Energiedichte, die in einem an den Symmetrieachsen aus-
gerichteten Koordinatensystem definiert ist, muss man also "˜ als Verzerrung einsetzen.
Wenn die Eigenverzerrung "¯ ebenfalls im Koordinatensystem der Gittersymmetrieach-
sen gegeben ist, erhalten wir also eine Energie der Form
Eelast[u] =
∫
Ω
Welast(Q
T "[u]Q − "¯) . (2.13)
Zunächst fordern wir keine Randbedingungen auf ∂ Ω. Um eine Bedingung für die
Minimalstelle herzuleiten, berechnen wir die Variation ddτEelast[u + τw]|τ=0 für glatte
Testfunktionen w. Vor der partiellen Integration nutzten wir die Symmetrieeigenschaf-
ten (2.3) des Elastizitätstensors
C"[u] : "[w] =
∑
i j k l
Ci j k l"k l [u]"i j [w] =
∑
i j k l
1
2
Ci j k l"k l [u](wi , j +w j ,i )
=
∑
i j k l
1
2
(Ci j k l +C j i k l )"k l [u]wi , j =
∑
i j k l
Ci j k l"k l [u]wi , j =C"[u] :∇w ,
aufgrund derer wir in der elastischen Energie∇w anstelle von "[w] verwenden können.
Damit erhalten wir die schwache Form der Euler–Lagrange-Gleichungen für u:
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0=
d
dτ
Eelast[u +τw]|τ=0
=
d
dτ
∫
Ω
1
2
C (x)
 
"[u +τw](x)− "¯(x) :  "[u +τw](x)− "¯(x)d x
τ=0
=
∫
Ω
C (x)
 
"[u](x)− "¯(x) : "[w](x)d x
=
∑
α
∫
Ωα
Cα
 
"[u](x)− "¯α

:∇w(x)d x
=
∑
α
∫
Ωα
divCα
 
"[u](x)− "¯α
 ·w(x)d x + ∫
∂ Ωα
Cα
 
"α[u](x)− "¯α

να(x) ·w(x)d x
Dabei ist να die äußere Normale an Ωα und "α der Grenzwert der Verzerrung auf dem
Rand ∂ Ωα aus Richtung des Inneren Ωα. Mittels des Fundamentallemmas der Variations-
rechnung ergibt sich daraus für ein genügend glattes u sowohl die elliptische Differential-
gleichung im Inneren der Teilgebiete Ωα als auch die Rand- und Sprungbedingungen für
die Kräfte f (x) = σ(x)ν(x). Zur Formulierung der Sprungbedingung über eine Grenz-
fläche hinweg verwenden wir die folgende Notation:
f
β
α
(x) = lim
ξ→x,ξ∈Ωβ
f (ξ )− lim
ξ→x,ξ∈Ωα
f (ξ ) für x ∈ ∂ Ωα ∩ ∂ Ωβ . (2.14)
Formulierung 2.1.2 (Starke Formulierung für Elastizität) Ein Gebiet Ω ⊂⊂ R2 setze
sich aus endlich vielen disjunkten Teilmengen Ωα mit glattem Rand zusammen. Der Elasti-
zitätstensor C und die Fehlpassung "¯ seien auf diesen Teilmengen konstant, den jeweiligen
Wert bezeichne Cα bzw. "¯α. Gesucht ist
u ∈C 0(Ω¯)∩⋃
α
C 1(Ω¯α)∩
⋃
α
C 2(Ωα)
mit
divCα"[u](x) = 0 in Ωα , (2.15)h
C ("[u]− "¯)
iβ
α
(x) ν(x) = 0 auf ∂ Ωα ∩ ∂ Ωβ , α 6=β , (2.16)
Cα("[u](x)− "¯α)ν(x) = 0 auf ∂ Ωα ∩ ∂ Ω . (2.17)
Dabei sei ν eine beliebige Normale an die jeweilige Grenzfläche. Durch diese Glei-
chungen ist u bis auf eine additive Konstante (die auch die Energie unverändert lässt)
bestimmt, diese kann man durch eine geeignete Normierung festlegen. Alternativ kann
man auf einem Teil des Randes Dirichlet-Randwerte fordern. Eine weitere Möglichkeit
sind (bei geeigneter Form von Ω, und ebenfalls modulo einer additiven Konstante) peri-
odische Randwerte, diese werden in Abschnitt 4.3 genauer beschrieben. Handelt es sich
bei Ω um den ganzen Raum R2, so muss zusätzlich eine geeignete Randbedingung im
Unendlichen gefordert werden.
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2.2 Mikromagnetismus
Die Theorie des Mikromagnetismus (eine aktuelle Übersicht findet sich zum Beispiel
in [Ber98, HS99, DKMO04]) beschreibt Magnetisierungsmuster in ferromagnetischen
Materialien. Sie bildet die Basis für die Modellierung der magnetischen Eigenschaften der
in Abschnitt 4 diskutierten Formgedächtnis-Materialien. Im Folgenden stellen wir die
benötigten Begriffe kurz zusammen.
Sei M ∈ L2(R2;R2) die Magnetisierung, dann ist das magnetische Streufeld oder De-
magnetisierungsfeld Hd ∈ L2(R2;R2) nach den Maxwell-Gleichungen [Max04] durch die
Tatsache gegeben, dass die magnetische Flussdichte µ0(Hd +M ) divergenzfrei ist (es gibt
keine magnetischen Monopole), während das Demagnetisierungsfeld Hd in Abwesenheit
elektrischer Ströme oder Ladungen rotationsfrei ist, d. h.
div(Hd +M ) = 0 , rotHd = 0 .
Dabei ist µ0 die Permeabilitätskonstante des Vakuums. Da Hd rotationsfrei ist, lässt es
sich als Gradient eines Potentials
Hd =∇ψ , ψ ∈H 1(R2)
darstellen, wir erhalten also die (distributionell zu verstehende) Gleichung
div(∇ψ+M ) = 0 .
Dies ist die Euler–Lagrange-Gleichung zur Minimierung des Energiefunktionals
E[ψ] =
∫
R2
1
2
|∇ψ+M |2 .
In diesem Sinne ist Hd die L
2(R2;R2)-Projektion von −M auf rotationsfreie bzw. Gradi-
entenfelder.
In einem Material mit Sättigungsmagnetisierung Ms hat M stets die Länge Ms , so dass
sich eine Reskalierung auf die Länge 1 anbietet. Sei dazu M (x) = Msm(x), wobei dann|m(x)| ∈ {0;1} ja nachdem ob x innerhalb oder außerhalb des magnetischen Materials
liegt. Weiterhin skalieren wir ψ und Hd mit −Ms (diese Skalierung muss anschließend
bei der Berechnung der Energie des Streufeldes in Formulierung 2.2.3 berücksichtigt wer-
den), so dass sich die folgende Darstellung des Streufeldes ergibt:
Formulierung 2.2.1 (Variationsformulierung für das Demagnetisierungspotential)
Sei m ∈ L2(R2; S1 ∪ {0}). Gesucht ist ψ ∈ H 1(R2), so dass die folgende Energie minimal
wird:
E[ψ] =
∫
R2
1
2
|∇ψ(x)−m(x)|2 d x (2.18)
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Mit anderen Worten, im Sinne von Distributionen ist ψ die Lösung von
∆ψ= divm (2.19)
mit Nullrandwerten im Unendlichen derart, dass∇ψ ∈ L2(R2;R2).
Falls m stückweise konstant ist, so lässt sich auf dieselbe Weise wie bei der Elastizität
die folgende starke Formulierung herleiten:
Formulierung 2.2.2 (Starke Formulierung für das Demagnetisierungspotential)
Sei m ∈ L2(R2;R2) stückweise konstant auf endlich vielen Gebieten Ωα ⊂R2 mit stückweise
glattem Rand, d. h. m(x) = mα für x ∈Ωα und m(x) = 0 in Ω0 :=R2 \
⋃
αΩα. Gesucht ist
ψ ∈C 0(R2)∩⋃
α
C 1(Ω¯α)∩
⋃
α
C 2(Ωα)
mit
∆ψ(x) = 0 in Ωα , (2.20)h
∇ψ−m
iβ
α
(x) · ν(x) = 0 auf ∂ Ωα ∩ ∂ Ωβ , α 6=β , (2.21)
(2.22)
mit der entsprechenden Randbedingung für ψ im Unendlichen.
Hierbei bezeichnet ν eine der beiden Normalen an die jeweilige Grenzfläche. Das Dema-
gnetisierungspotential ist (ähnlich wie die elastische Deformation im in Abschnitt 2.1
diskutierten Fall) nur bis auf eine additive Konstante bestimmt. Diese kann man durch
eine geeignete Normierung festlegen. DerWert der Demagnetisierungsenergie in Formu-
lierung 2.2.3 wird durch diese Normierung nicht beeinflusst.
Nach der Berechnung des Streufeldes Hd können wir nun (unter Berücksichtigung der
Reskalierung von m und Hd ) die mikromagnetische Energie definieren:
Formulierung 2.2.3 (Variationsformulierung des Mikromagnetismus) Sei Ω ⊂⊂ R2
ein Gebiet mit stückweise glattem Rand. Gesucht ist m ∈ H 1(Ω, S1) ∩ L2(R2, S1 ∪ {0}), so
dass die folgende Energie minimal wird:
Emicro[m] = Edemag[m]+Eext[m]+Eanis[m] , (2.23)
Edemag[m] =
M 2s
µ0
∫
R2
1
2
|Hd (x)|2 d x , Hd =∇ψ nach Formulierung 2.2.1 , (2.24)
Eext[m] =−
Ms
µ0
∫
R2
Hext(x) ·m(x)d x , (2.25)
Eanis[m] =Ku
∫
Ω
γ (m(x))d x , (2.26)
Eexch[m] =
1
2
d 2
∫
Ω
|∇m(x)|2 d x . (2.27)
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Die Energiebeiträge modellieren die Energie des Streufeldes Edemag, die Interaktion mit
einem externen magnetischen Feld Eext (die so genannte Zeeman-Energie), die magne-
tische Anisotropie Eanis und die magnetische Austauschenergie Eexch. Dabei ist µ0 die
Permeabilitätskonstante des Vakuums, Hext ein externes magnetisches Feld, Ku die ma-
gnetische Anisotropiekonstante und γ : S1 → [0;1] eine geeignete Anisotropiefunktion
(etwa γ (m) = m22 falls die x1–Richtung bevorzugt wird) sowie d die magnetische Aus-
tauschlänge. Der magnetische Austausch spielt für den hier betrachteten Fall stückweise
konstanter Magnetisierung keine Rolle.
2.3 Atom-Diffusion im Festkörper
Wir betrachten nun einen Festkörper aus zwei Phasen, die sich hinsichtlich des Anteils
der Legierungskomponenten unterscheiden, wie es etwa bei dem in der Einleitung vor-
gestellten NiAl vorkommt. In diesen können sich die Grenzflächen zwischen den Pha-
sen nur dadurch bewegen, dass Atome durch den Festkörper diffundieren. Das Standard-
Modell für diese Situation stammt von Mullins und Sekerka [MS63, MS64], eine neue-
re Übersicht (die auch elastische Interaktionen einschließt) findet sich in [GV93, Voo92,
FPL99]. Die Modellierung von Grenzflächenbewegungen für den Fall, dass die Phasen
sich in Hinblick auf ihre Zusammensetzung nicht unterscheiden, wird in Abschnitt 4.13
skizziert.
Dazu betrachten wir ein Gemisch aus zwei Phasen Ω0 ∪ Ω1 = R2 (dabei werde die
beschränkte Phase Ω=Ω1 ⊂⊂R2 als Partikelphase bezeichnet), und die Grenzfläche der
beiden Phasen
Γ= ∂ Ω . (2.28)
Für eine skalare Funktion v : Γ→R definieren wir die Verschiebung von Γ um v als
Γ+ v =
n
x + v(x)ν(x)
x ∈ Γo , (2.29)
wobei ν = ν1 die (von Ω1 aus gesehen äußere) Normale an Γ ist. Für genügend reguläre Γ
und v und eine genügend kleine Skalierung τ zerlegt Γ+τv den R2 in zwei Teilmengen,
von denen eine beschränkt ist. Die beschränkte Menge sei mit Ω1 + τv, die andere mit
Ω0+τv bezeichnet.
Ein wesentlicher Energiebeitrag (neben der elastischen Interaktion der Phasen) ergibt
sich durch die Kosten einer Grenzfläche Γ.Wir beschränken uns hierbei auf den isotropen
Fall, indem die Energie proportional zur Länge der Grenzfläche ist.
Formulierung 2.3.1 (Grenzflächenenergie) Sei Ω ⊂⊂ R2 und Γ = ∂ Ω, dann ist die
Grenzflächenenergie definiert als
Elen[Γ] = σΓ
∫
Γ
1dH 1 . (2.30)
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Ω=Ω1
ν
Ω0
Γ
Abbildung 2.3.1: Bezeichnung der Phasen in einer zweiphasigen Legierung.
Die Konstante σΓ heißt auch Grenzflächenspannung. In kristallinen Festkörpern kön-
nen Grenzflächenstücke unterschiedlicher Richtung unterschiedlich teuer sein, in diesem
Fall würde man die 1 im Integranden durch eine von der Normalenrichtung abhängige
Anisotropiefunktion γ (ν) ersetzen.
Wir betrachten nun eine Komponente der (als aus zwei Metallen bestehend angenom-
menen) Legierung. Wir wollen annehmen, dass die spinodale Entmischung beendet ist,
so dass wir ihre Konzentration in den beiden Phasen als nahezu konstant betrachten kön-
nen. Die Konzentration habe in der Phase Ωα den Wert cα.
Die Atome dieser Legierungskomponente bewegen sich nun zur Grenzfläche hin ge-
mäß des negativen Gradienten des chemischen Potentials µ, für das gilt
∆µ= 0 in Ω0 , Ω1 ; µ(x)→ 0 für x→∞ . (2.31)
Der Konzentrationsfluss der betrachteten Komponente aus Richtung der Phase Ωα zur
Grenzfläche hin hat also den Wert −D˜∇αµ · να, in der Summe aus beiden Richtungen
erhalten wir
− D˜∇0µ · ν0− D˜∇1µ · ν1 = D˜(∇0µ−∇1µ) · ν1 = D˜
∇µ01 · ν , (2.32)
dabei steht ∇α für die einseitigen Grenzwerte des Gradienten auf dem Rand und D˜ für
den Diffusionskoeffizienten. Die Diffusion innerhalb der Grenzschicht (die man mittels
Oberflächendiffusion modellieren könnte) sei vernachlässigbar.
Betrachten wir nun eine Bewegung der Grenzfläche um v nach (2.29), so ändert sich
die Masse lokal um (c0 − c1)v. Daher bewegt sich die Grenzfläche (unter der Annahme
eines quasistatischen Gleichgewichts) aufgrund des Masseflusses mittels
(c0− c1)v = D˜[∇µ]01 · ν auf Γ (2.33)
um v in Richtung der Normalen ν.
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Dabei soll die Gesamtmasse beider Legierungskomponenten erhalten bleiben. Unter
der Annahme stückweise konstanter Konzentrationen ergibt sich daraus, dass das Vo-
lumen der Phasen konstant bleiben muss, d. h. das Integralmittel der Bewegung v der
Grenzfläche in Normalenrichtung ist 0.
Die Gibbs–Thomson-Bedingung als noch fehlende Randbedingung ergibt sich aus der
Tatsache, dass das chemische Potential an der Grenzfläche die Variation des jeweiligen zu
minimierenden Energiefunktionals ist, d. h.
(c0− c1)
∫
Γ
µw dH 1 = d
dτ
E[Γ+τw]
τ=0 . (2.34)
Dabei entspricht die Normale, in deren Richtung die Variation um w berechnet wird,
der Normalen, in deren Richtung auch v gemessen wird. Als Testfunktionen w lassen
wir ebenfalls nur volumenerhaltende Verschiebungen zu.
Zur Formulierung des Modells fassen wir die Konstanten zu einem reskalierten Dif-
fusionskoeffizienten D = D˜/(c0 − c1)2 zusammen. In den numerischen Experimenten
skalieren wir die Zeitskala so, dass D = 1.
Formulierung 2.3.2 (Atom-Diffusion im Festkörper) Sei Ω0 ∪Ω1 = R2, Ω = Ω1 ⊂⊂
R2, Γ= ∂ Ω, ν die äußere Normale aus der Sicht von Ω und E bezeichne ein Energiefunktio-
nal bezüglich Ω. Dann ist die Normalengeschwindigkeit v von Γ durch Diffusion zwischen
den beiden Phasen zur Minimierung des Energiefunktionals E gegeben durch
v(x) =D
∇µ01(x) · ν(x) auf Γ , (2.35)∫
Γ
v(x)dH 1 = 0 , (2.36)
∆µ(x) = 0 in Ω0 , Ω1 , (2.37)∫
Γ
µ(x)w(x)dH 1 = d
dτ
E[Γ+τw]
τ=0 für Testfunktionen w (2.38)
mit
∫
Γ
w(x)dH 1 = 0 .
Die Evolution der Phasengrenze ergibt sich nun dadurch, dass man die Grenzfläche Γ
um v in Richtung der Normalen ν bewegt.
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Viele Metalllegierungen zeigen ein Alterungsverhalten [CV93, LMSV90, GV98, GV93,
Voo92, FPL99, Voo85, VG84a], das sich als Entmischung und Vergröberung charakteri-
sieren lässt. Dabei entwickeln sich in einer zu Beginn annähernd homogenen Mischung
Phasen mit scharfen Grenzflächen.
Der Alterungsprozess lässt sich in zwei klar unterscheidbare Stadien unterteilen: Ei-
ne homogene Mischung ist bei Abkühlung unter eine kritische Temperatur nicht mehr
stabil, so dass sich aus kleinen Inhomogenitäten Keimzellen der bei der niedrigeren Tem-
peratur bevorzugten Konfigurationen bilden. Innerhalb von kurzer Zeit ist die Legierung
vollständig in verschiedene Phasen mit nahezu homogener Gitterstruktur und scharf de-
finierten Grenzen zerfallen [GMPW03]. In vielen Fällen (abhängig von den Materialei-
genschaften und Volumenanteilen der Phasen) bilden sich dabei Partikel einer Phase in
einer Hintergrundmatrix einer anderen Phase. Dieses erste Stadium bezeichnet man als
Phasentrennung oder spinodale Entmischung.
Im zweiten Stadium verändert sich die entstandeneMikrostruktur. In einemVergröbe-
rungsprozess wachsen große Partikel auf Kosten der kleinen, die schließlich verschwin-
den. Es sind jedoch auch verschiedene andere Effekte zu beobachten: So bilden sich bevor-
zugte Partikelformen aus [TAV99, LTN+04, TV99, TSV94, VMBM88, ATV01] oder die
Partikel richten sich aneinander aus und bilden Ketten [SV96a, SV96b, JLL97]. In vielen
Fällen bevorzugen die Phasengrenzen bestimmte durch die Kristallstruktur festgelegte
Richtungen, so bilden sich rechteckige Partikel nur in einer Ausrichtung; benachbarte
Partikel bilden außerdem bevorzugt Ketten entlang dieser Richtungen. Dieser Teil des
Alterungsvorgangs wird als Vergröberung oder Ostwald-Reifung bezeichnet [Voo92].
Der Vergröberungsprozess lässt sich durch die Minimierung der Größe der energetisch
ungünstigen Grenzflächen erklären. Die beobachte Anisotropie, insbesondere in Bezug
auf die Anordnung der Partikel, kann man auf der kontinuierlichen Skala durch eine
elastische Fehlpassung beschreiben.
Beispiele für solcheMaterialien [VS87, LV02, HV88] sind etwa Legierungen ausNickel
und Aluminium (vgl. Abbildung 3.1 und Abbildung 1.1). Diese so genannten Superlegie-
rungen haben aufgrund ihrer besonderen Temperatur- und Korrosionsbeständigkeit zahl-
reiche technische Anwendungen. Ein anderes Beispiel ist die Oberflächenbehandlung von
Metallen, wie etwa das Nitrocarburieren von Eisen. Hier können Stickstoff und Kohlen-
stoff aus der aufgebrachten Oberflächenschicht in das Metall diffundieren und dort parti-
kelförmige Ausscheidungen bilden. In beiden Fällen hat die Mikrostruktur wesentlichen
Einfluss auf die hervorragenden mechanischen Eigenschaften der Materialien, denn die
Partikel (und die elastischen Verzerrungen in ihrer Umgebung) bilden Barrieren gegen
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die Ausbreitung von Versetzungen im Kristallgitter.
(a)
(b)
Abbildung 3.1:
(a) Ostwald-Reifung der Mikrostruktur von NiAl, vgl. [LV02]. (b) Ausschnitt aus
einer numerischen Simulation mit 10 000 Partikeln.
Zur numerischen Simulation bieten sich zwei verschiedene Ansätze an: In einem Pha-
senfeld-Modell [Wei02, OSSR99, OSSR00] beschreibt man die beiden Phasen durch ei-
nen Ordnungsparameter, der kontinuierlich variiert. Dabei sind die den beiden Phasen
entsprechenden Werte lokale Energieminima, die Grenzfläche wird durch einen konti-
nuierlichen Übergang zwischen ihnen approximiert. Dieser Ansatz zur Approximation
des freien Randes ist numerisch gut handhabbar und sehr mächtig insbesondere bei der
Darstellung von Topologieänderungen.
Der zweite Ansatz diskretisiert direkt das Problem einschließlich der freien Unstetig-
keit. Dabei muss die Grenzfläche selbst approximiert und ihre Diskretisierung in jedem
Schritt angepasst werden. Allerdings sind die sich ergebenden partiellen Differentialglei-
chungen für das Potential- und das Elastizitäts-Teilproblem in diesem Fall linear, so dass
deren Approximation mit der Methode der Randelemente möglich ist. Dadurch genügt
es, das chemische Potential und die elastische Verschiebung ausschließlich auf der Grenz-
fläche zu approximieren, und eine Diskretisierung des vollen Gebiets der beiden Phasen
ist nicht notwendig.
In diesemKontext gibt es verschiedene Arbeiten, die einerseits die Morphologie einzel-
ner Partikel oder kleiner Partikelgruppen untersuchen [VG84b, JLL97], sich aber auch
teilweise auf die Simulation großer Partikelzahlen und deren statistische Auswertung be-
ziehen [TAV04a, TAV04b, AV00, TAV01, ASAV99]. Dabei werden bisher hauptsächlich
massiv parallelisierte Verfahren eingesetzt, um statistisch relevante Stichproben simulie-
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ren zu können. Die Diskretisierung der Krümmung nutzt in der Regel eine Parametrisie-
rung über denWinkel, die weniger flexibel als die in dieser Arbeit verwendete semiimpli-
zite Darstellung ist.
Im Folgenden soll ein Verfahren beschrieben werden, das durch eine geschickte Be-
schreibung der Partikel und die Ausnutzung von Kenntnissen über Abschirmeffekte so-
wie durch moderne Approximations- und Vorkonditionierungstechniken die Simulation
großer Partikelzahlen auf einem normalen PC erlaubt. Dabei zeigt sich insbesondere,
wie die Kenntnis von Eigenschaften des kontinuierlichen Modells die Formulierung von
Approximationsverfahren erleichtert: Die Gradientenfluss-Struktur ermöglicht es in ein-
facher Weise, die Evolution auf bestimmte Partikelformen einzuschränken; die Abschir-
meffekte erlauben die effiziente Behandlung verschwindender Partikel durch lokalisierte
Zeitschritte. Sowohl das reduzierte Modell als auch Teile des numerischen Verfahrens
wurden bereits im Abschlussbericht [GLN+06] des DFG-Schwerpunktprogramms 1095
veröffentlicht.
Zunächst beschreiben wir nun in Abschnitt 3.1 die Modellierung des Vergröberungs-
prozesses durch ein kontinuierlichen Modell mit scharf definierten Grenzflächen, wie es
etwa in [FPL99, Gar03, Voo92] dargestellt wird. Dabei erfolgt die Vergröberung durch
Diffusion von Atomen innerhalb des Kristallgitter, die Evolution wird getrieben von der
Minimierung der Grenzflächenenergie und der elastischen Energie.
Diese Evolution lässt sich formal als Gradientenfluss interpretieren, dabei beschreibt
die Metrik den Diffusionsmechanismus. Auf der Grundlage dieser allgemeinen Struktur
stellen wir in Abschnitt 3.3 ein reduziertes Modell vor, in dem die Evolution auf eine Un-
termannigfaltigkeit eingeschränkt wird. Diese Untermannigfaltigkeit ist gegeben durch
alle rechteckigen, an den Gitterachsen ausgerichteten Partikel. Auf diese Weise erhalten
wir eine geeignete Formulierung der Randbedingungen auf der Grenzfläche, für die die
Diskretisierung der Partikel durch jeweils vier Punkte genügt.
Zur numerischen Simulation verwenden wir ein Randelemente-Verfahren, das in den
Abschnitten 3.4 bis 3.7 beschrieben wird. Ein wesentlicher Baustein, der es erlaubt große
Zeitschritte zu verwenden, ist dabei die Verwendung lokalisierter Zeitschritte in der Um-
gebung kleiner Partikel. Die lineare Struktur des chemischen Potentials erlaubt es näm-
lich, die Potentialgleichung dadurch in Teilprobleme zu zerlegen, dass man jeweils nur
auf einem Teil des Randes die eigentlichen Randwerte fordert und auf dem anderen Teil
Nullrandwerte setzt. Durch die Ausnutzung des Abschirmeffektes genügt es dann, sich
bei der Berechnung der lokalen Zeitschritte tatsächlich auf eine Umgebung der betroffe-
nen Partikel zu beschränken.
In Abschnitt 3.10 vergleichen wir die beiden Modelle anhand numerischer Testrech-
nungen, schließlich zeigt Abschnitt 3.11 die Ergebnisse von Rechnungen mit größeren
Partikelmengen von mehr als 10000 Partikeln. Erst durch die effiziente hierarchische Ap-
proximation der Randintegraloperatoren und die weitgehende Separierung der Skalen
durch lokale Zeitschritte ist die Berechnung solcher Evolutionen auf normaler PC-Hard-
ware möglich.
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3.1 Modellierung des Vergröberungsprozesses
Das verwendete Modell für die Ostwald-Reifung basiert auf dem klassischen Modell von
Mullins und Sekerka (siehe Abschnitt 2.3) und schließt zusätzlich elastische Wechselwir-
kungen mit ein (vgl. Abschnitt 2.1). Das Modell wird in dimensionslosen Variablen im
R2 beschrieben, der dreidimensionale Fall funktioniert analog.
Dazu betrachten wir ein Gemisch aus zwei Phasen Ω0∪Ω1 =R2, wobei Ω=Ω1 ⊂⊂R2
die Partikelphase und Γ= ∂ Ω die Grenzfläche zwischen den beiden Phasen sei. Die Evo-
lution der beiden Phasen findet durch diffusivenMassetransport nach Formulierung 2.3.2
statt, die Energie setzt sich aus der Grenzflächenenergie aus Formulierung 2.3.1 und der
elastische Energie der Ausscheidungen aus Formulierung 2.1.1 zusammen.
Dazu ist nach Formulierung 2.3.2 die Berechnung der Variation des Energiefunktionals
bei Änderungen der Grenzfläche erforderlich, d. h.
d
dτ
E[Ω+τw]
τ=0 , wobei E[Ω] = Elen[∂ Ω]+minuEelast[R2 \Ω,Ω; u] . (3.1)
Für das Längenfunktional ist die Variation bei einer Bewegung in Normalenrichtung
die Krümmung c
d
dτ
Elen[Γ+τw]

τ=0 = σΓ
∫
Γ
c(x)w(x)dH 1 . (3.2)
Zur Berechnung der Variation der elastischen Energie (siehe etwa [Gar03]) verwenden
wir die folgenden Bezeichnungen: Sei ξ ein Vektorfeld mit kompaktem Träger, so dass
ξ :R2→R2 , ξ (x) = w(x)ν(x) für x ∈ ∂ Ω1 , (3.3)
und sei ϕ eine Familie von Deformationen mit ∂τϕ = ξ , etwa
ϕ :R×R2→R2 , ϕ(τ, x) = x +τξ (x) , (3.4)
und ψ jeweils deren Inverse, d. h.
ψ(τ,ϕ(τ, x)) = x . (3.5)
Weiterhin sei
Wα(F ) =
1
2
Cα
 
(F + F T )− "¯α

:
 
(F + F T )− "¯α

, (3.6)
wobei sowohl der Elastizitätstensor Cα als auch die Fehlpassung "¯ von der Phase α ab-
hängen. Nun erhalten wir
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d
dτ
Eelast[(Ωα+τw)α; u]

τ=0
=
d
dτ

τ=0
∑
α
∫
Ωα+τw
Wα(∇u(ϕ(τ, x)))d x
=
d
dτ

τ=0
∑
α
∫
Ωα+τw
Wα
 ∑
j
ui , j (ϕ(τ, x))ϕ(τ) j ,k(x)

i k

d x
=
d
dτ

τ=0
∑
α
∫
Ωα+τw
Wα
 ∑
j
ui , j (y)ϕ(τ) j ,k(ψ(τ, y))

i k

|det∇ψ(τ, y)| dy
=
∑
α
∫
Ωα
∑
i j k
∂Wα
∂ Fi k
(∇u(y))ui , j (y)ξ j ,k(y)−Wα(∇u(y))divξ (y)dy
=
∑
α
∫
Ωα
−∑
j k
ξ j ,k(y)

Wα(∇u(y))δ j k −
∑
i
∂Wα
∂ Fi k
(∇u(y))ui , j (y)

dy
=
∫
∂ Ω
∑
j k
ξ j (y)νk(y)
h
W (∇u(y))δ j k −
∑
i
∂W
∂ Fi k
(∇u(y))ui , j (y)
i0
1
dy
=
∫
∂ Ω
∑
j k
w(y)ν j (y)νk(y)
h
W (∇u(y))δ j k −
∑
i
∂W
∂ Fi k
(∇u(y))ui , j (y)
i0
1
dy .
Dabei sei νi eine Komponente der von Ω1 aus nach außen zeigenden Normalen ν. Den
Term in Sprungklammern bezeichnet man als Eshelby-Tensor oder Energie-Impuls-Ten-
sor; wir kürzen ihn mit J ab:
J [u] =
1
2
C ("[u]− "¯) : ("[u]− "¯)I− (∇u)TC ("[u]− "¯) (3.7)
Nach diesen Rechnungen erhalten wir aus (2.38) die Gleichung∫
Γ

−µ(x)+σΓc(x)+

J [u]
0
1(x) ν(x) · ν(x)

w(x) = 0
für Testfunktionen w mit
∫
Γ
w(x)dH 1 = 0 .
Da wir nur Testfunktionen mit Integralmittel Null zulassen, kann der linke Faktor im
Integranden jede auf Γ konstante Funktion sein, d. h.
−µ(x)+σΓc(x)+

J [u]
0
1(x) ν(x) · ν(x) = c .
Damit können wir das volle Modell für die Ostwald-Reifung mit Elastizität formulieren:
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Formulierung 3.1.1 (Ostwald-Reifung mit Elastizität) Sei Ω0 ∪Ω1 = R2, Ω = Ω1 ⊂⊂
R2 und Γ = ∂ Ω. Dann sind die Normalengeschwindigkeit v von Γ, das chemische Potential
µ, die Konstante c und das elastische Verschiebungsfeld u gegeben durch
divCα"[u](x) = 0 in Ωα , (3.8)h
C ("[u]− "¯)
i0
1
(x) ν(x) = 0 auf Γ , (3.9)
∆µ(x) = 0 in Ω0 , Ω1 , (3.10)
µ(x)+ c = σΓc(x)+

J [u]
0
1(x) ν(x) · ν(x) auf Γ , (3.11)
v(x) =D
∇µ01(x) · ν(x) auf Γ , (3.12)∫
Γ
v(x)dH 1 = 0 , (3.13)
mit den entsprechenden Randbedingungen für u und µ im Unendlichen.
3.2 Die Evolution als Gradientenfluss
Dieses Modell hat die formale Struktur eines Gradientenflusses auf einer (unendlichdi-
mensionalen) MannigfaltigkeitM , d. h. die Evolution folgt der Richtung des negativen
Gradienten des Energiefunktionals in einer geeigneten Metrik (die den Diffusionsmecha-
nismus aus Abschnitt 2.3 kodiert).
Um dies zu konkretisieren, definieren wir zunächst die MannigfaltigkeitM aller mög-
lichen Konfigurationen. Die strukturellen Betrachtungen dieses Abschnittes sind rein for-
maler Natur, so dass hier auf eine Diskussion der Regularität verzichtet wird.
Als Darstellung einer Konfiguration betrachten wir jeweils die (beschränkte) Partikel-
phase, deren Gesamtvolumen aufgrund der Masseerhaltung (vgl. Abschnitt 2.3) einer ge-
gebenen Konstante entspricht:
M =
n
Ω⊂⊂R2
 |Ω|= consto (3.14)
Der Tangentialraum an M für eine Partikelkonfiguration Ω lässt sich (solange der
Rand ∂ Ω genügend glatt ist) durch diejenigen Normalengeschwindigkeiten an ∂ Ω dar-
stellen, die das Volumen |Ω| unverändert lassen (vgl. Gleichung (3.13)), d. h.
TΩM =
n
v : ∂ Ω→R
 ∫
∂ Ω
v dH 1 = 0
o
. (3.15)
Zur Definition des Gradienten einer Funktion E benötigt man eine Riemannsche
Struktur (eine Metrik g ) auf M , um anhand des Differentials von E an der Stelle Ω
(eines Elements des Kotangentialraumes) mittels g (gradE ,v) = 〈diffE ,v〉 den Gradien-
ten im Tangentialraum zu bestimmen. Damit ergibt sich die folgende allgemeine Struktur
36
3.2 Die Evolution als Gradientenfluss
für einen Gradientenfluss:
gΩ(t )(Ω˙(t ),w)+ 〈diffE[Ω(t )],w〉= 0 ∀w ∈ TΩ(t )M (3.16)
Die Metrik ist ein Maß für die Dissipationsrate bei einer Bewegung in Richtung v, sie
ist gegeben durch das Dirichlet-Integral des (über die Grenzfläche stetigen) chemischen
Potentials µ zu v gemäß (3.10) und (3.12), d. h.
gΩ(v,v) =
∫
R2
1
2
|∇µ(x)|2 d x , wobei
∆µ(x) = 0 in Ω , R2 \Ω ,
v(x) =D
∇µ01(x) · ν(x) auf ∂ Ω .
Die Gleichung für µ entspricht derjenigen für das Demagnetisierungspotential ψ in For-
mulierung 2.2.2. Ebenso wie ψ dort ist µ hier nur bis auf eine additive Konstante be-
stimmt, die für den Wert von g jedoch irrelevant ist. Die eigentliche Metrik gΩ(v,w)
ergibt sich aus der quadratischen Form beispielsweise durch die Polarisationsformel
g (v,w) =
1
2
 
g (v +w,v +w)− g (v,v)− g (w,w) , (3.17)
das führt zu
gΩ(v, v˜) =
∫
R2
1
2
∇µ · ∇µ˜
mit entsprechenden Potentialen µ und µ˜ zu v und v˜ wie oben.
Damit ist die Struktur der Mannigfaltigkeit festgelegt, auf der der Gradientenfluss be-
trachtet werden soll. Die Gibbs–Thomson-Bedingung (3.11) erhält man schließlich aus
der Gradientenfluss-Gleichung (3.16) durch partielle Integration:
0=gΩ(v, v˜) +〈diffE[Ω], v˜〉
=
∫
R2
∇µ · ∇µ˜ +
∫
∂ Ω

σΓc+

J [u]
0
1 ν · ν

v˜ dH 1
=
∫
∂ Ω
−µv˜ dH 1+
∫
∂ Ω

σΓc+

J [u]
0
1 ν · ν

v˜ dH 1
Dabei sind nur Testfunktionen v˜ ∈ TΩM zugelassen, die also Mittelwert 0 haben. Daher
können wir
−µ+σΓc+

J [u]
0
1 ν · ν = c
mit einer Konstanten c folgern, entsprechend Gleichung (3.11).
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Formulierung 3.2.1 (Ostwald-Reifung als Grandientenfluss) SeiM formal eine Man-
nigfaltigkeit mit der Metrik g vermittels
M =
n
Ω⊂⊂R2
 |Ω|= consto , (3.18)
TΩM =
n
v : ∂ Ω→R
 ∫
∂ Ω
v dH 1 = 0
o
, (3.19)
gΩ(v,v) =
∫
R2
1
2
|∇µ(x)|2 d x , (3.20)
∆µ(x) = 0 in Ω , R \Ω , (3.21)
v(x) =D
∇µ01(x) · ν(x) auf ∂ Ω . (3.22)
Dann betrachten wir den Gradientenfluss
gΩ(t )(Ω˙(t ),w)+ 〈diffE[Ω(t )],w〉= 0 ∀w ∈ TΩ(t )M (3.23)
bezüglich der Energie
E[Ω] = Elen[∂ Ω]+minuEelast[R2 \Ω,Ω; u] , (3.24)
〈diffE[Ω],w〉=
∫
∂ Ω

σΓc(x)+

J [u]
0
1(x) ν(x) · ν(x)

w(x)dH 1 . (3.25)
3.3 Restriktion auf eine Untermannigfaltigkeit
Wie in der Einleitung dieses Kapitels diskutiert, haben die Partikel in vielen Fällen eine
bevorzugte Morphologie. Wenn die Elastizität eine kubische Symmetrie mit negativer
Anisotropie besitzt, beobachtet man auch in den numerischen Simulationen (vgl. Ab-
schnitt 3.9) die in zahlreichen Materialien experimentell (vgl. Abbildung 3.1) nachgewie-
sene Morphologie: Hierbei nehmen die Partikel die Form von an den Symmetrieachsen
ausgerichteten Rechtecken an.
Wie in [NO01b] zur Untersuchung der Abschirm-Länge eingeführt, erlaubt uns die
Gradientenfluss-Struktur des Problems auf direkte Weise die Entwicklung eines auf die-
se Partikelform angepassten Modells: Dazu schränken wir den Gradientenfluss (also das
Energiefunktional E und die Metrik g ) auf eine Untermannigfaltigkeit N ⊂ M aller
Mengen solcher ausgerichteter Rechtecke ein. O. B. d. A. wählen wir als Symmetrieach-
sen der Elastizität (die hier als konstant im Raum angenommen werden) die Koordina-
tenachsen.
Dies vereinfacht die Diskretisierung der Partikel und erlaubt dadurch die Simulation
großer Partikelzahlen. Dabei wird jedoch die Form der Partikel bereits im Modell be-
rücksichtigt. Die Formulierung von Randbedingungen beispielsweise ergibt sich dadurch
direkt aus der Struktur des Problems und des reduzierten Zustandsraumes und nicht aus
einer Entscheidung für einen Diskretisierungsansatz.
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r+ = (r3, r4)
r− = (r1, r2)
v4
v1
v2
v3
Abbildung 3.3.1:
Konfiguration eines rechteckigen, an den Koordinatenachsen ausgerichteten Parti-
kels.
Wie in Abbildung 3.3.1 dargestellt, lässt sich ein Partikel durch zwei diagonal gegen-
überliegende Punkte r (i)± beschreiben, die Normalengeschwindigkeit durch eine skalare
Größe v (i)
k
pro Seite des Rechtecks (oder als zwei an den beiden Eckpunkten angreifenden
vektorwertige Geschwindigkeiten).
r (i) = (r (i)− , r
(i)
+ ) = ((r
(i)
1 , r
(i)
2 ), (r
(i)
3 , r
(i)
4 )) ∈R4 , (3.26)
v (i) = (v (i)− ,v
(i)
+ ) = ((v
(i)
1 ,v
(i)
2 ), (v
(i)
3 ,v
(i)
4 )) ∈R4 . (3.27)
Damit können wir naheliegenderweise r + τv mit dem Partikelensemble r nach einer
Bewegung mit Geschwindigkeit v für einen Zeitschritt der Länge τ identifizieren.
Weiterhin benötigen wir eine Notation für die Fläche a(i) und die Seiten b (i)
k
des Recht-
ecks und deren Normalenrichtungen ν (i)
k
. Die Indizierung entspricht dabei den dort an-
greifenden Geschwindigkeiten
a(i) = [r (i)1 ; r
(i)
3 ]× [r (i)2 ; r (i)4 ] , (3.28)
b (i)
k
= {r (i)
k
}× [r (i)2 ; r (i)4 ] falls k ungerade , (3.29)
b (i)
k
= [r (i)1 ; r
(i)
3 ]×{r (i)k } falls k gerade , (3.30)
ν (i)
2k+l
= (−1)δk1el . (3.31)
Wie bisher sei Ω = Ω1 =
⋃
i a
(i) die Partikelphase und Ω0 = R2 \Ω1. Nun können wir
die Untermannigfaltigkeit N ⊂M für eine gegebene Anzahl N von Partikeln und den
Tangentialraum der (von erster Ordnung) volumenerhaltenden Normalengeschwindig-
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keiten definieren als
N =
n
r = (r (i))i ∈R4N
 N∑
i=1
|a(i)|= const
o
, (3.32)
TrN =
n
v = (v (i))i ∈R4N
 N∑
i=1
4∑
k=1
|b (i)
k
|v (i)
k
= 0
o
. (3.33)
Die Oberflächenenergie und deren Variation in Richtung einer Normalengeschwin-
digkeit v ∈ TrN lässt sich explizit berechnen:
Elen[r ] = σΓ
N∑
i=1
4∑
k=1
|b (i)
k
| (3.34)
〈diffElen[r ],v〉= σΓ
N∑
i=1
4∑
k=1
2v (i)
k
(3.35)
Zur Berechnung der Gibbs–Thomson-Bedingung für das reduzierte Problem betrach-
ten wir nun erneut die Gradientenfluss-Gleichung (3.16):
0= gr (v,w) +〈diffElen[r ]+diffEelast[r ],w〉 für alle w ∈ TrN
=
N∑
i=1
4∑
k=1
∫
b (i)
k
−µw (i)
k
dH 1+2σΓw (i)k +
∫
b (i)
k

J [u]
0
1 ν
(i)
k
· ν (i)
k
w (i)
k
dH 1

=
N∑
i=1
4∑
k=1
∫
b (i)
k

−µw (i)
k
+
2σΓw
(i)
k
|b (i)
k
| +
∫
b (i)
k

J [u]
0
1 ν
(i)
k
· ν (i)
k
w (i)
k

dH 1
=
N∑
i=1
4∑
k=1
∫
b (i)
k

−µ + 2σΓ|b (i)
k
| +

J [u]
0
1 ν
(i)
k
· ν (i)
k

w (i)
k
dH 1
Nun können wir zu zwei beliebigen Kanten b (i)
k
und b ( j )
l
ein w ∈ TrN definieren
durch
w (i)
k
=
1
|b (i)
k
| , w
( j )
l
=− 1|b ( j )
l
| , w
(p)
q = 0 sonst,
und erhalten, dass für alle Indizes (i ;k) und ( j ; l ) die folgenden Integralmittel über die
Kanten gleich sind:
−
∫
b (i)
k
 2σΓ
|b (i)
k
| +

J [u]
0
1 ν
(i)
k
· ν (i)
k
−µ

dH 1 =−
∫
b ( j )
l
 2σΓ
|b ( j )
l
| +

J [u]
0
1 ν
( j )
l
· ν ( j )
l
−µ

dH 1
Die Ausdrücke−∫b 2σΓ|b | +J [u]01 ν · ν−µ haben also einen konstanten Wert. Hier über-
nimmt der Term 2|b | die Rolle der Krümmung, diese so genannte kristalline Krümmung
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ergibt sich auch in Modellen mit kubischer Kristall-Anisotropie aus der Oberflächen-
energie [Tay78, Gur93]. Zusammenfassend ergeben sich die folgenden Evolutionsglei-
chungen:
Formulierung 3.3.1 (Ostwald-Reifung mit Elastizität für Rechtecke) Sei r ∈ N . Ω0
undΩ1 beschreiben das Äußere und das Innere der durch r dargestellten Partikelmenge. Dann
sind die Normalengeschwindigkeit v ∈ TrN und das elastische Verschiebungsfeld u gegeben
durch:
divCα"[u](x) = 0 in Ωα , (3.36)h
C ("[u]− "¯)
i0
1
(x) ν = 0 für alle Kanten b , ν ⊥ b ,
(3.37)
∆µ(x) = 0 in Ω0 , Ω1 , (3.38)
−
∫
b
µ(x)dH 1+ c = 2σΓ|b | +−
∫
b

J [u]
0
1(x) ν · ν(x)dH 1 für alle Kanten b , ν ⊥ b ,
(3.39)
v (i)
k
=
∇µ01(x) · ν (i)k für x ∈ b (i)k (3.40)
mit den entsprechenden Randbedingungen für u und µ im Unendlichen.
Dabei wird als Randbedingung für das chemische Potential gefordert, dass der Sprung
[∇µ]01 · ν auf Kanten konstant ist. Den dann noch pro Kante offenen Freiheitsgrad legt
die Bedingung an −∫ µ fest. Dadurch ist das chemische Potential bis auf eine globale addi-
tive Konstante bestimmt; diese ist irrelevant und wird durch eine geeignete Normierung
festgelegt.
Die Evolution ist in dieser Weise definiert, bis ein Partikel Volumen 0 erreicht. Solche
Partikel werden entfernt und die Berechnung wird fortgesetzt.
3.4 Formulierung mittels Randintegralgleichungen
In diesem Abschnitt betrachten wir zunächst die in beiden Modellen vorkommenden li-
nearen Teilprobleme (das Potentialproblem und die linearisierte Elastizität), die mit der
Methode der Randelemente behandelt werden sollen, und stellen für diese die benötigten
Randintegralgleichungen zusammen. Eine ausführlichere Erläuterung der entsprechen-
den Begriffe findet sich in Kapitel 5.
Wie bisher sei dazu Ω1 ⊂⊂ R2 und Ω0 = R2 \Ω1, weiterhin sei να die äußere Normale
an Ωα sowie ν = ν1 und Γ = ∂ Ω1. Die Randwerte von Funktionen, die auf Ωα definiert
sind, werden mit
γ α[ f ](x) = lim
Ωα3ξ→x
f (ξ ) für x ∈ Γ , (3.41)
γ α
∂ν
[ f ](x) = lim
Ωα3ξ→x
∇ f (ξ ) · ν für x ∈ Γ (3.42)
41
3 Ostwald-Reifung in Metallen
bezeichnet. Dabei werde unabhängig von der Richtung, aus der der Grenzwert gebildet
wird, stets dieselbe Normale ν = ν1 verwendet.
Wir beginnen mit dem Potentialproblem. Dazu erfülle µ :Ω1→R die Gleichung
∆µ= 0 in Ω1 ,
die Dirichlet- und Neumann-Randwerte von µ seien
gD = γ
1[µ] und gN = γ
1
∂ν
[µ] .
Dann können wir eine Integralgleichung zwischen den beiden Arten von Randwerten
aufstellen,
gD =U∆

gN
−V∆gD+ F∆ gD auf Γ . (3.43)
Dabei bezeichnet man U∆ als Einfachschicht-Operator (in den man die Neumann-Rand-
werte gN einsetzt) und V∆ als Doppelschicht-Operator (in den man die Dirichlet-Rand-
werte gD einsetzt) des Laplace. F∆ ist eine skalare Funktion, deren punktweises Produkt
mit gD ebenfalls in die Gleichung eingeht; man bezeichnet F∆ auch als integralfreien Ko-
effizienten. Für glattes Γ ist F∆ =
1
2 , in Ecken ergeben sich jedoch abhängig vom Winkel
andere Werte.
Für die Bewegung der Grenzfläche müssen wir ein Potentialproblem beiderseits der
Grenzfläche lösen. Dazu sei µ in beiden Phasen harmonisch, d. h.
∆µ= 0 in Ω0 und Ω1 ,
und stetig über Γ, die Normalenableitungen können dort jedoch springen. Diese Rand-
werte wollen wir folgendermaßen bezeichnen:
gD = γ
0[µ] = γ 1[µ] und g 1−0N =
∇µ · ν10 = γ 1∂ν[µ]− γ 0∂ν[µ] auf Γ .
Wie in Abschnitt 5.2 beschrieben, können wir dann Randintegralgleichungen für die
Randwerte aus der Sicht von Ω1 und Ω0 aufstellen und anschließend addieren. Die beiden
Terme mit dem Doppelschicht-Operator V∆[gD] addieren sich aufgrund unterschiedli-
cher Vorzeichen zu Null, und es ergibt sich
gD =U∆[g
1−0
N ] . (3.44)
U∆ bildet also Sprünge in Neumann-Randwerten auf (über die Grenzfläche stetige) Di-
richlet-Randwerte ab.
Für die linearisierte Elastizität erhält man Gleichungen derselben Struktur. Dazu sei
u :Ω→R2 die elastische Verschiebung, d. h.
divC"[u] = 0 in Ω .
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Als Neumann-Randwerte bezeichnet man im Fall der Elastizität die Normalenspannun-
gen auf dem Rand (traction: t ), d. h.
tα(x) = γ α
∂ν
[u](x) = lim
Ωα3ξ→x
C"[u](ξ )ν(ξ ) für x ∈ Γ . (3.45)
In diesem Fall erhalten wir (mit den Bezeichnungen u = γ 1[u] und t = t 1 = γ 1
∂ν
[u])
analog zum Laplace die Randintegralgleichung
u =Uelast

t
−Velastu+ Felastu auf Γ (3.46)
mit den Einfach- und Doppelschichtoperatoren Uelast und Velast und den integralfreien
Koeffizienten Felast. Die Randwerte u und t sind hierbei vektorwertig und Felast ist eine
matrixwertige Funktion, also ist Felastu punktweise als Matrix–Vektor-Produkt zu verste-
hen. Bei der Betrachtung der Randwerte aus der Sicht von R2 \Ω drehen sich die Vorzei-
chen der Randintegraloperatoren um.
Durch Differentiation der Kerne der Integraloperatoren wie in Abschnitt 5.3 beschrie-
ben lassen sich aus den Randintegralgleichungen auch Darstellungen des Gradienten der
Verschiebung u gewinnen. Dabei seien U ′elast und V
′
elast die Randintegraloperatoren zu
den abgeleiteten Kernfunktionen und Gelast der dort auftretende integralfreie Term, in
diesem Fall punktweise ein Tensor vierter Stufe. Dann erhalten wir für die einseitigen
Grenzwerte des Gradienten die Gleichung
γ 1[∇u] =U ′elast[t]−V ′elast[u]+Gelastγ 1[∇u] auf Γ . (3.47)
Falls u sowohl im Innen- als auch im Außenraum ein elastisches Problem (mit demsel-
ben Elastizitätstensor C ) löst, können wir wie oben die Gleichungen von beiden Seiten
addieren. Dabei verschwindet wieder der TermV ′elast[u], da u über die Grenzfläche stetig
ist, und wir erhalten (in glatten Randpunkten, wo Gelast =
1
2 )
1
2
 
γ 1[∇u]+ γ 0[∇u]=U ′elastt 1− t 0 auf Γ . (3.48)
Wir können hierbei allerdings nur denMittelwert der beiden einseitigen Limites des Gra-
dienten berechnen, da dieser ja über Γ nicht stetig ist. In Eckpunkten ergibt sich ein ent-
sprechend I−Gelast gewichtetes arithmetisches Mittel.
3.5 Diskretisierung des vollen Modells
Zunächst betrachtenwir die Diskretisierung des vollen Problems aus Formulierung 3.1.1.
Dazu müssen wir den Gradienten der elastische Verschiebung u berechnen
divCα"[u](x) = 0 in Ωα ,h
C ("[u]− "¯)
i0
1
(x) ν(x) = 0 auf Γ ,
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und dann daraus über das Potential µ die Normalengeschwindigkeit v der Grenzfläche
bestimmen:
∆µ(x) = 0 in Ω0 , Ω1 ,
µ(x)+ c = σΓc(x)+

J [u]
0
1(x) ν(x) · ν(x) auf Γ ,
v(x) =D
∇µ01(x) · ν(x) auf Γ ,∫
Γ
v(x)dH 1 = 0 .
Für das elastische Problem erhalten wir nach (3.46) von beiden Seiten die Randinte-
gralgleichungen
u =U 1elast[t
1]−V 1elast[u]+ F 1elastu , (3.49)
u =−U 0elast[t 0]+V 0elast[u]+ F 0elastu , (3.50)
wobei tα nach (3.45) die einseitigenNormalenableitungen bezeichnet. Aufgrund des Kräf-
tegleichgewichts (3.9) lässt sich eine Beziehung zwischen t 0 und t 1 herstellen, so dass wir
im Folgenden nur noch t = t 0 als Funktion auf dem Rand betrachten und t 1 stets durch
t ausdrücken.
0=
h
C ("[u]− "¯)
i0
1
(x) ν =

t 0(x)− "¯0ν

−

t 1(x)− "¯1ν

(3.51)
t 1(x) = t 0(x)+ ("¯1− "¯0)ν (3.52)
Wenn wir nun außerdem die Abkürzung e = ("¯1 − "¯0)ν verwenden, so können wir das
Integralgleichungssystem für die linearisierte Elastizität folgendermaßen schreiben:
U 1elast −V 1elast− I+ F 1elast−U 0elast V 0elast− I+ F 0elast

t
u

=
−U 1elast[e]
0

(3.53)
Daraus lassen sich nun u (bis auf eine additive Konstante) und t berechnen. Aus diesen
erhalten wir dann nach Gleichung (3.47) die beiden einseitigen Limites des vollen Gradi-
enten der Verschiebung:
(I−G1elast)γ 1[∇u] =U ′1elast[t + e]−V ′1elast[u] (3.54)
(I−G0elast)γ 0[∇u] =−U ′0elast[t]+V ′0elast[u] (3.55)
Falls C0 = C1, so vereinfacht sich die Berechnung deutlich. Nach der Darstellungsfor-
mel für Gradienten im homogenen Fall (3.48) kann man (in Punkten in denen Γ glatt
ist) den Mittelwert der beiden einseitigen Grenzwerte des Gradienten direkt berechnen.
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Andererseits gilt für den Sprung des Gradienten neben (3.9) auch die Stetigkeit der tan-
gentialen Ableitungen (in Richtung τ), d. h. mit den Bezeichnungen
m =
1
2
 
γ 1[∇u]+ γ 0[∇u] und s = 1
2
 
γ 1[∇u]− γ 0[∇u] (3.56)
ergeben sich die Bedingungen
m =U ′elast[e] , sτ = 0 und C (s + s
T )ν =C ("¯1− "¯0)ν . (3.57)
Da C im Sinne quadratischer Formen auf symmetrischen Matrizen positiv definit ist
und "¯ symmetrisch ist, lässt sich aus diesen Bedingungen s berechnen, und aus m und s
schließlich die beiden einseitigen Spuren von∇u.
Wir erhalten also die Verschiebungsgradienten beiderseits der Grenzfläche und können
aus diesen mittels (3.7) den Sprung des Eshelby-Tensors über die Grenzfläche berechnen;
den Wert, der in die Berechnung der Randwerte des Potentialproblems eingeht. Verwen-
den wir die Bezeichnungen aus Formulierung 3.1.1, so erhalten wir dann aus (3.44) unter
zusätzlicher Berücksichtigung der Nebenbedingung zur Volumenerhaltung
−U∆[v]+ c = σΓc+

J [u]
0
1ν · ν ,
∫
Γ
v dH 1 = 0 . (3.58)
Die Diskretisierung der Randintegralgleichungen erfolgt nun auf die naheliegende Art
undWeise: Nach dem in Abschnitt 5.4 beschriebenen Verfahren projizieren wir die Glei-
chungen auf einen diskreten Ansatzraum Vh aus stückweise konstanten oder affinen
Funktionen.
Die Potentialgleichung mit Nebenbedingung führt dabei auf ein Blocksystem: Wenn
wir mit
j =

J [u]
0
1ν · ν
den Sprung des Energie-Impuls-Tensors abkürzen und die Volumenerhaltung über∫
Γh
vh dH 1 =
∑
i
∫
Γh
ϕi dH 1vi = lh · vh mit lh = (li )i , li =
∫
Γh
ϕi dH 1 (3.59)
diskretisieren, ergibt sich das folgende Systemmit einer zusätzlichen Zeile für die Neben-
bedingung:  −U∆h 1
l Th 0

vh
c

=

σΓch + jh
0

(3.60)
Nun bleibt noch die Diskretisierung der geometrischen Aspekte der Grenzfläche, d. h.
der Krümmung c und der Bewegung mit Normalengeschwindigkeit v zu diskutieren.
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Der Krümmungsvektor (d. h. das Produkt k = cν) lässt sich nach [Dzi94] in Eckpunkten
mittels
kni =−
ξ ni⊕1−ξ ni
|ξ ni⊕1−ξ ni | −
ξ ni −ξ ni	1
|ξ ni −ξ ni	1|
|ξ ni⊕1−ξ ni |+|ξ ni −ξ ni	1|
2
, νni =
kni
|kni |
, cni = kni · νni (3.61)
approximieren, wobei die Indizes so zu verstehen sind, dass mit i⊕1 und i	1 jeweils der
nächste oder vorherige Knoten innerhalb eines Partikels bezeichnet wird. Im Fall von
stückweise affinen Ansatzfunktionen erhalten wir dadurch sowohl die Krümmung als
auch die Bewegungsrichtung für die Normalengeschwindigkeit vh in den Kollokations-
punkten. Die neuen Positionen der Punkte ξi ergeben sich dann durch
ξ n+1i = ξ
n
i +τ
nvni ν
n
i . (3.62)
Berechnet man die Krümmung aus den Positionen der Knoten zum alten Zeitschritt,
so erhält man ein voll explizites Zeitschrittverfahren. Um die dadurch entstehende ex-
treme Zeitschrittweitenbeschränkung zu vermeiden, folgen wir weiter [Dzi94] mit der
folgenden semiimpliziten Diskretisierung von k = cν:
k˜ni =−
ξ n+1i⊕1 −ξ n+1i
|ξ ni⊕1−ξ ni | −
ξ n+1i −ξ n+1i	1
|ξ ni −ξ ni	1|
|ξ ni⊕1−ξ ni |+|ξ ni −ξ ni	1|
2
, c˜ni = k˜ni · νni (3.63)
Wenn wir nun weiter das Zeitschrittverfahren (3.62) verwenden, so lässt sich c˜n durch
die Krümmung cn zum alten Zeitschritt und die unbekannte Geschwindigkeit vn in der
folgenden Art und Weise darstellen:
c˜ni = cni +τ
νni ·νni⊕1
hni⊕
vni⊕1+
νni ·νni	1
hni	
vni	1
hni⊕+h
n
i	
2
− 2τ
hni⊕h
n
i	
vni (3.64)
Dabei schreiben wir hni⊕ = |ξ ni⊕1−ξ ni | und hni	 = |ξ ni −ξ ni	1|. Wenn wir nun den impliziten
Teil der Krümmungsapproximation mittels einer Matrix der Form
K = (Ki j )i j , Ki j =

2νni ·νni⊕1
hni⊕(h
n
i⊕+h
n
i	)
für j = i ⊕ 1 ,
2νni ·νni	1
hni	(h
n
i⊕+h
n
i	)
für j = i 	 1 ,
− 2hni⊕hni	 für j = i .
(3.65)
kodieren, so ergibt sich aus (3.60) die folgende Diskretisierung: −U∆h −τσΓK 1
l Th 0

vn
h
cn

=

σΓcnh + j nh
0

(3.66)
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Verfahren 3.5.1 (Ostwald-Reifung mit homogener Elastizität) Sei Γ0h eine Menge von
Polygonen mit Eckpunkten (ξ 0i )i (die gleichzeitig die Kollokationspunkte sind) und (τn)n
eine Folge von Zeitschritten. Dann berechnen wir die Eckpunkte (ξ ni )i der Polygone Γ
n
h
für
n = 1, . . . rekursiv folgendermaßen:
• Berechne den Mittelwert mh des Verschiebungsgradienten durch
mh =U
′
elast,h[eh] , wobei eh =Ih[("¯1− "¯0)ν1] .
• Berechne den Sprung sh des Verschiebungsgradienten anhand von
shτ = 0 und C (sh + s
T
h )ν =Ce .
• Berechne einseitige Gradienten g 0;1
h
und Verzerrungen "0;1
h
durch
g 0;1
h
= mh ∓ sh und "0;1h =
1
2
 
g 0;1
h
+(g 0;1
h
)T

.
• Berechne den Eshelby-Tensor J 0;1
h
und dessen Normalensprung jh mittels
jh =
 
J 0h − J 1h

ν1 · ν1 , wobei
J 0;1
h
=
1
2
C ("0;1
h
− "¯0;1) : ("0;1h − "¯0;1)I− (g 0;1h )TC ("0;1h − "¯0;1) .
• Berechne die Geschwindigkeit vn
h
aus dem Gleichungssystem −U∆h −τnσΓK 1
l Th 0

vn
h
cn

=

σΓcnh + j nh
0

.
Dabei ist lh in (3.59), K in (3.65) und cnh in (3.61) definiert. Bei expliziter Approxima-
tion der Krümmung ist K = 0.
• Berechne die Eckpunkte (ξ n+1i )i der Polygone Γn+1h des nächsten Zeitschrittes durch
ξ n+1i = ξ
n
i +τ
nvni ν
n
i .
Eine gewisse Vorsicht ist bei der Entscheidung für den richtigen Ansatzraum ange-
bracht.Wie Abbildung 3.5.1 zeigt, ist bei stückweise konstanten Ansatzfunktionen schon
die Rekonstruktion des Gradienten in der Nähe des Randes problematisch. Hier sind in
der Regel stetige, stückweise affine Ansatzfunktionen zu bevorzugen.
Für die Rekonstruktion der Gradienten auf dem Rand nach Abschnitt 5.3 (im Gegen-
satz zur Darstellung im Inneren des Gebietes) sind sogar Hölder-stetige Ableitungen an
der entsprechenden Stelle erforderlich, also bleibt die Berechnung der Gradienten auch
bei stückweise affinen Ansatzfunktionen auf die inneren Punkte der Randsegmente be-
schränkt.Wenn diese an Eckpunkten benötigt werden, ist etwa die Interpolation aus zwei
benachbarten Segmenten möglich.
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(a) (b)
Abbildung 3.5.1:
Die Komponente ∂x1u1 des Verschiebungsgradienten, für (a) stückweise konstante
und (b) stückweise lineare Ansatzfunktionen.
3.6 Diskretisierung des reduzierten Modells
Die Struktur des reduzierten Problems aus Formulierung 3.3.1 ist ähnlich dem vollen
Modell. Wie bisher müssen wir zunächst die Gleichungen der linearisierten Elastizität
lösen, um den Gradienten den Verschiebung u zu bestimmen.
divCα"[u](x) = 0 in Ωα ,h
C ("[u]− "¯)
i0
1
(x) ν = 0 für alle Kanten b , ν ⊥ b .
Diese gehen über den Eshelby-Tensor zusammen mit der kristallinen Krümmung in die
Randwerte des Potentialproblems ein, aus dem die Bewegung der Seiten der Rechtecke
berechnet wird.
∆µ(x) = 0 in Ω0 , Ω1 ,
−
∫
b
µ(x)dH 1+ c = 2σΓ|b | +−
∫
b

J [u]
0
1(x) ν · ν(x)dH 1 für alle Kanten b , ν ⊥ b ,
v (i)
k
=
∇µ01(x) · ν (i)k für x ∈ b (i)k ,
N∑
i=1
4∑
k=1
|b (i)
k
|v (i)
k
= 0 .
Die Volumenerhaltung in der letzten Zeile ist dabei die Bedingung an v als Element des
Tangentialraums.
Auch in der Diskretisierung sind die Änderungen gering: Die Geschwindigkeit ist we-
gen der vorgeschriebenen Partikelform auf den Seiten des Rechtecks konstant, hier ist
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also keine weitere Diskretisierung nötig, und konstante Ansatzfunktionen auf den vier
Partikelseiten sind angemessen. EineGalerkin-Approximation des Integraloperators wür-
de auch die Mittelung von µ in den Dirichlet-Randwerten beinhalten, beim Kollokati-
onsansatz bleibt jedoch hier ein Diskretisierungsfehler. Zur Abbildung der wesentlichen
qualitativen und quantitativen Effekte scheint diese grobe Diskretisierung durch ein Seg-
ment für jede Seite des Rechtecks jedoch in jedem Fall ausreichend, wie auch numerische
Experimente im Vergleich mit dem vollen Modell belegen, siehe etwa Abschnitt 3.10.
Ähnliches gilt für die Elastizität. Im Falle gleicher Elastizitätstensoren in beiden Pha-
sen lässt sich wie oben diskutiert ∇u direkt aus "¯ν berechnen, welches auf den Kanten
des Rechtecks ebenfalls konstant ist. Auch hier würde die Diskretisierung nach Galerkin
die Integralmittelung exakt darstellen. Beim Kollokationsansatz verbleibt ein Diskreti-
sierungsfehler, der sich durch numerische Quadraturmethoden in Bezug auf den Sprung
des Eshelby-Tensors reduzieren lässt. Dabei setzt man die Kollokationspunkte auf allen
Segmenten nicht mehr in die Mitte des Randstücks, sondern lässt sie nacheinander Gauß-
Quadraturpunkte durchlaufen und mittelt die Werte des Eshelby-Tensors entsprechend.
Ein weiterer Unterschied besteht in der kristallinen Krümmung. Im Fall einer explizi-
ten Diskretisierung bleibt nichts weiter zu sagen, der Wert
ci =
2
|b ( j )
k
| falls ξi ∈ b
( j )
k
, ch = (ci )i (3.67)
lässt sich exakt berechnen. Zur Entwicklung einer semidiskreten Approximation sei li (t )
die Länge eines Segmentes zur Zeit t , dann ist
1
li (τ)
=
1
li (0)
−τ l
′
i (0)
li (0)
2
+O (τ2) = 1
li (0)
−τ vi	1+ vi⊕1
li (0)
2
+O (τ2) . (3.68)
Wie oben kodieren wir diese Approximation in eine Matrix
K = (Ki j )i j , Ki j =
2
l 2i
für j = i ⊕ 1 , j = i 	 1 (3.69)
und erhalten dann eine diskrete Gleichung analog zu (3.66).
Verfahren 3.6.1 (Ostwald-Reifung mit homogener Elastizität für Rechtecke) Sei zu-
nächst r 0 eine Menge von Rechtecken (mit Kollokationspunkten in den Seitenmitten) und
(τn)n eine Folge von Zeitschritten. Dann berechnen wir die Rechtecke r
n für n = 1, . . . re-
kursiv folgendermaßen:
• Wiederhole, wobei der Kollokationspunkt auf jedem Segment Gauß-Quadraturpunkte
durchläuft:
– Berechne den Mittelwert mh des Verschiebungsgradienten durch
mh =U
′
elast,h[eh] , wobei eh =Ih[("¯1− "¯0)ν1] .
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– Berechne den Sprung sh des Verschiebungsgradienten anhand von
shτ = 0 und C (sh + s
T
h )ν =Ce .
– Berechne einseitige Gradienten g 0;1
h
und Verzerrungen "0;1
h
durch
g 0;1
h
= mh ∓ sh und "0;1h =
1
2
 
g 0;1
h
+(g 0;1
h
)T

.
– Berechne den Eshelby-Tensor J 0;1
h
und dessen Normalensprung jh mittels
J 0;1
h
=
1
2
C ("0;1
h
−"¯0;1) : ("0;1h −"¯0;1)I−(g 0;1h )TC ("0;1h −"¯0;1) , jh =
 
J 0h−J 1h

ν1 ·ν1 .
• Addiere die Werte von jh an den Quadraturpunkten eines Segments mit den entspre-
chenden Gewichten.
• Berechne die Geschwindigkeit vn
h
aus dem Gleichungssystem −U∆h −τnσΓK 1
l Th 0

vn
h
cn

=

σΓcnh + j nh
0

.
Dabei ist lh in (3.59), K in (3.69) und cnh in (3.67) definiert. Bei expliziter Approxima-
tion der Krümmung ist K = 0.
• Berechne die Rechtecke zum nächsten Zeitschritt durch
r n+1 = r n +τnv
n
h .
3.7 Lokalisierte Zeitschritte um kleine Partikel
Die Wahl der Zeitschrittweite unterliegt für beide Modelle einer Bedingung der Art
τ ≤ cT mini
n hi	
vi
;
hi⊕
vi
o
, (3.70)
d. h. dass die Verschiebung τv lokal durch cT h (in Bezug auf die Länge der beiden be-
nachbarten Segmente) beschränkt sein muss. Diese Bedingung ergibt sich aus rein geome-
trischen Überlegungen: In der Diskretisierung des vollen Modells kann es zu Selbstüber-
schneidungen der Randkurve kommen, wenn die in einer Ecke angreifende Verschiebung
inNormalenrichtung größer als die (mit cT skalierte) Länge der beiden benachbarten Seg-
mente ist, der Faktor cT hängt dabei vom maximal zulässigen Winkel in der Ecke ab. Im
Fall des reduzierten Modells muss zumindest verhindert werden, dass die Verschiebung
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zweier gegenüberliegender Seiten, etwa τ(v1+ v3), größer als die Länge der dazwischen
liegenden Seiten h2 = h4 wird.
Die Einhaltung dieser Bedingung wird ggf. durch eine Anpassung der Zeitschrittweite
erzwungen. Unter Umständen sind dadurch, insbesondere wenn ein Partikel kurz vor
dem Verschwinden steht, zahlreiche verkürzte Zeitschritte notwendig.
Beim vollen Modell würden dann die erforderlichen Zeitschritte für ein verschwinden-
des Partikel beliebig klein. Um das zu verhindern, kann man die Diskretisierung kleiner
Partikel rechtzeitig vergröbern und die Partikel schließlich entfernen, wenn ihr Volumen
unter eine vorgegebene Schranke nahe bei Null fällt.
Im Fall des reduzierten Problems kann es auch sinnvoll sein die Zeitschrittweite zu ver-
größern, wenn dadurch ein Partikel exakt auf Volumen Null gebracht wird. Da man da-
bei jedoch eine Geschwindigkeit, die durch eine semiimplizite Approximation mit einer
gegebenen Zeitschrittweite berechnet wurde, im Nachhinein mit einem anderen Faktor
skaliert, ist nur eine geringe Vergrößerung des Zeitschrittes zulässig.
Bei Konfigurationen aus vielen tausend Partikeln ergeben sich durch dieses Zeitschritt-
verfahren zwei Probleme: Neben der starken Beschränkung der Zeitschrittweite durch
einzelne kleine Partikel ist die semiimplizite Approximation der kristallinen Krümmung
nur für den Fall gültig, dass alle Partikel noch signifikant vom Verschwinden entfernt
sind. In der Tat kann die Approximation für verschwindende Partikel auch bei kleinen
Geschwindigkeiten beliebig schlecht werden, falls li (τ) nahe bei 0 ist. In diesem Fall kann
man ein lokales Zeitschrittverfahren einsetzen, dass die für kleine bzw. verschwindende
Partikel angepasste, explizite Zeitschritte rechnet und die Auswirkungen auf die Partikel-
gesamtheit akkumuliert.
Die Rechtfertigung dafür ist der so genannte Abschirm-Effekt [NO01b, NV06], d. h.
die Evolution eines Partikels durch Diffusion wird imWesentlichen durch die Randwerte
des Potentials auf Partikeln in der direktenUmgebung gesteuert. Die Abschirmung gilt in
der hier diskutierten Form jedoch nicht für den elastischen Teil der Gleichung, in diesem
Teil werden stets alle Partikel berücksichtigt.
Im Einzelnen ist das Vorgehen wie folgt: Zunächst wird wie oben der Elastizitäts-An-
teil betrachtet und der Sprung j des Eshelby-Tensors berechnet. Dieser Randwert bleibt
für alle Teile des folgenden Zeitschrittes fest. Nun wird anhand einer voll-explizit be-
rechneten Geschwindigkeit entschieden, für welche Partikel im folgenden Zeitschritt die
Bedingung (3.70) nicht erfüllt wäre, dabei wird die Konstante cT kleiner gewählt, um ggf.
eine Unterschätzung der Geschwindigkeit durch das explizite Verfahren auszugleichen.
Diese Partikel bilden die Teilmenge ΓS (der kleinen bzw. verschwindenden Partikel) des
Randes, der Rest sei ΓL =Γ \ΓS , siehe Abbildung 3.7.1.
Da das Diffusionsproblem linear ist, kannman die Gleichung in zwei Teilprobleme be-
züglich dieser beiden Teilen des Randes separieren. Dazu betrachten wir zwei Potentiale
µS und µL mit
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ΓL
ΓS
ΓL
ΓS
ΓS∗
(a) (b)
Abbildung 3.7.1:
(a) Zerlegung des Randes Γ in die Teile ΓS und ΓL, sowie (b) die Umgebung ΓS∗ um
ΓS . In diesem Beispiel enthält ΓS zur Verdeutlichung nur ein Partikel.
∆µL = 0 in R2 \ΓL , ∆µS = 0 in R2 \Γ , (3.71)
µL+ cL = σLc+ j auf ΓL , µS + cS = 0 auf ΓL , (3.72)
µS + cS = σΓc+ j −µL− cL auf ΓS , (3.73)
vL =D
∇µL01 · ν auf ΓL , vS =D∇µS01 · ν auf Γ , (3.74)∫
ΓL
vL = 0 ,
∫
Γ
vS = 0 . (3.75)
Dann ist µ = µS +µL die Lösung des Potentialproblems mit Randwerten σΓc+ j auf
ganz Γ (und der zugehörigen Konstanten c = cS + cL) sowie v = vS + vL die entsprechen-
de global volumenerhaltende Geschwindigkeit. Unter der Annahme, dass O. B. d. A. die
Freiheitsgrade von ΓL in der Aufzählung zuerst gelistet werden, und mit den Abkürzun-
gen A = −U∆ für den diskreten Operator und b = σΓc + j für die rechte Seite lässt
sich dies (mit expliziter Krümmungsdiskretisierung) auch als blockweise Zerlegung des
linearen Gleichungssystems deuten: ALL ALS 1ASL ASS 1
lL lS 0

 vL+ v1S0+ v2S
cL+ cS
=
 bLbS
0
 (3.76) ALL 0 10 0 0
lL 0 0

 vL0
cL
 =
 bL0
0
 (3.77) ALL ALS 1ASL ASS 1
lL lS 0

 v1Sv2S
cS
 =
 0bS −ASLvL− cL1
0
 (3.78)
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Dabei löst man zunächst (3.77), das nur die Freiheitsgrade in ΓL berücksichtigt. Anschlie-
ßend berechnet man mittels (3.78) nach einer Korrektur der rechten Seite die restliche
Geschwindigkeit. Die Summe der Lösungsvektoren löst dann das ursprüngliche Problem
(3.76).
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Abbildung 3.7.2:
(a) Volumenänderung der Partikel aufgrund des Verschwindens des roten Partikels
sowie (b) Ausschnittvergrößerung. Der Kreis markiert den Abschirm-Bereich um das
verschwindende Partikel; der Abschirm-Bereich deckt mehr als 99,9% der Volumenän-
derung ab. (c) Histogramm der Geschwindigkeiten in diesem Zeitschritt.
Also können wir zunächst die Geschwindigkeit vL (nach dem diskutierten semiimpli-
ziten Verfahren) mittels des PotentialsµL berechnen. Dabei werden die „kleinen“ Partikel
vollständig aus der Berechnung entfernt, die Berechnung findet also nur auf ΓL statt. An-
schließend müssen wir für die Berechnung des Potentials µS auf ganz Γ die Randwerte
auf ΓS um den Wert des Potentials µL korrigieren und auf ΓL Nullrandwerte fordern.
Dieser Teil des Problems lässt sich nun aufgrund der Abschirm-Eigenschaft vereinfa-
chen. Wie in [NO01b] genügt es, die Nullrandwerte für µS statt auf ganz ΓL nur in
einer kleinen Umgebung ΓS∗ von ΓS (siehe Abbildung 3.7.1) zu fordern, und auch die
Geschwindigkeit v1S , die angibt, wie Masse von den Partikeln in ΓS nach ΓL fließt, ist
außerhalb von ΓS∗ klein. Abbildung 3.7.2 zeigt anhand einer Kontrollrechnung ohne Be-
rücksichtigung der Abschirmung, dass die Masse des verschwindenden Partikels fast voll-
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Abbildung 3.7.3:
Vergleich einer Rechnung mit lokalen Zeitschritten mit einer Rechnung, bei der in
jedem globalen Zeitschritt maximal ein Partikel verschwindet. (a) Gesamtlänge der
Grenzfläche, (b) Partikelzahl.
ständig auf die Nachbarn innerhalb des Abschirmbereichs verteilt wird, und die weiter
entfernten Partikel nahezu keine Rolle spielen.
Die Berechnung für verschwindende Partikel findet also im modifizierten Verfahren
nur in einer kleinen Umgebung der entsprechenden Partikel statt, so dass der Anteil an
der Gesamtlaufzeit entsprechend gering ist. Weiterhin sollte hier aufgrund der Proble-
me der semiimpliziten Approximation bei rechteckigen Partikeln, die im aktuellen Zeit-
schritt verschwinden könnten, die Krümmung in diesem Fall explizit behandelt werden.
Für festen Volumenanteil wählen wir die Abschirmweite proportional zum durchschnitt-
lichen Partikelabstand [NO01b, NV06].
Auf diese Weise führt man nacheinander ggf. mehrere lokale Zeitschritte aus, bis der
globale Zeitschritt erreicht ist. Die Zeitschrittweitenbeschränkung (3.70) erzwingt in der
Regel kleinere lokale Zeitschritte. Dabei kann aber in jedem der lokalen Zeitschritte ein
Partikel verschwinden.
Die berechneten Geschwindigkeiten werden schließlich aufaddiert. Auf diese Weise
ist es möglich, bei Berechnungen mit großen Partikelzahlen in einem (globalen) Zeit-
schritt viele Partikel verschwinden zu lassen, und dabei die Masse der verschwindenden
Partikel korrekt auf die Nachbarn zu übertragen. In Abbildung 3.7.3 sehen wir die gute
Übereinstimmung zwischen einer Rechnung mit dem lokalen Zeitschrittverfahren und
einer Simulation mit dem zu Beginn dieses Abschnitts beschriebenen gewöhnlichen Zeit-
schrittverfahren.
Verfahren 3.7.1 (Lokales Zeitschrittverfahren) Sei Γ0h eine Menge von Polygonen bzw.
Rechtecken von durchschnittlichem Abstand d und τ ein Zeitschritt. Dann berechnen wir
die Polygone bzw. Rechtecke Γ1h des nächsten Zeitschrittes folgendermaßen:
• Berechne den Sprung des Eshelby-Tensors jh wie in Verfahren 3.5.1 bzw. 3.6.1.
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• Berechne eine geschätzte Geschwindigkeit v˜h mit der expliziten Variante von Verfah-
ren 3.5.1 bzw. 3.6.1.
• Zerlege Γ0h =ΓLh ∪˙ΓSh so, dass ΓSh genau die Partikel enthält für die die Zeitschrittweiten-
beschränkung (3.70)mit dem globalen Zeitschritt τ und der Geschwindigkeit v˜h nicht
erfüllt wäre. Sei ΓS∗
h
die Menge aller Partikel in ΓLh , die von Γ
S
h
höchstens CSd entfernt
sind.
• Berechne die Geschwindigkeit vLh auf ΓLh aus dem Gleichungssystem
U∆;L
h
−τσΓKL 1
(l Lh )
T 0

vLh
cL

=

σΓcLh + j Lh
0

.
• Berechne das Potential µLh an den Punkten ξ Si aus ΓSh durch
µLh(ξ
S
i ) =U
∆;L
h
[vLh ](ξ
S
i ) .
• Wiederhole lokale Zeitschritte k = 0,1, . . .
beginnend mit ΓS
h;0
=ΓS
h
und ΓS∗
h;0
=ΓS∗
h
bis
∑
l τl = τ:
– Berechne die Geschwindigkeit v S
h;k
auf ΓS
h;k
∪ΓS∗
h;k
aus dem Gleichungssystem

U∆;S
h
1
(l S
h
)T 0

v S
h;k
c S

=

r S
h
0

, r Sh (ξ ) =
¨
σΓcSh + j Sh −µLh : ξ ∈ ΓSh;k ,
0 : ξ ∈ ΓS∗
h;k
.
– Wähle τk so, dass maximal ein Partikel verschwindet und
∑
l τl ≤ τ.
– Bewege die Partikel in der lokalen Umgebung der verschwindenden Partikel
ΓSh;k+1 =Γ
S
h;k +τkv
S
h;k und Γ
S∗
h;k+1 =Γ
S∗
h;k +τkv
S
h;k .
• Verwerfe die lokalen Änderungen (an ΓS
h
und ΓS∗
h
) und bewege alle Partikel (d. h. ganz
Γh ) mit der akkumulierten Geschwindigkeit
Γ1h =Γ
0
h +τv
L
h +
∑
k
τkv
S
h;k .
Dadurch erreichen auch in Γ1h alle Partikel Volumen Null, die in einem der lokalen
Zeitschritte ΓS
h;k
verschwunden sind.
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3.8 Validierung
Zur Validierung des numerischen Verfahrens verwenden wir zwei verschiedene Testpro-
bleme, um Diffusion und Elastizität getrennt mit bekannten Lösungen zu vergleichen.
Für das Diffusionsproblem betrachten wir dabei ein ringförmiges Partikel wie in Abbil-
dung 3.8.1. In dieser vollständig rotationssymmetrischen Konfiguration lässt sich die Ent-
wicklung der Radien das Partikels durch ein System gewöhnlicher Differentialgleichung
ausdrücken [Sto96], wenn wir uns auf die Mullins–Sekerka-Evolution ohne Elastizität
beschränken.
ν
ν
r2r1
Abbildung 3.8.1: Ringförmiges Partikel.
Dazu stellen wir zunächst fest, dass das chemische Potential außerhalb des Partikels
(d. h. im inneren Kreis und im Außengebiet) konstant der jeweiligen Krümmung ent-
spricht. Innerhalb des Partikels stellt sich ein logarithmisches Profil ein:
µ(r ) =

− 1r1 : r ≤ r1
c1 log(r )+ c2 : r1 < r < r2
1
r2
: r2 ≤ r
(3.79)
Dabei ist zu beachten, dass wir die Krümmung aus Sicht des Partikels betrachten, auf
dem inneren Rand hat diese also das umgekehrte Vorzeichen.
Aufgrund der Stetigkeit von µ lassen sich die Konstanten
c1 =
r1+ r2
r1 r2(log r2− log r1)
und c2 =−
r1 log r1+ r2 log r2
r1 r2(log r2− log r1)
(3.80)
bestimmen. Daraus berechnet man den Sprung der Normalenableitung zu
r˙2 = v2 =
∇µ(r2)01ν(r2) = µ′(r2)01 = 0− c1r2 =− r1+ r2r1 r 22 (log r2− log r1) , (3.81)
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r˙1 =−v1 =−
∇µ(r1)01ν(r1) =−−µ′(r1)01 = 0− c1r1 =− r1+ r2r 21 r2(log r2− log r1) .
(3.82)
Mit der Lösung dieses Systems gewöhnlicher Differentialgleichungen können wir nun
die numerischen Lösungen vergleichen, um Fehler und Konvergenzordnung in diesem
Beispiel zu bestimmen. Tabelle 3.8.1 zeigt den Fehler bei der Berechnung der Geschwin-
digkeit in einem Zeitschritt, Tabelle 3.8.2 den Fehler im Radius zu einer gegebenen Zeit.
In Abbildung 3.8.2 wird die Entwicklung des inneren Radius des kreisförmigen Parti-
kels für verschiedene Zeitdiskretisierungen mit einer numerischen Referenzlösung der
gewöhnlichen Differentialgleichung verglichen.
N eh eoc
16 1,58 · 10−2
32 3,71 · 10−3 2,09
64 8,99 · 10−4 2,04
128 2,22 · 10−4 2,02
256 5,73 · 10−5 1,96
512 1,53 · 10−5 1,91
Tabelle 3.8.1:
Konvergenzuntersuchung für ein ringförmiges Partikel. Die Tabelle zeigt den Feh-
ler der Geschwindigkeitsberechnung eines Zeitschrittes in L∞ für verschieden feine
Diskretisierungen des Randes (anhand der Anzahl N der Kollokationspunkte), d. h.
eh = ||vh(0)− v ◦ lh(0)||L∞(Γh ) sowie die experimentelle Konvergenzordnung eoc =
log e2h−log eh
log2 .
Zur Untersuchung des Elastizitätsteils verwenden wir ein kreisförmiges Partikel mit
Radius r , dessen Fehlpassung ein Vielfaches der Einheitsmatrix ist, d. h. "¯1 = "0I. Im Fall
isotroper Elastizität lässt sich hier die Lösung direkt angeben: Dazu betrachten wir ein
radiales Verschiebungsfeld, das im Inneren des Partikels linear ansteigt und außen wie 1r
abfällt. Aufgrund der Stetigkeit von u hat es die Form
u(x) =
(
c x : |x| ≤ r ,
c r
2
|x|2 x : |x|> r , (3.83)
∇u(x) =
(
cI : |x|< r ,
c r
2
|x|2 (I− 2 xx
T
|x|2 ) : |x|> r . (3.84)
Die lineare Funktion im Inneren löst offensichtlich Gleichung (2.6), im Außengebiet be-
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Abbildung 3.8.2:
Entwicklung des inneren Radius eines ringförmiges Partikels. Referenzlösung der ge-
wöhnlichen Differenzialgleichung und Randelemente-Lösungen für verschiedene An-
zahlen von Zeitschritten.
rechnen wir mittels (2.5)
divσ = div (λtr"[u]I+ 2µ"[u])
= c r 2div
 
λ
|x|2
 
2− 2 x
2
1 + x
2
2
|x|2
!
I+ 2µ|x|2
 
I− 2 xx
T
|x|2
!!
= 2µc r 2div
 
1
|x|2
 
I− 2 xx
T
|x|2
!!
= 2µc r 2
 −2x
|x|4 − 2div
xxT
|x|4
!
= 0 ,
wobei sich die Divergenz in der letzten Zeile durch
∂1
x21
|x|4 + ∂2
x1x2
|x|4 =
2x1|x|4− 4x31 |x|2
|x|8 +
x1|x|4− 4x1x22 |x|2
|x|8 =−
x1
|x|4 ,
und die entsprechende Rechnung für die zweite Komponente berechnen lässt.
Zur Bestimmung von c betrachten wir die Normalenspannungen tα =C ("[u]− "¯α)ν
t1 = λ1(2c − 2"0)ν +µ1(2cν − 2"0ν)
= 2(λ1+µ1)(c − "0)ν und
t0 = λ0(2c − 2ctr (ννT ))ν +µ0(2cν − 4cννT ν)
=−2µ0cν
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M 1 2 4 8 16
N eτ eoc eτ eoc eτ eoc eτ eoc eτ
16 4,98 · 10−2 0,82 2,81 · 10−2 0,97 1,43 · 10−2 1,18 6,34 · 10−3 1,66 2,01 · 10−3
32 2,97 · 10−2 0,89 1,61 · 10−2 0,97 8,18 · 10−3 1,06 3,92 · 10−3 1,22 1,69 · 10−3
64 1,65 · 10−2 0,93 8,62 · 10−3 0,98 4,36 · 10−3 1,03 2,14 · 10−3 1,09 1,00 · 10−3
128 8,72 · 10−3 0,96 4,47 · 10−3 0,99 2,25 · 10−3 1,01 1,12 · 10−3 1,04 5,42 · 10−4
256 4,50 · 10−3 0,98 2,28 · 10−3 0,99 1,14 · 10−3 1,01 5,69 · 10−4 1,02 2,81 · 10−4
Tabelle 3.8.2:
Konvergenzuntersuchung für ein ringförmiges Partikel. Die Tabelle zeigt den Feh-
ler eτ =maxi | |ξi | − r | der Radien (d.h. den Abstand der Kollokationspunkte ξi vom
Radius r aus der Lösung der gewöhnlichen Differentialgleichung) zur Zeit t = 0,125
und die daraus berechnete experimentelle Konvergenzordnung eoc (siehe Tabelle 3.8.1)
in Bezug auf die Zeitdiskretisierung. Die Größe eines Zeitschrittes ist τ = 1NM , dabei
bezeichnet N die (vertikal aufgetragene) Anzahl der Kollokationspunkte und M einen
(horizontal aufgetragenen) Zeitschritt-Faktor. Die experimentelle Konvergenzordnung
wird jeweils zwischen zwei Rechnungen mit gleicher Ortsdiskretisierung und unter-
schiedlich feiner Zeitdiskretisierung gemessen.
auf dem Rand des Partikels. Das Kräftegleichgewicht t0 = t1 impliziert dann
(c − "0)(λ1+µ1) =−cµ0 , c =
"0(λ1+µ1)
λ1+µ1+µ0
. (3.85)
Nun können wir die Spannungen auf dem Rand berechnen, in Tabelle 3.8.3 werden diese
mit dem numerischen Ergebnis verglichen.
N eh eoc
16 4,41 · 10−2
32 2,25 · 10−2 0,97
64 1,14 · 10−2 0,99
128 5,72 · 10−3 0,99
256 2,87 · 10−3 1,00
512 1,43 · 10−3 1,00
Tabelle 3.8.3:
Konvergenzuntersuchungen für ein kreisförmiges Partikel. Die Tabelle zeigt den Feh-
ler der Spannungen auf dem Rand in L∞ für verschieden feine Diskretisierungen des
Randes (anhand der Anzahl N der Kollokationspunkte), d. h. eh = ||σh −σ ◦ lh ||L∞(Γh )
sowie die experimentelle Konvergenzordnung eoc= log e2h−log ehlog2 .
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3.9 Partikelformen und Partikel-Interaktion
In den folgenden Kapiteln zeigen wir einige Ergebnisse der beschriebenen Simulations-
verfahren. Zunächst betrachten wir typische Partikelformen für verschiedene Arten von
Anisotropien. Dazu betrachten wir in Abbildung 3.9.1 die Evolution eines Partikels im
vollen Modell, für verschiedene Anisotropien im Elastizitätstensor und in der Fehlpas-
sung. Die Entstehung sehr scharfer Ecken insbesondere im Fall negativer Anisotropie
rechtfertigt die Approximation der Partikel im reduzierten Modell.
Weiterhin zeigen wir zwei Beispiele für die Wechselwirkung benachbarter Partikel,
nämlich die Anziehung von Partikeln bei inhomogener Elastizität und die Ausrichtung
entlang der Anisotropie-Achsen (Abbildung 3.9.2). Weitere Beispiele insbesondere für die
Ausrichtung der Partikel finden sich in den folgenden Abschnitten.
ImAllgemeinen verwenden wir hier (und in den folgenden Abschnitten) die Parameter
σΓ = 0,094 , (c11; c12; c44) = 200(3;1;100) , "¯= 0,1I ;
eine andere Parameterwahl wird jeweils bei der entsprechenden Rechnung erwähnt. Die
Berechnung findet grundsätzlich im Einheitsquadrat statt. Die Parameter wurden derart
gewählt, um den Effekt der elastischen Anisotropie zu betonen und erheben nicht den
Anspruch ein existierendes Material abzubilden.
(a)
(b)
(c)
Abbildung 3.9.1:
Entwicklung der Partikelform bei (a) positiver, d. h. (c11; c12; c44) = 100(30;1;1), und
(b) negativer, d. h. (c11; c12; c44) = 200(3;1;100) Anisotropie, sowie (c) bei anisotroper
Fehlpassung "¯= 0,1
 1 0
0 0

.
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(a)
(b)
Abbildung 3.9.2:
(a) Anziehung zweier Partikel bei inhomogener Elastizität, die Matrix ist viermal
härter als die Partikel. (b) Ausrichtung einer Partikelkette bei anisotroper Elastizität.
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3.10 Vergleich der Modelle
Zum Vergleich des reduzierten Modells aus Formulierung 3.3.1 mit dem vollen Modell
nach Formulierung 3.1.1 berechnen wir die Evolution eines kleinen Ensembles von Par-
tikeln. Um eine sinnvolle Startkonfiguration für beide Modelle zu generieren, beginnen
wir zunächst mit kreisförmigen Partikeln im vollen Mullins–Sekerka-Modell und berech-
nen einige kleine Zeitschritte, bis sich die Partikelformen relaxiert haben. Dies geschieht
vergleichsweise schnell. Zu dieser Konfiguration generieren wir nun eine passende Geo-
metrie aus rechteckigen Partikeln, die Partikel mit demselben Seitenverhältnis und Volu-
men an denselben Positionen enthält. Die Vergleichsrechnung benutzt dann diese Konfi-
guration für das reduzierte Modell. Für das volle Modell verwenden wir die Geometrie
mit den schon relaxierten Partikelformen als Startkonfiguration. Auf diese Weise errei-
chen wir eine bessere Vergleichbarkeit der Rechnungen.
Abbildung 3.10.2 zeigt die Ergebnisse der beiden Rechnungen zu verschiedenen Zeiten,
in Abbildung 3.10.1 vergleichen wir die Entwicklung der Oberflächenenergie über die
Zeit. Schließlich zeigt Abbildung 3.10.3 verschiedene Größen aus der Elastizität für den
ersten Zeitschritt. Einen qualitativen Vergleich zweier Rechnungen mit ca. 150 zufällig
verteilten Partikeln sehen wir in den Abbildungen 3.10.4 und 3.10.5.
L
ä
n
g
e  
d
e r
 G
r e
n
z
f l
ä
c h
e
Zeit
1
10
0,0001 0,001 0,01
Mullins−Sekerka
Reduziertes Modell
Abbildung 3.10.1: Entwicklung der Grenzflächenenergie für die beiden Modelle.
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Abbildung 3.10.2:
Evolution der Grenzflächen für das Mullins–Sekerka Modell (oben) und das redu-
zierte Modell (unten). Die dargestellten Zeitschritte sind jeweils die Startkonfiguration
t = 0 sowie t = 0,0003 ; 0,0006 ; 0,0011 ; 0,002 ; 0,004.
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Mullins–Sekerka Reduziertes Modell
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Abbildung 3.10.3:
Spur der Verzerrung, Spur der Spannung und elastische Energiedichte für das
Mullins–Sekerka Modell (links) und das reduzierte Modell (rechts), jeweils in der Start-
konfiguration. Die Farbskala wurde jeweils für beide Modelle gleich gewählt.
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Mullins–Sekerka Reduziertes Modell
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Abbildung 3.10.4:
Qualitativer Vergleich zweier Rechnungen mit zu Beginn jeweils ca. 150 zufällig
verteilten Partikeln bei einem Volumenanteil von 25%. Drei Zeitschritte illustrieren
die Geschwindigkeit der Vergröberung und die Ausrichtung benachbarter Partikel. Die
Parameter sind σΓ = 0,04 und (c11; c12; c44) = 50(3;1;200) bei "¯= 0,05I.
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Abbildung 3.10.5:
Energiegraphen zu den Rechnungen aus Abbildung 3.10.4, für Oberflächenenergie
und elastische Energie, jeweils im (a) vollen und (b) reduzierten Modell. In beiden Fällen
spielt zunächst die Verringerung der Oberflächenenergie die wesentliche Rolle, erst in
der zweiten Hälfte des Vergröberungsprozesses liegen die Effekte beider Energiebeiträge
in derselben Größenordnung. Teilweise erhöht sich hier die Oberflächenenergie wie-
der, um eine Verringerung der elastischen Energie zu ermöglichen. Im Vergleich der
Gesamtenergien (c) erkennt man die gute qualitative Übereinstimmung des Vergröbe-
rungsverhaltens. Erst gegen Ende der Vergröberung, wenn nur noch wenige Partikel
vorhanden sind, werden die Unterschiede größer und das reduzierte Modell bildet das
Verhalten nicht mehr angemessen ab.
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3.11 Statistik des Vergröberungsprozesses
In diesem Abschnitt betrachten wir nun einige Simulationen des reduzierten Modells mit
10000 bzw. 25000 Partikeln – ausreichend viele Partikel um statistische Aussagen über
die Partikelverteilung machen zu können. Dabei sind die Parameter grundsätzlich
σΓ = 0,04 , (c11; c12; c44) = Z(3;1;200) und "0 = 0,05
mit unterschiedlichen Werten für Z .
Wir beginnen mit zwei Simulationen mit 10000 Partikeln und Z = 250 bzw. Z =
500. Abbildung 3.11.1 und 3.11.2 zeigen nebeneinander die Entwicklung der Partikel für
verschiedene Zeiten, man sieht deutlich die Vergröberung, die Ausrichtung benachbarter
Partikel und den Übergang von quadratischen zu rechteckigen Partikeln. Insbesondere
in Bezug auf Ausrichtung und Form der Partikel sind die Effekte bei Z = 500 deutlich
stärker. Daher werden in Abbildung 3.11.5 und 3.11.6 noch einmal zwei Zeitschritte der
Rechnung vergrößert dargestellt.
Zur Untersuchung der Partikel-Ausrichtung eignet sich die Betrachtung der Fourier-
transformation der charakteristischen Funktion einer Phase, die in Abbildung 3.11.3 für
einige der betrachteten Zeitschritte abgebildet wird. Man erkennt in beiden Rechnungen
die zunehmende Konzentration der Partikelausrichtung auf die Koordinatenrichtungen.
Schließlich illustrieren die Graphen in Abbildung 3.11.4 die Entwicklung der Grenz-
flächenenergie sowie des durchschnittlichen Radius und Seitenverhältnisses. Besonders
markant ist hierbei die Tatsache, dass bei stärkerer Elastizität der Übergang von nahezu
quadratischen zu länglichen Partikeln früher stattfindet, dies hat offenbar auch signifi-
kanten Einfluss auf die Vergröberungsrate.
Abschließend zeigen Abbildung 3.11.7 und 3.11.8 erste Zeitschritte einer noch größe-
ren Rechnung mit 25000 Partikeln.
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Abbildung 3.11.1: Zwei Rechnungen mit 10000 Partikeln.
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Abbildung 3.11.2: Fortsetzung von Abbildung 3.11.1.
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Abbildung 3.11.3: Betrag der Fouriertransformation zu Abbildung 3.11.1.
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Abbildung 3.11.4:
Entwicklung des (a) durchschnittlichen Radius und (b) Seitenverhältnisses der Parti-
kel sowie (c) der Grenzflächenenergie in der Rechnung aus Abbildung 3.11.1.
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Abbildung 3.11.5: Vergrößerung zu Abbildung 3.11.1 zur Zeit t = 0.
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Abbildung 3.11.6: Vergrößerung zu Abbildung 3.11.1, t = 2,1 · 10−6 und Z = 500.
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Abbildung 3.11.7: Startkonfiguration mit 25000 Partikeln.
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Abbildung 3.11.8: Entwicklung von Abbildung 3.11.7 bei Z = 1000, t = 2,7 · 10−8.
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3.12 Ausblick
Die existierende Implementierung beschränkt sich auf die Situation, in denen der Elasti-
zitätstensor in der Matrix und den Partikeln gleich ist, so dass die Darstellung des Gra-
dienten über Gleichung (5.37) möglich ist. Dabei kann der Gradient ∇u direkt aus der
Fehlpassung "¯ν mittels des Cauchy-singulären Operators U ′ berechnet werden, ohne dass
man vorher die Randwerte der elastischen Verschiebung berechnen muss.
Bei inhomogener Elastizität erfordert die Berechnung des Verschiebungsgradienten
über (5.36) im Gegensatz dazu die Diskretisierung des hypersingulären Operators V ′.
Außerdem werden für die Darstellungsformel die Randwerte der Verschiebung und der
Normalenspannung benötigt, so dass davor das Randwertproblem der linearisierten Elas-
tizität zu lösen ist. Dadurch steigt der Aufwand sowohl während der Implementierung
als auch zur Laufzeit, grundsätzliche Probleme stehen dem jedoch nicht entgegen.
In vielen Materialien unterscheiden sich die Elastizitätstensoren der beiden Phasen je-
doch deutlich. Daher ist die Erweiterung auf inhomogene Elastizität insbesondere im
Hinblick auf die Anwendung naheliegend. Die wesentlichen Teile eines erweiterten Ver-
fahrens wurden in Abschnitt 3.5 bereits beschrieben.
In dem hier diskutierten Ansatz betrachtet man eine Menge von Partikeln, die in einer
beschränkten Teilmenge der unbegrenzten Hintergrundmatrix eingebettet sind. Dabei
ergibt sich in der Nähe des Randes des von Partikeln besetzten Gebietes ein teilwei-
se artifizielles Verhalten. Wie in Abschnitt 4.3 des folgenden Kapitels für ein anderes
Problem beschrieben, bietet sich für Mikrostrukturen in vielen Fällen ein Homogenisie-
rungsansatz an, in dem das makroskopische Verhalten durch das Lösen mikroskopischer
Zellprobleme dargestellt wird. In ähnlicher Weise kann man auch für das Problem der
Ostwald-Reifung die Simulation auf ein periodisches Zellproblem beschränken, entspre-
chende Diskretisierungsansätze werden ebenfalls im folgenden Kapitel (Abschnitt 4.5)
beschrieben.
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Der ferromagnetische Formgedächtnis-Effekt (magnetic shape memory: MSM) lässt sich
über zwei charakteristische Eigenschaften beschreiben: Zum einen die Existenz eines
Phasenübergangs [Bha03], indem eine sehr symmetrische, bei hohen Temperaturen sta-
bile Konfiguration des Kristallgitters, die so genannte Austenit-Phase, in eine weniger
symmetrische, bei niedrigerer Temperatur stabile Martensit-Phase übergeht (siehe auch
Abbildung 1.2); zum anderen die Kopplung einer magnetischen Anisotropie an die loka-
le Variante der martensitischen Phase zusammen mit der leichten Umschaltbarkeit dieser
Varianten.
Der Austenit–Martensit-Phasenübergang entspricht demjenigen bei klassischen Form-
gedächtnis-Materialien. Bei diesen kann bereits durch geringe äußere Kräfte die Mischung
der Varianten imMartensit geändert werden. Im Unterschied dazu erlaubt die hier disku-
tierte Kopplung an die magnetischen Eigenschaften die Beeinflussung der Mikrostruktur
des Martensits durch Magnetfelder, vgl. Abbildung 4.1.
Die tatsächlichen Symmetrien des dreidimensionalen Kristallgitters können sehr kom-
plex sein. Für das im Folgenden numerisch untersuchte zweidimensionale Modell wollen
wir uns jedoch auf die folgendeModellvorstellung einschränken: DerÜbergang zurNied-
rigtemperatur-Phase bestehe aus einer Verkürzung in einer Richtung und einer (entspre-
chend großen, d. h. insgesamt volumenerhaltenden) Verlängerung in eine andere Rich-
tung. Er lässt sich also (in einem geeigneten, dem Kristallgitter angepassten Koordinaten-
system) durch eine Verzerrungsmatrix der folgenden Form beschreiben:−"0 0
0 "0

Dabei soll die magnetische Anisotropie die verkürzte Richtung bevorzugen. Der Pa-
rameter "0 beschreibt also die relative Verkürzung in einem Einkristall. Das dreidimen-
sionale Modell unterscheidet sich hiervon lediglich in der Anzahl der martensitischen
Varianten und der Form der jeweiligen Gitterverzerrung.
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H
(b)
(c)
(a)
(d)
Abbildung 4.1:
(a) Austenit. (b) Martensit mit zwei Varianten. (c) Umschalten zu einer Variante
durch ein Magnetfeld. (d) Bewegung der Grenze zwischen zwei Varianten durch ein
Magnetfeld, vgl. [OMM+00].
4.1 Mikrostrukturierte Materialien
Für solche Einkristalle liegt "0 in einer Größenordnung von bis zu 10%. Ein typisches
Beispiel (auf dessen Modellierung und Simulation wir uns hier konzentrieren wollen)
ist Ni2MnGa, für das Längenänderungen von bis zu 5,5% gemessen wurde [UHK
+96,
TJS+99, MMA+00, SGS+05].
Ein Polykristall besteht im Gegensatz zum Einkristall aus Körnern, in denen das Kris-
tallgitter unterschiedlich ausgerichtet ist. Das Verhalten eines solchen mikrostrukturier-
ten Materials hängt stark von der lokalen Struktur ab: Die Deformations-Gradienten auf
den beiden Seiten einer Grenzfläche müssen kompatibel sein [Mül99], d. h. die Differenz
der beiden Matrizen muss eine Rang-1-Matrix sein. Dies schränkt die Menge der mögli-
chen Deformationen stark ein und reduziert damit die makroskopisch zu beobachtende
Verformung [AMA+01, UES+01].
Ein alternativer Ansatz besteht im Erstellen eines zusammengesetzten Materials, d. h.
eines Komposits, indem man kleine, einkristalline aktive Partikel in eine weiche poly-
mere Hintergrundmatrix einbettet [SHG+07, FMJ+03, FGH+04]. Im Gegensatz zum
Polykristall hat man hierbei größere Einflussmöglichkeiten beim Design des zusammen-
gesetztenMaterials, etwa bei derWahl des Polymers, sowie bei Form, Anordnung, Größe
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und Dichte der MSM-Partikel [SBA04]. Dieser Ansatz wurde bei magnetostriktiven Ma-
terialien wie Terfenol-D bereits erfolgreich umgesetzt [SFC+94, ONMC03]. In diesem
Fall zeigte sich, dass die Verwendung länglicher Partikel und deren Ausrichtung an einem
externen Feld während der Verfestigung des Polymers die makroskopische Verformung
des Materials deutlich vergrößern.
Theoretische Untersuchungen der Bedeutung der Geometrie der Mikrostruktur für
das makroskopische Verhalten haben sich bisher auf den Fall kleiner, weit entfernter, el-
lipsoider Partikel in einem Komposit konzentriert [FFH04, LJH06]. Erste numerische
Simulationen für magnetostriktive Komposite unter Verwendung einer gitterlosen Me-
thode mit zusätzlichen auf die Sprungbedingungen angepassten Ansatzfunktionen wur-
den in [WCS03] vorgestellt.
Referenzkonfiguration Deformierte Konfiguration
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Abbildung 4.1.1:
Die Abbildung zeigt einen Ausschnitt zweier periodischer Mikrostrukturen, einen
Polykristall und ein Komposit. Das Schachbrett-Muster verdeutlicht die Ausrichtung
des Kristallgitters, die Farbschattierung die elastische Energiedichte. Eine detaillierte
Diskussion der numerischen Ergebnisse findet in Kapitel 4.10 statt.
Dieses Kapitel der vorliegenden Arbeit beschäftigt sich mit der numerischen Bestim-
mung makroskopischer Eigenschaften solcher Materialien. Abschnitt 4.2 beschreibt ein
allgemeines kontinuumsmechanisches Modell für magnetische Formgedächtnis-Materia-
lien (das sich sowohl zur Beschreibung von Polykristallen als auch von zusammengesetz-
ten Materialien eignet) auf der Basis von Elastizität und Mikromagnetismus.
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Dabei beschreibt ein Phasenparameter die lokale Martensit-Variante des MSM-Materi-
als. Jede der Varianten hat eine andere Eigenverzerrung, die einer Verkürzung entlang ei-
ner der Richtungen des Kristallgitters entspricht. Neben der Eigenverzerrung hängt auch
die magnetische Anisotropie vom Phasenparameter ab, hier ist die verkürzende Richtung
die magnetisch bevorzugte. Die Magnetisierung interagiert mit einem externen Feld mit-
tels eines Zeeman-Terms, sowie mit sich selbst über das Demagnetisierungsfeld. Im Fall
eines zusammengesetzten Materials verformt sich neben denMSM-Partikeln auch die Po-
lymer-Matrix elastisch.
Anschließend diskutieren wir in Abschnitt 4.3 einen Ansatz zur Beschreibung des ef-
fektiven Verhaltens mikrostrukturierter Materialien, der auf Methoden aus der Homo-
genisierungstheorie [Wil81, OSY92, BD98, CD99] basiert. Falls die Mikrostruktur auf
einer Skala periodisch ist, die signifikant unter der Größe des Gesamt-Werkstücks liegt,
lässt sich das Problem dabei in einem makroskopischen Teil (der nur die Form des Werk-
stücks berücksichtigt) und einem mikroskopischen Teil (basierend auf der Geometrie
der Mikrostruktur) zerlegen. Für ein einfaches Beispiel (in dem die Kopplung schwach
und das makroskopische Problem analytisch lösbar sind) diskutieren wir das Zusammen-
wirken der beiden Teilprobleme. Ansonsten beschränkt sich die vorliegende Arbeit auf
den mikroskopischen Anteil, mittels dessen sich effektive Eigenschaften berechnen las-
sen, die dann in die Lösung des makroskopischen Problems eingehen. Dadurch lässt sich
der Einfluss der Mikrostruktur auf das makroskopische Materialverhalten beschreiben;
dies gibt Hinweise zur Verbesserung der Materialeigenschaften durch das Verändern der
Mikrostruktur.
Das numerische Verfahren approximiert das Zellproblem unter einigen weiteren An-
nahmen, die insbesondere auf den Fall kleiner, harter Partikel in einem Komposit zu-
geschnitten sind, siehe Abschnitt 4.4. Dabei werden Magnetisierung und Verzerrung in-
nerhalb eines Partikels als konstant angenommen. Die eigentliche numerische Berech-
nung erfolgt mittels eines Randelemente-Verfahrens, die Implementierung wird in Ab-
schnitt 4.5 für den zweidimensionalen Fall diskutiert und durchgeführt. Ein Beispiel für
die numerische Lösung des Zellproblems zeigt Abbildung 4.1.1. In Abschnitt 4.11 werden
die Auswirkungen verschiedener Parameter der Mikrostruktur auf das makroskopische
Verhalten systematisch numerisch untersucht.
Das Modell aus Abschnitt 4.2 basiert teilweise auf Ansätzen aus [DJ97, JW98, O’H98,
TJS+99, LU00, DJ02]. Eine grundsätzliche Darstellung derModellierungmartensitischer
Phasenübergänge findet man in [Bha03]. Im Hinblick auf die numerische Implemen-
tierung und aus Gründen der Übersichtlichkeit wird das Modell ebenfalls nur für den
zweidimensionalen Fall diskutiert. Das Modell und die numerischen Verfahren wurden
bereits sowohl für den Fall zusammengesetzter Materialien [CLR07b] als auch für Poly-
kristalle [CLR07a] in Zeitschriftenartikeln veröffentlicht.
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Abbildung 4.2.1:
Referenzkonfiguration für (a) Komposite und (b) Polykristalle. (c), (d) Deformierte
Konfiguration. Dabei ist die Funktion Q :ω→ SO(2), die die Rotation des Kristall-
gitters im Vergleich zum Standard-Koordinatensystem angibt, in der Referenzkonfigu-
ration definiert, die Funktion m : Ω → S1 ∪ {0} (die Magnetisierung) jedoch in der
deformierten Konfiguration.
4.2 Modellierung des Gleichgewichtszustandes
Sei Ω ⊂ R2 das vom Material beanspruchte Gebiet, davon ω ⊂ Ω das MSM-Material.
Im Falle eines Komposits enthalte Ω \ω das isotrop elastische, nicht magnetische Hin-
tergrundmaterial, ansonsten sei ω = Ω. Das Formgedächtnis-Material habe zwei Phasen
mit unterschiedlicher bevorzugter Verzerrung und unterschiedlicher magnetischer Ani-
sotropie.
Weiterhin sei u :Ω→R2 die elastische Verschiebung, ϕ = I+ u die Deformation (vgl.
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Abschnitt 2.1),
p :ω→{1,2} (4.1)
der Phasenparameter des MSM-Materials und m : R2 → S1 ∪ {0} die normierte Magneti-
sierung (siehe Abschnitt 2.2). Dabei sind u und p auf dem Referenzgebiet, m jedoch auf
dem deformierten Gebiet definiert. d. h. wenn ein Punkt x des Materials durch die elasti-
sche Deformation auf einen Punkt ϕ(x) abgebildet wird, ist dessen Phasenindex p(x), die
Magnetisierung jedoch m(ϕ(x)). Weiterhin sei ϕ injektiv, so dass Selbstdurchdringungen
ausgeschlossen sind. Das die Hintergrundmatrix bildende Polymer sei nicht magnetisch,
d. h. m verschwindet außerhalb vonω. Schließlich bezeichne
Q :ω→ SO(2) (4.2)
die Ausrichtung des Kristallgitters innerhalb des aktiven Materials, dabei wählt p aus,
welche der beiden Achsen dieses Gitters die verkürzende und magnetisch bevorzugte ist.
Das Modell besteht aus zwei wesentlichen Teilen, der linearisierten Elastizität nach
Formulierung 2.1.1 und dem Mikromagnetismus gemäß Formulierung 2.2.3, gekoppelt
durch den Phasenparameter p. Dieser selektiert in Bezug auf die Elastizität die Variante
der lokalen Eigenverzerrung, in Bezug auf den Mikromagnetismus die bevorzugte Ma-
gnetisierungsrichtung. Beide sind in Relation zur jeweiligen Gitterorientierung Q zu se-
hen.
Im Standard-Koordinatensystem haben die beiden Varianten der Eigenverzerrung "¯
und der magnetischen Anisotropie γ die Form
"¯1 =
−"0 0
0 "0

, "¯2 =

"0 0
0 −"0

, (4.3)
γ1(m) =
m22
|m|2 , γ2(m) =
m21
|m|2 . (4.4)
Nach (2.13) lässt sich die elastische Energie des MSM-Materials also folgendermaßen
darstellen, wobeiWpart die anisotrope elastische Energiedichte der MSM-Legierung ist:
E part
elast
[u, p] =
∫
ω
Wpart(Q
T (x)"[u](x)Q(x)− "¯p(x))d x (4.5)
Zur Berechnung der Anisotropie-Energie ist zu berücksichtigen, dass die Magnetisie-
rung in der deformierten Konfiguration definiert ist, der Phasenparameter und die Git-
terorientierung jedoch in der Referenzkonfiguration.Wir müssen also p undQ jeweils an
der mit ϕ−1 zurückgezogenen Position auswerten. Außerdem muss die Magnetisierung
m in das Standard-Koordinatensystem für γ zurück transformiert werden, d. h. zunächst
entsprechend des Rotationsanteils R(∇ϕ) der Deformation in die undeformierte Konfi-
guration, von dort entsprechend der Gitterorientierung Q in Standard-Koordinaten.
Eanis[ϕ,m, p] =Ku
∫
ϕ(ω)
γp(ϕ−1(y))

Q(ϕ−1(y))TR
 
(∇ϕ)(ϕ−1(y))T m(y) dy . (4.6)
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Der Rotationsanteil einer Matrix sei dabei durch R(F ) = F (F T F )−1/2 über die Polarzer-
legung definiert. Im Kontext linearisierter Deformationen ist (für kleine Drehwinkel)
die Approximation über den schiefsymmetrischen Anteil des Gradienten R(I + F ) ≈
I+ 12 (F − F T ) naheliegend.
Mit diesen Überlegungen lässt sich die Gesamtenergie des Systems folgendermaßen
darstellen:
Formulierung 4.2.1 (Energie für magnetische Formgedächtnis-Materialien)
Sei ω ⊂ Ω ⊂ R2 sowie Q : ω → SO(2). Gesucht sind u : Ω → R2, p : ω → {1,2} und
m : R2 → S1 ∪ {0} mit supp(m) ⊂ ϕ(ω), ϕ = I+ u, so dass die folgende Energie minimal
wird:
E[u,m, p] = Ematrelast [u]+E partelast[u, p]+Eext[I+ u,m] (4.7)
+Edemag[I+ u,m]+Eanis[I+ u,m, p] , (4.8)
Ematrelast [u] =
∫
Ω\ω
Wmatr("[u](x))d x , (4.9)
E part
elast
[u, p] =
∫
ω
Wpart(Q
T (x)"[u](x)Q(x)− "¯p(x))d x , (4.10)
Eext[ϕ,m] =−
Ms
µ0
∫
R2
Hext(y) ·m(y)dy , (4.11)
Edemag[ϕ,m] =
M 2s
µ0
∫
R2
1
2
|Hd (y)|2 dy , (4.12)
Eanis[ϕ,m, p] =Ku
∫
ϕ(ω)
γp(ϕ−1(y))

Q(ϕ−1(y))TR((∇ϕ)(ϕ−1(y)))T m(y) dy . (4.13)
Dabei ist Hd =∇ψ und ψ :R2→R so, dass die folgende Energie minimal:
E[ψ] =
∫
R2
1
2
|∇ψ(y)−m(y)|2 dy (4.14)
Wmatr ist die isotrope elastische Energiedichte der Polymermatrix und nach (2.9) durch die
Konstanten µ und λ gegeben, Wpart ist die anisotrope Energiedichte des Formgedächtnis-Ma-
terials (nach (2.10) durch die Konstanten c11, c12 und c44 gegeben), dessen kubische Symmetrie
die Standard-Koordinatenachsen als Symmetrieachsen habe.
4.3 Einschränkung auf ein Zellproblem
In den für die Anwendung relevanten Fällen ist die Anzahl der Körner oder Partikel in
einemWerkstück oft sehr groß, so dass eine Simulation der gesamtenMikrostruktur sehr
aufwändig wäre. Stattdessen verwenden wir hier den Ansatz der Homogenisierungstheo-
rie [Wil81, OSY92, BD98, CD99, Mil02], um uns auf die Betrachtung periodischer Kon-
figurationen zurückzuziehen. Dabei enthalte eine Zelle des periodischen Materials nur
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einige wenige Partikel oder Körner, vgl. Abbildung 4.3.1. Die periodische Struktur ent-
stehe durch Skalierung aus einer Referenzkonfiguration auf dem Einheitsquadrat (0;1)2.
Abbildung 4.3.1: Zellproblem in einem periodischen Material.
Sei " die Periode der Mikrostruktur und Ω ⊂ R2 das Gebiet, auf dem das Gesamtpro-
blem definiert ist. Mit
Ωcell = (0;1)
2 , ωcell ⊂Ωcell , Qcell :ωcell→ SO(2) (4.15)
bezeichnen wir die Referenzdaten der Periodizitätszelle. Dann betrachten wir eine Fami-
lie von Gleichungen 4.2.1 mit den Daten
Ω" =Ω , ω" =
§
x ∈Ω
 x
"
∈ωcell+Z2
ª
, Q"(x) =Qcell
 x
"
modZ2

(4.16)
und deren Lösung u", p", m".
Die Idee der Homogenisierung ist nun, im Grenzwert für " → 0 den Einfluss der
Mikrostruktur von der makroskopischen Konfiguration (die Form von Ω und dem ex-
ternen Feld Hext) zu trennen. Dazu betrachten wir eine Folge von Lösungen (u",m",ψ")
für " → 0. Dabei kann der Phasenparameter p" für gegebene u" und m" durch punkt-
weise Minimierung gewonnen werden und spielt daher in den folgenden Betrachtungen
keine Rolle, die Behandlung des Demagnetisierungspotentials dagegen erfordert einige
Sorgfalt, so dass wir es explizit in die Betrachtungen einschließen.
Für das beschriebene Problem ist noch kein Homogenisierungsresultat bekannt, es ist
jedoch zu erwarten, dass schwache Grenzwerte (u0,m0,ψ0) eine Energie der folgenden
Art minimieren (vgl. [CLR07b]):
Eeff[u0,m0,ψ0] =
∫
Ω
Weff
 
m0(x + u0(x)),∇u0(x)

d x
+
∫
R2
M 2s
2µ0
|∇ψ0(y)|2−
Ms
µ0
Hext(y) ·m0(y)dy (4.17)
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Dabei seien für u0 geeignete (makroskopische) Randwerte gefordert undψ0 sei das Dema-
gnetisierungspotential zu m0 gemäß Formulierung 2.2.1.
Die effektive Energiedichte Weff wird über das Lösen eines Zellproblems berechnet.
Wir müssen dabei für jeden Punkt z ∈Ω der makroskopischen Konfiguration ein mikro-
skopisches bzw. Zellproblem lösen. Dazu suchen wir für jedes z ∈ Ω einen mikroskopi-
schen Korrektor (u,m,ψ) auf Ωcell = (0;1)
2, d. h.
u :Ωcell→R2 , ϕ = I+ u ,
m : ϕ(Ωcell)→ S1 ∪ {0} , ψ : ϕ(Ωcell)→R .
Dabei gehen die Werte der makroskopischen (gemittelten) Lösungen F0 = ∇u0(z) und
M0 = m0(z + u0(z)) sowie H0 =∇ψ0(z + u0(z)) als Parameter in das Zellproblem ein.
Die Korrektoren u, m und ψ sind dabei Minimierer einer Energie wie in Formulie-
rung 4.2.1 unter Randwerten bzw. Nebenbedingungen, die sich aus diesen Parametern
ergeben: Für den mikroskopischen Korrektor u der Verschiebung fordern wir affin-peri-
odische Randwerte
u(x + ei ) = u(x)+ F0ei für x, x + ei ∈ ∂ Ωcell , (4.18)
bei der Magnetisierung entspreche das Integralmittel des Korrektors der makroskopi-
schen Magnetisierung ∫
ϕ(Ωcell)
m(y)dy =M0 . (4.19)
In nahe liegender Weise könnte man für das mikroskopische Demagnetisierungspoten-
tial analog zu u affin-periodische Randwerte
ψ˜
 
ϕ(x + ei )

= ψ˜
 
ϕ(x)

+H0 · (I+ F0)(ei )
fordern. Dann wäre ∇ψ˜ das vollständige Demagnetisierungsfeld. Wir verwenden jedoch
stattdessen periodische Randwerte
ψ
 
ϕ(x + ei )

=ψ
 
ϕ(x)

für x, x + ei ∈ ∂ Ωcell . (4.20)
Da in beiden Fällen Gleichung (2.19) gilt, ist ∆ψ˜=∆ψ. Daher ist ψ˜(y) = ψ(y) +H0 · y,
und wir können die Demagnetisierungsenergie wie folgt berechnen:∫
ϕ(Ωcell)
|∇ψ˜(y)|2 dy =
∫
ϕ(Ωcell)
|∇ψ(y)+H0|2 dy
=
∫
ϕ(Ωcell)
|∇ψ(y)|2+ 2∇ψ(y) ·H0+ |H0|2 dy
=
∫
ϕ(Ωcell)
|∇ψ(y)|2+ |H0|2 dy +
∫
∂ ϕ(Ωcell)
2ψ(y)ν(y) ·H0 dy
=
∫
ϕ(Ωcell)
|∇ψ(y)|2+ |H0|2 dy
85
4 Magnetische Formgedächtnis-Materialien
Im Randintegral addieren sich jeweils gegenüberliegende Seiten aufgrund der Periodi-
zität von ψ und der unterschiedlichen Vorzeichen der Normalen zu Null. Der Term∫ |H0|2 = ∫ |∇ψ0|2 ist bereits Teil der makroskopischen Energie in (4.17), als mikroskopi-
sche Demagnetisierungsenergie verbleibt also auch bei den hier gewählten periodischen
Randwerten ohne Offset nur das Dirichlet-Integral von ψ. Der Vorteil dieser Vorgehens-
weise ist es, dass dadurch das Demagnetisierungspotential der beiden Probleme entkop-
pelt wird, H0 geht gar nicht mehr als Parameter in das mikroskopische Problem ein.
Damit ergibt sich
Formulierung 4.3.1 (Energie des Zellproblems) Seien Ωcell = (0;1)
2, ωcell ⊂ Ωcell und
Q :ωcell→ SO(2). Gesucht sind
u :Ωcell→R2 , ϕ = I+ u , (4.21)
m : ϕ(Ωcell)→ S1 ∪ {0} , ψ : ϕ(Ωcell)→R . (4.22)
mit supp(m) ⊂ ϕ(ωcell), und den Randwerten nach (4.18) und (4.20) so dass die folgende
Energie minimal wird:
E"[F0, hext, u,m] = Ematrelast [u]+Edemag[u,m]+minp
E part
elast
[u, p]+Eanis[u,m, p]

− Ms
µ0
∫
ϕ(Ωcell)
hext ·m(y)dy . (4.23)
Wir definieren nun die effektive Energiedichte über den Wert der minimalen Energie
des Zellproblems
Weff(M0,F0) = sup
hext∈R2
¨
Ms
µ0
hext ·M0+ infu,mE"[F0, hext, u,m]
«
. (4.24)
Der lineare Term in hext darin erzwingt zusammen mit dem entsprechenden Teil der mi-
kroskopischen Energie die Nebenbedingung (4.19) an die Magnetisierung: Für gegebenes
F0 ist infu,m E"[F0, hext, u,m] in Bezug auf hext als Infimum einer Familie affiner Funktio-
nen konkav. Addieren wir nun eine weitere affine Funktion von hext, so ergibt sich als
Bedingung für das Supremum in Bezug auf hext
Ms
µ0
M0−
Ms
µ0
∫
ϕ(Ωcell)
m(y)dy = 0 .
Mit der verwendeten Skalierung hat der Term in E" die Form von Eext, man kann hext
daher als effektives magnetisches Feld interpretieren.
Für konvexe Energien ist bekannt, dass es genügt das Zellproblem auf der Skala der Mi-
krostruktur zu betrachten. Im nichtkonvexen Fall (wie hier) kann es vorkommen, dass
die Periodizität der Lösung ein beliebiges ganzzahliges Vielfaches der Periodizität der Mi-
krostruktur ist, siehe etwa [Bra85, Mül87], oder [BD98, Kap. 14]. Daher muss man für
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das oben diskutierte Zellproblem grundsätzlich über alle möglichen Periodizitätsskalen
der Lösung minimieren, d. h. über alle Zellen der Form (0;k)2, wenn die Geometrie
modulo Z2 periodisch ist. In der Numerik beschränken wir uns dabei in der Regel auf
k = 1, einige numerische Beispiele in Abschnitt 4.12 werden explizit mit zwei oder vier
Perioden der Geometrie innerhalb des Zellproblems gerechnet.
Zur Illustration der Skalenentkopplung für das Demagnetisierungsfeld betrachten wir
ein einfaches Beispiel, in dem sich das makroskopische Feld aus (4.17) analytisch berech-
nen lässt. Dazu sei Ω ein Kreis vom Radius R. (Ähnlich lässt sich auch für Ellipsen argu-
mentieren, vgl. [Max04, Osb45].)
Unter einem gleichmäßigen magnetischen Feld Hext = h¯ ∈R2 stellt sich eine konstante
Magnetisierung m0 = M0 ∈ R2 ein. (Das Demagnetisierungsfeld einer konstant magneti-
sierten Ellipse ist im Innern ebenso konstant.) Also hat (4.17) einen stationären Punkt,
bei dem m0 (und ebenso ∇u0) konstant sind. Das vollständige Demagnetisierungsfeld ist
dann
ψ0(x) =
(
m¯x1/2 für |x|< R ,
m¯x1R
2/(2|x|2) sonst,
wenn O. B. d. A. M0 = m¯e1. Damit ergibt sich für die effektive Energie
Eeff =piR2W eff(M0,F0)+
M 2s
2µ0
piR2|M0|2
2
− Ms
µ0
piR2Hext ·M0 . (4.25)
Minimierung nach M0 ergibt
∇M0W eff(M0,F0)+
M 2s
2µ0
M0−
Ms
µ0
Hext = 0 ,
während wir aus (4.24) folgendes erhalten:
∇M0W eff(M0,F0) =
Ms
µ0
hext
Also ergibt sich für das effektive Feld in dieser Geometrie
hext =Hext−
Ms
2
M0 . (4.26)
Dabei ist der Faktor 1/2 der so genannte Demagnetisierungsfaktor eines Kreises. Ein
kreisförmiges Gebiet würde sich unter einem konstanten magnetischen Feld zu einer
Ellipse verformen (vgl. Abschnitt 3.8), was zu einer geringen Korrektur dieses Faktors
führen würde. Der Übersicht halber ignorieren wir diese Korrektur jedoch bei den Be-
rechnungen in Abschnitt 4.12 – wir können etwa annehmen, dass sich ein ursprünglich
ellipsoides Gebiet unter der umgekehrten Verschiebung in einen Kreis deformiert hat.
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4.4 Mikrostruktur und Materialparameter
Wir betrachten Konfigurationen kleiner Partikel, die sehr viel härter als die umgeben-
de Polymermatrix sind. Daher erlauben wir für die Partikel nur affine Deformationen.
Für kleine, weit entfernte elliptische Partikel ist dies exakt [Esh57, Hil65], für die hier
betrachteten Fällen hat sich diese Annahme in Vergleichsrechnungen als angemessen her-
ausgestellt, siehe Abbildung 4.9.3. Insbesondere ist sie wesentlich besser als die Einschrän-
kung auf rotierte Varianten der Eigenverzerrung.
Seien dazu ωi die einzelnen Partikel. Diese mögen den Rand der periodischen Zelle
(0;1)2 nicht schneiden. Auf jedem Partikel sei die Verschiebung als
u(x) = Fi x + bi für x ∈ωi (4.27)
gegeben. Im Polykristall (hier bezeichne ωi ein Korn) ist diese Annahme selbstverständ-
lich nicht gerechtfertigt, da sie in fast allen Fällen den Kompatibilitätsbedingungen an den
Korngrenzen widerspricht. Hier schränken wir den Raum der erlaubten Verschiebungen
nicht weiter ein.
In ähnlicher Weise wollen wir annehmen, dass sich die Partikel bzw. Körner in Bezug
auf die Magnetisierung und den Phasenparameter als einzelne Domänen verhalten, d. h.
m und p seien auf ωi jeweils konstant. Weiterhin seien die Partikel tatsächlich Einkris-
talle, so dass auch Q aufωi einen konstanten Wert hat:
m(y) = mi für y ∈ (I+ u)(ωi ) , (4.28)
p(x) = pi für x ∈ωi , (4.29)
Q(x) =Qi für x ∈ωi . (4.30)
Im Folgenden, insbesondere in Abschnitt 4.11, sollen physikalisch relevante effektive
Größen berechnet werden. Dazu betrachten wir alle Längen als dimensionslos bzw. in
Relation zum Einheitsquadrat (0,1)2 gemessen, damit erhalten wir Energiedichten, die
sich direkt auf jede makroskopische Konfiguration übertragen lassen. Wir messen diese
Energiedichten in MPa= 106 J/m3. Das effektive Feld hext werde in Tesla gemessen, die
in der Praxis (und in den numerischen Experimenten) benutzten Felder sind von der Grö-
ßenordnung 1 T [LU00, SGS+05]. Die Konstante in Eext ist Msµ0 = 0,50 MPaT , wobei wir für
Ni2MnGa gemessene Werte verwenden [LU00]. Entsprechend lässt sich die Konstante
aus Edemag durch M
2
s
µ0
=µ0

Ms
µ0
2
, ausdrücken, wobei µ0 =
4pi
10
T2
MPa (wir verwenden die Nä-
herung M 2s /µ0 = 0,31 MPa). Als Anisotropie-Konstante wird der Wert Ku = 0,13 MPa
benutzt [O’H98, SGS+05]. Die Eigenverzerrung von Ni2MnGa sei "0 = 0,058 die elasti-
schen Konstanten c11 = 160 GPa, c44 = 40 GPa, c11− c12 = 4 GPa [SMP+04, DCCW05]
und [PJF+04]. Für das Polymer lassen wir mehr Variation zu, typisch ist die Größenord-
nung einiger GPa [KKCH05]. Falls nicht anders angegeben ist λ= 50 GPa, µ= 2 GPa.
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4.5 Diskretisierung der Elastizität in der Matrix
Die elastische Verschiebung und das magnetische Streufeld berechnen wir wieder mit der
Methode der Randelemente. Die verwendeten Operatoren wurden in Abschnitt 3.4 ein-
geführt, ausführlichere Erläuterungen finden sich in Kapitel 5. Zu großen Teilen werden
ähnliche Methoden wie in Abschnitt 3.5 verwandt.
In Abschnitt 4.4 haben wir das Modell soweit vereinfacht, dass sich zahlreiche Unbe-
kannte stückweise durch Konstanten darstellen lassen. Dies sind für jedes Partikelωi die
Parameter Fi und bi einer affinen Verschiebung, der diskrete Phasenparameter pi , die Ma-
gnetisierung mi sowie der lineare Anteil F0 des makroskopischen Verschiebungsgradien-
ten. Für Polykristalle ergibt sich der gleiche Satz von Konstanten, lediglich die elastische
Verschiebung in den Körnern lässt sich hier nicht auf affine Funktionen reduzieren. Als
kontinuierliche Freiheitsgrade verbleiben die Verschiebung u im Polymer bzw. den Kör-
nern des Polykristalls und das Demagnetisierungspotential ψ. Diese diskretisieren wir
wie folgt:
Zunächst approximieren wir die Ränder der jeweiligen Teilgebiete durch Streckenzü-
ge. Dabei seien die Diskretisierungen so gewählt, dass gemeinsame Teile zweier Ränder
von beiden Seiten gleich diskretisiert sind – dies stellt bei eindimensionalen Rändern
keine zusätzliche Schwierigkeit dar. Trotzdem werden die Teilgebiete zunächst separat
betrachtet und anschließend durch geeignete Übergangsbedingungen gekoppelt. Die in
Abschnitt 3.5 verwandte direkte Identifikation der Freiheitsgrade ist insbesondere bei
Polykristallen, in denen sich jeweils nur Teile der Ränder überschneiden und die Kopp-
lungsbedingungen zusätzlich die unterschiedliche Ausrichtung der Anisotropie berück-
sichtigen müssen, äußerst unhandlich. Man kann jedoch durch eine geeignete Implemen-
tierung die zusätzlichen Freiheitsgrade vor dem eigentlichen Invertieren der Matrix eli-
minieren, vgl. Abschnitt 6.2.
Seien nun Γ0 = ∂ (Ω \ω) der Rand der Polymer-Matrix und Γ j = ∂ ω j die Ränder
der Partikel bzw. Körner. Diese seien durch Polygone Γ j
h
aus Strecken der Länge O (h)
approximiert. Dabei sei die Diskretisierung so gewählt, dass die Kollokationspunkte be-
nachbarter Körner bzw. die von Partikeln und Matrix an ihren Grenzflächen überein-
stimmen.
Zunächst betrachten wir die Elastizität des Polymers. Dabei sind an den Rändern der
Partikeln durch Fi und bi Dirichlet-Randwerte gegeben, an den Rändern von Ω periodi-
sche Randbedingungen mit einem affinen Offset F0. Damit erhalten wir die folgenden
kontinuierlichen Gleichungen für die elastische Verschiebung u in Ω \ω:
divCmatr"[u] = 0 , in Ω \ω ,
u(x) = F j x + b j , für x ∈ Γ j ,
u(x + ei ) = u(x)+ F0ei , für x, x + ei ∈ Γ0 ,
Cmatr"[u](x + ei )ei =Cmatr"[u](x)ei , für x, x + ei ∈ Γ0 .
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Die Diskretisierung erfolgt nach dem in Kapitel 5 beschriebenen direkten Ansatz. Für
die Elastizität werden stückweise affine Ansatzfunktionen verwendet. Dabei werden zu-
nächst sowohl die Verschiebungen als auch die Normalenspannungen auf dem Rand als
Unbekannte verwendet. Die Randbedingungen werden als weitere Gleichungen hinzu-
gefügt, die aufgrund ihrer einfachen Gestalt jedoch wie in Abschnitt 6.2 beschrieben vor
der eigentlichen Invertierung der Matrix eliminiert werden können.
In inneren Punkten der Kanten von ∂ Ω werden die Bedingungen zur Periodizität
ebenfalls direkt als zusätzliche Gleichungenmodelliert. Die Behandlung der periodischen
Randwerte in den Ecken erfordert jedoch besondere Sorgfalt: Für die Verschiebung sind
in kanonischer Weise drei Bedingungen für die Periodizität erforderlich, dies ist jedoch
eine mehr als die Anzahl der Unbekannten zulässt. Die zusätzliche Bedingung kann etwa
mit einem Lagrange-Multiplikator hinzugefügt werden.
Für die Normalenspannungen ist zu beachten, dass die Normale in den Ecken springt.
Also kann hier auch keine Stetigkeit der Normalenspannungen im üblichen Sinne (ent-
lang von ∂ Ω) gefordert werden. Stattdessen erlaubt man in den Ecken zunächst Sprünge
der Randspannungen. Nun ergeben sich für die doppelten Freiheitsgrade in den Eck-
punkten jedoch auch zwei Periodizitätsbedingungen: Eine zum entsprechenden Punkt
der gegenüberliegenden Kante, eine zum anderen Endpunkt derselben Kante. Letztlich
erhält man dadurch genau zwei Freiheitsgrade für die Randspannungen in den Ecken, vgl.
Abbildung 4.5.1.
Γ0;1
h
Γ0;1
h
Γ0;2
h
Γ0;2
h
t 2
h
t 2
h
t 1
h
t 1
h
Abbildung 4.5.1:
Periodische Randspannungen: Man verdoppelt die Freiheitsgrade in den Ecken. Je-
weils an den roten und den blauen Freiheitsgraden müssen die Randspannungen über-
einstimmen. Zur Unterscheidung der beiden Freiheitsgrade werden die diskreten Rand-
spannungen th in zwei Teile t
1
h und t
2
h aufgeteilt.
Dazu bezeichne Γ0;k
h
jeweils den Teil des Randes Γ0h des Einheitsquadrates, der senk-
recht auf ek steht – die Ecken werden zu beiden Teilen des Randes gezählt. Auf Γ
0;k
h
(das
also aus zwei nicht zusammenhängenden Teilen besteht) sei dann die stückweise affine
Funktion t k
h
definiert. Die Ecken des Quadrates sind Kollokationspunkte, die damit auf
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beiden Teilen des Randes liegen; die Freiheitsgrade von t 1h und t
2
h an demselben Kolloka-
tionspunkt sind jedoch voneinander unabhängig. Stattdessen fordern wir
t kh (ξi + e j ) = t
k
h (ξi ) für ξi ,ξi + e j ∈ Γ0;kh ,
d. h. das sowohl t 1h als auch t
2
h entlang der Koordinatenachsen periodisch sind.
Aus der Randelemente-Gleichung ergibt sich eine Approximation der Verschiebung
und der Normalenspannungen auf dem Rand. Aus diesemWerten lässt sich nun die elas-
tische Energie in der Polymer-Matrix berechnen. Dazu drücken wir zunächst auf kon-
tinuierlicher Ebene die Energie mittels partieller Integration durch die Randwerte aus,
und verwenden dann das diskrete Analogon dieser Darstellung zur Approximation der
Energie:
Ematrelast [u] =
∫
Ω\ω
1
2
Cmatr"[u] : "[u]d x =
∫
Ω\ω
1
2
Cmatr"[u] :∇u d x
=− 1
2
∫
Ω\ω
divCmatr"[u] · u d x +
1
2
∫
∂ Ω∪∂ ω
(Cmatr"[u]ν) · u dH 1
=−∑
i=1,2
1
2
∫
Ei
(Cmatr"[u]ν) · (F0ei )dH 1+
1
2
∫
∂ ω
(Cmatr"[u]ν) · u dH 1 .
Wegen der affinen Periodizität von u ergibt sich in der letzten Zeile schließlich nur die
Integration entlang zweier Randkanten Ei = {x|x, x + ei ∈ ∂ Ω} des äußeren Randes.
Verfahren 4.5.1 (Elastizität in der Polymermatrix) Sei Γ0h eine Diskretisierung des Ran-
des der Polymer-Matrix, (ξi )i die Kollokationspunkte in den Segment-Endpunkten von Γ
0
h ,
(ϕi )i die Ansatzfunktionen und uh , th ∈ Vh die Approximation der elastischen Verschiebun-
gen bzw. Normalenspannungen auf dem Rand. Die Diskretisierung sei so gewählt, dass ξi±e j
auch ein Kollokationspunkt ist, falls es auch auf Γ0h liegt, d. h. gegenüberliegende Seiten der
Periodizitätszelle sind gleich diskretisiert. Für th fordern wir in den Ecken keine Stetigkeit,
wir bezeichnen (nach Richtung der Normalen) die jeweiligen Teile von th mit t
k
h
, die Teile
von Γ0h mit Γ
0;k
h
, siehe Abbildung 4.5.1. Dann berechnen wir uh und th durch
uh =U
elast
h [th]−V elasth [uh]+ F elasth uh
uh(ξi ) = Fαξi + bα , für ξi ∈ Γαh ,
uh(ξi + e j ) = uh(ξi )+ F0e j , für ξi ,ξi + e j ∈ Γ0h ,
t kh (ξi + e j ) = t
k
h (ξi ) , für ξi ,ξi + e j ∈ Γ0;kh .
Sei nun li =
∫
ϕi und uh = (ui )i , th = (ti )i . Dann approximieren wir die elastische Energie
durch
Ematrelast;h[uh ; th] =
∑
j
∑
ξi∈E j
li ti · (F0e j )+
∑
i
li ti · ui .
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Dabei verwenden wir die gelumpte Massematrix für die Integrationen auf dem Rand.
4.6 Diskretisierung der Elastizität im Polykristall
Im Fall von Polykristallen ist das Vorgehen etwas anders. Hier muss das elastische Pro-
blem in allen Körnern mittels Randelementen approximiert werden, eine Reduktion auf
affine Verschiebungen in den einzelnen Körnern ist hier wegen der Kompatibilitätsbedin-
gungen an den Korngrenzen nicht sinnvoll. Dazu betrachten wir zunächst die folgenden
Gleichungen für alle Körnerωα:
divC"[u] = 0 , in ωα ,h
C ("[u]− "¯)
iβ
α
(x) ν(x) = 0 auf ∂ ωα ∩ ∂ ωβ , α 6=β ,
u(x + ei ) = u(x)+ F0ei , für x, x + ei ∈ Γ0 ,
C"[u](x + ei )ei =C"[u](x)ei , für x, x + ei ∈ Γ0 .
Bei der Diskretisierung ergibt sich nun ein ähnliches Problem für die Randspannun-
gen, wie es im Komposit-Fall in den Ecken des Periodizitätsgebiets auftritt: In Tripel-
punkten (oder natürlich auch Schnittpunkten höherer Ordnung) der Korngrenzen ist es
nicht möglich eineNormale zu definieren. ImGegensatz zu den Eckpunkten des Quadra-
tes können hier aber beliebige Winkel auftreten, so dass die Identifikation verschiedener
Normalenspannungen in der Regel nicht sinnvoll ist.
Stattdessen sind alle Normalenspannungen eines Eckpunktes jeweils entsprechende
Komponenten eines matrixwertigen Spannungstensors. Wir führen also an jedem sol-
chen Punkt die vier Komponenten des vollen Spannungstensors als weitere Freiheitsgra-
de ein und koppeln die Normalenspannungen über entsprechende Bedingungen an die
volle Spannung, vgl. Abbildung 4.6.1. Ein geeignetes Verfahren für Gleichungssysteme
mit solchen Nebenbedingungen wird in Abschnitt 6.2 beschrieben.
Dazu zerlegen wir den Rand Γαh eines Kornωα in Teilstücke Γ
α;k
h
, die jeweils die Grenze
zwischen zwei Körnern bezeichnen. Die Tripelpunkte sollen jeweils in allen betroffenen
Teilrändern enthalten sein. Anstelle einer diskreten Funktion tαh für die Normalenspan-
nungen auf Γαh betrachten wir Funktionen t
α;k
h
, die jeweils auf den Teilen Γα;k
h
des Randes
definiert sind. Dabei fordern wir zwischen benachbarten oder gegenüberliegenden Funk-
tionen tαh zunächst keine Stetigkeit.
Stattdessen soll für einen Kollokationspunkt ξi ∈ Γβ;qh und sein periodisches Äquiva-
lent ξi +
  n
m
 ∈ Γα;p
h
mit m,n ∈N0 das Kräftegleichgewicht in der Form
tα;p
h

ξi +
  n
m
−C "¯ανα;p ξi +   nm=C "¯βνβ;q(ξi )− tβ;qh (ξi ) , (4.31)
gelten. Weiterhin bezeichnen wir die Menge der Tripelpunkte mit
T =
n
ξi ∈Nh
 α  ξi +   nm ∈ Γαh	> 2o (4.32)
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Γ1;1
h
Γ1;2
h
Γ1;4
h
ν1;2
ν1;1
Abbildung 4.6.1:
Randspannungen im Polykristall. Anstelle der Periodizitätszelle (0;1)2, deren Rän-
der in der Regel im Inneren einzelner Körner liegen, betrachten wir eine äquivalente
nichtquadratische Zelle, die aus unzerteilten Körnern besteht. Der affine Anteil der
makroskopischen Verschiebung ist dabei zwischen den außen liegenden Rändern der
Körner in analoger Weise zu berücksichtigen, d. h. u(x +
  n
m

) = u(x)+ F0
  n
m

falls x
und x +
  n
m

Punkte auf äußeren Rändern sind und n,m ∈ N0. Die Normalenspan-
nungen diskretisieren wir entlang der Randsegmente durch stetige, stückweise affine
Ansatzfunktionen. In den Ecken fordern wir keine Stetigkeit. Stattdessen sollen in ei-
ner Ecke alle anliegenden Normalenspannungen der jeweiligen Normalkomponente
einesmatrixwertigen Spannungstensors entsprechen.
und betrachten einen solchen Punkt ξi ∈ T und alle Teilstücke Γα;ph des Randes, auf denen
ein periodisches Äquivalent dieses Punktes liegt,
ξi +
  n
m
 ∈ Γα;p
h
mit m,n ∈N0 .
Dann müssen für alle diese α und p die Normalenspannungen tα;p
h
an diesem Kollokati-
onspunkt ξi +
  n
m

Komponenten einesmatrixwertigen Spannungstensors Si sein:
tα;p
h

ξi +
  n
m
−C "¯ανα;p ξi +   nm= Si να;p ξi +   nm (4.33)
Ein weiteres Problem stellt die Tatsache dar, dass die Anisotropieachsen in benachbar-
ten Körnern unterschiedlich ausgerichtet sind. Die in Abschnitt 5.1 beschriebene Fun-
damentallösung (insbesondere die Implementierung der Berechnung der Matrixeinträge
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nach Abschnitt 6.3) geht jedoch von der Ausrichtung der Anisotropie an den Koordina-
tenachsen aus. Die Transformation der Fundamentallösung in ein anderes Koordinaten-
system kann dabei folgendermaßen erfolgen:
Lemma 4.6.1 (Transformation der Fundamentallösung) Sei Q eine Rotationsmatrix,
die die Standardbasis (ei )i auf Vektoren ( fi )i abbildet, C der Elastizitätstensor in Standard-
koordinaten und u∗ die zugehörige Fundamentallösung∑
j k l
Ci j k l∂ j∂l u
∗
km(x, y) = δimδ(x − y) (4.34)
sowie C˜ der Elastizitätstensor im ( fi )i -Koordinatensystem und u˜
∗ die diesem entsprechende
Fundamentallösung∑
βγδ
C˜αβγδ(∂β∂δ u˜
∗
γ t )(Q
T x,QT y) = δαtδ(Q
T x −QT y) . (4.35)
Dann gilt
u∗km(x, y) =
∑
s t
Qk sQmt u˜
∗
s t (Q
T x,QT y) .
Beweis: Da Q orthogonal ist gilt Q−1 =QT , also
∑
i Qi jQi k = δ j k . Der Elastizitätsten-
sor transformiert mittels
Ci j k l =
∑
αβγδ
C˜αβγδQiαQ jβQkγQlδ . (4.36)
Dann gilt für die Fundamentallösungen ∑
j k l
Ci j k l∂ j∂l u
∗
km(x, y) = δimδ(x − y)
⇔ ∑
αβγδ j k l s t pq
C˜αβγδQiαQ jβQkγQlδQk sQmt (∂p∂q u˜
∗
s t )(Q
T x,QT y)Q j pQl q = δimδ(Q
T x −QT y)
⇔ ∑
αβγδ t
C˜αβγδQiαQmt (∂β∂δ u˜
∗
γ t )(Q
T x,QT y) = δimδ(Q
T x −QT y)
⇔ ∑
βγδ
C˜αβγδ (∂β∂δ u˜
∗
γ t )(Q
T x,QT y) = δαtδ(Q
T x −QT y) .

Der Elastizitätstensor C˜ in an die Anisotropie angepassten Koordinaten lässt sich (bei
kubischer Anisotropie) entsprechend (2.4) durch die Konstanten c˜11, c˜12 und c˜44 darstel-
len, u˜∗ ist dann die in Abschnitt 5.1 und 6.3 beschriebene Fundamentallösung. Daraus
lässt sich die Fundamentallösung u∗ in Weltkoordinaten dann nach Lemma 4.6.1 berech-
nen.
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Um nun diese Fundamentallösung auszuwerten, müssen wir also die transformierte
Lösung jeweils an den entsprechend rotierten Koordinaten auswerten und integrieren.
Letztlich ist bei der Formulierung der Sprungbedingungen noch zu beachten, dass sich
über Korngrenzen hinweg die Ausrichtung der Anisotropie ändert.
Die Energiedichte lässt sich in jedem Korn wie oben berechnen.
Verfahren 4.6.1 (Elastizität im Polykristall) Seien Γαh Approximationen der Korngren-
zen des Polykristalls und (ϕαi )i die Ansatzfunktionen auf Γ
α
h ; weiterhin seien u
α
h , t
α
h ∈ V αh die
Approximation der elastischen Verschiebungen bzw. Normalenspannungen auf den Grenz-
flächen und (ξi )i die Kollokationspunkte in den Segment-Endpunkten. Die Diskretisierung
sei so gewählt, dass ξi +
  n
m

für n,m ∈ N0 auch ein Kollokationspunkt ist, falls es auch
auf einem Γαh liegt, d. h. gegenüberliegende Seiten der Körner sind gleich diskretisiert. Für t
α
h
fordern wir in den Tripelpunkten keine Stetigkeit entlang des Randes, wir bezeichnen die
Abschnitte von tαh mit t
α;k
h
, die Teile von Γαh mit Γ
α;k
h
sowie die entsprechenden Normalen
mit να;k , vgl. Abbildung 4.6.1. Dann berechnen wir u
α
h und t
α
h durch
uαh =U
elast;α
h
[tαh ]−V elast;αh [uαh ]+ F elast;αh uαh ,
für alle α ,
uαh

ξi +
  n
m

= uβ
h
(ξi )+ F0
  n
m

,
für ξi +
  n
m
 ∈ Γαh , ξi ∈ Γβh ,
tα;p
h

ξi +
  n
m
−C "¯ανα;p ξi +   nm=C "¯βνβ;q(ξi )− tβ;qh (ξi ) ,
für ξi +
  n
m
 ∈ Γα;p
h
, ξi ∈ Γβ;qh ,
tα;p
h

ξi +
  n
m
−C "¯ανα;p ξi +   nm= Si να;p ξi +   nm ,
für ξi +
  n
m
 ∈ T ,
T =
n
ξi ∈Nh
 α  ξi +   nm ∈ Γαh	> 2o .
Sei nun l αi =
∫
ϕαi und u
α
h = (u
α
i )i , t
α
h = (t
α
i )i . Dann approximieren wir die elastische
Energie durch
Eelast;h[uh ; th] =
∑
α
∑
i
l αi t
α
i · uαi .
Dabei verwenden wir die gelumpte Massematrix für die Integrationen auf dem Rand. Die
Integraloperatoren U elast;α
h
und V elast;α
h
seien die entsprechend Qα rotierten Varianten auf Γ
α
h .
4.7 Diskretisierung des Demagnetisierungspotentials
In ähnlicher Weise behandelt man das Demagnetisierungspotential, auch dabei ist die
Gleichung in allen Partikeln bzw. Körnern und ggf. der nichtmagnetischen Matrix zu
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betrachten, die Sprungterme sind ähnlich denen der Elastizität. Im vorliegenden Fall be-
schränkenwir uns auf die Diskretisierungmittels stückweise konstanter Basisfunktionen,
so dass die oben beschriebene spezielle Behandlung von Eckpunkten des Rechengebietes
und der Körner nicht notwendig ist.
Für gegebene Magnetisierungen (mi )i – zusätzlich zu den Werten auf den Partikeln
setzen wir im Komposit-Material m0 = 0 im nichtmagnetischen Polymer – und eine elas-
tische Deformation ϕ = I+ u mit periodischem Offset G0 = I+ F0 ist das magnetische
Potential ψ (dass zur Berechnung der Demagnetisierungsenergie benötigt wird) die Lö-
sung von Formulierung 2.2.2, d. h.
∆ψ= 0 , in ϕ(Ω \ ∂ ω) ,∇ψβ
α
· ν = (mβ−mα) · ν , auf ϕ(∂ ω) ,
ψ(·+G0 ei ) =ψ , auf ∂ ϕ(Ω) ,
∇ψ(·+G0 ei ) ·G0ei =∇ψ ·G0ei , auf ∂ ϕ(Ω) ,
wobei ν eine Normale an den deformierten Rand ϕ(∂ ω) ist. Die irrelevante additive
Konstante legen wir mittels
∫
∂ ω
ψ= 0 fest.
Wie oben lässt sich die Demagnetisierungsenergie anschließend allein aus den Rand-
werten von ψ berechnen. Dabei macht sich die Zerlegung des Randes in ∂ Ω ∪ ∂ ω im
Fall eines Komposits die Tatsache zunutze, dass die Partikel den Rand der Periodizitäts-
zelle nicht schneiden.
Edemag[u,m] =
M 2s
µ0
∫
ϕ(Ω)
1
2
|Hd |2 dy =
M 2s
µ0
∫
ϕ(Ω)
1
2
|∇ψ|2 dy
=
1
2
M 2s
µ0

−
∫
ϕ(Ω\∂ ω)
∆ψψdy +
∫
ϕ(∂ (Ω\ω))
(∇ψ · ν)ψdH 1(y)
+
∑
α
∫
ϕ(∂ ωα)
(∇ψ · να)ψdH 1(y)

=
1
2
M 2s
µ0
∑
α
∫
ϕ(∂ ωα)
(mα · να)ψdH 1(y) .
Die Randintegrale über ∂ Ω fallen im zusammengesetzten Material aufgrund der periodi-
schen Randwerte weg, im Polykristall werden sie wie andere Korngrenzen behandelt.
Die Sprungbedingung
∂νβψ+ ∂ναψ=
∇ψβ
α
· ν = (mβ−mα) · ν = mβνβ+mανα
ermöglicht es dann, in der Summe (in der jede Grenzfläche von beiden Seiten betrachtet
auftaucht) anstelle der Normalenableitung von ψ die stückweise konstanten Magnetisie-
rungen einzusetzen.
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Verfahren 4.7.1 (Demagnetisierungsfeld) Seien Γαh Approximationen der deformierten
Korngrenzen (bzw. der Ränder von Partikeln und Matrix) und (ϕαi )i die Ansatzfunktionen
auf Γαh ; weiterhin seien ψ
α
h , ψ˜
α
h ∈ V αh die Approximation des Demagnetisierungspotentials
bzw. der Normalenableitungen auf den Grenzflächen und (ξi )i die Kollokationspunkte in
den Segment-Mittelpunkten. Die Diskretisierung sei so gewählt, dass ξi +G0
  n
m

für n,m ∈
N0 auch ein Kollokationspunkt ist, falls es auch auf einem Γαh liegt, d. h. gegenüberliegende
Seiten sind gleich diskretisiert. Dann berechnen wir ψαh und ψ˜
α
h durch
ψαh =U
∆;α
h
[ψ˜αh]−V ∆;αh [ψαh]+ F ∆;αh ψαh ,
für alle α ,
ψαh

ξi +G0
  n
m

=ψβ
h
(ξi ) ,
für ξi +G0
  n
m
 ∈ Γαh , ξi ∈ Γβh ,
ψ˜α;p
h

ξi +G0
  n
m
−mανα ξi +G0  nm= mβνβ(ξi )− ψ˜β;qh (ξi ) ,
für ξi +G0
  n
m
 ∈ Γα;p
h
, ξi ∈ Γβ;qh .
Sei nun l αi =
∫
ϕαi und ψ
α
h = (ψ
α
i )i . Dann approximieren wir die Demagnetisierungsenergie
durch
Edemag;h[ψh] =
1
2
M 2s
µ0
∑
α
∑
i
l αi ψ
α
i mα · να(ξi ) .
Dabei verwenden wir die gelumpte Massematrix für die Integrationen auf dem Rand.
4.8 Abstiegsverfahren
Nachdem wir die Verfahren zur Berechnung der elastischen Verschiebung u und des ma-
gnetischen Potentials ψ diskutiert haben, verbleibt zur Bestimmung der Gleichgewichts-
konfiguration nur noch die Minimierung über die wenigen verbleibenden Freiheitsgrade,
das sind im zusammengesetzten Material
(F0, (Fi )i , (bi )i , (mi )i , (pi )i ) ∈R4+4N+2N+N ×{1;2}N ,
bzw. im Polykristall
(F0, (mi )i , (pi )i ) ∈R4+N ×{1;2}N .
Wenn wir nämlich für einen gegebenen Satz dieser Parameter u und ψ berechnen, kön-
nen wir diese beiden Unbekannten aus den Parametern der Energie eliminieren und die
Energie nun als Funktion lediglich von RM × {1;2}N (mit M = 4+ 7N im Komposit
bzw. M = 4+N im Polykristall) nach R auffassen. Dazu müssen wir für jeden Auswer-
tung der Energie nur die beiden Randintegralgleichungen lösen und deren Ergebnis in
die Gesamtenergie einsetzen.
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ZurMinimierung der Energie verwenden wir einen Gradientenabstieg imRM mit dem
gewöhnlichen Euklidischen Skalarprodukt. Unter Umständen ist eine Skalierung einzel-
ner Komponenten hilfreich, um die Konvergenzgeschwindigkeit zu verbessern. In der
Regel wurden dabei die Magnetisierungen (mi )i mit dem Faktor 100 gewichtet. Dies ist
insbesondere in den Fällen angebracht, in denen aufgrund eines starken externen Feldes
a priori eine gute Schätzung für die (mi )i bekannt ist.
Der Gradient wird durch zentrale Differenzenquotienten im RM mit Schrittweite δ
approximiert. Die Schrittweite τ des Abstiegs wird mittels der Armijo-Regel bestimmt,
zusätzlich stellen wir δ  τ sicher. Dazu wird δ verkleinert, falls die gewählte Schritt-
weite dies erforderlich macht. Eine untere Schranke garantiert außerdem, dass δ dabei in
dem Bereich bleibt, in dem die Berechnung der Differenzenquotienten numerisch stabil
ist.
Der Raum der diskreten Phasenparameter kann in den betrachteten Konfigurationen
aus relativ wenigen Partikeln vollständig exploriert werden, dabei genügt in der Regel
eine grobe Diskretisierung, um ungünstige Parameter schnell auszuschließen. Anschlie-
ßend kann man die wenigen verbleibenden Kandidaten für die (pi )i auf einer feineren
Diskretisierung vergleichen.
4.9 Validierung
Zur Orientierung zeigen wir zunächst einen Schnitt durch die Energielandschaft. Ab-
bildung 4.9.1 zeigt die Energie als Funktion der Magnetisierung eines Partikels ohne
elastische Deformationen. Das Umschalten zwischen den beiden Varianten lässt sich am
Verhalten der Anisotropie-Energie ablesen.
Um die Implementierung zu verifizieren, vergleichen wir ein Partikel in einer qua-
dratischen Zellen mit vier identischen Partikeln in einer viermal so großen Zelle. Beide
Konfigurationen repräsentieren die gleiche globale Geometrie, der einzige Unterschied
ist die Diskretisierung des periodischen Randes.
Für ein kreisförmiges Partikel mit Radius 0,4 in einem Quadrat mit Seitenlänge 1, dis-
kretisiert mit 32 Punkten, erhalten wir eine makroskopische Verzerrung von 0,0735537
und eine Energie von 2,21812 MPa pro Volumeneinheit. Die Rechnung mit vier Parti-
keln ergibt eine Verzerrung von 0,0735533 und eine makroskopische Energiedichte von
2,21845 MPa, in sehr guter numerischer Übereinstimmung.
Um die Konvergenzrate zu überprüfen, berechnen wir Energiediagramme für unter-
schiedlich feine Diskretisierungen, siehe Abbildung 4.9.2. Für eine vorgegebene Verzer-
rung konvergiert die Energie quadratisch, wie man anhand der experimentellen Kon-
vergenzordnung eoc[E ](N ) := log(EN/4−ENmaxEN−ENmax )/ log(4) in Tabelle 4.9.1 ablesen kann. Die
Konvergenz in Bezug auf die Minimalstelle (d. h. die Größe der makroskopischen Ver-
zerrung) ist sogar noch besser, vgl. Tabelle 4.9.2.
Um die Modellannahme zu verifizieren, dass die Verschiebung der Partikel durch eine
affine approximiert werden kann, betrachten wir eine Konfiguration mit fast rechtecki-
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Abbildung 4.9.1:
Schnitt durch die Energielandschaft für eine feste Deformation, entlang der Magne-
tisierung m. Dabei betrachten wir ein elliptisches, horizontal ausgerichtetes Partikel
und setzen die elastische Deformation auf Null. Wir variieren die Magnetisierung des
Partikels m = (cosθ, sinθ). Die Abbildung zeigt Edemag (rot, durchgezogen), Eext (grün,
lange Striche) Eanis (blau, kurze Striche) und die Gesamtenergie (magenta, gepunktet)
als Funktionen von θ. Das globale Minimum liegt bei θ = 180◦, die Funktionen sind
360◦-periodisch. Das effektive Feld hext = 0,1 T in horizontaler Richtung ist hier re-
lativ schwach, um die Energiebeiträge in vergleichbaren Größenordnungen zu halten,
der Volumenanteil des Partikels 40%, das Seitenverhältnis 1,6 : 1. die restlichen Para-
meter entsprechen Abschnitt 4.4.
gen, ungleichmäßig verteilten Partikeln. Dabei vergleichen wir das Ergebnis einer Rech-
nung mit affin deformierten Partikeln mit einer Simulation, die die elastische Deforma-
tion nicht weiter beschränkt. Die gute Übereinstimmung (insbesondere im Vergleich zu
der noch stärkeren Restriktion auf starre Partikel, die neben der Realisierung der Eigen-
verzerrung nur Rotation und Translation erlaubt) zeigt Abbildung 4.9.3.
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Abbildung 4.9.2:
(a) Elastische Energie des Polymers und (b) Demagnetisierungsenergie als Funktion
der Partikelrotation. Für die gleiche Situation wie in Abbildung 4.9.1 halten wir nun
die Magnetisierung fest und verändern den schiefsymmetrischen Anteil von F1. Die
Abbildung zeigt den jeweiligen Teil der Energie über der Rotation ((G1)12− (G1)21)/2
für unterschiedlich feine Diskretisierungen. Der symmetrische Anteil von G1 wird mit
(−0,04,0,04) festgehalten.
N eoc[E elastmatr] eoc[Edemag] eoc[E ] E in MPa
32 1,19 0,68 1,11 89,9175
128 2,23 1,19 2,22 91,1056
512 2,23 2,26 2,24 91,1850
1024 91,1888
Tabelle 4.9.1:
Experimentelle Konvergenzordnung für die Teile der Energie, die mit der Methode
der Randelemente berechnet werden. Die Konfiguration ist wie oben, die Energie wird
in der deformierten Konfiguration (die noch signifikant vom Minimum entfernt ist)
berechnet. Die Energie der feinsten Rechnung, die als Referenz für die eoc verwandt
wurde, war 91,1888 MPa (bei N = 1024 Kollokationspunkten).
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N λ2−λ1 minE
32 0,0197835 3,30766
64 0,0198949 3,31424
128 0,0198934 3,31583
Tabelle 4.9.2:
Konvergenz von Position und Wert des Minimums. Wir betrachten ein kreisförmi-
ges Partikel mit Volumenanteil 20%, µ = 2 GPa und hext = 1 T. Wir berechnen die
Differenz der beiden Eigenwerte von F0, das in dieser Situation aus Symmetriegründen
diagonal ist.
Abbildung 4.9.3:
Testrechnung mit und ohne affine Approximation. Die Abbildung zeigt jeweils die
Minimalstelle (inkl. Ausschnittvergrößerung), für das volle Problem ohne Restriktion
der Deformation der Partikel (blau, kurze Striche), die affine Approximation (grün,
lange Striche), die starre Approximation (magenta, gepunktet) im Vergleich zur unde-
formierten Konfiguration (rot, durchgezogen). Der relative Unterschied in F0 zwischen
dem vollen Problem und der affinen Approximation ist 11%; zur starren Approxima-
tion 68%. Der relative Abstand der optimalen Verschiebung vom Raum der affinen
Verschiebungen in L2(∂ ω) ist 13%, vom Raum der starren Deformationen 60%. Der
Unterschied zwischen affiner Approximation (grün) und unrestringierter Deformation
(blau) ist erst in der Vergrößerung tatsächlich zu erkennen.
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4.10 Polykristalle und Komposite
In den folgenden Abschnitten betrachten wir einige Ergebnisse des beschriebenen Ver-
fahrens. Wir beginnen mit einem Vergleich der beiden diskutierten Materialklassen, Po-
lykristalle und zusammengesetzte Materialien. Zur besseren Vergleichbarkeit halten wir
die Geometrie der Körner und Partikel fest und variieren nur die Ausrichtung der Kris-
tallgitter bzw. der ganzen Partikel.
Dabei berechnen wir in einer gegebenen Konfiguration für ein effektives Magnetfeld
von hext = 1T die Energie als Funktion der makroskopischen Verzerrung E[F0]. Die be-
obachtete makroskopische Verzerrung F¯0 ist dann in diesem Sinne die Minimalstelle vonE . Da der Phasenübergang das Volumen unverändert lässt, bleibt die Volumenänderung
detF0 immer nahe bei 0. Als skalaren Wert listen wir jeweils die Differenz der beiden
Singulärwerte von F¯0, d. h.
Makroskopische Verzerrung= (λ2−λ1)(F¯0) , (4.37)
wenn λi (F ) für die der Größe nach sortierten Singulärwerte von F (d. h. Eigenwerte
von (F T F )1/2) steht. Für Einkristalle ergibt sich dabei der Wert 11,6%. In allen Grafiken
vergleichen wir die Referenzkonfiguration (d. h. u = 0 und F0 = 0) mit der beobachteten
Deformation F0 = F¯0.
Im Fall des Polykristalls bleiben die ωi unverändert, und wir variieren nur die Rota-
tionen Qi . In Abbildung 4.10.1 sehen wir drei solcher Konfigurationen für verschiedene
OrientierungenQi , von fast gleich orientiert (durchschnittlicher Unterschied der Orien-
tierungen an einer Korngrenze 2◦) über mäßig unterschiedlich (durchschnittlicher Unter-
schied der Orientierungen an einer Korngrenze 8◦) bis zu völlig zufällig (durchschnittli-
cher Unterschied der Orientierungen etwa 22,5◦) Man beachte, dass wegen der kubischen
Symmetrie des Materials alle Gitter-Orientierungen modulo 90◦ zu betrachten sind, 45◦
also der maximal mögliche Unterschied zweier Orientierungen ist. Die makroskopische
Verzerrung in den drei Konfigurationen ist 11,2%, 8,4% bzw. 3,2%. Dabei ist die Ver-
zerrrung bei einer Fehlorientierung von 2◦ noch sehr nahe an demWert für Einkristalle,
jedoch bereist bei relativ geringen Unterschieden in der Orientierung nimmt die Verzer-
rung stark ab. In der völlig zufälligen Konfiguration verbleibt nur etwa ein Viertel des
maximalen Wertes.
Auch im Fall der Komposit-Materialien halten wir Form und Größe der Partikel fest,
und variieren die Orientierung des Kristallgitters (und damit auch der Partikel). Wir be-
trachten einen Volumenanteil von 50% mit mehreren unterschiedlich großen, mehr oder
weniger zufällig verteilten Partikeln. Die Orientierungen wählen wir jeweils entspre-
chend einer Konfiguration des Polykristalls in Abbildung 4.10.1 (d. h. Orientierungs-
unterschiede von durchschnittlich 2◦, 8◦ bzw. völlig zufällig). Abbildung 4.10.2 zeigt die
Verzerrung für jede dieser Konfigurationen, sie ergibt sich zu 7,4%, 7,8% und 5,8%. Für
kleine Unterschiede in den Orientierungen ergibt sich nur eine geringe Variation der
Verzerrung, in etwa vergleichbar dem mittleren Fall des Polykristalls. In diesem Bereich
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spielt die genaue Anordnung der Partikel eine ähnlich große Rolle wie die Orientierung
des Gitters. Bei einer regelmäßigeren Anordnung der Partikel beobachtet man jedoch
die erwartete monotone Abnahme der Verzerrung bei zunehmend schlechterer Orientie-
rung, siehe Abbildung 4.11.6 im übernächsten Kapitel. Aber selbst in der völlig zufälligen
Ausrichtung erhält man noch fast die Hälfte des Verzerrung des Einkristalls.
ImWeiteren vergleichen wir nun vier Partikel mit unterschiedlicher Orientierung, wo-
bei der Volumenanteil gering genug ist, so dass wir die Position der Mittelpunkte der Par-
tikel unverändert lassen können. Zunächst zeigt Abbildung 4.10.3 vier Partikel mit na-
hezu korrekt zum effektiven Feld ausgerichteter Orientierung. Dabei erhalten wir selbst
mit diesem geringen Volumenanteil von 29,1% fast die Hälfte der im Falle eines Einkris-
talls auftretenden Verzerrung. Die Spannungen im Polymer konzentrieren sich in den
Regionen zwischen vier Partikeln. Die gesamte Deformation enthält nahezu keinen Ro-
tationsanteil.
Bei sehr stark unterschiedlichen Orientierungen wie in Abbildung 4.10.4 sinkt die Ver-
zerrung um einen Faktor 5. Jedes Partikel transformiert sich immer noch wie im vorigen
Fall, die bevorzugte Verzerrung der Partikel ist
"(i) =Qi"1Q
T
i , Qi =

cosθ ± sinθ
∓ sinθ cosθ

,
mit θ = 36◦ und "1 aus (4.3). Der Durchschnitt dieser Verzerrungen ist 〈"(i)〉 = cosθ"1,
was nun 20% geringer als in der gut ausgerichteten Konfiguration aus Abbildung 4.10.3
ist, die beobachtete Reduktion der makroskopischen Verzerrung ist jedoch deutlich stär-
ker. Die verschiedenen Verzerrungen sind nämlich inkompatibel, und das Polymer muss
diese Inkompatibilitäten ausgleichen. Die dazu notwendige Verformung des Polymers
um die einzelnen Partikel reduziert den makroskopischen Effekt. Wenn man ein wei-
cheres Polymer betrachtet, ist das Ausgleichen der verschiedenen Verzerrungen leichter,
und die makroskopische Verzerrung steigt, wie die untere Zeile der Abbildung zeigt. Für
sehr weiche Polymere erreicht man leicht große makroskopische Verzerrungen, aber die
übertragene Kraft wird sehr klein; dies betrachten wir detaillierter im folgenden Kapitel.
Schließlich zeigt Abbildung 4.10.5 zwei zufällige Rotationen dieser Partikel, die zu
mittleren Werten für die beobachtete makroskopische Verzerrung führen.
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Abbildung 4.10.1:
Deformation eines Polykristalls mit fester Geometrie und unterschiedlicher Orien-
tierung in den Körnern. Die Darstellung zeigt eine kleine Umgebung einer Periodizi-
tätszelle. (Der Ausschnitt bleibt zwischen Referenz- und deformierter Konfiguration in
Bezug auf Weltkoordinaten konstant, die Bilder zeigen also unterschiedliche Teile des
Materials.) Die linke Spalte enthält die Referenzkonfiguration, das Schachbrettmuster
zeigt dabei die Ausrichtung des Kristallgitters. Die mittlere Spalte zeigt die Deformati-
on im Vergleich zwischen Referenzkonfiguration (schwarz) und deformierter Konfigu-
ration (rot) bei einem effektiven Feld von hext = 1T , die rechte Spalte zeigt die elastische
Energiedichte Wmatr von hell (0 MPa) bis schwarz (5 MPa) in der deformierten Konfi-
guration.
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Abbildung 4.10.2:
Deformation eines zusammengesetzten Materials mit denselben Partikeln in unter-
schiedlicher Anordnung. Die Darstellung zeigt eine Periodizitätszelle. Die linke Spalte
enthält die Referenzkonfiguration, das Schachbrettmuster zeigt dabei die Ausrichtung
des Kristallgitters. Die mittlere Spalte zeigt die Deformation im Vergleich zwischen Re-
ferenzkonfiguration (schwarz) und deformierter Konfiguration (rot), die rechte Spalte
zeigt die elastische Energiedichte Wmatr von gelb (0 MPa) bis rot (5 MPa) in der defor-
mierten Konfiguration.
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(a) (b)
Abbildung 4.10.3:
Deformation von vier nahezu gleich ausgerichteten Partikeln mit Volumenanteil
29,1%. (a) Referenzkonfiguration und (b) deformierte Konfiguration. Die makroskopi-
sche Verzerrung ist 4,8%. Das Schachbrettmuster in der Polymermatrix und in den
Partikeln illustriert die elastische Deformation, die Farbkodierung zeigt im Polymer
die elastische Energiedichte W von gelb (0 MPa) bis rot (5 MPa). In den Partikeln zeigt
das Schachbrettmuster außerdem die Orientierung des Kristallgitters.
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(a) (b)
(c) (d)
Abbildung 4.10.4:
Deformation zweier stark unterschiedlich ausgerichteter Partikel. (a) Referenzkonfi-
guration und (b) deformierte Konfiguration. Die makroskopische Verzerrung ist 0,9%.
In der unteren Zeile zeigen wir dieselbe Situation mit einem Polymer, dass um den
Faktor 2 (c) weicher bzw. (d) härter ist, und erhalten eine Verzerrung von 1,4% bzw.
0,5%.
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(a) (b)
(c) (d)
Abbildung 4.10.5:
Zwei verschiedene zufällige Konfigurationen. (a), (c) Referenzkonfiguration und (b),
(d) deformierte Konfiguration. Die makroskopische Verzerrung ist 2,8% im ersten und
3,7% im zweiten Fall.
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Abbildung 4.11.1:
Auswirkung des Volumenanteils. Für ein Partikel mit Seitenverhältnis 1 : 1 vari-
ieren wir den Volumenanteil, die restlichen Parameter sind wie in Abschnitt 4.4. (a)
Makroskopische Verzerrung und (b) geleistete Arbeit, jeweils als Funktion des Volu-
menanteils.
Nunwollen wir die Auswirkung einzelner Parameter auf das Verhalten des zusammen-
gesetzten Materials systematisch untersuchen. Dabei betrachten wir zwei verschiedene
Größen zur Bewertung der Konfiguration, die beobachtete makroskopische Verzerrung
(siehe (4.37)) und die geleistete Arbeit, definiert durch
Geleistete Arbeit = E[0]−E[F¯0] . (4.38)
Alle Energiewerte werden pro Einheitsvolumen angegeben und in MPa gemessen.
Wir beginnen mit dem einfachsten Parameter, dem Volumenanteil. Abbildung 4.11.1
zeigt die beobachtete Verzerrung und die geleistete Arbeit für kreisförmige Partikel mit
unterschiedlichem Volumenanteil. Wir vergleichen das Ergebnis der numerischen Simu-
lationmit zwei einfachenNäherungsverfahren die in derHomogenisierungsliteratur häu-
fig verwendet werden, nämlich die Annahme konstanter Verzerrung (uniform strain)
bzw. konstanter Spannung (uniform stress).
Der Ansatz mit konstanter Verzerrung bedeutet in unserem Fall, dass∇u(x) = Fi = F0
für alle i und x. Die elastische Energie hat dann die Gestalt
Eu.strain[F0] = |Ω \ω|W linmatr(F0)+
∑
i
|ωi |W linpart(QTi F0Qi − "pi ) . (4.39)
Dabei verschwindet die Geometrie der Mikrostruktur völlig aus der Betrachtung. Die
Kopplung an das magnetische Feld reduziert sich – bis auf den minimalen Einfluss von F0
auf die Demagnetisierungsenergie – auf die Werte der Phasenparameter pi . Daher genügt
eine einfache quadratische Minimierung in (4.39) zur Berechnung des optimalen F0.
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Beim zweiten Ansatz nehmen wir die Spannung als konstant an und ignorieren die
Kompatibilitätsbedingungen; d. h. die Spannung entspricht überall der makroskopischen
Spannung, die imGleichgewichtszustand Null ist. Daher ist∇u = 0 in der Matrix, in den
Partikeln entspricht es der bevorzugten Verzerrung. Damit ergibt sich die beobachtete
makroskopische Verzerrung als arithmetisches Mittel
F¯0 =
∑
i
|ωi |QTi "piQi . (4.40)
Ähnliche Näherungen wurden in der Literatur zu magnetoelastischen Kompositen be-
reits benutzt [CSS+99, KSL04]. Abbildung 4.11.1 zeigt dass für die hier gewählten Para-
meter beide Ansätze das gleiche Ergebnis liefern, der den Anstieg der makroskopischen
Verzerrung bei wachsendem Volumenanteil qualitativ korrekt wiedergibt.
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Abbildung 4.11.2:
Auswirkung des Seitenverhältnisses für Partikel mit Volumenanteil 15%, die restli-
chen Parameter wie oben. (a) Energie als Funktion der makroskopischen Verzerrung,
für verschiedene Seitenverhältnisse. (b) Deformierte Konfigurationen für die diskutier-
ten Geometrien. (c) Makroskopische Verzerrung und geleistete Arbeit als Funktion des
Seitenverhältnisses. Zusätzlich zeigt die grüne Kurve in (c) dieselbe Abhängigkeit für
eine fünfmal weichere Matrix.
Nun betrachten wir das Seitenverhältnis der Partikel und halten das Volumen fest.
In Abbildung 4.11.2 sehen wir, dass extreme Werte des Seitenverhältnisses (also langge-
streckte Partikel, unabhängig davon, ob die lange Achse entlang des Magnetfeldes oder
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senkrecht dazu steht) sowohl zur stärksten makroskopischen Verzerrung als auch zur
meisten geleisteten Arbeit führen.
 0
 0,01
 0,02
 0,03
 0,04
 0,05
 0,06
 1000  5000  25000
V
er
z
er
ru
n
g
Polymer Elastizitätsmodul in MPa
1:1
2:1
3:1
4:1
 0,2
 0,4
 0,6
 0,8
 1
 1000  5000  25000
A
rb
ei
t 
in
 M
P
a
Polymer Elastizitätsmodul in MPa
1:1
2:1
3:1
4:1
(a) (b)
Abbildung 4.11.3:
Auswirkung des Elastizitätsmoduls des Polymers, Seitenverhältnisse 4 : 1, 3 : 1, 2 : 1
und 1 : 1, die restlichen Parameter wie oben. (a) Makroskopische Verzerrung und (b)
geleistete Arbeit, jeweils als Funktion des Elastizitätsmoduls E =µ(3λ+2µ)/(λ+µ).
Dabei halten wir das Verhältnis von λ zu µ konstant wie bisher, die Skala für E ist
logarithmisch.
Abbildung 4.11.3 illustriert die Auswirkung des Elastizitätstensors des Polymers. Zu-
nächst halten wir die Poissonzahl fest und skalieren nur den Elastizitätsmodul, d. h. wir
skalieren λ und µ mit dem gleichen Faktor. Wie erwartet führen weiche Polymere zu
großen makroskopischen Verzerrungen und geringer geleisteter Arbeit. Die Berechnun-
gen zeigen jedoch auch, dass die Arbeit bei einem Elastizitätsmodul ihr Maximum er-
reicht, der um ein bis zwei Größenordnungen weicher als derjenige der Partikel ist; ins-
besondere bei sehr langgestreckten Partikeln sollte das Polymer deutlich weicher sein.
Anschließend variierenwir in Abbildung 4.11.4 die Poissonzahl. Dabei beobachtenwir
ein vergleichbares Verhalten wie in Abbildung 4.11.3, wobei der Einfluss der Poissonzahl
deutlich geringer als der der Partikelform ist.
Schließlich kehren wir zu den Überlegungen zur Ausrichtung und Orientierung der
Partikel aus dem vorigen Abschnitt zurück, und wollen nun auch diese Abhängigkeit
systematischer untersuchen. Zunächst betrachten wir Partikel die immer noch zum Ma-
gnetfeld orientiert sind, aber nicht mehr hintereinander zu Ketten ausgerichtet. In Ab-
bildung 4.11.5 sieht man das die beschriebenen Effekte auch bei nicht aneinander ausge-
richteten Partikeln zu beobachten sind, erst bei starkem Versatz reduziert sich die beob-
achtete Verzerrung deutlich.
Die Abhängigkeit von der Orientierung der Partikel (im Verhältnis zummagnetischen
Feld) zeigt Abbildung 4.11.6. Der Graph zeigt eine starke Abnahme sowohl der beobach-
teten Verzerrung als auch der geleisteten Arbeit bei schlechterer Orientierung.
Um die diskutierten Auswirkungen der Geometrie im Modell abzubilden, ist die Be-
rücksichtigung der elastischen Deformation des Polymers notwendig. Die beiden oben
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Abbildung 4.11.4:
Auswirkung des Elastizitätsmoduls des Polymers, Seitenverhältnis 3 : 1, Poissonzahl
des Polymers 0,49, 0,48, 0,45, 0,4 und 0,25, die restlichen Parameter wie oben. (a) Ma-
kroskopische Verzerrung und (b) geleistete Arbeit, jeweils als Funktion des Elastizitäts-
moduls des Polymers, vgl. Abbildung 4.11.3.
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Abbildung 4.11.5:
Auswirkung des Elastizitätsmoduls des Polymers für zum Magnetfeld orientierte,
aber zueinander versetzte Partikel mit Seitenverhältnis 4 : 1 und Volumenanteil 14%,
die restlichen Parameter wie oben. Wir betrachten verschieden starken Versatz der Par-
tikel zueinander, wobei die Partikel einer Spalte im Vergleich zur nächsten verschoben
sind. 100% bedeutet maximalen Versatz. (a) Konfiguration bei 50% Versatz. (b) Ma-
kroskopische Verzerrung und (c) geleistete Arbeit, jeweils als Funktion des Elastizitäts-
moduls des Polymers, vgl. Abbildung 4.11.3.
erwähnten einfachen Approximationen (uniform strain bzw. uniform stress) können
Auswirkungen von Partikelform, Ausrichtung und Orientierung nicht abbilden.
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Abbildung 4.11.6:
Auswirkung der Orientierung für zwei Partikel mit Volumenanteil 22% und Sei-
tenverhältnis 3 : 1. Wir variieren den Winkel der beiden Partikel zum effektiven Ma-
gnetfeld, dabei rotieren wir die beiden Partikel in entgegengesetzter Richtung. (a) Geo-
metrie, (b) Makroskopische Verzerrung und (c) geleistete Arbeit, jeweils als Funktion
des Rotationswinkels.
4.12 Das Demagnetisierungsfeld auf der Makroskala
Wir bemerken zunächst, dass die beschriebenen Effekte nahezu vollständig auf den Pha-
senübergang zurückzuführen sind, die Verschiebungen aufgrund der Dipol–Dipol-Wech-
selwirkung der magnetisierten Partikel sind vernachlässigbar gering. Betrachten wir etwa
die Partikelkonfiguration aus Abbildung 4.10.4, dann ist die Rotation der Partikel auf-
grund der magnetischen Kräfte kleiner als 10−3 (und damit an der Grenze des Auflö-
sungsvermögens der Numerik), der Beitrag zur makroskopischen Verzerrung liegt in ei-
ner ähnlichen Größenordnung.
Dies gilt für ein effektives Magnetfeld der Größe hext = 1 T, wie wir es in allen Rech-
nungen zugrunde gelegt haben. Im Experiment verwendet man externe Felder der Grö-
ßenordnungHext ≈ 1 T um einemöglichst vollständige Phasenumwandlung zu erreichen.
Das effektive Feld hext unterscheidet sich in der Regel vom externen Feld Hext. Die folgen-
den Überlegungen illustrieren jedoch dass der Effekt für die betrachteten Parameterwerte
(im Fall von zusammengesetzten Materialen mit einer nichtmagnetischen Hintergrund-
matrix) nahezu vernachlässigbar ist.
Für eine einfache Geometrie wird der Unterschied zwischen makroskopischem exter-
nem Feld und mikroskopischem effektivem Feld durch (4.26) beschrieben. Zumindest in
diesem Fall sieht man leicht, dass der Unterschied relativ gering ist: Da |M0| kleiner oder
gleich dem Volumenanteil des aktiven Materials ist, und Ms ≈ 0,6 T ergibt sich für den
Term MsM0/2 mit unseren Materialparametern und einem typischen Volumenanteil von
z. B. 0,15 die Größenordnung 0,05 T. Dies ist deutlich kleiner als die Größenordnung
des externen Magnetfeldes Hext ≈ 1 T, für sehr schwache Magnetfelder (oder besondere
Geometrien) wird die Korrektur natürlich wichtiger.
Um dies weiter zu illustrieren führen wir die Berechnungen für eine Beispielkonfigu-
ration aus. Dazu betrachten wir ein kreisförmiges makroskopisches Gebiet Ω, für das
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man das magnetische Streufeld analytisch berechnen kann, wie in Abschnitt 4.3 beschrie-
ben. Wir betrachten eine Mikrostruktur länglicher, am Magnetfeld ausgerichteter Parti-
kel. Der Volumenanteil wurde relativ hoch gewählt, denn bei konstanter Magnetisierung
aller Partikel ist |M0| proportional zum Volumenanteil und der Einfluss des Demagneti-
sierungsfeldes auf das effektive Magnetfeld skaliert hier ebenfalls linear mit |M0|.
Wir vergleichen dabei den Fall dass alle Partikel einheitlich in Richtung des externen
Feldes magnetisiert sind (die Konfiguration die von Zeeman-Energie Eext bevorzugt wird)
mit einer Konfiguration, in der die Partikel abwechselnd in entgegengesetzte Richtun-
gen magnetisiert sind (was von der Demagnetisierungsenergie Edemag bevorzugt wird).
Abbildung 4.12.1 zeigt Energiegraphen für diese beiden Konfigurationen abhängig vom
tatsächlichen externen magnetischen Feld. Darin sieht man auch einen Fall, in dem die
Periodizität der Lösung ein nichttriviales Vielfaches der Periodizität der Mikrostruktur
ist, wir betrachten daher das Zellproblem mit vier bzw. sechzehn Partikeln in der Peri-
odizitätszelle.
Wenn benachbarte Partikel in unterschiedliche Richtungen magnetisiert sind (vgl. Si-
tuation (a) in Abbildung 4.12.1) verschwindet die makroskopische Magnetisierung m0
und der einzige Beitrag zur Demagnetisierungsenergie kommt vommikroskopischenAn-
teil. Diesen berechnen wir numerisch und erhalten 5,5 kPa. Wenn alle Partikel entspre-
chend dem externen Feld magnetisiert sind, (vgl. Situation (c) in Abbildung 4.12.1) ent-
spricht die makroskopische Magnetisierung m0 der mikroskopischen multipliziert mit
dem Volumenanteil. der mikroskopische Anteil der Demagnetisierungsenergie beträgt
hier (numerisch berechnete) 12 kPa, für die Makroskala erhält man 19 kPa pro Einheits-
volumen. (Die Demagnetisierungsenergie insgesamt skaliert linear mit dem Volumen des
Werkstücks.) Davon zieht die Interaktion mit dem externen Feld 250 kPa pro Tesla ab
(der Volumenanteil beträgt hier nahezu 50%). Daher ist die einheitlich am externen Feld
ausgerichtete Magnetisierung ab ca. 100 mT günstiger als die alternierend magnetisierte.
Wenn man alle weiteren Möglichkeiten in einer Periodizitätszelle mit vier Partikeln
betrachtet, ergibt sich zusätzlich eine Konfiguration zwischen diesen beiden Regimes,
in der nur ein Partikel von vieren entgegengesetzt zum externen Feld magnetisiert ist
(vgl. Situation (b) in Abbildung 4.12.1). Die anderen Situationen sind niemals energe-
tisch günstiger. Ein externes Feld von weniger als 200 mT genügt schließlich, damit die
einheitliche Magnetisierung aller Partikel günstiger als alle anderen Varianten ist.
Wie in Abschnitt 4.3 erläutert, erhöht die Vergrößerung der Periodizitätszelle die An-
zahl der möglichen Zustände, und da das Energiefunktional nicht konvex ist, ist zu er-
warten dass darunter im Allgemeinen energetisch günstigere Zustände sind. Verdoppelt
man das Rechengebiet im obigen Beispiel etwa in beide Richtungen (d. h. wir betrachten
nun sechzehn statt vier Partikel), so erhalten wir eine Vielzahl weiterer möglicherMagne-
tisierungen; die rechte Spalte in Abbildung 4.12.1 zeigt beispielhaft 3 von den insgesamt
216−24 = 65520 (ohne Berücksichtigung der Tatsache, dass aufgrund der Periodizität des
Materials stets bis zu 16 verschiedene Zustände äquivalent sind) möglichen neuen Zustän-
den. Eine Situation mit nur einem von sechzehn Partikeln entgegen dem Magnetfeld (f)
etwa hat aufgrund der entgegengesetzten Ausrichtung der der nebeneinander liegenden
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Partikel eine relativ große Demagnetisierungsenergie, diese Situation ist nie optimal. Be-
trachtet man jedoch weitere Konfigurationen, in denen ganze Zeilen von Partikeln entge-
gengesetzt zum externen Feld magnetisiert sind (d. h. Situationen die horizontal analog
zu den bisher betrachteten Situationen aussehen, während in der Vertikalen die Antei-
le der unterschiedlich magnetisierten Partikeln Werte annehmen, die mit der kleineren
Periodizitätszelle nicht zu realisieren waren, nämlich 6 : 10 und 2 : 14) so erhält man
zwei Situationen (d) und (e), die in Bereichen zwischen den bisher diskutierten Varian-
ten (a) und (b) bzw. (b) und (c) die Energie minimieren, vgl. die entsprechenden Linien
in Abbildung 4.12.1. Es ist zu erwarten, dass sich mit einer weiteren Vergrößerung des
Rechengebietes noch weitere Zwischenzustände finden lassen, dabei wird die numerische
Berechnung jedoch zunehmend aufwändiger.
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Abbildung 4.12.1:
Auswirkung des makroskopischen Anteils der Demagnetisierungsenergie, für eine
Periodizitätszelle mit vier identischen länglichen Partikeln des Seitenverhältnisses 7 : 2
mit einem Volumenanteil von etwa 50%. Dabei berücksichtigen wir den makroskopi-
schen Anteil des Demagnetisierungsfeldes für ein kreisförmiges Gebiet nach Gleichung
(4.25). Der Graph zeigt die Energie E als Funktion des externen Feldes Hext, und die
drei mikroskopischen Magnetisierungsmuster (a) – (c) die für einen bestimmten Bereich
von Hext optimal sind. Es ist naheliegend, bei einem größeren Rechengebiet weitere da-
zwischenliegende Konfigurationen zu erwarten. Betrachtet man etwa die Situationen
(d) – (f ) in einem in beiden Richtungen verdoppelten Rechengebiet, so findet man in
(d) und (e) zusätzliche Energieminimierer die in Bereichen zwischen (a) und (b) bzw. (b)
und (c) optimal sind.
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4.13 Ausblick: Phasengrenzen in Partikeln
Ein offensichtlicher Nachteil der beschriebenen Implementierung ist die Beschränkung
auf Partikel bzw. Körner, die sowohl in Bezug auf den Phasenübergang als auch in Bezug
auf die Magnetisierung keine Domänengrenzen beinhalten. Insbesondere die Berücksich-
tigung von Zwillingsgrenzen zwischen den verschiedenen Varianten würde die Modellie-
rung zahlreicher weiterer interessanter Effekte erlauben, wie etwa die von Energiebarrie-
ren für den Phasenübergang und daraus resultierenden Hysterese-Effekten.
Dabei geht man davon aus, dass beim Phasenübergang eine gewisse Energiemenge dis-
sipiert wird; die nötige Energie, um einen Teil des Materials in eine andere Variante zu
überführen ist demnach proportional zu dessen Volumen
D(p0; p1)∼
∫
ω
|p0− p1| .
Die Grenzfläche bewegt sich nun, wenn die Energiedifferenz zwischen altem und neuem
Zustand größer als die zur Transformation nötige Energie ist.
(a) (b)
Abbildung 4.13.1:
Beweglichen Phasengrenzen innerhalb eines Partikels. Die Phasengrenzen werden (a)
durch einige zusätzliche Freiheitsgrade diskretisiert und (b) bewegen sich nur, wenn die
durch Umschalten der Varianten dissipierte Energie kleiner oder gleich der Energiedif-
ferenz zur neuen Konfiguration ist.
Ein solcher Ansatz zur Modellierung von Zwillingsgrenzen erfordert (bei einer ent-
sprechend geringen Anzahl von Zwillingsgrenzen) nur wenige zusätzliche Freiheitsgrade
und passt sich damit problemlos in das diskutierte Verfahren ein. Im einfachsten Fall ge-
nügen zur Beschreibung einer geraden Zwillingsgrenze zwei Skalare, die die Position der
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beiden Endpunkte auf dem Rand beschreiben – gekrümmte Phasengrenzen lassen sich
ggf. als Graph über einer solchen Linie mit einigen wenigen weiteren Freiheitsgraden
darstellen.
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5 Referenz zur Randelemente-Methode
Die Methode der Randelemente [Atk97, GKW03, SS04, Ste03, Hac95] ist ein numeri-
sches Verfahren zum Lösen linearer elliptischer partieller Differentialgleichungen. Sie
basiert darauf die Gleichung mittels der Fundamentallösung des elliptischen Operators
in eine Integralgleichung auf dem Rand des Gebietes zu transformieren und diese dann
zu diskretisieren. Die verwendeten Verfahren und die entsprechende Notation werden in
diesem Kapitel zusammengestellt.
Die Methode der Randelemente wird hier ebenfalls nur in zwei Raumdimensionen
beschrieben. Insbesondere die Darstellung der Fundamentallösung der anisotropen Elas-
tizität in der komplexen Ebene ist im Dreidimensionalen so nicht möglich, und die Inte-
gration der Integralkerne über Dreiecke imR3 ist nur noch in wenigen Spezialfällen oder
mit unverhältnismäßig hohem Aufwand analytisch durchführbar.
Sei dazu also Ω=Ω1 ⊂⊂R2 ein beschränktes Gebiet mit stückweise glattem Rand, das
Komplement wollen wir hier mit Ω0 =R2 \Ω1 bezeichnen. Weiterhin bezeichne Γ= ∂ Ω
den Rand und ν = ν1 die äußere Normale aus Sicht von Ω.
Ω=Ω1
ν
Ω0
Γ
Abbildung 5.1: Bezeichnungen für die Herleitung der Randintegralgleichungen.
Zunächst diskutieren wir die Transformation der partiellen Differentialgleichung in Ω
in eine Integralgleichung auf dem Rand Γ. Dabei wollen wir eine einheitliche Notation
sowohl für skalare als auch für vektorwertige Gleichungen verwenden. Sei dazu u die
Lösung einer elliptischen Differentialgleichung, d. h.
u :Ω→Rd , d ∈ {1;2} erfülle Lu = 0 in Ω (5.1)
mit geeigneten Randwerten und einem symmetrischen linearen elliptischen Operator
zweiter Ordnung Lmit konstanten Koeffizienten.
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5.1 Fundamentallösungen
Als Fundamentallösung bezeichnen wir eine Funktion
u∗ :R2×R2→Rd×d (5.2)
die im Sinne von Distributionen die Gleichung
Lxu
∗(x, y) = δ(x − y)I (5.3)
erfüllt, wobei Lx den Differentialoperator L in Bezug auf die Variable x bezeichnet und
δ die Diracsche Delta-Distribution am Nullpunkt ist. Im Fall eines vektorwertigen Pro-
blems sei die Gleichung spaltenweise zu verstehen, d. h. die Spalten u∗m von u
∗ erfüllen
Lxu
∗
m(x, y) = δ(x − y)em.
In den hier diskutierten Fällen fallen die Terme mit Ableitungen niedrigerer Ordnung
weg, d. h. L hat die Form
Lf (x) =
∑
j k l
ai j k l
∂
∂ x j
∂
∂ xl
fk(x)

i
(5.4)
für vektorwertige f . Die linearisierte Elastizität lässt sich aufgrund der Symmetrieeigen-
schaften des Elastizitätstensors in der oben beschriebenen Form darstellen. Im skalaren
Fall beschränken wir uns auf den Laplace-Operator.
Für L=∆ ist die Fundamentallösung und deren Richtungsableitung wohlbekannt:
u∗(x, y) =− 1
2pi
log |x − y| (5.5)
v∗(x, y, ν) =
∑
i
νi
∂
∂ yi
u∗(x, y) =
1
2pi
(x − y) · ν
|x − y|2 (5.6)
Der vektorwertige Fall ist etwas aufwändiger. Im Zweidimensionalen lässt sich das Pro-
blem jedoch in die komplexe Ebene transferieren. Dort entspricht die Fundamentallö-
sung wiederum einem Logarithmus mit geeigneten Koeffizienten [CR78, Cle87]. Dazu
identifizieren wir einen Punkt x = (xi )i ∈ R2 mit einer komplexen Zahl z = x1 + px2
vermittels einer (echt komplexen) Konstante p.
Für eine vektorwertige elliptische Gleichung hat (5.3) dann die Form
∑
j k l
ai j k l
∂
∂ x j
∂
∂ xl
u∗km(x, y) = δimδ(x − y) .
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Die Fundamentallösung und deren Richtungsableitung ergeben sich zu
u∗km(x, y) =
1
2pi
∑
j
Re
¨∑
n
AknNn j ln
 
zn(x − y)
«
d j m , (5.7)
v∗im(x, y, ν) =
∑
j k l
ai j k l
∂
∂ yl
u∗km(x, y)ν j =−
1
2pi
∑
j t
Re
¨∑
n
Di j nNnt
zn(x − y)
«
dtmν j . (5.8)
wobei zn(x) = x1+ pnx2. Dabei ergeben sich die Konstanten folgendermaßen: Die pn sind
zwei Lösungen von
det
 
ai1k1+ ai1k2 p + ai2k1 p + ai2k2 p
2
i k = 0 (5.9)
mit unterschiedlichem Realteil [Str58], (Akn)kn kann dann derart ungleich Null gewählt
werden, dass ∑
kn

ai1k1+ ai1k2 pn + ai2k1 pn + ai2k2 p
2
n

Akn = 0 .
(Nn j )n j ist die Inverse von (Akn)kn:∑
n
AknNn j = δk j
Die reellen Koeffizienten (d j m) j m sind schließlich durch
δim =
∑
t
Zi t · dtm
gegeben, wobei
Zi t =
1
pi
∑
n
Re
(
Nnt
Di1n
pn
 
ln(1+ pn)− ln(1− pn)

−Di2n
 
ln(1− pn)− ln(−1− pn)
)
und
Di j n =
∑
k

ai j k1+ pnai j k2

Akn .
Diese Konstruktion ist im Fall isotroper Elastizität nicht möglich, da dann alle Null-
stellen von (5.9) denselben Realteil besitzen. In diesem Fall kann man wahlweise die üb-
liche Konstruktion der isotropen Fundamentallösung nach Kelvin verwenden. Anderer-
seits verhält sich die Darstellung ausreichend stabil unter Änderungen der Konstanten
ai j k l , so dass man als Approximation auch eine Fundamentallösung zu leicht gestörten
Koeffizienten verwenden kann, siehe dazu auch [Str58].
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5.2 Randintegraloperatoren
Zunächst definieren wir die Operatoren γ α und γ α
∂ν
als einseitige Limites der Funktions-
werte bzw. der Normalenableitung aus Richtung von Ωα für stetige bzw. stetig differen-
zierbare Funktionen:
γ α[ f ](x) = lim
Ωα3ξ→x
f (ξ ) für f :Ωα→Rm , x ∈ Γ , (5.10)
γ α
∂ν
[ f ](x) = lim
Ωα3ξ→x
∇ f (ξ ) · ν für f :Ωα→R , x ∈ Γ , (5.11) 
γ α
∂ν
[ f ](x)

i = limΩα3ξ→x
∑
j k l
ai j k l∂l fk(ξ )ν j für f :Ωα→R2 , x ∈ Γ . (5.12)
Dabei ist zu beachten, dass für die Normalenableitung von beiden Seiten dieselbe Nor-
male ν = ν1 verwendet wird.
Im Fall der Elastizität entsprechen die Normalenableitungen (mit der oben diskutier-
ten Identifikation der elastischen Konstanten) den Kräften auf dem Rand σν = C"[u]ν.
In diesem Sinne handelt es sich bei v∗ um die Normalenableitung von u∗ in Bezug auf die
Variable y. Zur Bezeichnung der Randwerte aus Richtung Ω=Ω1 lassen wir den Index α
auch weg, wenn nicht die Gefahr von Missverständnissen besteht.
Nun definieren wir das Einfachschicht-Potential U˜ und das Doppelschicht-Potential V˜
und die zugehörigen Randintegraloperatoren U und V als
U˜ [ f ](x) =
∫
Γ
 
u∗(x, y)
T f (y)dH 1(y) für x ∈R2 \Γ , (5.13)
V˜ [ f ](x) =
∫
Γ
 
v∗(x, y, ν(y))
T f (y)dH 1(y) für x ∈R2 \Γ , (5.14)
U [ f ](x) =
∫
Γ
 
u∗(x, y)
T f (y)dH 1(y) für x ∈ Γ , (5.15)
V [ f ](x) =
∫
Γ
 
v∗(x, y, ν(y))
T f (y)dH 1(y) für x ∈ Γ . (5.16)
Dabei ist (u∗)T f im vektorwertigen Fall als Matrix–Vektor-Produkt zu verstehen, im ska-
laren Fall als gewöhnliches Produkt reeller Zahlen. Die Integrale existieren für stückweise
glattes Γ und f , wie sie letztlich in der Implementierung vorkommen, als uneigentliche
Integrale.
Das Einfachschicht-Potential U˜ ist auf ganz R2 stetig fortsetzbar, daher kann man U˜
und U auf dem Rand identifizieren. V˜ springt jedoch über Γ, man erhält
V˜ [ f ]
0
1 = γ
0V˜ [ f ]− γ 1V˜ [ f ] = f . (5.17)
An glatten Randpunkten ist dabeiV [ f ] das arithmetischeMittel der beiden einseitigen
Grenzwerte von V˜ [ f ]. Um festzustellen wie sich dies an Punkten verhält, an denen Γ
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x
Ω=Ω1
Γ" =Γ \B"(x)
Γ1
"
= ∂ B"(x) \Ω
Abbildung 5.2.1: Modifikation des Randes um einen Punkt x ∈ Γ.
nicht differenzierbar ist, modifizieren wir Γ so (vgl. Abbildung 5.2.1), dass ein Punkt
x ∈ Γ anschließend auf der Innenseite des modifizieren Randes Γ" ∪ Γ1" liegt: Der Rand
wird dazu mittels
Γ" =Γ \B"(x) , Γ1" = ∂ B"(x) \Ω (5.18)
in einem Kreisbogen um x herumgeführt. Damit können wir das Potential V˜ im Punkt
x auswerten, wenn wir über den modifizierten Rand integrieren. Im Grenzwert erhal-
ten wir zwei Terme: Das Integral über Γ \ B"(x) konvergiert gegen den Cauchyschen
Hauptwert, also den Wert des Doppelschichtoperators auf dem unmodifizierten Rand.
Das Integral über ∂ B"(x) \Ω ergibt (für an der Stelle x Hölder-stetiges f ) die Multipli-
kation mit einem konstanten (skalaren bzw. matrixwertigen) Faktor F (x), der von der
Fundamentallösung und den Winkeln der beiden Tangenten im Punkt x abhängt.
F (x) =− lim
"→0
∫
Γ1"

v∗(x, y,
x − y
|x − y|)
T
dH 1(y) . (5.19)
Der Grenzwert des Integrals über das vollständige ∂ B"(x) ist wegen der Skalierung der
Fundamentallösung stets I. Aufgrund der Spiegelsymmetrien der Fundamentallösung er-
hält man also in Punkten in denen Γ glatt ist für F denWert 12I, an rechtwinkligen Ecken
entsprechend die Faktoren 14 bzw.
3
4 . Im rotationssymmetrischen Fall ist F (x) für belie-
bige Winkel proportional zum Öffnungswinkel, für anisotrope Fundamentallösungen
muss es jedoch (außer für die beschriebenen Konfigurationen) abhängig von den Rich-
tungen der beiden Tangenten berechnet werden, vgl. Abschnitt 6.4. Damit ist
U [ f ] = γ ◦ U˜ [ f ] , V [ f ] = γ ◦ V˜ [ f ]+ F f . (5.20)
Nach Testen von (5.1) mit der Fundamentallösung erhalten wir mittels partieller Inte-
gration eine Darstellung der Lösung u über diese beiden Potentiale
u = U˜ ◦ γ∂ν[u]− V˜ ◦ γ[u] in Ω1 , (5.21)
0= U˜ ◦ γ∂ν[u]− V˜ ◦ γ[u] in Ω0 . (5.22)
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Auf (5.21) wenden wir nun den Spuroperator γ 1 an, um eine Gleichung auf dem Rand Γ
zu erhalten,
γ[u] =U ◦ γ∂ν[u]−V ◦ γ[u]+ F γ[u] auf Γ , (5.23)
oder mit den Bezeichnungen u = γ[u] und t = γ∂ν[u] für die Randwerte von u
u =U [t]−V [u]+ F u auf Γ . (5.24)
Dies ergibt also eine Integralgleichung auf Γ, die die Dirichlet- und die Neumann-Rand-
werte miteinander in Beziehung setzt (die so genannte direkte Formulierung) und die
Berechnung einer Sorte von Randwerten aus der anderen erlaubt. Für eine Funktion u,
die (5.1) in Ω0 erfüllt, erhalten wir analog die Gleichung mit umgekehrten Vorzeichen
u =−U [t]+V [u]+ (I− F )u auf Γ . (5.25)
Dabei ist I− F der Koeffizient, der sich in (5.19) ergibt, wenn man das Integral über den
verbleibenden Kreisbogen durchführt.
Für ein in ganz R2 stetiges u, dass in beiden Teilgebieten (5.1) erfüllt, können wir nun
(5.24) und (5.25) addieren und erhalten eine Darstellung von u auf dem Rand, sowie über
die Darstellungsformeln auf Ω0 und Ω1 auch auf dem Rest des Gebietes:
u =U [t1− t0] auf Γ , (5.26)
u = U˜ [t1− t0] in R2 \Γ . (5.27)
5.3 Berechnung von Gradienten
Zur Berechnung des Eshelby-Tensors in Kapitel 3 benötigt man den vollen Gradienten
der elastischen Verschiebung u. Aus der Randintegralgleichung erhält man jedoch nur die
Randspannungen in Normalenrichtung, was zur Rekonstruktion des vollen Gradienten
nicht ausreichend ist.
Die Berechnung des Gradienten kann nun auf verschieden Arten erfolgen: Im ein-
fachsten Fall berechnet man tangentiale Ableitungen von u durch das Ableiten der An-
satzfunktionen und kombiniert diese mit den aus der Randintegralgleichung berechneten
γ∂ν[u] zum vollständigen Gradienten. Eine genauere Methode [Gui94, CS93, GKRR92,
RCH97] verwendet jedoch die Differentiation der Fundamentallösungen.
Dazu betrachten wir die Darstellungsformel (5.21) von u im Inneren, und leiten diese
nach x ab. Damit erhalten wir sofort eine Darstellung von∇u im Inneren von Ωmittels
der Randwerte γ[u] und γ∂ν[u]. Wenn wir∇u auf dem Rand benötigen, müssen wir zur
Spurbildung ähnlich wie oben einen Grenzprozess in Bezug auf den modifizierten Rand
Γ" ∪Γ1" aus Abbildung 5.2.1 durchführen.
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Wir beginnen mit der Definition der entsprechenden Integralkerne und der zugehöri-
gen Potentiale. Um die Darstellung für den vektorwertigen Fall klarer zumachen, werden
dabei die Indizes des Komponenten der Integralkerne jeweils mitgeführt. Der skalare Fall
ergibt sich durch Weglassen der entsprechenden Indizes.
u∗km,q(x, y) =
∂
∂ xq
u∗km(x, y) , (5.28)
v∗im,q(x, y, ν) =
∂
∂ xq
v∗im(x, y, ν) , (5.29)
U˜ ′m,q[ f ](x) =
∑
k
∫
Γ
u∗km,q(x, y) fk(y)dH 1(y) für x ∈R2 \Γ , (5.30)
V˜ ′m,q[ f ](x) =
∑
i
∫
Γ
v∗im,q(x, y, ν(y)) fi (y)dH 1(y) für x ∈R2 \Γ . (5.31)
Die Randintegraloperatoren lassen sich nicht analog zu (5.15) und (5.16) definieren, da
v∗im,q für x ∈ Γ eine nicht integrierbare Singularität besitzt. Um nun doch eine Darstel-
lung durch geeignete Randintegrale herzuleiten, beginnen wir mit der nach x differen-
zierten Form von (5.21) auf dem modifizierten Rand:
um,q(x) = lim"→0
∫
Γ"∪Γ1"
∑
k
u∗km,q(x, y)tk(y)−
∑
i
v∗im,q(x, y, ν(y))ui (y)dH 1(y) (5.32)
Um diesen Grenzwert in einzelne berechenbare Teile aufzuspalten, approximieren wir
u und t auf Γ1
"
= ∂ B"(x) \Ω durch Werte an der Stelle x. Wir setzen dazu voraus, dass
die Ableitung von u an der Stelle x Hölder-stetig zum Exponenten δ sei, dann können
wir u und t auf ∂ B"(x) für kleines " folgendermaßen entwickeln:
ui (y) = ui (x)+
∑
j
ui , j (x)(y j − x j )+ r [u]i (y − x) , r [u]i (") = O ("1+δ) ,
tk(y) =
∑
l i j
ak l i j ui , j (y)νl (y)
=
∑
l i j
ak l i j ui , j (x)νl (y)+ r
[t]
k
(y − x) , r [t]
k
(") = O ("δ) .
Diese Approximation können wir in dem Teil des Integrals über Γ1
"
= ∂ B"(x)\Ω verwen-
den, da der Fehler im Integral für "→ 0 gegen 0 konvergiert:∫
Γ1"
∑
k
u∗km,q(x, y)r
[t]
k
(y − x)−∑
i
v∗im,q(x, y, ν(y))r
[u]
i (y − x)dH 1(y)
=O (") O ("−1)O ("δ)−O ("−2)O ("1+δ)= O ("δ)→ 0 für "→ 0
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Mit diesem Bezeichnungen können wir nun das Integral in (5.32) in geeignete Teile
aufspalten und damit die Randintegraloperatoren und den integralfreien Term definieren.
um,q(x) = lim"→0
∫
Γ"∪Γ1"
∑
k
u∗km,q(x, y)tk(y)−
∑
i
v∗im,q(x, y, ν(y))ui (y)dH 1(y)
= lim
"→0
 ∫
Γ"
∑
k
u∗km,q(x, y)tk(y)−
∑
i
v∗im,q(x, y, ν(y))ui (y)dH 1(y)
+
∫
Γ1"
∑
k
u∗km,q(x, y)
 ∑
l i j
ak l i j ui , j (x)νl (y)

−∑
i
v∗im,q(x, y, ν(y))
 
ui (x)+
∑
j
ui , j (x)(y j − x j )

dH 1(y)
!
= lim
"→0
 ∫
Γ"
∑
k
u∗km,q(x, y)tk(y)−
∑
i
v∗im,q(x, y, ν(y))ui (y)dH 1(y)
−∑
i
ui (x)
∫
Γ1"
v∗im,q(x, y, ν(y))dH 1(y)
+
∑
i j
ui , j (x)
∫
Γ1"
∑
k l
u∗km,q(x, y)ak l i j νl (y)
− v∗im,q(x, y, ν(y))(y j − x j )dH 1(y)
!
Dabei konvergieren die Koeffizienten von ui , j , der Grenzwert werde mit Gmqi j be-
zeichnet. Das Integral von v∗im,q über Γ
1
"
divergiert jedoch für sich betrachtet für "→ 0,
nur zusammen mit dem Integral über Γ" hat es einen endlichen Grenzwert. Diese Be-
trachtungen motivieren für x ∈ Γ die Definitionen
U ′m,q[ f ](x) = lim"→0
∫
Γ"
∑
k
u∗km,q(x, y) fk(y)dH 1(y) , (5.33)
V ′m,q[ f ](x) = lim"→0
 ∫
Γ"
∑
i
v∗im,q(x, y, ν(y)) fi (y)dH 1(y)
+
∑
i
fi (x)
∫
Γ1"
v∗im,q(x, y, ν(y))dH 1(y)
!
, (5.34)
Gmqi j (x) = lim"→0
∫
Γ1"
∑
k l
u∗km,q(x, y)ak l i j νl (y)− v∗im,q(x, y, ν(y))(y j − x j )dH 1(y) , (5.35)
∇u =U ′[t]−V ′[u]+G∇u . (5.36)
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Aus Symmetriegründen ergibt sich wieder G∇u = 12∇u an glatten Stellen des Ran-
des. Für ein stetiges u, dass beiderseits des Randes die Differentialgleichung (5.1) mit dem
gleichen Differentialoperator erfüllt, erhalten wir analog zu (5.26) eine Darstellung von
∇u über den Sprung der Normalenableitungen. Der Gradient ist jedoch über Γ nicht ste-
tig, wir erhalten hier den mittelsG gewichteten Mittelwert der beidseitigen Grenzwerte,
d. h. an glatten Stellen
1
2
 
γ 1[∇u]+ γ 0[∇u]=U ′[t1− t0] . (5.37)
Insbesondere ist in diesem Fall die Berechnung des gemittelten Gradienten mittels des
nur Cauchy-singulären U ′ möglich.
5.4 Diskretisierung mittels Kollokation
Sei nun zunächst Γh eine Approximation von Γ durch Geradensegmente der Länge O (h).
Die Approximation sei genügend fein, so dass sich Γ über Γh mittels der in beide Rich-
tungen Lipschitz-stetigen orthogonalen Projektion lh : Γh → Γ darstellen lässt. Auf Γh
betrachten wir dann Ansatzfunktionen ϕ, die entweder stückweise konstant oder stück-
weise affin und global stetig sind. Dazu seien ϕi entsprechende Basisfunktionen, vgl. Ab-
bildung 5.4.1. Weiterhin gebe es Punkte ξ j ∈ Γh , so dass ϕi (ξ j ) = δi j . Die ξ j liegen also
im ersten Fall innerhalb der Segmente (üblicherweise die Mittelpunkte), im zweiten Fall
in den Endpunkten der Segmente. Die Menge der Kollokationspunkte bezeichnen wir
mit Nh .
Γ
Γh
Γ
Γh
x1
x2
ϕ(x)
x1
x2
ϕ(x)ξi
ϕi
ξi
ϕilh lh
(a) (b)
Abbildung 5.4.1:
(a) Stückweise konstante bzw. (b) stückweise affine Ansatzfunktionen.
Damit können wir eine Interpolationsabbildung von V =C (Γh) nach Vh = span{ϕi}
Ih :C (Γh)→Vh , Ih[ f ](x) =
∑
i
f (ξi )ϕi (x) (5.38)
definieren, die stetige Funktionen durch Funktionen des gewählten Ansatzraumes Vh auf
Γh interpoliert. Dabei sei bemerkt, dass im Falle stückweise konstanter Ansatzfunktio-
nen Vh 6⊂ V gilt.
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Zur Diskussion der Diskretisierung betrachten wir eine Integralgleichung der Form
K[u]+ F u = f (5.39)
mit einem Integraloperator K , integralfreien Koeffizienten F (d. h. die Multiplikation
mit einer in vielen Fällen – aber nicht notwendigerweise – konstanten Funktion) und
einer rechten Seite f . Dabei sei die Unbekannte u und die rechte Seite f zunächst als
skalare Funktion vorausgesetzt. Wir ersetzen nun diese durch eine Integralgleichung auf
der stückweise affinen Approximation des Randes, indem wir in der Definition des Ope-
rators K und der Koeffizienten F den Rand Γ durch seine Approximation Γh ersetzen
und f nach Γh liften.
K(h)[u]+ F(h)u = f(h) = f ◦ lh (5.40)
Im Rahmen eines Kollokationsansatzes betrachten wir nun die Projektion dieser Glei-
chung auf Vh mittels des Interpolationsoperators Ih , d. h. wir suchen
uh ∈ Vh , Ih

K(h)[uh]

+Ih

F(h)uh

=Ih

f(h)

. (5.41)
Offenbar genügt es, eine Gleichheit in Vh an allen Kollokationspunkten ξi zu fordern.
Wenn wir außerdem uh in der Basis {ϕ j } von Vh darstellen und f(h) mit Ih auf Vh proji-
zieren,
uh(x) =
∑
j
u jϕ j (x) , fh(x) =Ih

f(h)

(x) =
∑
i
 
f ◦ lh

(ξi )ϕi (x) , (5.42)
so erhalten wir aus (5.41):
K(h)[uh](ξi )+ F(h)(ξi )uh(ξi ) = fh(ξi ) für alle i , bzw. (5.43)∑
j
K(h)[ϕ j ](ξi )u j + F(h)(ξi )ui = fh(ξi ) für alle i . (5.44)
In diesem Sinne kann man die Projektionen von K(h) und F(h) als lineare Abbildungen
Kh und Fh auf Vh betrachten, wir schreiben kurz
Kh[uh]+ Fhuh = fh in Vh . (5.45)
Dabei können wir Kh auf Vh durch die Matrix
 
K(h)[ϕ j ](ξi )

i j darstellen. Die Einträge
dieser Matrix bestehen aus Integralen der Form
Ki j =K(h)[ϕ j ](ξi ) =
∫
Γh
k(ξi , y)ϕ j (y)dH 1(y) , (5.46)
d. h. die Integration des Integralkernes k multipliziert mit einer Basisfunktion ϕ j über
den Träger dieser Funktion. Diese Integrale lassen sich für die vorkommenden Kerne
analytisch berechnen, vgl. Abschnitt 6.3.
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Bei vektorwertigen Problemen kann die Gleichung in die folgende Blockstruktur zer-
legen, indem man vektorwertige Funktionen als Vektoren skalarer Funktionen betrach-
tet und die Integraloperatoren und die freien Koeffizienten entsprechend zerlegt:
K11 K12
K21 K22

u1
u2

+

F 11 F 12
F 21 F 22

u1
u2

=

f 1
f 2

(5.47)
Die Diskretisierung der Funktionen f k und u l , der Koeffizienten F k l und der Operato-
ren K k l erfolgt dann wie im skalaren Fall. Dabei ist zu beachten, dass es sich bei F k l u l
um das Produkt zweier skalarer Funktionen handelt. Dies ist die komponentenweise Dar-
stellung des Produktes F u, in dem F eine matrixwertige, u eine vektorwertige Funktion
ist.
Im Unterschied zu dem bisher diskutierten Vorgehen ist es ebenfalls möglich, die Inte-
gralgleichung durch Multiplikation mit einer Testfunktion und eine weitere Integration
in eine schwache Form zu bringen. Auf dieser schwachen Form aufbauend kann man
eine Galerkin-Approximation [SS04] durchführen. Der Galerkin-Ansatz hat analytische
Vorteile (man kann eine umfangreiche Konvergenztheorie analog zur Methode der Fini-
ten Elemente aufbauen), jedoch lässt sich die dort auftretende zweifache Integration nur
in den seltensten Fällen analytisch durchführen, so dass geeignete numerische Quadratur-
verfahren nötig sind.
5.5 Beschleunigung durch hierarchische Matrizen
Ein wesentlicher Nachteil derMethode der Randelemente ist die Gestalt der auftretenden
Matrizen. Da der Träger der Integralkerne u∗ und v∗ der ganze R2 ist, ist die entstehende
Matrix (im Gegensatz zu anderen Diskretisierungsverfahren für partielle Differentialglei-
chungen) nahezu vollständig besetzt.
Andererseits lassen sich die Integralkerne jedoch für genügend weit entfernte Punkte
x und y gut durch eine Entwicklung mit Tensorprodukt-Struktur
k(x, y)≈∑
m
kXm (x)k
Y
m(y)
approximieren. Insbesondere kannman sogar für ganze Gruppen von Kollokationspunk-
ten XI = {ξi | i ∈ I } und Integrationsbereichen YJ =
⋃
j∈J suppϕ j – so genannte Clus-
terpaare (XI ,YJ ) – dieselbe Entwicklung verwenden, solange die Cluster genügend weit
voneinander entfernt sind, d. h.
max{diamXI , diamYJ } ≤ ηdist (XI ,YJ ) (5.48)
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Dies ist die grundsätzliche Idee der Panel-Clustering-Methode [HN89, Sau00]. Ver-
wendet man als Basisfunktionen die für das Laplace-Problem besonders geeigneten sphä-
risch-harmonischen Funktionen, so spricht man auch von der schnellen Multipol-Me-
thode [GR97]. Weitere, in allgemeineren Kontexten anwendbare Möglichkeiten sind die
Taylor-Entwicklung oder Interpolation durch Polynome, jeweils unter geeigneten Glatt-
heitsvoraussetzungen des Integralkerns.
Hierarchische Matrizen [BGH03] sind eine Methode, die Systemmatrix in einer dieser
Entwicklung entsprechenden Struktur zu speichern und mit solchen Matrizen unter Be-
rücksichtigung ihrer Struktur arithmetische Operationen durchzuführen. Dabei werden
Blöcke, die weit entfernten Kollokationspunkten und Integrationsbereichen entsprechen,
durch Matrizen niedrigen Ranges dargestellt, vgl. Abbildung 5.5.1. Für einen zulässigen
Cluster (XI ,YJ ) können die Matrixeinträge folgendermaßen dargestellt werden:
Ki j =Kh[ϕ j ](ξi ) =
∫
Γh
k(ξi , y)ϕ j (y)dH 1(y)
≈
∫
Γh
∑
m
kXIm (ξi )k
YJ
m (y)ϕ j (y)dH 1(y)
=
∑
m

kXIm (ξi )
∫
Γh
k
YJ
m (y)ϕ j (y)dH 1(y)

=
∑
m
LIim R
J
m j
Das heißt eine Matrix niedrigen Ranges wird durch ein Produkt zweier rechteckiger Ma-
trizen L und R dargestellt. Nur im Nahbereich (wo keine zulässigen Clusterpaare existie-
ren) werden vollbesetzte Matrizen gespeichert.
Eine solche Approximation der Matrix lässt sich (nachdem die Blockstruktur aufgrund
der Geometrie des diskreten Randes gebildet wurde) auch durch rein algebraische Opera-
tionen berechnen, die in jedem Block nur wenige Einträge der Originalmatrix benötigen.
Dies bezeichnet man als adaptive Kreuzapproximation (ACA) [Beb00]. Dabei wird ein
Matrixblock zunächst anhand einer Zeile und Spalte durch eine Rang-1-Matrix appro-
ximiert. Auf die nach Subtraktion der Näherung verbleibende Matrix wendet man das
Verfahren rekursiv an, die entstehenden Rang-1-Matrizen addiert man zu einer Nied-
rigrang-Approximation. Bei geeigneter Wahl der verwendeten Matrixeinträge und des
Abbruchkriteriums lässt sich dadurch dieselbe Approximationsqualität wie durch Panel-
Clustering erreichen [Beb00].
Auf diese Weise lässt sich die Speicherung der Systemmatrix effizient organisieren.
Weiterhin ist die Matrix–Vektor-Multiplikation schnell durchführbar, so dass iterative
Verfahren zum Lösen des linearen Gleichungssystems in Betracht kommen.
Allerdings ist das Gleichungssystem insbesondere für komplizierte Randgeometrien
weiterhin schlecht konditioniert, so dass viele Iterationen nötig sind. EinenAusweg bietet
die approximative LR-Zerlegung durch hierarchische Matrizen. Dabei führt man block-
weise eine gewöhnliche LR-Zerlegung durch, approximiert jedoch die auftretenden Ma-
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Abbildung 5.5.1:
Hierarchische Zerlegung der Matrix in Blöcke niedrigen Ranges (weiß, die Zahl be-
schreibt den Rang) und voll besetze Blöcke (rot).
trizenprodukte durch solche niedrigeren Ranges [BGH03]. Dadurch erhält man mit na-
hezu linearem Aufwand eine approximative Inverse, die gut zur Vorkonditionierung ge-
eignet ist [Beb05].
Für die Methoden zu hierarchischen Matrizen fand in der vorliegenden Arbeit die Bi-
bliothek AHMED von Dr. habil. Mario Bebendorf Verwendung, vgl. Abschnitt 6.5.
Vollbesetzte Matrix Hierarchische Matrix
QR-Zerlegung Stabilisiertes BiCG
keine Vorkonditionierung hierarchische LR-Vorkond.
Partikel Speicher Laufzeit Speicher Laufzeit Iter. Speicher Laufzeit Iter.
100 40 MB 1 s 22 MB < 1 s 120 24 MB < 1 s 2
400 379 MB 65 s 29 MB 4 s 247 36 MB 4 s 4
1600 72 MB 44 s 451 112 MB 29 s 5
6400 324 MB 461 s 886 532 MB 176 s 7
Tabelle 5.5.1:
Speicherverbrauch, Laufzeit und Iterationszahlen für die Invertierung des Einfach-
schichtoperators des Laplace. Vergleich zwischen der direkten Lösung mit dem QR-Ver-
fahren und der iterativen Invertierung einer hierarchischen Approximation mit dem
stabilisierten BiCG-Verfahren, mit und ohne Vorkonditionierung.
Tabelle 5.5.1 zeigt das Laufzeit- und Konvergenzverhalten der hierarchischen Approxi-
mation imVergleich zu einer vollbesetztenMatrix. Dabei betrachten wir die Invertierung
des Einfachschichtoperators zum Laplace, bei der die hierarchische Vorkonditionierung
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verwendet wurde. Während bei der expliziten Speicherung der Matrix bereits in der Grö-
ßenordnung von circa eintausend Partikeln der Speicherbedarf an seine Grenzen stößt
und daher keine weiteren Vergleichsrechnungen zur Verfügung stehen, skaliert der Spei-
cherverbrauch der hierarchischen Matrizen nahezu linear, so dass deutlich größere Pro-
bleme handhabbar sind. Die Vorkonditionierung hält die Anzahl der nötigen Iterationen
niedrig, ab einigen tausend Partikeln zahlt sie sich auch in Hinblick auf die Gesamtlauf-
zeit aus.
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6 Implementation der numerischen
Verfahren
Die Implementierung der beschriebenen numerischenMethoden erfolgte in C++. Dabei
fandenMethoden der generischen Programmierung Anwendung [Vel00], die die abstrak-
te Programmierung der zentralen Algorithmen über eine allgemeine Schnittstelle zu den
entsprechenden Datenstrukturen erlaubte. Im Gegensatz zum eigentlich in C++ übli-
chen Laufzeit-Polymorphismus mittels virtueller Funktionen, die bei jedem Zugriff auf
die Schnittstelle eine Pointer-Indirektion zum Auffinden der Schnittstellenimplementie-
rung erfordert, lässt sich mit dem Template-Konzept von C++ die zu verwendende Im-
plementierung der Schnittstelle bereits zur Übersetzungszeit festlegen. Damit ist nicht
nur ein Zeiger-Zugriff weniger erforderlich, sondern dies erlaubt beispielsweise auch in
abstrakten Methoden die inline-Expansion der Implementierung.
Ein wesentlicher Teil der abstrakten Schnittstelle besteht darin, den Zugriff auf die
Geometriebeschreibung in Konzepte der C++ Standardbibliothek STL zu kleiden. Da-
bei zeichnet sich ein Objekt zur Geometriebeschreibung im Wesentlichen dadurch als
so genannter Container aus, dass es einen oder mehrere Iteratoren zur Verfügung stellt.
Iteratoren sind dabei abgeleitete Objekte, mit denen man alle Elemente eines Containers
(d. h. die Elemente einer Diskretisierung) in geeigneter Weise aufzählen kann.
Als Rahmen für die Implementierung findet die QuocMesh-Bibliothek Verwendung.
Die Methoden für hierarchische Matrizen stammen aus der Bibliothek AHMED von
Dr. habil. Mario Bebendorf, vgl. Abschnitt 6.5. Die wesentlichen Teile der Implementie-
rung sind die im folgenden beschriebenen Klassen zur Beschreibung des diskretisierten
Randes und der diskretisierten Integraloperatoren.
6.1 Gitterverwaltung
Die wesentlichen Elemente der Diskretisierung sind die Klassen Segment, Particle
und Boundary zur Beschreibung einer Strecke, eines geschlossenen Streckenzuges (als
Rand eines Partikels) und einer Menge solcher Partikel, sowie weiterhin die Klassen
SegmentIterator, ParticleIterator und AllSegmentIterator die das Iterieren
über die jeweils enthaltenen Objekte erlauben. Die Schnittstellen haben imWesentlichen
die folgende Form, der Template-Parameter Implementation verweist jeweils (nach
dem Trick von Barton und Nackman, vgl.[Vel00]) auf die konkrete Implementierung:
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Boundary
Particle
Segment
Particle
Iterator
AllSegment
Iterator
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Iterator
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Abbildung 6.1.1: Abstrakte Gitterschnittstelle.
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6.1 Gitterverwaltung
Die Unterklasse ReferenceSegment stellt die wesentlichen Methoden der Schnitt-
stelle Segment bereit. Diese repräsentiert eine Strecke durch den Verweis auf ein Partikel
und den Index des entsprechenden Segments, die eigentlichen Daten werden in den In-
stanzen der Partikel-Klasse gespeichert.
Für Ränder von Partikeln (oder Körnern in einem Polykristall) existieren zwei Imple-
mentierungen, die allgemeine Klasse ParametricParticle, die Ränder als Streckenzü-
ge über die Koordinaten der Punkte speichert, sowie die Klasse RectParticle für recht-
eckige, an den Koordinatenachsen ausgerichtete Partikel, die dadurch einige Optimierun-
gen in Speicherung und Zugriff erlaubt. Dabei sei zur Illustration im Wesentlichen die
tatsächliche Speicherung der Partikel und Segmente dargestellt, die Implementierung der
oben beschriebenen Schnittstellen erfolgt in naheliegender Art und Weise.
//! A segment that is described by a reference to a particle and an index
template <class Implementation, class ParticleType>
class ReferenceSegment
: public Segment<Implementation, typename ParticleType::DataType> {
public:
typedef typename ParticleType::DataType DataType;
typedef typename ParticleType::IndexType IndexType;
//! Is this the next segment of the same particle?
bool isFollowedBy ( const ReferenceSegment& segment ) const;
//! Is this another segment of the same particle?
bool sameParticle ( const ReferenceSegment& segment ) const;
protected:
//! Reference to the particle
ParticleType* _particle;
//! Segment index
IndexType _index;
};
//! Parametrized particle
template <class DataType = double, class IndexType = int>
class ParaParticle
: public Particle <ParaParticle<DataType, IndexType>,
ParaSegmentIterator<DataType, IndexType>,
ParaSegment<DataType, IndexType>,
DataType> {
private:
//! List of points, counter-clockwise
std::vector<Vec2<DataType> > _points;
};
//! Index type for rectangular particles
enum Side {TOP, LEFT, BOTTOM, RIGHT, UNDEFINED};
Side& operator ++ ( Side& side );
//! Rectangular particle
template <class DataType = double>
class RectParticle
: public Particle <RectParticle<DataType>,
RectSegmentIterator<DataType>,
RectSegment<DataType>,
DataType > {
private:
//! Two points defining the rectangle
Vec2<DataType> _lowerLeft, _upperRight;
};
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6 Implementation der numerischen Verfahren
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In ähnlicherWeise sind die diskretisierten Integraloperatoren implementiert: Die Schnitt-
stelle LocalOperator enthält die Methode, um einem Matrixeintrag zu berechnen. Die
konkreten Unterklassen für die jeweiligen Integraloperatoren erhalten beim Konstruk-
tor-Aufruf die Parameter des Operators. Die einfache Darstellung der Integraloperato-
ren durch vollbesetzte Matrizen ist als Unterklasse von FullMatrix implementiert, die
im Konstruktor mittels einer Implementation von LocalOperator die Matrix berech-
net. Eine Implementierung der hierarchischen Approximation wird in Abschnitt 6.5 be-
schrieben. Das folgende Beispiel beschreibt exemplarisch die Implementierung des Dop-
pelschichtoperators des Laplace sowie des Einfachschichtoperators der Elastizität. Dabei
beschränken wir uns im obigen Beispiel auf den übersichtlicheren Fall stückweise kon-
stanter Ansatzfunktionen.
Bei den semiimpliziten Verfahren zur Krümmungsdiskretisierung werden die Matrix-
einträge für nahe beieinander liegende Segmente noch durch entsprechende Koeffizien-
ten modifiziert, auch dafür ist eine allgemeine Schnittstelle für die verschiedenen Krüm-
mungsbegriffe bereitzustellen:
//! Integral operator constructed from a full operator plus a band diagonal structure
template <class GlobalOperatorType, class LocalOperatorType, class CyclicBandType>
class IntegralOperatorPlusCyclicBand : public GlobalOperatorType {
public:
typedef typename LocalOperatorType::DataType DataType;
typedef typename LocalOperatorType::ParticleType ParticleType;
//! Construct from boundaries and local evaluation plus step times bidiagonal
IntegralOperatorPlusCyclicBand ( const LocalOperatorType& localOp,
const Boundary<ParticleType>& boundary, DataType step )
: GlobalOperatorType ( localOp, boundary ) {
CyclicBandType band;
int pos = 0;
for ( typename std::list<ParticleType>::const_iterator it = boundary.begin (); it != boundary.end (); ++it ) {
int size = it->getNumberOfSegments ();
MultiVector<DataType> temp ( 2 * band.diags + 1, size );
band.computeLocally ( *it, temp, step );
addCyclicBand ( pos, temp );
pos += size;
}
}
private:
//! Adds a cyclic band subblock
void addCyclicBand ( int start, const MultiVector<typename LocalOperatorType::ParticleType::DataType>& vec ) {
int size = vec [0].size ();
int offset = ( vec.numComponents () - 1 ) / 2;
for ( int i = 0; i < size; ++i )
for ( int j = - offset; j < offset + 1; ++j ) {
int r = start + i;
int c = start + ( i + j + size ) % size;
this->set ( r, c, this->get ( r, c ) + vec [j+offset][i] );
}
}
};
Durch Nebenbedingungen gekoppelte lineare Gleichungssysteme, wie sie bei der Dis-
kretisierung der Polykristalle in Kapitel 4.5 auftreten (d. h. mehrere einzelne lineare
Gleichungssysteme, deren Unbekannte durch lineare Nebenbedingungen zwischen je-
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weils maximal zwei Variablen gekoppelt sind) kann man auf ein kleineres, vollbesetztes
System zurückführen: Dabei speichert man die einzelnen Gleichungssysteme und die
Nebenbedingungen zunächst separat. Das entstehende große Gleichungssystem (mit zu-
nächst zahlreichen Null-Blöcken) kann man nun durch Spaltenoperationen anhand der
Nebenbedingungen schrittweise zusammen schieben, so dass sich wieder ein vollbesetztes
Gleichungssystem ergibt, dass nur die tatsächliche (nicht durch die Verdopplung aufge-
blähte) Anzahl an Unbekannten enthält. Nachdem man dieses Gleichungssystem nume-
risch gelöst hat, kann man schließlich die Darstellung der Lösung in den ursprünglichen
Freiheitsgraden anhand der Kopplungsbedingungen rekonstruieren. Abbildung 6.2.1 il-
lustriert dieses Vorgehen. Das Verfahren ist in dieser Form durchführbar, solange die
Kopplungsbedingungen keine Zyklen enthalten.
(a)
y =− α
β
x + γ
β
α β γ
A B R
A
−
α β
B
R
−
γ β
B
(b)
Kopplungsbedingungen
Abbildung 6.2.1:
(a) Eine lineare Spaltenoperation. Dabei kann der eliminierte Freiheitsgrad später
mittels y =− α
β
x + γ
β
rekonstruiert werden. (b) Dadurch schiebt sich die ursprüngliche
Matrix mit großen Null-Blöcken schrittweise zu einer kleineren vollbesetzten Matrix
zusammen.
Dieser Ansatz ist vorteilhaft, wenn man das entstehende Gleichungssystem direkt (et-
wa durch eine LR-Zerlegung) invertiert. Beim Einsatz eines iterativen Lösers (ggf. in
Zusammenhang mit einer hierarchischen Approximation der Randintegral-Operatoren
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nach Abschnitt 5.5) bringt ein solches Vorgehen keine Vorteile, hier kann man die ur-
sprüngliche blockweise dünn besetzte Struktur der Matrix beibehalten.
//! Stores an number of separate linear equation systems
//! and separate coupling conditions
template <class DataType = double, class IndexType = int>
class BlockSolver : public Op<Vector<DataType> > {
public:
struct Line {
struct Entry {
IndexType block, var;
DataType fac;
};
Entry a, b;
DataType rhs;
};
private:
std::vector<const FullMatrix<DataType>* > _mat;
std::vector<const Vector<DataType>* > _rhs;
std::vector<Line> _line;
public:
void appendLine ( const Line& line );
void appendEqualBlock ( IndexType blocka, IndexType froma, IndexType toa, IndexType blockb, IndexType fromb ) {
Line line ( typename Line::Entry ( blocka, froma, 1 ), typename Line::Entry ( blockb, fromb, -1 ), 0 );
for ( int a = froma, b = fromb; a < toa; ++a, ++b ) {
line.a.var = a;
line.b.var = b;
appendLine ( line );
}
}
};
6.3 Berechnung der Matrixeinträge
Zunächst betrachten wir den Einfachschichtoperator des Laplace. Dessen Matrixeinträge
haben nach (5.46) die Form
Ui j =
∫
Γh
− 1
2pi
log |ξi − y|ϕ j (y)dH 1(y) .
Für stückweise konstante Ansatzfunktionenmuss also der Logarithmus über das einzelne
Randsegment Γ j = suppϕ j integriert werden:
Ui j =
∫
Γ j
− 1
2pi
log |ξi − y|dH 1(y)
Dazu parametrisieren wir Γ j mittels des Bogenlängenparameters t . Unter Verwendung
der Parameter aus Abbildung 6.3.1 könnenwir nun |ξi−y| als Funktion von t ausdrücken
und berechnen anschließend die Stammfunktion von log |ξi − y| durch
|ξi − y|2 =t 2+ a2− 2at cosα ,
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∫
log |ξi − y|dH 1(y) =
1
2
∫
log(t 2+ a2− 2at cosα)d t
=− t + a sinα arctan
 t − a cosα
a sinα

+
1
2
(t − a cosα) log t 2+ a2− 2at cosα .
Setzen wir nun die Integralgrenzen ein (für i = j , d. h. ξi ∈ Γ j , existiert das Integral im
uneigentlichen Sinne), so erhalten wir
Ui j =−
1
2pi
¨ −h + cϕ+ a˜ loga+ b˜ log b für i 6= j ,
−h + a˜ loga+ b˜ log b für i = j .
y
t
ya yb
c
a˜
a b
ϕ
α b˜
h
ξi
Γ j
Abbildung 6.3.1: Bei der Integration der Matrixeinträge verwendete Bezeichnungen.
Für stückweise affine Ansatzfunktionen genügt es bei geeigneter Parametrisierung der
beiden betroffenen Segmente und anschließender Skalierung des Integrals, Integranden
der Form log |ξi − y|t (y) für den Bogenlängenparameter t (y) zu betrachten. Dazu pa-
rametrisieren wir die beiden Teile Γ+j und Γ
−
j des Trägers von ϕ j so, dass in beiden
Fällen ξ j = yb gilt. Dadurch hat die Basisfunktion ϕ j in beiden Fällen die Darstellung
ϕ j (y) = t (y)/h. Wir berechnen nun die Stammfunktion∫
log |ξi − y|t (y)dH 1(y) =
1
2
∫
t log
 
t 2+ a2− 2at cosαd t
=
1
4
 
− t (2a˜+ t )+ 4a˜c arctan

t − a˜
c

+
 
a2− 2a˜2+ t 2 log t 2+ a2− 2a˜ t! .
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Auch hierbei müssen wir die Fälle, in denen der Kollokationspunkt im Integrationsseg-
ment liegt, besonders berücksichtigen. Wenn wir außerdem die korrekte Skalierung vor-
nehmen, erhalten wir
U±i j =−
1
2pih
 −h(2a˜+ h)+ 4a˜cϕ+
 
c2− a˜2 log(a2b 2)+ h2 log b 2 für ξi /∈ Γ±j ,−h(2a˜+ h)+  c2− a˜2+ h2 log b 2 für ξi = ya ,−h(2a˜+ h)+  c2− a˜2 loga2 für ξi = yb .
Daraus ergeben sich schließlich die Matrixeinträge mittels Ui j =U
+
i j +U
−
i j .
Für die Integraloperatoren der linearisierten Elastizität identifizieren wir zunächst R2
mit C durch eine R-lineare Abbildung wie in Abschnitt 5.1. Dadurch genügt es offenbar,
entlang von Strecken inC zu integrieren, wir können also das Integrationssegment durch
z(x − y) = c1+ c2t
mittels zweier komplexer Konstanten parametrisieren. Damit ergeben sich für stückweise
konstante Ansatzfunktionen (bis auf einen komplexen Faktor) die folgenden Integrale für
die Diskretisierung von Einfach- und Doppelschichtoperator:∫ h
0
log(c1+ c2t )d t =
1
c2
((c1+ c2h) log(c1+ c2h)− c1 log c1)− h∫ h
0
1
c1+ c2t
d t =
1
c2
(log(c1+ c2h)− log(c1))
Wählt man den Kollokationspunkt in der Mitte des Integrationssegments, so existieren
diese Integrale als uneigentliche Integrale bzw. im Sinne des Cauchyschen Hauptwertes,
das obige Ergebnis bleibt auch für diesen Fall gültig. Mit anderen Konstanten erhalten
wir aus dem Doppelschichtoperator auch die Diskretisierung des Operators U ′ zur Be-
rechnung der Gradienten.
Für die stückweise affinen Ansatzfunktionen besteht der Träger wie oben aus zwei
Randsegmenten. Hier wählen wir die Parametrisierung jeweils so, dass auf beiden Seg-
menten ϕ j (y) = 1− t (y)/h. Dann erhalten wir für jeden der Summanden (mit den jewei-
ligen Konstanten) die Darstellung∫ h
0
(1− t/h) log(c1+ c2t )d t =
1
c2
  
c1+
c21
2c2h
!
log

1+
c2h
c1
!
+
c2h
2
log (c1+ c2h)−
 c1
2
+
3
4
c2h

.
Liegt der Kollokationspunkt ξi in der Mitte des Trägers von ϕ j , so erhalten wir auf den
beiden Segmenten jeweils
h
1
2
log (c2h)−
3
4

,
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während wir in dem Fall, dass ξi am Rand des Trägers der Basisfunktion liegt, auf dem
betroffenen der beiden Segmente als Ergebnis des Integrals den folgenden Wert erhalten:
h

−5
4
log (−c2h)−
1
4

Für den Doppelschichtoperator ergibt sich∫ h
0
(1− t/h) 1
c1+ c2t
d t =
1
c2

1+
c1
hc2

log

1+
c2h
c1

− 1

.
Für i = j verschwindet das Integral aus Symmetriegründen. Falls ξi nur den Rand des
Trägers berührt, verbleibt für das Integral über das betroffene Segment der Wert − 1c2 .
6.4 Berechnung der integralfreien Koeffizienten
Der integralfreie Koeffizient ergibt sich im Fall der Elastizität nach (5.19) aus demGrenz-
wert des Integrals
F (x) =− lim
"→0
∫
Γ1"
 
v∗(x, y, ν)
T dH 1(y) .
Wenn wir dieses Integral über den Winkel θ parametrisieren und alle Konstanten aus-
klammern, so verbleibt für jede Komponente eine Integration der Form∫ θ1
θ0
ν j
"ν ·

1
p
"dθ
Die Normale ist nun ν =

cosθ
sinθ

, so dass wir für die Komponenten der Koeffizienten-
matrix die folgenden beiden Integrale auswerten müssen:∫ cosθ
cosθ+ p sinθ
dθ =
p log(−cosθ− p sinθ)+θ
1+ p2∫ sinθ
cosθ+ p sinθ
dθ =
− log(−cosθ− p sinθ)+ pθ
1+ p2
Eine andereMöglichkeit, die integralfreien Koeffizienten zu bestimmen, ergibt sich aus
der Beobachtung, dass alle Kombinationen von u = const und t = 0 die Randintegralglei-
chung (5.24) im Innenraum lösen. Indem wir für u die Konstanten e j einsetzen, erhalten
wir direkt die folgende Gleichung zur Bestimmung der Spalten der Koeffizientenmatrix
F :
F e j =V [e j ]+ I e j (6.1)
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Damit genügt eine Anwendung des Integraloperators, um die Koeffizienten zu bestim-
men. Die Methode ist in Bezug auf die Laufzeit etwas ungünstiger als die direkte Berech-
nung, dies fällt jedoch im Vergleich zum Aufwand für das Lösen des Gleichungssystems
nicht ins Gewicht. Andererseits ist sie nicht auf die spezielle Form der Fundamentallö-
sung zugeschnitten, und hat sich in der hier beschriebenen Implementierung als nume-
risch stabiler erwiesen.
6.5 Schnittstelle zu AHMED
Die Schnittstelle zur Bibliothek AHMED für die hierarchische Approximation der Ran-
dintegraloperatoren besteht im Wesentlichen aus der Übersetzung der Geometriereprä-
sentation (durch Implementationen von Segment) und der Bereitstellung von Blöcken
von Matrixeinträgen (mittels LocalOperator). Eine weitere Klasse übernimmt die Kap-
selung der Clusterungsoperationen, dabei ist die unterschiedliche Nummerierung der
Freiheitsgrade zu berücksichtigen. Das folgende Beispiel zeigt die Schnittstelle für den
Fall stückweise konstanter Ansatzfunktionen, wobei der Kollokationspunkt jeweils in
der Mitte des Randsegmentes liegt:
//! Interface class for bm::Segment subclasses with collocation node in the center
template <class SegmentType>
class centralCollNode : public dof {
private:
const SegmentType seg;
public:
centralCollNode ( const SegmentType& s ) : seg ( s ) {}
unsigned getdim () const { return 2; }
double getcenter ( const unsigned i ) const { return 0.5 * ( seg.getStart () [i] + seg.getEnd () [i] ); }
double getradius2 () const { return 0.25 * seg.getDirection ().normSqr (); }
const SegmentType& getSegment () const { return seg; }
virtual ~centralCollNode () {}
};
//! Interface class for bm::LocalOperator subclasses with central collocation
template <class LocalOperatorType>
class centralMatrixEntry {
public:
typedef typename LocalOperatorType::ParticleType::SegmentType SegmentType;
private:
const LocalOperatorType op;
public:
centralMatrixEntry ( const LocalOperatorType& o ) : op ( o ) {}
void operator () ( unsigned int n1, dof** segs1, unsigned int n2, dof** segs2, DataType* res ) const {
for ( unsigned int j = 0; j < n2; ++j ) {
SegmentType seg2 = static_cast <centralCollNode <SegmentType>* > ( segs2 [j] ) -> getSegment ();
for ( unsigned int i = 0; i < n1; ++i ) {
SegmentType seg1 = static_cast <centralCollNode <SegmentType>* > ( segs1 [i] ) -> getSegment ();
*res++ = op.evaluateLocally ( seg2, seg1 );
}
}
}
};
//! Block cluster tree
template <class ParticleType>
class centralClusterTree {
private:
dof** segs;
cluster2d_pca* tree;
blcluster* blocktree;
int numsegs;
unsigned int numclus, numblock;
public:
typedef typename ParticleType::DataType DataType;
typedef typename ParticleType::SegmentType SegmentType;
centralClusterTree ( const bm::Boundary<ParticleType>& bnd, double clustereta = 1.1, int minclussize = 4 ) {
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numsegs = bnd.getNumberOfSegments ();
segs = new dof* [numsegs];
bm::AllSegmentIterator<ParticleType> it = bnd.beginSegment ();
for ( int i = 0; i < numsegs; ++i, ++it ) {
segs [i] = new bm::centralCollNode<SegmentType> ( *it );
segs [i]->idx = segs [i]->vidx = i;
}
tree = new cluster2d_pca ( segs, 0, numsegs );
tree->subdivide ( segs, minclussize, numclus );
blocktree = genblcltree ( tree, tree, clustereta, numblock );
}
void mapBtoH ( const Vector<DataType>& bvec, Vector<DataType>& hvec ) const {
int i;
for ( i = 0; i < numsegs; ++i ) hvec [i] = bvec [ getDoF ( i ) ];
for ( i = i; i < bvec.size (); ++i ) hvec [i] = bvec [i];
}
void mapHtoB ( const Vector<DataType>& hvec, Vector<DataType>& bvec ) const {
int i;
for ( i = 0; i < numsegs; ++i ) bvec [ getDoF ( i ) ] = hvec [i];
for ( i = i; i < bvec.size (); ++i ) bvec [i] = hvec [i];
}
};
Damit ist der wesentliche Teil der Schnittstelle realisiert, zur Einbettung in das Opera-
tor-Konzept der QuocMesh-Bibliothek sind lediglich noch Kapselungen der benötigten
Aufrufe von Funktionen aus AHMED durch die Klassen HMatrixOp für einen durch
hierarchische Matrizen approximierten Operator und HLUPreconditionerOp für eine
approximative LR-Zerlegung bereitzustellen. Die Verarbeitung von Nebenbedingungen
und vektorwertigen Problemen erfordert außerdem noch einfache Modifikationen des
(in AHMED berechneten) Clusterbaums, nämlich das Hinzufügen einer einzelnen Zeile
bzw. Spalte und das Vervierfachen des gesamten Baumes.
Zentrale Teile des Verfahrens (die Kreuzapproximation derMatrizen sowie dieMatrix–
Vektor-Multiplikation) lassen sich auf einem PC mit mehreren Prozessorkernen in ein-
facher Weise parallelisieren: Die Kreuzapproximationen einzelner Blöcke sind völlig un-
abhängig, so dass sie sich problemlos auf eine gegebene Anzahl von Prozessorkernen
verteilen lassen. Bei der Matrix–Vektor-Multiplikation kann man durch eine horizontale
Unterteilung derMatrix alle Schreibkonflikte auf demZielvektor vermeiden, so dass auch
hier keine Kommunikation der Prozesse erforderlich ist. Aufgrund der Blockstruktur der
Elastizitätsoperatoren ist zumindest bei diesem (in Bezug auf die Laufzeit bedeutenderen)
Fall die Balancierung der parallelen Programmfäden automatisch nahe am Optimum.
void applyAdd ( const Vector<DataType>& arg, Vector<DataType>& dest ) const {
double* x1 = const_cast <DataType*> ( & ( arg [0] ) );
double* y1 = & ( dest [0] );
#ifdef _OPENMP
blcluster* tree = matrix.blclTree;
mblock<DataType>** blocks = matrix.blcks;
if ( tree->isleaf() )
blocks [tree->idx] -> multa_mbl_vec ( 1, x1, y1 );
else {
double* x2 = x1 + tree->son1->n2;
double* y2 = y1 + tree->son1->n1;
#pragma omp parallel sections
{
#pragma omp section
{
multa_H_vec ( 1, tree->son1, blocks, x1, y1 );
multa_H_vec ( 1, tree->son2, blocks, x2, y1 );
}
#pragma omp section
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{
multa_H_vec ( 1, tree->son3, blocks, x1, y2 );
multa_H_vec ( 1, tree->son4, blocks, x2, y2 );
}
}
}
#else
matrix.amux ( 1, x1, y1 );
#endif
}
Das Erzeugen und Anwenden eines Integraloperators im Hauptprogramm hat dann
schließlich die folgende Form:
// Create operator
bm::SingleLayerPotential<bm::RectParticle<double> > pot;
bm::centralMatrixEntry<bm::SingleLayerPotential<bm::RectParticle<double> > > entry ( pot );
bm::centralClusterTree<bm::RectParticle<double> > tree ( boundary, clusterEta, minCluster );
bm::HMatrixOp<bm::centralMatrixEntry<bm::SingleLayerPotential<bm::RectParticle<double> > > >
mat ( entry, tree, HEpsilon, maxRank );
// Apply operator
tree.mapBtoH ( arg, arg_h );
mat.apply ( arg_h, dest_h );
tree.mapHtoB ( dest_h, dest );
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7 Schlussbemerkungen
In den diskutierten Anwendungen hat sich die Methode der Randelemente als effizi-
entes Verfahren zur Simulation von Phasenübergängen in Materialien mit scharf defi-
nierten Grenzflächen erwiesen. Die Herleitung eines angemessenen reduzierten Modells
sowie die Verwendung hierarchischer Approximationstechniken und lokalisierter Zeit-
schrittverfahren erlaubt die Simulation von Partikelmengen, die ausreichend groß für an-
wendungsrelevante statistische Untersuchungen sind. Andererseits lässt sich durch einen
Homogenisierungsansatz das effektive VerhaltenmikrostrukturierterMaterialienmittels
der Simulation kleiner Zellprobleme berechnen.
Das numerische Verfahren für die Ostwald-Reifung wurde hier nur für den Fall ho-
mogener Elastizität implementiert, die Erweiterung auf den inhomogenen Fall wäre ein
natürlicher nächster Schritt (vgl. Abschnitt 3.12). Die wesentlichste Einschränkung der
Verfahren zur Simulation magnetischer Formgedächtnis-Materialien ist der pro Partikel
oder Korn konstante Phasenparameter, die in Abschnitt 4.13 beschriebene Erweiterung
mit einer beweglichen Grenzfläche innerhalb der Partikel würde hierbei die Modellie-
rung weiterer in der Anwendung bedeutender Phänomene ermöglichen.
Teile dieser Arbeit wurden bereits in den folgenden Artikeln in wissenschaftlichen
Zeitschriften bzw. Büchern veröffentlicht:
[CLR07a] CONTI, SERGIO, MARTIN LENZ, und MARTIN RUMPF: Macroscopic be-
haviour of magnetic shape-memory polycrystals and polymer composites. In:
proceedings of the 7th European Symposium on Martensitic Transformations
and Shape Memory Alloys, Materials Science and Engineering: A, erscheint
2007.
[CLR07b] CONTI, SERGIO, MARTIN LENZ, und MARTIN RUMPF: Modeling and
simulation of magnetic shape-memory polymer composites. Journal of Me-
chanics and Physics of Solids, 55:1462–1486, 2007.
[GLN+06] GARCKE, HARALD, MARTIN LENZ, BARBARA NIETHAMMER, MAR-
TIN RUMPF, und ULRICH WEIKARD: Multiple scales in phase separating
systems with elastic misfit. In: MIELKE, ALEXANDER (Herausgeber): Ana-
lysis, Modeling and Simulation of Multiscale Problems. Springer, 2006. Ab-
schlussbericht des DFG Schwerpunktprogramms 1095.
Die Implementierung der numerischen Verfahren erfolgte im Rahmen der Bibliothek
QuocMesh, die in der Arbeitsgruppe von Prof. Dr. Martin Rumpf am Institut für Nume-
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rische Simulation entwickelt wird. Zur hierarchischen Approximation der Randelemen-
te-Matrizen und zur Vorkonditionierung wurden Funktionen aus der AHMED-Biblio-
thek von Dr. habil. Mario Bebendorf benutzt, welche für grundlegende Funktionen der
linearen Algebra auf LAPACK [ABB+99] zurückgreift. Zur Visualisierung wurden teil-
weise die am Sonderforschungsbereich 256 entwickelte Bibliothek GRAPE [GHK+99]
verwendet, die Fouriertransformation benutzte FFTW [FJ05], während zur Erstellung
der zahlreichen Graphen das Programm GnuPlot Verwendung fand.
Die Erstellung dieser Arbeit wurde zu großen Teilen durch die Deutsche Forschungsge-
meinschaft innerhalb der Schwerpunktprogramme 1095Analysis, Modellierung und Simu-
lation von Multiskalenproblemen und 1239 Änderung von Mikrostruktur und Form fester
Werkstoffe durch äußere Magnetfelder gefördert.
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Neben der finanziellen Unterstützung bin ich dankbar für zahlreichen Kooperations-
möglichkeiten innerhalb der beiden Schwerpunktprogramme, die sich in Form von Kon-
takten zu Mitarbeitern anderer Projekten in den Programmen ergeben haben.
Mein besonderer Dank gilt Prof. Dr. Martin Rumpf für die Betreuung und Unterstüt-
zung beim Anfertigen dieser Arbeit, Prof. Dr. Sergio Conti für viele geduldige Erklärun-
gen, insbesondere in Bezug auf die Modellierung von Formgedächtnis-Materialien sowie
Prof. Dr. Barbara Niethammer für viele hilfreiche Gespräche zu Gradientenfluss-Model-
len für die Ostwald-Reifung und der geeigneten Formulierung der Randbedingungen.
Weiterhin möchte ich mich bei Dr. Christian Ospelkaus bedanken, der mich für die Ele-
ganz der Methode der Randelemente begeistert hat (und auf dessen Implementierung vie-
le der verwendeten Randintegral-Operatoren basieren, auch wenn sie mittlerweile mehr-
fach neu geschrieben wurden), bei Dr. Ulrich Weikard für viele Diskussionen über die
verschiedenenMethoden zur Modellierung von Grenzflächen bei Phasenübergängen, bei
Dr. habil. Mario Bebendorf für seine Hilfe bei der Benutzung der hierarchischen Matri-
zen und die Möglichkeit, seine Bibliothek AHMED zu verwenden, sowie bei Prof. Dr.
Harald Garcke insbesondere für hilfreiche Erklärungen zum Mullins–Sekerka-Modell.
Dr. Marc Droske und Dr. Jürgen Becker haben die Arbeit Korrektur gelesen und vie-
le nützliche Anmerkungen gemacht, weiterhin haben Benjamin Berkels, Helene Horn,
Simplice Nemadjieu, Oliver Nemitz, Nadine Olischläger und Ole Schwen einzelne Ka-
pitel gelesen und zahlreiche hilfreiche Verbesserungsvorschläge gemacht. Ihnen gilt mein
Dank für all ihre nützlichen Bemerkungen und Vorschläge. Schließlich danke ich allen ge-
genwärtigen und ehemaligenMitgliedern der Arbeitsgruppe von Prof. Dr. Martin Rumpf
für die ständige Bereitschaft zu informativen mathematischen Diskussionen.
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