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ABSTRACT
This paper considers the problem of designing a multilevel pulse width modulated
waveform (PWM) with a prescribed harmonic content. Multilevel PWM design
plays a major role in many diverse engineering disciplines. In power electronics,
multilevel PWM design corresponds to determining the inverter switching times
and levels for selective harmonic elimination and harmonic compensation. In
mechatronics, the same design corresponds to shaping input signals to damp
residual vibrations in flexible structures. More generally, in most applications, the
aim of PWM design is to minimize the total harmonic distortion while adhering to
a prescribed harmonic content. The solution approach presented in this paper is
based on linear programming with the objective of minimizing the total harmonic
distortion. This objective is achieved within an arbitrarily small bound of the
optimal solution. In addition, the linear programming formulation makes the design
of such switching waveforms computationally tractable and efficient. Simulations
are provided for corroboration.
Keywords: Multilevel PWM; Linear Programming; Fourier Analysis
1. Introduction
In this paper, the problem of designing a multilevel pulse width modulated waveform
(PWM) with a prescribed harmonic content is considered. A multilevel PWM is a
periodic signal which takes values from a finite discrete set of real numbers. The
time instants where it changes value are called switching instants. Figure 1 shows
one period of a typical multilevel PWM. The prescribed harmonic content specifies a
finite number of Fourier components which the multilevel PWM must contain. Since
the multilevel PWM is a switching signal, it also contains harmonics other than the
ones prescribed. The harmonic content in the multilevel PWM which are not part of
the prescribed set gives rise to harmonic distortion. It is desired that this distortion
be kept as low as possible in all applications. Therefore, the objective of the design of
a multilevel PWM refers to the determination of its switching instants and the level
transitions such that: (i) the signal has the prescribed harmonic content and (ii) the
total harmonic distortion is minimized.
Switched waveforms play an important role in many engineering domains such as
power electronics, mechanical systems and power amplifiers. The switched waveforms
form an integral part of the operation of power electronic systems, in particular of that
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A Switching Instant
Figure 1. This figure shows a multilevel PWM. The signal takes has a period of 2.048 milliseconds and takes
values from the set {−4, − 2, 0, 2, 4}. A switching instant is also shown in the figure where the signal
transition from 0 to 2.
of power inverters (Holmes and Lipo (2003), Dahidah and Agelidis (2008), Sheng, Qian,
Ye, and Wu (2016)). A power inverter converts DC power to AC power. The output of
a power inverter is a periodic multilevel PWM (typically with a period of 20 ms). Thus,
its harmonic content can be controlled by choosing appropriate switching instants and
level transitions. Conventionally, if the prescribed values for the higher order harmonics
are all zero (higher order refers to harmonics other than the fundamental harmonic),
then the problem is called Selective Harmonic Elimination (SHE). On the other hand, if
the prescribed values for the higher order harmonics have at least one non-zero number,
the problem is called Harmonic Compensation (HC). In the context of mechanical
systems, switched waveforms are used in damping residual vibrations. Here, the main
idea is to generate a multilevel PWM consisting of an out of phase harmonic at the
resonant frequency of the mechanical system. It is also desirable to design a switching
signal with the lowest harmonic distortion so that effect of PWM signal on the intended
operation of mechanical system is minimal. Refer to Gu¨rleyu¨k (2011) and Song, Buck,
and Agrawal (1999) for examples on vibration damping using multilevel PWM signals.
Another application of multilevel PWMs is in switch-mode power amplifiers which are
crucial components of modern day Radio Frequency (RF) transmitters used in wireless
communication systems. The key metric for evaluating the performance of a switch-
mode power amplifiers is called the power coding efficiency (see Zhu, Ma, Duan, Mukai,
Shinjo, and Teo (2014), Chung, Ma, Teo, and Parsons (2015), Francois and Reynaert
(2014)). The power coding efficiency is defined as the ratio of the prescribed in-band
power to the total band power of the digitized signal. A high power coding efficiency
can lead to an economical filter design at the receiver. In addition to these applications,
multilevel PWMs are also used in sigma-delta modulation (i Tormo, Poveda, Alarco´n,
and Guinjoan (2013)) and battery management systems (Maharjan, Yamagishi, and
Akagi (2012)).
The problem of designing multilevel PWMs has been widely studied in the context
of SHE and HC and various solution methodologies have been proposed. The conven-
tional method is to write the harmonic quantities as trigonometric polynomials of the
switching angles and find a solution to these equations1. In many of the previous works,
1For example, in the case of cascaded inverters, the authors of Dahidah and Agelidis (2008) show
that, with the assumption of half wave symmetry, the kth sine Fourier component is given by: bk =
2
these polynomial equations are used as constraints in an optimization problem where
the cost function is the total harmonic distortion. These optimization problems are gen-
erally non-convex and hence, do not have efficient solvers. Among the many techniques
employed for solving such optimization problems are variants of Genetic Algorithms,
Simulated Annealing, Artificial Neutral Networks, Particle Swarm Optimization, Bee
Algorithm, Fuzzy Logic, Frog Leaping Algorithm and random search based heuristics.
The reader is referred to Dahidah and Agelidis (2008), Haghdar, Shayanfar, and Alavi
(2011), Lee, Chu, Idris, Goh, and Heng (2015), Maia, Mateus, Ozpineci, Tolbert, Pinto,
et al. (2013), Kumle, Fathi, Jabbarvaziri, Jamshidi, and Yazdi (2015), Kavousi, Vahidi,
Salehi, Bakhshizadeh, Farokhnia, and Fathi (2012), Lou, Mao, Wang, Lu, and Wang
(2014) Sheng et al. (2016), Fisher and Sharaf (1994), Kumar and Vasudevan (2005),
Lohia, Mishra, Karthikeyan, and Vasudevan (2008), Nanda Kumar and Vasudevan
(2006), Qian, Ye, Liu, and Xu and Franquelo, Napoles, Guisado, Leo´n, and Aguirre
(2007) for more details. Another broad set of methods depend on gradient search, see
for example Agelidis, Balouktsis, and Cossar (2008). Algebraic techniques have also
received attention as a solution methodology, for example, methods which use resul-
tants of polynomials, Grobner basis, Chebyshev functions and Walsh functions. For a
detailed exposition on these methods, see Yang, Zhang, Yuan, Yu, Yuan, and Wang
(2016), Pindado, Jae´n, and Pou (1998) and Liang, O’Connell, and Hoft (1997). Space
Vector Modulation techniques provide another route for designing multilevel PWMs.
These methods are computationally efficient, but these need not produce waveforms
with low THD. Refer to Malinowski, Gopakumar, Rodriguez, and Pe´rez (2010) and
McGrath, Holmes, and Lipo (2003) for a detailed insight on Space Vector Modulation
methods for multilevel inverter switching.
The proposed algorithm of this paper has the following advantages over the above
references:
• The proposed algorithm relies on linear programming which is computationally
efficient.
• The solution can be made to satisfy the harmonic constraints within an arbi-
trarily small bound and its THD to lie within an arbitrarily small bound of the
optimal value.
• The algorithm does not require an initial guess of the solution. A method like
the simplex calculates an initial feasible solution Bertsimas and Tsitsiklis (1997).
The organization of the paper is as follows. The mathematical problem and the de-
tails of the solution are presented in Section 2. Simulations for various scenarios of SHE
and HC are presented in Section 3. The designed multilevel PWMs, their harmonics
and the total harmonic distortion are shown in figures and tables. Conclusions and
future directions of work in this regard are outlined in last section which is followed
by references.
4Vdc
kpi

V1
P1∑
i=1
(−1)i+1 cos(kαi) + . . . + VM (−1)
PM−1+1
PM∑
i=PM−1
(−1)i+1 cos(kαi)

, where M is the num-
ber of levels, Vdc is the DC bus voltage, VdcVj is the value of the j
th level and αi is the i
th switching angle.
And if Nj is the number of quarter wave switches at the j
th level converter, Pj = N1 + · · ·+Nj .
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2. Problem description and the proposed solution
The following are some of the mathematical notations used in this paper; see Bernstein
(2009) for more details.
• R and C denote the real and complex number fields, respectively. The set of
positive integers is denoted by Z.
• For a set S, |S| denotes its cardinality.
• For a complex number x, |x| is its absolute value.
• For a vector x ∈ Cn×1, ℜ(x) and ℑ(x) are vectors of its real and imaginary
components, respectively.
• 1m×n denotes a matrix of ones of dimension (m× n).
• For a matrix A, A(i, :) denotes its ith row and A(:, j) its jth column, AT
its transpose, dim(A) gives the dimension of its column space (also called its
rank) and vec(A) denotes the column-wise vectorization of A, i.e., vec(A) =[
A(:, 1)T A(:, 2)T . . . A(:, n)T
]T
.
• For matrices A and B, A⊗B denotes their Kronecker product.
• For a vector x, ||.||k is the k−norm.
• A matrix A is called a stochastic matrix if each of its elements of is non-negative
and each row adds to 1.
• {0, 1}N×S denotes the set of all N × S matrices with elements being either 0 or
1.
2.1. Problem description
A multilevel PWM is a periodic signal x(t), with period T , which takes values from a
finite subset of R. Let L = {L1, . . . , Lm} be that subset of R. The multilevel PWM
must also consist of a finite set of prescribed harmonic content. Suppose that the
prescribed harmonic numbers, and their values, are given by the set K = {k1, . . . , kr}
and the set H = {hck1 + jh
s
k1 , . . . , h
c
kr + jh
s
kr}, respectively. For ease of exposition,
denote the vectors h =
[
hck1 + jh
s
k1
. . . hckr + jh
s
kr
]T
, hc =
[
hck1 . . . h
c
kr
]T
and hs =[
hsk1 . . . h
s
kr
]T
. Under the aforementioned constraints, the objective is to design a
multilevel PWM with the lowest total harmonic distortion (THD), which is defined as
THD(x) =
∑
k/∈K
|Fk(x(t))|
2
∑
k∈Z
|F Tk x|
2
= 1−
|Fk1(x(t))|
2 + |Fk2(x(t))|
2 + · · ·+ |Fkr(x(t))|
2
|F1(x(t))|2 + |F2(x(t))|2 + |F3(x(t))|2 + . . .
, (1)
where
Fk(x(t)) =
2
T
∫ T
t=0
x(t) exp
(
−j
2pikt
T
)
dt
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are the fourier coefficients. Putting it all together, the problem in hand can be stated
as:
find x(t), t ∈ [0, T ), with the lowest THD
such that


x(t) ∈ L,∀t ∈ [0, T )
2
T
∫ T
0
x(t) exp
(
−j
2pikt
T
)
dt = hck + jh
s
k,∀k ∈ {k1, . . . , kr}.
(2)
In addition, the following assumptions are made:
i. The value of the fundamental harmonic is part of the prescribed set and h is
assumed to be a non-zero vector.
ii. The set L consists of at least 3 real numbers and L1 < L2 . . . Lm−1 < Lm. A
linear programming approach to design waveforms for two-level inverters has
been presented in Mohan, Poongothai, Bhikkaji, and Vasudevan (2017).
iii. The signal x(t) is piece-wise constant within the time intervals demarcated by
ti = (i − 1)T/N , i ∈ 1, . . . , N . This implies that the switching instants are
restricted to ti’s and thus the optimization problem (2) can be cast over the
set of discrete variables given by {x (ti) |i ∈ Z and 1 ≤ i ≤ N}. Suppose x (ti) is
written as x(i). With a slight abuse of notation, let x = [x(1) x(2) . . . x(N)]T .
iv. N is chosen such that r≪ N and max(K)≪ N , where r = |K|. This assumption
allows for the kth (k ∈ K) Fourier component to be approximated as:
Fk(x(t)) =
2
T
∫ T
t=0
x(t) exp
(
−j
2pikt
T
)
dt ≈
2
N
N−1∑
i=0
x (i) exp
(
−j
2piki
N
)
= fTk x.
(3)
From the assumptions iii. and iv. the definition of THD can be recast as:
THD(x) =
∑
k/∈K
|fTk x|
2
∑
k∈Z
|fTk x|
2
= 1−
∑
k∈K
|fTk x|
2
∑
k∈Z
|fTk x|
2
. (4)
Similarly the optimization problem (2) can also be rewritten as
min
x∈RN
THD(x)
subject to
{
x ∈ LN
fTk x = h
c
k + jh
s
k,∀k ∈ {k1, . . . , kr}.
(5)
The optimization problem in (5) will be the focus of this paper in the following sections.
2.2. The proposed algorithm
The algorithm shown in Figure 2 is the one proposed in this paper. The algorithm has
two parts: (i) a linear program and (ii) a clamping operation on the solution obtained
from the linear program. The output of the algorithm is the denotes as the vector x.
This section discusses the constraints used in the linear program, the construction of
the cost function and the effects of the clamping operation on the optimality of the
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final solution. It is shown that, as the time discretization of the waveform (decided by
the parameter N) becomes finer, the solution converges to the true optimal solution,
in terms of its total harmonic distortion.
2.2.1. The constraints
The optimization problem in (5) has two constraints:
(i)x ∈ LN and (ii) fTk x = hk, ∀k ∈ K.
The second set of constraints which enforce the multilevel PWM to have the desired
harmonics are linear. The first constraint, which ensures that the solution is multilevel,
is not a convex constraint. Hence, a natural approach is to find a convex relaxation
for it. To this end, first denote S = [L1, . . . , Lm]
T . It is clear that{
x ∈ LN×1
}
⇒
{
∃ Z ∈ {0, 1}N×S s.t. x = Z × S
}
. (6)
Therefore, the optimization problem (5) can be written in terms of Z ∈ RN×m as:
min
Z∈RN×m
THD(x)
subject to


x = Z × S,
Z ∈ {0, 1}N×m
fTk x = h(k), ∀k ∈ {k1, . . . , kr}.
(7)
Note that the convex hull of the set of matrices {0, 1}N×m such that each of the
rows add to 1 is the set of stochastic matrices of dimension N ×m. This leads to the
following relaxed optimization problem given by:
min
Z∈RN×m
THD(x)
subject to


x = Z × S,
Z ≥ 0, Z × 1m×1 = 1N×1
fTk x = h(k), ∀k ∈ {k1, . . . , kr}.
(8)
Note that the constraints of (8) are the same as the proposed algorithm in (13). The
next subsection would motivate the construction of the cost function which would
finally lead to the linear program in (8).
2.2.2. The cost function
With the constraints in place, it now remains to construct the cost function used in
(13). Note that ∑
k∈K
|fTk x|
2 =
∑
k∈K
|h(k)|2, (9)
6
Solve min
Z∈RN×m
1
N
(
11×N × Z × STp
)
subject to


x = Z × S,
Z ≥ 0, Z × 1m×1 = 1N×1
fTk x = h(k), ∀k ∈ {k1, . . . , kr},
(13)
where S = [L1, . . . , Lm]
T and Sp =
[
L21, . . . , L
2
m
]
.
Clamp elements of x not in L to the nearest level in L.
Figure 2. The proposed algorithm of this paper. The first step is to solve the linear program given by (13).
The second, and the last, step is a clamping operation.
which is a constant. Therefore, using the definition in (4), minimizing THD(x) is
equivalent to minimizing
∑
k∈Z
|fTk x|
2. By Parseval’s theorem
∑
k∈Z
|fTk x|
2 =
1
N
N∑
i=1
x2(i), the total energy in x. (10)
Suppose Sp =
[
L21, . . . , L
2
m
]
and c =
11×N ⊗ Sp
N
. Then note the following implication
{
x ∈ LN×1
}
⇒
{
∃ Z ∈ {0, 1}N×S s.t. x = Z × S
}
⇒
{
1
N
N∑
i=1
x2(i) = cTvec(Z)
}
.
(11)
With some algebraic manipulations, it can be seen that
cT vec(Z) =
(
11×N ⊗ Sp
N
vec(Z)
)
=
1
N
(
11×N × Z × STp
)
. (12)
Note that the last term in (12) is the cost function used in (13), the linear program
of the proposed algorithm. It is now imperative to inspect the quality of the solution
obtained by solving the linear programming problem in (13). Moreover, it is also nec-
essary to assess the impact of the clamping operation that follows the linear program
in (13). These aspects are discussed in the subsections that follow.
2.2.3. The quality of the LP solution
This section discusses two aspects of the quality of the solution obtained from the
linear program in (13). The first objective is to determine whether the elements of the
solution vector x obtained from the linear program belong to the set L. To that end, by
substituting x = Z × S and using the fact that for matrices U,X, V,W of appropriate
dimensions {UXV T =W} ⇔ {(U ⊗V )vec(X) = vec(W )}, the linear program in (13)
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is written equivalently as:
min
Z∈RN×m
cTvec(Z)
subject to


[
Γ1
Γ2
]
vec(Z) =
[
b
1
]
Z >= 0,
(14)
where
Γ1 = A⊗ S
T , Γ2 =
[
IN×N . . . IN×N
]︸ ︷︷ ︸
m
,
A = [ℜ(fk1) . . . ℜ(fkr) ℑ(fk1) . . . ℑ(fkr)]
T ,
b =
[
hck1 . . . h
c
kr
hsk1 . . . h
s
kr
]T
and c =
11×N ⊗ Sp
N
.
(15)
Now, the fundamental theorem of linear programming aids the analysis. The funda-
mental theorem of linear programming states that solution (if it exists) to the standard
linear program given by
min
x∈RN
pTx; p ∈ RN
subject to
Qx = S; Q ∈ Rr×N & S ∈ Rr
x >= 0
(16)
is a basic feasible solution. Moreover, when the number of constraints are lesser than
the number of variables (r < N), a basic feasible solution vector has at most N −
Rank(Q) non-zero elements. In (14), the analogue of the matrix Q is
[
Γ1
Γ2
]
. Its rank
can be bounded by:
Rank
([
Γ1
Γ2
])
≤ Rank (Γ2) + Rank (Γ1) = N + 2r. (17)
Suppose that the solution to the linear program in (14) is given by Z∗. Then Z∗ would
have at least (Nm−N −2r) zero elements. Suppose that the number of zero elements
in the kth row of Z∗ is given by qk. Then
q1 + q2 + . . . + qN−1 + qN ≥ Nm−N − 2r. (18)
Since Z∗ is stochastic (each row adds to 1),
qk ≤ (m− 1), ∀ 1 ≤ k ≤ N, k ∈ Z. (19)
Therefore, (18) and (19) together imply that at least (N − 2r) of qk’s have to be equal
to (m−1). That is, Z∗ has at least (N −2r) rows with (m−1) zero elements. In other
words, x∗ = Z∗ × S must have at least (N − 2r) elements in L.
Since the aim of this paper is to find a strictly multilevel solution (each element
of the solution vector must belong to the set L), the elements of x∗ not in the set
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L need to be modified. The modification is by clamping such an element of x∗ to its
nearest value in L. This operation is equivalent to quantization and is also last step
mentioned in the proposed algorithm in Figure 2. The effects of the clamping operation
are discussed in the next subsection.
2.2.4. The clamping operation and its effects
Suppose that x∗c is the result of the clamping operation on x
∗. Note that there exists
a Z∗c ∈ R
N×|L| such that x∗c = Z
∗
c × S. As a result, note the following inequalities:
||Ax∗c − b||∞ = max
k∈K
{
|fTk (x
∗
c − x
∗)|
}
≤ ||D||∞
(
2r
N
)
, (20)
and
∣∣cT vec(Z∗c )− cTvec(Z∗)∣∣ = 1N ∣∣11×N × (Z∗c − Z∗)× Sp∣∣ ≤ ||Dp||∞
(
2r
N
)
, (21)
where
D = [(L2 − L1) (L2 − L1) . . . (Lm−1 − Lm−2) (Lm − Lm−1)]
Dp =
[∣∣L22 − L21∣∣ ∣∣L22 − L21∣∣ . . . ∣∣L2m−1 − L2m−2∣∣ ∣∣L2m − L2m−1∣∣] . (22)
From the inequality in (20), it is clear that the solution x∗c satisfies the harmonic
constraints within a bound given by ||D||∞
(
2r
N
)
, which can be made arbitrarily
small by increasing N .
The focus is now to assess the impact clamping operation on the optimality of the
total harmonic distortion. In the previous section, it was pointed out that minimizing
the THD is equivalent to minimizing the total energy in the signal. Recall that the
total energy for x∗ is given by
1
N
N∑
i=1
(x∗(i))2. Using Jensen’s inequality (see Bernstein
(2009)) one obtains
1
N
N∑
i=1
(x∗(i))2 =
(x∗)Tx∗
N
≤ cTvec(Z∗) =
N∑
i=1
(Z∗(i, :) × Sp) . (23)
The extent of the difference
(
cTvec(Z∗)−
(x∗)Tx∗
N
)
can be obtained as a scalar mul-
tiple of the solution to a convex optimization problem. The magnitude of the difference
is bounded by: (
cT vec(Z∗)−
(x∗)Tx∗
N
)
≤
(2r)
N
δ, (24)
9
where
δ = max
λ∈Rm×1
(
λTSp −
(
λTS
)2)
subject to
λ ≥ 0 and λT1m×1 = 1.
(25)
Note that
1
N
∣∣(x∗c)Tx∗c − (x∗)Tx∗∣∣ =
∣∣∣∣cT vec(Z∗c )− (x∗)Tx∗N
∣∣∣∣ . (26)
Using triangle inequality, one obtains∣∣∣∣cT vec(Z∗c )− (x∗)Tx∗N
∣∣∣∣ ≤ ∣∣cT vec(Z∗c )− cTvec(Z∗)∣∣+
∣∣∣∣cTvec(Z∗)− (x∗)Tx∗N
∣∣∣∣ ,
≤ ||Dp||∞
(
2r
N
)
+
(2r)
N
δ.
(27)
The inequality in (27), together with (26), implies that the energy of the final output
of the main algorithm shown in Figure 2, which is equal to cTvec(Z∗c ) is bounded
within
(
||Dp||∞
(
2r
N
)
+
(2r)
N
δ
)
range of the total energy of x∗ given by
(x∗)Tx∗
N
.
Reiterating, one has the following inequalities
(x∗)Tx∗
N
≤ cT vec(Z∗) ≤ cTvec(Z∗c ), (28)
and, the difference between the first and the last term can be made arbitrarily small
by choosing a sufficiently large N . Moreover, the center term represents the optimal
value of the linear program in (13). Since THD is a continuous function of the total
energy, the THD of x∗c obtained from the algorithm shown in Figure 2 converges to
the optimal value of (8) as N →∞.
3. Simulations
This section presents simulation results of the proposed algorithm in this paper for
generating multilevel PWM with a prescribed set of harmonics and the lowest THD.
Selective Harmonic Elimination and Harmonic Compensation present an interesting
case for this part of the paper. Several scenarios are chosen: 3-level, 5-level, 8-level and
11-level PWMs, each for SHE and HC.
The simulations were done on MATLAB using CVX (Grant, Boyd, and Ye
(2008), Boyd and Vandenberghe (2004)). The details of the prescribed harmon-
ics and their values for the illustrations are given in Table 1 and Table 2. In
particular for SHE, the cosine and sine Fourier components corresponding to
5th, 7th, 11th, 13th, 17th, 19th, 23rd, 25th, 29th, 31st} harmonics are set to zero while the
fundamental cosine and sine harmonics are set to non-zero values. For all the simula-
tions, N = 2048, in accordance with (r ≪ N) and (max(K) ≪ N). In addition, the
average value of the PWM is constrained to be zero for all the simulations. The output
waveforms are shown in Figures 3-6. Each waveform represents one time period. The
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waveforms are accompanied by their Discrete Fourier Transform (DFT) which shows
their harmonic content.
It might be necessary for some engineering applications to generate waveforms with
zero even harmonics. This translates to the a half-wave anti-symmetry in the output,
that is, x(k) = −x(N − k), ∀1 ≤ k ≤ N/2, k ∈ Z. This in turn boils down to
rewriting the constraints and the cost functions in the variables given by the reduced
set {x (i) |i ∈ Z and 1 ≤ i ≤ N/2}. The qualitative aspects of the proposed algorithm
and the solution remain the same as discussed earlier. In these simulations, the levels
chosen are symmetric around 0, but an asymmetric level set can also be considered
for suitable applications.
Table 1. This table lists the simulation scenarios for SHE used in this paper. The set of levels, the prescribed
harmonic numbers and their harmonic values are tabulated. The multilevel PWMs are generated using the
proposed algorithm shown in Figure 2. The waveforms are depicted in Figure 3-6. The total harmonic distortion
of the obtained PWMs are also listed in the last column of the table.
Levels (L)
Prescribed
Harmonics (K)
Harmonic
Values (H)
THD
{-2, 0, 2}
{1, 5, 7, 11, 13, 17,
19, 23, 25, 29, 31}
hc = [1 0 0 0 0 0 0 0 0 0 0]
hs = [-1 0 0 0 0 0 0 0 0 0 0]
0.3601
{-4, -2, 0, 2, 4}
hc = [3 0 0 0 0 0 0 0 0 0 0]
hs = [-3 0 0 0 0 0 0 0 0 0 0]
0.0511
{-7, -5, -3, -1, 1, 3, 5, 7}
hc = [5 0 0 0 0 0 0 0 0 0 0]
hs = [-5 0 0 0 0 0 0 0 0 0 0]
0.0191
{-10, -8, -6, -4, -2,
0, 2, 4, 6, 8, 10}
hc = [7 0 0 0 0 0 0 0 0 0 0]
hs = [-7 0 0 0 0 0 0 0 0 0 0]
0.0090
Table 2. This table lists the simulation scenarios for HC used in this paper. The set of levels, the prescribed
harmonic numbers and their harmonic values are tabulated. The multilevel PWMs are generated using the
proposed algorithm shown in Figure 2. The waveforms are depicted in Figure 3-6. The total harmonic distortion
of the obtained PWMs are also listed in the last column of the table.
Levels (L)
Desired
Harmonics (K)
Harmonic
Values (H)
THD
{-2, 0, 2}
{1, 5, 7, 11, 13, 17,
19, 23, 25, 29, 31}
hc = [1 0 0 0 0 0.5 0 0 1 0 0]
hs = [-1 0 0 0.5 0 0 0 0 0 0 0]
0.2215
{-4, -2, 0, 2, 4}
hc = [2 0 -1 0 1 0 0 0 0 1 0]
hs = [-2 0 0 -1 0 0 1 0 0 0 1]
0.2726
{-7, -5, -3, -1, 1, 3, 5, 7}
hc = [3 1 0 0 -2 0 1 0 0 2 2]
hs = [-3 0 1 0 -1 0 0 2 0 0 1]
0.0362
{-10, -8, -6, -4, -2,
0, 2, 4, 6, 8, 10}
hc = [3 1 0 0 -3 0 1 0 0 2 2]
hs = [-3 0 1 0 -1 0 0 2 0 0 1]
0.0272
4. Conclusion
The problem of designing a multilevel switched periodic waveform with a prescribed set
of harmonics was considered. It was formulated as a linear program by discretizing the
integrals defining the harmonic constraints. The cost function was chosen with the aim
of minimizing the total harmonic distortion. The solution to the linear program was
shown to have a small fraction of values not in the level set. These values were clamped
to the nearest values in the level set. The clamping operation ensured the multilevel
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characteristic of the solution. It was shown that the clamped solution satisfied the
harmonic constraints within arbitrarily small bounds. In addition, the total harmonic
distortion also converged to its optimal value with finer discretization. This approach
was applied to obtain waveforms for various cases of Selective Harmonic Elimination
and Harmonic Compensation, and their total harmonic distortion was reported.
As for future directions of work, it would interesting to explore if a similar method
can be developed for designing multilevel PWMs with a given finite autocorrelation
sequence. Another avenue of research can be the development of multilevel sigma-delta
modulators which produce minimal harmonic distortion.
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Figure 3. Design of 3-level PWM: This figure shows the PWMs obtained from the main algorithm shown
in Figure 2 when the number of samples N = 2048, the set of levels S = [−2 0 2], the prescribed harmonic
numbers are given by K = [1 5 7 11 13 17 19 23 25 29 31], and the respective harmonic quantities
are given by h = [1−1i 0 0 0 0 0 0 0 0 0 0] for SHE and h = [1−1i 0 0 0.5i 0 0.5 0 0 1 0 0]
for HC. Both the waveforms are accompanied by their respective Fourier series. The red and green coloured
stems represent the cosine and the sine components present in the corresponding waveforms The THD of the
output waveforms are 0.3601 and 0.2215, respectively. See Tables 1-2 for more details.
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Figure 4. Design of 5-level PWM: This figure shows the PWMs obtained from the main algorithm shown
in Figure 2 when the number of samples N = 2048, the set of levels S = [−4 − 2 0 2 4], the
prescribed harmonic numbers are given by K = [1 5 7 11 13 17 19 23 25 29 31], and the
respective harmonic quantities are given by h = [3 − 3i 0 0 0 0 0 0 0 0 0 0] for SHE and
h = [2 − 2i 0 − 1 − 1i 1 0 1i 0 0 1 1i] for HC. Both the waveforms are accompanied by
their respective Fourier series. The red and green coloured stems represent the cosine and the sine components
present in the corresponding waveforms The THD of the output waveforms are 0.0511 and 0.2726, respectively.
See Tables 1-2 for more details.
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Figure 5. Design of 8-level PWM: This figure shows the PWMs obtained from the main algorithm shown
in Figure 2 when the number of samples N = 2048, the set of levels S = [−7 − 5 − 3 − 1 1 3 5 7 ],
the prescribed harmonic numbers are given by K = [1 5 7 11 13 17 19 23 25 29 31], and the
respective harmonic quantities are given by h = [5 − 5i 0 0 0 0 0 0 0 0 0 0] for SHE and
h = [3− 3i 1 1i 0 − 2− 1i 0 1 2i 0 2 2 + 1i] for HC. Both the waveforms are accompanied by
their respective Fourier series. The red and green coloured stems represent the cosine and the sine components
present in the corresponding waveforms The THD of the output waveforms are 0.0191 and 0.0362, respectively.
See Tables 1-2 for more details.
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Figure 6. Design of 11-level PWM: This figure shows the PWMs obtained from the main algorithm
shown in Figure 2 when the number of samples N = 2048, the set of levels S = [−10 − 8 − 6 − 4 −
2 0 2 4 6 8 10], the prescribed harmonic numbers are given byK = [1 5 7 11 13 17 19 23 25 29 31],
and the respective harmonic quantities are given by h = [7− 7i 0 0 0 0 0 0 0 0 0 0] for SHE and
h = [3− 3i 1 1i 0 − 3− 1i 0 1 2i 0 2 2 + 1i] for HC. Both the waveforms are accompanied by
their respective Fourier series. The red and green coloured stems represent the cosine and the sine components
present in the corresponding waveforms The THD of the output waveforms are 0.0090 and 0.0272, respectively.
See Tables 1-2 for more details.
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