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COBORDISM GROUPS OF SIMPLE BRANCHED COVERINGS
CSABA NAGY
Abstract. We consider branched coverings which are simple in the sense
that any point of the target has at most one singular preimage. The cobor-
dism classes of k-fold simple branched coverings between n-manifolds form
an abelian group Cob1(n, k). Moreover, Cob1(∗, k) = ⊕∞n=0 Cob1(n, k) is a
module over ΩSO∗ . We construct a universal k-fold simple branched covering,
and use it to compute this module rationally. As a corollary, we determine
the rank of the groups Cob1(n, k). In the case n = 2 we compute the group
Cob1(2, k), give a complete set of invariants and construct generators.
1. Introduction
Let f : M˜ → M be a smooth map between oriented n-dimensional manifolds.
It is called a branched covering if it has only zj × idRn−2 type singularities for
j ≥ 2, where zj : R2 → R2 is the complex jth power function. That is, if f is
not a local diffeomorphism at a point x˜ ∈ M˜ , then we can find charts Rn ⊂ M˜
and Rn ⊂ M around x˜ and f(x˜) respectively such that the restriction of f is
zj × idRn−2 : Rn → Rn. A branched covering is simple if each point of M has at
most one singular preimage.
Two simple branched coverings are cobordant, if both their sources and targets
are cobordant, and their disjoint union extends to a simple branched covering be-
tween the cobordisms. Our aim is to classify simple branched coverings up to cobor-
dism, thus we will study the set of cobordism classes of degree-k simple branched
coverings between n-dimensional manifolds:
Cob1(n, k) =
{
f : M˜ →M
∣∣∣∣∣ M˜ and M are n-dimensional manifoldsf is a k-fold simple branched covering
}/
cobordism
It is an abelian group, the group operation is disjoint union, and the inverse is
obtained by reversing orientations. Moreover, the product of a simple branched
covering with (the identity map of) a manifold is again a simple branched covering,
so the direct sum
Cob1(∗, k) =
∞⊕
n=0
Cob1(n, k)
is a graded module over the oriented cobordism ring ΩSO∗ .
The subset V˜j ⊂ M˜ of points where the branched covering f : M˜ → M has a
zj-type singularity is a codimension-2 submanifold. In the definition of branched
coverings we may also require that the submanifolds V˜j should be oriented. We will
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2 CSABA NAGY
consider branched coverings both with and without this extra condition. The cobor-
dism groups will be denoted by Cob1SO(n, k) in the oriented case and Cob
1
O(n, k)
in the unoriented case.
The main computational results of this paper are:
Theorem 1.1. (a) For a k-fold simple branched covering f : M˜ → M between n-
dimensional manifolds with oriented singular submanifolds let aj : V˜j → BSO2 be
the map that induces the normal bundle of V˜j ⊂ M˜ , and let [aj ] denote its bordism
class in the oriented bordism group ΩSOn−2(BSO2). The map
Cob1SO(∗, k)⊗Q→
ΩSO∗ ⊕
 k⊕
j=2
ΩSO∗−2(BSO2)
⊗Q ,
[f ]⊗ 1 7→ ([M ], [a2], [a3], . . . , [ak])⊗ 1
is an isomorphism of graded (ΩSO∗ ⊗Q)-modules.
(b) For an f with unoriented singular submanifolds let aj : V˜j → BO2 be the
map that induces the normal bundle of V˜j ⊂ M˜ , and let [aj ] denote its bordism
class in the twisted oriented bordism group ΩγOn−2(BO2) (see Definitions 2.12, 3.3
and 4.1). The map
Cob1O(∗, k)⊗Q→
ΩSO∗ ⊕
 k⊕
j=2
ΩγO∗−2(BO2)
⊗Q ,
[f ]⊗ 1 7→ ([M ], [a2], [a3], . . . , [ak])⊗ 1
is an isomorphism of graded (ΩSO∗ ⊗Q)-modules.
Theorem 1.2. The rank of the group Cob1(n, k) is
rk Cob1(n, k) =

(k − 1)∑m−1i=0 pi(i) + pi(m) if n = 4m,
(k − 1)∑m−1i=0 pi(i) in the oriented case, if n = 4m− 2,
0 otherwise,
where pi(i) denotes the number of partitions of i.
Remark. The torsion part of Cob1(n, k) is not known in general, but there are
some partial results. For example, we prove in [11] that Cob1(n, k) does not contain
p-torsion for primes p > k.
Theorem 1.3. The cobordism group of k-fold branched coverings between 2-dimen-
sional manifolds is
Cob1SO(2, k)
∼= Zk−1 in the oriented case,
Cob1O(2, k)
∼= Zk−22 in the unoriented case.
Theorem 1.4. In the 2-dimensional case the numbers of singular points of type zj
(for every 2 ≤ j ≤ k) form a complete set of invariants of Cob1(2, k).
These results are based on the construction of a universal k-fold simple branched
covering p1(k) : E1(k)→ B1(k) (see Definitions 3.4–3.5). Universality means that
every branched covering can be induced from p1(k) (in a sense analogous to the in-
ducing of fibre bundles) by a homotopically unique map, see Theorems 3.9 and 3.10.
Thus the study of the classifying space B1(k) yields information about branched
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coverings. In particular the bordism groups of B1(k) are isomorphic to the groups
Cob1(n, k) (see Theorem 3.13). Also, we can deduce from the simple connectivity of
B1(k) that every branched covering between 2-dimensional manifolds is cobordant
to a branched covering over the sphere (see Theorem 4.19).
In addition, we explicitly construct a set of 2-dimensional branched coverings
that represent a basis of of Cob1(2, k). These representatives are minimal in the
sense that they have the minimum number of singular points and their target has
minimal genus (see Theorem 4.16 and Proposition 4.17).
Background. Branched coverings have been studied for a long time. There are
various definitions, and, as a result of this, many different classes of maps are called
branched coverings. The common feature is that they are always codimension-0
maps, and the set of singular points is a codimension-2 subcomplex.
Branched coverings naturally appear in complex analysis, in particular every
holomorphic map between Riemann-surfaces is a branched covering. Another ex-
ample is the quotient map CP 2 → S4 of the action of Z2 on CP 2 by conjugation.
If the smooth structure of the quotient space (homeomorphic to S4) is chosen ap-
propriately, this map is a branched covering with singular submanifold RP 2 (see
Hambleton and Hausmann [8]).
Alexander [1] proved that every PL manifold is the source of a branched covering
over a sphere. Because of this, branched coverings play an important role in the
study of manifolds, especially in 3 and 4 dimensions.
The idea of studying a given class of maps via a universal such map is a classical
one, see eg. the universal fibre bundles, or the universal embedding BOk → MOk
defined by Thom. Classifying spaces have been constructed for many classes of
singular maps. Rima´nyi and Szu˝cs [14] described a general construction which
produces a classifying space for maps having fixed non-negative codimension and
singularities only of allowed types, for any prescribed set of allowed stable singu-
larity types. (Note that the singularity of zj is not stable, so branched coverings
do not form such a class.) This construction goes by gluing certain pieces, each
corresponding to a singularity type, together. Our construction follows the same
pattern, and we prove that we get a universal branched covering this way.
Classifying spaces for certain other classes of branched coverings have been con-
structed by Brand and Brumfield [4], Brand [3], Hilden and Little [9] and Brand
and Tejada [5]. They obtained results about branched coverings over spheres by
calculating homotopy groups of these classifying spaces.
There are few results about the cobordisms of branched coverings. Stong [16],
[17] studied the image of the homomorphism Cob1(n, k)→ ΩSOn , [f ] 7→ [M˜ ]−k·[M ],
where f : M˜ → M is a k-fold branched covering. (It is well-known that if f is a
k-fold covering, then [M˜ ] = k ·[M ], therefore this map can be viewed as a homomor-
phism Cob1(n, k)/ Im Cob0(n, k)→ ΩSOn , where Cob0(n, k) is the cobordism group
of coverings, and its image in Cob1(n, k) is the subgroup of cobordism classes repre-
sentable by coverings.) Stong’s results are based on calculations of Brand [2]. These
calculations show that the cobordism class of the source manifold M˜ is determined
by that of M and the singular submanifolds V˜j together with their normal bundles
in M˜ (given by inducing maps aj : V˜j → BSO2 or BO2). Our Theorem 1.1. ex-
tends this result by showing that the same information (rationally) determines the
cobordism class of the simple branched covering f .
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2. Definitions
All manifolds and all maps between them will be assumed to be smooth.
2.1. Branched coverings.
Definition 2.1. Let µj : SO2 → SO2 be the map µj(A) = Aj . This is a homo-
morphism, because SO2 is commutative.
Definition 2.2. If ξ is a locally trivial bundle, then let Eξ, Bξ and piξ : Eξ → Bξ
denote its total space, base space and projection, respectively. If ξ has fibre D2,
then let Sξ ⊂ Eξ denote its sphere bundle.
To every locally trivial bundle ξ with structure group SO2 there corresponds
another bundle µj∗(ξ), which is obtained by replacing the transition maps in ξ with
their compositions with µj . If ξ is an (oriented) D2-bundle, then it can also be
viewed as a complex line bundle, and µj∗(ξ) ∼= ξj , where ξj = ξ ⊗ ξ ⊗ . . .⊗ ξ is the
jth tensor power over C of ξ.
Definition 2.3. Let zj : D2 → D2 denote the complex jth power function (re-
stricted to the unit disk), ie. zj(z) = zj .
We have zj ◦A = µj(A) ◦ zj for every A ∈ SO2 (see Proposition 2.7). It follows
that there is a well-defined map zj∗ : Eξ → Eµj∗(ξ) that restricts to zj in each fibre.
(Using the µj∗(ξ) ∼= ξj identification zj∗ is the map x 7→ x⊗ x⊗ . . .⊗ x.)
Definition 2.4. A map f : M˜ →M between n-dimensional closed oriented mani-
folds is an (oriented) k-fold simple branched covering (k ≥ 2), if for every 2 ≤ j ≤ k
there exist
• disjoint codimension-2 closed oriented submanifolds V˜j ⊂ M˜ and Vj ⊂M ,
• oriented bundles ξ˜j and ξj over V˜j and Vj respectively, with fibre D2 and
structure group SO2,
• an isomorphism Ij : Eµj∗(ξ˜j)→ Eξj ,
• orientation-preserving embeddings e˜j : Eξ˜j → M˜ and ej : Eξj →M , which
are identical on V˜j and Vj (which are identified with the zero-sections of
the bundles),
such that
(B1) f has degree k over each connected component of M ,
(B2) f is a local diffeomorphism at each point of M˜ \ (⊔kj=2 V˜j),
(B3) f is orientation-preserving at each of its regular points,
(B4) if i 6= j, then ei(Eξi) and ej(Eξj) are disjoint,
(B5) the following diagram is commutative for every 2 ≤ j ≤ k:
Eξ˜j
e˜j //
Ij◦zj∗

M˜
f

Eξj
ej // M
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Remarks. 1. It follows from the listed properties of f that
(B6) f
∣∣
V˜j
: V˜j → Vj is a diffeomorphism, and this is the underlying diffeomorphism
of the isomorphism Ij ,
(B7) f
∣∣
M˜\f−1(V ) : M˜ \ f−1(V )→M \V is a k-fold covering (where V =
⊔k
j=2 Vj),
(B8) f
∣∣
f−1(ej(Eξj))\e˜j(Eξ˜j) : f
−1(ej(Eξj))\ e˜j(Eξ˜j)→ ej(Eξj) is a (k− j)-fold cov-
ering.
2. The branched covering f determines the “singular submanifolds” V˜j and
Vj . The subset Vj ⊂ M contains the points whose inverse image consists of k −
j + 1 points, and V˜j ⊆ f−1(Vj) is the subset of points where f is not a local
diffeomorphism.
3. The orientations of M˜ , M , V˜j and Vj are part of the data that determines a
branched covering, but they will be omitted from the notation. These orientations,
together with the condition that e˜j and ej are orientation-preserving, determine
the orientations of the bundles ξ˜j and ξj .
4. The definition can be extended to compact manifolds with boundary. In this
case we require in addition that f
∣∣
∂M˜
: ∂M˜ → ∂M is a branched covering between
closed manifolds, the restriction of f to a product neighbourhood ∂M˜ × I of the
boundary is a product map f
∣∣
∂M˜
× idI : ∂M˜ × I → ∂M × I, and f−1(∂M × I) =
∂M˜ × I.
5. This definition, though formally stronger, is equivalent to the one given in
the Introduction. The equivalence is proved in [11], we will not use it here. There
we also consider the more general notion of branched covering of type m, which
is a branched covering f : M˜ → M such that each point of M has at most m
singular preimages. The study of these is based on the construction of universal
k-fold type-m branched coverings pm(k) : Em(k)→ Bm(k). In this paper we only
consider the case m = 1, so from now on “branched covering” will mean “simple
branched covering”.
6. There are two ways to relax the orientation conditions. First we may allow
M˜ , M , V˜ and V to be unoriented manifolds (and then we cannot require f , e˜j and
ej to be orientation-preserving). Second we may allow the bundles ξ˜j and ξj and
the submanifolds V˜ and V to be unoriented (so we cannot require e˜j and ej to be
orientation-preserving). We will not consider the first option in this paper. The
changes necessary in the second case are described below.
2.2. The unoriented case. In order to extend the definition to the case of unori-
ented bundles ξ˜j and ξj , we need to define µ
j
∗ and z
j
∗ for unoriented bundles. This
is possible by the following two propositions.
Definition 2.5. Let τ =
(
1 0
0 −1
) ∈ O2.
Proposition 2.6. There is a unique homomorphism µj : O2 → O2 such that
µj(A) = Aj if A ∈ SO2 and µj(τ) = τ .
Proof. The group O2 is the semidirect product of SO2 and Z2 (generated by τ),
therefore there is at most one such homomorphism. The relation in the semidirect
product is given by τAτ = A−1 for every A ∈ SO2. Since µj(τ)µj(A)µj(τ) =
τAjτ = (Aj)−1 = (A−1)j = µj(A−1), the given conditions really determine a
homomorphism µj . 
Proposition 2.7. We have zj ◦A = µj(A) ◦ zj for every A ∈ O2.
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Proof. If A ∈ SO2, then A corresponds to multiplication by a complex number a,
so zj ◦ A(z) = (az)j = ajzj = µj(A) ◦ zj(z). If A ∈ O2 \ SO2, then A = Bτ for
some B ∈ SO2. This B corresponds to multiplication by a complex number b and τ
corresponds to complex conjugation, so zj◦A(z) = (bz¯)j = bjzj = µj(B)◦τ◦zj(z) =
µj(A) ◦ zj(z). 
Most of the following constructions and statements work in the same way in the
oriented and in the unoriented case. We will only specify which case we are in when
there is a difference.
2.3. Cobordism.
Definition 2.8. Two n-dimensional, k-fold branched coverings f1 : M˜1 →M1 and
f2 : M˜2 →M2 are isomorphic if there exist orientation-preserving diffeomorphisms
g˜ : M˜1 → M˜2 and g : M1 →M2 such that g ◦ f1 = f2 ◦ g˜, and g˜ and g preserve the
orientations of the singular submanifolds.
Definition 2.9. Two n-dimensional, k-fold branched coverings f1 : M˜1 →M1 and
f2 : M˜2 → M2 are cobordant if there exist oriented cobordisms W˜ between M˜1
and M˜2, and W between M1 and M2, and an (n+ 1)-dimensional, k-fold branched
covering h : W˜ →W such that h|M˜1 = f1, h|M˜2 = f2, and the singular submanifolds
of h are oriented cobordisms between the singular submanifolds of f1 and f2.
Isomorphism and cobordism are equivalence relations.
Definition 2.10. The set of cobordism classes of n-dimensional, k-fold branched
coverings is denoted by Cob1(n, k). (This is Cob1SO(n, k) in the oriented case, and
Cob1O(n, k) in the unoriented case.) The cobordism class of f is denoted by [f ].
The disjoint union of n-dimensional, k-fold branched coverings f1 : M˜1 → M1
and f2 : M˜2 →M2 is f1 unionsq f2 : M˜1
⊔
M˜2 →M1
⊔
M2. This induces an operation unionsq
on the set of cobordism classes, [f1] unionsq [f2] = [f1 unionsq f2]. This turns Cob1(n, k) into
an abelian group. The neutral element is the cobordism class of the empty map,
and the inverse of f : M˜ → M is (−f) : (−M˜) → (−M) (the same map between
the same manifolds, but with opposite orientations; the orientations of V˜j and Vj
are reversed too).
Definition 2.11. Let ΩSOn denote the n-dimensional oriented cobordism group,
and ΩSOn (X) denote the n-dimensional oriented bordism group of the space X.
Definition 2.12. Let ξ be a vector bundle over a space X. The twisted oriented
bordism group Ωξn(X) is defined as follows: An element is represented by a map
u : M → X, where M is a closed n-dimensional manifold and TM ⊕ u∗(ξ) is
oriented. Two representatives u1 : M1 → X and u2 : M2 → X are equivalent if
there is a bordism v : W → X between u1 and u2 and an orientation of TW ⊕v∗(ξ)
that induces the given orientations of TM1 ⊕ u∗1(ξ) and TM2 ⊕ u∗2(ξ) over the
boundary. The group operation is disjoint union.
Definition 2.13. Let ΩSO∗ denote
⊕∞
n=0 Ω
SO
n , this is a graded ring. Similarly
let ΩSO∗ (X) =
⊕∞
n=0 Ω
SO
n (X) and Ω
ξ
∗(X) =
⊕∞
n=0 Ω
ξ
n(X), these are graded Ω
SO
∗ -
modules: If [M,u] ∈ ΩSO∗ (X) or Ωξ∗(X) and [N ] ∈ ΩSO∗ , then [N ] · [M,u] = [M ×
N, u ◦ p1], where p1 : M ×N →M is the projection.
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Definition 2.14. Let Cob1(∗, k) = ⊕∞n=0 Cob1(n, k). It is a graded ΩSO∗ -module:
for a branched covering f : M˜ → M and [N ] ∈ ΩSO∗ let [N ] · [f ] = [f × idN ], the
cobordism class of f × idN : M˜ ×N →M ×N .
3. The universal k-fold branched covering
We will define a map p1(k) : E1(k)→ B1(k) which is a universal k-fold branched
covering in the sense that every k-fold branched covering can be induced from it by
a homotopically unique map (see Theorems 3.9 and 3.10). Note that p1(k) itself is
not a branched covering, because E1(k) and B1(k) are not manifolds.
3.1. Construction.
Definition 3.1. Let Sk denote the symmetric group on k elements.
Definition 3.2. Let p0(k) : E0(k) → B0(k) = K(Sk, 1) be the universal k-fold
covering. (In particular, E0(1) = B0(1) = B0(0) = ∗ and E0(0) = ∅.)
Definition 3.3. Let γSO denote the universal bundle piγSO : EγSO → BγSO =
BSO2 with fibre D
2 and structure group SO2. Analogously, let γO denote the
universal bundle piγO : EγO → BγO = BO2 with fibre D2 and structure group O2.
Now we define the universal k-fold branched coverings p1SO(k) : E
1
SO(k)→ B1SO(k)
(in the oriented case) and p1O(k) : E
1
O(k) → B1O(k) (in the unoriented case). The
notation γ, p1(k), E1(k) and B1(k) will mean γSO, p
1
SO(k), E
1
SO(k) and B
1
SO(k) in
the oriented case, and γO, p
1
O(k), E
1
O(k) and B
1
O(k) in the unoriented case.
Definition 3.4. Let
E1(k) = E0(k)
⋃
r˜2
(
Eγ ×B0(k − 2)
⊔
Eµ2∗(γ)× E0(k − 2)
)
⋃
r˜3
(
Eγ ×B0(k − 3)
⊔
Eµ3∗(γ)× E0(k − 3)
)
⋃
. . .⋃
r˜k
(
Eγ ×B0(0)
⊔
Eµk∗(γ)× E0(0)
)
and B1(k) = B0(k)
⋃
r2
Eµ2∗(γ)×B0(k − 2)⋃
r3
Eµ3∗(γ)×B0(k − 3)⋃
. . .⋃
rk
Eµk∗(γ)×B0(0) ,
where the gluing maps r˜j and rj are defined as follows:
The map zj∗ : Eγ → Eµj∗(γ) can be restricted to the sphere bundle Sγ. Using
this restriction we obtain a map
zj∗× id
⊔
id×p0(k−j) : Sγ×B0(k−j)
⊔
Sµj∗(γ)×E0(k−j)→ Sµj∗(γ)×B0(k−j)
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which is a k-fold covering. Let
rj : Sµ
j
∗(γ)×B0(k − j)→ B0(k)
and r˜j : Sγ ×B0(k − j)
⊔
Sµj∗(γ)× E0(k − j)→ E0(k)
be the maps that induce this covering:
Sγ ×B0(k − j)⊔Sµj∗(γ)× E0(k − j) r˜j //
zj∗×id
⊔
id×p0(k−j)

E0(k)
p0(k)

Sµj∗(γ)×B0(k − j)
rj // B0(k)
The space B1(k) is called the classifying space of branched coverings.
Definition 3.5. The universal k-fold branched covering
p1(k) : E1(k)→ B1(k)
is the union of the maps
p0(k) : E0(k)→ B0(k)
and zj∗ × id
⊔
id×p0(k − j) : Eγ ×B0(k − j)
⊔
Eµj∗(γ)× E0(k − j)
→ Eµj∗(γ)×B0(k − j) .
The definition of the gluing maps ensures that this is a well-defined continuous
map.
3.2. Inducing branched coverings.
Definition 3.6. Let M be a compact manifold and u : M → B1(k) be a continuous
map. The map u is called generic if it is transverse to Bµj∗(γ) × B0(k − j) ⊂
Eµj∗(γ)×B0(k− j) for every 2 ≤ j ≤ k. (If M has boundary, then we also require
that u
∣∣
∂M
is transverse to Bµj∗(γ)×B0(k − j).)
Here Bµj∗(γ) = Bγ is identified with the zero-section of µ
j
∗(γ). It is G2(R∞), the
infinite Grassmann manifold whose points are the (oriented/unoriented) planes in
R∞. Since M is compact, the image of u in Eµj∗(γ)×B0(k− j) is in fact contained
in Eµj∗(γ)
∣∣
G2(RN )×B0(k−j) for some finite N , where µ
j
∗(γ)
∣∣
G2(RN ) is the restriction
of µj∗(γ) to the finite dimensional Grassmann manifold G2(RN ). We say that u is
transverse to Bµj∗(γ)×B0(k− j) if the composition M → Eµj∗(γ)
∣∣
G2(RN )×B0(k−
j)→ Eµj∗(γ)
∣∣
G2(RN ) (defined on a neighbourhood of u
−1(Bµj∗(γ)×B0(k−j)) ⊆M)
of u and the projection is smooth, and is transverse to the submanifold G2(RN ) =
Bµj∗(γ)
∣∣
G2(RN ) ⊂ Eµ
j
∗(γ)
∣∣
G2(RN ).
By smooth approximation and the Thom transversality theorem (see Hirsch [10])
the set of generic maps is dense in the set of all continuous maps M → B1(k).
Definition 3.7. Let M be a compact manifold and u : M → B1(k) be a generic
map. The k-fold branched covering induced by u is the map f : M˜ → M , where
M˜ = {(x, y) ∈M × E1(k) | x ∈M, y ∈ (p1(k))−1(u(x))} and f(x, y) = x.
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In other words, f is the result of the standard construction of the following
pullback diagram:
M˜ //
f

E1(k)
p1(k)

M
u // B1(k)
Proposition 3.8. The definition makes sense, ie. M˜ is a manifold and f is a
k-fold branched covering.
Proof. We will prove this for closed M , the proof is similar for manifolds with
boundary.
First we will prove that M˜ is a (smooth, oriented) manifold, in particular each
of its points has a Euclidean neighbourhood.
Let Vj = u
−1(Bµj∗(γ) × B0(k − j)), V = ⊔kj=2 Vj and V̂ = f−1(V ) ⊂ M˜ . The
subset V ⊂M is closed, so V̂ ⊂ M˜ is closed too. The restriction of p1(k) is a k-fold
covering over B1(k) \ (⊔kj=2Bµj∗(γ) × B0(k − j)), so f ∣∣M˜\V̂ : M˜ \ V̂ → M \ V is
a k-fold covering too. Therefore every point (x, y) ∈ M˜ \ V̂ has a neighbourhood
in M˜ that is homeomorphic (via the restriction of f) to a neighbourhood of x in
M . Hence M˜ \ V̂ is a topological manifold, and a smooth atlas of M determines a
smooth structure on it such that f is a local diffeomorphism. Since M is oriented,
we get an orientation on M˜ \ V̂ such that f is orientation-preserving.
The subset Vj ⊂M is a closed codimension-2 submanifold (because u is generic).
Let Uj = u
−1(Eεµj∗(γ) × B0(k − j)) ⊂ M , where 0 < ε ≤ 1 and Eεµj∗(γ) denotes
the subset of Eµj∗(γ) that consists of D2ε = {z ∈ D2 | |z| ≤ ε} in each fibre. If ε is
small enough, then this is a tubular neighbourhood of Vj . Let Ûj = f
−1(Uj) ⊂ M˜
and U˜j = {(x, y) ∈ M˜ | x ∈ Uj , y ∈ Eγ × B0(k − j)} ⊆ Ûj . The restriction
of p1(k) is a (k − j)-fold covering Eµj∗(γ) × E0(k − j) → Eµj∗(γ) × B0(k − j),
therefore f
∣∣
Ûj\U˜j : Ûj \ U˜j → Uj is a (k− j)-fold covering too. Hence each point of
V̂ ∩ (Ûj \ U˜j) has a euclidean neighbourhood in M˜ , and there is a smooth structure
and orientation on these that are compatible with the ones defined earlier.
Let V˜j = {(x, y) ∈ M˜ | x ∈ Vj , y ∈ Bγ × B0(k − j)} = f−1(Vj) ∩ U˜j . Then
f
∣∣
V˜j
: V˜j → Vj is a homeomorphism. The tubular neighbourhood Uj can be iden-
tified with the disk bundle of the normal bundle of Vj ⊂ M , let pij : Uj → Vj
be the projection. We define a map p˜ij : U˜j → V˜j by the formula p˜ij(x, y) =(
f
∣∣
V˜j
)−1
(pij(x)). We will prove that U˜j is a D
2-bundle over V˜j with projection
p˜ij . For this we need that any x˜ ∈ V˜j has a neighbourhood in V˜j (a subset Ft
defined in the next paragraph), whose inverse image under p˜ij is homeomorphic to
Ft ×D2 and p˜ij is the projection onto Ft.
Let u1j : Uj → Eµj∗(γ) and u2j : Uj → B0(k− j) denote the composition of u and
the projections Eµj∗(γ)×B0(k− j)→ Eµj∗(γ) and Eµj∗(γ)×B0(k− j)→ B0(k− j)
respectively. Since Vj is compact, u
1
j (Vj) ⊂ Bγ can be covered by a finite number
of open sets Gs ⊂ Bγ (s = 1, 2, . . .), such that γ
∣∣
Gs
(and hence µj∗(γ)
∣∣
Gs
too) are
trivial. The normal bundle Uj of Vj is induced by u
1
j
∣∣
Vj
: Vj → Bγ from µj∗(γ), so
it is trivial over (u1j )
−1(Gs) ⊆ Vj . Vj can be covered by a finite number of open sets
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such that the closure of each is contained in (u1j )
−1(Gs) for some s. Let Ft (t =
1, 2, . . . ) denote these closures. If ε is small enough, then u1j (pi
−1
j (Ft)) ⊂ pi−1γ (Gs)
for (one of) the s with Ft ⊂ (u1j )−1(Gs). This gives us finitely many upper bounds
for ε, so we may assume that all of them are satisfied.
Let x˜ ∈ V˜j be arbitrary, then f(x˜) ∈ Vj , so f(x˜) ∈ intFt for some t. Let s be
such that u1j (pi
−1
j (Ft)) ⊂ pi−1γ (Gs). Fix a trivialization a : Gs × D2 → Eγ
∣∣
Gs
of
γ
∣∣
Gs
, this determines a trivialization aj : Gs ×D2 → Eµj∗(γ)
∣∣
Gs
of µj∗(γ)
∣∣
Gs
such
that the following diagram commutes:
Gs ×D2 a //
id×zj

Eγ
∣∣
Gs
zj∗

Gs ×D2 a
j
// Eµj∗(γ)
∣∣
Gs
Let w : Eµj∗(γ)
∣∣
Gs
→ D2 denote the projection (after identification with Gs ×
D2 via aj). As a bundle, Uj is trivial over Ft, let b : Ft × D2ε → pi−1j (Ft) be
a local trivialization. We may assume that the projection pi−1j (Ft) → D2ε (after
identification via b) is the same as w ◦ u1j .
Let δ = j
√
ε. We will define a map b˜ : Ft ×D2δ → U˜j ⊂M ×
(
Eγ ×B0(k − j)):
b˜(x, y) =
(
x0,
(
a(g, y), u2j (x0)
))
where x0 = b(x, z
j(y)) ∈ pi−1j (Ft)
g = piµj∗(γ)(u
1
j (x0)) ∈ Gs
Since p1(k)
(
a(g, y), u2j (x0)
)
=
(
zj∗ × id
)(
a(g, y), u2j (x0)
)
=
(
aj(g, zj(y)), u2j (x0)
)
=(
aj(g, w ◦ u1j (x0)), u2j (x0)
)
=
(
u1j (x0), u
2
j (x0)
)
= u(x0), we have b˜(x, y) ∈ M˜ . More-
over, x0 ∈ Uj and
(
a(u1j (x), y), u
2
i (x0)
) ∈ Eγ × B0(k − j), so the image of b˜ really
is in U˜j .
It is easy to check that b˜ is continuous and injective, and Ft is compact, so b˜ is a
homeomorphism onto its image. We will show that this image is p˜i−1j
((
f
∣∣
V˜j
)−1
(Ft)
)
=(
f
∣∣
U˜j
)−1(
pi−1j (Ft)
)
. If b(x, 0) = x ∈ Ft, then
(
f
∣∣
U˜j
)−1
(x) consists of a single point,
and this is in the image of b˜, because f(b˜(x, 0)) = x0 = x. If b(x
′, y′) ∈ pi−1j (Ft)\Ft
(so y′ 6= 0), then (f ∣∣
U˜j
)−1(
b(x′, y′)
)
consists of j points. f
(
b˜
(
x′, j
√
y′
))
= x0 =
b(x′, y′), and j
√
y′ may have j distinct values, hence
(
f
∣∣
U˜i
◦ b˜)−1(b(x′, y′)) con-
tains at least j points. Since b˜ is injective, it contains exactly j points, and(
f
∣∣
U˜j
)−1(
b(x′, y′)
)
is contained in the image of b˜. So we have proved that b˜ is
surjective. pij
(
f(b˜(x, y))
)
= pij(x0) = x ∈ Ft, so the image of b˜ is contained in(
f
∣∣
U˜j
)−1(
pi−1j (Ft)
)
. Therefore b˜ : Ft × D2δ → p˜i−1j
((
f
∣∣
V˜j
)−1
(Ft)
)
is a homeomor-
phism. So we have proved that any x˜ ∈ V˜j has a Euclidean neighbourhood.
The map p˜ij corresponds to the projection Ft × D2δ → Ft (after suitable iden-
tifications), because p˜ij(b˜(x, y)) =
(
f
∣∣
V˜j
)−1(
pij
(
f(b˜(x, y))
))
=
(
f
∣∣
V˜j
)−1(
pij(x0)
)
=(
f
∣∣
V˜j
)−1
(x). Therefore U˜j is a bundle over V˜j with fibre D
2 and projection p˜ij .
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Next we show that this is a smooth bundle with structure group SO2 (or O2
in the unoriented case). Since f(b˜(x, y)) = x0 = b(x, zj(y)), the following diagram
commutes:
(1) Ft ×D2δ b˜ //
id×zj

p˜i−1j
((
f
∣∣
V˜j
)−1
(Ft)
)
f

Ft ×D2ε b // pi−1j (Ft)
Suppose that b˜ : Ft×D2δ → p˜i−1j
((
f
∣∣
V˜j
)−1
(Ft)
)
and b˜′ : Ft′×D2δ → p˜i−1j
((
f
∣∣
V˜j
)−1
(Ft′)
)
are two local trivializations of the bundle U˜j corresponding to b : Ft×D2ε → pi−1j (Ft)
and b′ : Ft′ ×D2ε → pi−1j (Ft′). Then we have the following commutative diagram:
(Ft ∩ Ft′)×D2δ
(b˜′)−1 ◦ b˜ //
id×zj

(Ft ∩ Ft′)×D2δ
id×zj

(Ft ∩ Ft′)×D2ε
(b′)−1 ◦ b // (Ft ∩ Ft′)×D2ε
The bundle Uj has structure group SO2 (O2), so over any x ∈ Ft∩Ft′ the transition
map (b′)−1 ◦ b corresponds to a matrix A ∈ SO2 (A ∈ O2), ie. it is multiplication
by a complex number a (or a map z 7→ az¯). Therefore the transition map (b˜′)−1 ◦ b˜
has to be z 7→ j√az (or z 7→ j√az¯), and by continuity the same value of j√a is used
for every z. Therefore this too is an element of SO2 (O2). Moreover, the transition
map Ft ∩ Ft′ → SO2 (O2) in Uj is smooth, so the transition map in U˜j is smooth
too.
This implies that the local trivializations b˜ form a smooth atlas of U˜j . This is
compatible with the smooth structure on M˜ \ V˜ (where V˜ = ⊔kj=2 V˜j), therefore M˜
is a smooth manifold (and by diagram (1) f is a smooth map). The orientation of
M˜ \ V˜ extends to an orientation of M˜ , because V˜ is a codimension-2 submanifold.
It remains to prove that f is a branched covering. The submanifolds V˜j and Vj
are already defined. In the oriented case Uj is an oriented bundle, so its orientation,
together with that of M determines an orientation of Vj , and via the diffeomorphism
f
∣∣
V˜j
an orientation of V˜j too. Let ξ˜j be the bundle p˜ij : U˜j → V˜j and ξj be the
bundle pij : Uj → Vj (the fibres D2δ and D2ε can be replaced by D2). The maps e˜j
and ej are the obvious embeddings U˜j ↪→ M˜ and Uj ↪→M .
For any p ∈ Eµj∗(ξ˜j) let Ij(p) = f
(
(zj∗)−1(p)
) ∈ Uj = Eξj , we will show that
this map is well-defined. Let piµj∗(ξ˜j)(p) = x˜ ∈ V˜j , then f(x˜) ∈ intFt for some t.
Let b˜ and b be as above (with fibres changed to D2). Then b˜ determines a local
trivialization c : Ft ×D2 → Eµj∗(ξ˜j) such that the following diagram commutes:
Ft ×D2 b˜ //
id×zj

Eξ˜j
zj∗

Ft ×D2 c // Eµj∗(ξ˜j)
12 CSABA NAGY
If q ∈ (zj∗)−1(p), then zj∗(q) =
(
c ◦ (id×zj) ◦ b˜−1)(q) = p, therefore f(q) =(
b ◦ (id×zj) ◦ b˜−1)(q) = (b ◦ c−1)(p). So f maps (zj∗)−1(p) to a single point,
therefore Ij is well-defined. Moreover, the restriction of Ij to pi
−1
µj∗(ξ˜j)
((
f
∣∣
V˜j
)−1
(Ft)
)
is b ◦ c−1, which is an isomorphism between µj∗(ξ˜j)
∣∣
(f |V˜j )
−1(Ft)
and ξj
∣∣
Ft
. Since this
is true for every t, Ij is an isomorphism.
So we have defined all the necessary components. It follows easily from their
constructions that they satisfy properties (B1)–(B5). 
Remark. More generally, we will say that a k-fold branched covering f : M˜ →M
is induced by a generic map u : M → B1(k) if there is a map u˜ : M˜ → E1(k) such
that the following is a pullback diagram:
M˜
u˜ //
f

E1(k)
p1(k)

M
u // B1(k)
Equivalently, f is isomorphic to the branched covering described in Definition 3.7.
We will say that f can be induced from p1(k) if there is a generic map u that
induces it.
3.3. Universality of p1(k).
Theorem 3.9. Every k-fold branched covering can be induced from p1(k).
Proof. Let f : M˜ →M be a k-fold branched covering, we will define a generic map
u : M → B1(k) which induces it.
Let V˜j , Vj , ξ˜j , ξj , Ij , e˜j and ej be as in the definition of branched coverings. The
bundle ξ˜j can be induced from the universal bundle γ by a map aj : V˜j → Bγ, ie.
there is a bundle map a˜j : Eξ˜j → Eγ such that the following is a pullback diagram:
(2) Eξ˜j
a˜j //
piξ˜j

Eγ
piγ

V˜j
aj // Bγ
This aj also induces µ
j
∗(ξ˜j) from µ
j
∗(γ), so there is a bundle map a˜
j
j : Eµ
j
∗(ξ˜j) →
Eµj∗(γ) and a pullback diagram
(3) Eµj∗(ξ˜j)
a˜jj //
piµj∗(ξ˜j)

Eµj∗(γ)
piµj∗(γ)

V˜j
aj // Bγ
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Moreover we may assume that a˜j and a˜
j
j are chosen such that the following diagram
commutes:
(4) Eξ˜j
a˜j //
zj∗

Eγ
zj∗

Eµj∗(ξ˜j)
a˜jj // Eµj∗(γ)
The diagrams (2), (3) and (4) together form a commutative diagram:
Eξ˜j
a˜j //
zj∗
vv
piξ˜j

Eγ
zj∗
vv
piγ

Eµj∗(ξ˜j)
a˜jj //
piµj∗(ξ˜j) ""
Eµj∗(γ)
piµj∗(γ) ""
V˜j
aj // Bγ
The two squares containing aj are pullback squares, and it follows from diagram
chasing that the third square is a pullback square too. This, together with (B5),
implies that the following is a pullback diagram:
(5) e˜j(Eξ˜j)
a˜j ◦ e˜−1j //
f

Eγ
zj∗

ej(Eξj)
a˜jj ◦ I−1j ◦ e−1j // Eµj∗(γ)
Let b˜j = a˜j ◦ e˜−1j and bj = a˜jj ◦ I−1j ◦ e−1j .
The map f
∣∣
f−1(ej(Eξj))\e˜j(Eξ˜j) : f
−1(ej(Eξj)) \ e˜j(Eξ˜j) → ej(Eξj) is a (k − j)-
fold covering, so it can be induced from the universal covering p0(k − j). So there
are maps cj : ej(Eξj) → B0(k − j) and c˜j : f−1(ej(Eξj)) \ e˜j(Eξ˜j) → E0(k − j)
that induce it, ie. they form a pullback diagram:
(6) f−1(ej(Eξj)) \ e˜j(Eξ˜j)
c˜j //
f

E0(k − j)
p0(k−j)

ej(Eξj)
cj // B0(k − j)
Since (5) and (6) are pullback diagrams, the following is a pullback diagram too:
(7) f−1(ej(Eξj))
(b˜j , cj ◦ f)unionsq(bj ◦ f, c˜j) //
f

Eγ ×B0(k − j)⊔Eµj∗(γ)× E0(k − j)
zj∗×id
⊔
id×p0(k−j)

ej(Eξj)
(bj , cj) // Eµj∗(γ)×B0(k − j)
Let d˜j = (b˜j , cj ◦ f) unionsq (bj ◦ f, c˜j) and dj = (bj , cj).
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The restriction of this diagram to the sphere bundles is a pullback diagram of
k-fold coverings:
f−1(ej(Sξj))
d˜j //
f

Sγ ×B0(k − j)⊔Sµj∗(γ)× E0(k − j)
zj∗×id
⊔
id×p0(k−j)

ej(Sξj)
dj // Sµj∗(γ)×B0(k − j)
The covering on the right is induced from the universal covering p0(k) by rj and r˜j
(see Definition 3.4), therefore rj ◦ dj and r˜j ◦ d˜j induce the covering on the left.
Let intEξj = Eξj \ Sξj , and let
N = M \
 k⊔
j=2
ej(intEξj)

and N˜ = f−1(N) = M˜ \
 k⊔
j=2
f−1(ej(intEξj))
 .
Then ∂N =
⊔k
j=2 ej(Sξj) and ∂N˜ = f
−1(∂N) =
⊔k
j=2 f
−1(ej(Sξj)).
The covering f
∣∣
∂N˜
: ∂N˜ → ∂N is a restriction of the covering f ∣∣
N˜
: N˜ → N . It
is induced by the maps
g0 =
k⊔
j=2
rj ◦ dj :
k⊔
j=2
ej(Sξj) = ∂N → B0(k)
and g˜0 =
k⊔
j=2
r˜j ◦ d˜j :
k⊔
j=2
f−1(ej(Sξj)) = ∂N˜ → E0(k) .
Since p0(k) is universal, the inducing maps g0 and g˜0 extend to maps g : N → B0(k)
and g˜ : N˜ → E0(k) that induce f ∣∣
N˜
, ie. there is a pullback diagram:
(8) N˜
g˜ //
f

E0(k)
p0(k)

N
g // B0(k)
Let u : M → B1(k) be defined by
u
∣∣
ej(Eξj)
= dj : ej(Eξj)→ Eµj∗(γ)×B0(k − j)
and u
∣∣
N
= g : N → B0(k) .
Let u˜ : M˜ → E1(k) be defined by
u˜
∣∣
f−1(ej(Eξj))
= d˜j : f
−1(ej(Eξj))→ Eγ ×B0(k − j)
⊔
Eµj∗(γ)× E0(k − j)
and u˜
∣∣
N˜
= g˜ : N˜ → E0(k) .
These are well-defined continuous maps, because rj and r˜j are the gluing maps
in B1(k) and E1(k), and g and g˜ extend the restrictions of rj ◦ dj and r˜j ◦ d˜j ,
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respectively. It follows from the pullback diagrams (7) and (8) that the following
is a pullback diagram too:
(9) M˜
u˜ //
f

E1(k)
p1(k)

M
u // B1(k)
We may assume that the maps aj : V˜j → Bγ were chosen to be smooth, so u is
generic. The pullback diagram (9) shows that u induces f . 
Theorem 3.10. The inducing map of a k-fold branched covering is unique up to
homotopy.
Remark. The opposite statement is not true: homotopic maps may induce non-
isomorphic branched coverings.
Proof. Let f : M˜ → M be a k-fold branched covering. Let V˜j , Vj , ξ˜j , ξj , Ij , e˜j
and ej be as in the definition of branched coverings. Let u : M → B1(k) be the
inducing map defined in the proof of Theorem 3.9, and let u0 : M → B1(k) be any
generic map that induces f . We will prove that u0 is homotopic to u.
We have Vj = u
−1
0 (Bγ × B0(k − j)), because the right-hand side is the singu-
lar submanifold in the branched covering induced by u0 (see Proposition 3.8), ie.
f . Since u0 is generic, it is transverse to Bγ × B0(k − j), therefore u0
∣∣
ej(Eξj)
is
homotopic to a bundle map ej(Eξj) ≈ Eξj → Eµj∗(γ) × B0(k − j) such that the
homotopy is constant on Vj and no point outside Vj is mapped into Bγ×B0(k− j)
at any time during the homotopy. This can be done for every j, and the ho-
motopies can be extended to a homotopy of u0 using a collar neighbourhood of⊔k
j=2 ej(Sξj) in M \
(⊔k
j=2 ej(intEξj)
)
. After a further homotopy (that is constant
on
⊔k
j=2 ej(Eξj)) we may also assume that no point outside ej(Eξj) is mapped into
Eµj∗(γ)×B0(k − j).
Let u1 denote the resulting map. This u1 induces the same branched covering
as u0, ie. f . (Note that the singular subsets Vj and the bundles ξ˜j and ξj , induced
from γ and µj∗(γ) respectively by the composition Vj → Bγ×B0(k− j)→ Bγ, are
the same. The (k−j)-fold coverings over ej(Eξj) (see (B8)), induced from p0(k−j)
by the composition ej(Eξj) → Vj → Bγ × B0(k − j) → B0(k − j), are also the
same. Finally, the maps u0
∣∣
M\V , u1
∣∣
M\V : M \V → B1(k)\
(⊔k
j=2Bγ×B0(k− j)
)
are homotopic, so they induce the same k-fold covering over M \ V (see (B7)).
The details are left to the reader.) In the rest of the proof we will show that u1 is
homotopic to u.
Let u˜ and u˜1 be the maps in the following pullback diagrams:
(10) M˜
u˜ //
f

E1(k)
p1(k)

M˜
u˜1 //
f

E1(k)
p1(k)

M
u // B1(k) M
u1 // B1(k)
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Let u1j : ej(Eξj)→ Eµj∗(γ) and u2j : ej(Eξj)→ B0(k−j) denote the composition
of u
∣∣
ej(Eξj)
and the projections. The maps u11,j and u
2
1,j are defined similarly for
u1.
The composition of u˜
∣∣
e˜j(Eξ˜j)
: e˜j(Eξ˜j) → Eγ × B0(k − j) and the projection
is a bundle map u˜1j : e˜j(Eξ˜j) → Eγ (where Eξ˜j is identified with e˜j(Eξ˜j) via e˜j).
Similarly the composition of u˜1 and the projection is a bundle map u˜
1
1,j : e˜j(Eξ˜j)→
Eγ. These make the following diagrams commute:
e˜j(Eξ˜j)
u˜1j //
Ij ◦ zj∗

Eγ
zj∗

e˜j(Eξ˜j)
u˜11,j //
Ij ◦ zj∗

Eγ
zj∗

ej(Eξj)
u1j // Eµj∗(γ) ej(Eξj)
u11,j // Eµj∗(γ)
where Ij ◦ zj∗ is the restriction of f by (B5).
Since u
∣∣
Vj
and u1
∣∣
Vj
, the underlying maps of u˜1j and u˜
1
1,j , both induce ξ˜j from
the universal bundle γ, they are homotopic and u˜1j and u˜
1
1,j are homotopic bundle
maps. This implies that the corresponding bundle maps u1j and u
1
1,j are also homo-
topic. The maps u2j and u
2
1,j induce the same covering f
∣∣
f−1(ej(Eξj))\e˜j(Eξ˜j) from
the universal covering p0(k − j), so they are homotopic too. Therefore u∣∣
ej(Eξj)
and u1
∣∣
ej(Eξj)
are homotopic. In fact the following two pullback diagrams are
homotopic:
f−1
(
ej(Eξj)
) u˜ //
f

Eγ ×B0(k − j)⊔Eµj∗(γ)× E0(k − j)
p1(k)

ej(Eξj)
u // Eµj∗(γ)×B0(k − j)
f−1
(
ej(Eξj)
) u˜1 //
f

Eγ ×B0(k − j)⊔Eµj∗(γ)× E0(k − j)
p1(k)

ej(Eξj)
u1 // Eµj∗(γ)×B0(k − j)
By this we mean that there is a pullback diagram
(11) f−1
(
ej(Eξj)
)× I H˜j //
f

Eγ ×B0(k − j)⊔Eµj∗(γ)× E0(k − j)
p1(k)

ej(Eξj)× I
Hj // Eµj∗(γ)×B0(k − j)
where Hj composed with the projection and the appropriate restrictions of H˜j com-
posed with projections are all bundle maps, and Hj
∣∣
ej(Eξj)×0 = u, Hj
∣∣
ej(Eξj)×1 =
u1, H˜j
∣∣
f−1(ej(Eξj))×0 = u˜ and H˜j
∣∣
f−1(ej(Eξj))×1 = u˜1.
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Let
N = M \
 k⊔
j=2
ej(intEξj)

and N˜ = f−1(N) = M˜ \
 k⊔
j=2
f−1(ej(intEξj))
 .
Then ∂N =
⊔k
j=2 ej(Sξj) and ∂N˜ = f
−1(∂N) =
⊔k
j=2 f
−1(ej(Sξj)). Let
K0 =
k⊔
j=2
rj ◦Hj
∣∣
ej(Sξj)
:
k⊔
j=2
ej(Sξj)× I = ∂N × I → B0(k)
and K˜0 =
k⊔
j=2
r˜j ◦ H˜j
∣∣
f−1(ej(Sξj))
:
k⊔
j=2
f−1(ej(Sξj))× I = ∂N˜ × I → E0(k) .
It follows from the definition of the maps rj and r˜j (see Definition 3.4) and diagram
(11) that K0 and K˜0 fit into the following pullback diagram:
(12) ∂N˜ × I K˜0 //
f

E0(k)
p0(k)

∂N × I K0 // B0(k)
The pullback diagram (12) and the restrictions of the diagrams in (10) can be
combined into the following pullback diagram:
N˜ × 0⋃ ∂N˜ × I⋃ N˜ × 1 u˜∪ K˜0 ∪ u˜1 //
f×id

E0(k)
p0(k)

N × 0⋃ ∂N × I⋃N × 1 u∪K0 ∪u1 // B0(k)
This means that u ∪ K0 ∪ u1 induces f × id
∣∣
N˜×0⋃ ∂N˜×I⋃ N˜×1 from p0(k). Since
p0(k) is universal, u ∪K0 ∪ u1 can be extended to a map K : N × I → B0(k) that
induces f × id ∣∣
N˜×I . Let
H =
k⊔
j=2
Hj :
k⊔
j=2
ej(Eξj)× I → B1(k) .
Its restriction to ∂N × I is the same as that of K (viewed as a map into B1(k)),
namely K0, so H ∪K : M × I → B1(k) is a well-defined continuous map. We also
have H ∪K∣∣
M×0 = u and H ∪K
∣∣
M×1 = u1. Therefore u is homotopic to u1 and
hence to u0. 
Theorem 3.11. Two generic maps u1 : M1 → B1(k) and u2 : M2 → B1(k) induce
cobordant branched coverings if and only if they represent the same element in
ΩSOn (B
1(k)), the oriented bordism group of B1(k).
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Proof. Let f1 : M˜1 → M1 and f2 : M˜2 → M2 be the branched coverings induced
by u1 and u2.
First suppose that u1 and u2 are bordant, ie. that there is a cobordismW between
M1 and M2, and a map v : W → B1(k), such that v
∣∣
M1
= u1 and v
∣∣
M2
= u2. We
may assume that v is generic. Let h : W˜ → W be the branched covering induced
by v. Then W˜ is a cobordism between M˜1 and M˜2, and h
∣∣
M˜1
= f1 and h
∣∣
M˜2
= f2.
Therefore h is a cobordism between f1 and f2.
Next suppose that f1 and f2 are cobordant, let h : W˜ → W be a cobordism
between them. Let v : W → B1(k) be a map that induces h. Then v∣∣
M1
and v
∣∣
M2
induce f1 and f2 respectively. By Theorem 3.10 they are homotopic to u1 and u2.
Since v
∣∣
M1
and v
∣∣
M2
are obviously bordant, we have [u1] =
[
v
∣∣
M1
]
=
[
v
∣∣
M2
]
=
[u2] ∈ ΩSOn (B1(k)). 
Definition 3.12. For any branched covering f : M˜ → M there exists a generic
map u : M → B1(k) that induces it (by Theorem 3.9). We define the map
H : Cob1(n, k)→ ΩSOn (B1(k)) , H([f ]) = [u] .
Theorem 3.13. This H is a well-defined isomorphism, therefore
Cob1(n, k) ∼= ΩSOn (B1(k)) .
Proof. First, H is a well-defined map, because if f1 and f2 are cobordant branched
coverings, and u1 and u2 are any generic maps that induce them, then u1 and
u2 are bordant by Theorem 3.11. Second, H is a homomorphism, because if f
and g are induced by u and v respectively, then (f unionsq g) is induced by (u⊔ v),
hence H([f ] unionsq [g]) = H([f unionsq g]) = [u⊔ v] = [u]⊔[v]. Third, H is surjective,
because every bordism class [u] contains a generic map u′, which induces a branched
covering f , whose image is H([f ]) = [u′] = [u]. Finally, H is injective, because if
H([f ]) = H([g]), ie. the maps u and v inducing f and g are bordant, then f and g
are cobordant by Theorem 3.11. Therefore H is an isomorphism. 
4. Applications
In this section we prove the theorems announced in the Introduction. The two
parts of Theorem 1.1 are proved simultaneously in Theorem 4.5. Theorem 1.2 is
the combination of Theorems 4.7 and 4.8, and Theorem 1.3 is the combination of
Theorems 4.11 and 4.12. Theorem 1.4 follows from Theorem 4.14.
4.1. Rational calculations.
Definition 4.1. For a k-fold branched covering f : M˜ →M between n-dimensional
manifolds and 2 ≤ j ≤ k let aj : V˜j → Bγ be the map that induces ξ˜j from
the universal bundle γ (as in the proof of Theorem 3.9). It is well-defined up to
homotopy.
When the branched covering is not obvious from the context we will use the
notation afj instead of aj .
In the oriented case BγSO = BSO2, and V˜j is oriented, so aj represents an
element in the oriented bordism group ΩSOn−2(BSO2). Note that Ω
SO
n−2(BSO2) ∼=
ΩγSOn−2(BSO2), because γSO is oriented (see Definition 2.12). In the unoriented
case BγO = BO2, and aj represents an element in the twisted oriented bordism
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group ΩγOn−2(BO2), because ξ˜j is the normal bundle of V˜j in M˜ , so T V˜j ⊕ a∗j (γO) ∼=
T V˜j ⊕ ξ˜j ∼= TM˜
∣∣
V˜j
, and M˜ is oriented.
Recall that Cob1(∗, k) is a graded ΩSO∗ -module (see Definition 2.14).
Definition 4.2. Let aj be as above, and define the maps
Gn : Cob
1(n, k)→ ΩSOn
⊕ k⊕
j=2
Ωγn−2(Bγ)
 , Gn([f ]) = ([M ], [a2], [a3], . . . , [ak])
and
G =
∞⊕
n=0
Gn : Cob
1(∗, k)→ ΩSO∗
⊕ k⊕
j=2
Ωγ∗−2(Bγ)
 ,
where Ωγ∗−2(Bγ) is the same module as Ω
γ
∗(Bγ), but its grading is shifted by 2.
Proposition 4.3. This G is a homomorphism of graded ΩSO∗ -modules.
Proof. The sum of the cobordism classes of f1 : M˜1 → M1 and f2 : M˜2 → M2
is that of f1 unionsq f2 : M˜1
⊔
M˜2 → M1
⊔
M2, and a
f1unionsqf2
j = a
f1
j
⊔
af2j , so Gn is a
homomorphism of abelian groups, so this holds for G too.
For a branched covering f : M˜ →M and [N ] ∈ ΩSO∗ the product [N ] · [f ] is the
cobordism class of f × idN : M˜ × N → M × N . The normal bundle of V˜j × N
in M˜ × N is the pullback of ξ˜j by the projection V˜j × N → V˜j , so af×idNj : V˜j ×
N → Bγ is the composition of the projection and afj : V˜j → Bγ. Moreover, the
orientation of T (M˜ ×N)∣∣
V˜j×N is given by the pullback of the orientation of TM˜
∣∣
V˜j
plus the orientation of N , therefore [af×idNj ] = [N ] · [afj ] ∈ Ωγ∗(Bγ). Therefore G is
compatible with multiplication.
Finally, G preserves the grading, because it is the direct sum of the maps Gn. 
Lemma 4.4. For any space X and D2-bundle ξ over X we have Ωξn(X)
∼= Ωµ
j
∗(ξ)
n (X)
for every n and j ≥ 2.
Proof. We describe here the isomorphism that we will use in the proof of Theorem
4.5.
For any map u : M → X we will define a bijection between the orientations
of TM ⊕ u∗(ξ) and those of TM ⊕ u∗(µj∗(ξ)). (This implies that TM ⊕ u∗(ξ) is
orientable if and only if TM ⊕ u∗(µj∗(ξ)) is orientable.)
First note that an orientation of the bundle TM ⊕ u∗(ξ) corresponds to an
orientation of the manifold Eu∗(ξ). Since u∗(µj∗(ξ)) ∼= µj∗(u∗(ξ)), there is a map
zj∗ : Eu∗(ξ) → Eu∗(µj∗(ξ)). This is a local diffeomorphism apart from the zero-
section (which is a codimension-2 submanifold), so an orientation of Eu∗(µj∗(ξ)) can
be pulled back to an orientation of Eu∗(ξ). On the other hand, if Eu∗(ξ) is oriented,
then its local orientation at a point p ∈ Eu∗(ξ) \M determines a local orientation
of Eu∗(µj∗(ξ)) at z
j
∗(p). To get a well-defined orientation on Eu∗(µ
j
∗(ξ))\M (which
will automatically extend to an orientation of Eu∗(µj∗(ξ))), we need to check that
whenever zj∗(p) = z
j
∗(q), then z
j
∗ sends the local orientations at p and q to the same
local orientation at this point. This holds, because zj∗(p) = z
j
∗(q) can happen only
if p and q are in the same fibre, and the map zj : D2 → D2 has this property. The
two constructions described here are inverses of each other, so we get a bijection.
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So we can map the bordism class of u with a given orientation of TM ⊕u∗(ξ) to
the bordism class of u with the corresponding orientation of TM ⊕ u∗(µj∗(ξ)), and
we have a map in the other direction too. These maps are well-defined, because
if M is a manifold with boundary, then corresponding orientations of TM ⊕ u∗(ξ)
and TM⊕u∗(µj∗(ξ)) induce corresponding orientations of T (∂M)⊕
(
u
∣∣
∂M
)∗
(ξ) and
T (∂M)⊕ (u∣∣
∂M
)∗
(µj∗(ξ)) over the boundary. The maps are inverses of each other,
so they are isomorphisms. 
Theorem 4.5. The map
G⊗ idQ : Cob1(∗, k)⊗Q→
ΩSO∗ ⊕
 k⊕
j=2
Ωγ∗−2(Bγ)
⊗Q
is an isomorphism of graded (ΩSO∗ ⊗Q)-modules.
Proof. By Proposition 4.3 G is a homomorphism of graded modules, so we need to
prove that Gn⊗idQ is an isomorphism for every n. We will do this by constructing a
sequence of isomorphisms from Cob1(n, k)⊗Q to (ΩSOn ⊕(⊕kj=2 Ωγn−2(Bγ)))⊗Q,
and showing that the composition of these isomorphisms coincides with Gn ⊗ idQ.
By Theorem 3.13 there is an isomorphism H : Cob1(n, k) → ΩSOn (B1(k)), and
it maps the cobordism class [f ] of a branched covering f : M˜ →M to the bordism
class [u] of the inducing map u : M → B1(k) constructed in the proof of Theorem
3.9.
The isomorphism ΩSOn (B
1(k)) ∼= ΩSOn
⊕
Ω˜SOn (B
1(k)) maps [u] into ([M ], [u′]),
where u′ = u
⊔
v : M
⊔
(−M) → B1(k) and v is a constant map (and we may
assume that its image is a point of B0(k)).
Since B0(k) = K(Sk, 1) is rationally contractible, Ω˜
SO
i (B
0(k)) ⊗ Q ∼= 0 for
every i. So the reduced oriented bordism exact sequence of the pair
(
B1(k), B0(k)
)
implies that Ω˜SOn (B
1(k))⊗Q ∼= Ω˜SOn
(
B1(k), B0(k)
)⊗Q ∼= Ω˜SOn (B1(k)/B0(k))⊗Q.
By Definition 3.4
B1(k)/B0(k) =
k∨
j=2
(
Eµj∗(γ)×B0(k − j)
)
/
(
Sµj∗(γ)×B0(k − j)
)
.
Since B0(k − j) has the rational homology of a point,
Ω˜SOn
(
B1(k)/B0(k)
)⊗Q ∼= k⊕
j=2
Ω˜SOn (Tµ
j
∗(γ))⊗Q ,
where Tµj∗(γ) = Eµ
j
∗(γ)/Sµ
j
∗(γ) denotes the Thom-space. (This follows from the
collapsing of the Atiyah–Hirzebruch spectral sequence for rational bordism (see
Conner [7]) and the Ku¨nneth-formula for rational homology.)
This isomorphism maps [u′] ⊗ 1 to ([b′2], [b′3], . . . , [b′k]) ⊗ 1. Here bj : ej(Eξj) →
Eµj∗(γ) is the composition of u′
∣∣
ej(Eξj)
= u
∣∣
ej(Eξj)
: ej(Eξj)→ Eµj∗(γ)×B0(k− j)
and the projection Eµj∗(γ)× B0(k − j)→ Eµj∗(γ) (see the proof of Theorem 3.9),
and b′j = bj ∪wj : ej(Eξj)∪idej(Sξj) (−ej(Eξj))→ Tµ
j
∗(γ), where wj is the constant
map to the basepoint of the Thom-space Tµj∗(γ). The map b′j is in the relative
bordism group, because ej(Eξj) ∪idej(Sξj) (−ej(Eξj)) ≈ ∂(ej(Eξj)× I).
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It follows from the Pontryagin–Thom construction that
Ω˜SOn (Tµ
j
∗(γ)) ∼= Ωµ
j
∗(γ)
n−2 (Bµ
j
∗(γ)) = Ω
µj∗(γ)
n−2 (Bγ) .
Under this isomorphism [b′j ] corresponds to the bordism class of b
′
j
∣∣
(b′j)−1(Bγ)
=
bj
∣∣
(bj)−1(Bγ)
= bj
∣∣
Vj
: Vj → Bγ. This induces ξj from µj∗(γ), and the orientation of
TVj ⊕
(
bj
∣∣
Vj
)∗
(µj∗(γ)) ∼= TVj ⊕ ξj ∼= TM
∣∣
Vj
is determined by the orientation of M .
By Lemma 4.4 we have
Ω
µj∗(γ)
n−2 (Bγ) ∼= Ωγn−2(Bγ) .
It follows from (B5), (B6) and (B3) that the isomorphism described in the proof
of Lemma 4.4 maps
[
bj
∣∣
Vj
]
with the orientation of TVj ⊕ ξj coming from that of
ej(Eξj) ⊂M to the bordism class of bj ◦ f
∣∣
V˜j
= zj∗ ◦ a˜j
∣∣
V˜j
= a˜j
∣∣
V˜j
= aj : V˜j → Bγ
(see diagram (5)) with the orientation of T V˜j⊕ξ˜j coming from that of e˜j(Eξ˜j) ⊂ M˜ ,
ie. [aj ] ∈ Ωγn−2(Bγ).
So we have proved that Gn ⊗ idQ is an isomorphism. 
Definition 4.6. For a non-negative integer i let pi(i) denote the number of parti-
tions of i into positive integers (without ordering). In particular, pi(0) = 1.
Theorem 4.7. The rank of Cob1SO(n, k) is given by
rk Cob1SO(n, k) =

(k − 1)∑m−1i=0 pi(i) + pi(m) if n = 4m,
(k − 1)∑m−1i=0 pi(i) if n = 4m− 2,
0 if n is odd.
Proof. By Theorem 4.5
rk Cob1SO(n, k) = rk
ΩSOn ⊕
 k⊕
j=2
ΩSOn−2(BSO2)

= rk ΩSOn + (k − 1) rk ΩSOn−2(BSO2) .
It is well-known that rk ΩSOn = pi(m) if n = 4m and rk Ω
SO
n = 0 otherwise.
Since the Atiyah–Hirzebruch spectral sequence for rational bordism collapses,
we have
ΩSOn−2(BSO2)⊗Q ∼=
n−2⊕
i=0
Hn−2−i(BSO2;Q)⊗ΩSOi ∼=
bn−24 c⊕
i=0
Hn−2−4i(BSO2;Q)⊗Qpi(i) .
The homology of BSO2 = CP∞ is
Hi(BSO2;Q) ∼=
{
Q if i is even,
0 if i is odd.
Therefore
rk ΩSOn−2(BSO2) =

bn−24 c∑
i=0
pi(i) if n is even,
0 if n is odd,
and the statement of the theorem follows. 
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Theorem 4.8. The rank of Cob1O(n, k) is given by
rk Cob1O(n, k) =
{
(k − 1)∑m−1i=0 pi(i) + pi(m) if n = 4m,
0 otherwise.
Proof. By Theorem 4.5 we have rk Cob1O(n, k) = rk Ω
SO
n + (k − 1) rk ΩγOn−2(BO2).
Recall from the proof of Theorem 4.5 that ΩγOn−2(BO2) ∼= Ω˜SOn (Tµj∗(γO)). Again
we use the Atiyah–Hirzebruch spectral sequence to get
Ω˜SOn (Tµ
j
∗(γO))⊗Q ∼=
n−1⊕
i=0
Hn−i(Tµj∗(γO);Q)⊗ΩSOi ∼=
bn−14 c⊕
i=0
Hn−4i(Tµj∗(γO);Q)⊗Qpi(i) .
By the twisted oriented Thom-isomorphism (see Spanier [15, Chapter 5., Exercise
J6]) Hi(Tµ
j
∗(γO);Q) ∼= Hi−2(Bµj∗(γO);Qw) = Hi−2(BO2;Qw), where Qw denotes
the orientation twisting of the coefficient group Q. The twisted homology of BO2
is known (see Cˇadek [6]):
Hi−2(BO2;Qw) ∼=
{
Q if i is divisible by 4,
0 otherwise.
So we get
rk ΩγOn−2(BO2) =

bn−14 c∑
i=0
pi(i) if n is divisible by 4,
0 otherwise,
and the statement follows. 
As an example consider Cob1O(4, 2). By Theorem 4.8 rk Cob
1
O(4, 2) = 2, and by
Theorem 4.5 an isomorphism Cob1O(4, 2) ⊗ Q ∼=
(
ΩSO4 ⊕ ΩγO2 (BO2)
) ⊗ Q ∼= Q2 is
given by [f ]⊗ 1 7→ ([M ], [a2])⊗ 1.
Let q : CP 2 → S4 denote the quotient map of the action of Z2 on CP 2 by
conjugation. Then [q] has infinite order in Cob1O(4, 2), because a homomorphism
Cob1O(4, 2)→ Z is defined by the signature of the source, and sgn(CP 2) = 1. Since
[S4] = 0 ∈ ΩSO4 , we conclude that the cobordism class [aq2] ∈ ΩγO2 (BO2) of the map
aq2 : RP 2 → BO2 that induces the normal bundle of RP 2 ⊂ CP 2 has infinite order.
Let t : CP 2
⊔
CP 2 → CP 2 denote the trivial covering. Then [CP 2] ∈ ΩSO4 has
infinite order, and [at2] = 0 ∈ ΩγO2 (BO2), because t has no singular points. So we
have proved the following:
Proposition 4.9. The elements [t]⊗ 1 and [q]⊗ 1 form a basis of Cob1O(4, 2)⊗Q.
4.2. Branched coverings in dimension 2.
Lemma 4.10. If i ≤ 3, then ΩSOi (X) ∼= Hi(X) for any space X.
Proof. This follows from the Atiyah–Hirzebruch spectral sequence, and the fact
that ΩSO0
∼= Z and ΩSOi ∼= 0 for 1 ≤ i ≤ 3. 
In what follows we will use Lemma 4.10 without explicitly mentioning it.
Theorem 4.11. The cobordism group of 2-dimensional k-fold oriented branched
coverings is Cob1SO(2, k)
∼= Zk−1.
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Proof. By Theorem 3.13 Cob1SO(2, k)
∼= ΩSO2 (B1SO(k)) ∼= H2(B1SO(k)). We have
the following exact sequence:
H3
(
B1SO(k), B
0(k)
) ∂3 // H2(B0(k)) α // H2(B1SO(k)) β // H2(B1SO(k), B0(k))
∂2 // H1(B0(k))
Here B1SO(k) = B
0(k)
⋃(⊔k
j=2Eµ
j
∗(γSO)×B0(k−j)
)
(by Definition 3.4), therefore
Hi
(
B1SO(k), B
0(k)
) ∼= k⊕
j=2
Hi
(
Eµj∗(γSO)×B0(k − j), Sµj∗(γSO)×B0(k − j)
)
∼=
k⊕
j=2
⊕
a,b≥0
a+b=i
Ha
(
Eµj∗(γSO), Sµ
j
∗(γSO)
)⊗Hb(B0(k − j))
∼=
k⊕
j=2
⊕
a,b≥0
a+b=i
Ha−2(BγSO)⊗Hb(B0(k − j))
∼=
k⊕
j=2
⊕
a,b≥0
a+b=i−2
Ha(BγSO)⊗Hb(B0(k − j)) .
Here we used the Ku¨nneth-formula (note that H∗(BγSO) is torsion-free) and the
Thom-isomorphism.
Since H0(BγSO) ∼= Z and H1(BγSO) ∼= 0, this implies that for i = 2, 3
Hi
(
B1SO(k), B
0(k)
) ∼= k⊕
j=2
Hi−2(B0(k − j)) .
If g : M → B0(k − j) represents an element
[g] ∈ ΩSOi−2(B0(k − j)) ∼= Hi−2(B0(k − j)) ≤
k⊕
j=2
Hi−2(B0(k − j)) ,
then the corresponding element in Hi
(
B1SO(k), B
0(k)
) ∼= ΩSOi (B1SO(k), B0(k)) is
represented by the composition
(D2 ×M,S1 ×M) ij×g // (Eµj∗(γSO)×B0(k − j), Sµj∗(γSO)×B0(k − j))
//
(
B1SO(k), B
0(k)
)
,
where ij : (D
2, S1) ↪→ (Eµj∗(γSO), Sµj∗(γSO)) is the inclusion of a fibre.
So the previous exact sequence can be rewritten in the following form:
k⊕
j=2
H1(B
0(k − j)) ∂3 // H2(B0(k)) α // H2(B1SO(k))
β //
k⊕
j=2
H0(B
0(k − j))
∂2 // H1(B0(k))
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The boundary map ∂i sends [g] ∈ ΩSOi−2(B0(k− j)) ∼= Hi−2(B0(k− j)), represented
by g : M → B0(k − j), to the element in Hi−1(B0(k)) ∼= ΩSOi−1(B0(k)) represented
by the composition
S1 ×M ij×g // Sµj∗(γSO)×B0(k − j)
rj // B0(k) .
Let i′j : D
2 → Eµj∗(γSO) × B0(k − j) denote the composition of ij and the
inclusion Eµj∗(γSO) ↪→ Eµj∗(γSO)×B0(k − j). Let sj = rj ◦ i′j
∣∣
S1
: S1 → B0(k) =
BSk, it represents a j-cycle in pi1(BSk) = Sk. Let m : BSj ×BSk−j → BSk be the
map that induces the “multiplication” Sj ×Sk−j → Sk on the fundamental groups,
then ∂i([g]) = m∗([sj ]× [g]).
The kernel of the Hurewicz-homomorphism pi1(BSj) ∼= Sj → H1(BSj) ∼= Z2
(where j ≥ 2) is the alternating group Aj < Sj . A j-cycle is in Aj if and only if j
is odd. Hence [sj ] = 0 if and only if j is odd. So if `j denotes the nonzero element
in H1(BSj) ∼= Z2, then
∂i([g]) =
{
0 if j is odd,
m∗(`j × [g]) if j is even.
Now we return to the original exact sequence. The homology of the spaces
BSj and the homology multplication m∗ are known (see Nakaoka [12], [13]). In
particular
Hi(B
0(j)) = Hi(BSj) ∼=

Z if i = 0,
0 if i = 1, j ≤ 1,
Z2 if i = 1, j ≥ 2,
0 if i = 2, j ≤ 3,
Z2 if i = 2, j ≥ 4.
So the exact sequence can be further rewritten as
0
∂3 // 0
α // H2(B1SO(k))
β // Zk−1 ∂2 // Z2 if k ≤ 3,
Zk−32
∂3 // Z2
α // H2(B1SO(k))
β // Zk−1 ∂2 // Z2 if k ≥ 4.
In both cases Imβ = Ker ∂2 ∼= Zk−1, because Im ∂2 is a torsion group.
If k ≤ 3, then α = 0, so β is injective, so H2(B1SO(k)) ∼= Imβ ∼= Zk−1.
If k ≥ 4, then Kerβ = Imα ∼= Z2/Kerα = Z2/ Im ∂3. If 2 ≤ j ≤ k − 2,
then H1(B
0(k − j)) ∼= Z2 is generated by `k−j , and if j is even, then ∂3(`k−j) =
m∗(`j × `k−j).
The product m∗(`2 × `2) is the generator of H2(BS4). In the commutative
diagram
H2(BS2 ×BS2) m∗ //
γ

H2(BS4)
δ

H2(BS2 ×BSk−2) m∗ // H2(BSk)
γ(`2 × `2) = `2 × `k−2 and δ maps the generator of H2(BS4) into the generator of
H2(BSk). Therefore m∗(`2 × `k−2) is the generator of H2(BSk).
Therefore ∂3(`k−2) is the generator, so Im ∂3 = Z2. So Kerβ = 0 andH2(B1SO(k)) ∼=
Zk−1. 
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Theorem 4.12. The cobordism group of 2-dimensional k-fold unoriented branched
coverings is Cob1O(2, k)
∼= Zk−22 .
Proof. The proof is based on a modified version of the exact sequence used in the
proof of Theorem 4.11, in which B1SO(k) is replaced by B
1
O(k). For i ≤ 3 we have
Hi
(
B1O(k), B
0(k)
) ∼= k⊕
j=2
Hi
(
Eµj∗(γO)×B0(k − j), Sµj∗(γO)×B0(k − j)
)
∼=
k⊕
j=2
⊕
a,b≥0
a+b=i
Ha
(
Eµj∗(γO), Sµ
j
∗(γO)
)⊗Hb(B0(k − j))
∼=
k⊕
j=2
⊕
a,b≥0
a+b=i
Ha−2(BγO;Zw)⊗Hb(B0(k − j))
∼=
k⊕
j=2
⊕
a,b≥0
a+b=i−2
Ha(BγO;Zw)⊗Hb(B0(k − j)) .
We used the Ku¨nneth-formula (note that Ha
(
Eµj∗(γO), Sµ
j
∗(γO)
) ∼= 0 for a < 2
and H0(B
0(k − j)) ∼= Z, so the torsion term vanishes for i ≤ 3) and the twisted
Thom-isomorphism.
Since H0(BγO;Zw) ∼= Z2 and H1(BγO;Zw) ∼= 0, this implies that for i = 2, 3
Hi
(
B1O(k), B
0(k)
) ∼= k⊕
j=2
Hi−2(B0(k − j))⊗ Z2 .
Again we can deduce the formula ∂i([g] ⊗ 1) = m∗([sj ] × [g]) for the boundary
map ∂i, where [g] ∈ Hi−2(B0(k − j)) and i = 2, 3. Therefore
∂i([g]⊗ 1) =
{
0 if j is odd,
m∗(`j × [g]) if j is even.
So now the exact sequence is
0
∂3 // 0
α // H2(B1O(k))
β // Zk−12
∂2 // Z2 if k ≤ 3,
Zk−32
∂3 // Z2
α // H2(B1O(k))
β // Zk−12
∂2 // Z2 if k ≥ 4.
Again α = 0 in both cases, so H2(B
1
O(k))
∼= Imβ ∼= Ker ∂2. The map ∂2 is sur-
jective, because if 1j denotes the generator of H0(B
0(j)) (represented by a point),
then ∂2(1k−2 ⊗ 1) = m∗(`2 × 1k−2) = `k is the generator of H1(B0(k)). Therefore
H2(B
1
O(k))
∼= Zk−22 . 
Definition 4.13. If f is an oriented k-fold branched covering between 2-dimensional
manifolds and 2 ≤ j ≤ k, then let cj(f) ∈ Z denote the (algebraic) number of sin-
gular points of f of type zj (recall that the singular points are oriented, ie. they
have a sign). If f is unoriented, then let cj(f) ∈ Z2 denote the parity of the number
of zj type points.
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Theorem 4.14. The numbers cj(f) are cobordism invariants. The combined map
c = (c2, c3, . . . , ck) : Cob
1
SO(2, k)→ Zk−1 or Cob1O(2, k)→ Zk−12 is an injective ho-
momorphism. The subgroup Im c has index 2, and it is determined by the condition
that
∑
i c2i is even (or 0 in the unoriented case).
Remark. It follows from the Riemann–Hurwitz formula that the condition that∑
i c2i is even (or 0) is necessary.
Proof. If F is a cobordism between the branched coverings f and g, then the Vj
set of F is an oriented/unoriented cobordism between those of f and g, therefore
cj(f) = cj(g).
Next we will prove that c corresponds to the map β from the proofs of Theorems
4.11 and 4.12. This implies that c is an injective homomorphism.
Let f : M˜ → M be a branched covering between 2-dimensional manifolds. By
Theorem 3.9 there is a map u : M → B1(k) that induces f from p1(k). Then
[u] ∈ ΩSO2 (B1(k)) ∼= H2(B1(k)) is the element corresponding to [f ] ∈ Cob1(2, k)
(see Theorem 3.13). The set of singular points of f of type zj is u−1(Bγ×B0(k−j)),
therefore cj(f) is the intersection number of u(M) and Bγ × B0(k − j). This
intersection number is the same as the component of β([u]) in H0(B
0(k − j)) or
H0(B
0(k − j))⊗ Z2. Therefore c(f) = β([u]).
Finally we show that Im c is the subgroup determined by the condition that∑
i c2i is even. In the proofs of Theorems 4.11 and 4.12 we saw that Im c = Imβ =
Ker ∂2. By the description of ∂2, if j is odd, then ∂2(1k−j) = 0 (and ∂2(1k−j⊗1) =
0), and if j is even, then ∂2(1k−j) = m∗(`j × 1k−j) = `k (and ∂2(1k−j ⊗ 1) = `k).
So for an (a2, a3, . . . , ak) ∈ Zk−1 or Zk−12 , ∂2(a2, a3, . . . , ak) =
∑
i a2i`k, therefore
(a2, a3, . . . , ak) ∈ Ker ∂2 if and only if
∑
i a2i is even. 
We will define elements g2, g3, . . . , gk ∈ Zk−1 that form a basis for the subgroup
Im c (in the oriented case). If we omit g2, the rest (as elements of Zk−12 ) will form
a basis for Im c in the unoriented case.
Definition 4.15. For 2 ≤ i ≤ k let gi = (gi,2, gi,3, . . . , gi,k) ∈ Zk−1 or Zk−12 , where
g2,2 = 2 and g2,j = 0 if j > 2,
gi,i = 1 and gi,j = 0 if j 6= i for i odd,
gi,2 = 1, gi,i = 1 and gi,j = 0 if j 6= 2, i for i > 2 even.
It follows from Theorem 4.14 that for every 2 ≤ i ≤ k (or 3 ≤ i ≤ k) there is
a unique cobordism class αi ∈ Cob1SO(2, k) (or Cob1O(2, k)) such that c(αi) = gi.
Then α2, α3, . . . , αk (or α3, α4, . . . , αk) is a basis of Cob
1
SO(2, k) (or Cob
1
O(2, k)).
Theorem 4.16. Every basis element αi has a representative fi for which the num-
ber of singular points is minimal, ie. fi has 2 singular points if i is even, and 1
singular point if i is odd.
Remark. Recall that the functions cj count singular points with signs (or modulo
2 in the unoriented case), so the actual number of singular points of type zj of a
branched covering f may be larger that |cj(f)|.
Proof. We will construct such representatives fi.
Since S2 can be identified with C ∪ {∞}, the map z2 : C → C extends to a
branched covering z¯2 : S2 → S2. Let f2 = z¯2
⊔(⊔
k−2 idS2
)
:
⊔
k−1 S
2 → S2. The
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map z¯2, and thus f2 has 2 singular points of type z2. The submanifold V˜2 needs
to be oriented, so we give both singular points a positive sign, then c(f2) = g2, so
[f2] = α2.
Figure 1.
Let Σg denote the oriented surface of genus g. We will define a 3-fold branched
covering h3 : Σ2 → Σ1 (see Figure 1). The target Σ1 is divided into two parts,
an open disk D2 and an open handle S1 × I, the common boundary of the two
parts is the wedge of two circles, S1 ∨ S1. Similarly, the source Σ2 is divided into
two parts, a disk and the union of two handles, and the common boundary is the
wedge of 4 circles, ∨4S1. The map h3 maps D2 ⊂ Σ2 onto D2 ⊂ Σ1 by z3. One of
the handles of Σ2 (the outer one in Figure 1) is mapped diffeomorphically onto the
handle of Σ1, while the other one is mapped by the 2-fold covering z2×id : S1×I →
S1× I. The map between the boundaries is a 3-fold covering ∨4S1 → S1∨S1. The
neighbourhoods of these boundaries are shown in Figure 2. The restriction of h3 to
the top boundary of this neighbourhood is the map z3 : S1 → S1, so if the target
S1 is divided into two segments, a and b, then the preimage of each of a and b will
consist of 3 segments. If the circles in S1 ∨ S1 are labelled by a and b again, then
the preimage of a in ∨4S1 consists of two circles, one is mapped diffeomorphically
onto a, the other by the map z2 (and similarly for b). The map
⊔
4 S
1 → S1⊔S1
between the bottom boundaries has a similar description.
Then f3 is defined by f3 = h3
⊔(⊔
k−3 idΣ1
)
: Σ2
⊔(⊔
k−3 Σ1
) → Σ1. It is a
k-fold branched covering with 1 singular point of type z3 (in the oriented case it is
given a positive sign), so c(f3) = g3, so [f3] = α3.
For an odd i = 2i′ − 1 > 3 we can define an fi similarly. First, hi : Σi′ → Σ1
is defined analogously to h3. The source Σi′ is divided into two parts, a disk and
the union of i′ handles, the common boundary is ∨i+1S1. The disk is mapped
onto D2 ⊂ Σ1 by zi. One of the handles is mapped diffeomorphically onto the
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Figure 2.
handle of Σ1, the others are mapped by the 2-fold covering z2 × id. The map
between the boundaries is an i-fold covering ∨i+1S1 → S1 ∨ S1. Two of the circles
are mapped diffeomorphically, the others by z2. Using this hi we define fi =
hi
⊔(⊔
k−i idΣ1
)
: Σi′
⊔(⊔
k−i Σ1
)→ Σ1, then [fi] = αi.
Figure 3.
Next we will define an i-fold branched covering hi : Σi′+1 → Σ1 for an even
i = 2i′ (see Figure 3 for i = 4). The target Σ1 is divided into two parts, the upper
one is a disk D2, the lower one is the union of a disk and a punctured torus Σ1 \D2,
and their common boundary is S1∨S1. The source Σi′+1 is divided into two parts,
the upper one is a disk, the lower one is the union of (i − 1) disks, a Σ1 \ D2
and a Σi′ \ D2. The common boundary is ∨i+1S1. The map hi maps the upper
disk of Σi′+1 into the upper disk of Σ1 by zi. All (i − 1) lower disks of Σi′+1 are
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mapped into the lower disk of Σ1, one by the map z2, the others diffeomorphically.
The punctured torus of Σi′+1 is mapped into that of Σ1 diffeomorphically. Finally,
Σi′ \ D2 ⊂ Σi′+1 is mapped into Σ1 \ D2 ⊂ Σ1 by the restriction of hi−1 (since
hi−1 : Σi′ → Σ1 is an (i− 1)-fold branched covering with 1 singular point, we can
cut out a small neighbourhood D2 ⊂ Σ1 of the singular point in the target, and
its preimage D2 ⊂ Σi′ , and we will get an (i − 1)-fold covering which is zi−1 on
the boundary). The map between the common boundaries is an i-fold covering
∨i+1S1 → S1 ∨ S1. One of the circles is mapped by zi−1, another one by z2, and
the remaining (i− 1) are mapped diffeomorphically.
Let fi = hi
⊔(⊔
k−i idΣ1
)
: Σi′+1
⊔(⊔
k−i Σ1
) → Σ1. Since hi has two singular
points, one of type z2 and one of type zi, the same is true for fi. Both points are
given positive sign, so c(fi) = gi, therefore [fi] = αi. 
The representatives fi that we constructed have another minimality property:
Among the representatives of αi that have the minimum number of singular points
fi has the target with minimal genus. This is because αi has no such representative
over S2 if i > 2 (see Proposition 4.17 below). We will give a new proof for this
well-known fact using the classifying space B1(k).
Remark. By Theorem 4.19 every cobordism class, in particular every basis element
αi, has a representative with target S
2. However, for i > 2 these representatives
must have singular points that cancel out when counted with signs (or modulo 2).
Proposition 4.17. There is no branched covering over S2 with a single singular
point, or with two singular points of different types.
Proof. Suppose that the branched covering f : M˜ → S2 has a single singular point
of type zj . Then there is a decomposition S2 = D2j ∪D2, where D2j = ej(Eξj), and
the other disk is its complement. The inducing map u : S2 → B1(k) constructed in
Theorem 3.9 maps D2j into a fiber of Eµ
j
∗(γ)×B0(k−j), ie. u
∣∣
D2j
is the map i′j from
the proof of Theorem 4.11. Therefore u
∣∣
∂D2j
= rj ◦ i′j = sj : S1 → B0(k) = BSk,
it represents a j-cycle in pi1(BSk) = Sk, so it is not null-homotopic. On the
other hand, u
∣∣
∂D2j
= u
∣∣
∂D2
is the restriction of u
∣∣
D2
: D2 → B0(k), so it is null-
homotopic. This contradiction shows that f can not exist.
Now suppose that f has two singular points of types zj and zh for some j 6= h.
We have a decomposition S2 = D2j ∪ (S1 × I) ∪ D2h, where D2j = ej(Eξj) and
D2h = eh(Eξh). Let u : S
2 → B1(k) be the inducing map from Theorem 3.9. Again
u
∣∣
D2j
= i′j and u
∣∣
D2h
= i′h, so u
∣∣
∂D2j
= rj ◦ i′j = sj : S1 → B0(k) and u
∣∣
∂D2h
=
rh ◦ i′h = sh : S1 → B0(k). The former represents a j-cycle in pi1(B0(k)) = Sk,
the latter represents an h-cycle, and these are not conjugates in Sk, because j 6= h.
This implies that u
∣∣
∂D2j
and u
∣∣
∂D2h
are not homotopic. On the other hand, u
∣∣
S1×I
is a homotopy between them, so we have a contradiction again. 
Proposition 4.18. The classifying space B1(k) is simply-conneced.
Proof. Let u : S1 → B1(k) be any loop. We may assume that it is generic, so it
induces a branched covering f : M˜ → S1. Its singular submanifolds have codimen-
sion 2, so they are empty, so it is a covering. So M˜ is a disjoint union of copies of
S1 and the restriction of f to any component is zj for some j. This f extends to a
map g : N˜ → D2, where N˜ is a disjoint union of copies of D2 and the restricition
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of g to any component is zj . After applying a perturbation around the origin we
may assume that the singular submanifolds of g are embedded and disjoint, so g
is a branched covering. By Theorem 3.9 there is a v : D2 → B1(k) that induces
g. Then v
∣∣
S1
induces f , so by Theorem 3.10 it is homotopic to u. Therefore u is
null-homotopic. 
Theorem 4.19. Every cobordism class in Cob1(2, k) can be represented by a branched
covering over S2.
Proof. By Proposition 4.18 B1(k) is simply-connected. By the Hurewicz theorem
pi2(B
1(k)) ∼= H2(B1(k)) ∼= ΩSO2 (B1(k)), and the composition of these isomorphisms
maps the homotopy class of a u : S2 → B1(k) into its bordism class.
By Theorem 3.13 every cobordism class in Cob1(2, k) corresponds to a bordism
class in ΩSO2 (B
1(k)). The isomorphism pi2(B
1(k)) ∼= ΩSO2 (B1(k)) implies that every
bordism class contains a map u : S2 → B1(k). This induces a branched covering
over S2 which is in the corresponding cobordism class. 
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