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RESUMEN·. 
Se ha aplicado el método de predicción peifecta (PP) con la técnica de 
regresión lineal múltiple pata la predicción de temperaturas extremas en 
una selección de observatorios. Para la obtención de ecuaciones se ha 
utilizado los análisis del modelo numérico (MN) de área lin¡itada (LAM) 
del INM .. Estas ecuaciones se han aplicado a las predicciones LAM del 
INM, durante el mes de octubre de 1992, obteniendo predicciones de 
temperaturas extremas para dos días. La verificación de estas predicciones 
indica que los resultados por el método PP son de ima calidad algo 
inferior a los obt~nidos con la predicción operativa ~MOS. 
Introducción. 
La adaptáción estadística de los modelos 
numéricos es una técnica frecuentemente utilizada, 
para calcular las variables meteorológicas propias 
de una localidad, como temperaturas extremas, 
viento, precipitación, etc ... Existen dos métodos de 
adaptación estadística denominados MOS (Model. 
Output Statistics, estadística de la salida de los 
modelos) y PP (Peifect Prog, predicción perfecta). 
La regresión lineal múltiple es el modelo estadís-
tico más frecuentemente ·utilizado. 
siderarse como si fueran un análisis de la hora 
correspondiente. Con esta hipótesis las ecuacio-
nes, que .se deducen en este método, pueden 
aplicarse a cualquier modelo numérico. Así, al 
realizar cambios importantes en el MN operativo, 
no es necesario recalcular las ecuaciones de pre-
dicción. · 
tn el siguiente apartado se comparan los 
métodos MOS y PP, en el apartado 3 se comentará 
cómo se han obtenido las ecuaciones· de tempe-
raturas extremas diarias. A continuación se véri-
fican los resultados obtenidos durante el mes de 
octubre de 1992, comparándolos cori' los de pre-
dicción MOS que están actualmente operativos en 
el INM. 
El método PP, como su nombre indica, 
. supone .que los campos que se predicen por ]os· 
modelos numéricos son perfectos y pueden con-
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2. Comparación de los métodos MOS y Pre- 3.1. Obtención de ecuaciones. 
dicción Perfecta. 
Si se desea predecir una variable Y, deno-
minada predictañdo, utilizando los valores d~ las 
variables P 1, P2, ••• ; P", denominadas predictores, 
habrá que calcular una ecuación de predicción de 
la forma: 
[1] 
Para un cierto observatorio meteorológico, 
pueden ser predictores: las observaciones sinóp-
ticas, los valores climatológicos y las variables 
meteorológicas q~e se obtienen. al. interpolar, ·para 
las coordenadas de la estación, los. campos en 
forma de puntos de grid, obtenidos por un modelo 
numérico. 
El método MOS utiliza como predictores, 
para obtener las ecuaciones, la~ . predicciones de 
un determinado MN, aplicando estas ecmi.ciones 
col1 las correspondientes predicciones del mismo 
MN; de esta forma el método MOS asimila los 
errores sistemáticos del MN utilizado. El método 
PP caJcula las eéuaciones con las observaciones 
y los análisis del MN; estas ecuaciones se aplican 
sustituyendo los análisis por las predicciones de 
cualquier MN. para la misma hora. 
El método de PP tiene la ventaja fundamen-
tal respecto al método MOS, de que las ecuaciones, 
calculadas con los análisis, pueden aplicarse a 
cualqúier MN; y .el inconveniente de que al 
suponer la predicción perfecta, obtiene en general 
peores resultados que el MOS para un modelo 
determinado. Como la calidad de los MN va 
mejorando progresivamente, cada vez es más 
aceptable la utilización del método PP; además de 
esta forma no hay que obtener nuevas ecuaciones 
de regresión cuando se cambia el MN operativo; 
y al -aplicar . estas ecu~ciones a diferentes MN 
puede real.izarse una verificación de su calidad. 
Los métodos MOS y PP están explicados 
con más ~e talle en Glahn, 1991 y Murphy, 1985. 
3. Ecuaciones obtenidas y su aplicación. 
"· 
·, 
En el apartado anterior se ha descrito el 
método PP y se h.a indicado la diferencia existente 
entre los campos utilizados para obten~r las ecua-
ciones. de predicción, y los que· sirven como 
predictores al aplicar la c:_orrespondiente ecuación; 
a continuación se describen las dos etapas en esta 
aplícación concreta. 
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Para la obtención de ecuaciones se han 
utilizado todos los análisis existentes dél LAM del 
INM, de los años 1986-91, correspondientes a los 
meses de octJ]bre a diciembre. 
Comt'l predictandos se han escogido las 
temperaturas extremas diarias, por ser unas varia-
bles bastante utilizadas en las aplicaciónes meteo:. 
rológicas; y porque su tratamiento por los méto-
dos de adaptación estadística no ofrece demasia-
da dificultad, dado su carácter escalar y su va-
riacfón bastante regular en el tiempo. Las ecua-
ciones que se necesita calcular tendrán la siguien-
te forma: · 
i=n 
T .. = a0 + k a. P. max1ma iz l 1 1 [2] 
:i=m 
T . = e(> + k e: P. 
mímma ~ 'i=l 1 1 [3] 
Siendo a0, ai, c0, ci, los coeficientes de la 
ecuación y Pi las. variables que posteriormente 
serán sustituidas por los predictores en la aplica-
ción. 
El paquete de programas .utilizado en el 
MOS del INM permite resolver el problema de la 
regresión lineal múltiple, que tiene los dos obje-
tivos siguientes: 
l. Escoger las variables Pi que dan el mejor 
ajuste de las ecuaciones [2] y [3] a los 
valores observados; 
2. Obtener los coeficientes de las e.cuaciones. 
El método está . brevemente descrito en 
Glahn, 1972 y 1991; y Ayuso, 1992. 
Como predictores pueden proponerse hasta 
300 variables, obtenidas directamente del análisis 
o calculadas, así como valóres climatológicos y 
observaciones'. 
En esta aplicación se han considerado, para 
la obtención de la ecuación [2], los vafores ob-
servados de T 4 • durante Íos años 1986 á 1991, · maxmla 
y se han propuesto como· variables Pi los valores 
correspondientes a análisis de. 12Z del LAM del 
INM y los valores élimatológicos de la tempera-
. tora máxima. Para obtener la ecuación [3] se 
utilizan como variables las calculadas con el análisis 
de las OOZ y el valor climatológico de la tempe-
ratur-a mínima. En la Figura 1 se ·~resenta un 
esquema de las relaciones establecidas. 
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Análisis T mio Análisis T máx 
1 1 1 1 
1------,------1 ' 1-------------1 
Hora ---.,-¡---,..---+-'--'---'----+----+-
ooz 12Z 
Fig. 1.- Relaciones ¡;stablecidas para calcular Ec. PP 
3.2. Aplicación de ecuaciones. 
Estas eéuaciones se han aplicado a las 
salidas del modelo LAM del INM de OOZ para 
obtener· predicciones· de las temperaturas eXtremas 
de los próximos días. Eii su aplicación la ecuación 
[2] origina las. siguientes dos ecuaciones de pre-
dicción: 
Tmáx (0):::c0 +c1·P1 (+ 12h)+c2·P2( + 12h)+ ... +C0·P0(+ 12h) 
[4] 
4. Verificación de resultados. 
Los valores que se predijeron en ~1 mes de 
octubre de ·1992 se han comparado con las obser-
. \raciones calculando el error absoluto medio (EAM) 
de las predicciones. Se ha calculado la media de 
las lO estaciones que figuran en la tabla l. El 
mismo tratamiento se ha aplicado a las prediccio-
nes operativas obtenidas mediante MOS. También 
·se incluyen los resultados para la Persistencia. En 
la tabla II figuran todos los EAM expresados en · 
grados Celsius. 
Tabla 11 
. Error absoluto medio en oc de la predicción 
· de temperaturas extremas. Octubre 1992. 
máx{D) máx(D+J) mín(D+!) mín(D+2) 
pp / 2,0 2,0 2,1 2,1 
[5] MOS 1,6 1,5 1,9 2,2 
Como el· modelo. se supone perfecto se 
sustitúyen los análisis de 12Z de las ecuaciones 
[2] por las predicciones a + l2h y + 36 horás. 
De igual forma la ecuación [3] se aplica para 
calcular las temperaturas mínimas del día siguiente 
(D+ 1) y el día D+ 2 cuando se sustituyen los 
análisis a OOZ por predicciones a •+24 y +48 horas 
·del LAM del INM a OOZ. 
En la tabla i pUede observarse una predic-
ción obtenida con las cuatro ecuaciones mencio-
. nadas anteriormente. 
Tabla 1 
Resultados de PP 
Hora OOZ 
· IND. ESTACIÓN 
08001· LaCoruña 
08015 Oviedo 
08023 Santander 
08\60 Zaragoza/Sanjurjo 
08181 Barcelona/El Prat 
08184 Gerona/Costa Brava 
0822 J Madrid/Barajas 
08223 Madrid/Cuatro Vientos 
08224 Madrid/Getafe 
08272 Toledo 
23/oct 24/oct 24/oct 25/oct 
TMÁX. T.MÍN. T.MÁX T.MÍN. 
16,6 
16,0 
17,5 
17,7 
18,7 
18,1 
18.4 
17,6 
16,8 
18,4 
11,4 16,3 
10,3 16,0 
11,2 17,1 
8A 18,5 
10,0 19,6 
5,7 19,1 
6,4 17,4 
7,7 16,8 
8,1 16,5 
6,6 \8,2 
12,&. 
10,6 
10,3 
7,2 
10,1 
4,3 • 
4,8 
6.7 
7,6 
4,5 
Persistencia 2,5 2,9 
Se obs·erva que en temperatura máxima el 
MOS proporciona unos resultados mejores que la 
predicción perfecta, siendo la diferencia de los 
EAM de 0,5°C. En temperaturas mínimas los 
resultados del MOS y PP tienen umi calidad 
similar. 
Conclusiones . 
Modificando ligeramente eJ., paquete de 
programas q.ue está opeJ:ativo en el MOS, pueden 
calcUlarse con facilidad las ecuaciones de regre-
si,.ón lineal múltiple del método de Predicción 
Perfecta. Así se tiene una ecuación para la pre-
di$;ción de la temperatura máxima diaria y otra para 
la temperatúra mínima. 
Sustituyendo en las ecuaciones obtenidas, 
las variables facilitadás. por ~1 análisis objetivo por 
las predicciones correspondientes del LAM del 
INM en su ejecÚción de OOZ, se obtienen dos 
ecuaciones para la predicción de la temperatura 
máxima y otras dos para la predicción de la 
temperatura mínima· de los próximos días.' 
Estas ecuaciones se han aplicado en el mes 
de octubre de 1992. Comparando los errores ab-
solutos medios de las predicciones realizadas con 
los métodos PP y MOS, se observa una calidad 
similar en ambas predicciof!eS de temperaturas 
229. 
· III SIMPOSIO NACIONAL DE PREDICCIÓN 
mmtmas, sin embargo las predicciones MOS de 
temperatl.~ras máximas son algo mejores. 
Considerando los resultados obtenidos, 
parece aconsejable calcular las ecuaciones de PP 
para los observatorios más. importantes de Espa-
ña, y aplicarlas al LAM actualmente operativO con 
el fin de obtener una verificación más general. 
Estas ecuaciones servirían para su aplicación en 
otros modelos numéricos que se pusieran opera-
tivos en el INM. 
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