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Abstrat. We ompare the ompatness of omposition operators on H2 and on
Orliz-Hardy spaes HΨ. We show in partiular that exists an Orliz funtion
Ψ suh that H3+ε ⊆ HΨ ⊆ H3 for every ε > 0, and a omposition operator Cφ
whih is ompat on H3 and on H3+ε, but not ompat on HΨ.
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1 Introdution
Composition operators on the Hardy spae H2 have given rise to a lot of
papers sine the beginning of the seventies (see [11℄ and [2℄, and referenes
therein, for an overview until the middle of the eighties). In partiular, riteria
of ompatness ([12℄, [10℄) or of membership in Shatten lasses ([8℄ [9℄) were
found. But only few onrete examples of suh operators were known (see [13℄,
[1℄, [4℄, [14℄). In [7℄, we onstruted expliit examples of ompat omposition
operators Cφ : H
2 → H2 whih are, or not, in some Shatten lasses Sp. On
the other hand, we study in [6℄ omposition operators on Hardy-Orliz spaes
HΨ, and haraterize their ompatness. In this paper, we shall ontinue our
investigation of omposition operators on Hardy-Orliz spaes, and study for
whih Orliz funtions Ψ the expliit examples of [7℄ are ompat.
Let us desribe more preisely the ontent of this paper.
In Setion 3 and Setion 4, we onsider the Hardy-Orliz spae HΨ besides
the Hardy spae H2, and we prove that for every Orliz funtion Ψ whih does
not satisfy the ondition ∆2, there exists a symbol φ suh that Cφ is ompat
on H2, but not ompat on HΨ (Theorem 3.1). When the Orliz funtion
Ψ grows fast enough, we an ensure, beyond the non ompatness of Cφ on
HΨ, that, for every p > 2, Cφ : H
2 → H2 is moreover in the Shatten lass Sp
(Proposition 3.4). But ifΨ does not grow too fast, this is not possible: if Cφ ∈ Sp
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for some p > 0, we must have the ompatness of Cφ on H
Ψ
(Proposition 3.3).
When Ψ grows very fast, i.e. satises the ondition ∆2, we show that Cφ may
be in Sp for every p > 0, although Cφ is not ompat on H
Ψ
(Proposition 4.1);
onversely, if Cφ is ompat on H
Ψ
, then Cφ must be in Sp for every p > 0
(Proposition 4.2).
In Setion 5, we then haraterize (Theorem 5.1) the Orliz funtions Ψ
for whih the omposition operator Cφθ , whih appeared in [7℄, Setion 5, is
ompat on HΨ. When Ψ grows fast enough (in partiular if Ψ satises the so-
alled ondition ∆1), then Cφθ is not ompat on H
Ψ
(Theorem 5.2); this gives,
in partiular, an improvement of Proposition 3.4. This haraterization allows
us to get the following striking result (Theorem 5.3): there exists an Orliz
funtion Ψ suh that H3+ε ⊆ HΨ ⊆ H3 for every ε > 0, and a omposition
operator Cφ whih is ompat on H
3
and on H3+ε, but not ompat on HΨ.
2 Notation
We shall denote by D the open unit disk of the omplex plane: D = {z ∈
C ; |z| < 1}, and by T = ∂D its boundary: T = {z ∈ C ; |z| = 1}. We shall
denote by m the normalized Lebesgue measure on T.
For every analyti self-map φ : D → D, the omposition operator Cφ is the
map f 7→ f ◦φ. By Littlewood's subordination priniple (see [3℄, Theorem 1.7),
every omposition operator maps ontinuously every Hardy spae Hp (p > 0)
into itself, as well as ([6℄, Proposition 3.12) the Hardy-Orliz spaes HΨ (see
below for their denition).
For every ξ ∈ T and 0 < h < 1, the Carleson window W (ξ, h) is the set
W (ξ, h) = {z ∈ D ; |z| ≥ 1− h and | arg(zξ¯)| ≤ h}.
For every nite positive measure µ on D, one sets:
ρµ(h) = sup
ξ∈T
µ[W (ξ, h)].
We shall all this funtion ρµ the Carleson funtion of µ.
When φ : D → D is an analyti self-map of D, and µ = mφ is the pullbak
measure dened on D, for every Borel set B ⊆ D, by:
mφ(B) = m({ξ ∈ T ; φ∗(ξ) ∈ B}),
where φ∗ is the boundary values funtion of φ, we shall denote ρmφ by ρφ. In
this ase, we shall say that ρφ is the Carleson funtion of φ.
For α ≥ 1, we shall say that µ is an α-Carleson measure if ρµ(h) . hα. For
α = 1, µ is merely said to be a Carleson measure.
The Carleson Theorem (see [3℄, Theorem 9.3) asserts that, for 1 ≤ p < ∞
(atually, for 0 < p < ∞), the anonial inlusion jµ : Hp → Lp(µ) is bounded
if and only if µ is a Carleson measure. Sine every omposition operator Cφ is
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ontinuous on Hp, it denes a ontinuous map jφ : H
p → Lp(µφ); hene every
pull-bak measure µφ is a Carleson measure.
When Cφ : H
2 → H2 is ompat, one has, as it is easy to see:
(2.1) |φ∗| < 1 a.e. on ∂D.
Hene, we shall only onsider in this paper symbols φ for whih (2.1) is satised
(whih is the ase, as we said, when Cφ is ompat on H
2
). Reall ([6℄, Theo-
rem 4.3) that, for every Orliz funtion Ψ, as dened below, Cφ : H
2 → H2 is
ompat whenever Cφ : H
Ψ → HΨ is.
B. MaCluer ([10℄, Theorem 1.1) has shown, assuming ondition (2.1), that
Cφ is ompat on H
p
if and only if ρφ(h) = o (h), as h goes to 0.
Throughout this paper, the notation f ≈ g will mean that there are two on-
stants 0 < c < C < +∞ suh that cf(t) ≤ g(t) ≤ Cf(t) (for t suiently near of
a speied value), and the notation f(t) . g(t), when t is in the neighbourhood
of some value t0, will have the same meaning as g = O(f).
Note that, in this paper, we shall not work, most often, with exat inequali-
ties, but with inequalities up to onstants. It follows that we shall not atually
work with true Carleson windowsW (ξ, h), but with distorted Carleson windows:
W˜ (ξ, h) = {z ∈ D ; |z| ≥ 1− ah and | arg(zξ¯)| ≤ bh},
where a, b > 0 are given onstants. Sine, for a given symbol φ, one has:
mφ
(
W (ξ, c h)
) ≤ mφ(W˜ (ξ, h)) ≤ mφ(W (ξ, C h))
for some onstants c = c(a, b) and C = C(a, b) whih only depend on a and b,
that will not matter for our purpose.
Let us now reall the denition of the Hardy-Orliz spaes.
An Orliz funtion is a non-dereasing onvex funtion Ψ: [0,∞] → [0,∞]
suh that Ψ(0) = 0 and Ψ(∞) = ∞. To avoid pathologies, we assume that the
Orliz funtion Ψ has the following additional properties: Ψ is ontinuous at 0,
stritly onvex (hene inreasing), and suh that
Ψ(x)
x
−→
x→∞
∞.
This is essentially to exlude the ase of Ψ(x) = ax.
The Orliz spae LΨ(T) is the spae of all (equivalene lasses of) measurable
funtions f : T→ C for whih there is a onstant C > 0 suh that:∫
T
Ψ
( |f(t)|
C
)
dm(t) < +∞
and then ‖f‖Ψ, the Luxemburg norm, is the inmum of all possible onstants
C suh that this integral is ≤ 1. The Hardy-Orliz spae HΨ is the spae of all
f ∈ H1 suh that the boundary values funtion f∗ of f is in LΨ(T). We refer
to [6℄, Setion 3 for more details.
3
3 Orliz funtions without ondition ∆2
In [6℄, Corollary 3.26, we showed that for every Orliz funtion Ψ whih
satises the growth ondition∆2, there exists a symbol φ : D→ D whih indues
a ompat omposition on H2, but a non-ompat omposition operator on HΨ.
We shall generalize this below. Reall that an Orliz funtion Ψ satises the ∆2
ondition if there exists a onstant C > 0 suh that Ψ(2x) ≤ CΨ(x) for x large
enough.
Theorem 3.1 For every Orliz funtion Ψ whih does not satisfy the ondition
∆2, there exists an analyti self-map φ : D→ D suh that Cφ is ompat on H2
but not ompat on HΨ.
Proof. Ψ /∈ ∆2 means that lim sup
x→∞
Ψ(2x)
Ψ(x) = +∞. We an hene nd a sequene
(xn), whih inreases to +∞, suh that Ψ(2xn)Ψ(xn) inreases to +∞.
Set hn =
1
Ψ(xn)
and cn =
Ψ(xn)
Ψ(2xn)
. By onstrution, (hn)n and (cn)n derease
to 0. We may assume that cn < π, n ≥ 1.
We are going to onstrut an analyti funtion φ : D→ D suh that:
(3.1) ρφ(h) = o (h),
but:
(3.2) ρφ(hn) ≥ cnhn , for all n ≥ 1.
Condition (3.1) will ensure that Cφ : H
2 → H2 is ompat, by MaCluer's
theorem, and ondition (3.2), whih reads:
ρφ(hn) ≥ 1
Ψ
(
2Ψ−1(1/hn)
) ,
for all n ≥ 1,
will ensure (by [6℄, Theorem 4.11), that Cφ : H
Ψ → HΨ is not ompat.
For that purpose, we shall use the general onstrution made in [7℄,  3.2.
Let us reall this onstrution.
Let
(3.3) f(t) =
∞∑
k=0
ak cos(kt)
be an even, non-negative, 2π-periodi ontinuous funtion, vanishing at the
origin: f(0) = 0, and suh that:
(3.4) f is stritly inreasing on [0, π].
The Hilbert transform (or onjugate funtion) Hf of f is:
Hf(t) =
∞∑
k=1
ak sin(kt).
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We shall assume moreover that, as t tends to zero:
(3.5)
(Hf)′(t) = o (1/t2).
Let now F : D → Π+ = {Re z > 0} be the analyti funtion whose boundary
values are:
(3.6) F ∗(eit) = f(t) + iHf(t).
One has:
F (z) =
∞∑
k=0
akz
k, |z| < 1,
and we dene:
(3.7) Φ(z) = exp
(− F (z)), z ∈ D.
Sine f is non-negative, one has:
ReF (z) =
1
2π
∫ pi
−pi
f(t)Pz(t) dt > 0,
Pz being the Poisson kernel at z, so that |Φ(z)| < 1 for every z ∈ D: Φ is an
analyti self-map of D, and |Φ∗| = exp(−f) < 1 a.e. . Note that the ondition
f(0) = 0 means that Φ∗(1) = 1, so that ‖Φ‖∞ = 1.
We then perturb Φ by onsidering:
(3.8) M(z) = exp
(
− 1 + z
1− z
)
, |z| < 1,
and
(3.9) φ(z) = M(z)Φ(z), |z| < 1.
We proved in [7℄, Lemma 3.6, that
(3.10) hf−1(h) . ρφ(h) . hf
−1(2h)
when h tends to 0.
We shall now rely on the following simple lemma, whose proof is postponed.
Lemma 3.2 Let (hn) and (cn) be two dereasing vanishing sequenes of positive
numbers, with 0 < hn < π, 0 < cn < π.
There exists an even 2π-periodi C2 funtion f : R→ R suh that:
1) f(0) = 0 and f is stritly inreasing on [0, π];
2) f(cn) ≤ hn, for all n ≥ 1.
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We are in the situation of the general onstrution, and by(3), we have:
ρφ(h) = O
(
hf−1(2h)
)
= o (h),
sine f−1(2h) → 0 as h >→ 0. MaCluer's riterion implies that Cφ : H2 → H2
is ompat. On the other hand, (3) again implies that
ρφ(hn) & hnf
−1(hn) & cnhn,
by Lemma 3.2.
Therefore (3.2) holds, and this ends the proof of Theorem 3.1. 
Remark. Atually, we do not use that f is C2, but only that it is ontinous.
However, if f ∈ C2, then f̂ ′′ ∈ ℓ2(Z) and it follows, by the Cauhy-Shwarz
inequality, sine f̂ ′′(k) = (ik)2fˆ(k), that
∑
∞
k=0 k |fˆ(k)| < +∞; hene both f and
Hf are C1 funtions, and we proved in [7℄, Lemma 3.5, that then the Carleson
funtion ρΦ of Φ is not o (h) when h goes to 0, and so the omposition operator
CΦ : H
2 → H2 is not ompat, although |Φ∗| = |φ∗| on ∂D and Cφ : H2 → H2
is ompat.
Proof of Lemma 3.2. Let h0 = c0 = π, and ϕ : [0, π]→ R+ be a step funtion
suh that:
(3.11)
∫ cn
0
ϕ(t) dt = hn , n = 1, 2, . . .
We an take ϕ(t) =
hj−hj+1
cj−cj+1
for t ∈ (cj+1, cj), j = 0, 1, . . ., sine then:
∫ cn
0
ϕ(t) dt =
∞∑
j=n
∫ cj
cj+1
ϕ(t) dt =
∞∑
j=n
(cj − cj+1)hj − hj+1
cj − cj+1
=
∞∑
j=n
(hj − hj+1) = hn.
Let now f : R → R be the even 2π-periodi funtion whose values on [0, π] are
given by:
f(t) =
1
π3
∫ t
0
(t− u)3ϕ(u) du.
This funtion is learly C2, with
f ′′(t) =
6
π3
∫ t
0
(t− u)ϕ(u) du,
and f(0) = f ′(0) = f ′′(0) = 0; it is stritly inreasing on [0, π], and
f(cn) =
1
π3
∫ cn
0
(cn − u)3ϕ(u) du ≤ c
3
n
π3
∫ cn
0
ϕ(u) du ≤
∫ cn
0
ϕ(u) du = hn,
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due to (3.11). Therefore f fullls all the requirements of Lemma 3.2. 
Remark. It is not lear whether one an ensure in Theorem 3.1 that the
omposition operator is moreover in some Shatten lass Sp for p <∞. It would
be the ase, by [7℄, Corollary 3.2, if one an onstrut a symbol φ suh that its
pull-bak measure mφ is α-Carleson for some α > 1. This an be obtained if
we an onstrut, in Lemma 3.2, our funtion f suh that f (N)(0) 6= 0 for some
N > 1, sine then f(h) ≈ hN and f−1(h) ≈ h1/N , and φ would be α-Carleson
with α = 1 + 1N , whih would imply that Cφ ∈ Sp for p > 2N . However,
in general, we annot obtain that f (N)(0) 6= 0 for some N > 1. Indeed, take
Ψ(x) = e(log(x+1))
2 − 1; then hn = 1Ψ(xn) ≈ exp
[− (log xn)2], whereas, sine
Ψ(2x) ≈ exp [(log x)2] exp(2 log x),
one has cn =
Ψ(xn)
Ψ(2xn)
≈ exp(−2 log xn), so that hn = o (cNn ) for every N < ∞.
Sine f(cn) ≤ hn, all the possible derivatives of f at 0 must be zero.
Besides, when Ψ does not grow too fast, one has the following result.
Proposition 3.3 Let Ψ be an Orliz funtion suh that, for every A > 1, one
has, as x goes to innity:
(3.12) Ψ(Ax) = O
(
Ψ(x)
(
logΨ(x)
)ε)
, ∀ε > 0.
Then, if Cφ ∈ Sp for some p > 0, the omposition operator Cφ : HΨ → HΨ is
ompat.
Remark. If the ondition (3.12) is satised for some A > 1, it is atually
satised for every A > 1. In fat, Ψ(Ax) = O
(
Ψ(x)
(
logΨ(x)
)ε)
implies that
Ψ(A2x) = O
(
Ψ(x)
(
logΨ(x)
)2ε)
, and we an replae A by A2, A4, A8, . . . Note
also that we an replae the big-oh assumption by a little-oh one: if the propo-
sition holds with a little-oh ondition, it also holds with a big-oh one, beause,
for every ε′ > 0, if one has (3.12), then, with ε < ε′:
Ψ(Ax)
Ψ(x)
(
logΨ(x)
)ε′ ≤ Kε ( logΨ(x))ε−ε′ −→x→∞ 0.
Proof. If Cφ ∈ Sp, then, by [7℄, Proposition 3.4, one has:
ρφ(h) = o
(
h
[log(1/h)]δ
)
,
with δ = 2/p > 0. Then, (3.12) with x = Ψ−1(1/h), gives:
ρφ(h) = o
(
1
Ψ(x)[logΨ(x)]δ
)
= o
(
1
Ψ(Ax)
)
= o
(
1
Ψ
(
AΨ−1(1/h)
)) ,
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whih implies, by [6℄, Theorem 4.18, that Cφ is ompat on H
Ψ
. 
For example, we have (3.12) if, for x large enough:
Ψ(x) = exp
(
log x log log log x
)
.
In fat, one has:
Ψ(Ax)
Ψ(x)
= exp
[
(log x)
(
log
log(log x+ logA)
log log x
)]
exp
(
logA log log log(Ax)
)
,
and exp
(
logA log log log(Ax)
)
=
(
log log(Ax)
)logA
, whereas
log(log x+ logA) = log log x+ log
(
1 +
logA
log x
)
≤ log log x+ logA
log x
,
so:
log
log(log x+ logA)
log log x
≤ log
(
1 +
logA
log x log log x
)
≤ logA
log x log log x
·
Hene:
Ψ(Ax)
Ψ(x)
≤ exp
( logA
log log x
) (
log log(Ax)
)logA
.
(
log log(Ax)
)logA
,
whih gives (3.12) sine, for every ε > 0:(
log log(Ax)
)logA
= o
(
(log x)ε
)
= o
(
[logΨ(x)]ε
)
.
On the other hand, if we require that the Orliz funtion Ψ grows suiently,
we have:
Proposition 3.4 Assume that the Orliz funtion Ψ satises the ondition:
(3.13) lim sup
x→∞
Ψ(Ax)
[Ψ(x)]2
> 0,
for some A > 1.
Then, for every p > 2, there exists an analyti self-map φ : D→ D suh that
Cφ : H
2 → H2 is in the Shatten lass Sp, but Cφ : HΨ → HΨ is not ompat.
Note that ondition (3.13) if not satised when Ψ ∈ ∆2, or for the Orliz
funtion Ψ(x) = e(log(x+1))
2 − 1, i.e. Ψ(x) ≈ exp ((log x)2).
Proof. Condition (3.13) implies that there exist some δ > 0 and a sequene of
positive numbers xn inreasing to innity suh that:
Ψ(Axn)
[Ψ(xn)]2
≥ δ, for all n ≥ 1.
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If one sets hn =
1
Ψ(xn)
,
one has:
(3.14) h2n ≥
δ
Ψ
[
AΨ−1(1/hn)
] ·
Now, take α suh that 2p + 1 < α < 2, and onsider the symbol φ = φ2 on-
struted in [7℄, Theorem 4.1. Its omposition operator Cφ : H
2 → H2 belongs to
Sp ([7℄, Theorem 4.2). On the other hand, Cφ : H
Ψ → HΨ is not ompat, by [6℄,
Theorem 4.18, sine ρφ(h) ≈ hα and hene ρφ(hn) is not o
(
1
Ψ
[
AΨ−1(1/hn)
])
,
by (3.14). 
Condition (3.13) is a weaker growth ondition than ondition ∆2. Reall
(see [6℄,  2.1) that the Orliz funtion Ψ satises the ondition ∆2 if, for some
A > 1, one has [Ψ(x)]2 ≤ Ψ(Ax) for x large enough. But ondition ∆2 an be
re-stated as:
(3.15) lim inf
x→∞
Ψ(Ax)
[Ψ(x)]2
> 0.
Indeed, if one has [Ψ(x)]2 ≤ Ψ(Ax) for x large enough, one obviously has
lim infx→∞
Ψ(Ax)
[Ψ(x)]2 ≥ 1. Conversely, let δ = lim infx→∞ Ψ(Ax)[Ψ(x)]2 . If δ > 1, one
learly have [Ψ(x)]2 ≤ Ψ(Ax) for x large enough. If 0 < δ ≤ 1, then, for x large
enough:
[Ψ(x)]2 ≤ 2
δ
Ψ(Ax) ≤ Ψ
(2
δ
Ax
)
,
by the onvexity of Ψ, sine 2/δ ≥ 1. Hene Ψ ∈ ∆2 (with onstant 2A/δ).
4 Orliz funtions with ondition ∆
2
When Ψ ∈ ∆2, we have proved in [6℄, Corollary 3.26 a better result than
the one in Proposition 3.4: Whenever Ψ ∈ ∆2, there exists a symbol φ : D→ D
suh that the omposition operator Cφ : H
2 → H2 is Hilbert-Shmidt, whereas
Cφ : H
Ψ → HΨ is not ompat.
We have this improvement:
Proposition 4.1 Let Ψ be an Orliz funtion satisfying ondition ∆2. Then,
there exists a symbol φ suh that Cφ : H
2 → H2 belongs to Sp for every p > 0,
but suh that Cφ : H
Ψ → HΨ is not ompat.
Proof. We shall use a lens map. One an nd a denition of suh maps in
[11℄, page 27, but we shall use a slight variant of it: we shall use the same
onstrution as in [7℄, Theorem 5.1 and Theorem 5.6, but with f(z) = z1/2
instead of fθ(z) = z(− log z)θ or f(z) = z log(− log z). We shall reall this
onstrution at the beginning of the next setion. Note that Re (r eiα)1/2 =
9
√
r cos(α/2) is positive (|α| < π/2), so the assoiate symbol φ maps D into
itself.
As in the proof of [7℄, Theorem 5.1, we need only to onsider f(it), with
t > 0. But f(it) = exp
(
1
2 log t+ i
pi
4
)
, so:
Re f(it) =
√
t cos(π/4) =
√
t/2 and Im f(it) =
√
t sin(π/4) =
√
t/2.
Let us estimate ρφ(h). The ondition |Re f(it)| ≤ h implies t ∈ [−2h2, 2h2],
and, just using the modulus onstraint, we get ρφ(h) . h
2
. For the onverse,
if t ∈ [−2h2, 2h2], we have |Re f(it)| ≤ h and |Im f(it)| ≤ h; then exp (f(it))
belongs to a window entered at 1 and with size Ch. Hene h2 . ρφ(h), and
therefore ρφ(h) ≈ h2.
It follows that Cφ : H
Ψ → HΨ is not ompat if Ψ ∈ ∆2. In fat, sine
Ψ ∈ ∆2, there is some A0 > 1 suh that Ψ(A0x) ≥ [Ψ(x)]2 for x large enough.
We get, with x = Ψ−1(1/h):
1
Ψ
(
A0Ψ−1(1/h)
) ≤ h2.
If Cφ were ompat on H
Ψ
, we should have ([6℄, Theorem 4.11):
ρφ(h) = o
(
1
Ψ
(
A0Ψ−1(1/h)
)) ,
whih is not the ase.
On the other hand, Cφ is in Sp for every p > 0. Indeed, φ(e
it) is in the
dyadi Carleson window:
Wn,j =
{
z ∈ D ; 1− 2−n ≤ |z| < 1 , 2jπ
2n
≤ arg(z) < 2(j + 1)π
2n
}
,
(j = 0, 1, . . . , 2n − 1, n = 1, 2, . . .) if and only if, for hn = 2−n, one has, up to
onstants:
t ≤ 2h2n and j2h2n ≤ t ≤ (j + 1)2h2n.
This is possible for at most a xed number, say N , of values of j; hene:
∞∑
n=1
2n−1∑
j=0
2np/2mφ(Wn,j)
p/2 ≤ N
∞∑
n=1
2np/2
(
ρφ(2
−n)
)p/2
≤ N
∞∑
n=1
2np/22−2np/2 = N
∞∑
n=1
2−np/2 < +∞.
Then Lueking's theorem ([8℄) and [7℄, Proposition 3.3 imply that Cφ ∈ Sp. 
Now, in the opposite diretion, one has proved in [6℄, Theorem 3.24, that if
Cφ is ompat on H
Ψ
, with Ψ ∈ ∆2, then Cφ ∈ Sp(H2) for every p > 0 (though
we only stated that Cφ ∈ S1). We have the following improvement.
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Proposition 4.2 Let Ψ be an Orliz funtion satisfying ondition ∆2. Assume
that Cφ is ompat on H
Ψ
. Then mφ is an α-Carleson measure, for every α ≥ 1,
and hene Cφ ∈ Sp for every p > 0.
Proof. Sine Ψ ∈ ∆2, there is some A0 > 1 suh that Ψ(A0x) ≥ [Ψ(x)]2, for x
large enough. Hene, for every positive integer n, one has Ψ(An0x) ≥ [Ψ(x)]2
n
.
Taking x = Ψ−1(1/h) , one gets:
Ψ
(
An0Ψ
−1(1/h)
) ≥ 1
h2n
·
Now, if Cφ is ompat on H
Ψ
, one has, by [6℄, Theorem 4.11, 1), with A = An0 :
ρφ(h) ≤ 1
Ψ
(
An0Ψ
−1(1/h)
) ;
therefore ρφ(h) ≤ h2n , and mφ is a 2n-Carleson measure.
The last assertion now follows from [7℄, Corollary 3.2. 
5 Case of the symbols φθ
In [7℄, Setion 5, we onsidered omposition operators Cφθ whih are, for
every θ > 0, ompat on H2, and hene on Hp for every p < ∞. We are now
going to examine when these omposition operators are ompat on HΨ.
Let us reall how the φθ's are onstruted.
For Re z > 0, onsider the prinipal determination of the logarithm log z.
For ε > 0 small enough, the funtion fθ(z) = z(− log z)θ has stritly positive
real part on Vε = {z ∈ C ; Re z > 0 and |z| < ε} and Re f∗θ (z) > 0 for all
z ∈ ∂Vε \ {0}. Now, if gθ is the onformal mapping from D onto Vε, whih maps
T = ∂D onto ∂Vε, and with gθ(1) = 0 and g
′
θ(1) = −ε/4, we set:
φθ = exp(−fθ ◦ gθ).
φθ maps D into itself and |φ∗θ | < 1 on ∂D \ {1}, and we proved ([7℄, Proposi-
tion 5.3) that:
(5.1) ρφθ (h) ≈
h
(log 1/h)θ
·
Now, reall ([6℄, Theorem 4.18) that Cφθ is ompat on H
Ψ
if and only if,
for every A > 0:
ρφθ(h) = o
(
1
Ψ[AΨ−1(1/h)]
)
, h→ 0.
By (5.1), that gives, with u = Ψ−1(1/h):
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Theorem 5.1 The omposition operator Cφθ is ompat on H
Ψ
if and only if
for every A > 1, one has:
(5.2) Ψ(Au) = o
(
Ψ(u)[logΨ(u)]θ
)
, as u→∞.
For example, for every θ > 0, Cφθ is ompat on H
Ψ
if Ψ(x) ≈ xlog log log x =
e(log x)(log log log x), but is not ompat onHΨ if Ψ(x) ≈ xlog log x = e(log x)(log log x).
Remark that this ondition (5.2) is almost the same as ondition (3.12): in
(5.2) one is requiring the ondition to be satised for some θ > 0, whereas in
(3.12) one is requiring it to be satised for every ε > 0 (see however the remark
at the end of this Setion). The little-oh assumption in (5.2) is atually not very
important: suppose that, for every A > 1, one has Ψ(Au) ≤ C Ψ(u)[logΨ(u)]θ
for u ≥ uA (we need a uniform onstant C > 0), then, for every A > 1, the
onvexity of Ψ gives, for every ε > 0, Ψ(Au) ≤ Ψ(Aεu), with Aε = A/ε; hene
we get Ψ(Au) ≤ C εΨ(u)[logΨ(u)]θ, and the little-oh property follows.
Note that, sine Cφθ is in Sp for p > 4/θ ([7℄, Proposition 5.3), Theorem 5.1
is an improvement of Proposition 3.4, sine (5.2) is not satised if and only if
there exists some A > 1 suh that lim supx→∞
Ψ(Ax)
Ψ(x)[logΨ(x)]θ
> 0, whih is of
ourse implied by ondition (3.13):
Theorem 5.2 Let p > 0 and θ > 4/p. Assume that the Orliz funtion Ψ
satises, for some A > 1, the ondition:
(5.3) lim sup
x→∞
Ψ(Ax)
Ψ(x)[log Ψ(x)]θ
> 0.
Then the omposition operator Cφθ , whih is in Sp(H
2), is not ompat on HΨ.
If the Orliz funtion Ψ satises ondition ∆1, then ondition (5.3) is sat-
ised.
Remark that, for θ > 2, Theorem 5.2 improves Corollary 3.26 of [6℄. Reall
that the Orliz funtion Ψ satises the ondition ∆1 if there is a onstant A > 1
suh that xΨ(x) ≤ Ψ(Ax) for x large enough (see [6℄,  2.1).
Proof of Theorem 5.2. The rst part was explained before the statement.
For the seond part, assume that, for every A > 1, ondition (5.2) is satised;
in partiular, we should have, for some u0 > 0:
(5.4) Ψ(Au) ≤ Ψ(u)( logΨ(u))θ, u ≥ u0.
Let
pn = Ψ(A
n) and ln = log pn.
One has then, by (5.4), for n large enough:
pn+1 ≤ pn(log pn)θ and ln+1 ≤ ln + θ log ln.
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Let
h(t) =
∫ t
2
dx
θ log x
·
One has, sine h′ dereases:
0 < h(ln+1)− h(ln) ≤ (ln+1 − ln)h′(ln) ≤ (θ log ln) 1
θ log ln
≤ 1.
Hene h(ln) . n, i.e.: ∫ ln
2
dx
θ log x
. n.
Sine this integral is & lnθ log ln , we get:
(5.5)
logΨ(An)
θ log logΨ(An)
. n.
Hene:
log logΨ(An)− log log logΨ(An) . logn,
and so:
lim sup
n→∞
log logΨ(An)
logn
≤ 1.
On the other hand, Ψ(An) ≥ An, i.e. logΨ(An) ≥ n logA.
Therefore log logΨ(An) ∼ logn, and hene, using (5.5):
log Ψ(An) . 2θn logn.
But this prevents Ψ from satisfying the ondition ∆1: if Ψ ∈ ∆1, there exists
A > 1 suh that uΨ(u) ≤ Ψ(Au) , for u large enough, and this implies, for n
large enough, that AnΨ(An) ≤ Ψ(An+1), and hene An(n+1)/2Ψ(A) . Ψ(An),
so that log Ψ(An) & n2. 
Remark. As a onsequene of Theorem 5.1, one has the following striking
result.
Corollary 5.3 There exists an Orliz funtion Ψ suh that H3+ε ⊆ HΨ ⊆ H3
for every ε > 0, and a omposition operator Cφ whih is ompat on H
3
and on
H3+ε, but not ompat on HΨ.
Remark. It is known ([13℄, Theorem 6.1), that the ompatness of Cφ on H
p0
for some p0 <∞ implies its ompatness on Hp for all p <∞; this result follows
from the Riesz fatorization Theorem. It follows from Corollary 5.3 that there
is no suh fatorization for Hardy-Orliz spaes in general.
Proof. Consider the symbol φ = φθ. The ompatness of Cφ from H
2
into
itself implies its ompatness from Hp into itself for every p ≥ 1; in partiular
its ompatness on H3 and on H3+ε.
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Let now Ψ the Orliz funtion ontruted in [5℄. This funtion is suh that
x3/3 ≤ Ψ(x) for all x ≥ 0, but Ψ(n!) ≤ (n!)3 for all positive integer n ≥ 1.
Condition (5.2) is not satised when θ < 1 beause Ψ(3.k!) ≥ k.(k!)3 and
Ψ(k!)[logΨ(k!)]θ ≤ (k!)3[3 log(k!)]θ . (k!)3(k log k)θ;
hene Cφθ is not ompat on H
Ψ
if θ < 1. 
Remark. Condition (5.2) depends on θ, but if Ψ is regular, the ompatness of
Cφθ on H
Ψ
does not atually depend on θ, beause, writing:
[logΨ(u)]θ &
Ψ(Au)
Ψ(u)
=
Ψ(Au)
Ψ(
√
Au)
Ψ(
√
Au)
Ψ(u)
,
one gets:
Ψ(
√
Au)
Ψ(u)
. [logΨ(u)]θ/2 or else
Ψ(Au)
Ψ(
√
Au)
. [logΨ(u)]θ/2·
Hene, if Ψ satises the following ondition of regularity:
(5.6)
Ψ(
√
Au)
Ψ(u)
.
Ψ(Au)
Ψ(
√
Au)
, ∀A > 1, ∀u > 0,
we get, for every A > 1 and every u > 0:
Ψ(
√
Au)
Ψ(u)
. [logΨ(u)]θ/2 ,
and ondition (5.2) remains true by replaing θ with θ/2.
Note that ondition (5.6) is satised whenever the Orliz funtion Ψ satises
the ondition ∇0 dened in [6℄, Denition 4.5; indeed, by Proposition 4.6 of [6℄,
Ψ satises ∇0 if and only if there exists some u0 > 0 suh that, for every β > 1,
there exists Cβ ≥ 1 suh that:
Ψ(βu)
Ψ(u)
≤ Ψ(βCβv)
Ψ(v)
, u0 ≤ u ≤ v.
This ondition implies (5.6), by taking β =
√
A and v =
√
Au, sine, by on-
vexity, Ψ(βCβv) ≤ CβΨ(βv).
When we impose in ondition (5.6) an inequality with fator 1, for u large
enough, one has:[
Ψ(
√
Au)
]2 ≤ Ψ(u)Ψ(Au) , ∀A > 1, ∀u ≥ u0,
and if one sets u = ex and Au = ey, we get:
logΨ
[
exp
(x+ y
2
)]
≤ 1
2
[
logΨ(ex) + logΨ(ey)
]
, x0 ≤ x < y,
whih means that the funtion κ(x) = logΨ(ex) is onvex for x large enough.
By [6℄, Proposition 4.7, that means that the Orliz funtion Ψ satises the
ondition ∇0 with onstant 1. This regularity ondition is satised, for example
if Ψ(x) = xp, p ≥ 1, or Ψ(x) = e(log(x+1))α − 1, or else Ψ(x) = exα − 1, α ≥ 1.
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6 Comparison with H∞
It is well-known, and easy to see, that Cφ is ompat on H
∞
if and only if
‖φ‖∞ < 1. For omposition operators, H∞ is a very speial ase; indeed, one
has:
Proposition 6.1
1) Given any analyti self-map φ : D → D suh that ‖φ‖∞ = 1, there exists
an Orliz funtion Ψ suh that Cφ is not ompat on H
Ψ
.
2) Given any Orliz funtion Ψ, there exists an analyti self-map φ : D→ D
suh that ‖φ‖∞ = 1 and for whih Cφ is ompat on HΨ.
Proof. 1) Sine ‖φ‖∞ = 1, one has ρφ(h) > 0 for every 0 < h < 1.
We onstrut pieewise a stritly onvex funtion Ψ: [0,+∞[→ R+ suh
that:
Ψ(2n+1) ≥ 1
ρφ
(
1/Ψ(2n)
) ,
Then, if hn = 1/Ψ(2
n), one has hn → 0, and
ρφ(hn) ≥ 1
Ψ
(
2Ψ−1(1/hn)
) ·
It follows from [6℄, Theorem 4.18, that Cφ is not ompat on H
Ψ
.
2) Let a ∈ MΨ(T), the Morse-Transue spae (see [6℄) a positive funtion
suh that a /∈ L∞(T) and suh that Ψ ◦ a ≥ 2, and let:
h = 1− 1
Ψ ◦ a ·
Sine a is not essentially bounded, one has ‖h‖∞ = 1. Moreover, one has
h ≥ 1/2, so log h is integrable; we an hene dene the outer funtion:
φ(z) = exp
[ ∫
T
u+ z
u− z log h(u) dm(u)
]
, |z| < 1.
One has |φ∗(eiθ)| = h(eiθ), so φ is an analyti self-map from D into D, and
‖φ‖∞ = 1. Sine, for every A > 0:
Ψ
[
AΨ−1
( 1
1− |φ∗|
)]
= Ψ(Aa)
is integrable, beause a ∈ MΨ(T), the omposition operator Cφ is MΨ-order
bounded (see [6℄, Proposition 3.14), and hene is ompat on HΨ. 
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