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a b s t r a c t 
In this paper we investigate the relationship between ethical choices and anti-social be- 
haviors. To address this issue we ran a within-subjects laboratory experiment that included
both a classic (hypothetical) moral dilemma (using the well-known Trolley problem) and a
real-payoff money-burning experiment. A main contribution is that our Trolley dilemmas
separate purely utilitarian from more clearly immoral choice options. Our results show that
choices in both environments respond to incentives (i.e., the relative price of the ethical
decision), and Trolley problem decisions are consistent with previously known results—
individuals prefer no action over action, as well as indirect over direct responsibility, when
negative consequences would be similar in either instance. In analyzing the determinants
of anti-social money burning, our data identify money burning due to inequality aversion,
but we also find some evidence of pure nastiness. Importantly, we find that utilitarian be- 
havior in the Trolley dilemma is not linked to antisocial money burning, which contrasts
with previous conclusions in the literature. Nevertheless, we observe that the willingness
to commit more clearly ethically dubious acts in the Trolley problem significantly predicts
money burning and, more specifically, nastiness. We conclude that choices in hypotheti- 
cal environments may be useful for predicting antisocial behaviors that have real payoff
consequences and efficiency implications.
© 2019 Elsevier B.V. All rights reserved.
 
 
 
 
 
1. Introduction
Unethical behavior within organizations is not rare and often results in high costs for the entire society. Antisocial be-
haviours can result in relational, workplace, or other costs to society that are nontrivial. Cyber-sabotage is now a growing
concern, for example (see Line et al., 2014 ), and survey data from the U.S. and Europe document antisocial workplace be-
haviours that include mistreatment, verbal abuse, and sabotage, with estimates indicating these may impact 10% −35% of
people in the workplace (see Charness et al., 2013 ). 1 Field data examples often pose difficulties in our attempt to under-∗ Corresponding author.
E-mail addresses: dickinsondl@appstate.edu (D.L. Dickinson), david.masclet@univ-rennes1.fr (D. Masclet).
1 Data from the U.S. includes research from the Workplace Bullying Institute http://www.workplacebullying.org/ ) and the Bureau of Labor Statis- 
tics ( www.bls.gov , considering that at least some of the workplace stoppage data represents an exercise of incurring some cost in order to impose
even larger costs on a counterpart), and data from the French Ministry of Employment are from the SUMER medical monitoring survey of work- 
place risks (surveying over 50,0 0 0 workers in the 2010 wave, see https://www.eurofound.europa.eu/observatories/eurwork/articles/working-conditions/
france- working- conditions- and- occupational- risks- sumer- 2010 ).
https://doi.org/10.1016/j.jebo.2019.08.023
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stand the core determinants of antisocial tendencies given that they may be confounded with self-interest, hidden from
view, or contaminated by reputational concerns. 2 While the estimated prevalence of clinical-level antisocial personalities
disorders in the general population ranges from 1 −4% ( Werner et al., 2015 ), subclinical levels of anti-social personality dis-
orders are more common and on the rise in young adults ( Twenge and Foster, 2010 ). Behavioral metrics that help identify
the likelihood that someone engages in antisocial behaviours can therefore be a useful way to prevent antisocial behavioural
costs and improve overall welfare (e.g., improved job matching, delegation of authority, mate selection). 
At first glance antisocial behaviors appear morally inappropriate. However, some choices that may be considered antiso-
cial may be deemed morally acceptable using an alternative moral metric. For example, when U.S. President Harry Truman
decided to drop atomic bombs on Hiroshima and Nagasaki in 1945 to end WWII, he was faced with a great ethical dilemma.
Although the bombs would result in many civilian deaths, Truman estimated that it would ultimately cost fewer lives com-
pared to the alternative. 3 This reasoning is based on utilitarian moral principles, according to which the goodness or evil of
an action is determined solely by its consequences ( Mill, 1861; Bentham, 1789 ). In other words, if somehow you can save
10 lives by sacrificing one person, then it is justified to sacrifice that person. This view of morality, however, is at odds
with the Kantian deontological view, according to which some actions can never be justified by their consequences; they
are absolutely forbidden ( Kant, 1787 ). In other words, it is always wrong to sacrifice an innocent person even if additional
lives are saved as a result. 
In this current study we address a question raised in the literature: is there a connection between utilitarian and anti-
social or immoral choice? Additionally, do moral choices obey the law of demand? To address these issues we ran a within-
subjects laboratory experiment to study choices in a classic moral dilemma, the well-known (hypothetical) Trolley problem,
as well as choices in a consequential (i.e., real payoffs) money-burning experiment. 
The Trolley dilemma has captivated moral philosophers for decades ( Foot, 1967; Thomson, 1985; Spranca et al., 1991;
Petrinovich et al., 1993 ). The dilemma describes a runaway trolley that, unless an action is taken, will run over several indi-
viduals on a track who are unable to escape. Action typically results in the death of a different individual but research shows
upwards of 90% of individuals are willing to endorse the sacrifice of one to save (typically) five others (see Navarrete et al.,
2012 and references therein). Various versions of the problem exist (see Shallow et al., 2011 ), but we focus on perhaps two
of the most classic scenarios. The first assumes a runaway trolley will kill several individuals on a main set of tracks unless
one pulls a lever to divert the trolley onto a side track where it will kill anyone who may be on the side track. Such a
decision scenario is considered an “indirect” (or impersonal) moral choice in the sense that pulling the lever to save lives
indirectly but intentionally results in the death of those on the side track. A second version is a “direct” (or personal) moral
choice scenario where one must instead push an individual onto the main track (and that person will die) in order to save
those others on the main track ( Thomson, 1985 ). 
The Trolley dilemma has come under fire for its lack of realism, low external validity, sensitivity to varied contextual
details, inability to truly instruct us about utilitarianism, and failure to evoke psychological processes similar to other moral
dilemmas ( Rai and Holyoak, 2010; Bauman et al., 2014; Kahane, 2015 ). Nevertheless, others have found it useful for studying
various components of moral reasoning (e.g., Cushman et al., 2006; Greene et al., 2001; Greene et al., 2009 ), such as the
identification of behavioural norms or highlighting that certain moral dilemmas preferentially engage emotional centers 
in a way that may be important in predicting choice (e.g., Greene et al., 2001; Navarrete et al., 2012 ). Still others have
noted how the Trolley dilemma can highlight the difference between acts of omission versus commission ( Spranca et al.,
1991; Cox et al., 2017 ), which is a relevant distinction in courts of law. And, while past criticism of the Trolley dilemma
may have seemed justified due to the unrealistic nature of the decision it presents, the relevance of the Trolley dilemma
is at a higher level than perhaps ever before with the recent rise in ethical concerns surrounding self-driving vehicles.
Bonnefon et al. (2016) highlight how the moral dilemma relates to the social dilemma of Autonomous Vehicle (AV) adoption,
whereby most survey respondents agreed that an AV should be programmed to sacrifice its passenger(s) if more pedestrians
are saved as a result, but these same individuals thought it much less appropriate to program the AV as such if one’s own
life were at stake. Another recent study ( Awad et al., 2018 ) documented how global views on Trolley dilemmas vary by
culture, but summary statistics from large sample studies are focused on mean tendencies as opposed to examining “outlier”
response patterns that may be informative regarding antisocial tendencies. 
In economics, studies focusing on the antisocial dimension of behavior include the seminal studies by Zizzo and Os-
wald (2001) and Zizzo (2004) , whose results show that many subjects are willing to incur a real cost in order to reduce
other’s payoffs—“money burning”. Money burning may be explained by inequality aversion ( Zizzo and Oswald, 2001 ), but it
may also result from a more antisocial pleasure of being nasty ( Abbink and Sadrieh, 2009; Abbink and Herrmann, 2011 ). 4 
Of course, Becker’s (1968) seminal work on the economics of crime was highly influential and focused attention on the2 For instance, while there exists strong evidence that workers do not hesitate to engage in unethical activities in contests, it remains difficult to clearly
disentangle whether sabotage activities are driven by pure anti-social tendencies or by monetary benefits associated with an increase in chance of winning
the context by reducing the output of the opponent (e.g. Lazear, 1989 ).
3 The atomic bombs dropped, resulted in the deaths of about 250,0 0 0 Japanese ( Holt, 1995 ). The alternative was to launch an invasion. Truman claimed
in his memoirs that this would have cost another half a million American lives.
4 Individual characteristics may be yet another factor that explains money burning decisions. For instance, some previous studies have shown that high
basal testosterone is associated with an increased threshold for conflict (see Carney and Mason, 2010 , and references therein).
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cost-benefit calculus of many decisions in the moral domain. Other relevant work relates to Fehr and Gächter’s (20 0 0) sem-
inal paper examining peer punishment in group contribution environments, which could represent an environment where
antisocial punishment is exhibited. These same authors noted the potential for peer-punishment to be prosocial as opposed
to antisocial given certain conditions are met ( Fehr and Gächter, 2002 ). 
Our goal is to contribute to the literature in the following ways. First, we exploit a within-subjects strategy method de-
sign to examine the ability of moral identifiers, uniquely derived from Trolley dilemma decisions, to predict consequential
choices in the money burning game. The predictive validity of ethical dilemma responses has been of interest in the recent
literature, though not without debate. A recent study argues that hypothetical ethical dilemmas are not useful for predicting
behavior in real dilemmas ( Bostyn et al., 2018 ), though their study differs from ours on critical dimensions. 5 Other studies
have already suggested a connection between antisocial personality types and a willingness to make morally difficult utili-
tarian choices ( Koenigs et al., 2007; Bartels and Pizarro, 2011; Gao and Tang, 2013; Bracht and Zylbersztejn, 2018 ) , 6 though
not all studies have supported this conclusion (e.g., see Cima et al., 2010 ). Those studies that do suggest the antisocial-
utilitarian link, however, suffer from a key confound. Specifically, in their studies it is always utilitarian to sacrifice the life
because more would be saved. Thus, existing studies cannot separate utilitarian behavior from less savory preferences. In
contrast, our Trolley dilemmas help solve this identification problem and allow us to construct relatively unambiguous moral
identifiers. 7 
Secondly, our paper will also contribute to the literature by investigating the extent to which costly money burning
decisions and Trolley choices obey the law of demand. Responses to ethical dilemmas surrounding the adoption of au-
tonomous vehicle technologies, which bear resemblance to the Trolley dilemma, were recently shown to be sensitive to
the relative number of lives saved in the scenario ( Bonnefon et al., 2016 ). Within the context of demand for costly punish-
ment, Nikiforakis and Normann (2008) showed that voluntary contributions to provide a public good increase monotonically
in punishment effectiveness, and Anderson and Putterman (2006) found that the price of punishment is a significant de-
terminant of punishment demand. These previous studies suggest that even the moral domain of choice should obey the
law of demand. To our knowledge, no previous study has attempted to investigate the role played by relative cost in the
context of money burning decisions. Our set of Trolley dilemmas allows us to explore efficiency (utilitarian outcomes),
which implies that the dominant concern should be minimizing the number of lives lost, even when we vary the price of
inefficiency. 
Finally, our analysis will distinguish between the different types of money burning as well as the different types of
immorality we can infer from Trolley choices. We appreciate that not all money burning should be considered immoral
or antisocial (e.g., inequality aversion would not be considered antisocial), and immoral choices may involve acts of omis-
sion or commission. Together these distinctions yield a more rich set of outcome and morality variables to explore in our
data. 
To preview our main findings , we find that outcomes in the Trolley dilemma are both consistent with previously known
results but also make new contributions to the literature in an important way. Specifically, our data indicate that the relative
cost of the ethical decision matters, as should be expected. Regarding the determinants of money burning, we find evidence
that inequality version is present, but nastiness is also observed because some individuals burn a counterpart’s money
even when already at a payoff advantage. We also report that utilitarian behavior in the Trolley dilemma is not linked
to antisocial money burning, which contrasts with previous conclusions in the literature suggesting that antisocial types
are more utilitarian ( Koenigs et al., 2007; Bartels and Pizarro, 2011; Gao and Tang, 2013; Bracht and Zylbersztejn, 2018 ).
However, those making ethically dubious choices in the Trolley problem are also more antisocial in their money burning
choices. That is, we find that “Trolley immorality” can statistically predict inefficient antisocial (even nasty) money burningchoices. 
5 Bostyn et al (2018) examine whether Trolley dilemma responses predict one’s propensity to deliver electric shocks to mice in dilemmas with similar
but nonfatal scenarios. In addition to the fact that their hypothetical judgment scenarios involved humans and not mice (which were the focus of their
« real-life » ethical dilemmas), their study also involved deception. Specifically, the mice were not actually sacrificed as per the participants’ decisions and
so a de-briefing was also used in their study.
6 Using self-report measures of antisocial personality tendencies ( Bartels and Pizarro, 2011; Gao and Tang, 2013 ) or patients with brain damage in
regions important to emotion generation ( Koenigs et al, 2007 ), these studies find tendencies towards increased utilitarianism in individuals with antisocial
personality traits. Another recent study ( Bracht and Zylbersztejn, 2018 ) is quite related to ours in that it also examines ethical choice in hypothetical
dilemmas as well as in a consequential money transfer game. The differences in our study are notable, however. First, we do not pool data across indirect
versus direct moral choices as they do, which is important given we identify a highly significant ( p < .01) impact of this factor on one’s willingness to take
action (we also show that one of their key results is qualified in our findings by conditioning on the direct versus indirect nature of the dilemma). Secondly,
both our hypothetical and consequential choice experiments vary the relative efficiency or cost of one’s action, thus allowing a more thorough examination
of ethical and antisocial choice. Finally, we use a morality measure derived from the Trolley dilemma to predict behavior in the consequential money
burning game, while Bracht and Zylbersztejn (2018) examine the reverse causation. While of potential interest, we find the causation of hypothetical-to- 
consequential choice more valuable in terms of implications and use as a potential screening or identification mechanism (e.g., job application/interview
screener). Additionally, it is still the case that the dilemmas used in their study suffer from the key confound whereby utilitarian preferences cannot be
separated from certain types of immoral preferences.
7 It is therefore important to note that many moral dilemmas confound the utilitarian choice from the choice one might make for non-utilitarian reasons.
For example in the typical Trolley dilemma, it is utilitarian to pull the switch or push the individual, and yet one may be willing to act not because more
lives are saved than lost, but rather because one prefers or perversely enjoys being responsible for someone’s death.
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Table 1 
Trolley Dilemmas. 
INDIRECT DIRECT 
Are you willing to pull a lever to divert the trolley to a different 
track to save X people, where Y on that side track will die. 
Are you willing to kill Y people by pushing them onto 
the track to save X people? 
Trolley Dilemma # Total people killed Total people saved Total people killed Total people saved 
1 Y = 6 X = 6 Yes No Y = 6 X = 6 Yes No 
2 Y = 5 X = 6 Yes No Y = 5 X = 6 Yes No 
3 Y = 4 X = 6 Yes No Y = 4 X = 6 Yes No 
4 Y = 3 X = 6 Yes No Y = 3 X = 6 Yes No 
5 Y = 2 X = 6 Yes No Y = 2 X = 6 Yes No 
6 Y = 1 X = 6 Yes No Y = 1 X = 6 Yes No 
7 Y = 1 X = 5 Yes No Y = 1 X = 5 Yes No 
8 Y = 1 X = 4 Yes No Y = 1 X = 4 Yes No 
9 Y = 1 X = 3 Yes No Y = 1 X = 3 Yes No 
10 Y = 1 X = 2 Yes No Y = 1 X = 2 Yes No 
11 Y = 1 X = 1 Yes No Y = 1 X = 1 Yes No 
12 Y = 0 X = 6 Yes No Y = 0 X = 6 Yes No 
Note: Trolley dilemmas numbered here for discussion in the text (dilemmas were not numbered for subjects). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2. Experimental design 
2.1. Overview 
Both the Trolley and the money burning experiments were administered in strategy method format, where decisions
were elicited on multiple decisions prior to a randomized draw of one (in the incentivized money burning task) for real
payoff. Table 1 describes the menu of dilemmas administered in our version of the Trolley dilemma. Importantly, we high-
light that our choice menu allows us to examine how the likelihood of taking action responds to the number of people
saved (X) relative to killed (Y). We are also able to examine preferences for inaction over action when the number of lives
lost would be unaffected (i.e., X = Y dilemmas). And finally, we can examine how one’s likelihood to take action differs if
action is indirect (i.e., pull a lever to divert the runaway trolley) versus more direct (i.e., push an individual(s) onto the track
to stop the runaway trolley), which we call INDIRECT versus DIRECT decision scenarios. 
In what follows, we scored immorality as derived from the Trolley dilemma choices as follows: Immoral Omission is an
indicator variable equal to one if a subject chose to not take action in the DIRECT and INDIRECT (X,Y) = (6,0) scenarios, where
action would save 6 individuals without any lives being lost as a result. Another dichotomous variable, Immoral Commission ,
equals one if the subject chose action in both the (X,Y) = (6,6) and (1,1) scenarios of both the INDIRECT and DIRECT choice
dilemmas. In the case of Immoral Commission , the subject prefers to be responsible (via action) for a given number of deaths
rather than passively allow that same number of deaths to occur. We created a final variable by taking a subject’s average
propensity to act in the remaining scenarios not used in the construction of the Immoral Omission or Immoral Commission
variables. Such a variable, Action Propensity , represents one’s willingness to take action, though it also describes utilitarian
preferences in our dilemmas. 
For the money burning game, a key treatment variable is whether only one in the pair (the “decider”) or both individuals
could burn money. 8 Specifically, in the Bilateral Burn treatment, both players could mutually and simultaneously destroy a
portion of each other’s payoffs. That is, each of the two subjects in a randomly matched pair made money burning decisions
and two random decisions were selected such that each subject was both a decider and passive recipient (i.e., potential
money burn victim) in a consequential money burning choice. In Unilateral Burn , subjects were randomly assigned as decider
or passive recipient before decision making, and only the deciders made decisions. We chose to run these two variants of the
money burning to check whether individuals may be motivated by “pre-emptive retaliation (see Abbink and Sadrieh, 2009 ).
Indeed, in the bilateral burn treatment, one may expect more destruction of wealth because subjects may expect their
partner to destroy money. Consequently, one may “respond” to this expectation by also burning money. 
After decisions were made in all 9 money burning scenarios, deciders and recipients were randomly matched and one
scenario was selected at random to determine the payoff of both players in the money burning game. 9 This process was8 We also varied the ordering of the Money Burning ( x,y ) pairs in the menu received (presenting the decision maker’s endowment in Increasing, Decreas- 
ing , or Random order. Each subject saw only one ordering). We did not have a formal hypothesis regarding the ordering of the money burning scenarios, 
and later analysis documents that the varied ordering does not significantly impact outcomes in the task. We considered variation in the order more 
exploratory. Of course, there is no theoretical reason to believe that the ordering should matter, but this possibility has been investigated on the more 
well-known Holt and Laury (2002) risky choice lottery menu (see Bruner, 2009 ). 
9 Our design made use of the strategy method, as opposed to direct elicitation method, in order to generate multiple observations from each subject 
in each decision experiment (other than the passive recipients in the money burning game, which were randomly selected prior to decision making in 
that game). Brandts and Charness (2011) survey experimental results comparing strategy method versus direct elicitation and conclude that the strategy 
method for response elicitation, in general, provides a conservative estimate of what choice would be using direct response elicitation—in our case, money 
burning choices may therefore be a conservative estimate of outcomes one would find using direct elicitation of just a single response in a single scenario. 
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Table 2 
Money burning choice tasks ( Increasing treatment). 
Subjects chose the start or end distribution for each of the 9 tasks. 
Task # Start Distribution Damage Burning costs End Distribution 
A1 (50, 250) 50 10 (40, 200) 
A2 (50, 200) 50 10 (40, 150) 
A3 (50, 150) 50 10 (40, 100) 
A4 (50, 100) 50 10 (40, 50) 
A5 (50, 50) 50 10 (40, 0) 
A6 (100, 50) 50 10 (90, 0) 
A7 (150, 50) 50 10 (140, 0) 
A8 (200, 50) 50 10 (190, 0) 
A9 (250, 50) 50 10 (240, 0) 
Table 3 
Summary of the money burning treatments. 
Session Participants Treatment Description 
1 18 Increasing —Unilateral burn 
2 16 Increasing —Bilateral burn 
3 18 Increasing —Bilateral burn 
4 18 Decreasing —Unilateral burn 
5 16 Decreasing —Bilateral burn 
6 14 Decreasing —Bilateral burn 
7 18 Random —Unilateral burn 
8 16 Random —Bilateral burn 
9 16 Random —Bilateral burn 
Total 150 ( n = 96 Bilateral Burn, n = 54 Unilateral burn) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
common knowledge. Table 2 shows the money burning task decisions faced by the subjects (with one’s own payoff listed
first and increasing as one goes down the Table of scenarios). 
2.2. Experimental procedures 
The experiment was computerized and administered using the Z-tree platform ( Fischbacher, 2007 ). We recruited 150
subjects at the University of Rennes 1 (France), each subject participated in only session, and none had participated in a
similar economic experiment. A total of 9 sessions were conducted (with 14 to 18 subjects per session), where in each
session subjects were administered the Money Burning game followed by the Trolley dilemma. 10 Table 3 contains summary
information about number of participants in each treatment of the Money Burning game, which is identified by the order of
presentation of the scenarios (see footnote 4) and whether the Unilateral or Bilateral Burn treatment. Importantly, subjects
were given the choice to opt out of the Trolley Dilemma for whatever reason. A total of 12 subjects (8%) chose to opt out of
the Trolley dilemma task, and we use this “opt-out” in the analysis of money burning choices below. 
A session lasted approximately one hour (this includes the time spent to read the instructions). At the end of the exper-
iment, one task was randomly selected for each pair of randomly matched subjects (and random role assignments, in the
case of Unilateral Burn treatments). 11 Payments were made anonymously at the end of the session and the average earnings
were 25.52 Euros per subject. 
3. Behavioural predictions and theoretical foundations 
Though we describe a set of predictions based on behavioural considerations, it is important to highlight that
one can identify theoretical underpinnings of these behavioural predictions. Consider, for example a model based on
Figuieres et al. (2013) , that considers intrinsic moral obligations within the utility function (see also, Nyborg 20 0 0, Brekke
et al., 2003, Dickinson et al., 2018 ). The idea is that a utility function may include a moral obligation grounded in a Kantian
categorical imperative ( Laffont, 1975; Harsanyi, 1980 ). 12 10 This ordering is important in order to limit the potential for morality priming prior to the Money Burning game (i.e., we considered it much less a 
concern that playing the Money burning game would prime participants prior to the Trolley Dilemma given its neutral context compared to the sensation 
and obviously morality context of the Trolley Dilemma). 
11 This common payment procedure helps eliminate the potential for portofolio effects in the strategy method choice set to influence choice across the 
set. Only one choice will count for payoff and, with each choice being equally likely, subjects should treat each choice as the one that may dictate their 
payoff. 
12 The inclusion of moral values into motivations is part of the early history of economic thinking and dates back at least as far as Smith (1759) . 
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Assume, for example, that one’s action, a, generates both benefits, b , and costs, c . Further assume a function v ( a − ˆ a)
where ˆ a describes one’s moral imperative or obligation, and a deviation from this moral standard of action, a , generates
disutility. Then, one’s utility function can be described by: 
U = b ( a ) − c ( a ) − v 
(
a − ˆ a
)
(1) 
Here, we assume b’ > 0, c’ > 0, b’’ < 0, c ’’ > 0, such that utility benefits and costs are increasing in the action, and benefits
increase at a decreasing rate while costs increase at an increasing rate. The disutility of deviations from one’s moral ideal
are captured by assuming v’ > 0 if a > ˆ a, v’ < 0 if a < ˆ a, and v ’ = 0 if a = ˆ a. That is, moral disutility decreases by moving
towards one’s moral obligation from either direction. We also assume that v’’ > 0 such that marginal disutility increases at
an increasing rate as one’s action gets further from the moral obligation. Note that an “action” here is quite general (i.e.,
higher morality could imply a higher or lower level of the action). All that matters is that actions generate utility costs and
benefits, and there is disutility in moving away from one’s moral obligation, whatever that may be. 
We show in Appendix B that the first order condition from the utility maximization problem can be used to derive the
following (intuitive) comparative static result: 
∂ a ∗
∂ ̂  a
> 0 
In other words, one’s optimal action moves in accordance with one’s moral obligation. This implies that differences in
moral choice across individuals in hypothetical environments are either the result of cost and/or benefit differences due to
the action, or they are the result of differences in moral obligations across individuals. 13 
3.1. Trolley problem 
First consider the theoretical predictions in the trolley problem. In absence of moral considerations, purely selfish deci-
sion makers (the homo economicus ) should be indifferent between action and inaction since their material payoff remains
unaffected in both cases. In sharp contrast, a utilitarian should always take an action when the number of lives saved is
higher than the number of lives sacrificed since it maximizes the aggregate welfare ( Bentham, 1789; Mill, 1861 ). Conse-
quently assuming that agents are utilitarian, we posit that a decreased relative cost of action should increase action like-
lihood. In other words, we predict a downward sloping demand curve for lives saved in this moral dilemma. Let us now
consider that agents have morality concerns. The introduction of morality concerns into the utility function may prevent
agents from acting despite the existence of a net gain in terms of lives saved. If the moral cost of taking an action in the
Trolley problem is sufficiently high, individuals should never act, irrespective of the material aggregate net benefit from
doing so. This is summarized in hypothesis H1 : 
H1 (Trolley): a) According to utilitarian principles, the likelihood of action will increase in the relative number of lives saved.
b) Individuals with sufficiently high moral concerns will never take action in the Trolley problem. 
Proof of H1: see Appendix B . 
Our second assumption concerns the specific dilemma in the Trolley problem where lives lost are unaffected ( X = Y
dilemmas) or when action is costless (any ( X,0 ) dilemma). In our set of Trolley dilemma choices we can then focus on
( X,Y ) pairs (6,6) and (1,1), where an equal number of individuals would perish whether or not action is taken. In these
cases, we hypothesize a lesser likelihood to act given a preference to not be responsible (via action) for the deaths. To take
action in such cases could be considered an immoral act of commission. Also of interest would be the (0,6) Trolley dilemma,
where action costs no lives. In such a dilemma, to not take action would be consider an immoral act of omission . Both
individuals and courts of law consider an act of omission to be a lesser “sin” than an act of commission that results in
similar consequences (see Cox et al., 2017 ). This principle with respect to the Trolley dilemma has been labelled the “action
principle”. This is stated in hypothesis H2 : 
H2 (Trolley): When lives lost are unaffected ( X = Y dilemmas), inaction is preferred over action (moral omission). Also, action
is preferred over inaction when action is costless (any (X,0) dilemma) (moral commission). 
Rejection of H2 implies acts of Immoral Omission or Commission . 
Proof of H2: see Appendix B 
Our last assumption regarding the Trolley problem concerns the role of framing. The literature identifies two clear pre-
dictions we can make regarding outcomes in the Trolley dilemma. First, a widely reported result is that individuals are more
willing to take action and save lives in the INDIRECT frame where a level is pulled, as compared to the DIRECT frame where13 Alternatively, differences in moral choices may also result from mistakes in maximization (i.e., error, or perhaps lack of motivation due to hypothetical 
nature of choice). However, if immorality as identified in our hypothetical Trolley environment can predict other unethical or antisocial choice, it implies 
the hypothetical choices are not mistakes but rather reflect fundamental differences in individuals’ morality views that may help predict choices in other 
moral domains that are consequential. 
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an individual is pushed onto the track, holding constant the relative number of lives saved. This is related to the distinction
between personal and impersonal moral dilemmas ( Greene et al., 2001 ). Thus, our third hypothesis stems from this “con-
tact principle” ( Cushman et al., 2006 ). This hypothesis implies that for each pair (X,Y) of lives (saved, lost), we predict an
individual is more likely to take action in the INDIRECT frame. 
H3 (Trolley): For each (X,Y) dilemma, action is more likely in the INDIRECT Frame 
Proof of H3: see Appendix B 
3.2. Money burning 
Consider now the theoretical predictions of the money burning game. Purely selfish individuals should never burn money
since there are no material benefit associated with money burning decisions. The same predictions apply for utilitarian
agents who would never choose to reduce total welfare. Thus, under the assumption of either pure selfishness or utilitarian-
ism , there should be no money burning. The same predictions should apply for the homo moralis , i.e. agents with sufficiently
high moral concerns. Only individuals with nasty preferences may be incited to burn money. This is stated in assumption
H4 
H4 (Money Burning): under the assumption of either pure selfishness or utilitarianism , there should be no money burning.
Only individuals with nasty preferences will burn money. 
Proof of H4: see Appendix B 
In addition to pure nastiness, individuals’ decisions in the money burning game may be also motivated by inequality
aversion concern ( Zizzo and Oswald, 2001; Abbink and Sadrieh, 2009; Abbink and Herrmann, 2011 ). According to inequality
models utility depends not only on one’s own payoff but also on the equality of the income distribution (see Fehr and
Schmidt, 1999 ). 14 In our framework, if disadvantageous inequality aversion matters, one should therefore observe money
burning when x < y, while money should not be burnt in cases of advantageous inequality (i.e., x ≥ y ). 
H5 (Money Burning): Strongly inequality averse people should burn money in case of disadvantageous inequality only (i.e.,
x < y ). 
Proof of H5: see Appendix B . 
Let’s now focus our attention on the behavioural changes induced by the differences between the Unilateral burn and
Bilateral burn treatments. Because decisions in the Bilateral Burn treatment are impacted by any (unmeasured) expectations
of others’ money burning choices, the pure effect unconfounded by expectations is measured from the comparison with the
Unilateral Burn treatment. If individuals burn others’ money and it is common knowledge that money burning is Bilateral ,
then another motivation for money burning is anticipatory negative reciprocity. This type of “pre-emptive retaliation” relies
on the fact that in the simultaneous choice Bilateral treatments one may burn the counterpart’s money on the expectation
that the counterpart may burn some of one’s payoff (see Abbink and Sadrieh, 2009 ). Because of pre-emptive money burning,
we should therefore expect more money burning in the Bilateral treatment than in the Unilateral Burn treatment, ceteris
paribus. Thus, we have the following money burning hypothesis H6 : 
H6 (Money Burning): Money burning will be higher in Bilateral Burn treatment compared to the Unilateral Burn treatment. 
Proof of H6: see Appendix B 
Just as in the case of the Trolley dilemma, we expect that antisocial tendencies to burn resources of others will never-
theless respond to the price of doing so. Previous studies have shown that punishment decisions in a VCM context obey
the law of demand. ( Nikiforakis and Normann, 2008; Anderson and Putterman, 2006 ). Based on these papers’ findings one
may reasonably conjecture that money burning decisions also obey the law of demand and, though the cost of burning is
fixed in our design, the amount burnt varies. This implies that the cost of burning money (namely, the cost relative to one’s
payoff) in the chosen payoff distribution varies and we can expect an increase in money burning when the relative cost of
burning money is low. This leads to H7 . 
H7 (Money Burning): Burning money will be negatively related to its relative cost. 
Finally, an important contribution we offer in the paper is to consider moral descriptors of one’s choices in the Trolley
dilemma as an explanatory variable regarding one’s choice to burn money. Immoral acts of commission and omission are
defined in H2 based on the subset of Trolley dilemmas that did not present confounded explanations of one’s choice. Some-
one who takes action in the (X,Y) Trolley dilemmas not implicated in H2 can be said to have a higher Action Propensity (or14 Indeed, a very appealing hypothesis about distributional preference is inequality aversion (see Loewenstein et al. 1989; Fehr and Schmidt, 1999 ; Bolton 
and Ockenfels, 20 0 0; Charness and Rabin, 20 02). These approaches assume utility depends not only on one’s own payoff but also on the equality of the 
income distribution. 
202 D.L. Dickinson and D. Masclet / Journal of Economic Behavior and Organization 166 (2019) 195–215 
Fig. 1. Frequencies of taking action in the Trolley dilemma by treatment (number saved unchanged). 
Notes: (X,Y) dilemmas represent number saved (X) and number sacrificed (Y). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
is more utilitarian). The morality of those with higher Action Propensity is difficult to assess given that one may be willing
to sacrifice one or more lives to save others for more than one reason. Such reasons may include both ethically dubious rea-
sons (i.e., I prefer to push someone to save others) as well as utilitarian reasons (e.g., I will do whatever leads to the most
lives saved (least lives lost)). However, our morality variable constructs are intended to separate utilitarian actors from the
immoral actors. For this reason, clean moral descriptors of immorality for our final hypothesis focus on metrics derived from
a subset of the Trolley dilemmas, and comparison with results in the existing literature linking utilitarianism to antisocial
choice can be made by focusing on the Action Propensity impacts. 
H8 (Money Burning): Moral descriptors derived from the Trolley dilemmas—( X = Y ) and (X,0) dilemmas—will predict in-
creased money burning. 
4. Results 
4.1. Trolley results 
We first share results from the Trolley Dilemma that we used to construct predictor variables used in the analysis of the
Money Burning game data. We start by showing summary data from the subjects who made Trolley dilemma choices in
Figs. 1 and 2 (9 Trolley dilemma choices per subject). Of the 150 participants in our experiment, n = 12 subjects opted out
of the Trolley dilemma, leaving us with n = 138 Trolley subject decision makers (we code these “Trolley opt-out” subjects
for later use as a regressor in the money burning estimations in the next section). 15 Fig. 1 shows the proportion of choices
in each treatment ( Direct and Indirect dilemmas) for the subset of dilemmas that hold constant the number of lives saved.
Left to right on the horizontal axis shows dilemmas that increase the number of individuals sacrificed for a constant X = 6
individuals saved. Two things stand out in Fig. 1: the proportion of individuals who take action decreases as the relative cost,
Y/X, increases; more surprisingly, greater than 20% of subjects did not choose to take action in the (6,0) dilemma where 6
individuals could be saved at zero cost, and some chose (indirect) action in the (6,6) dilemma where the same number of
individuals would perish even if nothing were done. Both represent instances of what we call “Trolley immorality”. 
Fig. 2 organizes the remaining subset of Trolley choices to hold constant the number of individuals who perish at Y = 1
and the number of lives saved decreases going from left to right in the figure. We again see that action in the Trolley
dilemma is responsive to the relative cost (or effectiveness) of the action–subjects are less likely to take action when the
relative cost, Y/X, increases (or, as the relative benefit X/Y decreases). In Fig. 2 , we also see that a nonzero number of15 We conducted a probit estimation of the determinants of the decision to opt out of the Trolley dilemma. Though few subjects opted out, we found one 
variable, “happiness” (self-reported current level of happiness in life) was a marginally significant determinant of the opt-out choice ( p < .10). Specifically, 
those self-reporting higher levels of life happiness were marginally more likely to opt out of the Trolley dilemma. 
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Fig. 2. Frequencies of taking action in the Trolley dilemma by treatment (number killed unchanged). 
Notes: (X,Y) dilemmas represent number saved (X) and number sacrificed (Y). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
subjects choose an immoral act of commission in Trolley dilemma (1,1) where action was chosen even though an individual
would perish even with inaction. 
As noted in Section 3 (Experimental Design), we elicit choices in the strategy method to maximize data generated per
subject. Due to multiple decisions per subject, all models in Table 4 include standard errors clustering at the individual
subject level. The model structure is a Probit estimation where the dependent variable is equal to one if that subject chooses
to take “action” (i.e., pull the lever or push the individual(s) in that particular dilemma scenario). The different columns of
Table 4 show estimations using different sets of independent variables. The first two columns use a dummy variable for each
(X,Y) pair of lives saved (X) and sacrificed or killed (Y) compared to the omitted baseline scenario of (X,Y) = (6,0). Columns
3–5 replace the dummy variables with continuous variables measuring the number of lives sacrificed and saved. 
The dummy variable identifying the DIRECT version of each Trolley dilemma has a consistently negative and signifi-
cant coefficient estimate across all models, which supports Hypothesis H3 . Individuals are significantly less likely to take
action when it is a more personal moral dilemma (action would be direct) compared to impersonal (action would be in-
direct). Interestingly, this effect is somewhat muted for male subjects as seen by the significant and positive coefficient on
Male ∗DIRECT in model 5. 16 Because many of the dilemmas confound morality of choice with utilitarian actions, we next
examine hypothesis H2 using only the subset of Trolley dilemmas (X,Y) = (6,6), (1,1), and (6,0). The comparison of coeffi-
cients in our Table 4 estimations are not a transparent way to assess whether a statistically significant number of subjects
chose action in the (6,6) and (1,1) dilemmas, or inaction in the (6,0) dilemma. Rather, we can test the null hypothesis that
the proportion of subjects choosing action in the ( X = Y ) dilemmas is equal to zero against the alternative that it is greater
than zero. For the test of immoral action, we test the null hypothesis that the proportion of subjects choosing action in the
(6,0) dilemma is equal to 100% against the alternative hypothesis that it is less than 100%. For the case of n = 138 obser-
vations, the observed proportions in both the case of DIRECT and INDIRECT framing of the Trolley dilemmas lie outside of
the 95% confidence interval. This evidence implies rejection of H2 in favor of the existence of immoral acts of omission and
commission being greater than zero. 17 
Finally, we show support for Hypothesis H1 by using estimates in models (4) and (5) of Table 4 . Here the marginal effect
on # Lives Sacrificed ( Y ) holds constant the # Lives Saved ( X ), and vice versa. Thus, the negative and positive, respectively,
effects of these variables on the likelihood of taking action confirm that Trolley choices respond to the relative number of16 This result is somewhat related to the gender result found in Bracht and Zylbersztejn (2018) , who find males more likely to take action in a set of 
moral dilemmas. The study includes a variety of dilemmas in addition to a limited number of Trolley dilemmas, but they do not distinguish dilemmas in 
their set that involve a direct versus indirect action in the moral choice. As such, our result is an important qualification of what they report given our 
evidence suggests the gender effect may not be as general as they suggest. 
17 For the sample proportions tests, the Z statistic cannot be calculated for the boundary hypothesized proportions of 0% and 100%, and so we rather 
calculate our tests using null hypothesis proportions of 1% and 99%, respectively. Our conclusions remain intact even if allowing for a 5% “error” in decision 
making (at the p < .10 level for the (6,6) DIRECT and (6,0) INDIRECT dilemmas, but at the p < .01 level in all other cases). That is, if assuming that a small 
percentage of subject may make mistaken choices in our sample, our conclusions regarding the H2 result are largely unchanged. 
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Table 4 
Probability of action (pull level or push person) in trolley dilemma. 
Marginal Effects Reported (robust st errors in parenthesis) 
Independent variable (1) (2) (3) (4) (5) (6) 
All All All All All No-Switch ∧ 
DIRECT Action −0.2061 ∗∗∗ −0.2083 ∗∗∗ −0.1917 ∗∗∗ −0.1997 ∗∗∗ −0.2974 ∗∗∗ −3054 ∗∗∗
(0.0314) (0.0317) (0.0302) (0.0305) (0.0502) (0.0507) 
Male ∗DIRECT — — — — 0.1863 ∗∗∗ 0.1932 ∗∗∗
(0.0570) (0.0576) 
(X,Y) = (6,0) Reference Reference — — — —
(X,Y) = (6,6) −0.6207 ∗∗∗ −0.6243 ∗∗∗ — — — —
(0.0263) (0.0268) 
(X,Y) = (6,5) −0.3996 ∗∗∗ −0.4026 ∗∗∗ — — — —
(0.0422) (0.0427) 
(X,Y) = (6,4) −0.3765 ∗∗ −0.3794 ∗∗∗ — — — —
(0.0448) (0.0454) 
(X,Y) = (6,3) −0.3298 ∗∗∗ −0.3324 ∗∗∗ — — — —
(0.0488) (0.0495) 
(X,Y) = (6,2) −0.3095 ∗∗∗ −0.3120 ∗∗∗ — — — —
(0.0495) (0.0503) 
(X,Y) = (6,1) −0.2391 ∗∗∗ −0.2403 ∗∗∗ — — — —
(0.0529) (0.0542) 
(X,Y) = (5,1) −0.2547 ∗∗∗ −0.2570 ∗∗∗ — — — —
(0.0508) (0.0517) 
(X,Y) = (4,1) −0.2851 ∗∗∗ −0.2877 ∗∗∗ — — — —
(0.0468) (0.0476) 
(X,Y) = (3,1) −0.2991 ∗∗∗ −0.3019 ∗∗∗ — — — —
(0.0472) (0.0478) 
(X,Y) = (2,1) −0.3329 ∗∗∗ −0.3359 ∗∗∗ — — — —
(0.0443) (0.0449) 
(X,Y) = (1,1) −0.5839 ∗∗∗ −0.5881 ∗∗∗ — — — —
(0.0266) (0.0268) 
# Lives Sacrificed (Y) — — −0.1102 ∗∗∗ −0.1117 ∗∗∗ −0.1126 ∗∗∗ −0.1161 ∗∗∗
(0.0073) (0.0072) (0.0073) (0.0070) 
# Lives Saved (X) — — 0.0873 ∗∗∗ 0.0885 ∗∗∗ 0.0892 ∗∗∗ 0.0909 ∗∗∗
(0.0062) (0.0061) (0.0062) (0.0060) 
Religion ∈ [1 ,10] — −0.0026 — −0.0022 −0.0023 −0.0027 
(10 = very important) (0.0118) (0.0113) (0.0114) (0.011) 
Happiness ∈ [1 ,10] — 0.0205 — 0.0196 0.0198 0.0200 
(10 = highest current 
life happiness) 
(0.0204) (0.0196) (0.0197) (0.0198) 
Age — 0.0289 — 0.0271 0.0270 0.0278 
(0.0187) (0.0178) (0.0178) (0.0181) 
Male ( = 1) 0.1020 ∗ — 0.0979 ∗ −0.0013 −0.0025 
(0.0599) (0.0576) (0.0657) (0.0668) 
Observations 3312 3312 3312 3312 3312 3264 
#Clusters 138 138 138 138 138 136 ∧ 
Log likelihood −1921.8550 −1889.6102 −1998.7432 −1968.3391 −1954.1628 −1911.9069 
Notes: ∗ .10, ∗∗ .05, ∗∗∗ .001 for the 2-tailed test. Standard errors clustered at the individual subject level. 
Total observations reflect n = 138 subjects who opted to complete the Trolley dilemma task. Each of the 138 made 12 Direct 
and 12 Indirect Trolley dilemma choices. 
∧ Reduced by subject who inconsistently switched choices in the Trolley Dilemma. 
 
 
 
 
 
 
 
 
 
lives saved to lost, which supports Hypothesis 3. In short, action in the Trolley dilemma responds to incentives and displays
a downward sloping demand curve for lives saved. Model (6) re-estimates model (5) for the subset of subject who do
not display multiple switches in choice across the choice list to highlight that our results are not an artefact of irrational
switching behavior in our task design. Nevertheless, a nontrivial number of subjects make choices that can be classified as
immoral acts of commission or omission in our unique set of Trolley dilemmas. Having established the results from our
Trolley Dilemma, shown them consistent with the extant literature, and also documented our morality metrics as revealing,
we next turn to the results from the Money Burning game. 
4.2. Money burning results 
Summary results from the Money Burning game are shown in Figs. 3 and 4 , and in Table 5 . Figs. 3 and 4 summarize
the frequency of money burning choices for the different ( x,y ) allocation pairs. Fig. 3 shows money burning choices in each
possible scenario, for both instances of Unilateral Burn and Bilateral Burn . Fig. 4 highlights the apparent downward trend in
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Fig. 3. Frequencies of money burning decision by treatment. 
Notes: Allocation x - y describes own payoff-recipient payoff. 
Fig. 4. Money burning per relative cost. 
Notes: ratio along horizontal axis reflect the size of the burning cost, 10, relative to the decider’s payoff level prior to burning the recipient’s payoff. Left to 
right along the axis reflects an increasing cost of burning the recipient’s payoff, relative to one’s own payoff in the allocation. 
 
 
 
 
 
 
 
 
 
money burning as the cost of burning money is larger relative to the recipient’s budget—money burning also obeys the law
of demand ( H7 ). Table 5 shows the total number of instances (out of 9 scenarios) in which the subject burned money, on
average (top row), along with summary information on the proportion of money burning choices for the different possible
types of money burners. Depending on the relationship between the decider’s payoff, x , and the passive recipient’s payoff, y ,
one can consider decisions to burn money reflect disadvantageous inequality aversion (burning money when x < y ) or nasty
preferences (burning money when x > y ). Others may never burn money ( Homo Economicus or Utilitarian preferences), and
some burn money in all 9 scenarios and reveal an unconditional desire to behave antisocially (i.e., destroy resources and
reduce total welfare of the pair). Though we have only limited data from deciders in the Unilateral Burn treatments, the
Bilateral Burn data in Table 5 reflect similar proportions of burn choices in both Bilateral and Unilateral Burn treatments. This
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Table 5 
Descriptive statistics of money burning decisions. 
All Unilateral Burn Bilateral Burn 
# Money Burning choices (out of 9) 
Mean 1.33 1.22 1.35 
[standard deviation] [2.11] [1.82] [2.19] 
Never burn 82 18 64 
Homo Economicus or Utilitarian (66.67%) (66.67%) (66.67%) 
Burn only when income < other’s 6 2 4 
( Disadvantageous inequality aversion ) (4.87%) (7.40%) (4.17%) 
Burn only when income ≥ other’s 19 4 15 
( Pure nastiness ) (15.45%) (14.81%) (15.62%) 
Always burn 2 0 2 
( Unconditionally anti-social ) (1.63%) (0%) (2.08%) 
Other 14 3 11 
(11.38%) (11.12%) (11.46%) 
Total # Subjects 123 27 96 
Notes : # subjects in bold , % subjects in parenthesis (). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
most likely indicates that Bilateral Burn choices are not driven primarily by expectations that others will burn money. We
next examine more formal econometric tests of our money burning hypotheses. 
Tables 6 and 7 show results from Probit estimations of the probability that someone makes the dichotomous choice
to burn money and select the End Distribution over the Start Distribution in the Table 2 scenarios. Errors in both tables
are clustered at the level of the individual subject, and we report marginal effects in the tables. The set of independent
variables in Table 6 includes: controls for the presentation order of the ( x,y ) distributions in the Money Burning menu set
( Random, Increasing, or Decreasing ); an indicator variable for the scenarios where burning was Unilateral ( Bilateral is the ref-
erence group) 18 ; indicator variables capturing payoff equality/inequality in the different ( x,y ) payoff distributions; a variable
measuring the relative cost of money burning compared to one’s own payoff; a variable measuring the simple utilitarian
preference to take action ( Action Propensity ); a set of subject-specific controls. Importantly, model (3) in Table 6 and the
models in Table 7 include indicator variables to identify whether the subject committed Immoral Commission or Immoral
Omission in the Trolley problem (6,6), (1,1), and (6,0) dilemmas. So, these two indicator variables capture a sense of the
moral preferences of the subject as derived from the Trolley choices, and the test of significance on their coefficients is a
test of whether such measures from hypothetical decision scenarios may yet hold power to predict decision in consequential
decision tasks than contain at least some type of moral element. Table 7 focuses on estimates separating the subsamples of
the data for the ( x,y ) distributions where x < y (disadvantageous payoff inequality) versus x ≥ y (advantageous inequality) . 
We first focus on the results in Table 6 . 19 The statistically insignificant coefficient on the Unilateral Burn indicator vari-
able leads us to reject hypothesis H6 —money burning is not greater in Bilateral compared to Unilateral Burn . This suggests
that beliefs that others will burn money do not impact money burning decisions in our data. Statistically significant positive
coefficients on Income < other in all three models support rejection of our selfish or utilitarian hypothesis H4 in favor of hy-
pothesis H5 where disadvantageous inequality aversion Fehr and Schmidt, 1999 ) motivates money burning. The marginally
significant ( p < .10) coefficient on the Relative Cost of burning money indicates that money burning is responsive to how
much of one’s payoff the burning choice will cost—a lower relative budget impact of burning marginally increases the like-
lihood that one burns money, which supports hypothesis H7 . Model (2) includes an indicator variable for those who opted
out of the Trolley dilemma, and we find a marginally significant impact of Opt-Out on the probability that one will burn
money. This variable is absent in model (3) where we include the Trolley immorality measures as regressors, which neces-
sarily implies we focus on the money burning data from those who also completed the Trolley dilemma choices. Importantly,
in model (3) of Table 6 , we find evidence that making a morally dubious choice(s) in the Trolley dilemma predicts a sig-
nificantly increased likelihood of money burning. 20 This is support for hypothesis H8 . Thus, we offer first evidence in the
literature, to our knowledge, that moral indicators from a hypothetical dilemma can predict significant increases in anti-
social money burning choices with real payoff consequences. 21 And, importantly, the lack of significance on the coefficient
estimate for Action Propensity both Tables 6 and 7 models is a more clean test of whether utilitarianism is linked to antiso-18 Appendix C contains a separate robustness estimation of our Table 6 results in Table C1 Table 6 , model ( (3) is included as model (1) of Table C1 ). 
Here, we interact Unilateral Burn with the key immorality variables to establish that, not only is there no main effect difference between money burning 
tendency among those in Unilateral versus Bilateral Burn , but also that if anything Unilateral Burn participants appear even more likely to burn money if 
identified as a person of immoral commission. 
19 The coefficient estimates on the ordering dummy variables (allocation pairs were presented to different subjects in increasing, decreasing, or random 
order of one’s own payoff) indicate that there the ordering of the ( x,y ) options as presented to subjects does not matter. 
20 The difference between the impact of Immoral Commission versus Immoral Omission is not statistically significant ( p > .10 for the Wald test of coefficient 
equality). 
21 Model (3) also indicates a marginally significant impact of higher self-reported life happiness predicting a lower probability that one burns money. 
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Table 6 
Probability of burning money. 
Independent Variable 
(1) (2) (3) (4) 
Marg. Effect (st. error) Marg. Effect (st. error) Marg. Effect (st. error) Marg. Effect (st. error) 
All All All No-Switch ∧∧ 
Increasing ( x,y ) order ( = 1) −0.0077 −0.0047 −0.0196 −0.0065 
(0.0502) (0.0498) (0.0510) (0.0514) 
Decreasing ( x,y ) order ( = 1) −0.0186 −0.0173 −0.0147 −0.0201 
(0.0467) (0.0460) (0.0493) (0.0524) 
Unilateral Burn ( = 1) −0.0146 −0.0110 −0.0156 −0.0348 
(0.0456) (0.0454) (0.0440) (0.0417) 
|Income < other ( x < y )| 0.0005 ∗∗∗ 0.0005 ∗∗∗ 0.0005 ∗∗∗ 0.0005 ∗∗∗
(0.0001) (0.0003) (0.0002) (0.0002) 
Income > other ( x > y ) −0.0002 −0.0002 −0.0002 −0.0001 
(0.0003) (0.0003) (0.0003) (0.0003) 
Income = other ( = 1) 0.0525 0.0513 0.0597 0.0866 
(0.0524) (0.0519) (0.0583) (0.0617) 
Relative cost −0.9551 ∗ −0.9398 ∗ −1.0741 ∗ −1.0033  = 
(0.5447) (0.5370) (0.5787) (0.6175) 
Trolley Opt-Out ( = 1) — −0.1171 ∗ —
(0.0409) 
Action Propensity (Trolley dilemmas 
2–10) 
— — 0.0675 0.0723 
(0.0546) (0.0526) 
Immoral Commission ( = 1) — — 0.2655 ∗∗∗ 0.2188 ∗∗
(action in Trolley 1&11) (0.1154) (0.1360) 
Immoral Omission ( = 1) — — 0.3428 ∗∗∗ 0.3178 ∗∗
(inaction in Trolley 12) (0.1282) (0.1802) 
Male ( = 1) — — −0.0157 −0.0238 
(0.0433) (0.0430) 
Happiness ∈ [1 ,10] — — −0.0278 ∗ −0.0292 ∗
(10 = highest current life happiness) (0.0161) (0.0154) 
Religion ∈ [1 ,10] — — 0.0053 0.0023 
(10 = very important) (0.0078) (0.0075) 
Age — — −0.0135 −0.0100 
(0.0133) (0.0127) 
Observations 1107 1107 1026 972 
# Participants ∧ 123 123 114 ∧ 108 ∧∧ 
Log likelihood −458.2919 −452.741 −406.183 −362.746 
Notes: ∗ .10, ∗∗ .05, ∗∗∗ .001 for the 2-tailed test. Standard errors clustered at the individual subject level. 
Increasing, Decreasing, Random (reference group) control for the order of the money burning allocation scenarios. Relative Cost = the 10 experimental 
monetary units (EMU) cost divided by the payoff in EMU if choosing not to burn money. Trolley Opt-Out = 1 if subject chose not to complete the 
Trolley dilemma task. 
∧ reduced as a result of those opting out of the Trolley dilemma choice, which is used to score morality variables. 
∧∧ reduced by number of subjects who inconsistently switched choices in the money burning task. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
cial choices. We find that it is not, which contrasts with existing results in the literature ( Koenigs et al., 2007; Bartels and
Pizarro, 2011; Gao and Tang, 2013; Bracht and Zylbersztejn, 2018 ). In other words, only for those Trolley dilemmas that can
identify immorality in a more unambiguous way do we find the connection between Trolley immorality and money burning.
Model (5) in Table 6 re-estimates the previous model (4) from the subset of participants who do not display inconsistent
switching behavior in their choices. While the estimation precision on the key independent variables is somewhat reduced
with this subset of data, our results remain unchanged and are still statistically significant ( p < .05). 
Table 7 shows results of related estimations where the subsample of x < y versus x ≥ y are used as a way to identify
general money burning from “nastiness”, which would be defined as a willingness to burn money for x ≥ y payoff distri-
butions (i.e., a willingness to pay to burn money even when my payoff is at least as higher my counterpart’s). The results
from Table 7 show that the Diff Income ( = | y – x |) represented in the Start Distribution only predicts a significantly higher
probability of money burning when a subject’s payoff is lower than the counterpart’s, which again implies rejection of H4 in
favor of disadvantageous inequality aversion that is sensitive to the size of inequality. Looking at the advantageous inequal-
ity subset of data in model (2) , we see that the relative cost of burning money marginally matters in terms of anti-social
“nasty” choices ( p < .10). The higher the advantageous payoff inequality is in our design, the lower the relative cost to make
the money burning choice. For this reason, we see the predicted marginally higher nastiness in those scenarios where the
decider is at the largest payoff advantage (see also right-half of Fig. 3 ). This offers some evidence of nasty preferences as
the alternative hypothesis upon rejection of the utilitarian or Homo Economicus hypothesis H4 . 
Interestingly, the immorality measures from the Trolley dilemma are significant predictors of the probability one burns
money H8 . Model (1) shows that both immoral acts of commission and omission in the Trolley dilemma predict a 36% −38%
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Table 7 
Probability of burning money. 
Marginal Effect (st. error) displayed (1) (2) 
Independent variable Income ≤ other’s Income ≥ other’s 
Increasing ( x,y ) order ( = 1) 0.0546 −0.0665 
(0.0705) (0.0574) 
Decreasing ( x,y ) order ( = 1) 0.0312 −0.0510 
(0.0649) (0.0597) 
Unilateral Burn ( = 1) −0.0326 −0.0123 
(0.0527) (0.0569) 
|Diff Income| 0.0004 ∗∗∗ 0.0007 
(0.0001) (0.0005) 
Equal Income ( x = y ) 0.0513 0.2075 
(0.0509) (0.1820) 
Relative cost — −2.3937 ∗
(1.3978) 
Action Propensity 0.0379 0.1121 
(Trolley dilemmas 2–10) (0.0572) (0.0717) 
Immoral Commission ( = 1) 0.3669 ∗∗∗ 0.1326 
(action in Trolley 1&11) (0.1797) (0.1146) 
Immoral Omission ( = 1) 0.3823 ∗∗∗ 0.3043 ∗∗∗
(inaction in Trolley 12) (0.1774) (0.1387) 
Male ( = 1) 0.0084 −0.0441 
(0.0527) (0.0541) 
Happiness ∈ [1 ,10] −0.0203 −0.0357 ∗
(10 = highest current life happiness) (0.0172) (0.0195) 
Religion ∈ [1 ,10] 0.0085 −0.0071 
(10 = very important) (0.0092) (0.0102) 
Age −0.0211 −0.0105 
(0.0151) (0.0176) 
Observations 570 570 
# Participants ∧ 114 114 
Log likelihood −196.646 −239.281 
Notes: ∗ .10, ∗∗ .05, ∗∗∗ .001 for the 2-tailed test. Standard errors clustered at the indi- 
vidual subject level. 
∧ reduced as a result of those opting out of the Trolley dilemma choice, which is 
used to score morality variables. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
increase in the likelihood one burns money ( p < .01 in both cases. The difference between these two effects is statistically
insignificant, p > .10). We identify predictors of nastiness in model (2) of Table 7 and a key result is that we find that the
immoral act of omission in Trolley dilemma #12 (i.e., not acting when 6 lives could be saved at the expense of zero lost
lives) predicts a 30% increased likelihood of making a “nasty” money burning choice ( p < .01). In a sense, our strongest
way to judge morality from the Trolley dilemma is whether someone chose the immoral act of omission. In sum, we find
strong support for hypothesis H8 and conclude that Trolley morality, though hypothetical, can be a significant predictor of
consequential antisocial decisions. 
5. Discussion 
Economists have long challenged the assumption of homo economicus and recognize that people are not always own-
payoff maximizing. Rather, they may be altruistic, fairness-minded, cooperative, or perhaps even anti-social. Using laboratory 
methods with real payoff, experimental economics has shown that participants in dictator games often share their endow-
ment ( Forsythe et al., 1994; Hoffman et al., 1994 ), they reciprocate in gift exchange or trust environments ( Berg et al., 1995;
Fehr et al., 1998 ), and they contribute positive amounts in public goods games (see surveys in Ledyard, 1995; Chaudhuri,
2011 ). Studies focusing on the darker side of human behavior are remarkably more limited in economics. This is all the
more surprising given that unethical behavior within organizations is not rare and often results in high costs for the entire
society. Anti-social behaviors, in general, can result in relational, workplace, or other costs to society that are nontrivial. 
In this paper we attempted to identify some key determinants of costly antisocial behaviors using measures derived from
both a money burning game and a moral thought experiment. While ethical dilemmas and thought experiments have been
of significant interest to moral philosophers for decades, we believe our study to be unique. Our particular innovation has
been to use responses in the iconic Trolley dilemma to generate immorality indicators that have predictive power regarding
one’s decisions in consequential environments. The consequential environment we explore allows for costly antisocial choice
and may be considered a type of behavioural marker for the likelihood of costly actions in field settings. 
Our results highlight the importance of the relative cost of the ethical behavior across the domains of both the hypo-
thetical Trolley dilemma and the consequential Money Burning game. Subjects are more likely to make an ethically dubious
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choice if the costs of doing so are lower. Aside from identifying typical response patterns in the Trolley dilemma, we iden-
tified choices made from our set of Trolley dilemmas that would constitute morally questionable acts of omission or com-
mission. We then estimated a significant increase in the likelihood of burning money for those subjects identified as willing
to commit an immoral act of omission or commission in the Trolley dilemma. Upon further investigation, we found that the
immoral Trolley respondents’ increased willingness to burn money was linked more strongly to disadvantageous inequality
aversion than to nastiness. Nevertheless, we identified that choice in one Trolley scenario (not typically considered in the
existing literature) is a highly significant predictor of the probability of nasty money burning. These results call into question
some recent conclusions in the literature regarding increased Utilitarianism among those with anti-social personality traits
( Koenigs et al., 2007; Bartels and Pizarro, 2011; Gao and Tang, 2013; Bracht and Zylbersztejn, 2018 ). Specifically, our research
connects immoral, rather than utilitarian, choices to anti-social behavior in a stylized game. 
As always, there are limitations to our study. First, it is likely the case that reputational concerns may be important if
one is aware that selection in some field setting (e.g., hiring choice) based on Trolley dilemma responses may be at stake.
And of course, the validity of a hypothetical ethical dilemma may always be a point of concern. For this reason, one of
our main purposes is to highlight that response patterns in such hypothetical dilemmas may be instructive towards an
understanding of consequential behavioural tendencies. At some level, the criticism of selection bias would apply to any
number of hypothetical or self-response instruments used to screen individuals or assess situational risk. We believe the
key is that we first understand the link between hypothetical responses and consequential behaviors, because researchers
often have no alternative approach to study high stakes choices in the moral domain. 
Our hope is that this research will stimulate further investigations into the value of hypothetical choices towards pre-
dicting outcomes in other non-hypothetical but related decision domains. These findings may have interesting implications
for how hypothetical scenario instruments could be used to screen individuals for antisocial tendencies that could be costly
to an organization. Because the type of anti-social decision making we studied involves resource destruction when outcome
inequality is present, it is intriguing to consider that the markers for such behavioural tendencies may already exist in well-
known hypothetical thought scenarios. Imagine that an employer could use responses to the Trolley dilemma as a way to
identify workers who may be more willing to engage in antisocial resource destruction. While this may seem like the type
of worker to avoid (i.e., do not hire such individuals in designing self-driving auto accident avoidance algorithms), those
willing to destroy resources in a way that is not anti-social may have value to the employer in certain specialized roles (e.g.,
lead negotiator who must credibly be willing to walk away from a contractual arrangement or wage negotiations). 
Our results may therefore be useful in identifying the benefits of improved screening in matching markets, in general.
For example, previous studies would have suggested employers hire a “utilitarian”, as identified by a moral dilemma battery,
a suitable candidate to positions requiring difficult but necessary decisions. However, our results show reason for caution
as these utilitarians might be masking underlying antisocial tendencies that would be destructive in the organization but
cannot be separately identified using traditional a traditional behavioral questionnaire. As an alternative example, consider
how improved screening in online dating markets may use creative approaches to identify desirable traits that are not
unintentionally confounded with antisocial traits. For example, generic leadership suitability questions may be inadequate
as they capture both desirable leadership qualities as well as antisocial tendencies that may appear disproportionately in
certain leadership context (see Landay et al., 2019 , regarding psychopathy and leadership). 
Of course, such implications of our findings are themselves only a thought experiment, but we hope them to be useful
at motivating why this may be a fruitful area for research extensions. If choices in hypothetical dilemmas can serve as be-
havioural markers that predict real world ethical choice, then we feel this is a useful step forward in an important area of
behavioural research. Additionally, current technological developments (e.g. the utilization of drones and self-driving vehi-
cles) render hypothetical moral dilemmas like the Trolley dilemma increasingly relevant to policy-makers as society attempts
to understand barriers to technology adoption and implementation (e.g., Crockett, 2016 ). Our results have implications for
how choices in hypothetical moral dilemmas may be used to understand or even possibly forecast certain types of behavior
in real world environments. 
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Appendix A. Experiment Instructions 
Money burning game instructions 
The following instructions are translated from French. These are for the Unilateral burn treatment (table presents allocation
pairs (x,y) in an increasing order). The instructions for the other treatments are available from the authors upon request. 
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You are participating in an economics experiment during which you can earn money. It is therefore important to read
these instructions carefully. All earnings in this experiment will be expressed in terms of ECU ( Experimental Currency Units ).
At the end of the sessions, these earnings will be converted to Euros as follows: 
❑ 8 points = 1 Euro 
❑ You will also receive a show-up fee of 8 Euros 
At the beginning of the experiment, you will be randomly assigned a role: A or B. Therefore, you will be either a player
of type A or of type B. You will keep the same role during the entire experiment. 
Description of the Game 
Suppose you are player A. You will be randomly matched with a player B in the room. A table as shown below will appear
on your screen. For each row of the table you will have to answer the following question (yes or no): 
« You receive an endowment of x points. Player B receive an endowment of y points. You have the opportunity to reduce player
B’s endowment by 50 points, which will cost you 10 points. In this case, you will get x-10 points and the other player will get
y - 50 points. » Do you want to reduce player B’s payoff? 
Each row of the table corresponds to a particular value of x and y . 
Once you have filed out the entire table, the computer will randomly choose a row of the table that will determinate
your payoff as well as player B’s payoff. At the end, you will observe your payoff and player B’s payoff. 
Your payoff is calculated as follow: x-cost of reduced points for player B. 
In addition you receive a show up fee of 8 euros. 
Example 1: suppose that row 5 is randomly chosen and that for this row you had decided to reduce player B’s payoff,
then your payoff is 50–10 = 40. 
Example 2: suppose that row 5 is randomly chosen and that for this row you had decided not to reduce player B’s payoff,
then your payoff is 50. 
Suppose you are player B. You will be randomly matched with a player A in the room. In this game you have no decision to
take and it is player A’s decision that will determine your payoff. 
Once player A has filed out the entire table, the computer will randomly choose a row of the table that will determinate
player A’s payoff as well as your payoff. At the end, you will observe your payoff and player A’s payoff. 
Your payoff is calculated as follows: x- reduced points by player A 
In addition you receive a show up fee of 8 euros. 
Example 1: suppose that row 5 is randomly chosen and that for this row player A had decided to reduce player B’s payoff,
then your payoff is 0. 
Example 2: suppose that row 5 is randomly chosen and that for this row player A had decided not to reduce player B’s
payoff, then your payoff is 50. 
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One row of the table will be randomly chosen to determine payoffs in this experiment 
If you have any question regarding the instructions, please raise your hand. We will answer your questions in private. 
Trolley dilemma instructions 
The following instructions are translated from French (Note: participants could opt out of this task) 
A runaway trolley will kill X persons on the track. You have the option to act to save these X people. 
The table below describes different scenarios where each row corresponds to particular values of X and Y. 
In the left part of the table, you have the possibility to pull a lever to divert the trolley to a different track. In this case,
the train will run onto a different track on which there are Y people who will die. You have to answer yes or no to the
following question: Are you willing to pull a lever to divert the trolley to a different track where Y on that side track will
die to save X people on the main track? 
In the right part of the table, you have the possibility to push onto the main track Y people who will be killed by the
train but yet stop the train. You have to answer yes or no to the following question: Are you willing to kill Y people by
pushing them onto the side track to save X people on the main track? 
Note that you also have the opportunity to not answer these questions by clicking on the button below the table. 
Appendix B. Comparative Static Predictions (theoretical framework) 
We present a theoretical model that introduces considerations for intrinsic moral obligations in the utility function (e.g.,
Nyborg, 20 0 0; Brekke et al., 20 03; Figuieres et al., 2013; Dickinson et al., 2018 ). Precisely we enrich the agent’s utility
function by introducing a function of moral motivation. Recall that utility in our behavioural model with moral obligation
was defined as: 
U = b ( a ) − c ( a ) − v 
(
a − ˆ a
)
(1)
where a, is an action that generates both benefits, b , and costs, c . v ( a − ˆ a) is a non-monetary moral function where â
describes one’s moral imperative such that any deviation from this moral standard of action, a , generates disutility. We
assume b’ > 0, c’ > 0, b’’ < 0, c ’’ > 0, such that utility benefits and costs are increasing in the action, and benefits increase at
a decreasing rate while costs increase at an increasing rate. The disutility of deviations from one’s moral ideal are captured
by assuming v’ > 0 if a > ˆ a, v’ < 0 if a < ˆ a, and v ’ = 0 if a = ˆ a. We also assume that v’’ > 0 such that marginal disutility
increases at an increasing rate as one’s action gets further from the moral obligation. Note that an “action” here is quite
general. 
Following Figuieres et al. (2013) , we assume that moral motivation is weak in the sense that it can be influenced by
others’ activities or expectation of others’ activities. Precisely, we conceptualize the weak moral motivation (or obligation)
of each agent as a combination of three arguments:i) an autonomous obligation denoted ˜ a 
i 
∈ [0, 1], ii) a social influence
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argument a −i, and iii) fairness considerations captured by a composite variable z . The autonomous logic is captured by an
ideal, or “ethical,” level noted ˜ a 
i 
∈ [0, 1]. Such an autonomous morality can be grounded on a Kantian categorical impera-
tive, or on an unconditional commitment to a contribution ( Laffont, 1975; Harsanyi, 1980 ). The second argument captures
social influences through either the observation of others’ unethical activities and/or beliefs about others’ actions a −i, . Fi-
nally, the third argument, noted z ∈ [- ̂  a 
i 
, ̂ a 
i 
], captures fairness considerations in a broad definition ( Rabin, 1993; Fehr and
Schmidt, 1999 ) that can affect moral motivation; it includes feeling of being treated badly (well) by others but also feeling
of being badly (well) treated by the Nature in term of bad/good luck. Depending on the nature of the action a , the value
of parameter may be either positive or negative. Precisely, if a person feels he is treated badly (kindly) by others or by the
nature, he may revise downward (upward) her moral ideal obligation. 22 Accordingly, following Figuieres et al. (2013) , we
then define strong moral motivation as an unconditional commitment to stick to one’s ideal moral target. In contrast, weak
moral motivation refers to one’s sensitivity to the observation/expectation of others’ actions, which can lead to a revision
of one’s moral ideal target. 23 Overall, the qualified moral obligation, ̂ a i can be defined as a function of the aforementioned
variables: ̂  a i = ̂  a i ( ̃  a i , a −i , z) . We assume that 
∂ ̂  ai 
∂ ̃  a
i 
≥ 0 , ∂ ̂  ai 
∂a −i, 
≥ 0 and ∂ ̂  ai 
∂z 
≥ 0 
Individuals choose action, a , to maximize utility, yielding the following first order condition: 
∂U 
∂a 
= b ′ ( a ) − c ′ ( a ) − v ′ 
(
a − ˆ a
)
= 0 (2) 
This can be solved for the optimal action level a ∗ = a ( ̂  a) such that the following identity holds: 
b ′ 
(
a ∗
(
ˆ a
))
− c ′ 
(
a ∗
(
ˆ a
))
− v ′ 
(
a ∗
(
ˆ a
)
− ˆ a
)
≡ 0 (3) 
From this we can derive the comparative static result of interest by differentiating with respect to one’s moral obligation:
b ′′ ∂ a 
∗
∂ ̂  a
− c ′′ ∂ a 
∗
∂ ̂  a
− v ′′ 
(
∂ a ∗
∂ ̂  a
− 1 
)
= 0 (4) 
This can be solved for: 
∂ a ∗
∂ ̂  a
= −v 
′′ 
b ′′ − c ′′ − v ′′ > 0 (5) 
Thus, the optimal level of action is positively linked to one’s moral obligation in the decision scenario. 
3.1. Trolley problem 
Proof of H1: Let’s consider the following maximization problem without the morality argument, v ( a − ˆ a) in the utility func-
tion, and assuming multiple and separable benefits and costs of one’s action (this may facilitate consideration of each live
saved or lost in the Trolley dilemma): 
max a i U i = 
n ∑ 
j=1 
b j ( a i ) −
m ∑ 
k =1 
c k ( a i ) (6) 
where 
∑ n 
j=1 b j ( a i ) corresponds to the aggregate benefits in term of lives saved when taking action, a i, and 
∑ m 
k =1 c k ( a i ) is
the aggregate cost in terms of lives sacrificed. From (6) we have the following first order condition: 
∂U 
∂ a i 
= 0 → nb ′ = mc ′ (7) 
Assuming that b’ = c’ , such that the marginal value of a saved life equals the marginal cost of a sacrificed life, then a
utilitarian should always choose action as long as n > m and should abstain from acting otherwise. 
Let’s now relax some assumption and consider the case of agents with moral concerns represented by the following
utility function (indexing v by the lives lost allows the moral imperative to potentially differ across lives sacrificed). 
max a i U i = 
n ∑ 
j=1 
b j ( a i ) −
m ∑ 
k =1 
c k ( a i ) −
m ∑ 
k =1 
v ik ( a i − ̂ a i ) (8) 22 For instance, imagine the case of a dictator game played twice. Suppose that player i is the dictator and player j is the receiver in period 1. In period 
2, the role are reversed. Suppose also that player i keeps all his endowment for himself in period 1. In absence of information regarding the issue of the 
game player during the first period, player j will choose his ideal amount sent to player i based on his ideal moral obligation, ̂  a i . Suppose now that player j 
is informed of player i ‘s decision in period 1 before taking his decision. Then he may revise downward his decision because he feels he is badly treated by 
player i ( z < 0). But player j may also feel badly treated by nature if for instance, player i’s decision in period 1 in term of allocation of wealth is replaced 
by a random allocation. In this case, it is also possible that player j may revise downward her decision by the simple fact of being badly treated by nature. 
23 The extent of such a revision of moral motivation typically varies across individuals: strongly morally motivated agents will closely stick to their ideal 
target, whereas weakly motivated agents are prone to revise their morally ideal target whenever they observe or anticipate a gap between their own and 
others’ money burning decisions. Our idea is that most people are of the “mixed” type, i.e., their actual moral target is the outcome of a deliberative 
process through which their preferred moral target is balanced against others’ anticipate level of money burning. 
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From ( 8 ) we derive the first-order condition (F.O.C.): 
∂U 
∂ a i 
= 0 → nb ′ = mc ′ + m v ′ (9)
Eq. (9) indicates that there is now an additional marginal cost mv ′ to sacrifice m lives and that cost may counterbalance
the utilitarian calculus described above in Eq. (6) . Depending on the individual weight of moral concern in the utility func-
tion, it is now unclear the best action to maximize utility. Indeed, if the marginal moral cost of taking action that sacrifices
m lives in order to save n lives outweighs what would otherwise be a net gain in utility, nb ′ − mc ′ < m v ′ then the individual
will abstain from acting. This condition may also be written as nb ′ < m ( c ′ + v ′ ) , which highlights that the relevant compari-
son is now the sum of all marginal benefits relative to the sum of all costs (traditional plus moral costs). It is clear from ( 9 )
that the likelihood of acting will increase in the number of lives saved, n , holding m constant. 
Proof of H2: the specific dilemma in the trolley problem where lives lost are unaffected ( X = Y dilemmas) corresponds to
the case in our model where m equals n . Assuming b’ = c’ (otherwise, some lives matter more than others, which is a clear
extension of this model), the F.O.C. in (9) reduces to 0 = mv’ . This condition is only met when the individual makes a choice
precisely at one’s moral obligation, a = ˆ a. Only agents endorsed with more immoral or nasty preferences would be inclined
to take action here since the moral obligation is to be actively responsible for the lives lost, rather than passively allow a
similar number of deaths. This could be interpreted in our model as having a relatively high ˆ a parameter (since by nature, â
close to zero means a highly moral agent) such that a < ˆ a and v’ < 0. In such case, there is a gain to increase action, a , such
that the moral cost of deviating from one’s target will decrease. 
Let’s now consider the (6,0) Trolley dilemma, where action costs no lives. In such case, c’ = 0 and m = 0. Here, there are
no longer moral costs of lives lost since no one dies in the (6,0) dilemma, so inaction is only justified if one assumes moral
costs would be incurred by saving lives. In this case, inaction in any (X,0) Trolley dilemma maximizes utility. In such a
dilemma, to not take action would be consider an immoral act of omission . 
Proof of H3: Our last assumption concern the role of framing. Due to the distinction between personal and impersonal
moral dilemmas ( Greene et al., 2001 ) and based on the “contact principle” ( Cushman et al., 2006 ), we predict an individual
is more likely to take action in the INDIRECT frame. In our theoretical model, framing effect is captured by the fact that
moral cost is higher of an action is higher in the DIRECT frame treatment, v ′ 
DIRECT 
> v ′ 
I NDI RECT 
. 
3.2. Money Burning 
Proof of H4: Under the assumption of either pure selfishness or utilitarianism, individuals should never burn money. Con-
sider now the case of homo moralis agents represented by the following utility function: 
max a i j U i = b −
n ∑ 
j=1 
c i 
(
a i j 
)
−
n ∑ 
j=1 
v i j 
(
a i j − ̂ a i ) (10)
Here, the first term b corresponds to initial material endowment that is independent of action a ij ; the second term is the
total monetary cost for agent i of burning other player’s j payoff by choosing action a ij . The third term is the moral cost of
burning others’ resources. 
From ( 10 ) we derive the first order condition: 
∂U 
∂ a i j 
= 0 → −nc ′ − n v ′ = 0 (11)
From ( 11 ) it is straightforward that whether the optimal action effort of money burning will be zero or positive depends
on the sign of v ’, which varies based on one being above or below one’s moral obligation action. 
If ˆ a is low (for instance if ˆ a = 0), which could be interpreted as the fact of having high moral obligation, then any increase
of a for a > ˆ a will increase the moral cost such that v’ > 0. In this case the non-monetary moral cost adds to the material
cost c’ and reinforce the tendency not to burn. 
Only if ˆ a is sufficiently high such that a < ˆ a and v’ < 0, there is a gain to increase effort a i and thus to engage in money
burning Thus a relatively high ˆ a parameter may be interpreted as nasty preferences ( Abbink and Sadrieh, 2009; Abbink and
Herrmann, 2011 ). Specifically, individuals with nasty preferences (i.e. those having a sufficiently high moral target ˆ a such
that any increase of effort a will reduce the nonmonetary cost (v’ < 0), as long as a < ˆ a) will engage in burning money if
v’ > c’. 
Proof of H5: If disadvantageous inequality aversion matters, one should therefore observe money burning only when x < y ,
while money should not be burnt in cases of advantageous inequality (i.e., x ≥ y ). In our model, inequality aversion may be
captured by a negative parameter z in the moral function of individuals with x < y that may lead them to revise downward
their ideal moral motivation. A negative z parameter reflects here the fact of being unfairly treated by Nature (i.e., given a
low endowment). This negative z parameter then motivates money burning due to a revised moral obligation target. 
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Proof of H6: Our theoretical framework allows us to account for pre-emptive retaliation by assuming that moral motivation
is weak . Here weak moral motivation refers to one’s sensitivity to the expectation of others’ actions noted a j , which can lead
to a revision of one’s moral ideal target. Thus in the bilateral treatment, individuals might revise upward their targeted level
of money burning ̂ a i if they expect that the counterpart may burn, which may lead the individuals to engage in pre-emptive
money burning to meet their ethical obligation. 
Proof of H7: This follows directly from the F.O.C. in (11) , while holding v’ constant. 
Proof of H8: This is a testable hypothesis based on our assumption that moral targets ˆ a in the Trolley dilemma reflect one’s
ethics in other consequential decision problems. This is not mathematically proven. 
Appendix C 
Table C1 . 
Table C1 
Probability of burning money (model (1) reproduces model (3) in Table 6 ). 
Independent Variable 
(1) (2) 
Marg. Effect (st. error) Marg. Effect (st. error) 
Increasing ( x,y ) order ( = 1) −0.0196 −0.0220 
(0.0510) (0.0513) 
Decreasing ( x,y ) order ( = 1) −0.0147 −0.0105 
(0.0493) (0.0495) 
Unilateral Burn ( = 1) −0.0156 −0.0459 
(0.0440) (0.0459) 
|Income < other ( x < y )| 0.0005 ∗∗∗ 0.0005 ∗∗∗
(0.0002) (0.0002) 
Income > other ( x > y ) −0.0002 −0.0001 
(0.0003) (0.0003) 
Income = other ( = 1) 0.0597 0.0593 
(0.0583) (0.0587) 
Relative cost −1.0741 ∗ −1.0903 ∗  = 
(0.5787) (0.5785) 
Action Propensity (Trolley dilemmas 2–10) 0.0675 0.0551 
(0.0546) (0.0463) 
Immoral Commission ( = 1) (action in Trolley 1&11) 0.2655 ∗∗∗ 0.2064 ∗∗
(0.1154) (0.1152) 
Immoral Omission ( = 1) (inaction in Trolley 12) 0.3428 ∗∗∗ 0.3055 ∗∗
(0.1282) (0.1699) 
Immoral Commission ( = 1) ∗ Unilateral Burn 0.3864 ∗∗
(0.1868) 
Immoral Omission ( = 1) ∗ Unilateral Burn 0.0913 
(0.1697) 
Male ( = 1) −0.0157 −0.0007 
(0.0433) (0.0435) 
Happiness ∈ [1 ,10] (10 = highest current life happiness) −0.0278 ∗ −0.0267 
(0.0161) (0.0166) 
Religion ∈ [1 ,10] (10 = very important) 0.0053 0.0062 
(0.0078) (0.0080) 
Age −0.0135 −0.0166 
(0.0133) (0.0139) 
Observations 1026 1026 
# Participants ∧ 114 ∧ 114 ∧ 
Log likelihood −406.183 −403.302 
Notes: ∗ .10, ∗∗ .05, ∗∗∗ .001 for the 2-tailed test. Standard errors clustered at the individual subject level. 
Increasing, Decreasing, Random (reference group) control for the order of the money burning allocation scenarios. 
Relative Cost = the 10 experimental monetary units (EMU) cost divided by the payoff in EMU if choosing not to burn 
money. 
∧ reduced as a result of those opting out of the Trolley dilemma choice, which is used to score morality variables. 
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