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Abstract
Quantum random walks are shown to have non-intuitive dynamics which makes them an attrac-
tive area of study for devising quantum algorithms for long-standing open problems as well as those
arising in the field of quantum computing. In the case of continuous-time quantum random walks,
such peculiar dynamics can arise from simple evolution operators closely resembling the quantum
free-wave propagator. We investigate the divergence of quantum walk dynamics from the free-wave
evolution and show that in order for continuous-time quantum walks to display their characteristic
propagation, the state space must be discrete. This behavior rules out many continuous quantum
systems as possible candidates for implementing continuous-time quantum random walks. Further-
more our findings demonstrate that the properties of the quantum walk are critically dependant




Quantum random walks represent a generalized version of the well known classical random
walk, which can be elegantly described using quantum information processing terminology
[1]. Despite their apparent connection however, dynamics of quantum random walks are
often non-intuitive and far deviate from those of their classical counterparts [2]. Among
the differences, the superior propagation properties of quantum random walks are partic-
ularly noteworthy, making them an attractive area of study for devising efficient quantum
algorithms, including those pertaining to connectivity and graph theory [2, 3, 4], as well as
quantum search algorithms [5, 6].
There are two broad classes of quantum random walks, namely the coined or discrete-time
and the continuous-time quantum random walks, which have independently emerged out of
the study of unrelated physical problems. Despite their fundamentally different quantum
dynamics however, both families of walks share similar and characteristic propagation be-
havior [2, 7, 8]. It is also notable that although there have been efforts to formally link the
discrete and continuous-time quantum random walks, in a manner similar to their classical
counter parts, a direct connection has not yet appeared.
In Farhi and Gutmann’s [9] formalism of continuous-time quantum random walks they
start with an N -dimensional Hilbert space that has an orthonormal basis |i〉 with i =
1, . . . ,N and define each basis state as a node. They then define connections between the
nodes by applying a classical continuous-time Markov process and construct a Hamiltonian





γ for i 6= j if nodes i is connected to node j
0 for i 6= j if node i is not connected to node j
−mγ for i = j
(1)
where γ is the transition rate for moving from one node to a connected node and m is the
total number of nodes which are connected to node i. The notation
〈
i
∣∣∣Hˆ∣∣∣ j〉 resembles the
flow from node j into node i in the classical Markov theory, while
〈
i
∣∣∣Hˆ∣∣∣ i〉 represents total
flow out of node i. The condition〈
i







would then ensure that Hˆ is conservative. Farhi and Gutmann then propose using the clas-





∣∣∣e−iHˆt∣∣∣ j〉 , (3)
where ψ(i, t) is the quantum amplitude to be found at node i at time t given that you are
at node j at time 0, and the Hermicity of Hˆ guarantees
N∑
i=1
|ψ(i, t)|2 = 1. (4)
Eq. 3 can also be written in its vector form
Ψ(t) = e−iHˆtΨ(0), (5)
where Ψ(t) is a vector with N elements ψ(i, t).
Figure 1 shows the characteristic probability distribution |Ψ(t = 18)|2 for a quantum
random walk, based on the initial condition ψ(i = 0, t = 0) = 1 and
Hˆ =

−2 1 0 0
1 −2 1 0
0 1 −2 1 · · ·





which is derived from the simple transition rule
Tˆ1 : |i〉 γ=1←−→ |i− 1〉, |i〉 γ=1←−→ |i+ 1〉, (7)
i.e. each node is only connected to its adjacent nodes with γ = 1.
II. QUANTUM EVOLUTION PUZZLE
A closer look at the Hˆ matrix in Eq. 6 reveals that it is in fact the first-order finite
difference approximation to the operator ∇2. We can readily extend the above formalism to
derive higher order approximations of ∇2. Instead of using a fixed γ across all connections,
we modify Eq. 1 to include different but symmetric transition rates for connections out of
each node. We do so by choosing ℓ to be the number of neighboring nodes to which each
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node is connected and define s = −ℓ . . . ℓ as the transition length, and γs as the transition
rate between node i and node i + s for all nodes. While preserving the Hermicity of Hˆ,
this enables us to define a richer set of transition rules. The 10th-order finite difference
approximation to ∇2 for example, arises from setting ℓ = 5 and defining the transition rule
Tˆ5 : |i〉 γ−5←−→ |i− 5〉, . . . , |i〉 γ5←−→ |i+ 5〉, (8)
where γ−5 . . . γ5 assume the appropriate values representing the finite difference coefficients.




γ−5 · · · γ0 · · · γ5 0 0 0
. . . 0 γ−5 · · · γ0 · · · γ5 0 0 . . .
0 0 γ−5 · · · γ0 · · · γ5 0










rendering Hˆ conservative. Figure 2 shows the probability distribution |Ψ(t = 18)|2 for the
quantum walk using the above Hˆ , with the initial condition ψ(i = 0, t = 0) = 1. For
comparison we have also plotted the time evolution of a narrow width Gaussian wave packet
(initial standard deviation σinit = 2 nodes) using the full free wave propagator e
−iHˆt = e−i∇
2t
for t = 18.
At this point the quantum evolution puzzle becomes strikingly clear. If our custom
designed Hˆ ≈ ∇2, then what makes the time evolution of the continuous-time quantum
random walk under Hˆ so different from the familiar free wave propagation in quantum
dynamics? In the following section we demonstrate that the answer lies in the discretization
of the state space and that in the limit where the state space is approaching a continuum,
the propagation indeed reverts back to that of an ordinary free wave packet.
It is important to emphasis here the distinction between the propagation of the Gaussian
wave packet in Fig. 2 and that of the quantum random walk. Whereas the dynamics of
the quantum walk, described by the transition rules, are inherently discrete in nature, the
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discretized Gaussian wave packet is merely a representation of an otherwise continuous state
space.
III. QUANTUM STATE SPACE
Here we describe a scheme to emulate the transition from a Hilbert space with N discrete
states to a quasi-continuous state space. In this scheme instead of using the vector Ψ(t) with
N elements ψ(i, t), we use an N ×m element vector Ψ(t) where each node i is represented
by a block of elements λ ∈ [1, m], over which we have defined a gaussian distribution
Gi(λ, t) = Ai(t)e(λ−m/2)2/σ2+θ, (11)




Gi(λ, t) = eiθ |ψ(i, t)| , (12)
As depicted in Fig. 3, the widths of the Gaussians are made sufficiently narrow to ensure
that the overlap between the distributions in the adjacent nodes can be neglected. Note
that for this setup, the distance d between the centers of the adjacent nodes are equal to
the node widths m.
Now considering the state transitions in this model, it can be seen in Fig. 3 that a
transition from node i to node i + 1 involves transitions from all elements λ within node i
to elements λ+ s within node i+1 where the transition length s = d. Similarly a transition
from node i to an arbitrary node j involves transitions from all elements λ within node i to
elements λ + s within node j where the transition length s = (j − i)d. Therefore making
symmetric transitions to −ℓ . . . ℓ neighboring nodes is equivalent to the elements of each
node making transitions of length
s = −ℓd,−(ℓ + 1)d, . . . , (ℓ− 1)d, ℓd. (13)
Transition to a quasi-continuum of states is now possible by overlapping the Gaussian
nodes and deduce the limiting behavior of the quantum walk. In other words we can observe
any changes in the evolution of the wave function, as the distance d, and consequently the




Computing the time evolution of the state space wave function using Eq. 5 necessitates
the evaluation of matrix exponentials which is computationally expensive for large matri-
cides. This is particularly the case when propagating the vector Ψ(t) by computing the
matrix exponential of its respective Nm × Nm Hamiltonian Hˆ . For modest choices of N
and m, large matrices have to be stored, and the evaluation time becomes prohibitively long,
rendering this direct method impractical.
Here we present a computationally efficient scheme, refereed to as the Fourier-shift
method, which not only dramatically speeds up the evaluation of these matrix exponen-
tials, but can also be readily extended to higher dimensions when the connections between
the nodes naturally form a multidimensional mesh.




γs ψ(i+ s), (14)
where we have made the time parameter t implicit. Using the notation
(
s−→
Ψ )i ≡ ψ(i+ s), (15)
where
s−→ represents shifting the entire array Ψ (s nodes in the positive direction if s > 0,























This representation is desirable since array shifts can be readily expressed via the Fourier
shift theorem, which in turn greatly simplifies the evaluation of exp(−iHˆt). The discrete






= Fk {Ψ} pk(s), (18)





where k˜ = k for k ∈ [0,N /2], and k˜ = k −N for k ∈ [N /2 + 1,N − 1]. Then applying the
inverse transform we have
s−→
Ψ = F−1 {F {Ψ} ⊗P(s)} , (20)
where P(s) is a vector with elements pk(s) and ⊗ is the direct vector product such that
(a1, a2, . . . , an)⊗ (b1, b2, . . . , bn) = (a1b1, a2b2, . . . , anbn).
We can now use the above identity to rewrite Eq. 17 as






This results in the following simplification
Hˆn Ψ = F−1 {. . .F {F−1 {F {Ψ} ⊗Q}}⊗Q . . .} (23)
= F−1 {F {Ψ} ⊗Qn} , (24)














= F−1 {F {Ψ(0)} ⊗R(t)} , (27)
where Cn are the expansion coefficients and elements ri(t) of vector R(t) are related to
elements qi of vector Q via the relation ri(t) = e
−iqit.
Computationally this representation is much more efficient than a direct evaluation of
the N × N matrix exponential in Eq. 5, since vector Q needs to be calculated once, and
for different values of time t we only require the evaluation of N scaler exponentials e−iqit
followed by the action of F−1F which can be efficiently performed using FFT.
A numerical comparison between the direct and the Fourier-shift method shows an ex-
cellent agreement in the resulting probability distributions, while highlighting the Fourier
method’s tremendous efficiency. Setting N = 200 and using the Hamiltonian in Eq. 7, we
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were able to evolved an initial Gaussian distribution (σ = 4) for t = 10 with a relative accu-
racy better than 10−16. Repeating this for N ranging between 50 and 250, we also obtained
an efficiency factor td/tF as a function of N , where td and tF are the CPU times required
for the direct and Fourier-shift methods, respectively. This is plotted in Fig 5 along with a
quadratic fit to the data. The relatively large deviation of the data from the mean is mainly
due to the better optimization of FFT packages for arrays of certain sizes, which should be
considered in the actual numerical implementation.
The result in Eq. 27 holds true for the case where each node is represented by a single
element of vector Ψ(t). We need to extend this to the case where each node is represented by
a block of m elements in vector Ψ(t). We do so by defining the N ×m element equivalents
for vectors P(s), Q and R, represented by P(s), Q and R. The only real difference in this
case is the summation limits in Eq. 22 which must be replaced by the new transition lengths






In our simulations we setup a grid with N = 160 nodes (enumerated as -79, ... 0, ...
80) and m = 16, and then computed R for 5 different values of the inter-node distance
parameter d = 16, 4, 3, 2 and 1. We then evolve the continuous-time quantum random walk
for each case using the initial condition ψ(i = 0, t = 0) = 1 and a given time parameter t
Figure 6 shows the probability distributions ψ(t = 30) using the transition rule given
by Eq. 7. It can be seen that as d decreases, the final distribution approaches that of a
simple Gaussian. For the case d = 1 we have also plotted the analytical solution for the free











2a = σ is the standard deviation of the initial Gaussian inside node i = 0 and we
have set t = 30. Here we can see an almost perfect convergence of the quantum walk to the
familiar propagation of a free Gaussian wave packet.
Figure 7 presents a similar picture using the transition rule given by Eq. 8. Here due to
the more rapid expansion of the quantum walk (as illustrated in Fig 2) we have evolved the
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walk for a shorter time t = 18.
We are also able to combine the transition rules in Eq. 7 and 8 to obtain a transition




−1←−→ |i− 1, j〉, . . . , |i, j〉 α1←−→ |i+ 1, j〉 in the x direction
|i, j〉 β−5←−→ |i, j − 5〉, . . . , |i, j〉 β5←−→ |i, j + 5〉 in the y direction,
(30)
where coefficients α and β represent the appropriate finite difference coefficients for the 1st
and 10th order approximations of ∇2 respectively. Now using a two-dimensional extension of
our quantum evolution scheme, we are able to repeat our earlier results which, as depicted
in Fig. 8, converge to a perfectly symmetric Gaussian distribution, losing the characteristics
of a quantum random walk.
VI. CONCLUSION
As we have shown, the characteristic evolutionary behavior of continuous-time quantum
random walks are critically dependant on the state space discretization. Convergence of
the walk to the familiar dynamics of a free particle, in the quasi-continuous limit, suggests
that simple quantum systems evolving in a continuous state space such as the position or
momentum space are unlikely to be suitable candidates for a physical implementation of
continuous-time quantum random walks.
Another way to interpret the above results is by considering the initialization of the vector
Ψ. It is instructive here to reconsider Fig. 2 where the time evolution of a narrow Gaussian
wave packet has been compared with that of a delta function both propagating on the same
numerical grid. Whereas an initial delta function, evolves to produce the characteristic
quantum random walk distribution (Fig. 1), the evolution of an initial Gaussian would
maintain its Gaussian form. Here the assumption that the states space is discrete is indeed
implicit in the act of initializing the grid using a delta function (i.e. ψ(i = 0, t = 0) = 1).
On the other hand a normalized distribution with a finite width could be achieved in any
state space irrespective of its classification as discrete or continuous. Therefore the question
of initialization must be carefully considered for any quantum algorithms based on such
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random walks.
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VII. FIGURES
FIG. 1: Continuous-time quantum random walk probability distribution using the transition rule
in Eq. 7, the initial condition ψ(i = 0, t = 0) = 1 and evolution time t = 18.
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FIG. 2: Continuous-time quantum random walk probability distribution (solid) using the transition
rule in Eq. 8, the initial condition ψ(i = 0, t = 0) = 1 and evolution time t = 18. Also plotted
(dashed) is the time evolution of a narrow width Gaussian wave packet (σinit = 2) using the free
wave propagator also evolved for t = 18.
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FIG. 3: The nodes of a continuous-time quantum random walk and their respective probability
amplitudes (solid lines) are represented using well separated Gaussian distributions (dashed) in
blocks of width m and midpoint distance d. For this setup m = d = 10. A transition from node
i+ 1 to node i+ 2 involves transitions of length d from all elements within node i+ 1 to elements








FIG. 4: Overlapping the Gaussian distributions making up the nodes emulates a move from a
discrete to quasi-continuous set of nodes. This involves reducing d (i.e. d1 → d2 → d3 . . . ) while
leaving m unchanged.
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FIG. 5: The computational efficiency of the Fourier-shift method over the direct method as a
function of the number of nodes. The solid curve represents a quadratic fit to the efficiency data
(dotted).
FIG. 6: Convergence of the continuous-time quantum random walk probability distribution to a
simple Gaussian for internode distances d = 16, 4, 3, 2, and 1. The evolution is carried out using
the transition rule in Eq. 7, the initial condition ψ(i = 0, t = 0) = 1 and evolution time t = 30.
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FIG. 7: Convergence of the continuous-time quantum random walk probability distribution to a
simple Gaussian for internode distances d = 16, 4, 3, 2, and 1. The evolution is carried out using
the transition rule in Eq. 8, the initial condition ψ(i = 0, t = 0) = 1 and evolution time t = 18.
FIG. 8: Convergence of a two-dimensional continuous-time quantum random walk probability
distribution to a simple Gaussian for internode distances d = 16, 4, 3, 2, and 1. The evolution is
carried out using the transition rule in Eq. 30, the initial condition ψ(i = 0, t = 0) = 1 and
evolution time t = 15.
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