Abstract-In this paper, we present an algorithm for joint decoding of the modulo-2 sum of the bits transmitted from two unsynchronized transmitters using Physical Layer Network Coding (PLNC). We address the problems that arise when the boundaries of the signals do not align with each other and when the channel parameters are slowly varying and are not known to the receiver at the relay node. Our approach first estimates jointly the timing and fading gains of both the signals, and uses a state-based Viterbi decoding scheme that takes into account the timing offsets between the interfering signals. We also track the amplitude and phase of the channel which may be slowly varying. Simulation results demonstrate the sensitivity of the detection performance at the relay node to the relative offset of the timings of the two user's signals as well as the advantage of our algorithm over previously published algorithms.
I. INTRODUCTION
There has been a significant amount of previous research in wireless relay networks. A relay or a series of relays are shown to be very useful in a relay network where two nodes cannot communicate directly to each other due to their limited wireless ranges or obstructions [2] , [3] .
In this paper, we focus on a basic 3-node relay network as shown in Figure 1 . In order to communicate,  1 and  3 need to exchange data packets through the relay node  2 . The standard transmission technique would require one transmission each for node  1 and  3 and one each for  1 and  3 to receive packets from the relay, requiring a total of four transmission slots.
The throughput of such a network can be increased by employing digital network coding (DNC) technique [4] , [5] . In this approach, the transmitter nodes first send their data packets  1 and  3 to the relay node. The relay node would decode the bits corresponding to both the packets and then broadcast a packet resulting from a linear combination of the received data bits. Bitwise exclusive-OR is an example of such a linear combination. Each transmitter buffers the packet it sent and hence, it can deduce (from the linear combination) the data bits transmitted by the other node. The overall communication takes 3 time slots, hence improving the The work of Alex Sprintson was supported by NSF grant CNS-0954153 and by Qatar Telecom (Qtel), Doha, Qatar. throughput of the wireless network by 25% over the standard transmission method. The throughput can be further increased by using the Physical Layer Network Coding (PLNC) [6] , [7] . With this technique the transmitter nodes would simultaneously transmit to the relay node which would receive the real sum of the two signals. The relay can then either broadcast the received signal after amplification (called amplify-and-forward [6] ), or can decode the modulo-2 sum of the bits from the received signal and then broadcast a signal constructed from the modulo-2 sum of the bits (decode-and-forward [7] ). Regardless of the method used, PLNC provides an improvement of 33% throughput over DNC and 50% improvement over the standard transmission method.
PLNC has been the subject of several studies and proposals. References [5] and [6] present methods to improve the throughput by utilizing DNC and PLNC, respectively. These papers and other research works assume that the channel information is known and it is fairly constant throughout the transmission time. However, this assumption is not realistic in practical wireless networks. In [1] it is assumed that channel information is unknown and a non-coherent receiver is provided for the relay node, but it suffers because of the losses inherent in non-coherent detection.
In addition, most of the research work done in this area assumes symbol boundary level synchronization, i.e, the symbol boundaries are aligned. The lack of symbol boundary level synchronization is addressed in [7] and an algorithm is provided to counter this problem. However, the proposed receiver is highly complex and therefore, impractical. In this paper we present a system which does not assume that the symbol boundaries are synchronized. We also assume that the channel state information is not known and may be varying throughout each data packet, and provide an algorithm to estimate and track them.
II. SYSTEM OVERVIEW, RECEIVER STRUCTURE AND ALGORITHMS
In this work, it is assumed that the relay network divides time into fixed length slots and data is transmitted in packets that will fit into a time slot. Each data packet consists of a preamble of bits known to both the transmitter and receiver followed by the information carrying data bits which would obviously be known to the transmitter but not to the receiver. In a time slotted relay network, each node would need to synchronize its internal clock to some common reference so that their packet transmissions will align with the appropriate time slot and not overlap (interfere) with the transmissions of other nodes in adjacent time slots. However, due to varying propagation delays between the transmitting nodes and the relay, it may be difficult for the transmitting nodes to synchronize their transmissions to the point where the two packets received at the relay node align in time to a precision that is significantly smaller than a data symbol interval. One of the main contributions of this paper is to examine the consequences of having the two transmitting nodes imprecisely aligned and also to present algorithms for dealing with the detection of the data in such a situation.
In order to motivate the set of assumptions used in this work, consider a scenario where two mobile nodes,  1 and  3 , are communicating through a fixed relay node,  2 . Furthermore suppose that the distance between the mobile nodes and the relay can be as much as a kilometers so that variations in the propagation delays between the mobile nodes and the relay node may be as much as about 10 microseconds. We could then transmit data at rates up to something on the order of 100kbps without encountering propagation delays of more than a single bit interval. Further, if we assume that the time slots are on the order of a few tens of milliseconds, then each data packet may contain a few thousand data bits. Final fading rates encountered by the system may be as much as perhaps a hundred Hz or possibly slightly higher depending on what frequency band is used. In any event, we would expect the fading rate to be around 3 orders of magnitude smaller than the data rate.
Based on the generic scenario described in the previous paragraph, we make the following assumptions about the nature of the relay network. When the two mobile nodes are simultaneously transmitting data packets to the relay node, they attempt to align their transmissions as best as they can but are only able to synchronize their timings to within +/-one symbol interval. No attempt is made to synchronize their transmissions at the carrier level. That is, there is an arbitrary and independent phase offset on each of the received signals at the relay. Each signal experiences fading which is modeled using the traditional Rayleigh fading model with a "bathtub" type spectral density commonly used in land mobile environments. The normalized Doppler rate of the fading is assumed to be around 0.1%. Thus, for a data packet of thousands of bits, the fading may change substantially throughout the course of the packet and hence cannot be treated as constant. The timing offsets of the two users signals, however, will vary at a much slower rate and can reasonably be treated as constant throughout the full duration of a data packet.
In this section, we provide an approach to decode the modulo-2 sum of bits from the sum of unsynchronizied signals received at the relay node. That is, we do not assume any symbol level synchronization between the two signals received at the relay. Also, we assume that the fading gains and timing offsets are not known and must be estimated. Furthermore,the fading on the transmitted signals is taken to be slowly varying over the duration of a data packet and these changes must be tracked at the relay node.varying channel and provide an algorithm to track the channel amplitude and phase.
A. System Model
Suppose that the users,  1 and  3 , transmit their signals using a BPSK modulation format. Let us assume, for simplicity, that a normalized rectangular pulse shaping () is used and   is the symbol (bit) duration. Let   and   be the bits sent by the two users, respectively. The signal received at the relay will then be of the form
where  1 and  2 are the time delays of each user and   () and   () are the contributions from each of the users, i.e.
where   () and   () are the complex Gaussian fading processes associated with the two transmitted signals, and () is Additive White Gaussian Noise (AWGN).
B. Receiver
In this section, we present the receiver structure which will be used to detect the modulo-2 sum of the two users data streams assuming that the various signal parameters are known. That is, for now we assume that   ,   ,  1 and  2 are known. Also, without loss of generality and for clarity of presentation, we assume that  1 = 0 and  2 = . In the next sub-section, we will lift this assumption and show how these parameter values can be found.
The received signal is passed through a matched filter which is equivalent to convolving the unknown signal with a conjugated time-reversed version of the pulse shape. In the case of square pulses, this is same as convolving with (). The signal output after matched filtering is given as whose output is given by
Since the two signals are offset in time, a symbol-by-symbol detector will be sub-optimal. Rather, we employ a maximum likelihood sequence estimator (MLSE) which uses the Viterbi algorithm to search through an appropriate trellis diagram. In order to develop the form of the trellis search, the following metric needs to be minimized
term is constant for all . Also, the terms in summation for  are non-zero only when  =  or −1. Hence, the metric to minimize reduces to
Fig. 2. Trellis used in receiver MLSE
This can be minimized with a trellis search using the trellis shown in Figure 2 . The branch metric is:
A block diagram of the receiver structure is shown in Figure 3 . The received signal is match filtered and sampled twice per symbol interval to produce the sufficient statistics   (  ) and   (  +  ). These statistics are then used to compute the branch metrics of the trellis diagram and the optimal path through the trellis diagram is computed, which gives the estimates of data sequences   &   . The modulosum of two sequences is then computed at the relay. Figure 4 shows the detection performance of the proposed algorithm in terms of bit error rate measured for decoding the modulo-2 sum and a comparison to the algorithm presented in [7] . While the performance of our detector is slightly better it should also be pointed out that our receiver is also significantly less complex. Note also from Figure 4 that the performance of the receiver is worst when the two signals are misaligned by exactly one half of a bit interval. While this slight degradation due to misalignment is unavoidable, the sensitivity is not nearly as great as reported in [7] . It is also worth noting here that the performance of estimation algorithm is independent of the phase and amplitude mismatch between the two users. The performance degradation was a maximum of half a dB, when the signals of the two users are misaligned by half the symbol duration.
C. Joint Estimation of Amplitude, Phase and Timing
In the previous section, we assumed that the fading gains and timing offsets are constant throughout the transmission time and are also known in advance. In this section, we investigate how to estimate these parameters. As illustrated in Figure 3 , initial estimates of the signal timings and fading parameters are found using the preambles of the data packets. Thus, during the task of estimating signal parameters, the data bits are assumed to be known. We first sample the match filter output at an arbitrary time offset and a frequency of once per symbol interval to produce the samples
where we have defined
We first look at the problem of estimating the complex fading parameters,   and   , assuming the timings  1 and  2 are known. Our estimate of the fading parameters will be the values of   and   which minimize
Differentiating with respect to the real and imaginary parts of   and   and setting equal to zero results in a set of two complex equations (four real equations) that are linear in   and
The fading parameter estimates are then found by solving this set of linear equations for   and   . Estimates for the timing offsets  1 and  2 given that the fading parameters   and   are known can be found in a similar manner. Define (4) can be rewritten as
The values of  1 and  2 which minimize this expression are the solutions to the linear equations
At this point we have seen that it is straightforward to estimate   and   if  1 and  2 are known and requires only the solution of a set of two linear equations. Likewise, estimating  1 and  2 when   and   are known also only requires the solution of two linear equations. However, if all four quantities are unknown, the resulting set of four equations are not linear in   ,   ,  1 and  2 , and hence a closed form expression is difficult to obtain. We propose the following iterative algorithm:
• Take an initial guess of  1 and  2 .
• Estimate   and   using  1 and  2 found in step 1 and equations (5) and (6).
• Estimate  1 and  2 using   and   determined in step 2 and equations (8) and (9).
• Iterate step 2 and 3 until the solution converges to a particular set of values. This usually takes 3-5 iterations to converge.
The point of convergence of this iterative procedure depends upon the initial guess chosen. Sometimes, because of a poorly chosen initial guess the solution may not converge or may converge to a wrong solution. Hence, we refine the above mentioned method. Take  initial guesses and find the solution corresponding to each guess and then chose the one which gives the minimum value of , given by (4) . After a detailed study, we chose  = 3. Figure 5 shows the effectiveness of the timing and fading estimation algorithm. 
D. Amplitude and Phase tracking for a Slowly Varying Channel
As discussed previously, it may not be reasonable to assume that the fading encountered is constant for the entire duration of a data packet. As a result, we must make an effort to track the independently time-varying fading processes experienced by the two users. Since our receiver already employs an MLSE, we propose to use a per-survivor processing (PSP) approach [8] to estimate the fading processes which will work in conjunction with the Viterbi algorithm used for detecting the data bits.
In the treatment that follows, we ignore the correlation between the noise components contributing to   (  ) and   (  +  ). However, results show that the performance of our tracking algorithm is quite good even while ignoring this correlation. Using a similar framework as proposed in [8] and assuming
we denote the error at the th step of the Viterbi algorithm as
The fading gains (and timing offsets) are estimated using a pilot sequence at the beginning of the data packet. The Viterbi algorithm is initiated with knowledge of these gains for the first symbol. One step of the Viterbi algorithm is performed by maximizing over the possible data sequences as explained in the previous section. For each transition   →  +1 that extends the survivor sequence, we find the error  1 (    +1 ) given by equation (10). Using the error corresponding to each survivor, the Kalman gain vectors, correlation matrices, and channel gains are updated according to:
where [ ] 1 denotes the 1st element of a column vector and  is the weighing factor to limit the memory of algorithm in order to track the slowly varying signals. It is important to note that equation (11) gives a 3-element column vector. Each term of this vector updates the corresponding element
). However, we use only the 1  element of this vector which corresponds to   , the complex fading gain for the channel corresponding to first user. Similarly, we can track the fading gain of 2  user by finding similar expressions and using the matched filter output at  =   +  .
The performance of this tracking algorithm can be further improved by filtering the estimated fading gains with a low pass filter. It was observed that a single-pole IIR filter gives a very good trade-off between complexity and performance. The filter coefficient can be adjusted according to the frequency of variation of the channel (i.e. the fading Doppler frequency). Since we are concerned here with tracking of slowly varying signals (with normalized Doppler rates around 0.001), the filter coefficient should be chosen to be very small. After running some simulations with different filter coefficients, we chose to use a filter coefficient of 0.05.
The tracking algorithm can be summarized as follows:
• Initial fading gains and timing offsets are estimated using the algorithm explained in Section II-C. It is assumed that channel is slowly varying and the fading gains are relatively constant throughout the preamble or known symbol sequence.
• MLSE decoder is initialized with these fading values in the beginning and error metric given by (10) is calculated. The error metric is then used to update the Kalman gain vectors, correlation matrices and fading gains using equations (11).
• The fading gains are filtered using an one pole IIR filter whose coefficient is set to 0.05 (for very slowly varying channel).
• Repeat from
Step 2 with the next stage of trellis and using the updated fading gains. This tracking algorithm was applied to the receiver architecture and the results were encouraging. However, as with most attempts to track fading in a decision directed manner, the algorithm had a tendency to lose lock on the signal during deep fades. This is illustrated in Figure 6 where a typical realization of the tracking process is shown. When the signal enters a deep fade, the received signal-to-noise ratio (SNR) momentarily falls very low resulting in a burst of often incorrect estimated data bits. Since our estimates of the fading process rely on the detected data bits, these estimates become corrupted and we lose track of the fading process. When the signal emerges from the deep fade, the system will recover and resume reliable detection of the data bits as well as reasonable tracking of the fading process, but it is common for the algorithm to incur a cycle slip and emerge from the fade locked out of phase on the fading process by 180 degrees. From that point on, the polarity of the detected data bits will also be inverted resulting in most detected bits being in error for the remainder of the packet (or until another fade event occurs). This problem can easily be fixed through the use of differential encoding and decoding of the data bits. It should be emphasized that we are not using differential detection (DPSK) here but rather coherent detection of differentially encoded BPSK.
The only drawback of using differential encoding is that it slightly increases the decoded bit error rate as random errors tend to occur in pairs when differential encoding is used. However, this does provide us a means of robustness to the phase slips described above. The performance of the algorithm, with and without differential encoding is shown in Figure 7 . From the figure, it can be seen that an error floor is observed without using differential encoding in this algorithm, which 
E. Receiver Diversity
In wireless communications, antenna diversity is very useful in terms of partially recovering the losses due to fading. The algorithm and the framework we proposed allows us to easily handle the case where antenna diversity is used at the relay. If the relay has two antennas, then the framework can accommodate the receiver diversity without adding a lot of complexity to our MLSE decoder. Since, the two noise samples at different receiver branches are uncorrelated, the metric can be modified as follows:
where the subscripts 1 and 2 indicate the two different receiver branches. Note that we assume here that the timing offsets are the same for both branches. This is a reasonable assumption for antennas which may be physically separated from each other by the distances on the order of a few feet. However, it is very straightforward to extend the problem to the case of two different timing offsets at the receiver. It should be noted that the amplitude and phase tracking algorithm needs to track different fading gains for both the receiver branches. It is again straightforward to extend the PSP tracking algorithm explained in previous subsection to track the fading gains for the 2  antenna as well. Figure 7 shows the improvement in performance encountered through the use of the receiver diversity.
III. CONCLUSION
In this paper we present a receiver architecture which can be used for detection at the relay node in a physical layer network coding system. The receiver is practical in the sense that it is of manageable complexity and operates under reasonable assumptions about the channel. In particular, there are no assumptions made about prior information regarding various channel parameters, nor do we assume that the two signals incident on the relay node are perfectly synchronized. Rather, we present algorithms for estimating the timing on each users signal and for tracking the fading processes encountered by each signal. We present performance results for both the case of single antenna reception and when the receiver employs antenna diversity. Results are quite encouraging and fairly close to the case when channel parameters are perfectly known.
