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Abstract-Saaty has shown that a basic problem in fuzzy set theory can be reduced to an eigenvalue problem. In 
this paper, a new imbedding method is applied to obtain the largest eigenvalue and eigenvector of a matrix. 
Numerical results are given for an example and compared with Saaty’s results. 
An advantage of the imbedding approach is that the number of characteristic roots within any closed 
contour is obtained, which is of importance in judging the consistency of the estimated relative weight 
matrices. 
INTRODUCTION 
A basic problem in the theory of fuzzy sets[l] is the determination of the degree of belonging 
of each member to the set. Saaty, in two important papers[2,3], has suggested a solution to this 
problem. Let wi ~0, i = 1,2. . . . ,n be the degrees of belonging of the n members. Form the 
matrix of relative weights whose i,jth element is wdwi. Then Saaty observes that the vector 
(W,,W2,. ..w,) ’ is an eigenvector corresponding to the largest eigenvalue (the Perron-Fro- 
benius root [4, 51). All the other eigenvalues are zero. 
The idea is to estimate the matrix of relative weights and then obtain an estimate of the 
vector (w,.w~. . . . . w, IT as an eigenvector corresponding to the largest eigenvalue of the relative 
weight matrix. To compare a set of n objects in pairs according to their relative weights, Saaty 
denotes the objects by A,, , .A, and their weights by wlr . , .w,. The pairwise comparisons are 
represented by the matrix 
IAlA?... A, 
I 
A, wIwI... 
WI wz 
A=A2 z!$ 
1 
This matrix. called a reciprocal matrix. has positive entries everywhere and satisfies the 
reciprocal property aii = l/ai,. Multiplying this matrix by the vector w = (w,, . . . ,w,)‘, 
or 
Aw=nw (2) 
(A - nl)w = 0. 13) 
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WI - 
W” 
w2 - 
W, (1) 
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This is a system of homogeneous linear equations which has a non-trivial solution if and only if 
the determinant of (A - nl) vanishes, that is, n is an eigenvalue of A. Matrix A is also 
consistent. 
In the general case, the precise values of the wi/Wi are not known and must be estimated. Since 
the eigenvalues are perturbed by a small perturbation of the coefficients, equation (2) becomes 
A’w’ = hmaxw’ (4) 
where A,,, is the largest eigenvalue of A’. To simplify the notation, equation (4) is expressed in 
the form 
Aw = hmaxw (5) 
where A is Saaty’s matrix of pairwise comparisons. The eigenvector associated with the largest 
eigenvalue is the desired vector of weights. 
Numerical methods for obtaining the largest eigenvalue and associated eigenvector are 
discussed in this paper. A new imbedding method applied to the eigenvector problem is 
emphasized. Numerical results are given for an example and compared with Saaty’s results. 
AN IMBEDDING METHOD FOR EIGENVALUE PROBLEMS 
Consider a square matrix, B(h), where the elements of the matrix can be either linear or 
nonlinear functions of the parameter A. The eigenvalues are the roots of the determinantal equation 
det B(h) = 0. (6) 
It has been shown in reference [63 that the problem of finding the roots of an equation of the 
form given by (6) can be reduced to the integration of a system of ordinary differential 
equations with known initial conditions given by 
-&A(A) = trace [M(A)&(A)] (7) 
-$(A) = 
M trace [MB,] - M&M 
A(A) 
(8) 
where 
A(A) = det B(A) 
M(A) = adj B(A) 
(9) 
(10) 
B, =$$ (11) 
The derivation of these equations is given in references [6] and [7]. The initial conditions are 
obtained by evaluating the determinant of B and the adjoint of B at A = 0. 
For a 
B(A) has 
MO) = 41 (12) 
M(0) = MO. (13) 
linear eigenvalue problem, such as that which is of interest in this paper, the matrix 
the special form [6] 
B(A)=A-AI (14) 
where 
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A = Saaty’s matrix 
I = identity matrix. 
The form of the initial value equations can be simplified by introducing the parameter 
1 
c”=x 
Equation (14) can be expressed in the form 
B(JL) = PA - I. (16) 
Differentiating equation (16) with respect o CL 
B,(p) = A. (17) 
Equations (7) and (8) then become 
&A(P) = traceIM(Ct)Al (18) 
M trace [MA] - MAM 
A+) ’ 
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(15) 
(19) 
Post-multiplying both sides of equation (19) by A and introducing a new matrix C such that 
C=MA (20) 
the initial value equations become 
$ A(p) = trace C 
&C(P) =C trace [Cl - C* 
A&) 
where 
(21) 
(22) 
A(F) = det B(w) 
C(F) = MA = adj[B(F)]A. 
(23) 
(24) 
From equation (16), B(p) at @ = 0 is given by 
B(0) = -I. 
The initial conditions for equations (21) and (22) are 
A(0) = det B(0) = (- 1)” 
C(0) = adj [B(O)]A = (- l)“+‘A 
(25) 
(26) 
(27) 
where n is the order of the square matrix B. 
The initial value differential equations given by (21) and (22) with initial conditions (26) and 
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(27) are of the form of the equations to be used in this paper. The roots of the determinantal 
equation 
det B(p) = 0 (28) 
give the reciprocals of the eigenvalues A. 
CALCULATION OF EIGENVALUES AND EIGENVECTORS 
From the theory of complex variables, the number of roots N within a closed contour C, in 
the complex plane is given by 
where 
Ayp) = 2. 
(29) 
(30) 
Equation (29) can be evaluated numerically by integrating differential equations (21) and (22) 
around a circle of radius r to obtain A’(P) and A(p). Then for N = 1. the largest eigenvalue. 
h “&Xf corresponding to the smallest root of equation (28) can be obtained by evaluating 
(31) 
Equations (29) and (31) are evaluated by integrating differential equations 
and 
dw 1 PA’(P) -=_: 
dp 2m A.(P) 
(3.2) 
(33) 
around the closed contour C, with initial conditions at the start of the closed contour, where 
F = pLs, given respectively by 
=(cL,) = 0 (34) 
W(Ps I= 0. (35) 
Equations (21) and (22) have initial conditions at ~1 = 0 and are integrated first from k = 0 to 
p = pS and then around the closed contour C, to obtain A’(p) and A(P)). 
A matrix is called consistent if its elements satisfy the condition, uik = aik/aii. For a 
non-consistent matrix A, the largest eigenvalue is always greater than or equal to the order, n, 
of the matrix 
A max 2 n. (36) 
The equality holds only if A is consistent. Thus the selection of the radius r of the circular 
contour C, should be such that 
1 1 
-I-SIT 
A n (37) max 
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If r is too large, the number of roots N within the contour C, will be greater than one. The 
radius of the circle at which this occurs can be used to estimate the magnitude of the second 
largest eigenvalue. 
Any nonzero column of matrix C evaluated at p= F, is an eigenvector of matrix A. This may 
be shown as follows. From the definition of the inverse matrix 
B(k) adj B(p) = I det B(p). (38) 
det B(P,) = 0 
Using equation (16), equation (40) can be expressed in the form 
14 a@ WPI) = adj BW. (41) 
Muitiplying both sides of equation (41) by A and dividing by pl 
A adj [&.4IA = i a4 [B(m)IA. (42) 
Then using the definition of the C matrix given by equation (20), equation (42) becomes 
AC=;C. (43) 
From the eigenvector equation [8] 
where ui is the eigenvector corresponding to the eigenvalue Ai. Thus any nonzero column of 
matrix C evaluated at p = gI is an eigenvector of matrix A. The eigenvector can be obtained by 
evaluating the integrals 
(45) 
for a given column j = k of the matrix C and rows i = 1,2,. . . ,n. 
Another method for evaluating the largest eigenvalue and the corresponding eigenvector of 
the matrix A is to integrate the initial value equations (21) and (22) along the real axis until the 
determinant changes ign. The value of I* at crossover is FI= l/h,, and the eigenvector is any 
column of matrix C. 
The above methods are appropriate for locating other eigenvalues which may be small in 
absolute value. This is important in the Saaty approach in judging the internal consistency of 
the estimated relative weight matrix. The other eigenvalues can be obtained by integrating 
initial value equations (21) and (22) around closed contours in the complex plane such that each 
contour contains only one root. The eigenvalues, hk, k = 1,2,. . . ,n are obtained by evaluating 
If the contour contains more than one root, then equation (46) yields the sum of these roots. 
The numerical results for the largest eigenvalue and associated eigenvector via imbedding are 
compared with the results obtained using the power method[9]. The iteration for the power 
374 
method is 
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Y~+I = Ax, 
k n+l = largest modulus in y,,+, 
(47) 
(48) 
1 
&,I = -x, 
k n+l 
(49) 
where the initial vector, x0, is any set of values such as (1,1,. , .l)r. 
NUMERICAL RESULTS 
Numerical results were obtained for Saaty’s Wealth of Nations matrix given in reference [2] 
and repeated in Table 1. Saaty had people estimate the relative wealth of nations and showed 
that the eigenvector corresponding to the matrix agreed closely with the GNP. Using the 
imbedding method, the initial value equations were integrated in the complex plane using a 
fourth-order Runge-Kutta method with FORTRAN single precision complex data type. Equa- 
tions (21) and (22) were integrated using 15 grid intervals along the imaginary axis from p = 0 to 
~1 = 0.3i. Equations (32) and (33) were adjoined at cc = 0.3i and all the equations were integrated 
using another 60 intervals around a circle of radius 0.3. The total number of equations 
integrated was n2 + 3 or 52. The numerical results were 
N = l.OOOOO24 - 0.000027i 
pI = 0.1314523 -0.OOOOO34i. 
Thus the maximum eigenvalue is 
*_=I = 7.607322. 
PI 
Once the value of pl has been obtained, the above integration can be repeated with equations 
(45) adjoined to obtain the eigenvector. This was done using the first column of matrix C with 
~1~ = 0.131445. The eigenvector was normalized such that the sum of the components of the 
vector is unity. The numerical results are shown in Table 2 where the eigenvector is compared 
Table 1. Wealth of nations matrix 
U.S. USSR China France U.K. Japan 
W. 
Germany 
U.S. 1 4 9 6 6 5 5 
USSR l/4 1 7 5 5 3 4 
China 119 l/7 : l/5 l/J 117 l/5 
France l/6 l/S 1 1 l/3 l/3 
U.K. l/6 l/5 5 1 1 l/3 l/3 
Japan l/5 l/3 7 3 3 1 2 
W. Germany l/5 l/4 5 3 3 l/2 1 
Table 2. Comparison of numerical results for eigenvector 
country 
Saaty’s Power 
eigenvector method 
A ,,,.=  7.61 A ,,,.., = 7.60772 
Complex plane inte- 
gration of initial 
value equations 
A .,,u = 7.607322 
U.S. 0.429 0.427115 0.4271147 
USSR 0.231 0.230293 0.2302914 
China 0.021 0.0208384 0.0208387 
France 0.053 0.0523856 0.0523865 
U.K. 0.053 0.0523856 0.0523865 
Japan 0.119 0.122719 0.1227193 
W. Germany 0.095 0.0942627 0.094263 
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Table 3. Eigenvector for real axis integration of initial value equations 
saaty’s Initial value equations 
Country eigenvector (column 1) 
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U.S. 0.429 0.4271408 
USSR 0.231 0.2293710 
China 0.021 0.0211053 
France 0.053 0.0526910 
U.K. 0.053 0.0526910 
Japan 0.119 0.1226097 
W. Germany 0.095 0.0943913 
with Saaty’s results and with the power method results. The initial value equation results agree 
with the power method results to approximately 5 decimal places. The results agree with 
Saaty’s eigenvector to approximately 2 or 3 decimal places. 
As an alternate procedure, initial value equations (21) and (22) were integrated along the real 
axis in steps of 0.01 until the determinant changed sign. The value of p at crossover is CL, = l/A,, 
and the eigenvector is any column of matrix C. The numerical results were 
I_L = 0.13, det = -0.0128296 
k = 0.14, det = 0.0769734. 
The eigenvector obtained by normalizing column 1 of matrix C at p = 0.13 is given in Table 3. 
Greater accuracy could easily have been obtained by using interpolation. Even though inter- 
polation was not used, the results agree with Saaty’s eigenvector to approximately 2 or 3 
decimal places also. 
To obtain an estimate of the magnitude of the second largest eigenvalue, quations (21), (22), 
(32) and (33) were integrated around a closed circular contour of radius 0.6 using 60 grid 
intervals after integrating equations (21) and (22) along the imaginary axis from p = 0 to 
p = 0.6i with 30 grid intervals. The numerical results were 
N = 3.0002755 - 0.0008678 i 
PI+ ~2 + ~3 = 0.1977310+ 0.0002498 i. 
Since there are 3 roots inside the contour, equation (33) gives the sum of the roots. In this 
particular case the second and third largest eigenvalues are complex conjugates. The absolute 
magnitudes of these eigenvalues are greater than l/O.6 = 1.67 where 0.6 is the radius of the 
circular contour. The actual values of the second and third largest eigenvalues could be 
obtained by choosing contours such that only one of the roots is inside. 
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