The problem of devising efficient algorithms for computing Q(Xl,...,Xr_l, P(Xl,...,Xr_l)) where P and Q are multivariate polynomials is considered.
INTRODUCTION
Recently there has been great interest in the operation of polynomial evaluation. Computer software systems which provide for operations on symbolic mathematical formulas have been available for many years, e.g. see [9] . All of these systems allow for the handling of multivariate polynomials and most provide a substitution capability. Some of these systems, e.g. SAC-I [4] and ALTRAN [6] , use what is essentially a direct generalization of Hornet's method to polynomials in several variables. It is the purpose of this paper to show that for several different, common classes of polynomials other methods will be as good or far superior.
ASSUMPTIONS
Before we begin an analysis of the substitution algorithms let us more precisely specify the types of polynomials we are dealing with and the computing times for basic operations.
We will be considering polynomials P(Xl,...,x r) in r ~ 1 variables whose coefficients can be either: (a) single precision fixed point numbers, (b) single precision floating point numbers, or (c) elements of a finite field with a prime, p number of elements designated, GF(p).
We note that the arithmetic operations on all of these elements are bounded by a constant.
The basic unit operation will be a single multiplication of 2 of these coefficients and all computing times will be a function of this unit. Of course we implicitly assert that the total number of additions-subtractions will be bounded by the number of multiplications.
All computing times will be given in terms of the commonly used O-notation. There is hope that faster methods may soon be adopted for polynomial multiplication but at the moment we will assume the classical algorithms.
There are some other operations for which we will need the computing times.
In particular we need to know the times for evaluation and interpolation of multivariate polynomials. Proof: See [7] .
Next we will need to use an iterative method for interpolation. Thus I first
give the algorithm. For an exact specification of the algorithm see [7] . Proof: See [7] . and P £ M(r-l,n). Then the computing time for HORNER(P,Q) is o(mr(n+l)2(r-l)).
Proof: Since P and Q are dense P has (n+l) r-I terms and Q has (m+l) r terms.
In step (2) of the algorithm, at the first iteration R has ~m+l) r-1 terms, at the second iteration R has (m+n+l) r-I terms, at the third iteration R has (m+2n+l) r-I terms and at the i-th iteration R has r-i (m+(i-l)n+l) terms for 1 < i < m. Collins [3] and E. Horowitz [7] .
Algorithm SUBST (P,Q)
Input: 
Thus, SUBST will be better roughly for n > 9. Notice that the relation is independent of m, the degrees of Q, but simply relies on n. For a larger number of variables SUBST will continue to get better than HORNER for even smaller values of n.
In conclusion then for dense polynomials we have that a) r=l, Horner's rule is optimal; b) r=2, Horner's rule is always better by a constant factor; c) r~3, SUBST is asymptotically the better method and for r=3 a value of approximately n=9 is the cut-off point.
COMPLETELY SPARSE
We have seen in the previous section that an evaluation-interpolation algorithm can work quite efficiently when applied to dense polynomials. One quantitative definition of a sparse polynomial has been given by M.
Gentleman in [5] . If P has t terms then he assumes that pn will have (t +t -in 1)
terms.
For example one such polynomial P which obeys this definition is P(Xl,...,Xn) = x I + x 2 + ... + x n which I believe we would all agree is sparse, 
