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The potential reduction in climate impact due to a switch from kerosene supported aviation to liquid hydrogen (LH2)
supported aviation (cryoplanes) is assessed. Different scenarios for a respective gradual technology transition between 2015
and 2050 are provided. State-of-the-art simulations of three-dimensional (3D) radiative forcing (RF) distributions are
compiled and complemented for the various agents determining aviation climate impact. They are utilized to quantify the
globally averaged transient climate response and respective differences between the transition scenarios. A climate impact
reduction of between 15% and 50% in terms of RF is indicated for the cryoplane scenarios at the 2050 time slice, with a
best estimate near 30% in case of a swift transition. The respective reduction range is between 5% and 15% in terms of
surface temperature change, with a best estimate of about 10%. The environmental beneﬁt of a cryoplane transition
further increases if time horizons beyond 2050 are considered. Besides known uncertainties in quantifying aviation climate
impacts, crucial limitations of our assessment are insufﬁcient knowledge on contrail cirrus induced by cryoplanes and on
the feasibility to produce large amounts of LH2 from renewable energy sources.
r 2006 Elsevier Ltd. All rights reserved.
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Current civil aviation is responsible for just 2% of
total anthropogenic CO2 emissions. However, as
aviation is among the fastest growing economic
sectors, its impact on environment and climate has
been a matter of special concern in the context of
anthropogenic global warming. It has been stated ine front matter r 2006 Elsevier Ltd. All rights reserved
mosenv.2006.06.036
ing author. Tel.: +49 8153 282539;
841.
ess: michael.ponater@dlr.de (M. Ponater).a number of assessments (e.g., Brasseur et al., 1998;
Penner et al., 1999; Schumann et al., 2001; Sausen
et al., 2005) that the total climate impact of current
aviation is, in terms of radiative forcing (Shine et al.,
1990; Ramaswamy et al., 2001), at least twice as
large as the contribution from aircraft CO2 emis-
sions alone. The excess is caused by the forcing
components contributed by persistent contrails and
by aircraft NOx, water vapour, and particle emis-
sions. Technological and operational mitigation
options to reduce aircraft climate impact have thus
been discussed: For example, optimization of ﬂight.
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environmental gain with respect to ozone forcing
(e.g., Grewe et al., 2002b; Gauss et al., 2006) as well
as contrail forcing (e.g., Williams et al., 2003;
Fichter et al., 2005; Mannstein et al., 2005).
One technological option to reduce the aviation
impact on climate is a switch to alternative fuels
such as liquid hydrogen (LH2). This so-called
cryoplane technology would eliminate particle and
CO2 emissions, at least if LH2 can be produced
without using fossil energy sources. A NOx emission
index (EI) lower than for conventional kerosene
engines may also be expected due to the extended
possibility to employ lean fuel burning (e.g., the
‘‘micromix combustion technology’’ described by
Dahl and Suttrop, 1998). However, LH2 engines
would emit more water vapour, and so also
facilitate thermodynamic contrail formation (Schu-
mann, 1996). Hence, a quantitative comparison of
the climate impacts from either kerosene or LH2
technology must cover all components of the
aircraft impact. Marquart et al. (2001) gave a ﬁrst
estimate, which identiﬁed contrails as the one
aviation impact that may thwart an environmental
gain from cryoplane operation. However, they had
to avoid deﬁnite conclusions, as only differences in
contrail coverage but not in microphysical proper-
ties were considered. In recent years the state of
knowledge has improved due to international
research projects like the EU-projects ‘‘TRADE-
OFF’’ and ‘‘CRYOPLANE’’. The present assess-
ment improves over previous work in several ways:
ﬁrst, sensible technology transition scenarios have
been developed to replace the more idealized
assumptions of Marquart et al. (2001). Second, the
contrail impact is treated more comprehensively by
including model results that indicate different
contrail microphysical properties for cryoplanes
and conventional aircraft (Stro¨m and Gierens,
2002; Marquart et al., 2005). Third, our study will
extend to global surface temperature changes
(beyond radiative forcing (RF)), which is a more
straightforward parameter to represent climate
change. Moreover, the consequences of differences
in forcing ‘‘efﬁcacy’’ (Hansen et al., 2005), i.e., the
speciﬁc sensitivity of the global climate system to
individual aircraft impact components can be
included. We emphasize the global perspective of
our assessment: regional speciﬁcs of aircraft climate
impact will not be addressed.
Section 2 will describe the data, tools, and
methods which have been applied. Section 3 willprovide an overview of the key parameters that have
been used to quantify the various aspects of aircraft
climate impact, giving either suitable reference to
previous publications or describing new scientiﬁc
results yielded within the scope of this study. In
Section 4 the individual key parameters will be used
as input to a 1D (global) climate response model to
achieve an overall global assessment of the potential
consequences of the technology switch during and
at the end of the transition period. The paper
concludes with a discussion emphasizing the merits
and limitations of this assessment.
2. Method and tools
We use a combination of model tools in order to
convert information about the future development
of aircraft emissions into information on a potential
climate response, roughly following the way of
proceeding introduced in the IPCC special report
‘‘Aviation and the global atmosphere’’ (Penner
et al., 1999). Approved aircraft inventories and
scenarios are applied (DLR-1992, DLR-2015,
FESG/Fa1-2050, see Penner et al., 1999, and
references therein) that include both civil and
military aviation. To quantify atmospheric impacts
our assessment relies on state-of-the-art model
conﬁgurations which will be described in the
following subsections. As future projections of
emissions and climate parameter changes must
necessarily be based on model results, we emphasize
that results simulated with the respective tools
under present day conditions have been evaluated
by in situ and satellite measurements wherever
possible (e.g., Grewe et al., 2001; Schumann et al.,
2001; Meyer et al., 2006).
2.1. General circulation and climate model
In order to provide a transient projection of
aviation related climate change, we ﬁrst need
scenarios for the various emissions. Second, esti-
mates of the global mean RF for all contributing
agents must be known for some key years within the
period to be projected. This study mainly relies on
RF results that have been obtained from several
simulations with the three-dimensional (3D) global
climate model ECHAM4. A nearly complete set of
aviation related RF calculations for the years 1992,
2015, and 2050 is available from this model, always
employing the approved 3D aircraft emission
inventories that were also used for the IPCC report
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Table 1
Climate sensitivity parameters (l, in K=ðWm2Þ) and efﬁcacy
values (r) as determined from ECHAM4 equilibrium climate
change simulations for different aviation impact components (see
text)
CO2 O3 CH4 H2O Contrails
l 0.73 1.00 0.86 0.83 0.43
r 1.00 1.37 1.18 1.14 0.59
M. Ponater et al. / Atmospheric Environment 40 (2006) 6928–69446930(Penner et al., 1999). An overview on the simulation
results will be given in Section 3. The ECHAM4
general circulation model (Roeckner et al., 1996)
and its extensions to simulate speciﬁc responses to
aircraft emissions have been described in detail
elsewhere (see also Section 3). ECHAM4 includes
state-of-the-art atmospheric physics and is available
in a version coupled to a model of stratospheric and
tropospheric chemistry (Hein et al., 2001; Grewe
et al., 2001). The 3D aviation impact studies
described below have been simulated with moderate
horizontal resolution (spectral T30) but with en-
hanced vertical resolution (Land et al., 1999) to
capture strong gradients in the upper troposphere/
lower stratosphere (UTLS) region where aviation
emissions are mainly released. Results from the
ECHAM4 model have contributed substantially to
the environmental impact assessments for conven-
tional, kerosene supported, aviation (as cited in the
introduction). However, due to apparent model
dependencies of the impact of many aircraft
perturbations, results from other model studies will
also be considered to account for the RF uncer-
tainty range.
The RF values given in this paper follow the
usual deﬁnition of the ‘‘stratosphere adjusted RF at
the tropopause’’, which is regarded to be the most
appropriate way for inter-comparing the impact of
individual climate perturbations (Shine et al., 1990;
Penner et al., 1999). These values can be calculated
consistently in ECHAM4 applying the technique
described by Stuber et al. (2001). 3D distributions of
RF have generally been determined from simula-
tions extending over a few years. They lead to
statistically robust global mean forcing values.
However, in order to determine with sufﬁcient
statistical accuracy a climate sensitivity parameter
l via
DT ðeqÞsfc ¼ l RF (1)
we had to perform simulations (at least one for each
contributing agent) long enough to obtain a robust
global mean surface temperature response DT ðeqÞsfc
from the background climate variability. The values
of l for the various aviation related agents are
summarized in Table 1. They represent equilibrium
climate sensitivity parameters (e.g., Ramaswamy
et al., 2001) that were derived from 30-year
simulations with the ECHAM4 version of Land
et al. (1999), coupled to a mixed layer ocean model.
Values of the climate sensitivity parameter for CO2and for contrails have been discussed in Ponater et
al. (2005), and those for CH4, aircraft H2O, and
aircraft ozone have been determined by dedicated
simulations for this study. As evident from Table 1
the largest deviation from the CO2 climate sensitiv-
ity occurs for contrails (lower) and aviation induced
ozone change (higher). The maximum deviations
are of the order of 40%, consistent with the l range
found by Hansen et al. (2005) from a multitude of
simulations for mainly non-aviation related for-
cings.
2.2. Global linear response model
In cases where the reaction of the climate system
shows a substantial delay relative to the time
development of the forcing, the linear response
model of Sausen and Schumann (2000) has been
applied to calculate a realistic global mean response
for a given time horizon. This is important, e.g., in
order to determine the CO2 concentration change
from aircraft CO2 emissions (because of the long
atmospheric lifetime) or to calculate the surface
temperature response to some RF (because of the
thermal inertia of the oceans in the climate system).
The model has been appropriately tuned to repro-
duce the relaxation times found in comprehensive
transport and climate models. We are aware that
these relaxation times are itself uncertain to some
extent. However, our main interest here is in the
relative difference of various transient scenarios
rather than in an optimal capture of the actual
future evolution. The CO2 and ozone forcings are
treated as explained by Sausen and Schumann
(2000). Like for NOx emissions and ozone forcing,
we assume a synchronous temporal evolution of
emissions and climate forcing also for aircraft water
vapour: aircraft at conventional ﬂight altitudes
mainly change water vapour in the lowermost
stratosphere where accumulation times are still
small. Assumption of a quasi-instantaneous forcing
is straightforward for contrails. The linear response
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EI for NOx and changes of the overall propulsion
efﬁciency for contrails (Schumann, 2000, 2001). The
assumed values are summarized in Table 2, further
details will be described in Section 3. In order to
account for the evidence of a distinctive climate
sensitivity parameter for the various perturbations,
Eq. (8) of Sausen and Schumann (2000) for the
transient global temperature response (calculated
through the convolution integral of a normalized
RF and the system’s Green’s function G) has been
modiﬁed to
DT sfcðtÞ ¼ r
Z t
0
Gðt t0Þ RFðt0Þdt0 (2)
now including speciﬁc efﬁcacy factors
ri ¼ ðli=lCO2Þ. li indicates the climate sensitivity
parameter for some non-CO2 aircraft forcing i
(Table 1).
By employing the linear response model to
calculate the differences between the global mean
time-dependent responses for the different transi-
tion scenarios we avoid using the global warming
potential (Shine et al., 1990). This metric to
compare individual contributors to a net climate
impact has also been adopted to assess aviation
effects (e.g., Svensson et al., 2004), but has been
questioned for the reason of its ambiguities if
forcings with distinct spatial and temporal structure
are to be quantiﬁed (e.g., Penner et al., 1999;
Fuglestvedt et al., 2003; Shine et al., 2005a). A
simple but still fully appropriate metric for compar-
ing the climate impact of long-lived and short-lived
agents has yet to be developed (e.g., Berntsen et al.,
2005; Shine et al., 2005b; Forster et al., 2006).
2.3. Transition scenarios
An instantaneous technology switch at some
arbitrary year was assumed in the pilot study of
Marquart et al. (2001) for a ﬁrst estimate ofTable 2
Input parameters for the linear response model: NOx emission index
efﬁciency Z for pure conventional aviation and pure cryoplane aviation
1992 2015
Conv. Cryopl. Conv. Cryo
EIðNOxÞ 12.0 – 15.0 4.5
Z 0.3 0.3 0.4 0.4potential impact changes. In the present study we
use more elaborated scenarios of a gradual technol-
ogy transition from the CRYOPLANE project
(Hu¨ttig et al., 2001). Four transition scenarios
(Ker, Cryo1, Cryo2, and Cryo3) are evaluated,
where Ker indicates the standard, purely kerosene
supported, future projection of aircraft emissions
(see above). We calculate the climate impact and
response for the period from 1940 to 2050, which is
covered by the aviation inventories and projections
used in the IPCC report (Penner et al., 1999). The
technology transition in two cryoplane scenarios is
assumed to begin in 2015: Cryo1 represents a
smooth stepwise transition approach with the EU
taking the lead, followed 5 years later by a
transition start in North America, and another ﬁve
years later in South America, Asia and the Middle
East. Introduction of cryoplanes in all regions starts
with the smallest aircraft, while long-range aircraft
follow about 10 years later. Cryo2 assumes a fast
transition, starting with a gradual world-wide
transition of small and medium-sized aircraft in
2015 and of large aircraft in 2025. This scenario
implies a complete switch to hydrogen fuel in 2050.
Cryo3 starts a world-wide transition later 2020 but
proceeds as fast as Cryo2 towards the end of the
period. Even though these transition scenarios are
unlikely to be actually realized within the time
frame described above, they account for the
transient character of a possible technology switch
and allow to develop an impression how much the
environmental gain will depend on the speed of the
transition.
In all cases the absolute fuel consumption, in
terms of mass units of kerosene equivalents (ke), is
assumed to develop according to the kerosene
reference scenario (Ker), while the transition sce-
narios (every ﬁfth year) provide information on
the relative LH2 fuel consumption k and kerosene
fuel consumption ð1 kÞ. Annual values are
yielded through linear interpolation. Fig. 1 displays(in g(NO2) per kg kerosene equivalent) and overall propulsion
2050 Reference
pl. Conv. Cryopl.
6.0 1.5 Penner et al. (1999),
Klug (2001)
0.5 0.5 Schumann (2000)
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consumption, the difference between the transition
scenarios and Ker indicate the increasing LH2
consumption in ke. The corresponding CO2, H2O,
and NOx emissions can be calculated assuming the
appropriate emission indices for either fuel compo-
nent (see Section 3). As an example, global CO2
emissions in units of TgðCÞa1 are yielded by
multiplying the values of Fig. 1 by 0.86, using an
CO2 emission index of 3:15 kg kg
1ðkeÞ for kero-
sene. We note that equivalent fuel consumption
(in ke) may be an assumption slightly in favour of
the cryoplane technology, as indications of a size-
dependent fuel use excess of around 10% have been
derived from possible differences in aerodynamics
and ﬂight weight (Slingerland, 2005).
3. Climate impact of individual aviation emissions
This section describes our quantitative treatment
of individual aviation effects, reconciling results0
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Fig. 1. Time development of kerosene fuel consumption between
1990 and 2050 for a scenario purely based on conventional
aircraft technology (Ker) and three scenarios of transition to the
cryoplane technology (Cryo1/2/3, see text).
Table 3
Input parameters for the linear response model: fuel consumption (in
carbon per year) of either pure conventional aviation or pure cryoplan
1992 2015
Conv. Cryopl. Conv. C
Fuel (Tg(ke) a1) 129.3 129.3 285.0 2
CO2 (Tg(C) a
1) 111.2 0 245.1from previous and new 3D simulations, and
describing in detail the way these results are utilized
in the linear response model. The possible feedback
of a background climate change on, e.g., ozone
production rates (Grewe et al., 1999; Stevenson
et al., 2000) or contrail formation (Marquart et al.,
2003) will not be accounted for, because respective
results are not available in all cases. For all aircraft
impact components, the global mean RF in a
transition scenario linearly combines the RF con-
tributed from the conventional and from the cryo-
plane part of ﬂeet:
RFðtÞ ¼ ð1 kÞ RFconvðtÞ þ k RFcryoðtÞ. (3)
We further note that, to avoid the use of very small
numbers in the text, we will usually give the aircraft
climate impact in mWm2 (103 Wm2) for RF,
and in mK ð103 KÞ for surface temperature change.
3.1. Greenhouse gases: CO2 and H2O
The primary environmental gain of the cryoplane
technology is caused by the complete avoidance of
CO2 emissions. Table 3 summarizes the key input
values of fuel consumption and CO2 emissions given
to the linear response model in order to calculate
aviation related CO2 concentration change, RF, and
surface temperature change. As soon as the transi-
tion from kerosene to LH2 begins, CO2 emissions
will be reduced. Due to the long atmospheric lifetime
of CO2, its atmospheric concentration (as well as its
RF) changes more slowly, which is reﬂected in the
results of the response model as discussed in Sausen
and Schumann (2000). Fig. 2 shows how all cryo-
plane transition scenarios inhibit smaller CO2
concentration increases than found in Ker. How-
ever, only in Cryo2 an actual concentration decrease
occurs some years before 2050, indicating that the
global CO2 sink begins to dominate over the
remaining aviation CO2 source. The time develop-
ment of CO2 related RF (see Section 4) closely
follows that of the CO2 concentration. As in SausenTg kerosene equivalent (ke) per year) and CO2 emissions (in Tg
e air trafﬁc
2050 Reference
ryopl. Conv. Cryopl.
85.0 471.0 471.0 Penner et al. (1999)
0 405.1 0 Penner et al. (1999)
ARTICLE IN PRESS
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
5.5
6
1990 2000 2010 2020 2030 2040 2050
CO
2-
co
n
ce
n
tra
tio
n 
[µm
o
l m
ol
-
1 ]
time [years]
Ker
Cryo1
Cryo2
Cryo3
Fig. 2. As Fig. 1 but for aircraft induced CO2 concentration
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Fig. 3. Annual mean increase of water vapour mixing ratio (in
nmolmol1) due to emissions of a purely LH2 fuelled air-ﬂeet
using the 2015 inventory, as simulated by the ECHAM4 global
climate model. The thick contour indicates the tropopause of the
model.
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change are taken into account to yield a most
reliable estimate for the RF of aviation CO2. For
aviation CO2 the state of knowledge to quantify the
climate impact can be regarded as good (Penner
et al., 1999; Sausen et al., 2005). Thus, there is no
need to accompany our respective (best) estimate by
maximum and minimum options.
The other greenhouse gas change directly caused
by aircraft emissions is water vapour accumulation
in the UTLS region. The EI of H2O is higher
for LH2 engines than for kerosene engines
(3.21 kg(H2O)/kg(ke) and 1.26 kg(H2O)/kg(ke), re-
spectively). As long as aircraft cruising is restricted
to ﬂight levels in and below the UTLS (and not
shifted to altitudes around 20 km as discussed by,
e.g., Kinnison et al., 2001), accumulation of emitted
water vapour has been assessed as a contribution of
minor importance in the IPCC report (Penner et al.,
1999). The cryoplane impact ﬁrst estimate of
Marquart et al. (2001) also concluded that the
water vapour component to total RF is negligible,
but more recent studies (Gauss et al., 2003; Morris
et al., 2003) have indicated a more substantial
aviation induced H2O concentration increase. It is
conceivable that in the ECHAM4 simulations of
Marquart et al. (2001) the parameterized water
vapour sink (through condensation and subsequent
sedimentation) in the UTLS was too strong due to
an overestimated background water vapour around
the tropopause. On the other hand, Gauss et al.
(2003) and Morris et al. (2003) did not assume anystratospheric sink at all, which might have lead to
overestimated water vapour accumulation despite
of their models employing superior advection
schemes. For the present study we repeated some
of the simulations of Marquart et al. (2001) with a
modiﬁed ECHAM4 version (see Ponater et al.,
2006, for details) which is much less affected by the
background water vapour excess than the standard
ECHAM4. As an example, Fig. 3 shows the
resulting aviation related H2O increase arising from
a hypothetical air-ﬂeet, using 2015 emission data
and assuming pure cryoplane operation. This ﬁgure
forms a direct counterpart to Fig. 5 of Gauss et al.
(2003). Our new RF estimate is signiﬁcantly larger
than that derived by Marquart et al. (2001) but still
hardly half as large as derived by Gauss et al.
(2003). We select this triplet of values (Table 4) as
the key input (best, minimum, maximum estimate,
respectively) for calculating the development of the
RF contribution caused by aviation related H2O
increase. The actual equation reads, in analogy to
Sausen and Schumann’s (2000) Eq. (12) for the
ozone RF
RFH2OðtÞ ¼ SH2O  ð1 kÞ 
EIðH2OÞconv
EIðH2OÞcryo
þ k
" #
 EaðtÞ
Eað2015Þ
, ð4Þ
where SH2O indicates the RF values from Table 4,
the EI(H2O) values are the water vapour emission
indices for kerosene and hydrogen fuel, respectively,
and EaðtÞ indicates the aircraft fuel consumption.
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Table 4
Input parameters for the linear response model: radiative forcing
(in mWm2) of water vapour emitted by a pure cryoplane
aviation in 2015
Scenario RF ðmWm2Þ Reference
Min 1.5 Marquart et al. (2001)
Best 2.8 This study
Max 6.5 Gauss et al. (2003)
A best estimate, as well as minimum and maximum estimates are
provided (see text for details).
Table 5
Input parameters for the linear response model: radiative forcing
(in mWm2) of ozone and methane caused by pure conventional
aviation in 1992
Gas Scenario RF ðmWm2Þ Reference
Min 9.6 Penner et al. (1999)
O3 Best 20.0 Penner et al. (1999)
Max 40.0 Penner et al. (1999)
Min 4.5
CH4 Best 9.4
Max 18.8
A best estimate, as well as minimum and maximum estimates are
provided. The ozone RF values estimated by Penner et al. (1999)
for 1992 had to be scaled to the DLR-1992 fuel inventory used in
the present study. The methane RF values are derived through
linear scaling by a factor of 0.47 (Sausen et al., 2005, see text).
M. Ponater et al. / Atmospheric Environment 40 (2006) 6928–69446934We ﬁnally note that the climate sensitivity para-
meter for aircraft water vapour has been estimated
from a simulation forced by the perturbation pattern
shown in Fig. 3. In order to reach a sensible signal to
noise ratio, however, this perturbation was artiﬁcially
enhanced to a corresponding RF of 60mWm2
(instead of the original 2:8mWm2, Table 4). The
resulting l value turned out to be similar to the CO2
reference value (Table 1).3.2. Greenhouse gas precursors: NOx
The main greenhouse precursor to be considered
here is NOx, which causes a climate impact by
changing atmospheric ozone and, thereby, methane
abundance. Numerous 3D model studies on aircraft
induced ozone concentration change exist (see
Penner et al., 1999; Sausen et al., 2005, and
references therein), which produce a wide range of
results as a consequence of model differences with
respect to transport, chemistry, and radiation.
Varying speciﬁcation of external input like the
aircraft NOx EI or non-aviation NOx sources add
further uncertainties. Rescaling the uncertainty
estimates of Penner et al. (1999, Table 6.1) to the
emission inventories we adopt in the present study,
the range of ozone RF is between 9:6mWm2 and
40mWm2 for the year 1992 (Table 5), and between
30 and 120mWm2 for the year 2050. The more
recent estimate of Sausen et al. (2005) is between 12
and 28mWm2 for the year 2000, i.e. the spread
slightly lowered but has remained considerable. We
adopt the concept of Sausen and Schumann (2000)
to calculate the RF from aviation ozone
RFO3 ðtÞ ¼ SO3  ð1 kÞ 
EIðNOxÞconvðtÞ
EIðNOxÞconvð1992Þ

þk  EIðNOxÞcryoðtÞ
EIðNOxÞconvð1992Þ

 EaðtÞ
Eað1992Þ
, ð5Þwhere SO3 represents the speciﬁc ozone forcing in
1992 (Table 5) and EIðNOxÞ indicates the NOx EI.
Extending over Eq. (12) of Sausen and Schumann
(2000) the k-term describes the contribution of the
cryoplane ﬂeet to the aviation NOx emission, which
will of course depend on the time evolution of the EI
values. Values for this evolution (Table 2) have been
adopted from the CRYOPLANE project (Klug,
2001). For reasons mentioned in the introduction he
has assumed a lower index for LH2 than for
kerosene engines. However, gradual technological
progress throughout the period after 2015 has been
taken into account for both engine types, resulting in
EIðNOx) values as low as 4:5 gðNO2Þ=kgðkeÞ and
1:5 gðNO2Þ=kgðkeÞ for conventional and cryoplane
aircraft in 2050, respectively.
It is further assumed implicitly by Eq. (5) that the
RF of aircraft induced ozone increases linearly with
aircraft NOx emissions, an approximation derived
by Grewe et al. (1999) from a large number of
chemistry model results. The limits of this linearity
assumption seem to introduce an uncertainty of
about 20% for the calculated RF (Isaksen et al.,
2001; Grewe et al., 2002a), which we deem smaller
than other uncertainties discussed in this section
(e.g., for the EI or the reference aircraft ozone
forcing). The development of NOx emission indices
according to Table 2 and the RF of 20mWm2
(Penner et al., 1999, and Table 5) for 1992
conditions form the basis of our best estimate for
the RF of aviation ozone. We also provide an
alternative scenario (‘‘EI high’’) where no techno-
logical progress for the conventional tech-
nology occurs. Furthermore, we form minimum
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factor 0.5 in the main scenario or by a factor 2 in the
EI high scenario, respectively (Table 5). The
resulting wide range of uncertainty closely follows
the IPCC considerations (Penner et al., 1999)
reported above.
The total climate impact of aviation NOx emis-
sions must also include their direct and indirect
effect on the atmospheric concentration of the
hydroxyl radical and, thus, on the lifetime of
methane (see Fuglestvedt et al., 1999, and references
therein). The net NOx-methane radiative feedback is
negative, i.e., it reduces part of the positive RF due
to the aircraft induced ozone increase. Generally we
adopt the simpliﬁed treatment introduced by Penner
et al. (1999) to estimate the RF due to reduced
methane lifetime by a constant factor:
RFCH4 ðtÞ ¼ D RFO3 ðtÞ. (6)
From a review of ensemble chemistry simulations
performed for the more recent TRADEOFF pro-
ject, Sausen et al. (2005) have concluded that these
results indicate a substantially smaller methane RF
contribution. Therefore we do not use the factor of
D ¼ 0:67 given by Penner et al. (1999) but rather the
one derived from the TRADEOFF results,
D ¼ 0:47. We emphasize that the uncertainty
associated with the methane contribution must be
regarded as even larger than for ozone, and that the
competition between ozone and methane RF may
be different for NOx sources other than aviation.
Hence, the linear treatment of methane RF adopted
here is only acceptable on a global perspective and is
applied in the absence of an established superior
method.
In estimating the global temperature effect we
account for the differences in the climate sensitivity
of both methane changes and aircraft ozone changes
in comparison to CO2 (Table 1). The l value for
aviation ozone has been derived from a couple of
simulations based on the perturbation patterns
presented by Grewe et al. (2002a) and is by about
40% larger than the CO2 value. Aviation ozone
increase is largest in northern polar and mid-
latitudes, a pattern that tends to enhance the forcing
efﬁcacy in comparison to horizontally homogeneous
or low latitude perturbations (Berntsen et al., 2005).
The efﬁcacy of the methane forcing turned out to
range between those of the CO2 and aviation ozone
forcings. Hence, the net effect of aircraft NOx
emissions to global mean surface temperature willslightly exceed the relative contribution expected
from the sum of ozone and methane RF.
3.3. Contrails
One of our main improvements over the pilot
study of Marquart et al. (2001) is the inclusion of
new results on the lower optical depth of cryoplane
contrails in 3D simulations with ECHAM4. This
information has been gained by deriving, by means
of a microphysical model (Stro¨m and Gierens,
2002), particle size distribution and effective ice
crystal radius differences from contrail lifetime
simulations for kerosene and LH2 aircraft. There
are less but larger ice crystals in cryoplane contrails
due to the absence of particles in the engine exhaust.
ECHAM4 based RF calculations are available for
the 1992, 2015, and 2050 inventories with pure
kerosene fuel consumption from Marquart et al.
(2003) and for the 2015 and 2050 inventories with
pure LH2 consumption from Marquart et al. (2005).
As an example, Fig. 4 shows the distribution of
cryoplane induced contrails in 2015 with a corre-
sponding global mean RF of 8:0mWm2, while the
RF by conventional aviation from the same
inventory would be 9:8mWm2 (Marquart et al.,
2005). The best estimates of Marquart et al. (2005)
indicate a moderate global RF reduction by about
20% in the cryoplane case for each time slice. For
the present study a ﬁctive cryoplane estimate has
also been performed using the 1992 inventory. It
yields a RF of 3:1mWm2 in contrast to the
3:5mWm2 estimated by Marquart et al. (2003) for
kerosene supported 1992 aviation. The set of key
numbers indicates some degree of nonlinearity in
the time dependence of RF from fuel consumption
and propulsion efﬁciency. However, as proposed by
Schumann (2001) in extending the Sausen and
Schumann (2000) model, the nonlinearity can be
accounted for by a slight modiﬁcation in the linear
response function for RFcontrailsðtÞ, which we use
here in the form:
RFcontrailsðtÞ ¼ Sconvcontrails  ð1 kÞ 
0:1þ ZconvðtÞ
0:1þ Zconvð1992Þ
"
þScryocontrails  k 
0:6þ ZcryoðtÞ
0:6þ Zcryoð1992Þ
#
 EaðtÞ
Eað1992Þ
.
ð7Þ
Unlike Eqs. (4) and (5), the speciﬁc RF for contrails
(Scontrails) is provided separately for the conven-
tional and the cryoplane case, using 1992 values as
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Fig. 4. Annual mean contrail cover produced by a purely LH2 supported air-ﬂeet for the 2015 aviation inventory, as simulated by the
ECHAM4 global climate model.
Table 6
Input parameters for the linear response model: contrail RF (in mWm2) for either pure conventional aviation or pure cryoplane aviation
in 1992
Scenario Conv. Cryopl. Reference (Conv.) Reference (Cryopl.)
Min 3.5 3.1 Marquart et al. (2003) This study
Best 6.2 5.5 Sausen et al. (2005) Scaled, see text
Max 17.0 15.0 Minnis et al. (1999) Scaled, see text
Best as well as minimum and maximum estimates are provided.
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propulsion efﬁciencies Z (which are in fact expected
to be the same for both technologies, see Table 2)
are modiﬁed by an additive constant (Schumann,
2001). This means a tuning of the two terms of the
right-hand side of Eq. (7) to ﬁt the time develop-
ment of the contrail RF calculated by the more
comprehensive 3D model. We note that assuming
equivalent overall propulsion efﬁciency for both
technologies is consistent with results of the CRYO-
PLANE project (see Marquart et al., 2005, and
references therein) with the possible 10% fuel use
penalty mentioned in Section 2.3.
Marquart et al. (2005) have provided the most
comprehensive approach to quantify contrail RF
differences between kerosene and LH2 fuelled air-
craft engines. However, the general magnitude of
their contrail RF estimates is at the lower end in
comparison to other calculations available forcontrails from kerosene supported aviation (Minnis
et al., 1999; Myhre and Stordal, 2001). The study of
Minnis et al. (1999) formed the basis of the contrail
best estimate in the IPCC report (Penner et al.,
1999), indicating a RF of 17mWm2 for conven-
tional air trafﬁc in 1992 and, thus, being a factor ﬁve
larger than the ECHAM4 based estimate for the
same year (Marquart et al., 2003). However, Minnis
et al. (1999) relied on regional observations (mainly
over the United States) to derive contrail optical
depth, which may not have given representative
values for the globe. Based on more recent contrail
studies Sausen et al. (2005) have replaced the IPCC
best estimate by a new one (10mWm2 for 2000
conditions), still larger than the ECHAM4 values in
Table 6. Hence, while we stay with Eq. (7) as
derived from the ECHAM4 results, we use these key
values (Scontrails) only to deﬁne the minimum
estimate. Our best estimate will follow the Sausen
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scaled to a corresponding cryoplane estimate by the
factor of 0.89 implied by the ECHAM4 results
(Table 6). The same scaling procedure has been
applied to form an upper estimate based on the
Minnis et al. (1999) RF calculations.
Table 6 values only represent the RF of persistent
line-shaped contrails. As discussed by Schumann
(2005) total aviation induced cloudiness may exceed
that impact considerably. The respective mechan-
isms are spreading of linear contrails by wind shear
(contrail cirrus), and indirect effects due to particle
accumulation in the UTLS. Currently, the amount
of both impact components, as well as their sum, are
highly uncertain: available estimates indicate a
coverage larger by a factor between about 2 (Minnis
et al., 2004) and about 10 (Mannstein and
Schumann, 2005) in comparison to line-shaped
contrails. Sausen et al. (2005) assess the current
knowledge on total high cloud changes induced by
conventional aviation as insufﬁcient to deﬁne a RF
best estimate. Sensible assumptions for character-
istic optical properties for contrail cirrus from
cryoplanes are even harder to make. As the
simulations of Stro¨m and Gierens (2002) indicate
larger particle sizes in cryoplane contrails, further
differences have to be expected for ice crystal
sedimentation and lifetime between both contrail
types. It is also not yet possible to decide which part
of aircraft induced cirrus has to be attributed to
either spreading contrails or indirect aerosol effects.
Hence, total aircraft induced cirrus cannot reason-
ably be included in the linear response model
calculations. We will return to this limitation of
our assessment in the concluding discussion.
The efﬁcacy r for contrails (Table 1) has been
provided and discussed by Ponater et al. (2005). It
indicates the lowest value of all aviation contribu-
tions and, thus, reduces the importance of contrail
RF for the surface temperature response.
4. Climate impact change from technology transition
We now present the differences of the global
mean impact between the various transition scenar-
ios. Fig. 5 shows the global RF development for all
scenarios, separately for each component of the
total effect. The ﬁgure also includes the maximum
and minimum estimates. Note the individual scaling
of the ordinate for various agents. Table 7 gives the
RF values yielded for each component and for each
scenario at the end of the transition period, i.e., in2050. The best estimates are emphasized by bold
numbers. Table 7, last column, also includes the
percentage of the sum of RFs (relative to Ker) that
remains in 2050 for the various estimates and
transition scenarios.
As discussed in Section 3, the RF contributions of
aviation CO2, ozone, and contrails are smaller in all
transition scenarios than in the pure conventional
scenario Ker. RF from CO2 basically follows the
CO2 concentration (Fig. 2), again reﬂecting the
large delay between changes in CO2 emissions and
corresponding climate forcing. Even in the Cryo2
scenario, with its vanishing CO2 emissions at the
end of the transition period, CO2 RF will still be
higher in 2050 than in 2015 due to atmospheric CO2
increase during most of the transition period. With
respect to the NOx effect, Fig. 5 displays only the
evolution of ozone induced RF, which for the net
impact will be damped by the methane contribution
according to Eq. (6). The RF contribution of ozone
drops rather rapidly after 2030 for all transition
scenarios. By 2050 the RF reduction due to smaller
ozone increase for cryoplanes is, for the best
estimate, similar or even somewhat higher than the
reduction effect contributed by CO2. For the cases
assuming traditional combustion technology for
conventional engines (‘‘EI high’’, see NOx emission
indices in Table 2) the relative reduction of ozone
RF would be quite substantial. Contrail RF is
projected to be slightly smaller for the cryoplane
scenarios compared to Ker, but still increases with
time until 2050 for the Cryo1 and Cryo3 scenarios
as the effect of increasing air trafﬁc dominates over
the reduction effect of the technology transition. As
in Marquart et al. (2001) the water vapour RF
increases in the cryoplane case, but by absolute
magnitude this contribution remains the smallest.
Only its maximum estimate is able to compete with
the best estimate of contrail RF, which is the second
smallest. The overall impression of the projected
environmental gain is that all cryoplane scenarios
give a smaller climate impact, in terms of RF in
2050, indicating a RF reduction to between 54%
and 85% relative to the reference scenario Ker. The
early begin of the transition in Cryo2 provides a
deﬁnite advantage. This scenario clearly stands out
as the most efﬁcient one (even taking into account
the considerable maximum to minimum range).
Following the best estimates, the achievable
reduction of the total aviation RF in 2050 would
be 29%, from about 128mWm2 in Ker to about
90mWm2 in Cryo2.
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Fig. 5. Global mean radiative forcing (in Wm2) due to conventional air trafﬁc and cryoplane transition scenarios up to 2050 (separately
for CO2, ozone, contrails, and water vapour).
M. Ponater et al. / Atmospheric Environment 40 (2006) 6928–69446938Fig. 6 compares the best estimates for the time
development of RF and for the surface temperature
change, while Table 8 forms the counterpart to
Table 7 in giving the climate impact change in terms
of aviation induced surface temperature change for
2050 rather than in RF units. Evidently, the relative
difference between the transition scenarios is much
smaller if surface temperature changes are used as
the metric of climate impact. The reason is the delay
between forcing and response due to the thermal
inertia of the climate system. The total aviation
impact on surface temperature is smaller than in
Ker for all transition scenarios. It is noteworthy that
the reduction of temperature increase by cryoplaneintroduction receives the strongest contribution
from NOx emissions reduction (even including the
methane effect), if the 2050 time horizon is
considered. This is also a consequence of the high
climate sensitivity of aviation ozone. If the same
efﬁcacy had been assumed for all forcings, CO2
would still contribute more than NOx (via the
sum of ozone and methane), as it does for the RF
(Table 7). Likewise, due to the low efﬁcacy of the
contrail forcing the corresponding climate impact
reduction almost cancels with the climate impact
enhancement due to increasing water vapour
accumulation, although these two effects barely
inﬂuence the net effect of the technology switch
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Table 7
Results of linear response model: global radiative forcing (in mWm2) caused by conventional air trafﬁc and cryoplane transition
scenarios for 2050
Scenario CO2 O3 CH4 H2O Contrails Sum Fraction
Ker Min 17.5 8.2 1.0 19.1 102.3
Best 72.9 36.4 17.1 1.9 33.9 128.0
EIhigh 91.1 42.8 157.0
Max 182.1 85.6 4.2 92.9 266.5
Cryo1 Min 8.8 4.2 2.0 15.6 83.2 (81%)
Best 61.0 18.4 8.7 3.8 27.7 102.2 (80%)
EIhigh 37.1 17.4 112.2 (71%)
Max 74.1 34.8 8.5 75.7 184.5 (69%)
Cryo2 Min 4.4 2.1 2.5 13.8 74.9 (73%)
Best 56.3 9.1 4.3 4.8 24.5 90.4 (71%)
EIhigh 9.1 4.3 90.4 (58%)
Max 18.2 8.6 10.7 66.8 143.4 (54%)
Cryo3 Min 10.1 4.8 1.8 16.1 87.3 (85%)
Best 64.1 21.1 9.9 3.5 28.6 107.4 (84%)
EIhigh 45.2 21.2 120.2 (77%)
Max 90.3 42.2 7.8 78.3 198.3 (74%)
Values in brackets gives the total radiative forcing in the ‘‘Cryo’’ scenarios relative to the respective estimate of the ‘‘Ker’’ scenario (in%).
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Fig. 6. Global mean radiative forcing (in Wm2) and temperature change (in K) due to conventional air trafﬁc and cryoplane transition
scenarios up to 2050 (all components).
M. Ponater et al. / Atmospheric Environment 40 (2006) 6928–6944 6939(Fig. 6, right). The best estimates for climate im-
pact reduction due to cryoplane transition in terms
of surface temperature indicate a potential reduc-
tion to between 90% and 95% of the impact
expected for Ker in 2050. If all minimum and
maximum estimates are considered too, the range
widens to between 83% and 96% (Table 8). Longertime horizons will be discussed in the concluding
section.
5. Discussion and conclusions
In this study we have used state-of-the-art
knowledge about the environmental effects of
ARTICLE IN PRESS
Table 8
Results of linear response model: global temperature change (in mK) caused by conventional air trafﬁc and cryoplane transition scenarios
for 2050
Scenario CO2 O3 CH4 H2O Contrails Sum Fraction
Ker Min 11.4 4.6 0.3 3.2 30.9
Best 20.6 23.7 9.6 0.7 5.6 41.0
EIhigh 38.2 15.4 49.7
Max 76.4 30.9 1.5 15.3 82.9
Cryo1 Min 10.0 4.0 0.4 3.0 29.0 (94%)
Best 19.6 20.9 8.4 0.9 5.3 38.3 (93%)
EIhigh 31.1 12.6 44.3 (89%)
Max 62.2 25.1 2.0 14.4 73.1 (88%)
Cryo2 Min 9.5 3.8 0.5 2.9 28.3 (92%)
Best 19.2 19.8 8.0 1.0 5.1 37.1 (90%)
EIhigh 28.3 11.4 42.2 (85%)
Max 56.6 22.9 2.2 14.0 69.1 (83%)
Cryo3 Min 10.4 4.2 0.4 3.0 29.6 (96%)
Best 20.0 21.6 8.7 0.8 5.3 39.0 (95%)
EIhigh 32.8 13.3 45.6 (92%)
Max 65.7 26.6 1.8 14.6 75.5 (91%)
Values in brackets gives the total temperature change due to the ‘‘Cryo’’ scenarios relative to the respective estimate of the ‘‘Ker’’ scenario
(in%).
-0.04
-0.02
0
0.02
0.04
0.06
0.08
0.1
0.12
gl
ob
al
 ra
di
at
ive
 fo
rc
in
g 
[W
m-
2 ]
CO2 O3 CH4 H3O contrails sum
Ker
CRYO1
CRYO2
CRYO3
-0.01
0
0.01
0.02
0.03
0.04
0.05
gl
ob
al
 te
m
pe
ra
tu
re
 c
ha
ng
e 
[K
]
CO2 O3 CH4 H2O contrails sum
Ker
CRYO1
CRYO2
CRYO3
Fig. 7. Total global radiative forcing (in Wm2) and temperature change (in K) at the 2050 time horizon, as caused by a conventional air
trafﬁc scenario and several cryoplane transition scenarios according to the best estimates listed in Tables 7 and 8.
M. Ponater et al. / Atmospheric Environment 40 (2006) 6928–69446940kerosene and liquid hydrogen (LH2) fuelled aircraft
to assess the potential of a gradual switch to the
cryoplane technology for reducing the aviation
induced global climate impact. As summarized in
Fig. 7, the cryoplane transition scenarios indicate a
reduction of radiative forcing (RF) by up to 30%
(about 40mWm2) and of global mean surface
temperature increase by up to 10% (about 4mK)
at the 2050 time slice. These numbers depend on
a delicate balance between various contributingeffects, which in some cases contain a considerable
quantitative uncertainty. Nevertheless we can con-
clude that the possibility of an even enhanced
climate impact due to cryoplane introduction
(Marquart et al., 2001) can now be excluded.
Fig. 7 also illustrates the relative importance of
individual effects according to our best estimate: the
largest beneﬁcial contribution arises from the
avoidance of CO2 emissions and the higher poten-
tial of reducing NOx emissions in case of LH2
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aircraft emitted water vapour accumulating at
cruising altitudes remains weak (as long as current
ﬂight levels are retained). The net effect of cryoplane
contrails is likely to be less positive than for
contrails from conventional aircraft, because smal-
ler optical depth dominates over higher occurrence
frequency on the global scale. However, the contrail
contribution to the environmental gain is less
important than the contribution arising from CO2
and NOx emissions decrease in the cryoplane case.
We have not included the direct radiative effect of
particle emissions in the bar charts of Fig. 7,
because it has not been re-evaluated in this study.
However, it does not seem to be of relevance that
this effect will vanish for cryoplane aviation,
because it is already quite small in case of
conventional aviation (Penner et al., 1999).
Indirect particle emission effects through aircraft
induced cirrus may be more crucial. With current
knowledge in mind, the absence of aviation induced
cirrus in the ‘‘sum of effects’’ displayed in Fig. 7
forms an important limit to our assessment.
However, we deem the scientiﬁc basis to draw
quantitative conclusions to be insufﬁcient for
assessment purposes. Concerning the cryoplane
aspect, any progress to achieve a best estimate for
aviation induced cirrus requires that the relative
importance of spreading contrails and microphysi-
cal effects arising from aerosol accumulation in the
UTLS can be quantiﬁed by advanced model frame-
works. Respective concepts have recently been
developed (Ka¨rcher et al., 2006), but aircraft related
results so far have remained preliminary (Hendricks
et al., 2005). We expect that measurements in
contrails forming behind a cryoplane prototype will
be necessary, in order to evaluate respective future
model calculations. Anyway, if the cirrus increase
RF induced by conventional aviation were as large
as the maximum estimate of Sausen et al. (2005),
this would suggest an even enhanced environmental
beneﬁt of cryoplanes: These do not emit particles
(meaning no indirect effect due to background
aerosol accumulation) and cause contrails with
smaller optical depth and, potentially, a shorter
lifetime (see Section 3.3). Working in the other
direction there will be more line-shaped contrails to
spread, but there is no reason why this could lead to
a stronger counter effect than in case of the line-
shaped contrails (Marquart et al., 2005).
Other assumptions entering our assessment have
already been mentioned: we presume a lineardependency between emissions and radiative impact
for spatially inhomogeneous climate forcings as
contrails or aircraft induced ozone. This may be
justiﬁed only as long as the air trafﬁc density pattern
with respect to latitude and altitude does not
substantially change with time. The way in which
methane lifetime changes are considered is certainly
a crude one. Feedbacks of background climate
change to the aircraft perturbations have not been
included here. All these shortcomings, however,
seem to be acceptable, because they imply uncer-
tainties within the range given in the IPCC special
report (Penner et al., 1999). The general uncertainty
considerations expressed by Penner et al. (1999)
continue to be valid anyway. At least, our main goal
to quantify relative differences between the technol-
ogy option should not be signiﬁcantly affected.
There are two further caveats that need to be
addressed here: running an infrastructure for cryo-
plane operation may include the release of more
hydrogen to the environment, with possible con-
sequences for tropospheric and stratospheric chem-
istry (Tromp et al., 2003; Schultz et al., 2003;
Warwick et al., 2004). Current estimates, however,
are not reliable enough to enter this assessment. Our
assumption of zero CO2 emissions for LH2 engines
(Table 3) is only justiﬁed if all LH2 needed to supply
a world-wide air-ﬂeet can be provided by renewable
energy sources. As soon as any CO2 is emitted
during the LH2 production process (or, precisely, if
LH2 production requires more fossil fuel burning
than kerosene production), the gain suggested by
Figs. 1 and 2 will decrease accordingly. There are no
reliable data about the future development of
renewable energy sources available to include this
aspect in the assessment, but the presumption has to
be emphasized as part of our quantitative conclu-
sions.
Finally, it is important to note that the advantage
of the CO2 avoidance would become more obvious
for longer time horizons. There are no credible
aircraft inventories for the time after 2050. How-
ever, if we assume constant aircraft fuel consump-
tion and emissions on the 2050 level for the
subsequent 50 years, the CO2 related RF in the
kerosene scenario (Ker) will continue to increase,
while it will not for the cryoplane scenarios where
zero CO2 emissions occur shortly after 2050, as soon
as the transition will be completed. Fig. 8 illustrates
what this would mean for the aviation induced
surface temperature change: the potential of cryo-
plane related temperature impact reduction would
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Fig. 8. Simulation of global mean surface temperature change (in K) due to conventional air trafﬁc and for cryoplane transition scenarios
for a period up to 2100. Left panel displays the individual components that sum up to give the total effect shown in the right panel. The
fuel consumption for years between 2050 and 2100 is ﬁxed to 2050 conditions.
M. Ponater et al. / Atmospheric Environment 40 (2006) 6928–69446942increase from the above mentioned 10% range in
2050 to about 45% in 2100. Total RF at 2100 (not
shown) would be reduced by between 50% to 60%,
depending on the speciﬁc transition scenario. (These
values imply again zero CO2 emissions in the
cryoplane scenario.) It is apparent that, with
transition scenarios as employed in this study, the
environmental beneﬁts of the cryoplane technology
would evolve mainly on timescales of 50 years and
longer.
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