This paper focuses on the problem of clustering data from a hidden or a deep web data source. A key characteristics of deep web data sources is that data can only be accessed through the limited query interface they support. Because the underlying data set cannot be accessed directly, data mining must be performed based on sampling of the datasets. The samples, in turn, can only be obtained by querying the deep web databases with specific inputs. Unlike existing sampling based methods, sampling costs, and not the computation or memory costs, are the dominant consideration in designing the technique for sampling.
Introduction
In recent years, one mode of data dissemination has become extremely popular, which is the deep web. Deep web is the term coined to describe the contents that are stored in the databases and can be retrieved over the internet by querying through HTML forms, which are also called query interfaces. An early study on the deep web, conducted in year 2000, estimated that the public information in the deep web is 500 times larger than the surface web, with 7,500 Terabytes of data, across 200,000 deep web sites [3] .
The deep web has received much attention lately [20, 5, 29, 30, 6, 16, 23, 22] . A number of recent efforts have also been building deep web querying systems [20, 5, 29, 30, 6] , trying to provide mediator-like support. However, given the volume of information contained in the deep web, it is desirable to obtain summary or key insights from one or more deep web data sources. Unfortunately, mining a deep web data source involves several unique challenges, which have not yet been adequately addressed. This paper specifically focuses on the problem of clustering data from a deep web data source. There are many examples where clustering data from a deep web data source can help obtain a useful summary of the entire data set. As one simple example, let us consider a county real-estate data source. Table 1 shows an example of the back-end database for a deep web data source of real-state. The database contains 16 properties described by 5 attributes, including the Year of construction, the number of Bedrooms, the numbers of Bathrooms, Price, and the Square Footage of each property. Typically, such web-sites make records on all residential properties in the county. A person considering relocation to the county may wish to obtain a summary of the residences in the county, in terms of their value and square footage. Such a summary can be obtained through the clustering process, and can help a person know their options while looking to purchase a property.
Clustering in particular, and data mining in general, on the deep web is challenging because the databases cannot be accessed directly. Instead, the data can only be accessed through query interface(s), which are based on input attribute (s) . A user query involves specifying value(s) for these attributes, and in response to such a query, dynamically generated HTML pages are returned as the output, comprising one or more output attribute(s). Thus, the only practical method for mining a deep web source is to sample the dataset. The samples, in turn, can only be obtained by querying the deep web databases with specific inputs. In Table 1, the query interface contains three input attributes, year of construction, number of bedrooms and number of bathrooms. The returned output html web-page(s) provide the information of two output attributes, which are the price and the square footage.
The clustering problem is clearly one of the most widely studied problems in the data mining community [36, 17, 24, 34, 15, 26] , but there is no existing work on clustering a hidden or a deep web data source. We particularly consider hierarchical clustering [34] , where the goal is to group data objects into a tree of clusters based on the similarity between the clusters. The traditional clustering methods identify clusters by grouping similar data points together. On a deep web data source, the challenge we face is of carefully obtaining samples to be able to create clusters. Sampling for efficient clustering has also been quite widely studied [19, 21, 25, 14] . Among the methods proposed in the literature, CLARA (Clustering LARge Applications) [19] uses samples to find the potential medoids of the data. The entire dataset is assigned to potential medoids, and the best system of medoids is computed based on a particular objective function. Kollios et al. [21] investigate the use of biased sampling according to the density of the data set, with the goal of speeding up the data mining task, including clustering. Meek et al. [25] examine the application of the learning-curve sampling method to the task of model-based clustering using the popular expectation-maximization (EM) algorithm. A fast and exact k-means clustering [14] has been developed, which provably produces the same cluster centers as reported by the original k-means algorithm. However, none of these methods can be applied for the problem of clustering data from a deep web data source, since the entire dataset is not accessible.
Thus, an efficient and effective sampling method aiming at solving the clustering problem on the deep web is required. Unlike sampling based methods developed for other data sets, computation or memory costs are not the dominant factor while mining the deep web. The key consideration, instead, is the sampling cost, which refers to the number of distinct queries that need to be issued in order to obtain the sample from the deep web. This is because acquiring data from the deep web is time-consuming, as the queries are executed over a wide area network. A recent study from a deep web integration system shows that nearly 80% of the execution time for deep web queries is spent on data delivery between the server and the clients [33] . Thus, in developing sampling methods for clustering on a deep web data source, the two challenges are: 1) how to achieve a high estimation accuracy on mining results when the distribution of data is unknown, and 2) how to achieve a high estimation accuracy with a low sampling cost. Specifically, the distribution of any output attribute is not available from the data source, and thus the clustering on the output attributes need to be estimated by sampling.
This paper presents and evaluates a hierarchical clustering method based on stratified sampling. Our work includes the following three contributions. First, we have developed a stratification scheme for a deep web data source. In our method, the stratification is done through a tree that also models the relation between the input and output attributes. Second, we have developed a two-phase sampling scheme, which include a representative sampling phase, where the data records are obtained independently from each stratum, instead of being randomly drawn from the entire population, and a second phase, where we focus on boundary points between the clusters. Finally, we have developed a stratified hierarchical clustering algorithm that weighs different sampled points differently.
We have evaluated our method using two synthetic and one real datasets. Our comparison shows significant gains in estimation accuracy from our two-phase sampling method. We also compare our stratified hierarchical clustering with classic hierarchical clustering, and the results show the benefits of the performance of stratified hierarchical clustering over classic hierarchical clustering. Overall, our results can be summarized as follows. First, we reduce the average distance from the cluster centers by up to 20%, over a method that would apply the existing hierarchical clustering algorithm on a simple random sample, using the same sample size (thus, with the same sampling cost). Considering a different aspect, we can achieve the same level of accuracy with up to 25% lower sample size, thus reducing the sampling costs involved.
Challenges and Overview of Our Approach
This section summarizes the main challenges in clustering data from a hidden data source (like deep web).
As stated earlier, a deep web data source comprises a query interface and a back-end database hidden from the web. Records from the back-end database can be retrieved only by submitting queries to the interface. A user submits a query to a deep web source by specifying the values of input attributes on the query interface. Data records from the back-end database that satisfy the query are returned in the form of HTML pages, containing the values for output attributes.
The key challenge in mining (or even querying) a deep web data source arises because the data in the back-end database is inaccessible. Typically, given an query composed of values of one or more of the input attributes, a deep web data source will return the number of data records satisfying the input query. Using this information, the distribution, as well as clustering, on input attributes can be obtained. However, since the distribution of output attributes is unknown, discovering the clusters on output attributes is difficult.
A naive solution for this problem will be to obtain a simple random sample from the deep web [2, 11, 12] , and then apply a traditional clustering algorithm, such as the popular k-means algorithm [15] or a hierarchical clustering algorithm [34] . However, a simple random sampling may not be able to represent the entire population when the sample size is small, whereas, obtaining a large sample can be very expensive. Since obtaining data from the deep web is time consuming, it is required to have an efficient sampling method.
In our method, stratified sampling [9] is applied to obtain a sample from the deep web, and based on such a sample, hierarchical clustering is performed to identify the clusters of the back-end database. Unlike simple random sampling, which draws a sample from the population in entirety, stratified sampling picks separate samples from H groups, which are also called strata or sub-populations. In the deep web, the distribution of the input attributes provided by the deep web and the relationship between the input attributes and output attributes created using an initial sample helps identify the clusters of output attributes. The back-end database of the the deep web is stratified based on a pilot sample so that the relationship between input attributes and output attributes is learnt.
There are two important steps in stratified sampling, which are stratification -the process of dividing the entire population into sub-populations, and sample allocation -determining the size of sample drawn from each stratum. The stratification is achieved by a tree construction process, which is also used to model the relation between the input and output attributes. The tree is recursively built on the query space of the data source, and stratifies the corresponding population into strata. The sample allocation is performed with the goal of obtaining a representative sample where a good estimation of the mean values of the output attributes is achieved. The size of the sample drawn from each stratum is determined so that the variance of estimated mean values of output attributes is minimized. A new hierarchical clustering algorithm is applied on the obtained sample to identify the clusters.
Since obtaining clusters with a low sampling cost is important, we heavily sample the regions at the boundaries between the clusters. This is the second phase of the sampling process, where the sample allocation is performed to sample strata with a high probability of containing data points on the boundary. This is because such boundary points are most effective in refining the clusters. Thus, the overall process is as follows. In the beginning, a pilot sample is obtained by randomly sampling the deep web. Then, a tree is recursively built based on the pilot sample, resulting in a stratification of the population of the data source. Next, sample allocation is performed so that a representative sample is obtained from the data sources. A hierarchical clustering algorithm is then applied to obtain the clustering result. As a refinement step, samples based on the boundary data are used to further improve the results.
In the following sections, we will present our algorithms for stratification, and then introduce our two phase sampling method for sample allocation.
Stratifying a Deep Web Data Source
This section focuses on the first step in our approach, which is the algorithm for stratification on a deep web data source. Stratified sampling helps improve performance when data varies considerably across sub-populations, whereas the variance within each sub-population is small. Thus, in our algorithm, stratification is performed so that data records contained in the same stratum are as similar as possible. Another consequence of our stratification process is that the distribution of output attributes is predicted effectively by the values of input attributes in each stratum. This helps obtain output records that are most effective in improving the quality of clustering.
Main Ideas
Stratification clearly needs to be performed on the query space composed of input attributes in the query interface. The data in a deep web source can be considered to correspond to the entire query space, whereas the sub-populations correspond to query sub-spaces. More precisely, a sub-population comprises of data records that can be obtained by submitting queries from the corresponding sub-space.
Overall, in our method, the stratification is achieved by building a query sub-space tree recursively, i.e, each node in the tree represents a query sub-space. Associated with the node are a set of potential splitting input attributes, one of which needs to be chosen to further stratify the query subspace of the node. This is done in a greedy fashion, with the goal being to create strata in a way that the variance of the output attributes within each of the resulting strata is small. Therefore, at each step, for a leaf node of the tree, the input attribute that would decrease the variance of the values of output attributes the most is selected.
In the example of real-estate data source shown earlier in Table 1 , we can observe the following trend. The square footage and the price of the properties have increased with the year of construction, reflecting the trend that lower interest rates prompted demand for bigger (and more expensive) new properties. In comparison, there is no clear trend with respect to the other two input parameters, which are the number of bedrooms and bathrooms. Thus, by creating different strata using the attribute year of construction, we will obtain more homogeneous query sub-spaces, i.e., the variance in the values of the output attribute within each stratum will be lower.
Formally, for a deep web data source DP , let IS = {I 1 , I 2 , . . . , I p } denote the set of input attributes and OS = {O 1 , O 2 , . . . , O q } denote the set of output attributes. For a leaf node LN in the tree, let Q represent the corresponding input query, which is composed of SI, a subset of input attributes. The potential splitting input attributes for the node LN , which is represented by P I = IS −SI, is composed of input attributes that are not contained in the query Q. Under the query space of node LN , the variance for an output attribute O j ∈ OS, V ar(O j ), is computed by:
where x s represents the value of the output attribute O j ,
x s denotes the estimated mean for output attribute O j , and n denotes the number of sampled data records under the space of node LN in the initial sample.
For the potential splitting input attribute P i ∈ P I associated with the domain DM i = {a i,1 , . . . , a i,t }, the decrease of variance corresponding to the output attribute O j ∈ OS is computed as:
represents the conditional probability of input attribute P i assigned by value a i,k under the space of input query Q. With the assumption that a deep web data source provides the prior probability of input attributes, such as p(P i = a i,k , Q) and p(Q), the conditional probability of p(P i = a i,k |Q) can also be obtained.
Using the potential splitting input attribute P i to stratify the query space of LN , there are t potential children generated, by assigning the values to the input attribute P i . V ar k (O j ) denotes the variance for the output attribute O j under the subspace of the k th potential child node, and the computation is similar to that of V ar(O j ).
For the set of output attributes OS, the computation of decrease of variance is similar. For potential splitting input attribute P i ∈ P I, the decrease of the variance for the set of output attributes OS is computed as the summation of the decrease of the variance for each output attribute O j ∈ OA:
The potential splitting input attribute P i with the largest decrease of variance ∆V ar i is chosen to split the subspace of node LF .
Avoiding Overstratification
In some cases, the input query space might be overstratified, and the performance of the stratified sampling may be deteriorated. Thus, we use a statistical hypothesis test to check whether the decrease of variance of output attributes is significant. This is done by examining the significant relation between the potential splitting input attribute P i and the set of output attributes, OS. The idea behind the hypothesis test is that if there isn't a significant relation between the splitting input attribute P i and the set of output attributes OS, the distribution of the set of output attributes OS in the node LF would be similar to that in each of children nodes. Thus, there would only be a little reduction in the variance of output attributes, which is denoted as ∆V ar i in the Expression 3.2. On the contrary, if there is a strong relation between the splitting input attribute P i and the set of output attributes OS, the decrease of variance of output attributes would be significant.
Specifically, we use the chi-square hypothesis test [18] : H 0 : There is no significant relation between P i and the set of output attributes OS. H a : There is significant relation between P i and the set of output attributes OS.
The decision rule for the hypothesis test is based on the statistics s, which is computed as follows:
where n denotes the number of data records under the space of leaf node LF in the initial sample, and |Σ| denotes the determinant of the covariance matrix Σ for the set of output attributes OS under the space of node LF . The latter is estimated as:
where the vector o l represents the values of the output attributes in OS, and o denotes the vector of the mean, which is computed by:
In the Expression 3.3, |Σ sub | represents the determinant of the matrix Σ sub , which is computed as the weighted summation of the covariance matrix under the subspace of each potential child node of LN :
Here, Σ k denotes the covariance matrix for the output attributes in OS under the space of the k th potential child node of LN . The computation of covariance matrix Σ k is similar to that of Σ shown in the Expression 3.4. Under the null hypothesis H 0 , the statistics s has the distribution of chi-square with degrees of freedom q(t − 1), where q = |OS| denotes the number of output attributes, and t = |DM i | denotes the size of the domain for splitting input attribute P i . With the significant level of 95%, the decision rule is as follows: if the statistics s > χ 0.05 (q(t − 1))), we reject the null hypothesis H 0 , and conclude that there is a significant relation between the input attribute P i and the set of output attributes OS. Otherwise, we fail to eject the null hypothesis H 0 , and conclude that there is no significant relation between P i and OS. The value of χ 0.05 (q(t − 1))) can be obtained from standard statistics literature(for example [28] ).
∆V ar ← 0
5:
for all Oj ∈ OS do 6:
∆V ar = ∆V ar + ∆V ari,j 7: end for 8: if ∆V ar > M axDeltaV ar then 
for all a k ∈ DM do 24:
end for 26: end if 3.3 Overall Stratification Algorithm Algorithm 1 summarizes the overall process of splitting a node N , which as we stated above, is associated with the query Q, the sample size n in pilot sample, and a list of potential splitting attributes, P S. The input to the algorithm also include set of output attributes OS, and set Lf , which represents leaf nodes of the tree. At the beginning, the entire query space is represented by the root node. The corresponding query of the root node is null, the sample size n is the size of the initial sample, and the potential splitting attributes list is the complete set of input attributes of this data source. The initial set of leaf nodes is empty.
For each potential splitting attribute, the decrease of variance after splitting is computed according to the Expression 3.2 (Lines 1-12) . The input attribute that creates the maximum reduction in the variance is selected, and is denoted as IM , with the domain DM (Lines 13-14) . The weighted summation of the covariance matrix Σ sub is calculated based on each potential children node (Lines 15-18) . Then, the statistical hypothesis test is conducted according to the Expression 3.3. If the null hypothesis is accepted, the node N is set to be a leaf node (Line 21). Otherwise, the space of node N is split by IM , and |DM | children are generated for the node N (Lines 23-25). For each child CH k , k = 1, . . . , |DM |, the associated query is Q ∪ {IM = a k }, the number of data records under the space of CH k is represented by n k , and the set of potential splitting attributes is P S − IM . The process of splitting is then recursively applied to the children nodes of node N (Line 24).
Two Phase Sampling and Clustering
After stratification, the next two steps are sample allocation and then clustering based on stratified sampling. The two phases in our sample allocation method are as follows. In the first phase, a representative sample is drawn from the deep web data source so that a good estimation of mean values for output attributes is achieved. In the second phase, the clustering results obtained using samples from the first step are refined by taking additional samples, focusing on the boundary between clusters.
Representative Sampling on a Deep Web Data
Source A sample S is considered to be representative of the entire population if the distribution of the data in the sample is close to its true distribution. In the context of a deep web data source, we consider the distribution of the set of output attributes, OS = {O 1 , . . . , O q }, which are regarded as statistical variables. Thus, a sample is considered representative if the mean values of output attributes are close to their true values in the entire population. However, since the back-end database is not directly accessible, the true mean values of the set of output attributes are unknown. Thus, our goal is finding a good estimation of the mean values for the output attributes.
Formally, the mean values for output attributes are estimated based on the H strata computed during the stratification step. For an output attribute O j ∈ OS, let the expression x j denote the value of the output attribute O j ∈ OS and x j,i denote the sample average for the ith stratum. Then, the mean value of the output attribute O j is estimated as (4.5) where N denotes the size of the entire population and N i denotes the size of the sub-population in the i th stratum. For a deep web data source, the values of N and N i , i = 1, . . . , H are normally available. It turns out thatx j is an unbiased estimation, which implies that E(x j ) = E(x j ).
A well known sample allocation method is the Neymann allocation method [9] , which is based on the observation that the variance of the stratified estimation is minimized when sample size for the ith stratum is proportional both to the size of the stratum and to the variance of the target values in the ith stratum. In the context of a deep web data source, the target values are the value of the output attributes. For a particular output attribute O j ∈ OS, we want to draw n data records across the strata. In order to minimize the variance of the estimated mean value, the sample allocation for the i th stratum n i is computed as:
where σ 2 r is the variance for the output attribute O j in the r th stratum, and is estimated based on the initial sample by the Expression 3.1.
While performing sample allocation, we need to consider the entire set of output attributes OS as a whole. Let V ar(x j ) denote the variance for estimated mean valuex j for the output attribute O j ∈ OS. Then, for the set of output attributes OS, the summation of variance for estimated mean values is computed as:
In order to minimize the variance V ar(OS) for the output attributes in OS, the sample allocation is computed as:
where σ ′ r = √ ∑ q j σ 2 j,r is the square root of the summation of σ 2 j,r , which represents the variance of output attribute O j ∈ OS in the r th stratum. Thus, our method tends to allocate more sample to the stratum where the variance for the output attribute is large, so that the integrated variance is minimized.
To illustrate the idea described above, we revisit our running example. Figure 1 shows the clusters from the realestate data source which was presented earlier in Table 1 . To explain our point, we assume that the dataset has many more data records (as compared to the 16 records shown in Table 1 ), but the same trends are maintained. The two axes of this figure correspond to the two output attributes, which are the price and the square footage. Assume that the entire population is stratified into 4 strata using the input attribute year of construction. The data objects in these In this case, a small number of data records is sufficient to represent the subpopulation of the data records. On the contrary, in the stratum corresponding to the year "1990", the data records are scattered over a large area, i.e., there is a large variance on the value of output attributes. As a result, a larger number of data records will need to be sampled from this stratum.
Clustering Data from a Deep Web Data Source
After obtaining a representative sample, the next step is to obtain an initial clustering. The clustering algorithm we have developed is described in this subsection. This clustering is further refined using additional samples obtained from boundary points, which will be explained in the next subsection. Since we are using stratified sampling, the sample obtained is not a simple random sample on the entire population. Thus, classical clustering methods, such as k-means, or the existing hierarchical clustering methods, cannot be applied on the sample. Thus, we have developed a novel stratified hierarchical clustering method.
The main idea of our proposed stratified clustering process is that each sampled data record is considered as a representative of the population of the stratum. Let the sample obtained be denoted by N S. and assume n i data records is drawn randomly from stratum i, where the size of the corresponding sub-population is N i . In other words, the n i data records are used to represent the N i data records. Thus, each data record in the sample represents Ni ni data records in i-th stratum. Correspondingly, in our clustering process, each data record in the sample is associated with weight of Nj nj . Our algorithm works in the following way. Similar to the traditional hierarchical clustering methods, at each step, two clusters with the minimum distance are merged into one cluster. The process continues until there are k clusters left, where k is the predefined number of clusters.
The distance between two data records is computed as the Euclidean distance on the output attributes. Formally, for two data records D 1 ∈ N S, and D 2 ∈ N S from the deep web data source with the set of output attributes OS, the distance is computed as:
where, the output attribute O j ∈ OS.
The distance between two clusters, C 1 , C 2 , is the average of the weighted distances between all pairs of two data records D i ∈ C 1 , and D j ∈ C 2 , i.e,
where ω i , ω j denote the weights associated with data records D i ∈ C 1 and D j ∈ C 2 respectively. Representation of Clusters: The clusters are represented by their center vectors. In traditional clustering methods, the center vectors are computed as the mean vectors of the data records assigned to the same cluster. This cannot be used directly in the stratified clustering, where the data is not randomly drawn from the entire population. Thus, the center vectors are computed as the weighted average of the data records assigned to the same cluster. For the i th cluster C i , the center vector is computed as:
where o r corresponds to the vector of output attributes for the data record D r ∈ C i . The associated radius R i for cluster C i is estimated as:
where Dist(o r ,m i ) denotes the Euclidean distance on output attributes. Overall Clustering Algorithm: The overall method is shown as Algorithm 2. The inputs of the algorithm include the sample N S, number of clusters k, and the set of strata Lf , which is also the set of leaf nodes of the tree built in Section 3. At the beginning of the process, each data record is considered as a cluster, and the set of clusters is denoted by CS (Lines 3-6) . At each step, distances between each pair of clusters is computed according to the Expression 4.7 (Line 8). Two clusters C i and C j that have the minimum distance are merged into a single cluster C t . The clusters C i and C j are removed from the set of clusters, and the new merged cluster C t is added into the set of clusters (Lines 10-12). The clustering process continues until there are k clusters left in the set of cluster CS. At the end, k centers are computed for the these clusters (Line 14). The clusters are refined by assigning data points to centers with the smallest distance (Lines 18-21). Ci ← {DRi} 5: CS ← CS ∪ Ci 6: end for 7: while |CS| > k do 8: Compute distances between each two clusters 9: Let Ci and Cj have the smallest cluster distance 10: Remove Ci and Cj from CS
11:
Ct ← Ci ∪ Cj 
Ci ← Ci ∪ DRi 21: end for 22: return CS 4.3 Additional Sampling Based on Boundary of Clusters In this subsection, we introduce the second step of our sampling method, where we focus on the boundary between the clusters to improve the clustering result from the first step.
This step is based on the theory of active learning. Active learning [13, 10, 32] has been proposed in the context of machine learning, for cases where gathering data is costly and/or time-consuming. Compared with passive learning, which selects training data randomly from the entire population, active learning selects certain types of data records, to help build a better model faster.
While mining on a deep web data source, active learning is clearly desirable, as samples can only be obtained by issuing queries over a network, making sampling cost a very important consideration. Furthermore, in the problem of clustering, boundary points between any two clusters, i.e. the points with a high uncertainty, can strongly influence the clustering result. The uncertainty here is with respect to the possibility for a data point belonging to one particular cluster. A data point has a low uncertainty if it is close to the center of a cluster. On the contrary, a data point has a high uncertainty if it is between two clusters.
In our problem, a data point p is assigned to the cluster i, such that the distance d(p, m i ) is the smallest of distances to all cluster centers. The data point p is considered to be a boundary data point if there exists cluster l, l ̸ = i, so that
where, β is a predefined parameter andR i ,R l are the radii of the clusters i and l.
Clearly, we want to heavily sample the boundary between clusters. However, in the context of a deep web data source where the data is inaccessible directly, the boundary points are also inaccessible. Since data is obtained independently from each stratum in stratified sampling, our method will heavily sample strata that tend to contain more boundary data points. In other words, in this step of sample allocatation, we favor strata based on its probability of containing boundary data points. For a stratum associated with the query space Q t ∈ QS, the probability of containing boundary data points is U t = n t,b nt . Here, n t,b denotes the number of boundary data points in this stratum, and n t denotes the size of sample of this stratum. Both these values are estimated from the representative sampling process.
Formally, our method works as follows. The number of data records to be sampled from the stratum associated with the input query Q t is denoted as n ′ t , and is computed based on its prior probability p(Q t ) and probability of containing boundary points U t :
where n represents the size of sample to be drawn across the strata.
Summary:
Overall Algorithm Now, we summarize our overall method for clustering data from a deep web data source. The overall process is shown as Algorithm 3. The inputs for the algorithm are: the set of input attributes IS, the set of output attributes OS, the size of sample n v that is to be drawn in the representative sampling, the size of sample n u ,that is to be drawn in the sampling based on boundary input queries, and k, the number of clusters to be identified.
At the beginning, an initial random sample is drawn from the entire population of the deep web data source, which is represented by IRS. The entire query space of the deep web is stratified by calling the Algorithmr 1 (Line 5). The representative sampling is performed in the first step: for each of the leaf node l i ∈ Lf , the number of data records, n i , to be drawn from the space of l i is computed using the Expression 4.6 (Lines 6-10). After obtaining a representative sample, clustering process is carried out by calling the Algorithm 2 (Line 11) . With the initial clustering results obtained and denoted as CS, the probability of containing boundary points is computed for each leaf node l i ∈ Lf (Line 12). In the second step of sampling, which is based on boundary of clusters, the sample size from the query space of l i is computed by the Expression 4.9 (Lines 13-18). The clustering result is refined by the newly obtained sample based on boundary sampling by calling the Algorithm 2 (Line 19). The k centers corresponding to k clusters are computed using the Expression 4.8 (Lines 20-21) .
Si ← ni data records sampled from li
SS ← SS ∪ Si 10: end for 11: CS ←StratifiedClustering(SS, k, Lf ) 12: Compute Ut, the probability of boundary points for each lt ∈ Lf 13: for all li ∈ Lf do
14:
Qi ← query corresponding to li 15: 
Si ← ni data records sampled from li 
Evaluation Study
This section reports on a detailed evaluation study conducted to evaluate the ideas presented in this paper. We evaluate each of three new ideas introduced in the paper, which are the use of stratified clustering, the idea of representative sampling, and the optimization using sampling for boundary points. The first two of these ideas are evaluated in Section 5.1 and the third idea is the focus of the experiments presented in Section 5.2.
Throughout this section, our evaluation has been conducted using a combination of real and synthetic datasets, as detailed below: Synthetic data set: This is a data set generated by minitab 1 , a statistical software. This data set contains 4,000 data records with 7 categorical attributes, including 5 input attributes and 2 output attributes. There are 4 clusters on the 2 output attributes which are generated by a Gaussian distribution. The output attributes are created to be dependent on the input attributes. Noisy Synthetic data set: This is a data set generated by adding noise data points, numbering 10% of the total data points, in the synthetic data set described above. The noise data points are uniformly distributed in the space of the output attributes. Yahoo! data set: The Yahoo! data set, which consists of the data crawled from a subset of a real-world hidden database at http://autos.yahoo.com/. Particularly, we download the data on used cars located within 50 miles of a zipcode address. This yields 8,000 data records. The data consists of 4 categorical input attributes and 1 numerical output attribute. The input attributes contain the age, mileage, brand, and the number of windows of the cars. The output attribute contains the price of the cars. There are two clusters on the output attribute.
The following two criteria have been used for evaluation of all methods: Average Distance: It is computed based on the distance between the estimated centers and true centers of the clusters. 
. Obviously, a smaller average distance value implies that the method is working more accurately. Precision: Precision is the percentage of the real clusters correctly identified by our method. In our problem, an identified cluster is considered to be correct if the distance between the estimated center and the true center is within 10% of the radius.
In all results we report, sampling process is repeated 100 times, and the results we report are the average result for these 100 executions.
Evaluation of Representative Sampling and Stratified Clustering
In this subsection, we focus on evaluating the benefits from representative sampling and stratified clustering. For this purpose, we compare a method that combines stratified clustering and representative sampling (Algorithm 3, except for boundary point sampling) with two other methods, both of which are based on simple random sampling. While both these methods randomly choose data records from the deep web data source, they differ in how clustering is performed. In the first method, the clustering is directly conducted on the simple random sample, applying the original hierarchical clustering method. In the second method, stratified hierarchical clustering is conducted on the simple random sample using the tree described in the Section 3. While reporting the results from our experiments, our algorithm is referred to as RS, the first method described above is referred to as Rand Tree, whereas the second method described above is referred to as Random. Figure 2 , sub-figures a), b), and c) compare the average distance of clustering using these three methods, which are applied on the three data sets we had listed above, In the figure, the X-axis represents the size of sample s. The size of pilot sample is always s 2 . From the sub-figure a), we can see that the average distance obtained from the RS and Rand T ree are smaller than Random, which demonstrates the effectiveness of stratified clustering over the original clustering method. This also shows that the distribution of input attributes is helpful for identifying the clusters of output attributes, and the stratification on the population improves the performance of clustering. Furthermore, RS has smaller average distance compared with Rand T ree, showing the benefits of representative sampling. Figure 2 , sub-figure b), shows the results on the noisy synthetic data set. The results also follow a very similar trend. The representative sampling RS and stratified hierarchical clustering Rand T ree have better accuracy than the classic hierarchical clustering. The representative sampling RS further improves the accuracy over the stratified hierarchical clustering Rand T ree. However, compared with the results on synthetic data set shown in Figure 2 a), the overall accuracy values are lower for all methods, which is because of the noise added into the data. Figure 2 sub-figure c), shows the results on the Yahoo! data set. The result follows a very similar trend to those in the sub-figure a), though improvements in accuracy are relatively lower. This is likely because the relationship between the input attributes and the output attributes is not as strong as for the synthetic dataset. Figure 3 compares the precision of clustering with the three methods, applied on the three data sets. The precision values are consistent with the results for average distance shown earlier.
Benefits of Sampling Based on Boundary Points
We now evaluate the benefits of sampling based on boundary points to further refine the clustering results. For this purpose, we compare two methods. The first method is the RS method from the previous subsection. The second method (denoted as two − phase) improves upon this by sampling based on boundary points, and then stratified hierarchical clustering is performed. Thus, this method corresponds to the full application of Algorithm 3.
In reporting our results, the size of the initial sample is is 200, and the size of base representative sample set is 200. Figure 4 shows the comparison of the average distance for these two methods, applied on three data sets. In the figure, the X-axis represents the size of sample. The subfigure a) shows the results from the synthetic data set. We can see that the two − phase method results in a smaller average distance compared with RS, showing the benefits of sampling based on boundary points. From sub-figure b), we see that the improvements for the noisy dataset are even greater. A possible reason is that the noise points can also considered as boundary points, and there would be more boundary points in the noisy synthetic data set. The trends for the real dataset are very similar. Overall, we can make the following observation from our experiments. To achieve the same accuracy level two − phase requires 20%, 25%, and 15.6% fewer sampled data points over the Random method, for the Synthetic, Noisy synthetic, and Yahoo! data sets, respectively. Since the cost of obtaining each sample is the dominant cost while mining a deep web data source, this reflects significant reductions in the mining cost. Figure 5 compares the precision of clustering based on the two methods. Again, we can see that the precision results are similar to the results that focused on the average distance.
Related Work
We now compare our work with the existing work on sampling based methods for clustering, other data mining problems, and sampling work specifically targeting the deep web. Sampling for Clustering: As we had listed in the Introduction, sampling for clustering has been studied by several researchers [19, 21, 25, 14] . CLARA (Clustering LARge Applications) [19] uses sampling to find the potential medoids of the data. The entire dataset is assigned to potential medoids, and the best system of medoids is computed according to a particular objective function. Kollios et al. [21] investigate the use of biased sampling according to the density of the data set to speed up the operation of general data mining tasks, including clustering, on large multidimensional data sets. Meek et al. [25] examine the application of the learning-curve sampling method to the task of modelbased clustering via the expectation-maximization (EM) algorithm. A fast and exact k-means clustering [14] is proposed to compute the same cluster centers as those reported by the original k-means algorithm. Our work is different from these sampling methods, since we consider the problem of clustering on a hidden deep web. Because the data records are hidden under limited query interfaces in these systems, sampling involves very distinct challenges. Sampling for Other Data Mining Problems: Sampling for frequent itemset mining has been studied by several researchers [31, 27, 8, 7, 4] . Toivonen [31] developed a random sampling method to identify the association rules, which are then further verified on the entire database. Progressive sampling [27] , which is based on equivalence classes, involves determining the required sample size for association rule mining. FAST [8] , a two-phase sampling algorithm, has been proposed to select representative transactions, with the goal of reducing computation cost in association rule mining.
Sampling for outlier detection has also been studied [35, 1] . Wu et al. [35] have developed a sampling algorithm to efficiently detect distance-based outliers in domains where distance computation is very expensive. Abe et al. [1] present an approach to outlier detection based on classification. Their method invokes a selective sampling mechanism based on active learning to the reduced classification problem. Hidden Web Sampling: There have been several recent research efforts [2, 11, 12] on sampling from the deep web. Dasgupta et al. [11, 12] proposed HDSampler, a random walk scheme over the query space provided by the interface, to select a simple random sample from hidden database. BarYossef et al. [2] proposed algorithms for sampling suggestions using the public suggestion interface. Our algorithm is different from their work, since our goal is sampling in the context of particular data mining tasks. We focus on achieving high accuracy for a specific task, instead of simple random sampling.
Conclusions
As a growing amount of useful information is available on the deep web, clustering such hidden data can provide useful summaries to various interested parties. This paper has presented a novel approach for clustering data over a deep web data source. The data is initially stratified for both improving the effectiveness of sampling and utilizing the relationship between the input and the output attributes. A two-phase sampling method, which includes an initial representative sampling phase and a second phase where we sample based on boundary points, has been developed. Particularly, our method for sampling based on boundary points focuses on the uncertain regions between the clusters so that we improve the precision of clusters identified with only a small number of samples. Finally, since we do not have a random sample, we use a stratified clustering algorithm.
We have evaluated our approach using two synthetic and one real datasets, and evaluated each of the three ideas in our work. Our results show consistent improvements from each of the three ideas, for each of the three datasets. Overall, for the same sample size, our approach reduces the average distance from real centers by up to 20%. For obtaining the same accuracy, we require up to 25% fewer sample points, i.e. we can reduce the sampling cost by up to 25%.
