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Abstract. In this paper, we summarize the work published in [1, 2, 3]. Based on a simple
stochastic model, a general framework for modelling diffuse interface flows is derived. This
allows to both define a continuous Baer and Nunziato type model depending only on one free
parameter, and to derive a numerical scheme, which is actually a discontinuous Galerkin ex-
tension of [4]. The numerical scheme is tested with interface flows, regular and nonregular
multiphase flows.
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1 INTRODUCTION
One phase inviscid compressible flows are described by Euler’s system, which accounts for




∂tρ+ divx (ρu) = 0
∂t (ρu) + divx (ρu⊗ u+ P ) = 0
∂t (ρE) + divx ((ρE + P )u) = 0
(1)




and ε is the specific internal energy, which is linked with the pressure and density by an equation
of state ε = ε(P, ρ). System (1) will be shortly denoted as
∂tU+ divxF(U) = 0
As far as averaged multiphase flows are concerned, the following system can be considered [5]
∂ αk
∂ t






























= PIuI · ∇αk − µPI(Pk − Pk̄)
+λuI(uk̄ − uk)
(2)
where αk denotes the volume fraction, uI is the local interfacial velocity, PI is the local interfa-
cial pressure, and λ and µ are relaxation parameters. System (2) raises the following problems:
1. Interfacial values (velocity and pressure) as well as relaxation parameters must be defined.
2. The system is not conservative and therefore it is not easy to derive a finite volume
method. Logically, the derivation of a discontinuous Galerkin method is even more
complicated, because this method basically consists in using finite volume fluxes on the
boundaries, and continuous integrals inside the cells.
Many numerical methods have been derived for (2), see for example [6, 7], or [8] for a discon-
tinuous Galerkin version, but in all of them, the Baer and Nunziato approximation is considered,
i.e. PI = P1 and uI = u2. This approximation simplifies the system, because all the difficulties
are concentrated on the solid contact wave, but it holds only in very special cases where one of
the phase is nearly incompressible.
This paper is organized as follows. In the first part, we derive a Baer and Nunziato model, and
give an explicit formulation of the interfacial pressure and velocity and a nonlinear formulation
of the relaxation terms. In the isotropic and acoustic approximations, the only free parameter of
the resulting system is a common factor of the relaxation terms. In the second part, a numerical
scheme is derived with the same type of modelling. This actually revisits the scheme derived
in [4], and with the continous limit previously computed, we can apply the framework of [9]
for deriving a discontinous Galerkin scheme for our system. The numerical scheme is tested on
cases involving interface flows, multiphase flows, and reactive flows.
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2 MODEL DERIVATION USING A STOCHASTIC APPROACH
The aim of this section is to derive (nearly) explicitly the model (2). In [10], the derivation of
(2) is explained by using ensemble average: knowing the local volume fraction of the fluids, a
possible topology is rebuilt. If the topology is known, the equations are explicit, but depend on
this topology. The last step consists in averaging the equations on ”all” the possible topologies.
For one realization of the topology, χk denotes the characteristic function (χk = 1 inside the
fluid k, and 0 elsewhere). Then
χk (∂tUk + divxFk(Uk)) = 0 (3)
and if ui denotes the local interfacial velocity, then
∂tχk + ui · ∇χk = 0 (4)











∇χk = 0 (5)
2.1 Modelling the topology




where gx is a Gaussian random process. For the sake of simplicity, we suppose that Var(gx) = 1



























This last equation uniquely defines (x, t) 7→ m(x, t), which has the same regularity as αk.
Last, for ensuring that χ1 can be derived, we suppose that the autocorrelation function R of gx
can be derived at least twice, and that R′(0) = 0. The variables Uk(x, t) are supposed to be
deterministic. As a consequence, the derivation operators with respect to t and x for the two
first terms of (5) are commutating. The only term that raises a problem is the third one of (5).
2.2 Computation of the third term of (5)
This term is tricky, because χ1 is the image of a Gaussian random process by a non regular
function, and because it depends on ui, which shall be defined. Definition of ui actually depends
on the direction of ∇χ1: as shown on Figure 1, if the boundary of the set χ1 = 0 is regular, then
the interface velocity is defined by solving the Riemann problem between phase 0 and phase 1




is also taken at the interface. For a
given direction n, we denote by U⋆ the state on one part of the contact surface, and by u⋆
n
the
normal velocity on one part of the contact surface. Then
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Figure 1: Local interface variables. If the boundary between the two phases is C 1, then we may define the
interfacial velocity and pressure by solving a local Riemann problem. We define by n the unit vector that has















⋆ + P ⋆n



















 = Flag(n) (7)
Note that in (7), the value does not depend on which side of the contact U⋆ is taken.
Under sufficient condition on the process gx, ∇χk exists, and computing it is equivalent to
computing up and downcrossings of gx. Computing these up and downcrossings is usual for a
centered Gaussian process, see [11, 12]. With this, we can find in one dimension






lag(k̄, k)− Flag(k, k̄)
)
(8)
where Flag(i, j) is the Lagrangian flux found in (7) with the fluid i on the left and the fluid j on
the right. The first part comes from the average of χk, whereas the second part comes from the
computation of the up and down crossings of gx −m(x). Equation (8) gives an explicit closure






and a nonlinear version of the relaxation terms.
The resulting system depends on only one modelling parameter, R′′(0), which is a common
factor of the relaxation parameters λ and µ of (2).
In two dimensions, the same computation can be made. The computation of upcrossing and
downcrossing of a Gaussian process is known provided the joint law of gx and its derivative can
be computed. In two dimensions, it is necessary to know the joint law of gx and its derivative
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dη. This law can be put into the fol-



















with ϕ(θ) = −∂yyR(0) cos2 θ − ∂yyR(0) sin2 θ + 2∂xyR(0) sin θ cos θ. This allows to compute
the probability of an upcrossing in the direction θ. Then the third term of (5) in two dimen-
sions is











This gives a full nonlinear expression for the two dimensional relaxation terms of (2). Actually,
the relaxation terms of (2) can be recovered provided the covariance matrix is diagonal and the






































Z1Z2 (u2 − u1) · n
Z1 + Z2
u⋆ =
Z1u1 · n+ Z2u2 · n+ P2 − P1
Z1 + Z2
(11)


















(P2 − P1) +









These relaxation terms depend on only one modelling parameter: ξ. Besides, in the energy




Z1Z2 (Z1u1 + Z2u2)
Z1 + Z2
do not exactly match with the expression of PI and uI in the acoustic approximation.
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2.3 About the relaxation parameter
We dwell on the physical meaning of this parameter. On one hand, the autocovariance func-
tion measures the memory of the process: if R quickly goes to 0, the process has a short memory,
which means that the media are well mixed; on the other hand, the higher |R′′(0)| is, the quicker
velocities and pressure are relaxed. Looking at the second order approximation of R gives
R(τ) = 1 +
R′′(0)
2




where R′′(0) is negative. In this approximation, the higher |R′′(0)| is, the quicker R goes to 0.
This means that velocities and pressure relax quicker with a short range memory process, which
matches with well mixed fluids. This is physically relevant.
For fully closing the system, we would like to know the value of R′′(0), which is the covari-
ance of gx. We would like to point out that equations (3) and (4) cannot give any information
on the evolution of R′′(0), because all the moments of χk are equal to the average of χk; as a
consequence, evolution of R′′ must be given by a model.
3 DERIVATION OF THE NUMERICAL SCHEME
Using the idea of [4], we propose to first discretize (3) and (4) instead of (2).
It is well known that system (2), although being hyperbolic, cannot be written in conservative
form. The direct definition of the jump relations across shock waves is thus not available. To
circumvent this issue in the case of a Baer and Nunziato closure (uI = u2 and PI = P1), some
authors proposed either an algebraic relation [6] or a combination of an explicit solution with
the formulation of [9] for DG methods with nonconservative terms [8]. Another approach was
developed in [2] which is briefly recalled hereafter.
It thus has been shown that the DG formulation of (5), using the framework of [9] and after































ϕE {χkF(U)} · nout = 0 (15)
Here, Φ is a path connecting the left state L and the right state R (whose definition is given in
[13]), [[ϕ ]] = ϕR − ϕL and {{ϕ }} = ϕ
R + ϕL
2
, and finally E is a mathematical expectancy.
The main issues lie in the expression of the boundary integrals (13) and (14) and in the cell
integrals (12). To overcome these difficulties, we use in [1, 2] the method of [4] to compute the
6
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fluxes at the boundaries :
∫
S


















Here, Fk,eul,+ and Fk,lag,± are average of Eulerian and Lagrangian fluxes which are determined
thanks to the average of the flux corresponding to the solutions of the Riemann problems oc-
curring at the cell boundaries between each pure fluids.
If we now consider the term (12) corresponding to the cell integrals, we use a continuous
formulation of the problem consistent with our above definition of the boundary integrals. It
thus leads to:








Here, P ⋆ and u⋆ are the pressure and velocity at the interface of the Riemann problem with
direction n (left state corresponding to fluid 2 and right state to fluid 1), the unitary vector that
has the same sense and direction as ∇α1.
4 NUMERICAL RESULTS
4.1 Consistency test
A continuous system, which is consistent with (2) with closure (9) was found for the scheme
[4]. This first test consists in a one dimensional regular solution. This solution is computed by
imposing the volume fraction of one of the fluids, and then by supposing that the solution is self-
similar and attached to the field uI . Then the exact solution is computed by the characteristic
method: the variables of the initial solution at a point x are transported at the velocity uI(x).
The initial profile of the volume fraction is imposed as follows. If we denote by Ψ the function
such that Ψ′(x) = (x−1)4(x+1)4 and Ψ(0) = 0. Ψ vanishes on −1 and 1 with a C 4 regularity.
On the boundaries of the domain, α2 takes the values α
(L)
2 on the left and α
(R)
2 on the right,





































if x1 < x < x2,
α2(x)=α
(R)
2 if x > x2.
Other variables are numerically computed by solving an EDO system given by the fact that
the initial solution is a self-similar solution attached to the field uI . Across this wave, uI is
checked to be increasing, so as to ensure that the characteristics are not crossing. The solution
is computed on a family of meshes with 100, 200, 400 and 800 cells and is shown on Figure 2.
The associated convergence orders are shown in Figure 3.
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Figure 2: Results for the consistency test for all the variables. Exact solutions are compared with the solutions
computed with 100, 200, 400 800 cells. Convergence to the exact solution is observed for all the variables of fluid
1 ((a),(b),(c),(d)), and of fluid 2 ((e),(f),(g),(h)).
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Figure 3: The convergence order of the consistency test is drawn for all the conservative variables computed: the
L2 error is computed for the mesh with 100, 200, 400 and 800 cells. For all the variables, the convergence is
proved to be close to 1.
4.2 Multiphase vortex
In this case, we want to test accuracy of the solution when pressures and velocities are equal,
but when the pressure is not uniform. The initial condition consists in a multiphase vortex
(see [1, 8] for its expression). A constant horizontal velocity is added, and periodic boundary
conditions are set on the left and on the right. In order to have a fair comparison between the
different accuracies order, the higher degree we deal with, the coarser the mesh is; the number
of degrees of freedom is kept nearly constant (about 1200 degrees of freedom). A slice along


























Figure 4: Slice of the multiphase vortex along the y-axis. Comparison of the volume fraction for the DG0 (circle)
and DG1 (square) and DG2 (triangle) solutions with the exact solution (line). In this test, the number of cells is
12314, 4092 and 2112, so that the number of degrees of freedom is nearly constant.
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4.3 Multiphase shock tube
We are concerned here by a multiphase shock tube problem, where mixtures are initially
present in both chambers. This example is inspired by [7], whose test 1 is re-used in the present
study. It is worth highlighting that we do not solve the same continuous problem since the work
of [7] deals with the Baer & Nunziato closure for system (2). In Fig. 5,the solution is presented
at time t = 0.1 s for a DG1 solution computed on a 5000 cells mesh. We also show on the same
figure the converged solution obtained with the DG0 solution on a 10,000 cells mesh. We have
a good agreement between each solution.
4.4 Shock-bubble interaction and Richtmyer-Meshkov instability
This last example deals with the well known problem of Quirk & Karni [14], based on the
experiments of Haas & Sturtevant [15], of an incident plane shock wave impacting a spherical
bubble, which is at a different density than the ambient fluid. The initial configuration is shown
in Figure 6. The shocked state corresponds to a density of 1.92691 kg · m−3, a velocity of
−0.33361m · s−1, and a pressure of 1.5698Pa, which implies that the shock wave’s Mach
number is 1.22. The air at rest has a density ρ = 1.4 kg · m−3 and the helium a density ρ =
0.25463 kg · m−3, corresponding to atmospheric conditions. Both fluids obey the perfect gas
equation of state, with γ = 1.4 for air and γ = 1.648 for helium.
The interaction of the shock wave with the density discontinuity will lead to a Richtmyer-
Meshkov instability, whose development is governed by the Atwood number. In the present
case, of a negative Atwood number, we will have a reversal of the bubble that is then penetrated
by a jet of surrounding fluid and then gives two vortex downstream of the flow. This test is
runned on a 25761 unstructured triangular conforming mesh, with a CFL number of 0.3. In
Figure 7, we show the mixture density contour and the associated isovalues at time t = 230ms.
We obtain qualitatively good results with both schemes, yet the reversal of the bubble and the
interface are better described with the DG1 solution.
General behavior of the bubble and in particular the growth of the instability is typical of
a Richtmyer-Meshkov instability. In [1], a quantitative analysis was done on the experimental
results of [16], which consists in a simple interaction of a shock with a perturbed interface.
Comparison between numerical and experimental points are shown on Figure 8.
4.5 Interface flows
Interface flows can be considered with (2). In this case, the variables are not regular, because
the volume fraction jumps from 0 to 1. As a consequence, our method, which is linear and
high order, induces oscillations in the volume fraction. Nevertheless, advection of the volume
fraction is made through the surface contact, which is a linearly degenerate wave, so that oscil-
lations are not increased by this wave. That is why we can use the simple limiter introduced in
[17, 18] for forcing the volume fraction to stay between 0 and 1.
Simple advection tests In these first tests, we consider simple advection problems
∂tu+ β · ∇u = 0
Our first test is a one dimensional advection of a discontinuity. Convergence order is tested with
and without slope limiting. Results are shown on Figure 9.
Our second test is Zalesaks’ test [19], which is widely used for testing accuracy of level set
methods. Results for this test are shown in Figure 10.
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Figure 5: Multiphase shock tube: Comparison of the DG1 (square) and the converged DG0 (line) solution.
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Figure 6: Computational domain for the shock bubble interaction.
Figure 7: Interaction of a shock wave with an helium bubble in air. Contours of the mixture density for the DG0

















Figure 8: Richtmyer-Meshkov instability. Comparison of the time evolutions of characteristic positions for the
DG1 scheme (lines) and the results of [16] (symbols).
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Figure 9: Solution obtained for the advection of a one dimensional discontinuity. On the left, results are shown
for an approximation degree of 0, 1 and 2 on a mesh of 64 cells. On the right, the convergence error is represented
on a log-log scale. We observe that the limiter used does not destroy the convergence order.
Figure 10: Results for Zalesak test. On the left figure, isovalues 0.2,0.4,0.6 and 0.8 are represented for the DG0
(black), DG1 (red) and DG2 (green) computations. Some of these isovalues are not in the Figure because they are
too far from the initial shape. On the right side, we draw the isovalue 0.5 of α1, and we compare it with the initial
shape. These two figures prove the much stronger accuracy of the DG2 computations, which is the only one able
to conserve the initial shape.
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Rayleigh-Taylor instability In this test, a vertical gravity force is added to the momentum
and energy equations. The Rayleigh-Taylor instability is observed when a heavy fluid lies on
the top of a lighter fluid. Exact initial conditions for this test can be found in [2]. Adding the
gravity to the system gives an hyperbolic system with source term. As explained in [20], the
scheme must exactly conserve stationary solutions, otherwise, spurious oscillations appear. For
ensuring conservation, an hydrostatic reconstruction is done, see [2] for details. Results for the
Rayleigh-Taylor instability can be found in Figure 11. They show a very low diffusive behavior
of the DG2 solution.
4.6 Permeable fronts
In [3], the method was extended for taking into account permeable fronts following [21].
Our first test consists in a two-dimensional detonation front. A rectangular tank contains an
explosive which is initially ignitiated in its center, so that a high pressure ”bubble” of products
is found here. Both fluids obey the stiffened gas equation of state, and the detonation velocity
is computed using the Chapman-Jouguet closure. We present on Figure 12 the results obtained
on a 855 triangles mesh, corresponding to a quarter of the rectangle.
Eventually, our last example is the propagation of a projectile in a liquid tank. In this test, the
fluid is governed by the isothermal van-der-Waals equation of state. The main issue here is the
dynamic apparition of a gaseous phase, which was not initially present. We present in Figure
13 the comparisons of the results between first and second order method.
5 CONCLUSION
In the first part, thanks to a simple stochastic model, an expression of the interfacial velocity
and pressure, and a general nonlinear formulation of the relaxation terms for averaged multi-
phase flows were found. With more restrictive hypothesis on the flow (isotropy and acoustic
approximation), linear relaxation terms found are very close of the ones of (2). In the second
part, a Runge-Kutta discontinuous Galerkin method for this system was derived, based on the
ideas of [9, 4]. This scheme was tested on multipase flows, interface flows, and reactive flows.
As mentioned in [3], the slope limiting is not straightforward. To summarize:
• For interface flows, very good results can be obtained with the limiter of [17].
• If the velocities and pressure are equal, classical limiters can be used.
• In the case of reactive fronts, a limiter that is monotone for the volume fractions is manda-
tory, otherwise convergence to a wrong solution can be observed. This induces a strong
constraint, because monotone limiters are known to flatten extrema.
14
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(a) (b) (c)
(d) (e) (f)
Figure 11: Rayleigh-Taylor instability. Pictures (a), (b), (c) are a comparison of the DG0 (left) and DG1 (right)
approximations, taken at time t = 0.2, t = 0.6, t = 0.8. Pictures (d), (e), (f) are comparisons between DG1
(left) and DG2 (right) at the same times.
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Figure 12: Detonation front: comparison of the DG0 (right) and the DG1 (left) solution. The permeable front is
clearly better described with the latter scheme.
Figure 13: Phase transition front: comparison of the DG0 (top) and the DG1 (bottom) solution. Isovalues of the
volume fraction are also presented in black lines. The permeable front is clearly better described with the latter
scheme.
16
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