We explore the effects of demography and linkage on a maximum likelihood (ML) method for estimating selection and mutation parameters in a reversible mutation model. This method assumes free recombination between sites and a randomly mating population of constant size, and uses information from both polymorphic and monomorphic sites in the sample. Two likelihood ratio test statistics were constructed under this ML framework -LRT γ for detecting selection and LRT κ for detecting mutational bias. By carrying out extensive simulations, we obtain the following results. When mutations are neutral and population size is constant, LRT γ and LRT κ follow a chi-squared distribution with one degree of freedom regardless of the level of linkage, as long as the mutation rate is not very high. In addition, LRT γ and LRT κ are relatively insensitive to demographic effects and selection at linked sites. We find that the ML estimators of the selection and mutation parameters are usually approximately unbiased, and that LRT κ usually has good power to detect mutational bias. Finally, with a recombination rate that is typical for Drosophila, LRT γ has good power to detect weak selection acting on synonymous sites. These results suggest that the method should be useful under many different circumstances.
ABSTRACT
We explore the effects of demography and linkage on a maximum likelihood (ML) method for estimating selection and mutation parameters in a reversible mutation model. This method assumes free recombination between sites and a randomly mating population of constant size, and uses information from both polymorphic and monomorphic sites in the sample. Two likelihood ratio test statistics were constructed under this ML framework -LRT γ for detecting selection and LRT κ for detecting mutational bias. By carrying out extensive simulations, we obtain the following results. When mutations are neutral and population size is constant, LRT γ and LRT κ follow a chi-squared distribution with one degree of freedom regardless of the level of linkage, as long as the mutation rate is not very high. In addition, LRT γ and LRT κ are relatively insensitive to demographic effects and selection at linked sites. We find that the ML estimators of the selection and mutation parameters are usually approximately unbiased, and that LRT κ usually has good power to detect mutational bias. Finally, with a recombination rate that is typical for Drosophila, LRT γ has good power to detect weak selection acting on synonymous sites. These results suggest that the method should be useful under many different circumstances.
INTRODUCTION
The strength of natural selection, the rate of mutation, and the intensity of genetic drift are key players in evolution, determining patterns of diversity within species and patterns of divergence between species (GILLESPIE 1991; KIMURA 1983) . Quantifying the relative contributions of these forces to DNA and protein sequences is a central topic in modern evolutionary research LI 1997) . At the population genetics level, they are often studied using either the infinite sites model (KIMURA 1971) or the reversible mutation model (WRIGHT 1931 (WRIGHT , 1949 . The standard version of both models allows only two variants at each nucleotide site in the genome. The infinite sites model assumes that mutation is unidirectional, from the ancestral state at a fixed site to the derived states, with no mutational events allowed at segregating sites; the reversible mutation model allows bidirectional mutation between the two alleles, which can occur even at segregating sites. The latter model is arguably more realistic. Nonetheless, these two models are intrinsically related to each other, with the infinite sites model approximating the reversible mutation model when the product of the effective population size and the mutation rate is sufficiently small (DESAI and PLOTKIN 2008; KONDRASHOV 1995 ; see also the Supplementary Text).
The infinite sites assumption has formed the basis of many methods for estimating mutational and/or selection parameters from polymorphism data collected within a species (AKASHI and SCHAEFFER 1997; BOYKO et al. 2008; BUSTAMANTE et al. 2002; EYRE-WALKER et al. 2006; KEIGHTLEY and EYRE-WALKER 2007; SAWYER and HARTL 1992; SAWYER et al. 2003; SAWYER et al. 2007) . We refer to this class of methods as Poisson random field (PRF) methods (SAWYER and HARTL 1992) . In most but not all applications, they require the polarization of ancestral and derived states at each polymorphic site using an outgroup species. Because modeling linkage between sites is theoretically and computationally extremely challenging (GRIFFITHS and MARJORAM 1996; NEUHAUSER and KRONE 1997; STUMPF and MCVEAN 2003) , linkage equilibrium between segregating sites is usually assumed. Simulations have shown that, when this assumption is violated, the PRF methods suffer from high false positive rates with respect to detecting selection (see Table 2 in BUSTAMANTE et al. 2001) . To solve this problem, a method that requires estimation of recombination rates from the data and determination of significance using computer simulations has been developed (ZHU and BUSTAMANTE 2005) .
The reversible mutation (RM) model has typically been used to study weak selection acting on synonymous codons (i.e., codon usage bias), usually assuming that the scaled mutation rate is so low that the infinite sites assumption is approximately valid (BULMER 1991; LI 1987; MCVEAN and CHARLESWORTH 1999) . But this class of methods does not necessarily require polarization of mutations. Instead, it considers several predefined allelic classes (typically two; see ZENG 2010 for a multi-allele version of the model), such as preferred and unpreferred codons at synonymous sites (BULMER 1991; LI 1987; MCVEAN and CHARLESWORTH 1999) , or AT versus GC basepairs in non-coding regions (GALTIER et al. 2006; HADDRILL and CHARLESWORTH 2008; ZENG and CHARLESWORTH 2010) . Under this framework, several maximum likelihood (ML) inference methods have recently been proposed (CUTTER and CHARLESWORTH 2006; GALTIER et al. 2006; MASIDE et al. 2004; ZENG 2010; ZENG and CHARLESWORTH 2009) ; we refer to these methods as the RM methods.
These methods also make the assumption of no linkage disequilibrium.
Given that the PRF methods are sensitive to the violation of the free-recombination assumption and that they are closely related to the RM methods, it is natural to ask whether the RM methods also tend to give false positive results in the presence of linkage. The answer to this question has important implications for the validity of the inferences that selection is acting on synonymous sites, as found in studies of Caenorhabditis (CUTTER 2008; CUTTER and CHARLESWORTH 2006) and Drosophila (BARTOLOMÉ et al. 2005; COMERON and GUTHRIE 2005; MASIDE et al. 2004; ZENG and CHARLESWORTH 2009; ZENG and CHARLESWORTH 2010) , and that GC basepairs are favored over AT basepairs by selection or biased gene conversion in non-coding sequences (GALTIER et al. 2006; HADDRILL and CHARLESWORTH 2008; ZENG and CHARLESWORTH 2010) .
In addition to linkage, another issue that needs consideration is demography. In their simplest form, both the PRF methods and the RM methods assume that the population is randomly mating and that its size is constant over time. These assumptions are often unrealistic. It is known that population structure or changes of population size can cause false inferences of selection from PRF methods, even if evolution is strictly neutral (ZHU and BUSTAMANTE 2005) ; new methods have been constructed to address this problem (BOYKO et al. 2008; GUTENKUNST et al. 2009; KEIGHTLEY and EYRE-WALKER 2007; WILLIAMSON et al. 2005) . However, it is unclear to what extent the RM methods produce false inferences of selection when the underlying demographic history of the species is ignored, especially as RM methods that incorporate population size changes have only recently been developed (ZENG and CHARLESWORTH 2009, 2010) .
Finally, and more specifically relevant to the study of codon usage bias, it is important to know whether reliable inferences of selection can be obtained when applying the RM methods to synonymous sites that are embedded in a background of non-synonymous sites that are potentially under stronger selection. It is known that the interaction between linked selected sites, known as Hill-Robertson interference or HRI (COMERON and KREITMAN 2002; COMERON et al. 2008; FELSENSTEIN 1974; HILL and ROBERTSON 1966; KAISER and CHARLESWORTH 2009; MCVEAN and CHARLESWORTH 2000; SEGER et al. 2010) , can reduce the effectiveness of selection and distort allele frequency spectra at linked sites. We thus need to know whether HRI among sites subject to reversible mutation and selection can cause the RM methods to produce false positive results.
In this study, we focus on the method of ZENG and CHARLESWORTH (2009), a version of the RM method that is flexible enough to include the effects of demographic changes. To address the questions raised above, we have generated random samples from simulated populations under various models, and analyzed these samples using this method. When specific underlying assumptions are violated, we ask: (1) whether selection and mutation parameters can be accurately estimated, and (2) whether the tests for detecting selection and mutational bias tend to be conservative or give false positive results.
MATERIALS AND METHODS

The method of ZENG and CHARLESWORTH (2009):
This is based on the reversible mutation (RM) model (BULMER 1991; LI 1987; MCVEAN and CHARLESWORTH 1999; WRIGHT 1949) . In its simplest version, it assumes a randomly mating Wright-Fisher population of N diploid individuals (see Table 1 for notation). Two alleles, A 0 and A 1 , are possible at an autosomal nucleotide site. The mutation rate from A 0 to A 1 is κu, and that in the reverse direction is u; mutation is said to be biased when κ ≠ 1. The fitnesses of the three genotypes, A 0 A 0 , A 0 A 1 , and A 1 A 1 , are 1, 1 -s, and 1 -2s (genic selection). ZENG and CHARLESWORTH (2009) showed that the equilibrium distribution of the frequency of A 1 in the population can be obtained by numerically solving a linear system jointly determined by N, u, κ, and s.
For a sample of n chromosomes, each comprised of L unlinked sites and taken randomly from the population, we can count the number of sites where A 1 is represented i times,
). Standard diffusion theory suggests that, under weak evolutionary forces, sampling properties can be characterized by two compound parameters: θ = 4Nu and γ = 4Ns (EWENS 2004, Chap. 5) . Thus, under the free recombination assumption, we can write down the likelihood function of the data, L(θ, κ, γ | D) (ZENG and CHARLESWORTH 2009) .
Maximum likelihood estimates of the parameters, denoted as , , and , can then be obtained numerically using the simplex algorithm (PRESS et al. 1992) .
To detect selection, ZENG and CHARLESWORTH (2009) 
For detecting mutational bias, the following statistic was proposed .
Under the free recombination assumption, the distributions of these two statistics should converge to a chi-squared distribution with one degree of freedom, denoted as . preserved. This rescaling method has been widely used in population genetics and has been shown to be highly effective (COMERON and KREITMAN 2002; KAISER and CHARLESWORTH 2009; MCVEAN and CHARLESWORTH 2000; TACHIDA 2000) . Haploids were used to avoid the complications of extreme associative overdominance that can arise with strong selection in a small population (CHARLESWORTH and CHARLESWORTH 1997; PALSSON 2002 
Proper statistical tests:
where w i = 1 -s i if A 1 is present at the i-th selected site, and w i = 1 if A 0 is present at this site.
In the absence of recombination, the next generation was formed by sampling with replacement from the current generation, with the chance of sampling a particular individual being proportional to its fitness. When recombination was present, in order to generate a new individual, two parental chromosomes were first chosen, then recombinants were constructed, and finally, one of the two recombinants was randomly chosen to be retained in the new generation.
Recombination was assumed to be caused by either crossing over or gene conversion, or 
Different values of m and d were used; all haplotypes were sampled from one deme (Table 5) , which is likely to maximize the distortion of variant frequency spectra caused by population structure (DE and DURRETT 2007) . The effects of other sampling schemes were examined in supplementary Table S3 .
Models of codon structure and selection at non-synonymous sites:
To model codon structure, we assumed that, along the whole length of each chromosome, a pair of selected non-synonymous sites was followed by a synonymous site (KAISER and CHARLESWORTH 2009) . At the beginning of each replicate simulation, the selection intensity for each nonsynonymous site (i.e., γ i ) was sampled from a log-normal distribution with shape and location parameters of 3.022 and 0.0368, respectively, and was assumed to be constant throughout this replicate. The shape and location parameters correspond to the exponentials of the standard deviation and mean of ln(s) . With N = 500, this distribution gives a harmonic mean selection coefficient, s h , such that Ns h = 10. This corresponds approximately to the mean selection coefficient for nonsynonymous mutations that are segregating in a typical Drosophila population . The log-normal distribution was used because it has been shown to provide good fit to the data obtained in population genetic surveys (BOYKO et al. 2008; . Furthermore, a recent simulation study has shown that the above model can accurately predict the level of synonymous diversities observed for Drosophila dot and neo-Y chromosomes (KAISER and CHARLESWORTH 2009) . Synonymous sites may be either neutrally evolving or subject to weak selection. In the latter case, it was assumed that all synonymous sites were subject to the same selection intensity.
Burn-in time:
Previous simulation studies have shown that the time required to reach statistical equilibrium is of the order of 1/u generations under the reversible mutation model (COMERON and KREITMAN 2002; MCVEAN and CHARLESWORTH 2000; TACHIDA 2000) . In this study, for each parameter combination, we inspected the amount of time needed to reach equilibrium. A burn-in period of at least 5/u generations was implemented before samples were taken.
Some implementation details:
The simulation algorithms were written in the Java programming language. A chromosome was represented by an array of 64-bit long integers (computer words), with the state of a given bit representing the state of a nucleotide site. To improve efficiency, the object-oriented features of the Java language were exploited so as to reuse the integer arrays as much as possible to avoid copying.
Predicting the effects of background selection:
In the model with codon structure and selection on nonsynonymous sites, the effective population size, N e , as estimated from the equilibrium diversity at linked, neutrally evolving sites, is reduced by selection at linked sites (KAISER and CHARLESWORTH 2009) . Under the assumption that selected sites are close to deterministic mutation-selection balance (background selection; CHARLESWORTH et al. 1993) , the expected reduction in neutral diversity can be calculated as follows. We define
where N is the effective population size in the absence of selection at linked sites. According to NORDBORG et al. (1996) , we have:
where r i is the recombination rate between the focal neutral site and the ith selected site, as given by Eq. 3 of LOEWE and CHARLESWORTH (2007), and s i is the selection coefficient against carriers of a deleterious nonsynonymous mutation at this site. For a region of length L, we only calculated B for the synonymous site in the centre, and ignored the spatial pattern for B reported previously (LOEWE and CHARLESWORTH 2007) . To take into account the log-normal distribution of s i , we sampled an s i value for each nonsynonymous site and calculated B. Then we repeated the sampling and calculation 1,000 times and used the mean value of B as the predicted reduction in N e .
RESULTS
The effects of linkage on the method of ZENG and CHARLESWORTH under neutrality in a constant-size population: It is known that, under the infinite sites model, linkage between sites does not change the shape of the site frequency spectrum, but merely increases the variance (BUSTAMANTE et al. 2001; HUDSON 1983) . In supplementary Figure S1 , we show that the same conclusion holds under the reversible mutation model considered here.
The maximum likelihood inference method of ZENG and CHARLESWORTH (2009) assumes free recombination between sites and uses both polymorphic and monomorphic sites to infer the parameters of the model  θ, κ, and γ. The extra variance induced by linkage raises concerns about the reliability of this method. To address this issue, we used our inference method to analyze random samples generated by the forward simulation algorithm (see Materials and Methods), assuming neutrality and a constant population size, but with various levels of linkage between sites. Reassuringly, the results in Table 2 (see also   supplementary Table S1 ) suggest that the inference method is approximately unbiased, regardless of the level of linkage. This is consistent with a previous theoretical study (WIUF 2006) , which showed that likelihood methods neglecting linkage provide consistent estimators under a wide range of neutral population genetic scenarios. Intriguingly, both LRT γ and LRT κ are proper tests over a wide range of parameter combinations (Table 2; see also supplementary Table S1 ). In fact, an analysis using the quantile-quantile plot (supplementary Figure S2) suggests that, even with complete linkage, the distribution of these two test statistics conforms to a chi-squared distribution with one degree of freedom ( ). These results suggest that LRT γ and LRT κ are likely to be proper statistical tests even when the data do not conform to the assumption of free recombination.
Furthermore, LRT κ seems to have good power to detect the presence of mutational biases (more than 97% in Table 2 ; see also supplementary Table S1 ).
The observation that linkage has only a limited influence on LRT γ and LRT κ is counterintuitive, especially when considering the dramatic increase in variance due to tight linkage (supplementary Figure S1 ). In Figure 1A , we plot summary statistics for the distributions of , , and as functions of the rate of crossing over, for the case where θ = 0.02, κ = 1, and L = 10Kb (see supplementary Figure S3 for cases with L = 1Kb or 100Kb).
Two features are of note. First, as the above results imply, all observed distributions of and , regardless of the level of linkage, are indistinguishable from those obtained under the free recombination assumption. On the other hand, the distribution of becomes more variable as the level of linkage between sites increases (i.e., as ρ = 4Nr decreases). Thus, the results in Figure 1A suggest that the extra variance in the frequency spectrum induced by linkage between sites manifests itself mainly in the increased variability of the distribution of . Additional simulations also suggest that, for the parameter values we have considered, with ρ ≥ 0.05, the distribution of becomes indistinguishable from that observed under free recombination (results not shown).
For LRT γ , some exceptions to the above conclusions have been found. For example, when θ = 0.05, κ = 2, and L = 10Kb, the KS test suggests that the distribution of the p-values deviates from uniformity (p = 2.58 × 10 -13 ), and, at a significance level of 5%, LRT γ rejects neutrality in 14.8% of the random samples. As above, we plot the distributions of , , and as functions of the rate of crossing over ( Figure 1B with L = 10Kb; see also supplementary Figure S3 ). As in the case with a lower mutation rate in Figure 1A , the variance of increases sharply as ρ approaches zero. However, with a high mutation rate, the variances of and also increase as ρ decreases, but to a much lesser extent than . In fact, using a two-sample KOLMOGOROV-SMIRNOV test, the distributions of and under ρ = 0 are significantly different from those observed under ρ = ∞ (the p values for the two tests are 1.8×10 -6 and 7.2×10 -6 , respectively). When a moderate level of crossing over is introduced, the effects of linkage on the distributions of and vanish. For example, with ρ = 0.001, the two-sample KS test suggests that the two distributions are indistinguishable from those observed under ρ = ∞, and LRT γ rejects 5.8% of the random samples.
Additional simulations suggest that, with complete linkage, a high mutation rate, and κ ≠ 1, the false positive rate of LRT γ seems to be positively correlated with L, but crossing over tends to be effective in reducing false rejections (supplementary Table S1 and Figure S3 ). In general, we find that LRT γ tends to be too liberal when these three conditions are met simultaneously: (1) κθ > 0.05; (2) κ > 1; and (3) ρ < 0.001 (supplementary Table S1 ).
However, this situation has limited relevance to most eukaryote species, whose scaled per-site mutation rate is usually of the order of a few percent (see Figure 1 .10 of CHARLESWORTH and CHARLESWORTH 2010).
Neutral models with population size changes or population structure: Many methods for detecting selection assume that population size is constant over time. It is well known that violations of this assumption can make methods that rely on the infinite sites model become counter-conservative (JENSEN et al. 2005; NIELSEN 2005; SIMONSEN et al. 1995; ZENG et al. 2006; ZHU and BUSTAMANTE 2005) . In this section, we investigate the joint influence of linkage and demography on LRT γ and LRT κ . In the simulations, we assumed neutral evolution and complete linkage between sites.
First, we modeled a 10-fold population expansion (i.e., N 2 /N 1 = 10; see Materials and Methods). It is known theoretically that an abrupt increase in population size causes an excess of rare mutations in the sample and, consequently, negative Tajima's D values (SLATKIN and HUDSON 1991; TAJIMA 1989a ). This effect renders many tests (e.g., Tajima's D) counter-conservative with respect to detecting purifying selection (e.g., SIMONSEN et al. 1995; ZENG et al. 2006) . The results in Table 3 suggest that LRT γ and LRT κ tend to have slightly elevated rejection rates (up to ~11%; see supplementary Table S2 for more data) under this demographic model, although these two tests seem to be more conservative than Tajima's D. In most cases, the KS test reveals that the distribution of p values deviates significantly from the uniform distribution. Interestingly, the method seems to produce roughly unbiased estimates of γ and κ, with the γ estimator behaving better than the κ estimator.
Extensive empirical investigations suggest that the following statistically ad hoc approach is effective in solving the problem of counter-conservativeness  instead of using , we can perform LRT γ and LRT κ assuming that they follow a chi-squared distribution with two degrees of freedom ( ); we refer to these two ad hoc tests as LRT γ2 and LRT κ2 , respectively. Using data simulated under various models, we find that LRT γ2 and LRT κ2 are more conservative than LRT γ and LRT κ (see supplementary Figure S4 for more details). For example, when the data were generated under the expansion model with τ = 0.04 and κ = 1, LRT γ2 rejects 0.6%, 2.2%, and 5.4% of the samples at significance levels of 1%, 5%, and 10%, respectively; LRT κ2 has similar properties (Table 3) . When generating data using the same expansion model but with κ = 2, at a significance level of 5% the original LRT κ rejects 46.8% of the samples, whereas the ad hoc LRT κ2 rejects 31.2% ( Table 3 ). Note that, because type I error is uncontrolled for LRT κ , we cannot equate the 46.8% rejection frequency to power. On the contrary, LRT κ2 , although conservative, has reasonable power to detect mutational bias in the presence of recent population expansion (see supplementary   Table S2 for more data).
Next, we simulated a 10-fold population size reduction (i.e., N 2 /N 1 = 0.1). In contrast to the case of population expansion, a reduction in population size usually generates an excess of variants with intermediate frequencies and, consequently, positive Tajima's D values (FU 1996) . Under the assumed model, the rejection rates using Tajima's D can be as high as 40% (Table 3) . For LRT γ and LRT κ , the KS test indicates that the distributions of these two test statistics usually do not follow a distribution. Nonetheless, all the observed rejection rates are below the 5% nominal significance level. Hence, LRT γ and LRT κ tend to be conservative tests following a reduction in population size, so it is unnecessary to perform the even more conservative LRT γ2 and LRT κ2 . When mutational bias was included, LRT κ has ~80% power to detect its presence, whereas LRT κ2 has ~68% power. Again, we obtain approximately unbiased estimates of γ and κ.
The third case we consider is a bottleneck model, which has been used to describe the evolution of non-African D. melanogaster populations (THORNTON and ANDOLFATTO 2006) .
This model contains a brief bottleneck period when the population size is reduced to 2.9% of the pre-bottleneck value, and is likely to induce false positive results with respect to detecting selection (e.g., BARTON 1998). In fact, Tajima's D becomes liberal, with up to 41.4% of the samples being rejected (Table 4) . Nonetheless, the bottleneck event has only mild effects on LRT γ and LRT κ , and the KS test usually does not detect significant deviation from uniformity (Table 4) . As under the expansion model, LRT γ2 and LRT κ2 tend to be very conservative. The mean value of is close to zero, but estimates of κ tends to be upwardly biased, especially when the samples were taken shortly after the recovery of population size.
Finally, we consider the effects of population structure. For simplicity, we adopted a finite island model in the simulations (see Materials and Methods). The results are given in Table 5 . First, data were generated under a two-deme model. Here, relatively low levels of geographic isolation (as measured by F ST ) were assumed. None of the three tests, Tajima's D, LRT γ , and LRT κ , is significantly affected. LRT κ has only moderate power (~50%) to detect mutational bias. Next, we modeled a case with a higher level of isolation and a larger number of demes (five demes in Table 5 ). Under this model, Tajima's D becomes counter-conservative, rejecting up to 22% of the samples. Encouragingly, LRT γ and LRT κ seem to be proper tests, and LRT κ seems have reasonable power to detect mutational bias.
Note that these results are based on a sampling scheme where all chromosomes are taken from one deme. Nonetheless we have obtained similar conclusions using other sampling schemes (e.g., with one chromosome taken from one deme, and all the rest from another deme; supplementary Table S3 ).
In summary, we suggest (i) that LRT γ and LRT κ are relatively insensitive to the neutral demographic models we have examined; (ii) that they tend to produce approximately unbiased estimates of γ and κ; (iii) that LRT κ seems to have reasonable power to detect mutational bias; and (iv) that the two ad hoc tests, LRT γ2 and LRT κ2 , tend to be conservative and rarely produce false positive results even when LRT γ and LRT κ become too liberal. The observation that the mean of is usually close to zero, even though the frequency spectrum is distorted, is counterintuitive. In the Supplementary Text, we present a numerical example based on the population expansion model, which may shed light on these seemingly paradoxical observations.
The effects of selection at nonsynonymous sites on linked, neutrally evolving synonymous sites:
The original purpose of the method of ZENG and CHARLESWORTH (2009) was to estimate the parameters governing the evolution of synonymous sites. In this regard, the models considered in the previous sections are unrealistic, since they assume neutrality and neglect the fact that synonymous sites are linked to nonsynonymous sites in the same gene, which are under natural selection (LOEWE and CHARLESWORTH 2007) . To address this issue, we conducted simulations taking into account codon structure and selection at non-synonymous sites, but retaining the assumption of neutrality at synonymous sites (see Materials and Methods). In particular, we assume that mutation is reversible at all sites and κθ = 0.02, which should be realistic for Drosophila melanogaster (assuming N e ≈ 10 6 and a mean per site mutation rate of 5×10 -9 ) (KEIGHTLEY et al. 2009; KREITMAN 1983) . We sampled the fitness effects of the selected sites from a log-normal distribution, which has been shown to provide good fit to the data obtained from population genetic surveys (BOYKO et al. 2008; KAISER and CHARLESWORTH 2009; . The statistics obtained on synonymous sites were then analyzed to examine the performance of the method of ZENG and CHARLESWORTH (2009).
In a previous simulation study, KAISER and CHARLESWORTH (2009) We highlight several observations. First, incorporating mutational bias into the simulation has little impact on the frequency spectrum at synonymous sites (supplementary Figure S5) . Second, the ineffectiveness of gene conversion in removing HRI is clearly demonstrated by the fact that the observed distribution of Tajima's D under gene conversion overlaps substantially with that observed under complete linkage (Figure 2 ), although gene conversion was assumed to have occurred at a rate that is realistic for D. melanogaster (HILLIKER et al. 1994; LOEWE and CHARLESWORTH 2007) . In contrast, with a rate of crossing over of ρ = 0.04 per basepair, which should also be realistic for D. melanogaster (assuming In order to examine the details of the frequency spectra for derived alleles, we used the forward simulation algorithm to obtain the unique genealogy that relates all extant haplotypes in the absence of recombination. For each segregating site in the sample, we determined ancestral and derived alleles by comparing the extant sequences with the ancestral sequence at the most recent common ancestor for this sample. In Supplementary Figure S6 , the spectrum observed at synonymous sites is shown and compared to the neutral expectation.
We observe an excess of low-frequency variants and a deficit of intermediate-and
high-frequency ones. This is in line with the prediction under the standard background selection theory with weak selection (CHARLESWORTH et al. 1995; FU 1997; GORDO et al. 2002) .
In the absence of recombination, Tajima's D is counter-conservative when applying to synonymous sites, with observed rejection rates up to 74% (Table 6; supplementary Table   S4 ). For LRT γ and LRT κ , their p values are no longer uniformly distributed (Table 6) , and the observed rejection rates are slightly elevated (<14%; supplementary Table S4 ). As in the case of population expansion, LRT γ2 and LRT κ2 tend to be conservative, with all observed rejection rates below 5% (Table 6; supplementary Table S4 and Figure S7 ). Note that, because type I error is uncontrolled, power is undefined for LRT κ in the case of no recombination. On the other hand, using LRT κ2 , we still have some power to detect mutational bias: 15.2% for L = 10Kb, 36.6% for L = 50Kb, and 50.4% for L = 100Kb (Table   6 ).
Additional simulations suggest that a relatively high level of crossing over is necessary to reduce the effects of selection at linked sites on LRT γ and LRT κ . For example, with L = 10Kb, ρ > 0.01 is necessary ( Table 6 ). Note that, since the simulation model does not include any non-coding regions, the rate of crossing over needed to alleviate the effects of selection at linked sites is likely to be overestimated. Nonetheless caution should be exercised when applying LRT γ and LRT κ to genomic regions where crossing over is relatively infrequent; for these regions, LRT γ2 and LRT κ2 are probably more reliable.
The mean ML estimates for γ tend to be unbiased, whereas those for κ seem slightly upwardly biased when recombination is infrequent (Table 6 ). In all parameter combinations, the mean values are several-fold lower than the input values ( (COMERON et al. 2008; KAISER and CHARLESWORTH 2009; MCVEAN and CHARLESWORTH 2000) .
The power to detect selection at synonymous sites in the presence of linked nonsynonymous sites: In this section, we investigate whether LRT γ has any power to detect natural selection at synonymous sites when there is strong HRI causd by linked nonsynonymous sites. To this end, we introduced weak selection on synonymous sites into the simulation model described in the previous section. Here, the selection coefficient, s, against a deleterious mutation at a synonymous site was assumed to be constant across the entire simulated region. The region size was set to 50Kb and the input scaled intensity of selection at synonymous sites was γ = 2 (Table 7) ; very similar results were obtained when the size was 100Kb (results not shown). HRI tends to reduce N e as measured by equilibrium diversity at neutral sites, especially when there is a large number of linked selected sites (COMERON et al. 2008; KAISER and CHARLESWORTH 2009; MCVEAN and CHARLESWORTH 2000) . As a consequence, the weak selective differences between the two variants at synonymous sites may be invisible to natural selection, due to their very small N e s (STEPHAN et al. 1999 ).
In the case of complete linkage, with the selection and mutation parameters for nonsynonymous sites used here, the observed diversity at neutral synonymous sites is 0.0015, about 13-fold lower than the input value of 0.02 (Table 6 ). This is consistent with observed levels of diversity on the Drosophila dot chromosome . Hence, for synonymous sites under selection, 4N e s predicted from the N e value corresponding to the neutral diversity level is equal to 2/13 ≈ 0.15. The mean value of is 0.088 (Table 7) , somewhat lower than this predicted value (see Discussion). Not surprisingly, with such a small 4N e s, neither LRT γ nor LRT γ2 has any power to detect selection (Table 7) . Introducing gene conversion does not significantly increase the power of the two tests. These results imply that it will be hard to detect selection on synonymous sites in parts of the genome with extremely reduced recombination (e.g., the dot chromosome in Drosophila), consistent with the evidence that selection on codon usage is greatly reduced in these regions (reviewed by ).
The power of LRT γ starts to increase as the rate of crossing over becomes higher (Table   7 ). When ρ = 0.02, about half of the typical value of 0.04 for D. melanogaster, LRT γ achieves virtually 100% power in detecting selection. Nonetheless, it should be noted that, for cases with ρ < 0.01, the power of LRT γ should be interpreted with caution because of the problem of inflated type I error rates reported in the previous section. Encouragingly, the more conservative LRT γ2 has only slightly reduced power compared to LRT γ (e.g., 93.6% versus 97.4% for ρ = 0.02). Further, LRT γ2 can be applied to regions with reduced recombination, where LRT γ is counter-conservative (e.g., when ρ = 0.008).
In all cases, the estimates of κ are approximately unbiased (Table 7) . On the other hand, with higher levels of recombination the mean values of and becomes closer to the input values of 0.02 and 2, although even under the highest level of recombination (ρ = 0.04 and φ = 0.028) the mean estimates of these two parameters are still lower than the input values, suggesting that the effects of selection at linked sites have not been completely removed. This reduction is due to the action of background selection (CHARLESWORTH et al. 1993; HUDSON and KAPLAN 1994) . In fact, using the theory developed by NORDBORG et al. (1996) and CHARLESWORTH (2007) , for ρ = 0.02 and 0.04, the predicted effect on N e at synonymous sites due to selection at linked non-synonymous sites is N e /N = 0.32 and 0.54, respectively (see Eq. 4); the expected 4N e s values for linked weakly selected sites are therefore 0.64 and 1.07, which are very close to the mean values of given in Table 7 , in agreement with the results of STEPHAN et al. (1999) for one strongly selected and one weakly selected site. However, when recombination rates are very low, the background selection formula tends to overestimate the reduction in N e and γ (Table 7) i.e., ρ > 0.04), is likely to be close to the actual intensity of selection acting on these sites. We have further shown here that the method of ZENG and CHARLESWORTH (2009), a representative of the class of methods cited above, is fairly insensitive to the violation of the free recombination assumption. Additionally, this method seems to be relatively insensitive to demographic changes, population structure, and selection at linked sites, compared to the commonly used Tajima's D and related tests for detecting skews in the site frequency spectrum (reviewed by CHARLESWORTH and CHARLESWORTH 2010 p. 287-291) . In cases where our likelihood ratio tests for detecting selection and mutational bias are counter-conservative, we find that the ad hoc approach of performing the tests with a chi-squared distribution with two degrees of freedom can effectively solve the problem of inflated type I error rates, while retaining reasonable power to detect selection and mutational bias (Tables 3 and 6) .
DISCUSSION
We have paid particular attention to the effect of selection at linked sites on the behavior of neutral or weakly selected sites. Consistent with earlier work (KAISER and CHARLESWORTH 2009; SEGER et al. 2010) , we found that selection on nonsynonymous sites causes a large skew in the site frequency spectrum at neutral sites when the recombination rate is very low, with very negative values of Tajima's D, many of which approach the minimal possible value (Figure 2 ). This pattern could easily be mistaken for the effect of a selective sweep, as discussed by KAISER and CHARLESWORTH (2009) .
In addition, as mentioned in the description of the results shown in Tables 6 and 7, when sites subject to weak purifying selection, such as synonymous or non-coding sites, are embedded in a large low-recombination region containing many strongly selected sites, the estimated scaled intensity of selection, γ = 4N e s, for the weakly selected sites (Table 7) is reduced by considerably more than that predicted from the reduction in N e caused by the strongly selected (nonsynonymous) sites, as estimated from diversity at neutral sites (see the last section of Results). This is probably caused by the additional HRI among the weakly selected sites themselves (COMERON and KREITMAN 2002; COMERON et al. 2008; MCVEAN and CHARLESWORTH 2000) .
For recombination rates that are typical of normally recombining regions of the Drosophila or human genomes, in the presence of the strongly selected sites, there is still a reduction in N e for neutral synonymous sites and in γ for weakly selected sites, which is well-predicted by the background selection equation (Eq. 4). But with low levels of recombination, this equation tends to overestimate the reduction in N e and γ (Table 7) . This phenomenon was noted previously (KAISER and CHARLESWORTH 2009) , and reflects HRI between the nonsynonymous sites in regions with very low recombination rates, which weakens the effective strength of selection acting on them. As a result, the deterministic mutation-selection model on which standard background selection theory is based does not apply.
It should be noted that we have not attempted to construct a realistic model of genome structure for normally recombining genomic regions; the results shown in Tables 6 and 7 make no allowance for non-coding sequences either within or between genes, which are common in eukaryotes and can potentially serve as spacers reducing HRI (COMERON and KREITMAN 2002) , although there is evidence that non-coding regions are themselves under selection (e.g., ANDOLFATTO 2005; HADDRILL et al. 2005) . The effects of HRI that we have described here are probably overestimates of the true effects for genes in normally recombining regions. Further work is needed to determine the properties of more realistic models.
Differences between the PRF methods and the RM methods:
The key difference between the PRF methods and the RM methods is that with PRF alleles are typically classified as ancestral and derived using outgroup sequences, whereas with RM alleles are assigned to several predetermined classes (typically two; see ZENG 2010 for a multi-allele model) that are potentially selectively different. Examples of the latter include preferred and unpreferred synonymous codons (BULMER 1991; LI 1987; MCVEAN and CHARLESWORTH 1999) , or AT and GC in non-coding regions (GALTIER et al. 2006; HADDRILL and CHARLESWORTH 2008; ZENG and CHARLESWORTH 2010) . The need to define selectively different allele classes makes it hard to apply the RM approach to such problems as the distribution of fitness effects of nonsynonymous mutations (BOYKO et al. 2008; EYRE-WALKER et al. 2006; KEIGHTLEY and EYRE-WALKER 2007) . Further work is needed to determine whether the desirable properties of the RM methods can be used for this purpose.
A question that is raised by our results is the fact that close linkage does not seem to produce a high variance in the estimates of γ and κ from the RM method (Figure 1 ), in contrast to the well-known effect of close linkage on the variance of estimates of θ (HUDSON 1983; 1990) . The intuitive reason for this is that the variance of the estimate of θ reflects the large stochastic variation in the size of gene genealogies; linked sites have a high covariance of tree sizes, which inflates the variance of the mean tree size across sites compared with that of a set of independent genealogies (MCVEAN 2002; PLUZHNIKOV and DONNELLY 1996) . The associated variability in the shapes of trees will also generate more variability in the frequencies of derived versus ancestral variants for sets of closely linked sites compared with independent sites, resulting in a higher frequency of false positive results of tests for selection from PRF methods (BUSTAMANTE et al. 2001; DESAI and PLOTKIN 2008; ZHU and BUSTAMANTE 2005) .
In contrast, the estimate of γ from the RM approach comes from the frequencies of favored versus disfavored variants, such that a skew towards higher frequencies of favored variants indicates the action of selection or biased gene conversion. A high-frequency, putatively favorable variant could be either derived or ancestral, so that the chance of observing it is relatively independent of tree size or shape. Similarly, estimates of κ come mainly from the relative frequencies of sites that are fixed for the different alleles in the model (ZENG 2010; ZENG and CHARLESWORTH 2009) , which is also little affected by tree size or shape. Similar considerations may apply to the effects of population structure and population size changes. Overall, therefore, there are reasons to expect that the RM approach is more robust than the PRF method. However, it is worth emphasizing that, due to computational constraints, the results presented in this study are based on a limited number of combinations of parameter values. Therefore, they should not be over-interpreted. The data were generated using a neutral model with L = 10Kb and 2N = 1,000. When gene conversion was included, we assumed E(T) = 352bp. Five hundred random samples, each composed of 15 chromosomes, were generated for each parameter combination. The samples were analyzed by the method of ZENG and CHARLESWORTH (2009). The p-values of the two likelihood ratio tests, LRT γ and LRT κ , were examined using the KOLMOGOROV-SMIRNOV (KS) test. When the KS test detected a significant deviation, the proportion of samples where the null hypothesis for the likelihood ratio test was rejected (i.e., the power) is given in parentheses. Wright's island model was simulated. Neutrality at all sites and complete linkage between sites were assumed. We analyzed 500 random samples for each combination of parameter values (L = 10Kb and κθ = 0.002, where θ is defined by the number of chromosomes per deme). Each sample had 15 chromosomes, all taken from one deme. An observed value of Tajima's D is significant if it is smaller than the 5-th percentile value generated under neutrality using the observed number of segregating sites; the rejection rates are given in the column named D T . The simulation procedures were identical to those used to obtain Figure 2 . Synonymous sites were assumed to be neutral. We set κθ = 0.02. The results are based on 500 random samples of 15 chromosomes each. The simulation method was similar to that used in Table 6 , with the additional feature that selection was acting on synonymous sites with intensity γ = 2. In all cases, L = 50Kb, θ = 0.02 and κ = 1. For each parameter combination, the results were based on analyzing 500 random samples of 15 chromosomes. Note that, for cases with ρ < 0.01, the power of LRT γ should be interpreted with caution because of inflated type I error rates (Table 6 ).
TABLES
a γ values predicted using the background selection formula for N e (Eq. 4). 
