We present a method for extracting causality knowledge from Wikipedia, such as Protectionism → Trade war, where the cause and effect entities correspond to Wikipedia articles. Such causality knowledge is easy to verify by reading corresponding Wikipedia articles, to translate to multiple languages through Wikidata, and to connect to knowledge bases derived from Wikipedia. Our method exploits Wikipedia article sections that describe causality and the redundancy stemming from the multilinguality of Wikipedia. Experiments showed that our method achieved precision and recall above 98% and 64%, respectively. In particular, it could extract causalities whose cause and effect were written distantly in a
Introduction
Much of the world consists of entities that causally depend on each other. Therefore, causality knowledge, e.g., Protectionism → Trade war, 1 is useful for many tasks such as why-QA , reading comprehension (Berant et al., 2014) , and event prediction (Radinsky et al., 2012) .
Although many methods have been proposed for causality extraction from text (Ning et al., 2018; Gao et al., 2018; Rehbein and Ruppenhofer, 2017; Dunietz et al., 2017; Hidey and McKeown, 2016; Zhao et al., 2016; Hashimoto et al., 2014 Hashimoto et al., , 2012 Do et al., 2011; Riaz and Girju, 2010; Abe et al., 2008) , they have rarely addressed three issues that are important for constructing a causality knowledge base (CKB) . First, we should be able to verify extracted causalities, so that the CKB can sustain the credibility of its information. 2 Second, it would be de-1 In this paper, A → B denotes that A causes B. 2 The verifiability in this paper means that one can verify extracted causalities with credible sources of information. sirable to easily translate the CKB to multiple languages, to avoid duplicating the construction effort for different languages. Third, it would also be desirable to automatically connect the CKB to other knowledge bases (KBs), to bring together KB construction efforts in various communities and thus maximize their synergistic effect.
Therefore, we propose a method for extracting causalities from Wikipedia by using cause and effect entities that correspond to Wikipedia articles; for example, for Tobacco → Lung cancer, English Wikipedia has articles titled Tobacco and Lung cancer. Such causalities satisfy the above three desiderata. First, we can easily verify such causalities, because Wikipedia articles tend to credibly attest them; for example, the Tobacco article states that inhaling its smoke can cause Lung cancer. 3 In contrast, knowledge from other sources such as the web text tends to be difficult to verify, owing to a deluge of false information. Second, causalities extracted from Wikipedia can be translated trivially to multiple languages, because Wikidata (Vrandečić and Krötzsch, 2014) , a free, multilingual KB, provides links among Wikipedia articles on the same subject in different languages. Third, it is easy to connect causalities whose cause and effect are the topics of Wikipedia articles to other KBs derived from Wikipedia, e.g., Freebase (Bollacker et al., 2008) , DBpedia (Lehmann et al., 2009) , Knowledge Graph (Singhal, 2012) , YAGO2 (Hoffart et al., 2013) , and Wikidata. In addition, Wikidata also provides links to external KBs, which connect the causalities to those KBs.
Because our task is to identify causal relations between entities that are the topics of Wikipedia articles, a simple solution would be to use relation extraction (RE) methods (Vashishth et al., 2018; Zhang et al., 2018 Zhang et al., , 2017 Zhou et al., 2016;  Signs and symptoms Signs and symptoms which may suggest …
Causes
Tobacco smoking is by far the main contributor Figure 1 : Sections that describe causality in Wikipedia: Harmful effects of tobacco and Causes. We can extract Tobacco → Lung cancer from these sections. Lin et al., 2016; Cai et al., 2016; Shen and Huang, 2016) . Most RE methods, however, identify relations between entities co-occurring in a sentence (with exceptions such as Peng et al., 2017) and cannot deal with a large portion of our test data (67.3%, as we detail in §3.2), because the cause and effect entities in the data tend to appear distantly in a Wikipedia article. This is reasonable given that the subject of an encyclopedia article would not typically be repeated throughout the article, as the author may expect readers to know that the whole article is about the subject.
We aim to extract causalities from Wikipedia regardless of whether their cause and effect co-occur in a sentence by training a causality classifier from causality instances whose cause and effect may appear distantly. Here, we face two problems:
Lack of labeled data: For the learning of the causality classifier, there is no data marking causes and effects in Wikipedia articles, and manually creating such data would be laborious. A possible solution would be distant supervision (Mintz et al., 2009) using external KBs to mark relevant entities in articles. Because Wikipedia evolves rapidly, however, relying on such KBs would make the resulting CKB obsolete. Therefore, how can we instantly acquire such data directly from Wikipedia? Lack of redundancy: An encyclopedia tends to avoid redundancy in text, which many knowledge extraction methods rely on to reliably estimate the probability of extracted knowledge (Christensen et al., 2011; Downey et al., 2005) . Therefore, how can we reliably estimate the probability of a causality extracted from Wikipedia?
For the lack of labeled data, we can accurately extract hundreds of causalities by harnessing the property of Wikipedia that some articles have sec-tions describing relevant causalities. For example, as shown in Fig. 1 , the Lung cancer article has a section named Causes that mentions Tobacco, and the Tobacco article has a section named Harmful effects of tobacco that mentions Lung cancer. Accordingly, we can extract Tobacco → Lung cancer and then use it for the learning of the classifier. All the supervision we need is a handful of keywords for such sections, e.g., causes and effects.
For the lack of redundancy, we exploit another kind of redundancy stemming from the multilinguality of Wikipedia: the same subject may be described by articles in different languages; for example, Tobacco is described in 112 languages. We thus use a data source consisting of Wikipedia articles in nine languages: English (en), German (de), French (fr), Spanish (es), Italian (it), Portuguese (pt), Swedish (sv), Dutch (nl), and Polish (pl). This requires our method to be language independent. For these nine languages, however, the only required linguistic analysis is detection of word boundaries, i.e., white space. This simplicity has an advantage of allowing our method to parse Wikipedia quickly to keep the CKB up to date.
We evaluated our method by using the relation triples in Wikidata, which represents a causality by either a has cause or a has effect relation ( §3). Our method achieved precision and recall above 98% and 64%, respectively, rivaling an oracle relation extractor that perfectly detected the causality between entities co-occurring in a sentence. We also confirmed that the multilingual redundancy of Wikipedia was effective: using more languages led to significantly better performances.
Our contributions are five-fold. (1) We proposed the three desiderata for CKBs: verifiability, translatability, and connectivity. (2) We presented the ideas of exploiting the causalitydescribing sections and multilingual redundancy of Wikipedia. (3) Based on these ideas, we proposed a weakly-supervised, multilingual causality extraction method. (4) We evaluated our method in relatively large-scale settings. (5) We have released the code and data from this study ( §6). 4 In this paper we focus on causality extraction. We will present how to construct the CKB from causalities extracted by our method in future.
In this study, we define a causality A → B according to Wikipedia and Wikidata. Specifically, 
Proposed Method
Our method learns a causality classifier that, given an entity pair (e 1 , e 2 ), determines if e 1 → e 2 holds. The entities are Wikidata identifiers (IDs) having at least one corresponding Wikipedia article. For example, Q1566 is the Wikidata ID for Tobacco, which is described in Wikipedia in 112 languages. Figure 2 shows the learning process; the method identified entities that tend to participate in causality ( §2.1), extracted seed causalities between such entities from causality-describing sections as illustrated in Fig. 1 ( §2. 2), extracted the contexts of the seed causalities from articles in multiple languages ( §2.3), and finally learned the classifier from the multilingual contexts of the seeds ( §2.4).
The resulting classifier thus takes (e 1 , e 2 ) as input, examines the multilingual contexts of e 1 and e 2 , and determines if e 1 → e 2 holds.
The Python code that accompanies this paper is an implementation of our method ( §6).
Causality Entity Extraction
Some entities, e.g., Tobacco, are more likely to participate in causality than others, e.g., A (the alphabet letter). We call them causality entities. To accurately extract seed causalities in the next step, we first extracted causality entities by identifying articles that had causality-describing sections: Tobacco and Lung cancer in Fig. 1 were thus regarded as causality entities.
To identify causality-describing sections, we manually prepared a handful of keywords that tended to appear in the titles of such sections for the nine languages: en, de, fr, es, it, pt, sv, nl, and pl. This was the only supervision of our method. Specifically, we chose Cause, Causes, Effect, and Effects as such keywords for en and translated them to the other languages by reference to Wik-tionary. 5 We have released these keywords ( §6).
We then extracted causality entities from the Wikipedia dump of each language and kept only those entities that appeared in more than one language. The identify of an entity across languages could be confirmed by Wikidata IDs; e.g., Tobacco (en) and Tabaco (es) both correspond to Q1566.
Seed Causality Extraction
A seed causality is an entity pair (e 1 , e 2 ) such that e 1 appears in a causality-describing section, whose title contains Cause or Causes (in the case of en), in the article corresponding to e 2 ; and such that e 2 appears in a causality-describing section, whose title contains Effect or Effects, in the article corresponding to e 1 . For instance, Tobacco → Lung cancer in Fig. 1 is a seed causality, as it satisfies the above condition.
We extracted seed causalities in this way, kept only those that appeared in more than one language, and consequently acquired 879 seed causalities from the nine languages. We have also released the seed causalities ( §6).
Seed Causality Context Extraction
As illustrated in Fig. 3 , for each entity in a seed causality, we extracted its contexts from articles in multiple languages as features for the classifier.
The context window was up to 100 words to the left and right of each target entity. When a section title appeared in a context window, we shrank the window to the section title position so that the window would not cross the section boundary.
We restricted the articles from which contexts were extracted as follows. For e 1 → e 2 , the context of e 1 (e 2 ) was extracted from the article that corresponded to e 2 (e 1 ). For example, for Tobacco → Lung cancer, the context of Tobacco was extracted only from the Lung cancer article, and that of Lung cancer was extracted only from the Tobacco article. This reduced the processing time and helped extract only highly relevant contexts for a target causality. We extracted the contexts directly from the Wikipedia source texts with all markups kept intact, because those markups may have helped the classifier, and parsing the source texts would have slowed the process. In addition, we replaced e 1 and e 2 in the extracted contexts with the special symbols CAUSE and EFFECT . We also removed line-break characters to extract contexts from across multiple lines.
For each seed causality, we concatenated all the contexts from multiple languages. For context extraction, we used only four languages -en, de, fr, and esbecause they had the broadest coverage.
We also removed infoboxes from articles before context extraction, because we used Wikidata's triples for evaluation, and some of those have been transcribed into infoboxes. 6 This was for fairness rather than methodological considerations.
Learning Classifier
For learning of the causality classifier, we used the seed causalities as positive instances. In contrast, negative (non-causality) instances were entity pairs such that the article corresponding to one entity had a link to the article corresponding to the other entity. For example, the article on Barack Obama has a link to the article on Hillary Clinton, and hence, Barack Obama → Hillary Clinton could be used as a negative instance. In this way, we could obtain sensible negative instances, meaning that they were not totally random pairs but were semantically related to each other in some way. We obtained the same number (879) of negative instances as positive ones and similarly extracted their multilingual contexts; thus, we trained the classifier with 1,758 instances.
We used fastText (Joulin et al., 2016) , a linear text classifier that averages word embeddings and makes a prediction based on the averaged embeddings, as the causality classifier because of its speed and accuracy. Among its hyperparameters, we tuned only the number of epochs and the learning rate, as detailed in §3.2. We did not use pretrained word embeddings for the classifier to minimize its dependence on external resources.
Although there would be more sophisticated approaches to modeling the multilingual contexts extracted from Wikipedia, we intentionally adopted the very simple modeling in this paper in order to 6 https://www.wikidata.org/wiki/ Wikidata:WikiProject_Infoboxes show that even such a simple method could deliver good performances by using the multilingual contexts of Wikipedia. We will develop more sophisticated models in future.
Experiments
Using relation triples in Wikidata ( §3.1), we evaluated our method by comparing it with various baselines ( §3.2). We also measured the effectiveness of using multiple languages ( §3.3).
We can summarize the results as follows. Our method (1) extracted causality with precision and recall above 98% and 64%, respectively; it (2) rivaled the performance of an oracle relation extractor that worked sentence-wise; and it (3) effectively used multiple languages.
Test Data
Our experiments were based on labeled data derived from Wikidata, which has various relation triples (e 1 , rel, e 2 ), where e 1 and e 2 are entities ("item identifiers" in Wikidata terms, such as Q1566) between which the relation rel (a "property" in Wikidata terms, such as has cause) holds.
In short, we used triples whose relations were either has cause or has effect as positive (causality) instances and those with other relations as negative (non-causality) instances. Because we aimed to extract causalities that were easy to verify by reading individual Wikipedia articles, we restricted the triples to those whose component entities co-occurred in an article. Specifically, we used only triples such that the article corresponding to one entity had a link to the article corresponding to the other entity in at least one language. Consequently, we obtained 1,524 positive instances and the same number of negative instances, giving 3,048 instances in total.
The data was in no way easy to classify, because all the negative instances were not random pairs but had semantic relations that are as natural and common as causality. For example, in Wikidata, World War I (Q361) and the Paris Peace Conference (Q199820) show causality, as the former has the has effect relation with the latter. In contrast, World War I and the German invasion of Belgium (Q5551414) do not show causality, because they have a significant event relation between them.
The data accompany the paper ( §6).
Performance of Proposed Method
Experimental Settings for Proposed Method
In this section, we denote our proposed method as PROP. In the experiments, it extracted multilingual contexts for each relation triple in the data, as described in §2.3. The data were used only for testing. Training was conducted using the automatically acquired seed causalities ( §2).
Hyperparameter tuning for PROP was based on five-fold cross validation using the seed causalities so that we could maximize the F1 score on them. We only tuned the number of epochs and the learning rate of fastText; the former was chosen from 30, 50, 70, and 100, while the latter was chosen from 0.3, 0.5, 0.7, and 1.0. As a result, they were set to 100 and 1.0, respectively. The other fastText parameters were set to default values.
We used the default fastText threshold for classification. We conducted 10 runs and averaged the performance scores (accuracy, precision, recall, and F1) for evaluation.
Compared Methods
We evaluated the performance of PROP by comparing it with the following baseline methods described below: SECTION, INFOBOX, RELATED, and ORACLE RE.
SECTION This was simply the method of seed causality extraction described in §2.2, which extracted 879 causalities from Wikipedia. This was intended to evaluate two questions. The first was how well our idea of exploiting causalitydescribing sections in Wikipedia worked on its own. The second question was how much PROP improved the results, as it used the classifier trained on the output of the SECTION method.
INFOBOX This method extracted causality from the infoboxes in Wikipedia articles in the nine languages. Some infoboxes contain information on causality; for example, the article on Candidiasis has an infobox with the field Causes, whose value is Candida, which indicates Candida → Candidiasis. For the INFOBOX method to identify such causality-describing fields in infoboxes, we used the same set of keywords that PROP used to identify causality-describing sections. As discussed in §2.3, some Wikidata triples have been transcribed into infoboxes, which should give the INFOBOX method an advantage over PROP, as PROP was forbidden to use infoboxes.
RELATED This method regarded an entity pair whose entities were semantically related to each other as a causality, because such relatedness has been shown to imply causality (Do et al., 2011; Riaz and Girju, 2010) . Specifically, this method used a semantic relatedness defined as 1−sr(a, b), where sr(a, b) is a Wikipedia-link-based distance measure that was proposed by Milne and Witten (2008) and has been widely used (Lee et al., 2015) . The measure is defined
where a and b are the two articles (entities) of interest, A and B are the sets of all articles that link to a and b, respectively, and W is the entire set of Wikipedia articles. To classify entity pairs, we set a threshold for the relatedness score so that we could maximize F1 on the training data for PROP ( §2.4). The threshold value ranged from 0.00 to 1.00 at intervals of 0.01. We used the link structure of en Wikipedia because it is the largest one.
ORACLE RE This method used an oracle relation extractor that, given two entities that co-occur in a sentence, never fails to determine whether they have a causal relation. For other pairs, whose component entities did not co-occur in a sentence, this method uniformly guessed that they had no causal relation. We used en Wikipedia for OR-ACLE RE because it has the broadest coverage. We segmented articles into sentences with spaCy, 7 which accurately recognizes sentence boundaries through dependency parsing. This method would show the upper-bound performance for our task of typical RE methods that work sentence-wise. This was an ambitious baseline given the performances of state-of-the-art RE methods: Vashishth et al. (2018) achieved a top-100 precision of 84% on the New York Time corpus (Riedel et al., 2010) ; achieved an F1 score of 88% on SemEval-2010 Task 8 (Hendrickx et al., 2010) . Results Table 1 lists the accuracy (Acc), precision (Prec), recall (Rec), and F1 of the compared methods. The SECTION method achieved 100% precision, which indicates that our technique of exploiting causality-describing sections in Wikipedia could accurately extract causalities.
As the method's recall indicates, however, it covered only a small portion of our target causalities.
The INFOBOX method also achieved 100% precision, though its coverage was also quite limited.
The RELATED method exhibited the highest recall, but the precision was unacceptably low for the subsequent manual labor that would be required to construct the CKB.
The ORACLE RE method achieved 100% precision by design. Its recall was rather low because 67.3% of the entity pairs in the data ( §3.1) consisted of entities that did NOT co-occur in a sentence. This means that most RE methods that work sentence-wise will miss a large portion of causalities, regardless of their accuracy.
Finally, PROP achieved the best F1 score, though its recall still had room for improvement. The fact that PROP outperformed the baselines, especially ORACLE RE, clearly shows the effectiveness of our method.
Language Ablation Test
We also examined the effect of using more languages for extracting contexts by comparing the performance of the following variations of PROP: PROP, PROP en.de.f r , PROP en.de.es , PROP en.f r.es , PROP en , PROP en.de , PROP en.f r , and PROP en.es . Unlike PROP, which used en, de, fr, and es for extracting multilingual contexts, the others used only the languages indicated by the subscript language symbols. For example, PROP en.de used only en and de Wikipedia articles.
For each variation of our method, we conducted 10 runs and averaged the resulting performance scores for evaluation. Table 2 summarizes the results of the ablation tests. The upper half of the table indicates that removing one language from PROP tended to degrade its performance, while the lower half indicates that adding one language to PROP en tended to improve its performance. From these results, we conclude that using multilingual contexts is effective for causality extraction from Wikipedia.
Analysis
We first examine cases in which PROP succeeded and then analyze its error cases.
Causalities whose cause and effect entities cooccur in a sentence tend to have phrases indicating the causal relation between them, which helps identify the relation. For example, for Adipsia → Hypernatremia, there is the following sentence:
(1) Adipsia may be seen in conditions such as diabetes insipidus and may result in hypernatremia.
For causalities whose cause and effect do not co-occur in a sentence, it is likely that their causal relation are only indicated by multi-line texts or the structure of Wikipedia article. For example, for Hormone therapy → Cancer pain, there is the following list item in the Cause section of the article of Cancer pain:
(2) hormone therapy, which sometimes causes pain flares;
Although Cancer pain is not written explicitly in the item, we can guess that the pain flare refers to Cancer pain, because this list item is part of the contents of the Cause section of the article of Cancer pain. PROP can identify such a causality, because pieces of Wikipedia source text that represent this kind of structure can be included in the window of the multilingual contexts and because all contexts are extracted from the articles that correspond to either the cause or the effect. Regarding PROP's error analysis, we focus here on its false-negative errors, as it achieved high precision while its recall had room for improvement. Such errors were mostly due to the lack of evidence of causality; in some cases, even though the cause and effect entities both appear in an article, it does not indicate their causal relation. For example, for Psoriasis → Woronoff's ring, the cause is only mentioned as a list item in the See also section of the effect entity's article in en Wikipedia.
Other false-negatives included entity pairs for which not only causality but other relations hold. For example, for International University Sports Federation → Universiade, both the has effect and the organizer relations hold. These tend to be cases in which the Wikipedia article describes the cause as organizing (instead of causing) the effect.
Discussion

Three Desiderata for CKB
In §1 we discussed the desiderata for the CKB: verifiability, translatability, and connectivity. In this section we consider how well the causalities extracted by PROP satisfied the desiderata.
Verifiability
We examined 100 samples from the causalities in the data ( §3.1) that PROP correctly classified as causalities (i.e., true positives) to measure their verifiability. In other words, we examined how many of them consisted of cause and effect entities between which we could easily identify causality by reading their individual Wikipedia articles. Causalities that were not described in en Wikipedia were regarded as unverifiable, because we assumed that our target users could understand only English. Of the 100 samples, 19 were not written in en Wikipedia.
As a result, 62.0% of the samples were verifiable. If we ignore those 19 samples that were not written in en Wikipedia, 76.5% of the samples were verifiable. For example, for Onchocerca volvulus → Onchocerciasis, the article on Onchocerca volvulus has the following sentence:
(3) Onchocerca volvulus is a nematode that causes onchocerciasis.
We thus conclude that causalities extracted by PROP tend to be verifiable.
Translatability
We next examined the number of languages to which each true-positive causality was translated, by using Wikidata's links among Wikipedia articles on the same subject in different languages. We targeted each of the nine languages. We regarded each causality as translated to a language if its cause and effect were both translated.
As a result, 74.9% of the causalities were translated to more than one language, which indicates that the causalities extracted by PROP tend to exhibit a high degree of translatability. Furthermore, 16.5% were translated to all nine languages, including, e.g., Chemotherapy → Vomiting (Q974135 → Q127076) and Treaty of Versailles → World War II (Q8736 → Q362).
Connectivity
We also examined how many of the true positives were connected to external KBs. We first listed all external IDs, 8 which Wikidata uses to identify external KBs such as Freebase, IMDb, and ISBN-13, with a lookup function in Wikidata, 9 resulting in 3,695 external IDs. We then made a table to map each Wikidata ID to the external IDs to which it is connected. With the table we counted the number of true-positive causalities whose cause and effect entities shared at least one external ID.
Consequently, 72.3% of the true-positives were connected to external KBs. For example, Diabetes mellitus → Cataract was connected to 19 KBs such as MeSH, 10 Freebase, and BabelNet (Navigli and Ponzetto, 2012) . We thus conclude that causalities extracted by PROP indicate a high degree of connectivity.
Independence of Languages
We designed PROP to be language independent so that we could exploit multilingual redundancy. Unfortunately, unintended language dependence might arise as we use more languages. We are currently aware that we will need tokenizers if we use languages for which word boundaries are not as explicit as in the nine languages here, e.g., Chinese and Japanese. It will thus be a future challenge to use many more languages while keeping PROP as language independent as possible.
Independence of External KBs
We also designed PROP not to rely on external KBs so that we could easily keep the CKB up to date with Wikipedia. If we relaxed this design policy, we would be able to use the triples in Wikidata as additional training data for our classifier. We thus plan to explore this direction of research.
Another external resource that is useful for PROP would be pre-trained word vectors (Bojanowski et al., 2017) . We evaluated PROP en+ , which is the same as PROP en except that it used pre-trained word vectors. 11 The pre-trained word vectors slightly improved the performance; PROP en+ achieved a F1 of 69.51, while PROP en 's F1 was 69.40.
Related Work
Causality Extraction
Causality extraction methods can be classified with regard to what constitutes cause and effect: noun phrases, verb phrases, or clauses. The nounphrase type, e.g., global warming → malaria epidemic, has mostly been addressed by RE methods, as we discuss in §5.2. The verb-phrase type, e.g., get fired → live on unemployment insurance, has been extracted by various methods (Ning et al., 2018; Gao et al., 2018; Rehbein and Ruppenhofer, 2017; Hashimoto et al., 2015 Hashimoto et al., , 2014 Hashimoto et al., , 2012 Do et al., 2011; Riaz and Girju, 2010; Abe et al., 2008) . The clause type, e.g., I hid the car key → She's mad, has also been studied (Dunietz et al., 2017) . Other types include causal embeddings (Sharp et al., 2016) , which can be used for causal question answering . We focused here on the noun-phrase type because noun phrases can be components of verb phrases and clauses, and hence, our work may also contribute to the extraction of other types.
Another standpoint of classifying causality extraction is the information source, e.g., newspapers (Khoo et al., 1998) , the web , parallel corpora (Hidey and McKeown, 2016) , 12 images (Gao et al., 2018) , and videos (Fire and Zhu, 2016) . We used Wikipedia articles in multiple languages because they tend to be more credible than other sources, and because they allowed us to exploit multilingual redundancy.
Wikipedia articles in multiple languages also provide causalities that tend to satisfy the three desiderata discussed in §1, which is the novel perspective that we proposed and that many previous studies lacked. In addition, we proposed a novel method that is better suited for extracting such causalities than previous methods were.
Relation Extraction
In SemEval-2007 Task4 (Girju et al., 2007) and SemEval-2010 Task 8 (Hendrickx et al., 2010 , the target relations included "Cause-Effect"; our study is also relevant to methods for those tasks (Lee et al., 2019; Shen and Huang, 2016; Cai et al., 2016; . Other methods based on RE also addressed causality (Kim and Myaeng, 2016; De Saeger et al., 2011 Schoenmackers et al., 2010) .
Although our method can be regarded as a relation extractor, it is different from the above methods because it is particularly tailored to causality extraction from Wikipedia. For this task, it is important to extract relation instances whose component entities do not co-occur in a sentence.
More recent studies have addressed intersentential RE for specialized domains (Noriega-Atala et al., 2018; Peng et al., 2017) , and Mandya et al. (2018) constructed a large-scale dataset for this task. Hence, we plan to incorporate these approaches into our method.
Knowledge Extraction from Wikipedia
Knowledge extraction from Wikipedia in general is also relevant to our study. Although there have been studies on extracting class concepts (Pasca, 2018) , trivia (Tsurel et al., 2017) , taxonomies (Flati et al., 2014) , infobox contents (Wang et al., 2013) , and various semantic relations (Wu and Weld, 2010) , among other things, causality extraction from Wikipedia has rarely been addressed as far as we are aware. Hidey and McKeown (2016) addressed the extraction of linguistic markers indicating causality from Wikipedia, but those markers were not causalities per se.
Temporal Relation Extraction
Researchers have noticed that causality extraction and temporal relation extraction (Mani et al., 2006) share some properties and can complement each other (Ning et al., 2018; Mirza and Tonelli, 2016; Bethard and Martin, 2008) . In the future, we will also explore the possibility of exploiting temporal relation extraction methods for our task.
Accompanying Code and Data
We hereby release the Python code to implement our method, including modules for generating relevant data, with step-by-step instructions.
We also release the following data sets: (a) the keywords for identifying causality-describing sections ( §2.1), (b) the seed causalities ( §2.2), and (c) the test data ( §3.1). The code and data will be available at https://research-lab.yahoo.co.jp/ people/chikara_hashimoto.html.
Note that 98.1% of the seed causalities are not included in Wikidata as causality, and they can increase Wikidata causalities by about 19.8%.
Conclusion
We have proposed a weakly supervised method for extracting causality from Wikipedia articles in multiple languages. The causalities extracted by our method tend to be easy to verify, translate to multiple languages, and connect to external KBs. Our key idea is to exploit the causalitydescribing sections and multilingual redundancy of Wikipedia. Our method achieved precision and recall above 98% and 64%, respectively, and it could even extract causalities whose cause and effect entities did not co-occur in a sentence.
