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【摘 要】： 信息爆炸时代的来临为人们获取海量信息提供了便利， 同时也给传统数据库系




























后旋 转盘 片直 至 磁 头 移 动 到 对 应 扇 区 上 方 的 时
间， 而存取时间是指磁头从当前位置读写数据的
时间。
Google 于 2007 年发布了一 组可 用于 估算 的
读写平均时间[1]，其中磁盘寻道时间为 10ms，磁盘
顺序读取 1MB 为 30ms。 常见数据库读取数据块
的大小约为 4KB，以此进行估算，从磁盘中顺序读
取 1MB 信息，则读取的时间为 30ms，而每次都进
行寻道 后读 取的 方式， 要进 行 1024/4=256 次 寻
道， 因 信 息 读 取 的 时 间 一 致， 读 写 时 间 为 30+








数）为 3 的 B 数，其中每个关键字的左子树中的关












图 1： 一种 B 树插入操作导致节点分裂，层数增
加的情况
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最简单的 LSM-Tree 包含两个组件， 称为 C0











统会连续地将 C0 与 C1 对应的块进行一系列的合
并操作。一般 C1 选取的是 B 树这样适合磁盘检索
的结构， 而 C0 则需要考虑内存以及 CPU 的使用










COLA (Cache-Oblivious Lookahead Array)[4]即
缓存忘却前视列表，其最著名的实现为 MySQL 的
存 储 后 台 TokuDB 的 Fractal-Tree [5]结 构 ，针 对 B
树插入慢的问题提出的一种不依赖机器的结构，
COLA 也是通过批量磁盘操作来提升具体性能。
Fractal-Tree 是由 一系 列的 长 度 递 增 的 有 序
序列组成，第 i 个序列的长度为 2i(i≥0,i∈Z)，并且
每个序列要么是空的，要么存满关键字，图 2 中左
上角的图是一个存有 5 个关键字的 Fractal-Tree。






















[1]J. Dean. Software engineering advice from building
large-scale distributed systems, 2007.
[2]D. Comer. Ubiquitous b-tree. ACM Computing Sur-
veys (CSUR), 11(2):121-137, 1979.
[3]P. O’Neil, E. Cheng, et al. The log-structured merge-
tree (lsm-tree). Acta Informatica, 33(4):351–385, 1996.
[4]M.A. Bender, M. Farach-Colton, et al. Cache-oblivious
streaming b-trees. In Proceedings of the nineteenth annual
ACM symposium on Parallel algorithms and architectures,
pages 81–92. ACM, 2007.
[5]Bradley C. Kuszmaul. How tokudb fractal-tree indexes
work. 2010.
[6]B. Chazelle and L.J. Guibas. Fractional cascading: I. a da-
ta structuring technique. Algorithmica, 1(1):133–162, 1986.
图 2： Fractal-Tree 的插入过程
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