I. INTRODUCTION
T HERE IS AN increasing interest in recent years to simulate electromagnetic scattering from rough surfaces, which finds applications in remote sensing of ocean, soil, and ice. Difficulties of the task arise from the large surface size and range of surface roughness, in order to make the simulated results meaningful in practice. To simulate a vector wave scattering from a dielectric surface of a thousand square wavelengths, a moment method equation up to millions of unknowns has to be solved. It is crucial for an efficient algorithm to achieve a considerable reduction both in computer memory storage requirement and CPU time. For the analysis of a full vector-wave scattering from a two-dimensional (2-D) dielectric rough surface, there are two dominating methods, one of which is based on adopting the SMCG strategy [1] - [7] and the other is based on using the fast multipole method (FMM) [8] , [9] . To reduce the storage requirement, both methods distinguish strong near interaction and weak far interaction between a field point and a source point, and only the strong matrix is stored. The weak matrix is not stored and its multiplication with a vector of source currents is updated in each iteration step by fast means. Coupling equations are employed by both methods, with six unknowns at each surface point for the SMCG method and two unknowns at each interior edge of the triangulated mesh for the FMM approach, respectively. The two methods are efficient for small and moderate roughness surfaces, but become undependable as the roughness continues to increase.
In this paper, we propose an efficient method based on the single integral equation formulation that needs only one unknown at each interior edge of the triangulated mesh. Theoretical proof that a single integral equation can be used to formulate the problem of a vector-wave scattering from a 3-D dielectric body was presented by Marx [10] and Glisson [11] and numerical demonstration was reported recently by Yeung [12] . The original SMCG method for random rough surface scattering is efficient for surfaces with a moderate roughness as the number of Taylor series terms for expanding the Green's functions can be kept small, so as the region for the expansion to be valid. The number of expansion terms directly affects the efficiency of computing the far interaction between the source point and field point when their separation is large. On the other hand, the size of the region beyond which the Taylor series expansion applies dictates the memory requirement for storing the strong near interactions. When the root-mean-square (rms) height of the surface continues to increase, excessive memory requirement and slow convergence will render the failure of the SMCG method.
In this paper, we use a multilevel expansion of the SMCG method so that the number of Taylor series terms can be kept small and the limitation on surface roughness can be alleviated. Unlike the SMCG method that uses 2-D fast Fourier transform (FFT), which needs more Taylor series terms as the roughness increases, the present MSMCG method uses 3-D FFT and the number of Taylor series terms may remain the same, while the number of expansion levels is varied. This provides an alternative between the number of Taylor series terms and the number of expansion levels. To better approximate the surface, we make use of the RWG triangular basis function [13] that is favored in The organization of the paper is as follows. In Section II, formulations are provided for the method of solution to the single integral equation approach using the RWG basis function. In Section III, the solution procedure for adopting the MSMCG method in solving the moment method equation is described. In Section IV, numerical results are presented for a tapering wave [14] scattered from Gaussian random rough surfaces. Concluding remarks are given in Section V. In the Appendix, we give a detailed description that the multiplication of the weak impedance matrices with a vector can be calculated by means of FFTs.
II. FORMULATION BY THE METHOD OF MOMENTS
The time dependence adopted in this paper is . A dielectric random rough surface is depicted in Fig. 1 . In the lower region, the fields may be expressed by a single effective surface current as
where the inner product is evaluated underneath the interface as denoted by , and is the electric dyadic Green's function for a homogeneous space filled with the material of the lower region, i.e.
(3) When the field point approaches the interface from the lower region, a pair of equivalent surface currents ( , ) may be defined as (4) (5) In the upper region, the scattered fields can be found through the equivalent surface currents ( , ) by (6) where the inner product is evaluated over the interface approaching from the upper region, as denoted by , and is given in (3) with replaced by and by . As the observation point approaches the interface from the upper region, from the boundary conditions, we have (7) where , with the incident magnetic field. To apply the method of moments, we use the RWG basis functions to expand the effective current and the equivalent currents ( , ) as (8) (9) (10) where are the basis functions, and is the total number of interior edges.
, , and can be interpreted respectively as the average magnitude of , , and flowing across the th edge. For instance, and are
where is the length of the th edge, is the direction of the edge, is the upward normal of the surface, and defines the direction of the surface currents across the edge of the th RWG basis.
Substituting (8) into the right-hand sides of (4) and (5), then substituting ( , ) of (4) and (5) into the right-hand side of (11) and (12), we get (13) where , and so forth; is the intrinsic impedance of the free space. The matrix elements of and are
where is the exterior angle subtended by the cell pair at the th edge, and indicates the triangle pair connecting to the th edge.
On the other hand, substituting (9), (10), into (7) and after some manipulation, we obtain (16) where the matrix elements of and are the same as (14) , and (15) by replacing with and the negative exterior angle by the interior angle . The elements of are calculated using (11) with replaced by . It is clear that (16) would be reduced to the PEC (perfectly electric conducting) case if we set . By virtue of (13), (16) can be rewritten as (17) This is the moment equation using a single magnetic field integral equation (SMFIE) for an effective electric current on the lower side of the interface. Other single equations may be derived in the same way for either an electric or a magnetic current, on either side of the interface. However, in this paper, we will use (17) only because of its fast convergent property as revealed in [12] .
III. SOLUTION BY THE SMCG METHOD
By using the SMFIE, the number of unknowns is reduced to one half or even one third of that using coupled equations. However, for large-scale problems, the moment matrix may still be prohibitively large to store, such as the present problem of scattering from a large rough surface. The SMCG method has been successfully employed to solve large-scale moment matrix equations, and proved to be very efficient. To use the method, we write and as two parts, the strong parts and the weak parts, i.e. (18) where are diagonal matrices due to the dominant self-interaction of the last term in (14) , and are the first term of (14) .
denotes the strong near interactions within an appropriate separation between the source points and observation points, while denotes the weak far interactions beyond the separation. Substituting (18) into (17), we get
where is a diagonal matrix with diagonal element . Equation (19) will be solved by the conjugate gradient method (CGM) upon updating the right-hand side.
In the SMCG method, the strong parts are stored, and directly calculated from (15) using numerical integration techniques. The weak parts, and , however, are not stored. Their multiplication with a vector will be calculated using FFT, which is the key point of the SMCG method. To develop a multilevel SMCG procedure, referring to Fig. 2 (note both and are less than , with the grid size in direction), we write , , so that the Green's function and its gradient can be expanded in orders of as (22) (23) where and are the expansion coefficients which are the functions of grid coordinates. Substituting (22) into (15) and (23) into (14), it can be shown that the multiplication of and with a vector can be performed using FFT, see the Appendix for a detailed description.
For a small size or mildly rough surface, equation (19) converges rapidly, even though the bandwidth of the strong parts is extremely narrow. The inner iteration count is usually less than ten, while the outer iteration count is usually less than twenty, depending on the expansion radius. The outer iteration count refers to the number of times the right-hand side is updated, while the inner iteration count refers to the number of solution iterations using CGM. A normalized residue of one percent is used as convergence criterion for both the inner and outer iterations, i.e., the final solution is achieved when is met, where and denotes the outer iteration index. In our examples, the strong parts of are so sparse that only the diagonal elements are retained, which amounts to using the Born-type iteration. The strong parts of may be taken as the interactions of a few near edges depending on the availability of the memory. Hence, the storage requirement is very small, which allows us to analyze very large surfaces. Using a single PC with a Pentium II 450 MHz processor and 128 MByte RAM, we can numerically study a surface of (square wavelengths) in a few CPU hours. Using a cluster of 32 PCs that use the Message Passing Interface (MPI) for communications, each PC with a Pentium II 450 MHz processor and 256 MByte RAM, a surface of can be simulated in a reasonable amount of time. However, for very large or very rough surfaces, the equation (19) may not converge through updating the right-hand side. In this case, we move the last term back to the left-hand side. The resulting equation is again solved by CGM, but using the solution obtained in the last step of the updating approach as the initial solution. 
IV. SIMULATION RESULTS
Once the effective current is solved, the equivalent currents can be obtained from (9) and (10) with the coefficients retrieved by (13) . With the equivalent currents, we can calculate the normalized bistatic scattering coefficient defined by (24) where and indicate the polarization states of the incident and scattered waves, respectively, is the incident power, and
with , , and . It can be shown that ( , , ) forms an orthonormal system.
The Gaussian tapered incident waves adopted in this paper have been described in [14] , and have also been employed in Fig. 4 . Copolarized BSC from a 1024 rough surface (rms = 0:2) using the proposed SMFIE-based MSMCG method. [15] . Using a tapered incident wave is necessary for an infinite rough surface to minimize the truncation errors caused by the surface boundaries.
As a first check, we use a Gaussian randomly rough surface as an example to verify the correctness and accuracy of the present method, by comparing the results with those obtained by the original SMCG method. The surface size is , with rms height and correlation length . The relative permittivity of the lower space is chosen to be . Fig. 3 shows the comparison of the bistatic scattering coefficients of copolarized components for a wave incident at . Good agreement of the results demonstrates that both the methods are reliable for predicting the bistatic scattering coefficients. The small discrepancy of the curves is understandable because the difference between the two methods. The original SMCG method uses coupled equations with six unknowns per surface points, collocation method, and single-level expansion of the Green's functions. The present method uses a single equation with one unknown per interior edge of the triangular mesh representing the rough surface, RWG basis, and multilevel expansion. For this size and order of roughness surfaces, the overall iteration time using the present approach is around half that of the original SMCG method.
Next, we examine a rough surface using the 32-PC cluster. The rms height and correlation length are the same as in the previous example. The relative permittivity is taken to be for bare soil at some microwave frequency. Fig. 4 shows the copolarized components of the bistatic scattering coefficients for a tapering wave incident at . The CPU time for analysis of this surface is about 24 hours for both polarizations combined.
To demonstrate the convergence of the proposed method for large rms height cases, two very rough surfaces are analyzed. One is with rms height and the other is with rms height . The correlation lengths of both the Gaussian randomly rough surfaces are , and the relative permittivities of the lower region are . For both surfaces, the Green's functions are expanded with 64 levels, and four Taylor series terms are kept. Fig. 5 shows the simulation results of the bistatic scattering coefficients of the surface for a tapering TE wave to -polarization incident at . The simulation results of the bistatic scattering coefficients for the surface are shown in Fig. 6 for a tapering TM wave to -polarization incident at . The outer iteration times are 130 and 110 for the two cases, respectively. The CPU time for these two examples was not recorded as the parallel computer was simultaneously running other programs. More numerical experiments for surfaces of different size and roughness confirm that the present method always converges to reasonable results as long as either the number of Taylor series terms or the number of expansion levels is sufficient. As a rule of thumb, the grid size in the z direction may be chosen to be
. If the number of Taylor series terms is kept to be four, the number of expansion levels is set to be around . If one more Taylor series term is added the number of the expansion levels would be halved, and vice versa.
V. CONCLUSION
An efficient algorithm for wave scattering from dielectric rough surfaces is proposed. The efficacy of the method lies on two aspects. The first is the use of a single SMFIE which needs less storage for the near interactions, and converges faster than coupled equations. The second is an extension of the original SMCG method to the MSMCG approach, which enables us to analyze rougher surface than before using fewer Taylor's series terms. Another contribution of the present method is the implementation of FFT algorithm based on using the Rao-Wilton-Glisson (RWG) basis, other than the collocation method used in the original SMCG method. The memory storage requirement of the present algorithm is mainly posed by the (3-D) coefficient array, which is on the order of , where ( , , ) are the 3-D grid numbers. The computing complexity for each iteration step using CGM is on the order of because FFT is used. Four examples have been provided to demonstrate the merits of the proposed approach. Further research based on this work is under way to refine the code to suit simulations from surfaces of larger sizes and different characteristics, especially ocean surfaces.
APPENDIX
In this Appendix, we give a detailed description that the multiplication of the far-interaction matrices with a vector can be performed using FFT. The first three coefficients in (22) 
Let
, where , then (22) can be restated as . In the following, we take an arbitrary term as an example to describe the procedure that the multiplication of with a vector can be calculated using 3-D FFT.
A pair of triangles is depicted in Fig. 7 . As the separation between the source patches and the testing edge is large, we can approximate the linear integration along the th edge by a two-point rule (the endpoints), while the surface integration over each triangle connecting to th edge by a three-point rule (the midpoint of each side). Thus, (15) 
where , 2, 3 correspond to the first term of (29) because of three components involved, and corresponds to the last term of (29).
takes the form of , where is a function associated with the th edge and is a function associated with the triangle pair connecting to the th edge. For instance, and . Shown in Fig. 8 is the projection of the rough surface on the plane. The ordering of the edges is also given in the figure. The currents on the surface can be sorted into three different types, so that the th edge is associated with a triple coordinates ( , , ) where indicates the current type and ( , ) the grid indexes. Specifically, with and ; with and ; with and . Using this index transform, we can write as
where " " stands for "( , )". and are integer or half-integer numbers, representing the displacements due to the integration points over a triangle chosen to be the midpoint of each side, which may not be the grid points. From Fig. 7 and Fig. 8 . It is evident that (33) can be performed using 3-D FFT. It appears that for each index of ( , ) we have to calculate the FFT of (33). Fortunately, this is not the case. Because , we can extend the dimension of indexes ( , ) from ( , ) to ( , ) and rewrite as where or 1/2, so that the summation over ( , ) in (32) can be absorbed into in (33), just as the summation over is performed before the FFT. Because there are three combinations for ( , ) i.e.
(0,1/2) or (1/2,0) or (1/2,1/2), if the Taylor's expansion is kept at four terms (up to order of ), the total number of FFTs will be . Another way to absorb the summation over ( , ) into is to extend the indexes ( , ) from ( , ) to ( , ), which amounts to doubling the grid numbers. However, this manner is not appropriate because it would drastically increase the size of the 3-D coefficient array.
Similar calculation can be performed for the multiplication of with a vector. The multiplication of the transposed conjugate matrices of and with a vector can also be performed using FFTs.
