INTRODUCTION
The earthquake location program HYPOELLIPSE (Lahr, 1980) evolved out of the program HYP071 (Lee and Lahr, 1972) . One of the principal changes involved modification of the regression technique and calculation of the spatial error ellipsoid. The HYPOELLIPSE program description (Lahr, 1980) set out in Chapter III the development of the linearized least-square equations that must be solved. This report gives additional details of the development and solution of the equations, including sections on damping and error estimation. The final chapter describes the various forms of weighting available in HYPOELLIPSE. If the absolute time is not available at a station where S-wave and Parrivals can be read, the basic residual equation can be modified to use these data. Currently this option has been implemented in HYPOELLIPSE only for the case of constant VP/VS ratio throughout the structure. The above definitions are modified as follows:
Definitions: Program Notation X -Observed S-P interval, TP -TS , minus X(4,I) 4,1. i 1.
computed S-P interval. The computed
The partial derivatives (X ) are set equal to the values used for P J j 1 arrivals multiplied by (VPVS-1.0).
3X
-^=-= K = 0 for S-P data since the S-P residual is not KSMP(I) 3T a function of origin time.
Again the residual equation is:
Normal Equations
To summarize, we have formed for each observed P-wave arrival, S-wave arrival or S-P interval observed, one equation for the predicted residual (R ) in terms of the four unknowns (Y. , Y«, Y , Y,).
With four such equations a solution with R = 0, i = 1,4 can always be found and will be unique as long as the determinant of the coefficients is not zero. Normally there will be data to form more than four equations yielding an overdetermined system of equations. We wish to find the changes in 
This set of equations is simplified by multiplying the fourth equation by 
Equations (A-7) can be rewritten. The predicted weighted sum of squares of residuals after the move becomes
Due to the orthogonality mentioned above, the sums of products involving Proceeding under these assumptions, if we take the sum of squares matrix from regression to be S as in Equation (A-l) then the distribution of errors in the calculated step b , as given by Draper and Smith (1966) 
The estimated step is a normally distributed random variable with mean 2-1 0 , the true step, and variance-covariance matrix a [S] where a is the standard error of the readings. The standard error in the direction given by * /* _T * the unit vector p is SE = a v p' [S] p .
The joint confidence region equation is computed because it gives further insight into the probable boundaries of the correct solution (Draper and Smith, 1966 ). If we take 3 to be the true step, then the sum of squares of reading deviations which would yield the step b is given by are the principal semiaxes of the error ellipsoid.
From Equation (B-2) it is seen that the ellipsoid is only a function of the station geometry, the crustal model, and the reading standard deviation a. If TEST(29) >_ 0, then YSE of Equation (A-13) is used as an estimate of o in Equation (B-l) as long as PHI > 0. If PHI = 0, then o is taken to be TEST(29). When YSE is used as an estimate of o, the F distribution should be o used rather than the X distribution, which yields a larger error ellipsoid.
However this is not done in HYPOELLIPSE.
Using YSE for o has a number of drawbacks. Inevitably there will be differences between the structure of the real earth and the flat layer velocity model used to represent it. These differences will generally bias the location and may be such that the data are not compatible with any location within the model, resulting in high residuals and a high estimate of a. Thus in many cases the residuals contain information about the incompatability of the model with the data as well as the reading errors. In order to evaluate these two effects separately, the confidence ellipsoid may be based upon an estimate of the reading standard deviation which is held fixed for all the events. If TEST(29) < 0 then ABS[TEST (29)] is always used for a in Equation (A-6). The confidence ellipsoid is then a measure of quality of the station distribution. Evernden (1969) strongly recommends this procedure for estimating confidence bounds. In estimating solution quality with the latter option, one must consider both the confidence ellipsoid, to determine the potential accuracy of the hypocenter, and the root mean square residual (RMS), which reflects both reading errors and model incompatability. Evaluation of the RMS residual may depend upon the earthquake location. In areas where the model is known to be incompatible, large RMS values will be normal whereas the same values in an area of known compatability would indicate probable errors in the arrival time data.
2.) Derivation of confidence limits from the standard error ellipsoid
The relationship of the error ellipsoid to one and two dimensional error estimates is shown in Figure B -4. Note that if the shadow of the error ellipsoid is cast onto a plainer surface, the resulting elliptical region is larger than the 68% two parameter joint confidence region. Likewise, if the shadow of the elliptical region is cast onto a single axis, the resulting single axis limits are larger than the single variable standard deviation.
The relationship between a joint two dimensional probability distribution From Equation (A-2) 
2.) Assigned weight codes
In the program each reading can be assigned a weight code of 0, 1, 2, 3, 2 3 x 1 x 1 x or 4. These correspond to W = o> = 1, (7) , («) , (7) and 0, respectively, and X is set equal to Test(36). The code should be assigned so that 0) is inversely proportional to the estimated standard error of the reading.
For S and S-P readings the weights are also multiplied by TEST(39). This allows the relative importance of the P and S readings to be varied with ease.
3.) Weight out large residuals
The program has the option of giving zero weight to equations with residuals greater than a specified number of seconds (TEST (15)) from the mean. This is particularly designed for reading errors larger than 5 or 10 seconds. The residuals are removed one at a time with recalculation of the mean.
4.) Boxcar Weighting
Residuals greater than a specified number (TEST (17)) of standard deviations from the mean may be given zero weight. This is done in one step. It may also be done by quadrants with the quadrants defined as for Jeffreys* weighting.
5.) Distance Weighting
The user specifies two distances, Dl = TEST(ll) and D2 = TEST (12) y -
y is the density of data points with large residuals divided by the density of data points with small residuals minus the density at large residuals. Thus y can be estimated from the data.
Note that the weights are a function of a and M which are in turn functions of the weights, equations (C-2) and (C-3). Thus a method of successive approximations could be used to evaluate the weights. Jeffreys (1961, p. 216) states, however, that more often than not the second approximation almost repeats the first. In this program the first approximation is used.
Bolt (1960) found that for teleseismic data, setting y and a equal to 0.02 andy10, respectively, rather than calculating them from each data set yielded generally satisfactory results. In this program the weights are calculated from the formula:
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This formulation is an approximation which works reasonably well over a wide variation in a.
2.) TEST(2) GREATER THAN ZERO.
In this case, the velocity-above the datum elevation is set to TEST(2). Again, the angle of incidence at the surface is used in computing the elevation delay. (2) IDP ( 1 ) IDP (2) SE ( 1 ) SE (2) SE ( AEL -0.2500E+00 BEL -0.0000E+00 CEL -0.1111E+00
