Abstract. The emphasis of this research was on the effect of human trust in a hybrid inspection system with varying error patterns. Experiments were conducted using a hybrid inspection task involving four common types of error patterns, and subjects were requested to rate their trust in the system at different stages. Results showed that subjects' ratings of trust were based on how they perceived the behavior of the computer. However, this rating was not sensitive to the type of error pattern. A significant change in trust was found in all the systems considered for the study. In addition, the results reflect that there was a significant decrease in trust when subjects inspected the assigned experimental system after inspecting the perfect one. Finally, the components of trust that fit into the trust model at each stage of a particular system were determined using the stepwise regression model.
INTRODUCTION
In its simplest sense, visual inspection is a careful search for the nonconformities in a product (Thapa et al., 1996) . Whether performed by humans, machines, or a combination of the two, an inspection system must perform certain functions. The two most central functions, visual search and decisionmaking (Drury, 1978; Sinclair, 1984) , have been shown to be the primary determinants of inspection performance (Thapa et al., 1996) . With the demand for zero defect products and the requirement of shorter lead-time production, inspection systems have changed from using sampling and human inspectors to 100% inspection and automated systems (Hou et al., 1993) .
In an automated system, the supervisor's choice of manual or automatic control can have important consequences on system performance. These systems are designed to run primarily in automatic mode for maximum accuracy and productivity over long periods of time. If the supervisor overrides the automation too frequently or is too hesitant to take manual control, system performance will be compromised, with potentially disastrous consequences (Muir, 1994) . Human behavior in such supervisory tasks has always been a key issue for researchers. As a result, a variety of models have been developed to describe the different aspects of supervisory control behavior (e.g. Moray, 1987; Sheridan, 1986) . All of these models have tried to construct a comprehensive framework to describe, explain, and predict human behavior in an automated task, with research showing that a key factor in defining human behavior may be the operator's trust in automation (Muir, 1987; Muir, 1994; Sheridan and Hennessy, 1984; Muir et al., 1996) .
This idea of trust has been defined in many ways in psychological literature; but most of the definitions are either too narrow or too vague to be tested, or fail explicitly to acknowledge its multidimensional nature (Muir 1994 ). Barber (1983) defined trust, recognizing its multidimensional character, in terms of a taxonomy of three specific expectations: persistence, technical competence and fiduciary responsibility. Rempel et al. (1985) used this definition to develop a model to measure the trust humans have in machines. Their model was described in hierarchical, fixed stages with the trust at any given level based upon the outcome of the preceding stage. They determined that predictability dominates early in the relationship, followed by dependability and faith. Muir (1994) , concluding that Barber's model provided the broader context and richness of meaning needed to characterize the myriad interactions in a complex supervisory task and Rempel et al.'s provided the dynamic factor needed to predict how trust may change as a result of experience with a system, combined the two to develop a more comprehensive model of trust in automation.
Due to the fact that Muir's model (1 994) was based on models that came directly from interpersonal relationships rather than human-computer relationships, new models, that are more appropriate for the measurement of trust in automated inspection tasks, were developed (Jian et al., 2000; Master et al., 2000) . This research used the model recently developed by Master et al. (2000) to determine how the level of trust an operator has in the system affects hybrid inspection performance. This information was supplemented by the questionnaire developed by Jian et al. (2000) , which is more general in its measurement of human trust in automation.
One important area of concern when considering trust is identifying if an operator's trust in an automated system is impaired by the occurrence of errors, specifically determining if errors occurring in a particular time frame have an effect on trust. Considering the evolution of trust as an intervening variable in automated systems, questions may be posed to identify human-machine trust under normal operating conditions and changes in trust when the automated system fails to function properly, i.e., when errors occur. Some of the questions that need to be addressed are: a) Do the changes in the pattern of error occurrence have an impact on overall system trust, and if so, what is the relationship? b) Do the components of overall trust, i.e., contribution of individual trust components, change with the type of error pattem?, and c) Which components of the trust model contribute to overall trust? Therefore, the objective of this paper is to examine the changes in trust for the following varying error patterns: a)
Proceedings of the Human Factors and Ergonomics Society 46th Annual Meeting --2002 PROCEEDINGS of the HUMAN FACTORS AND ERGONOMICS SOCIETY 46th ANNUAL MEETING --2002
errors occurring randomly, b) errors occurring periodically, c) an increase in the number of errors at the system start-up phase, and d) an increase in the number of errors at the system shut-down phase.
METHODOLOGY

Subjects
The eight subjects for this experiment were drawn fiom a population of graduate students enrolled at Clemson University between the ages of 20 and 30. Students were chosen because, as Gallwey and Drury (1986) have shown, minimal differences exist between inspectors and student subjects on simulated tasks. The subjects were screened for 20120 vision, corrected if necessary, and paid $5.00 per hour for their time.
Stimulus Material
A simulated visual inspection task of printed circuit board (PCB) inspection, developed in Visual Basic and implemented on a Pentium I11 computer with a 19" highresolution (1024 x 768) monitor, was used as the stimulus material. The task consisted of inspecting simulated PCB images, which were developed using Adobe Photoshop 5.5. The input devices were a Microsoft standard keyboard and a Microsoft one-button mouse. The inspector searched the PCB boards for six categories of defects. Four of these categories--missing component, wrong component, inverted component, and misaligned component--could occur on any of the individual components: resistors, capacitors, transistors and integrated circuit. The other two defect categories were trace defects and board defects.
Inspection Task
The inspection task was a simulated visual inspection task for which the subjects were asked to search visually for defects on the PCB board and to decide to accept or reject the board with or without the aid of the computer. The PCB board had 0, 1, 2, or 3 defects. During visual search, subjects were presented with these PCB boards and asked to locate any defect. Once the defect was located, they could select the type from a dropdown menu listing all the possible defects. After searching for all the defects, they made the decision of either conforming or nonconforming by clicking the corresponding button on the screen. Subjects moved to the image of the next board by clicking on the "NEXT" button on the screen.
Each inspection task consisted of 48 PCB boards with four different sets of boards illustrating the four error pattems. A mix of 24 good boards and 24 bad boards was chosen for each system, keeping the similar nature of errors in order to ensure equal task complexity across the different trials. For all the experimental conditions, a fixed error rate of 37.5% was chosen. Eighteen errors, nine false alarms and nine misses, were distributed in the following manner: completely randomized for the system with errors occurring randomly, three errors following four correct decisions for the periodic system, 40% of the errors in the first quarter (seven errors in the first 12 boards) and the remaining 60% of the errors randomly distributed within the next three quarters (1 1 errors in the next 36 boards) for the system with more errors at the system start-up phase, and the opposite error pattem for the system with high errors at the system shutdown phase. Each subject went through all the experimental conditions in different orders to cancel out any learning effect.
Two trust questionnaires were administered a total of five times during each of the experimental conditions. The questionnaires included rating the system on a scale of 1 to 100 for the different components of trust (Master et al., 2000) , as well as rating the overall trust. Subjects' initial trust was reflected by their ratings at Stage I before beginning the experiment. They then completed the same questionnaires after inspecting each set of 12 boards of the assigned experimental condition.
Before beginning any of the experimental conditions, the subjects inspected a perfect system to recalibrate their trust in the system. This inspection assured that the subjects did not carry the effects from the previous experimental condition to the next one.
Experimental Design
The study used a single factor (type of error pattem) within subject design with the four types of error pattems being random, periodic, more errors at the system start-up phase, and more errors at the system shut-down phase. A multiple Latin Square design, with two Latin squares, was used to cancel out the order effects, as shown in Table 1 . The treatments were randomized twice and assigned to the four letters of each Latin square. 
Procedure
The study took place over a period of nine days. Table 2 depicts the activities performed on each day of the study. The training session included an initial review, defect training, defect matching, single-defect training, and multipledefect training. 
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RESULTS
This section of the paper reports the analysis of subjective responses gathered from the two trust questionnaires.
Overall Trust
Analysis of variance of the overall trust for the different systems revealed no significant difference in the final trust for the four different systems. Further analysis was conducted to see if the change in trust was significant from the initial Stage I to the final Stage V. ANOVA results showed that there was a significant change in trust for all systems: the system with errors distributed randomly (F(4,28)=4.41, p=0.0069), the system with errors distributed periodically (F(4,28)=9.77, p< O.OOOl), the system with high errors at start-up phase (F(4,28) =5.31, p=0.0026), and the system with high errors at shutdown phase (F(4,28)=6.39, p=0.0009).
Since the change in trust was significant for all the systems, further analysis of the data was necessary, using trust measurements from each stage for all systems. A mixed model analysis of variance was conducted, taking into account the subject variability. No significant interaction was found between the systems and the stages, as seen in Figure 1 , clearly indicating that the change in trust was similar for all systems. This figure was constructed using the cell means for each of the treatments and stages. Since there is no interaction between the system and the stage, it is required to examine the individual main effects. When examining the main effect of the system, no significant difference was found between the systems, as seen in Figure 2 . However, when the main effect of the stage was examined, a significant difference between the stages (F(4,133) 
Proceedi ngs of t he Human Fact ors and Ergonomi cs Soci et y 46 t h Annual Meet i ng --2002
Further analysis was conducted to show the change in overall trust between the different stages for each of the systems separately. For the system with a high number of errors at the start-up phase, the change in trust was significant between Stage I and Stage I1 (t=3.10, p=0.0044), but it then remained statistically non-significant for the remaining stages. For the system with errors distributed randomly, the change in trust was significant between Stage I and Stage I1 (F3.52, p = 0.0015) and then remained statistically non-significant for the remaining stages. For the system with errors distributed periodically, the change in trust was significant between Stage I and Stage I1 (t=2.11, p=0.0443) and Stage I1 and Stage I11 (t =2.42, p=0.0222) with this change remaining statistically nonsignificant for the remaining stages. For the system with a high number of errors at the shut-down phase, the change in trust was not significant between any of the stages. Figure 1 depicts the changes in trust at the different stages individually for each system while Table 3 summarizes these changes in trust.
A separate correlation analysis was performed on the values of trust obtained from both questionnaires for each of the four systems to validate Questionnaire I (Master et al., 2000) , which is specific to the hybrid inspection system, with a generic trust questionnaire already validated. The analysis revealed that a significant positive correlation was found between the two questionnaires for all systems: the system with errors distributed randomly (R2 =0.9198, p<O.OOOl), the system with errors distributed periodically (R2 =0.5808, p< O.OOOl), the system with a high number of errors at start-up phase (R2=0.9248, p<O.OOOl), and the system with a high number of errors at shut-down phase (R2 =0.3772, p<0.0150). Table 4 : Components of Trust (Significant: Y, Non-significant: N).
Components of Trust
The components of trust that fit into the trust model for each stage of a particular system were determined using the stepwise regression model. Using this model helped to determine the stepwise best predictors of trust and their effect on the change in trust as shown in Table 4 . Faith remained important throughout the experiment, suggesting it is the most contributing factor in determining trust. Competence was found to be an important determinant during the initial stages, but it became less important as the subject became familiar with the system. On the other hand, reliability was found to be of less importance during the earlier stages, but its substantial presence during the later stages showed that it became important as the subject became familiar with the system.
DISCUSSSION AND CONCLUSIONS
The data on the measurement of trust were collected in the form of two trust questionnaires administered during the study. In order to measure the validity of Questionnaire I, a correlation analysis was performed on the results obtained from both questionnaires. This analysis reflected a significant positive correlation between the two questionnaires, showing that Questionnaire I was valid for evaluating hybrid inspection systems. The ratings at the different stages were collected in order to examine the change in trust with experience using a specific system. These results revealed that error occurrence plays an important role in altering human trust in an inspection system. A significant change in trust was found between the initial and the final stages for all systems. However, the analysis of variance performed on the subjective ratings of the overall trust showed no significant difference in the final trust for the different systems. Also, the change in trust from the initial to the final stage for the different systems reflected no significant effect of the error occurrence pattern.
The subjects' ratings of their trust at Stage I1 were lower as they noticed that the computer was not free of errors. A significant decrease in trust from Stage I to Stage I1 was found for the systems with errors distributed randomly, with errors distributed periodically, and with a high number of errors at the start-up phase.
Analysis of the responses clearly reflected a decrease in the trust ratings when the computer failed to perform the given task effectively. Competence was rated lower during Stage I1 and was the major predictor of trust between Stage I and Stage 11. Upon continuing the inspection, subjects noticed that while the computer was not free of errors, it was not making errors all the time. The computer was missing some easy-to-detect defects, but it was able to detect accurately some of the difficult-to-detect defects. Hence, upon continuing the inspection, subjects gave high ratings to both competence and reliability. Reliability, defined as an extent to which a computer is free from errors, was rated higher by the subjects after they became more familiar with the system. On the other hand, faith, defined as the extent to which the inspector believes in the computer's ability to perform a task effectively when there is no proof, remained as an important predictor during all stages, implying a strong correlation between faith and overall trust in the system.
The simulator also recorded the subjects' disagreement with the computer as an "Override." The analysis of the overrides clearly revealed that the subjects were able to understand the behavior of the computer. On most occasions they were able to understand the errors made by the computer-either the misses or the false alarms--and kept their "Override" decision in consideration when rating their trust in the system. Subjects' performance data combined with their verbal protocols during the experiment clearly implied that they were trying to determine a pattern in the computer's behavior. During the inspection of the last two quarters, subjects made quicker decisions predicting the behavior based on their experiences with the system. The subjects' reactions reflected that, if they had to inspect further, they would probably adopt a strategy based on how they perceived the error pattern. This is an important finding of the study.
Although no statistical significance was found between the different error occurrence patterns, a significant change in trust was noticed over the stages for all of the experimental systems. Also of note was that the subjects' trust continued to decrease until Stage IV when it then began to develop. We can hypothesize that the subjects' trust in the system would have kept increasing if there had been more stages to inspect following the same error patterns. Possibly, when inspecting a larger sample size, the subject's mental model of the error pattern may lead to a differentiation in system trust for different error occurrence patterns.
This study is only the first step. For us to differentiate human behavior for different types of error patterns, future research needs to be conducted using a larger sample size and more stages. Moreover, it would be worthwhile investigating the long-term effects on changes in trust.
