ABSTRACT. We construct an infinite-dimensional superreflexive real Banach space which does not admit complex structure and consequently is not isomorphic to the Cartesian square of any Banach space. We also construct a variant of Bourgain's example of a complex Banach space with nonunique complex structure and state a number of open problems about structure of Banach spaces and their linear groups.
Introduction
and main results.
The main result of this paper is the following THEOREM 1.1. There exists an infinite-dimensional superreflexive real Banach space which does not admit complex structure. Moreover, it can be chosen to be a subspace of a Banach lattice, which is 2-convex and q-concave for any q > 2 (resp. 2-concave and p-convex for any p < 2).
We have the immediate COROLLARY 1.2. There exists an infinite-dimensional superreflexive real Banach space which is not isomorphic to the Cartesian square of any Banach space.
It should be observed that the James' space J [6] constitutes a nonreflexive example for the main statements of Theorem 1.1 and Corollary 1.2. Also, examples of superreflexive spaces which are not isomorphic to their Cartesian squares have been known for some time (see [3, 1] ). However, the space from [3] is known to be isomorphic to some Cartesian square (see also Problem 7.4) .
The proof of Theorem 1.1 is based on the following finite-dimensional result: where en is a numerical constant. Proposition 1.3 is proved using the results from [19] , in turn influenced by [5 and 18] . The procedure of "glueing" finite-dimensional spaces into an infinitedimensional one is taken from [2] ; similar schemes were previously employed e.g. in [3, 7 or 8] .
The paper is organized as follows: §2 explains notation and terminology. §3 presents known results and preliminary lemmas. §4 contains the proof of Proposition 1.3. In §5 we derive Theorem 1.1 from Proposition 1.3. In §6 we give a sketch of an alternate proof of the result of J. Bourgain [2] We use standard Banach space notation, as can be found e.g. in [11] . If B is a measurable subset of Rn, we will denote by vol(ß) the usual n-dimensional Lebesgue measure of B and by ac(B) the absolute convex hull of B. If X is a normed space, we will denote by || • \\x its norm; by L(X) the space of bounded linear operators on X, endowed with the usual operator norm II " \\l(x) (which we may also denote by ||-:X -► X\\); similarly L(X, Y). L&(X) is the space of R-linear operators on the (possibly complex) space X. B(X) is the unit ball of X; B(l™) = B™. If (Xj) is a sequence of normed spaces, (0 • Xj)¡p is the space of sequences (xj),Xj G Xj, for which the norm ||(a;¿)ll = ||(||a;¿||x,-)llip is finite; we will also denote by X\ ©p X2 the Zp-sum of just two spaces. ?o ¿-j 1 || • He satisfies the triangle inequality, but is not positively homogeneous. For our purposes it is essentially sufficient to know that if 5 G L(l%) and ||S||c0 < 6n, then there exists F £ ln with codimF < Vén such that ||Sz||2 < Ve||x||a for x G F. Also let us note that if Sk(S) = a, then ||Sx||2 < a||i||2 on a subspace of codimension < k and || Sa; || 2 > o||ic||2 on a subspace of dimension > k.
Finally, to avoid unnecessary repetitions, let us agree that the letters c,ci,c', etc. will denote universal constants while e.g. c(6) will denote a constant depending only on a parameter 6. , . | B(Xf) = &c{ei,e2,... ,en,xn+i,... ,xN}, where (e.,) is the I standard unit vector basis and \\xj\\2 < 1 for n < j < N.
In particular, it then follows that [vol(5(Xil))/vol(n-1/2ß2")]1/n < (8e3/7r)1/2 < 7.2 (see e.g. [17, Lemma 6.5]). REMARK 3.3. The fact that Xf can be chosen to satisfy the Grothendieck theorem with universal constant ci (and also to have cotype 2 constant < ci and other properties not used here) follows from the "random" choice of x/s; the kernel of the quotient map from (a) is then, with large probability, nearly Euclidean (cf. [19, §5(a) or 18, Remark 4.5; 9, 14]). In fact for our purposes it is sufficient to use the classical Grothendieck theorem on operators from l\ to ¿2 since, as one can show, the quotient map is a "good" isomorphism on some very large (e.g. .9n-dimensional) "nearly" Euclidean subspace of l^. (i) Xp is isometric to a quotient of lp with N < 2n, (ii) if ¡|T|L(Xn) < c(6)nllv-1/2, then \\T -XI\\Co < b~n for some A G R, We also need the following Xp" H Clearly, (3) \\Aij\\ < con^2-1^2 = con^-1^2
for i,j = 1,2 and the corresponding operator norms. In particular, Corollary 3.4(h) implies that there exists A G R such that || An -XI\» \\c0 < 2~6n and so, by Lemma 3.6 applied with D = An and 6 = 2-6, we get that there exists a subspace F of Xp (identified with Rn) with codim F < n/4 such that Now choose Ex C Xp1 with dim E1 > n/2 so that (2) holds for x G REX (E1 = R~lE with E given by Remark 3.5 works). Of course, the left inequality in (2) holds for all x G X£ (Corollary 3.4(iii)). It thus follows that ■k2{R\e1-Iei^ II ' II2) -* ¿2) = hsiülßj < csCiCçn1/2 < \nxl2 (note our choice of en). Consequently, there exists a further subspace E2 C E\ with dim£^2 > \ dimití > \n such that (6) \\Rx\\2 < y/4jñ)xs(R\El)\\x\\2 < \\\x\\2 for x G E2.
This (remember (5)) contradicts (4) and proves Proposition 1.3. PROOF. We follow the argument from [2] . However, since we work with subspaces of Lg-spaces, we do not have to go through an interpolation argument.
Define sequences (nk) and and Z' = Y^ e2 F', where F' = [I-Pk)Z' = {I -Pk)AY£<. Clearly, dimF' < nk and f" C (®j¥fc PjF')h. We have, for j < k,
similarly, for j > k,
(we used 2°(i) and [11] ); this shows that In this section we indicate how, arguing analogously as in § §3-5, one can reprove the following results of J. Bourgain [2] . THEOREM 6.1. There exists a (superreflexive) complex Banach space X such that if one defines new multiplication by complex scalars by X © x = Ax and denotes the resulting new complex Banach space by X, then X and X are not isomorphic. As a consequence, there exists a real Banach space, which admits two nonisomorphic complex structures.
Similarly as in [2] , the argument is based on some finite-dimensional fact (slightly stronger than the corresponding result from [2] ). Once this is shown, we argue exactly as in [2] (and very similarly as in §3 of this paper, Proposition 6.2 playing the role of Proposition 1.3) to prove that X = (0 YV-kk)i2 verifies Theorem 6.1 for the appropriate choice of (nk) and (qk). where, for the purpose of determining s-numbers, S is thought of as R-linear (note here that in the language of [19] S is C-antilinear iff it is R-linear and SA = -AS, where A: Cn -> Cn is given by Ax = ix).
By duality, it is again enough to show that the assertion of Proposition 6.2 holds with Z replaced by Z' = X™ ©2 H, where X™ is obtained as described above (with 6 = 1/2) and 1/p = 1 -1/q. To this end, let T: Z' -+ Z' be C-antilinear and invertible and, to argue by contradiction, suppose that (7) l|TM|T-1||<min|i(C'(i))2,c"|n1/p-V2)
where the choice of c" will be indicated later (note that 1/p -1/2 = 1/2 -1/q). On the other hand (cf. the remark at the end of §2), there exists (an R-linear subspace) F C X£, codimF = k-1 < n/2 (resp. F' C X£) such that (9) ||Tiix||2 < a||x||2 for x G F and, respectively, (9') Hïnxlla <a'||x||2 for x G F'. Now observe that (10) IXn=T11Ti1+T12Ti1 p and, similarly as in the argument leading to (6), choose a (real or complex) subspace Ei of Xp with (real) dirndl > |n such that T^T^Ei is "nearly" Euclidean in the sense of (2) (we use our analogues of (iii) and (iv) from G [0,1) ), every endomorphism in which is a multiple of the identity, can be modified to yield a like complex space such that every R-linear endomorphism in it is a (complex) multiple of the identity. It can also be modified to yield the isometric version of Theorem 6.1.
7. Open problems.
Problem 7.1. Let X be a (real) Banach lattice (resp. a space with unconditional basis). Does X admit complex structure? Is X isomorphic to Y2 for some Banach space y? Lattice isomorphic to Y2 for some Banach lattice Y? It should be noticed that the spaces constructed in this paper do not even have the so-called local unconditional structure (see [4] ).
Problem 7.2. Does there exist a real Banach space nonisomorphic to a Hubert space which admits unique complex structure? Problem 7.3. In [19] the "worst" possible finite-dimensional examples for nonexistence (resp. nonuniqueness) of complex structure were given. Under what nontrivial assumptions do we have positive results? In particular, if a space has a 1-unconditional basis? Problem 7.4. Can we replace in Corollary 1.2 "X / y2" by "X / ym" for given m > 2? Any m > 2? Problem 7.5 . Under what general assumptions about a group of operators on ¿2, does some element of the group not admit "good" approximation by a multiple of identity in the quasi-norm || • ||c0 (equivalently, satisfies the condition (Mk,a) from [19] for large k, a)? For groups acting irreducibly on ln this was essentially done in [12] ; [19] provides other examples. Similarly, under what general assumptions about a group T does there exist a Banach space X such that there are no representations of T acting on X? Note that the assertion of Theorem 1.1 from this paper can be restated as follows. "There is no representation (of the circle group) o-.S1 -► L(X) with o(-l) = -/" and one can ask under what general assumptions on a group (resp. representation) a statement like this is possible (this may be related to [13] ). Also recall the well-known question about existence of a Banach space, all bounded linear operators on which one of the form A7 + A with A compact (resp. nuclear) (cf. Remark 6.3 and [8] ). This seems to be quite hard; one can ask instead for an example of a space X for which the quotient algebra of L(X) by the ideal of compact (resp. nuclear) operators is "small". Problem 7.6. Do we have a complex version of Corollary 1.2? It would presumably follow if we had a complex version of Theorem 1.5 from [19] .
