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We present a method for obtaining a model of “ZFC + d = ω1 + there exists a strong-
Q-sequence (called also uniformizable AD-system) of size ω1”. We are interested in
such models since conjunction of these statements needs to hold in any model where
P(ω)/ﬁn ∼=P(ω1)/ﬁn is possibly true.
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1. Katowice problem and d
There is a simple reason, why Boolean algebras P(ω1) and P(ω) cannot be isomorphic, the different number of atoms
(i.e. singletons) they contain. As it turns out, the presence of atoms is the only obvious reason preventing existence of
isomorphism between these algebras. If we remove atoms, the question whether P(ω)/ﬁn ∼= P(ω1)/ﬁn suddenly becomes
much more complicated.
There are many simple (and some not so simple) answers, why this consistently cannot be true. The simplest of them
relies on comparing cardinalities; if 2ω = 2ω1 then there is even no bijection between these algebras. The general answer,
a model for an isomorphism or a ZFC reason for non-isomorphism, is still missing.
Question (Katowice problem). Is it consistent with ZFC that
P(ω)/ﬁn ∼= P(ω1)/ﬁn?
The name for this problem comes from the Polish city Katowice. It was originally formulated and discussed at the
topological seminar of University of Silesia in Katowice in the 70s.
An equivalent formulation is the question, whether the Boolean algebra P(ω1)/ﬁn is homogeneous? Using the axiom of
choice we can translate the question into topological language: Can ω∗ , the remainder of Cˇech–Stone compactiﬁcation of
the discrete space of size ω, be homeomorphic to ω∗1?
Despite the simple statement, this problem is surprisingly hard to resolve. The core of this problem is the ‘incomplete-
ness’ of these Boolean algebras. For a survey of historical development and results see [7]. For recent development a results
of the author, see [3].
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However as was shown by B. Balcar and R. Frankiewicz [2], for different cardinals the question is much easier to answer.
Theorem 1.1. (Balcar [2], see also [4].) Let κ < λ be inﬁnite cardinals such that
P(κ)/ﬁn ∼= P(λ)/ﬁn.
Then κ = ω and λ = ω1 = d.
In our notation relations with superscript ∗ mean modulo ﬁnite, e.g. A ⊂∗ B is |A \ B| < ω and A =∗ B is |A  B| =
|(A \ B)∪ (B \ A)| < ω. If A∩ B =∗ ∅ we say that A and B are almost disjoint. For functions f , g : ω → ω the relation f ∗ g
is deﬁned in the usual way, |{n ∈ ω: g(n) < f (n)}| < ω.
For cardinal κ, a sequence { fα ∈ ωω: α ∈ κ} is called a κ-scale if it is a dominating family (in (ωω,∗)) and fα ∗ fβ
for α < β < κ. It follows that in this case κ = b= d (in general, a scale exists if and only if b= d and it’s length κ is equal
to this cardinal).
We will only demonstrate how to prove the d= ω1 part of Theorem 1.1.
Proof. Fix an isomorphism f :P(ω1)/ﬁn →P(ω)/ﬁn and a partition of ω1 into disjoint sets
ω1 =
⋃{
Bn ∈ [ω1]ω1 : n ∈ ω
}
.
Fix disjoint sets An for n ∈ ω, such that ω =⋃{An: n ∈ ω} and [An] = f [Bn].
Let b : ω → ω2 be a bijection such that b[An] = {n} ×ω. For α < ω1 ﬁx Dα ⊂ ω such that [Dα] = f ([ω1 \ α]). Put
fα(n) = min
{
i ∈ ω: (n, i) ∈ b[Dα]
}
.
We will show that { fα: α ∈ κ} is an ω1-scale. For α < β we know that Dβ ⊂∗ Dα and fα ∗ fβ follows. Take arbitrary
f ∈ ωω and put F = {(n, i) ∈ ω2: i < f (n)}. We have b−1[F ] ∩ An =∗ ∅ for each n ∈ ω, hence f −1(b−1[F ]) ∩ Bn =∗ ∅ for
each n ∈ ω and f −1(b−1[F ]) ⊂ α for some α ∈ ω1. Hence F ∩ b[Dα] =∗ ∅ and f ∗ fα. 
The aim of this article is to present a construction of a model of ZFC with a strong-Q-sequence and d= ω1.
2. Strong-Q-sequences
Let us review some known results about strong-Q-sequences in P(ω)/ﬁn. The concept of strong-Q-sequence can be
deﬁned generally for an arbitrary Boolean algebra, we will focus only on the special case of the algebra P(ω)/ﬁn.
Deﬁnition 2.1. Let
A= {Aα: Aα ∈ [ω]ω, α ∈ κ
}
.
A is a strong-Q-sequence (of size κ ) iff for each F = { fα : Aα → 2, α ∈ ω1} there exists f F : ω → 2, such that f F  Aα =∗ fα
for each α ∈ ω1. The family of all such F for A will be denoted FA and the function f F is called a uniformization of F .
The reason we are interested in strong-Q-sequences is their connection with the Katowice problem. J. Steprans attributes
the following theorem (together with the notion of a strong-Q-sequence) to A. Szymanski and H.X. Zhou.
Theorem 2.2 (Szymanski, Zhou). If P(ω)/ﬁn ∼=P(ω1)/ﬁn, then there is a strong-Q-sequence of size ω1.
Proof. Let h : P(ω1)/ﬁn → P(ω)/ﬁn be an isomorphism of Boolean algebras and let {Bα ∈ [ω1]ω: α ∈ ω1} be a system of
disjoint sets. Find a system
A= {Aα ∈ [ω]ω: [Aα] = h
([Bα]
)
, α ∈ ω1
}
.
This A is a strong-Q-system. Pick any F = { fα: α ∈ ω1} ∈FA . Find sets Cα ⊂ Bα such that h−1([ f −1α (1)]) = [Cα] and put
C =⋃{Cα: α ∈ ω1}. The characteristic function of some representant of h[C] is a uniformization of F . 
It follows from the deﬁnition that each strong-Q-sequence is an AD system in P(ω). Some authors use in some context
the name uniformizable AD system [9].
A subset A of the Cantor space 2ω is a Q-set, if all of its subsets are Fσ (or equivalently Gδ ) in A with the subspace
topology. Since there are only 2ω Fσ subsets, if A is a Q-set then 2|A| = 2ω. The name of strong-Q-set has origin in the
following fact.
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Corollary 2.4. If there is a strong-Q-sequence of size κ , then 2ω = 2κ .
Let us recall that a Luzin gap is an AD system L= {Lα: α ∈ ω1} ⊂ [ω]ω , such that if for each α ∈ ω1 and each n ∈ ω is
{β < α: Lα ∩ Lβ ⊂ n} ﬁnite. A simple inductive construction of a Luzin gap can be carried out in each model of ZFC and
being a Luzin gap is property absolute with respect to all models sharing the same ω1.
If L = {Lα: α ∈ ω1} is a Luzin gap and A, B ∈ [ω1]ω1 are disjoint, then there is no X ⊂ ω such that Lα ⊂∗ X for α ∈ A
and Lα ∩ X =∗ ∅ for α ∈ B. Thus a Luzin gap is an AD system, which cannot be a strong-Q-sequence in any model, where ω1
is preserved.
Every countable AD system is obviously a strong-Q-sequence. The consistency of existence of uncountable strong-Q-
sequences was proved by J. Steprans in [10] and by S. Shelah [8]. Their proofs are very similar. The approach is to start
with adding an AD system generic on ﬁnite conditions (forcing due to S.H. Hechler [5]) and then iterate ccc forcing notions
adding uniformizations. This yields a ccc forcing extension where this AD system is a strong-Q-sequence.
Theorem 2.5 (Shelah, Steprans). Let κ be a cardinal. It is consistent with ZFC that there exists a strong-Q-sequence of cardinality κ .
On the other hand, J. Steprans showed that under MA no uncountable strong-Q-sequence exists.
Theorem 2.6. (Steprans [10]) MAω1 (σ -linked) implies that there is no strong-Q-sequence of size ω1 .
3. Guided Grigorieff forcing
Our strategy for creating a strong-Q-sequence is similar to previous methods. We start with an AD system in a model
of GCH and we deﬁne forcing for adding uniformizations, while being proper and ωω bounding. Hence d is not increased
in the resulting model.
Similar forcing appeared implicitly in [6]. It was M. Hrušák who observed that method used there is relevant in the
context of strong-Q-sequences.
Since we saw that some AD systems cannot be strong-Q-sequences in any model (preserving ω1), we need to start the
construction with a careful choice of the AD system. We say that T is a strictly increasing tower (of length ω1) if
T = {Tα: Tα ∈ [ω]ω, α ∈ ω1
}
and Tα \ Tβ is inﬁnite if and only if β < α ∈ ω1. The AD system generated by this tower is
AT = {Aα = Tα+1 \ Tα: α ∈ ω1}.
Such AD system will turn out to be an appropriate starting point.
Our forcing notion for adding a uniformization is somewhat similar to the Grigorieff forcing and it can be regarded as a
subposet of Grigorieff forcing.
Deﬁnition 3.1 (Guided Grigorieff forcing). Let T be a strictly increasing tower and F = { fα : Aα → 2} ∈FAT . Conditions
in the forcing G(T , F ) are partial functions g : Dom(g) → 2, such that there is d(g) ∈ ω1, Dom(g) =∗ Td(g) and for each
α < d(g) is g  Aα =∗ fα.
The ordering is reversed inclusion; g  h iff h ⊂ g. We call this forcing notion G(T , F ); the guided Grigorieff forcing.
This forcing has size at most 2ω . We will show that for right choice of T this forcing is proper and ωω bounding.
The following proposition would not be possible to prove, if the tower was longer than ω1.
Proposition 3.2. The set Sα = {g ∈ G(T , F ): α  d(g)} is dense in G(T , F ) for each α ∈ ω1.
Proof. Take p ∈ G(T , F ) such that d(p) < α. The interval [d(p),α) is countable so there are pairwise disjoint sets A′β for
β ∈ [d(p),α), A′β ∩ Dom(p) = ∅ and A′β =∗ Aβ for each β ∈ [d(p),α). Now any function g extending p ∪
⋃{ fβ  A′β : β ∈
[d(p),α)} with Dom(g) =∗ Tα is a condition below p and g ∈ Sα. 
This shows that forcing G(T , F ) adds a generic function f F =⋃{g: g ∈ G} (where G is the generic ﬁlter) and Aβ ⊂∗
Dom( f F ) for each β ∈ ω1. The function f F is obviously a uniformization of F .
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(1) F is non-meager subset of P(ω).
(2) F is unbounded, i.e. enumerating functions of sets in F are unbounded subset of (ωω,<).
(3) For each decomposition of ω =⋃ In into intervals there is a set F ∈F such that F ∩ In = ∅ for inﬁnitely many intervals.
Corollary 3.4. Let T be a tower generating (together with ﬁn) a non-meager ideal 〈T 〉 on ω. T generates a non-meager ideal in every
ωω bounding extension of the groundmodel.
Proof. The dual ﬁlter 〈T 〉∗ is non-meager iff 〈T 〉 is non-meager. This is equivalent to 〈T 〉∗ being unbounded and hence is
preserved in ωω bounding extension. 
Theorem 3.5 shows that our new forcing is ‘nice’, if we use the right tower T .
Theorem 3.5. Let T = {Tα: α ∈ ω1} be an increasing tower generating non-meager (p-)ideal 〈T 〉 onω and take any F ∈FAT . Then
G(T , F ) is proper and ωω bounding forcing notion.
Before proving Theorem 3.5 we need to establish some notation. Let M be a countable elementary submodel of H(θ)
(for some suﬃciently large θ ). Denote εM = ω1 ∩ M . M is limit iff
M =
⋃{
N: N ∈ M, N is a countable elementary submodel of H(θ)}.
Note that limit countable elementary submodels form a club in [H(θ)]ω.
Lemma 3.6. Let G(T , F ) be as in Theorem 3.5, M be a limit elementary submodel of H(θ), G(T , F ) ∈ M, g ∈ G(T , F )∩M. Let τ˙ ∈ M
be a G(T , F ) name for ordinal number. There exists a condition h ∈ G(T , F )∩M and k ∈ ω such that h g, Dom(h) ⊂ Dom(g)∪TεM
and for each t ∈ k2 if t ∪ h is a function, then t ∪ h  τ˙ = xt for some ordinal xt (and xt ∈ M).
Proof. Take a countable elementary submodel N ≺ M such that g, τ˙ ∈ N . We construct (in M) an increasing sequence
{kn: n ∈ ω} ∈ ωω ∩ M. Start with any k0 ∈ ω. Suppose kn is deﬁned and enumerate kn2 = {ti: i ∈ 2kn }. Denote h0n = g. For
i ∈ we repeat inductively the following procedure: If hin ∪ ti is not a function, put hi+1n = hin. Otherwise work in N and ﬁnd
hi+1n  hin, such that Dom(hi+1n ) ∩ kn = Dom(g) ∩ kn and hi+1n ∪ ti decides τ˙ .
Once this is done for all i ∈ 2kn put hn = h2knn and ﬁx kn+1 > kn such that Dom(hn) \ kn+1 ⊂ TεN .
When the sequence {kn: n ∈ ω} is deﬁned, use (in M) the non-meagerness of 〈T 〉 to observe, that there are inﬁnitely
many n ∈ ω such that [kn,kn+1) ⊂ TεM . Pick one such n for which moreover TεN \ kn ⊂ TεM , put h = hn and k = kn. Note
that
Dom(h) ⊂ (Dom(g) ∩ kn
)∪ [kn,kn+1) ∪ (TεN \ kn+1) ⊂
(
Dom(g) ∩ kn
)∪ [kn,kn+1) ∪ TεM ⊂ Dom(g) ∪ TεM
and h is the desired condition. 
Proof of Theorem 3.5. We start with the proof of properness. Take a limit countable elementary submodel M of H(θ) (for
suﬃciently large θ ) containing G(T , F ) and a condition g ∈ G(T , F ) ∩ M. Enumerate {τ˙n: n ∈ ω} all G(T , F )-names for
ordinal numbers belonging to M and {αi: i ∈ ω} ⊂ M all countable ordinals in M. We need to ﬁnd a condition in G(T , F ),
which is stronger than g and forces τ˙n ∈ M for each n ∈ ω.
We will deﬁne {hn: n ∈ ω}, a descending sequence of conditions from M. We start by putting h0 = g and we proceed
with the following inductive construction: Suppose hi is already deﬁned. Use Lemma 3.6 for M, hi and τ˙i to get h′i+1 (and
ki+1 ∈ ω). We got Dom(h′i+1) ⊂ Dom(g) ∪ TεM and h′i+1  τ˙i ∈ Xi for some ﬁnite set of ordinals Xi ∈ M. Let hi+1  h′i+1 be
any condition in M such that αi < d(hi+1) and Dom(hi+1) ⊂ Dom(g) ∪ TεM .
Now h =⋃{hi: i ∈ ω} is a partial function,
Dom(h) ⊂ Dom(g) ∪ TεM ⊂∗ TεM
and for any αi < εM
h  Aαi =∗ hi+1  Aαi =∗ fαi  Aαi .
Let q be any function extending h such that Dom(q) =∗ TεM . We see that q ∈ G(T , F ) and q < hi  τ˙i ∈ Xi for each i ∈ ω;
properness is proved.
To prove that G(T , F ) is ωω bounding, take a condition g ∈ G(T , F ) and any name for function x, g  x ∈ ωω. Find a
limit countable elementary submodel M of H(θ) such that x, g,G(T , F ) ∈ M. Now proceed as in the proof of properness to
get the (generic) condition q. Since x˙(n) is a name for ordinal for each n ∈ ω, there is m(n) ∈ ω such that h  τ˙m(n) = x˙(n)
and q  x˙(n) ∈ Xm(n). Thus q  x˙(n) sup Xm(n). 
2946 D. Chodounský / Topology and its Applications 159 (2012) 2942–2946Remark 3.7. It is possible to prove, that if T generates a rapid ideal, than G(T , F ) has even the Sacks property. We have no
use for this fact in this article. The proof needs a bit more complicated argument.
Theorem 3.8. It is consistent with ZFC that d= ω1 and there is a strong-Q-sequence of size ω1.
Proof. The crucial tool for our construction is countable support iteration of ωω bounding proper forcing notions of size ω1.
For details about this method see [9] or [1].
We start in a model of CH + 2ω1 = ω2. Use CH to pick T = {Tα: α ∈ ω1}, an increasing tower in P(ω) generating a
non-meager ideal (e.g. base of a p-point will do).
We use a countable support iteration of length ω2 of forcings G(T , Fα) adding uniformizations of some Fα ∈FAT (from
some intermediate model) for α ∈ ω2. By induction on length of the forcing iteration, we check that all forcings G(T , Fα)
are ωω bounding proper and of size ω1. This is possible since CH + 2ω1 = ω2 is preserved in each intermediate model (we
iterate proper forcings of size ω1). Since each stage of the iteration is ωω bounding, T generates a non-meager ideal in
each intermediate model and thus each G(T , Fα) is proper ωω bounding.
Since 2ω1 = ω2 in each intermediate model, we can use a bookkeeping device to control, that each F ∈FAT from each
intermediate model appears as some Fα at some stage α (FAT has always size ω2).
The whole iterated forcing is ωω bounding proper and thus d= ω1 in the resulting model. Since the forcing is also ω2-cc,
ω2 is not collapsed and each F ∈FAT from the resulting model appeared as some Fα , α ∈ ω2. Thus a uniformization of
such F was added at stage α and AT is a strong-Q-sequence in the resulting model. 
We showed that just existence of strong-Q-sequences together with small d is not strong enough to refute the existence
of isomorphism between P(ω)/ﬁn and P(ω1)/ﬁn and to solve the Katowice problem. Unlike the method from [10] and [9],
our construction cannot be easily generalized to provide strong-Q-sequence of arbitrary size.
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