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Abstract. Teamwork and care coordination are of increasing impor-
tance to health care delivery and patient safety and health. This paper
describes our initial work on developing agents that are able to make
intelligent information sharing decisions to support a diverse, evolving
team of care providers in constructing and maintaining a shared plan
that operates in uncertain environments and over a long time horizon.
1 Introduction
The health care literature argues compellingly that teamwork is of increasing im-
portance to health care delivery, and improved care coordination is essential to
improving patient safety and health. The lack of eective mechanisms to support
health care providers in coordinating care is a major deciency of current health
care systems [12]. This work is part of a broader project that aims to develop
intelligent, autonomous multi-agent systems that work as a team supporting a
diverse, evolving team of providers caring for children with complex conditions3.
The agents will support providers in formulating a shared \care plan" that oper-
ates on multiple time scales and in uncertain environments, deploying that plan
in their delivery of care, and monitoring and revising it as needed.
Figure 1 illustrates the complex environment in which agents supporting care
for a child with a complex condition would operate. As can be seen in the gure,
the care team is diverse and broad in scope, including not only physicians but
also other types of care providers (e.g., therapists) and others who work with the
child in various settings (e.g. teachers). The group of providers may change sig-
nicantly over the years, whether as a result of personnel changes or because the
child's condition or developmental stage raise dierent needs. Thus, caregivers'
involvement with the child may be continuous or intermittent, long or short
term, as represented by the horizontal lines in the gure showing time periods
in which a caregiver is participating in the child's care. Providers dier in their
expertise and address dierent aspects of a child's condition. Furthermore, the
care team for these children seldom all come together in one place. The gure
3 This project accords with the vision described in the paper \Collaborative Health
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also highlights a distinguishing challenge of care for these children: their devel-
opmental stages (see horizontal center of gure) aect and may be aected by
treatment, adding uncertainty to plan development and typically necessitating
plan revision. While these factors make plan coordination and management very
complex, it is crucial to the quality of care that this group acts as a team. To
do so requires eective mechanisms for information sharing between team mem-
bers. The focus of this thesis is developing supporting agents that are capable
of making intelligent information sharing decisions.
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Fig.1. Agents in the General Care Context
2 Challenges in Health Care Coordination
Our planned research on information sharing for care team coordination aims to
develop agents capable of assisting care providers in ensuring that their individ-
ual treatments plans mesh and that those actions directed at short-term goals
are compatible with longer-term goals. Insucient communication among team
members can lead to missing required treatment actions or conicting actions.
Agents could support caregivers with multiple responsibilities, and therefore lim-
ited time, by identifying from the large, heterogeneous body of information each
has individually that portion most relevant to share, and determining those care-
givers with whom it is important to share it. They would also track follow-up
eorts to help ensure that treatment activities|including those for information-
sharing|are carried out. The care for children with complex conditions has sev-
eral distinguishing characteristics that make plan support challenging, including
the following:
An evolving team: The various care providers dier in their expertise, knowl-
edge about a child's condition, and concern with a child's longitudinal care plan.
The team changes over time, as new providers may join, existing members may
leave, and some may be active only intermittently. These characteristics dier
radically from those of prior MAS work that has considered issues of forming
teams and developing coordinated or collaborative plans.Information Sharing for Care Coordination 3
Uncertain, evolving action sets: The commonly made \closed world" assump-
tion, i.e., the set of actions and goals are constant over time, does not hold in
long-term care planning, as the child changes developmentally over time, and
new medical treatments may come into play. Planning needs to accommodate
new actions (e.g., new treatments and therapies) and remove actions that are
no longer relevant.
Conicting goals and multiple time scales: As the care plan is executed,
conicting goals may arise, either from limited resources or from contradictory
eects of actions at dierent time scales. For instance, an action might help
achieve a short term goal but conict with a long-term goal. Providers often fail
to detect such conicts until after their impact on a child occurs. Furthermore,
in addition to achieving goals specied in the care plan, there are maintenance
goals [5] that need to be considered.
The development of agents that are eective in such settings introduces sev-
eral signicant challenges. New information exchange capabilities are required
for evolving groups to function as a team. Furthermore, as actions are added and
removed or when conicting goals are identied, agents will need to alert the
right set of providers at the appropriate time. In addition, the changes in
the team and action sets often require re-planning that takes into account
the long-term care plan, which is characteristically dierent from re-planning
for execution failures. Agents supporting such care teams will themselves oper-
ate in dierent contexts and have dierent beliefs about the state of the world
and what each other and the people whom they support are doing. They will
need strategies for resolving dierences among contexts and for learning other
agents' contexts, as well as for determining care providers' intended actions and
beliefs.
3 Related Work
Prior multi-agent systems eorts e.g., Electric Elves [3], CALO [20], RADAR
[7] have addressed the development of multi-agent and planning technologies for
personal assistant agents that enable people to better accomplish their tasks
in oce environments and military settings. Since the primary goal of these
projects was to develop a personal assistant agent, they focused largely on the
support of a single individual. Some prior work, including Coordinators [19],
has addressed collaboration among personal assistant agents, but there are key
dierences between these eorts and the CASPER goal. First, in prior work,
the collaborating agents all operated within a single organization and shared a
common vocabulary. The heterogeneity of agents in the health care domain is far
greater, as they vary in levels of medical literacy and backgrounds. Furthermore,
care givers typically work for multiple organizations. Second, prior work has con-
sidered task allocation and the generation of hierarchical plans for agents that,
though distributed, are tightly coupled in their eorts [11]. In the health care
domain, dierent providers operate semi-independently and have many compet-
ing tasks (e.g. caring for other patients). Their plans are only loosely coupled,4 Ofra Amir, Barbara J. Grosz, Roni Stern, and Lee M. Sanders
but doing the right thing when they interact is essential to plan success. Further-
more, the underlying assumptions of most of these systems are unlikely to hold
for CASPERs given the evolving, longitudinal nature of health care plans as new
team members, treatments, actions and even goals are typically introduced to
the system and there is the possibility for long-term and maintenance goals to
interact complexly with short term goals.
Existing techniques for collaborative multi-agent planning are not fully able
to handle essential characteristics of the care plan setting and often do not take
into account communication mechanisms and costs. Classical planning and agent
frameworks such as BDI agents [13] assume a closed world where the operators
and goals are dened and xed from the start. Dec-POMDP models [2] address
uncertainties about action outcomes and about states, but are intractable for
long horizon plans. Furthermore, they are not suited to incorporate new actions
and agents as the care plan evolves, because they assume that a complete model
of states and transitions is given in advance and known by all agents. Theories of
teamwork and collaboration [8,4,17] support collaborative multi-agent planning,
but assume a xed action library and set of agents. A range of recent work on
information exchange and communication algorithms for multi-agent settings
has dened models for communication within teamwork [10,15,14,6,18], but
these models have been implemented and evaluated only in environments much
simpler than the care coordination domain. They also typically tightly limit
communications options and make modeling assumptions, including constant
team membership, which do not hold in this domain.
4 Approach
Our planned approach will build on the work described in Section 3, as well as
that on modeling collaboration [8], helpful behavior [9] and interruption man-
agement [10,16]. It will proceed in stages from simpler to more complex settings
to address the information-sharing challenges of the care coordination domain.
We are currently evaluating information sharing agents in a domain introduced
by Roth et al. [15] to evaluate collaborative agents. In this game, the agents
need to infer whether they are in Colorado or Wyoming based on terrain obser-
vations, and meet in an agreed location. Although this domain is much simpler
than the care coordination setting, it shares some of its characteristics, including
costly communication, agents who dier in their observations and uncertainty
regarding the state they are in.
Recent work has used this domain to evaluate a computer agent interacting
with a human teammate [6]. In their setting, the human and agent assume the
same role, and are treated as equal collaborators. In contrast, in the healthcare
domain, agents are unlikely to replace caregivers in making complex treatment
decisions, and therefore we envision the agents as taking on a supporting role
and assisting caregivers by reducing the burden of making information sharing
decisions. Therefore, we will use a game setting in which human players makeInformation Sharing for Care Coordination 5
movement decisions and are assisted by agents which decide what observations
to share with the other player.
In the second stage, we will evaluate agents in a more complex game setting
which has more of the characteristics of the care coordination scenario. To this
end we have designed a game in the ColoredTrails framework [1], inspired by dis-
cussions with a pediatrician who works with children with complex conditions.
Figure 2 shows the game board we have designed. In this game, human players
(denoted P1, P2, and P3 in the gure) are located in dierent positions on the
board. There are several goals located on the board, denoted G1 to G4. The
players need to agree on a set of shared non-conicting goals to pursue (goals
of the same shape in the gure). This scenario corresponds to caregivers choos-
ing between alternative treatment options in the healthcare domain. There are
several sources of uncertainty in the game. First, there is uncertainty about the
utility of each goal. In each turn each of the players can move towards one of
the goals. Players then obtain more accurate information about the utility of the
goal they are approaching. This is analogous to physicians who have some esti-
mate of how well a treatment would work, but can only assess whether it works
for a particular patient as they start it. Second, players cannot observe the posi-
tions and actions of their collaborating player. This is similar to the healthcare
setting in which care providers are typically unaware of all actions performed
by others. Players can choose to communicate information to other; however,
as in the Colorado/Wyoming game, in this game communicating information is
associated with a cost, corresponding to the time required by physicians when
they share information or are presented with new information. Finally, we plan
to include \distracter" goals for each player. These goals contribute to each
player's personal utility. They are included to make the scenario more realistic
by simulating the situation in which each physician not only is concerned with
caring for a particular child, but also has additional tasks relating to other pa-
tients. The game will be played by people, who would be responsible for choosing
movement actions. These players would be supported by agents that make in-
formation sharing decisions by reasoning about other players' beliefs and the
importance of sharing each observation. This abstract environment will enable
us to test dierent representations and agent designs for supporting information
sharing in various settings.
In both the Colorado/Wyoming domain and the more complex Care Coordi-
nation game we will perform extensive experiments to test the developed agents
designs, algorithms and representations. These experiments will use dierent
agent designs, as we plan to test several approaches including POMDP based
decision making algorithms (e.g., POMDP, Dec-POMDP or NED-POMDP [10]),
and representations for shared plans such as probabilistic recipe trees [9]. We will
test dierent settings of support from the agents, including settings in which the
agent makes information sharing decisions without consulting the person playing
and setting in which the agent only recommends what information to share and
the person can reject or accept that suggestion. We will also run experiments
varying the number of players to increase complexity. Agents' performance will6 Ofra Amir, Barbara J. Grosz, Roni Stern, and Lee M. Sanders
be measured based on the utility achieved by human players assisted by agents
as compared to games in which people make both movement and information
sharing decisions. In addition, we will measure the time savings for people that
are a result of removing their responsibility to communicate with each other.
Finally, we will incorporate the decision-making mechanisms in agents de-
signed to operate in the care coordination domain and test their abilities to
support caregivers. We have been working with a pediatrician collaborator and
his team to determine the needs of caregivers and learn what currently available
systems do and do not provide. The need for systems to support care coordina-
tion was identied through interviews with parents and caregivers. We envision
providing each caregiver, including the parents of the patients, an assistive agent.
These agents be integrated with the existing electronic medical records systems,
to gather the relevant information for the various caregivers and patients' fam-
ilies. In this real-world setting agents' performance will be evaluated according
to several measures, such as user satisfaction, time savings and helpfulness of
the information provided by the agents.
Fig.2. A game design to test information sharing agents
5 Conclusion
Teamwork and coordination are crucial for providing high quality care, espe-
cially for children with complex conditions which have a large, diverse, team of
providers responsible for their care. To work as a true team, caregivers need to
be aware of relevant treatments carried by others and of information relevant
to their care of the child. In this work we propose the development of agents
that support such caregivers by making information sharing decisions, ensuring
that caregivers have the information required to generate, monitor and revise a
shared care plan. Beyond care for children with complex conditions, such agents
have the potential to improve the delivery of health care for many patient popu-
lations, especially those in which multiple health issues interact (e.g., for cancer
and for the elderly). In addition, similar issues arise for plan support in otherInformation Sharing for Care Coordination 7
long-term, complex team environments. For instance, relief plans following nat-
ural disasters (e.g., the earthquake in Haiti) involve diverse teams including
local and international medical sta, social workers, educators and others. Some
rescuers are involved for only a short time or intermittently. Furthermore, relief
plans operate over multiple time scales (e.g., short term rescue endeavors, longer
term re-establishment of educational systems).
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