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The effect of particle overtaking on transport in a narrow channel is studied using a 1d model of
a driven tracer in a quiescent bath. In contrast with the well-studied non-driven case, where the
tracer’s long-time dynamics changes from sub-diffusive to diffusive whenever overtaking is allowed,
the driven tracer is shown to exhibit a phase transition at a finite overtaking rate. The transition
separates a phase in which the stationary bath density profile, as seen in the tracer’s frame, is
extended, as in the non-overtaking case, to a phase with a localized bath density profile. In the
extended phase the tracer velocity vanishes in the thermodynamic limit while it remains finite in
the localized phase. The phase diagram of the model as well as the tracer velocity and the bath
density profile in both phases are studied, demonstrating their distinct features.
I. INTRODUCTION
The motion of a tracer (or a tagged particle) in a bath
of identical particles confined to a narrow channel is a
classical problem which has attracted a wealth of the-
oretical and experimental attention over the past sev-
eral decades. For a sufficiently narrow channel, where
particles cannot overtake one another, the motion of
the tracer is rather constrained due to strong spatial
and temporal correlations between particles, which are
generated by the geometrical confinement. The re-
sulting dynamics is famously known as single-file dif-
fusion, in which the tracer’s mean-square displacement〈
∆x (t)
2
〉
=
〈
(x (t)− 〈x (t)〉)2
〉
grows sub-diffusively
at long time as
√
t, rather than linearly as in ordinary
diffusion [1–3]. One aspect of single-file diffusion is its
evident fragility as the channel becomes wide enough to
allow particles to overtake one another. Indeed, as nu-
merous studies have demonstrated, as soon as overtak-
ing becomes possible a smooth crossover from single-file
to ordinary diffusion occurs with diffusion dominating
at asymptotically long times for any finite overtaking
rate [4–7].
New developments in experimental techniques, such
as microrehology [8] and microfluidics [9], have recently
made it possible to control and manipulate interacting
particle fluids at the scale of a single particle, usually
by employing optical or magnetic means [10, 11]. Such
experimental tools have already been used in many stud-
ies of complex fluids with constrained dynamics such as
polymer solutions [12–14], colloids [15, 16] and granular
systems [17]. On the theoretical side, these advances
have raised considerable interest in geometrically con-
strained systems in which the tracer is driven by an
external force, while the bath particles are not [18–27].
A broadly studied and interesting aspect of such non-
equilibrium settings is their stationary behavior. In
the absence of overtaking, the mean velocity 〈v〉 of a
driven tracer on a finite ring of L sites is known to
scale as v ∼ 1/L, vanishing as L → ∞ [18–20, 23, 28].
Moreover, the stationary bath density profile, as seen
in the tracer’s reference frame, is macroscopic and ex-
tends throughout the entire system. We henceforth refer
to a phase with these properties, namely, vanishing of
the mean velocity and a macroscopic bath density pro-
file, as the "extended" phase. On the other hand, for
sufficiently large overtaking rates the tracer’s motion is
clearly unrestricted by the bath particles, implying a fi-
nite tracer velocity and a bath density profile which is
localized around the tracer. We refer to a phase with
these properties as the "localized" phase.
An interesting question is how does the steady state
of the driven system change from extended to localized
as the overtaking rates are increased. Is it like in the
non-driven setting, where the sub-diffusive, single-file
behavior crosses over to ordinary diffusion at any over-
taking rates, or does the system remain in the extended
phase for some finite overtaking rates. In this case the
system would exhibit a nonequilibrium phase transition
to the localized phase at some finite overtaking rates.
In this paper we address this question by consider-
ing a 1d driven tracer model and studying its behavior
in the presence of overtaking. Using a combination of
mean-field (MF) analysis and direct numerical simula-
tions, we compute the characteristic properties of the
model, including the tracer velocity and the stationary
bath particle density profile. Our studies show that the
model exhibits two distinct stable phases: An extended
phase and a localized phase. The extended phase re-
markably persists at finite overtaking rates, changing
to the localized phase via a continuous nonequilibrium
phase transition. This surprising observation stands in
contrast with the well-established equilibrium paradigm
in which any finite overtaking rate results in a smooth
crossover from single-file sub-diffusion to plain diffusion.
ar
X
iv
:1
90
8.
09
29
0v
2 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  3
0 M
ar 
20
20
2The paper is organized as follows: In Section II we
introduce the model. The main results are presented in
Section III. In Section IV, the MF analysis is presented,
demonstrating the existence of two distinct phases, the
extended phase and the localized phase. There we ex-
plore various properties of these phases and the transi-
tion between them. In Section V we describe the nu-
merical procedure used in the numerical analysis. In
Section VI concluding remarks are given.
II. THE MODEL
We consider a 1d ring of L sites labeled by ` =
0, 1, ..., L − 1, occupied by one tracer particle and N
bath particles of average density ρ = NL−1 . The parti-
cles interact through simple exclusion, whereby each site
holds one particle at most. Bath particles attempt to
hop to vacant neighboring right or left sites with equal
rates 1, whereas the tracer is asymmetric, attempting to
hop to the right with rate p and to the left with rate q.
To incorporate the possibility of overtaking into our 1d
model, the tracer tries to exchange places with a bath
particle occupying its neighboring sites to the right with
rate p′ and to the left with rate q′, if a bath particle is
present. The dynamics may thus be represented as fol-
lows
10
1↔ 01 ; 20
p

q
02 ; 21
p′

q′
12
where vacant sites, bath particles and the tracer are
respectively denoted by 0, 1 and 2 and the rates of each
process are depicted along the corresponding arrows.
The case of vanishing exchange rates p′ = q′ = 0,
for which no overtaking takes place, has been exten-
sively studied in the past. Here we are interested in
the effect of exchange processes on the properties of the
model. To this end we shall work in the tracer’s ref-
erence frame, whose position is defined to be the site
` = 0, and study the bath density profile ρ` at sites
` = 1, 2, ..., L − 2, L − 1. It is worthwhile noting that
this model exhibits “particle-hole” symmetry, meaning
that it is invariant under the simultaneous transforma-
tion of bath particles into holes (or vacancies) implying
ρ` ↔ 1 − ρ`, together with the transformation of hop
rates into exchange rates p ↔ p′, q ↔ q′ (as is evident
in Eqs. (4) and (5)). This symmetry places bath par-
ticles and holes, as well as hop and exchange processes,
on equal footing. For example, a tracer hopping into a
vacant site (or hole) can equivalently be thought of as
the tracer exchanging places with a hole. Although this
symmetry is model-specific and not universal, its sig-
nature will nevertheless appear in the following section
which announces our main results.
Figure 1. The MF phase diagram in the (δ′, ρ) plane for
fixed δ = 3/4, indicating the transition lines between the
localized (L) and extended (E) phases.
III. MAIN RESULTS
The following results, obtained by MF calculations
and numerical simulations, demonstrate the existence
of both a localized phase and a robust extended phase,
which persists in the presence of exchange. A non-
equilibrium phase transition separates the extended
phase, characterized by a vanishing tracer velocity and
an extended bath density profile from the localized
phase characterized by a finite tracer velocity and a lo-
calized density profile.
The model’s phase diagram is most conveniently pre-
sented when the hopping and exchange rates are rewrit-
ten as {
p = r (1 + δ) ; q = r (1− δ)
p′ = r′ (1 + δ′) ; q′ = r′ (1− δ′) , (1)
where r and r′ are the average hopping and exchange
rates, respectively, while rδ and r′δ′ are the biases, with
r, r′ ≥ 0 and −1 ≤ δ, δ′ ≤ 1. Our MF analysis yields
two critical manifolds, at the mean bath densities ρIc
and ρIIc , given byρIc = q
′(p−q)
pq′−qp′ ≡
δ(1−δ′)
δ−δ′
ρIIc =
p′(p−q)
pq′−qp′ ≡
δ(1+δ′)
δ−δ′
. (2)
Since the two manifolds are independent of the average
rates r and r′, the MF phase diagram may be repre-
sented in the 3d parameter space {ρ, δ, δ′}. For con-
venience, and without loss of generality, we hereafter
consider δ > 0 (or p > q). The MF phase diagram in
the (δ′, ρ) plane is depicted in Fig. 1 for the hop bias
δ = 3/4. A different section, in the (δ, δ′) plane, is pre-
sented in Fig. 2 for the mean density ρ = 1/4.
3Figure 2. The MF phase diagram for average bath density
ρ = 1/4. The localized and extended phases are respectively
denoted by L and E .
The phase diagram and the nature of the phase tran-
sition may be understood as follows: For small ρ and
δ > 0, there are but a few bath particles behind the
tracer with which it can exchange places. Consequently,
hopping dominates over exchange and a positive station-
ary tracer velocity v > 0 arises, characteristic of the lo-
calized phase. In this phase the moving tracer generates,
in its reference frame, a stationary bath-particle density
profile with an induced density excess localized ahead of
the tracer. The extent of this region and the number of
bath particles entrained in it are of ∼ O (1) compared
with L. As ρ increases, more bath particles are found
behind the tracer, making the exchange process more
pronounced. For a negative exchange bias δ′ < 0 bath
particles are thus effectively "pumped" from behind the
tracer, increasing the density excess region ahead. As
ρ approaches the critical density ρIc , the extent of this
region grows and the tracer’s velocity v continuously
decreases to zero
v = κ
(
ρIc − ρ
)
, (3)
with the constant κ given in Eq. (23). At the transition,
where ρ = ρIc , the density excess region ahead of the
tracer becomes macroscopic and of ∼ O (L), its velocity
vanishes and a transition to the extended phase takes
place. The continuity of v at the transition indicates
that the transition itself is continuous.
The following figures provide firm support for this
picture, presenting direct simulation results alongside
MF calculations. They are generated for the choice of
hop and exchange rates p = q′ = 1.75, q = p′ = 0.25,
which conveniently correspond to the rates used in the
phase diagram in Fig. 1. For clarity, we shall refer to
this particular choice as the "canonical” rates.
Figure 3. The tracer velocity v versus the bath density ρ
as obtained from MF analysis and numerical simulations for
L = 4096 and the canonical rates. The vertical dotted (teal)
lines indicate the critical values predicted by MF (Eq. (2)).
The dashed black line in-between the MF values serves as a
guide for the eye.
In Fig. 3 the tracer velocity v is plotted as a function
of the mean density ρ for a lattice of size L = 4096.
At low density ρ, the system is in the localized phase
with v > 0 due to the hopping bias p > q. When ρ
crosses ρIc , the system exhibits a transition to the ex-
tended phase in which v ∼ 1/L is vanishingly small.
Particle-hole symmetry yields a similar picture as ρ fur-
ther grows past ρIIc , leading the system back into the lo-
calized phase, this time with v < 0 due to the exchange
bias q′ > p′. The L dependence of v is illustrated in
Fig. 4 in which v is plotted versus the inverse system
length 1/L. It is evident that the velocity in the ex-
tended phase vanishes as 1/L whereas, in the localized
phase v appears to decay to a non-zero value for large
L. In Fig. 5 we present the stationary bath density pro-
file in the tracer’s frame. Panel A shows a data collapse
as a function of x = `/L in the extended phase, where
the ∼ O (L) density excess ahead of the tracer is macro-
scopic, extending throughout the system. Panels B and
C show a collapse as a function of ` in the localized
phase. There, the ∼ O (1) density excess is localized,
leaving the density in the rest of the system effectively
unchanged ∼ ρ. The excellent agreement in Figs. 3 and
5 between the numerical simulation results and the MF
calculations suggests that the model’s stationary behav-
ior is well approximated by the MF description. Figure
6 shows that the change from a macroscopic density pro-
file to a localized one takes place at the phase transition
manifolds. Mean field analysis of the density profile at
the transition shows that it spans over an intermediate
distance that scales as 1/
√
L. Namely, that the density
4Figure 4. The tracer velocity v, as obtained from numeri-
cal simulations, is plotted against 1/L for different values of
ρ in the localized and extended phases and for the canoni-
cal rates. Top Panel: Data in the localized phase, indicat-
ing that v approaches a finite constant at large L. Bottom
Panel: Data in the extended phase alongside the MF solu-
tion (dashed black lines).
profile becomes a function of y = `/
√
L.
IV. MEAN FIELD ANALYSIS
We next compute the stationary properties of the
model, focusing on the bath density profile and tracer
velocity. To this end, we first formulate rate equations
for the bath occupation variable τ` (t) at time t and sites
` = 1, 2, ..., L− 1 in the tracer’s reference frame, where
its own position is set to ` = 0. The occupation variable
τ` (t) takes the value 1 if site ` is occupied by a bath par-
ticle at time t and 0 otherwise. Let ρ`(t) = 〈τ`〉 be the
average density at site `. Applying the MF approxima-
tion whereby correlations between site occupations are
neglected, i.e. 〈τk (t) τm (t)〉 ≈ ρk (t) ρm (t), the evolu-
tion equations for ρ`(t) are obtained. The equation for
ρ` in the bulk of the system, i.e. at sites ` ∈ [2, L− 2],
is given by
∂tρ` = ρ`+1−2ρ`+ρ`−1+v+ (ρ`+1 − ρ`)−v− (ρ` − ρ`−1)
(4)
whereas, at the first and last sites ` = 1 and ` = L− 1,
the density satisfies the boundary equations
∂tρ1 = (1− ρ1) (q′ρL−1 + (1 + p) ρ2)
− (1 + p′) ρ1 (1− ρ2)− qρ1 (1− ρL−1) ,
∂tρL−1 = (1− ρL−1) (p′ρ1 + (1 + q) ρL−2)
− (1 + q′) ρL−1 (1− ρL−2)− pρL−1 (1− ρ1) .
(5)
The tracer’s moving rates to the right v+ and left v−
are given by
v+ = p (1− ρ1) + p′ρ1 ; v− = q (1− ρL−1) + q′ρL−1, .
(6)
The tracer velocity v and total moving rate u are thus
given by {
v = v+ − v−
u = v+ + v−.
(7)
The stationary bulk equation (4) then becomes
0 = ρ`+1 − 2ρ` + ρ`−1 + c
2
(ρ`+1 − ρ`−1) , (8)
where c is
c = v/ (1 + u/2) . (9)
The solution of this equation is simply given by
ρ` = A+ (ρ1 −A)
(
2− c
2 + c
)`−1
, (10)
where the parameters A, c and ρ1 are determined by
the boundary Eqs. (5) and by the normalization re-
quirement
L−1∑
`=1
ρ` = N. (11)
Within this framework, we consider two possible behav-
iors for the L dependence of the tracer velocity v, and
therefor of c, in the limit of large L. We will show that
depending on the parameters defining the model, the ve-
locity is either v ∼ L−1 in line with the extended phase
or v = O(1) as expected in the localized phase.
A. The Extended Phase
Let us first consider the density profile of Eq. (10)
with a constant c which scales at large L as
cE = a/L, (12)
corresponding to a tracer velocity vE ∼ 1/L, as expected
in the extended phase. Here a is a constant which is yet
to be determined. At large L, a continuum limit of
Eq. (8) is obtained. In this limit the density profile be-
comes a scaling function of `/L and may be expressed
as ρE` = ρE (x) for the scaling variable x ≡ `/L, where
x ∈ [0, 1]. The solution of this equation is straightfor-
ward and given by
ρE (x) = A+
(
ρE1 −A
)
e−ax. (13)
5Figure 5. Density profile collapse, with respect to L, for different values of ρ and the canonical rates alongside the corre-
sponding MF solution. The value of ρ is indicated for every curve. Each panel contains the MF solution and simulation
results for four values of L, as listed in the figure. Panel A describes the extended phase, where the collapse is a function of
x = `/L and the density profile extends throughout the system. Panels B and C correspond to the localized phase, where
the density profile is localized around the tracer at ` = 0. In panel B, v > 0 and particles accumulate to the right of the
tracer while in panel C, v < 0 and vacancies/holes accumulate to its left.
The parameters A and a are determined by the bound-
ary equation
ρEL−1 ≈ ρE (x = 1) = A+
(
ρE1 −A
)
e−a (14)
and the normalization condition
∫ 1
0
dxρE (x) = ρ, which
reduces to
ρ = A+
(
ρE1 −A
)
W (a) , (15)
with W (a) given by
W (a) =
1− e−a
a
. (16)
The densities ρE1 and ρEL−1 can be determined using
the boundary Eqs. (5), which also contains the densities
ρE2 and ρEL−2. However, the scaling form of the density
profile with L implies that ρE1 ≈ ρE2 and ρEL−1 ≈ ρEL−2,
up to negligible corrections of ∼ O (L−1). As such, ρE1
and ρEL−1 are recovered as
ρE1 ≈
q′ (p− q)
pq′ − qp′ and ρ
E
L−1 ≈
p′ (p− q)
pq′ − qp′ . (17)
When inserted into Eq. (14) and using the normaliza-
tion condition of Eq. (15), these expressions give A in
terms of W (a) and provide an explicit (transcendental)
equation for a,
aW (a)
(
ρE1 − ρ
)
= (1−W (a)) (ρE1 − ρEL−1) . (18)
It is interesting to observe that the extended phase
exists only when the hopping bias p − q and the ex-
change bias p′ − q′ have opposite signs. This simply
follows from the normalization property of the density
profile 0 ≤ ρE` ≤ 1 for any site ` and, in particular,
0 ≤ ρE1 , ρEL−1 ≤ 1. It is also important to note that
the density profile ρE` , for the particular choice of rates
p = q′ = 1 and q = p′ = 0, has previously been com-
puted using the matrix-product ansatz [29]. The profile
obtained by this method is exact and remarkably coin-
cides with the MF expression derived above. However,
for this specific choice of rates, our MF analysis shows
that the extended phase persists for any value of the
mean bath density ρ, implying that no phase transition
takes place for this exactly soluble case.
We conclude that the extended phase is characterized
by a vanishing tracer velocity vE ∝ cE = a/ (L− 1),
with a determined by a closed transcendental equation
which explicitly depends on the rates and on the mean
bath density. In addition, we find that the bath density
profile ρE` becomes a scale function ρE (`/ (L− 1)) and
extends throughout the entire system.
B. The Localized Phase
We next consider the case of vL = O(1) for large L.
Since cL remains finite at large L, the general form of
the solution in Eq. (10) implies that the deviation of
the bath density profile ρL` from the mean bath density
ρ must be localized to an ∼ O (1) region ahead of the
tracer. In other words, ρL` decays exponentially to ρ
with `. For cL ≥ 0, the density profile is then given by
6Figure 6. Data collapse of the density profile ρ (y) versus
y = `/
√
L for different values of L, at the critical density
ρ = ρIc . We take the MF value of ρ
I
c which may slightly
differ from its exact value. For the canonical rates, this
corresponds to ρ = 0.125. The density profiles shown in
the main plot are obtained by direct numerical simulations,
with the exception of the purple dots. The latter represent
the MF solution for L = 4096 and are provided solely to
demonstrate that the MF solution is in excellent agreement
with the simulated profiles, even at the critical manifold.
The profiles shown in the inset demonstrate the data collapse
of the MF solutions in Eq. (25) for the same system sizes as
in the main plot.
Eq. (10) with A = ρ, such that
ρL` = ρ+
(
ρL1 − ρ
)(2− cL
2 + cL
)`−1
. (19)
Consequently, we find that ρLL−1 = ρ
L
L−2 = ρ, up to
corrections which decay exponentially with L. Using
these in the boundary Eq. (5) for ρLL−1, one finds
ρL1 = ρ
p− (1− ρ) (q − q′)
pρ+ p′ (1− ρ) . (20)
Collecting these results allows determining cL through
the Eqs. (6), (7) and (9) as
cL =
2 [p′ (p− q)− (pq′ − qp′) ρ]
(2 + p) p′ + 2 [p− p′ + (pq + p′q′) (1− ρ)] ρ+ [qp′ (1− ρ)− pq′ρ] (1− 2ρ) . (21)
We conclude that the localized phase is characterized
by a finite tracer velocity, which explicitly depends on
the rates and mean bath density, as well as a localized
bath density profile ρL` which only deviates from ρ near
the tracer.
C. Transition manifolds and critical behavior
Let us consider the localized phase with cL > 0.
To determine the transition manifolds ρIc and ρ
II
c re-
ported in Eq. (2) we note that cL in Eq. (21), and so
the tracer velocity vL in the localized phase, vanish at
the mean bath density ρ = p
′(p−q)
pq′−qp′ . Moreover, at this
average density one can straightforwardly verify (see
Eqs. (17), (19), (20)) that ρL1 = ρE1 and ρLL−1 = ρ
E
L−1
implying that the density profiles in the two phases
coincide. Thus, one finds a smooth transition from
the localized to the extended phase when the average
density reaches ρIc =
p′(p−q)
pq′−qp′ . A similar analysis for
cL ≤ 0 yields the other transition manifold related to
the particle-hole symmetry of the model at an average
density ρIIc =
q′(p−q)
pq′−qp′ .
It is interesting to note that as the transition is ap-
proached from the extended phase the parameter a
(which controls the velocity of the tracer in this phase)
diverges. This can be seen by approximating the tran-
scendental Eq. (18) for large a to obtain
a ≈ (p− q) (p
′ − q′)
p′ (p− q)− (pq′ − qp′) ρ , (22)
yielding a divergent a at ρ = ρIc . This divergence sig-
nifies the transition from a tracer velocity which scales
like 1/L, in the extended phase, to the finite velocity
expected in the localized phase.
The tracer’s velocity v may be considered as the order
7parameter of the transition. It vanishes in the extended
phase and it grows continuously when the transition to
the localized phase is crossed. For small deviations from
the critical density, i.e. ρ = ρIc + δρ, the velocity of the
tracer in the localized phase becomes
vL = − (p
′q − q′p)2
pp′ (p− q + q′ − p′)δρ+O
(
δρ2
)
. (23)
In the localized phase the order parameter thus grows
linearly with the deviation of the mean density δρ from
its critical value ρIc .
D. Density Profile at the Transition
In this section we study the bath density profile and
the tracer velocity at the critical manifold ρIc =
p′(p−q)
q′p−p′q .
A similar analysis can be carried out at the other critical
manifold ρIIc with similar results. We show that on the
critical manifold the density profile ρ` varies on an inter-
mediate scale of O(
√
L) between the microscopic O(1)
scale of the localized phase and the macroscopic O(L)
scale characterizing the extended phase. Moreover, on
this manifold the tracer’s velocity scales as 1/
√
L.
To derive these results we consider the model at den-
sity ρIc and follow the analysis carries out in the ex-
tended phase. Here, though, we take the large-L con-
tinuum limit
y = `/Lα ; c = b/Lα, (24)
with 0 ≤ y ≤ L1−α, 0 ≤ α ≤ 1 and self-consistently
deduce the values of α and b at the transition. With
this scaling variables the density profile takes a form
similar to that of the extended phase
ρ (y) = A+ (ρ1 −A) e−by. (25)
where A, ρ1 and b have to be determined by the station-
ary boundary Eqs. (5) and the normalization condition
ρc =
1
L− 1
L−1∑
`=1
ρ`. (26)
For large L we take the continuum limit of Eq. (26), for
which
1
(L− 1)α
L−1∑
`=1
ρ` −→
∫ L1−α
0
dyρ (y) , (27)
such that Eq. (26) yields
A ≈ ρc +
ρc − ρ1
bL1−α
, (28)
up to corrections which decay exponentially with L1−α.
Using this result in Eq. (25) for ρ (y), one finds
ρL−1 ≈ ρc +
ρc − ρ1
bL1−α
. (29)
To determine α, we make use of the stationary bound-
ary Eqs. (5) for ρL−1. Specifically, we take
ρ1 = ρ
E
1 + δρ1, (30)
where δρ1 denotes the finite-size correction to the
asymptotic (i.e. L = ∞) density ρE1 = q
′(p−q)
q′p−p′q at site
` = 1 (see Eq. (17)). We obtain the L-dependence of
δρ1by substituting ρL−1 of Eq. (29) and ρ1 of Eq. (30)
into the boundary equation for ρL−1, finding
δρ1 =
ω
bL1−α
+O
(
L2(α−1)
)
, (31)
where
ω =
(p− q) (p′ − q′) [p′q (p− q)− q′p (p′ − q′)]
pp′ (p− q − p′ + q′) (q′p− p′q) . (32)
Here we have used the fact that ρL−2 ≈ ρL−1 up to
higher order corrections.
Having obtained the L dependence of δρ1, we finally
use it in the relation c = b/Lα to determine α and b. To
this end recall that c = v/ (1 + u/2), where v and u are
given in Eqs. (6) and (7), depends explicitly on ρ1 and
ρL−1, providing the relation
b2L1−2α ≈
(p− q) (p′ − q′) (q − q′)− ω (p− p′) (q′p− p′q)
q′p (1 + q + p′)− p′q (1 + p+ q′) , (33)
to leading order in L. Since the only L dependence is
on the left hand side, we deduce that
α = 1/2 (34)
and obtain
b2 ≈ (p− q) (p
′ − q′) (q − q′)− ω (p− p′) (q′p− p′q)
q′p (1 + q + p′)− p′q (1 + p+ q′) .
(35)
Combining this result for the velocity with the expres-
sions for the velocity in the extended and localized
phases close to criticality, one can write down the scal-
ing form of the velocity in the vicinity of the transition.
For a density ρ = ρIc + δρ, with δρ a small perturbation,
the velocity scales as
v (δρ, L) =
1√
L
g
(√
Lδρ
)
, (36)
where the scaling function g (s) is given by
g (s) =

1/s s→ +∞ (extended phase)
const. s = 0 (critical)
−s s→ −∞ (localized phase)
. (37)
8V. NUMERICAL SIMULATION PROCEDURE
In this section, the simulation procedure which has
been used to obtain the numerical results for the model
introduced in Sec. II is presented.
Each realization of the dynamics began with draw-
ing the positions of N bath particles uniformly over a
lattice of L sites and then drawing the tracer position
uniformly over the remaining sites. Initial tracer hop
and exchange times ~τ = (τp, τq, τp′ , τq′) were then drawn
from exponential distributions with the respective hop
and exchange rates p, q, p′ and q′. For the bath parti-
cles, the Gillespie algorithm was used to draw the initial
bath hop time σ from an exponential distribution with
rate N/2, accounting for both right and left hops [30].
The dynamics was carried out as follows: The small-
est of the times ~τ and σ was first determined. If this
was σ, a bath particle was drawn uniformly over the
N bath particle indices, as well as a random direction
±1. The bath particle would then hop to its neighboring
right/left site (in the direction +1 and −1, respectively)
if the site was vacant. If instead one of the tracer hop
times, τp and τq, was the smallest, the tracer would hop
to the right/left neighboring site if that site was vacant.
If one of the tracer exchange times, τp′ and τq′ , was the
smallest, the tracer would exchange places with a bath
particle to its right/left if a bath particle was present
at that site. In case the smallest time was one of the
tracer times ~τ , the value ±1 was added to a counter
which followed the position of the tracer with respect
to its initial position. For any of the above options, a
corresponding new time was drawn and the remaining
times were updated.
In Figures 3, 4, 5 and 6 which describe the stationary
properties of the system, where the relevant order of
limits is t  L  1, the system was sampled every
sweep (consisting of N hop attempts, on average) for a
total of ∼ O (107) samples (depending on the value of
L and ρ). This number of realization has been chosen
such that no noticeable changes were detected at longer
times. Each of these figures are the result of averaging
100 different realizations.
VI. CONCLUSIONS
In conclusion, our study suggests that geometrically-
constrained driven tracer transport may exhibit a phase
transition from single-file to localized behavior when
overtaking processes are allowed. These results are
based on a study of a simple lattice gas model in which
the extended phase appears when the hopping bias and
exchange bias are in opposing directions. This feature
is particular to the model in question and may not be
required to sustain the extended phase in realistic phys-
ical systems. In this context, it would be interesting
to explore more realistic and detailed models of trans-
port in geometrically constrained set-ups such as that
of hard core particles moving in a narrow channel where
the particle overtaking rate is controlled by the width of
the channel. Molecular dynamics studies of this model
will be considered separately.
The present study is focused on the steady state prop-
erties of the model. The phase transition found in this
model is also expected to affect the tracer’s dynamical
properties, such as the temporal evolution of its mean
square displacement. This is left for a future study.
Another interesting direction is to study the behavior
of multiple tracers in this model. Preliminary studies
show that tracers strongly attract each other, generat-
ing a macroscopic condensate whose properties are in-
line with those predicted in the extended phase. We
leave this discussion to a forthcoming publication.
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