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Abstract
Recursive partitioning approaches producing tree-like models are a long standing staple
of predictive modeling, in the last decade mostly as “sub-learners” within state of the
art ensemble methods like Boosting and Random Forest. However, a fundamental flaw
in the partitioning (or splitting) rule of commonly used tree building methods precludes
them from treating different types of variables equally. This most clearly manifests in
these methods’ inability to properly utilize categorical variables with a large number of
categories, which are ubiquitous in the new age of big data. Such variables can often be
very informative, but current tree methods essentially leave us a choice of either not using
them, or exposing our models to severe overfitting. We propose a conceptual framework
to splitting using leave-one-out (LOO) cross validation for selecting the splitting variable,
then performing a regular split (in our case, following CART’s approach) for the selected
variable. The most important consequence of our approach is that categorical variables with
many categories can be safely used in tree building and are only chosen if they contribute to
predictive power. We demonstrate in extensive simulation and real data analysis that our
novel splitting approach significantly improves the performance of both single tree models
and ensemble methods that utilize trees. Importantly, we design an algorithm for LOO
splitting variable selection which under reasonable assumptions does not increase the overall
computational complexity compared to CART for two-class classification. For regression
tasks, our approach carries an increased computational burden, replacing a O(log(n)) factor
in CART splitting rule search with an O(n) term.
Keywords: Classification and regression trees, Random Forests, Gradient Boosting
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1. Introduction
The use of trees in predictive modeling has a long history, dating back to early versions like
CHAID (Kass, 1980), and gaining importance in the 80s and 90s through the introduction
of approaches like CART (Breiman et al., 1984) and C4.5/C5.0 (Quinlan, 1992, 2004). A
tree describes a recursive partitioning of a feature space into rectangular regions intended to
capture the relationships between a collection of explanatory variables (or features) and a
response variable, as illustrated in Figure 1. The advantages of trees that made them attrac-
tive include natural handling of different types of features (categorical/ordinal/numerical);
a variety of approaches for dealing with missing feature values; a natural ability to capture
non-linear and non-additive relationships; and a perceived interpretability and intuitive ap-
peal. Over the years it has become widely understood that these advantages are sometimes
overstated, and that tree models suffer from a significant drawback in the form of inferior
predictive performance compared to modern alternatives (which is not surprising, given the
greedy nature of their model building approaches). However the last 15 years have seen a
resurgence in the interest in trees as “sub-learners” in ensemble learning approaches like
Boosting (Friedman, 2001) and Random Forest (Breiman, 2001). These approaches take
advantage of the favorable properties described above, and mitigate the low accuracy by
averaging or adaptively adding together many trees. They are widely considered to be
among the state of the art tools for predictive modeling (Hastie et al., 2009).
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Figure 1: A tree-based model example. x1, x2 are numerical/ordinal features and x3 is a
categorical feature
As mentioned, popular tree building algorithms like CART can handle both numerical
and categorical features and build models for regression, two-class classification and multi-
class classification. The splitting decisions in these algorithms are based on optimizing a
splitting criterion over all possible splits on all variables. The split selection problems that
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arise present both computational and statistical challenges, in particular for categorical fea-
tures with a large number of categories. Assume K categories overall, then the space of pos-
sible binary splits includes O(2K) candidates, and a naive enumeration may not be feasible.
However, as demonstrated in CART (Breiman et al., 1984), there is no need to enumerate
over all of them in order to find the optimal one for regression or two-class classification,
because it is enough to sort the categories by their mean response value and consider only
splits along this sequence. The complexity of splitting is therefore O(max(K log(K), n)),
where n is the number of observations being split. However, if K is large, the splitting still
presents a major statistical (overfitting) concern. At the extreme, if K = n (for example,
if the categorical variable is in fact a unique identifier for each observation), then it is easy
to see that a single split on this variable can perfectly separate a two-class classification
training set into its two classes. Even if K is smaller than n but large, it is intuitively clear
(and demonstrated below) that splitting on such a categorical variable can result in severe
overfitting. This is exasperated by the fact that this overfitting in fact causes common
tree building splitting criteria like Gini to preferably select such categorical variables and
“enjoy” their overfitting.
Some popular tree building software packages recognize this problem and limit the num-
ber of categories that can be used in model building. In R, many tree-based models limit
the number of categories to 32 (as randomForest, for example), while Matlab’s regression-
tree and classification-tree routines (fitrtree, fitctree) leave this parameter for the users to
define. In what follows we denote implementations which discard categorical features with
a number of categories larger than K as limited-K while versions which do not apply this
mechanism will be denoted as unlimited-K. The ad-hoc limited-K approach is of course far
from satisfactory, because the chosen number can be too small or too large, depending on
the nature of the specific dataset and the categorical features it contains. It also fails to
address the conceptual/theoretical problem: since features that are numerical or ordinal or
have a small number of categories present a smaller number of unique splits than categor-
ical features with many categories, there is a lack of uniformity in split criteria selection.
Finally, some large datasets may well have categorical features with many categories that
are still important for good prediction, and discarding them is counterproductive.
In this work we amend these concerns through a simple modification: We propose
to select the variable for splitting based on LOO scores rather than on training sample
performance, an approach we term Adaptive LOO Feature selection (ALOOF). A naive
implementation of ALOOF approach would call for building n different best splits on each
feature, each time leaving one observation out, and select the feature that scores best
in LOO. As we demonstrate below, this implementation can be avoided in most cases.
The result of our amendment is a “fair” comparison between features in selection, and
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consequently the ability to accommodate all categorical features in splitting, regardless of
their number of categories, with no concern of major overfitting. Importantly, this means
that truly useful categorical variables can always be taken advantage of.
The preceding concepts are demonstrated in Figure 2. The simulation setting includes
n = 300 observations and an interaction between a numerical variable x1 and a categorical
variable x2 with K = 50 categories denoted c1, ..., c50, with a parameter α controlling the
strength of the interaction:
y = α · (I [x1 > 0] I [x2 ∈ {c1, ..., c25}] + I [x1 ≤ 0] I [x2 ∈ {c26, ..., c50}]) + , (1)
where  ∼ N(0, 1) i.i.d. At small α the signal from the categorical variable is weak and less
informative. In this case, the limited-K approach is preferable (here, as in all subsequent
analyses, we use a CART limited-K Matlab implementation that eliminates categorical
variables with K > 32 values). As α increases, the categorical variable becomes more
informative and unlimited-K (which refers to a CART implementation on Matlab that
does not discard any categorical variable) outperforms the limited-K approach for the same
n and K. ALOOF (which is also implemented on a Matlab platform) successfully tracks the
preferred approach in all situations, even improving slightly on the unlimited-K approach
for large α by selecting the categorical variable less often in the tree.
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Figure 2: Predictive performance of the two CART versions and ALOOF for the model with
one categorical and one numerical feature described in the text. As can be seen, ALOOF
successfully identifies the better approach throughout the range of α (which determines the
strength of the signal from the categorical variable).
The rest of this paper is organized as follows: In Section 2 we formalize the LOO
splitting approach in ALOOF and discuss its statistical properties, we then describe our
algorithmic modifications for implementing it in Section 3 and demonstrate that for two-
class classification they lead to an approach whose computational complexity is comparable
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to CART splitting under reasonable assumptions. In Section 4 we demonstrate via some toy
simulations the striking effect that ALOOF can have on improving the performance of tree
methods. We begin Section 5 with a comprehensive case study, where large-K categorical
variables are prevalent and important. We demonstrate the significant improvement in both
interpretability and prediction from using ALOOF vs regular CART splitting. We then
preset an extensive real data study in both regression and classification, using both single
CART trees and ensemble methods, where ALOOF offers across-the-board improvement.
1.1 Related work
We focus here on two threads of related work, which relates to our approach from two
different aspects. The Conditional Inference Trees (CIT) framework (Hothorn et al., 2006)
proposes a method for unbiased variable selection through conditional permutation tests.
At each node, the CIT procedure tests the global null hypothesis of complete independence
between the response and each feature, and selects the feature with the most significant
association (smallest p-value). It terminates once the global null can no longer be rejected.
The advantage of this approach is that it proposes a unified framework for recursive parti-
tioning which embeds tree-structured models into a well defined statistical theory of con-
ditional inference procedures. However, practically it requires the computation of p-values
under permutations tests, either by exact calculation, Monte Carlo simulation, or asymp-
totic approximation. These permutation tests are typically computationally expensive and
necessitate impractical run-time as the number of observations grows (as demonstrated in
our experiments). More critically, despite its well established theory, the statistical signif-
icance criterion the CIT procedure uses is not the relevant criterion for variable selection
in tree-based modeling. Notice that in each node, the feature that should be most “infor-
mative” is the one that splits the observations so that the (test-set) generalization error is
minimal. This criterion does not typically select the same variable that results with the
smallest p-value under the null assumption on the train-set. As our experiments in Section
5 show, our ALOOF method, based on the generalization error criterion, is superior the the
CIT approach, where the CIT is computationally feasible.
In a second line of work, Sabato and Shalev-Schwartz (Sabato and Shalev-Shwartz, 2008)
suggest ranking categorical features according to their generalization error. However, their
approach is limited to considering K-way splits (i.e., a leaf for every categorical value),
as opposed to binary splits which group categories, which characterize CART and other
tree methods commonly used in statistics. Their appraoch, which is also solely applicable
for classification trees, offers strong theoretical results and low computational complexity
(as it does not perform actual splitting), albeit in the K-way scenario which is significantly
simpler theoretically than the binary split case we are considering, which requires optimizing
5
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over O(2K) possible splits. Thus our goals are similar to theirs, but since we are dealing
with a more complex problem we cannot adopt either their computational approach or
their theoretical results. In our classification examples we compare our approach to theirs,
demonstrating the advantage of binary splitting for attaining better predictive performance
in practice. The approach of Sabato and Shalev-Shwartz (2008) subsumes and improves on
various previous lines of work in the machine learning literature on using cross validation
to select variable in K-way splitting scenarios (Frank and Witten, 1996, 1998).
2. Formulation of ALOOF
We present here the standard CART splitting approach (Breiman et al., 1984) based on
least squares for regression and Gini index (closely related to least squares) for classification,
and then describe our modifications to adapt them to LOO splitting variable selection. We
choose to concentrate on CART as arguably the most widely used tree implementation, but
our LOO approach can be adapted to other algorithms as well.
2.1 CART splitting rules
Assume we have n observations denoted by their indexes {1, ..., n}. Each observation i is
comprised of the pair (xi, yi), where xi is a p dimensional vector containing p candidate
variables to split on. We assume WLOG that the variables x·1...x·q are categorical with
number of categories K1, ...,Kq respectively, and the features x·q+1, ..., x·p are numerical or
ordinal (treated identically by CART). A split s is a partition of the n observations into
two subsets R(s), L(s) such that R(s) ∩ L(s) = ∅ and R(s) ∪ L(s) = {1, ..., n}. For each
variable j, denote the set of possible splits by Sj and their number by sj = |Sj |. Categorical
variable j has sj = 2
Kj−1 − 1 possible binary splits, and each numerical/ordinal variable
has sj ≤ n possible splits between its unique sorted values.
A specific split comprises a selection of a splitting variable j and a specific split s ∈ Sj ,
and is evaluated by the minimizer of an “impurity” splitting criterion given the split s,
denoted by L(s).
In regression, CART uses the squared error loss impurity criterion:
L(s) =
∑
i∈L(s)
(yi − y¯L)2 +
∑
i∈R(s)
(yi − y¯R)2,
where y¯L, y¯R are the means of the response y over the sets L(s), R(s) resepectively.
In two-class classification, it uses the Gini index of impurity:
L(s) = nLpˆL(1− pˆL) + nRpˆR(1− pˆR),
where nL, nR are the numbers of observations in L(s), R(S) respectively and pˆL, pˆR are
the observed proportions of “class 1” in L(s), R(S). The Gini index is easily seen to be
6
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closely related to the squared error loss criterion, as it can be viewed as the cross-term of a
squared error loss criterion with 0-1 coding for the classes. The Gini criterion for multi-class
classification is a straight forward generalization of this formula, but we omit it since we do
not consider the multi-class case in the remainder of this paper.
Given this notation, we can now formulate the CART splitting rule as:
(j∗, s∗) = arg min
j∈{1,...,p}
s∈Sj
L(s),
and the chosen pair (j∗, s∗) is the split that will be carried out in practice.
A naive implementation of this approach would require considering
∑
j sj possible
splits, and performing O(n) work for each one. In practice, the best split for each nu-
merical/ordinal variable can be found in O(n log(n)) operations, and for each categorical
variable in O(max(n,Kj log(Kj))) operations, for both regression and classification prob-
lems (Breiman et al., 1984; Hastie et al., 2009). Given these p best splits, all that is left is
to find their optimum.
2.2 LOO splitting rules
For LOO splitting, our goal is to find the best variable to split on based on LOO scores
for each variable under the given impurity criterion. The actual split performed is then the
best regular CART split on the selected variable. The resulting LOO splitting algorithm is
presented in Algorithm 1.
Algorithm 1 High level ALOOF approach
1: for all j = 1 to p do
2: L(j) = 0
3: for all i = 1 to n do
4: sij = arg mins∈Sj L(−i)(s)
5: L(j) = L(j) +R(sij , i)
6: end for
7: end for
8: j∗ = arg minj∈{1...,p} L(j)
9: s∗ = arg mins∈Sj∗ L(s)
The result of Algorithm 1 is again a pair (j∗, s∗) describing the chosen split. The
additional notations used in this description are:
1. L(−i)(s): the impurity criterion for candidate split s, when excluding the observation
i. For example, if we assume WLOG that i ∈ L(s) and the impurity criterion is the
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suaqred loss, we get
L(−i)(s) =
∑
l∈L(s),l 6=i
(yl − y¯(−i)L )2 +
∑
l∈R(s)
(yl − y¯R)2,
where y¯
(−i)
L is the average calculated without the ith observation. If the criterion
is Gini or the observation falls on the right side, the obvious modifications apply.
Consequently, sij is the best split for variable j when excluding observation i.
2. R(s, i): the LOO loss of the ith observation for the split s. In the above case (squared
loss, left side) we would have:
R(s, i) = (yi − y¯(−i)L )2,
with obvious modifications for the other cases. L(j) is simply the sum of R(sij , i) over
i, i.e., the total LOO loss for the jth variable when the best LOO split sij is chosen
for each i.
A naive implementation of this algorithm as described here would require performing
n times the work of regular CART splitting, limiting the usefulness of the LOO approach
for large data sets. As we show below, for two-class classification we can almost completely
eliminate the additional computational burden compared to regular CART splitting, by
appropriately enumerating the LOO splits. For regression, the worst case performance of
our approach is unfortunately close to being n times worse than regular CART splitting.
In practice, the added burden is much smaller.
2.3 What is ALOOF estimating?
The quantity L(j) in our LOO approach directly estimates the generalization error of split-
ting on variable j using a CART impurity criterion: for each observation i, the best split is
chosen based on the other n− 1 observations, and judged on the (left out) ith observation.
Hence L(j) is an unbiased estimate of generalization impurity error for a split on variable
j based on a random sample of n− 1 observations. The selected splitting variable j∗ is the
one that gives the lowest unbiased estimate. Hence our goal of judging all variables in a
fair manner, that identifies the variables that are truly useful for reducing impurity and not
just over-fitting is attained.
Since we eventually perform the best split on our complete data at the current node (n
observations), there is still a small gap remaining between the “n − 1 observations splits”
being judged and the “n observations split” ultimately performed, but this difference is
negligible in most practical situations (specifically, when n is large).
8
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2.4 ALOOF stopping rules
Tree methods like CART usually adopt a grow-then-prune approach, where a large tree is
first grown, then pruned (cut down) to “optimal” size based on cross-validation or other
criteria (Breiman et al., 1984). Because cross-validation is built-in to the ALOOF splitting
variable selection approach, it obviates the need to take this approach. For every variable,
ALOOF generates an unbiased estimate of the generalization error (in Gini/squared loss) of
splitting on this variable. If an additional split on any variable would be detrimental to gen-
eralization error performance, this would manifest in the ALOOF estimates (in expectation,
at least) and the splitting would stop. This approach is not perfect, because ALOOF gener-
ates an almost-unbiased estimate for every variable, then takes the best variable, meaning
it may still be over-optimistic and continue splitting when it is in fact slightly overfitting.
However in our experiments below it is demonstrated that the combination of ALOOF’s
variable selection with ALOOF’s stopping rules is superior to the CART approach.
It should be noted that in Boosting or Random Forest approaches utilizing trees as a sub-
routine, it is usually customary to avoid pruning and determine in advance the desirable
tree size (smaller in Boosting, larger in Random Forest). Similarly, when we implement
ALOOF within these methods, we also build the tree to the same desirable size, rather
than utilize ALOOF stopping rules.
3. Efficient implementation
As described above, the ALOOF algorithm utilizes a seemingly computationally expensive
LOO cross-validation approach. However, we show that with a careful design, and under
reasonable assumptions, we are able to maintain the same computational complexity of the
CART algorithm for two-class classification modeling. In addition, we show that for regres-
sion tasks ALOOF carries some increase of the computational burden, replacing a O(log(n))
factor in CART splitting rules with an O(n) term. We present our suggested implemen-
tation for both categorical and numerical/ordinal variables, in both two-class classification
and regression settings.
3.1 Two-class classification — categorical variables
Assume a categorical variable with K different categories. As described above, the CART
algorithm performs a split selection by sorting the K categories by their mean response
value and consider only splits along this sequence. Therefore, the complexity of finding the
best split for this variable is O(max(K log(K), n)), where n is the number of observations
being split.
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We now present our suggested implementation and compare its computational complex-
ity with CART. First, we sort the observations according to the mean response value of the
K categories, just like CART does. Then, for each pair (xi, yi) we leave out, we recalculate
its category’s mean response (an O(1) operation), and resort the categories by their new
means. Notice that since only a single category changes its mean (xi’s category), resorting
the sequence takes only O(log(K)). Once the sequence is sorted again we simply go over
the K splits along the sequence. Therefore, for each pair (xi, yi) ALOOF necessitates O(K)
operations. It is important to notice that despite the fact we have n observations, there
are only two possible pairs for each category, as yi takes only two possible values in the
classification setting. This means we practically need to repeat the LOO procedure only for
2K pairs. Hence, our total computational complexity is O(max(K2, n))
We further show that under different reasonable assumptions, our computational com-
plexity may even be equal to the complexity of CART splitting. First, assuming the number
of categories grows no faster than the square root of n, K2 = O(n), it is immediate that
both algorithms result with a complexity of O(n). This setting is quite common for the
majority of categorical variables in real-world datasets.
Second, under the assumption that a single observation cannot dramatically change the
order of the categories in the sorted categories sequence, then the worst case complexity is
lower than O(max(K2, n)). More specifically, assuming a single observation can move the
position of its category by at most B positions in the sorted categories sequence, then the
complexity we achieve is O(max(K log(K),KB, n)). This assumption is valid, for example,
when all categories have about the same number of observations. To emphasize this point,
consider the case where the number of observations in each category is exactly the same, so
that each category consist of n/K observations. In this case the effect of changing the value
of a single observation (on the category’s mean) is proportional to (K/n). In other words,
K/n corresponds to the smallest possible difference between categories’ means. Moreover,
when leaving out a single observation, the change in this category’s mean is bounded by
this value. Hence, resorting the categories (following the LOO operation) is not more than
an exchange of positions of adjacent categories in the sorted categories sequence (B = 1).
This leads to an overall complexity equal to CART’s.
3.2 Two-class classification — numerical variables
For numerical variables, CART performs a split selection by first sorting the n pairs of
observations according to their xi values, and then choosing a cut (from at most n−1 possible
cuts) that minimizes the Gini criterion along both sides of the cut. By scanning along
the list with sufficient statistics this takes O(n) operations, leading to overall complexity
O(n log(n)) due to the sorting.
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Our suggested implementation again utilizes the fact that yi takes only two possible
values to achieve a complexity identical to CART’s. Here we denote the values as yi ∈
{−1, 1}, we initialize our algorithm by sorting the observations in the same manner CART
does. We then take out the observation yi = 1 with the lowest value of xi, and find its
best cut (by going over all n − 2 possible cuts). We then place this observation back and
take out the observations for which yi = 1, with the second lowest value of xi. Notice
that the only cuts whose Gini index values are affected by these operations are the cuts
between the two pairs we replaced. Denote this group of cuts by N2. This means that when
exchanging the two observations we need to update the Gini values of at most |N2| cuts
to find the best LOO cut. Continuing in the same manner leads to a total complexity of
O(
∑ |Nj |) = O(n) for finding the best cut of all observations with yi = 1. This process is
then repeated with observations for which yi = −1. Therefore, the overall complexity of our
suggested implementation is O(2n + n log(n)) = O(n log(n)), just like CART. We present
pseudo-code of our suggested approach in Algorithm 2. To avoid an overload of notation
we only present the case of observations for which yi = 1. The key idea is presented in
steps 20-21 of the algorithm, where it is emphasized that only the splits in Nj have to be
considered in every step.
3.3 Regression — categorical variables
The regression modeling analysis case is similar to the two-class classification in the presence
of categorical variable, with a simple modification of the loss impurity criterion. Both
CART and our suggested ALOOF method replace the Gini index with the squared error
loss impurity criterion and follow the exact same procedures mentioned above. This leads
to a overall complexity of O(max(K log(K), n) for the CART algorithm and O(max(n,K2))
for our ALOOF method. As before, the computational complexity gap between the two
methods may reduce under some reasonable assumptions. One simple example is when
K2 = O(n). Another example is in cases where we can assume that the effect of a single
observation on the mean response value of each category is bounded. This happens, for
instance, when the the range of the response values is bounded and there is approximately
the same number of observations in each category.
3.4 Regression — numerical variables
In this setting as well, we compare both algorithms’ implementation to those of the classifi-
cation problem. The CART algorithm first sorts the n observation pairs according to their
xi values, and then chooses a cut that minimizes the squared error loss along both sides of
the cut. As in the classification case, scanning along the list with sufficient statistics this
takes O(n) operations, leading to overall complexity O(n log(n)) due to the sorting.
11
Painsky and Rosset
Algorithm 2 LOO best split selection for numerical variables in two-class classification
modeling
Require: Observations (x1, y1), . . . , (xn, yn).
Require: j = 1, n1 =number of observations for which yi = 1, optimal cut = array of size
n1 holding the best LOO cut for each of the yi = 1 observations.
1: Sort observations according to xi values.
2: Set A = {(x1, y1), . . . , (xn, yn) such that yi = 1}.
3: Set A =sort A according to its xi values in ascending order.
4: A = A \ (x1, y1).
5: optimal cutj =∞.
6: optimal cut Gini =∞.
7: for all (xi, yi) ∈ A do
8: Set cuti =
xi+xi+1
2 .
9: Set Ginii = Gini index value with respect to the cut cuti.
10: if Ginii < optimal cut Gini then
11: optimal cutj = cuti.
12: optimal cut Gini = Ginii.
13: end if
14: end for
15: j = j + 1
16: for all j ∈ {2, . . . , n1} do
17: Set A = A ∪ (xj−1, yj−1).
18: Set A = A \ (xj , yj).
19: optimal cutj = optimal cutj−1.
20: Nj = {(xi, yi) ∈ A such that xj−1 < xi < xj} .
21: for all (xi, yi) ∈ Nj do
22: Set cuti =
xi+xi+1
2 .
23: Set Ginii = Gini index value with respect to the cut cuti.
24: if Ginii < optimal cut Gini then
25: optimal cutj = cuti.
26: optimal cut Gini = Ginii.
27: end if
28: end for
29: j = j + 1.
30: end for
31: return optimal cut
12
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As we examine the LOO method in this regression setting, we notice that unlike CART,
it fails to simply generalize the two-class classification problem. Specifically, it is easy to
show that for each observation pair (xi, yi) that is left out, the best cut may move in a non-
monotonic manner (along the values of the numerical variable x), depending on the specific
values of the observations that were drawn. This unfortunate non-monotonic behavior leads
to a straight-forward implementation, where we first sort the observations by their xi values
and then find the best cut for each observation that is taken-out by exhaustive search. The
overall complexity is therefore O(n2), which compared with the CART implementation,
replaces the O(log(n)) factor with O(n).
4. Illustrative simulations
We start with two synthetic data experiments which demonstrate the behavior of ALOOF
compared with CART in the presence of a categorical variable with varying number of
categories. In the first experiment we examine our ability to detect a categorical variable
which is not informative with respect to the response variable. Our goal is to model and
predict the response variable from two different explanatory variables, where the first is
numerical and informative while the other is categorical with K different categories, and
independent of the response variable. We draw 1000 observations which are split into 900
observations for the train-set and 100 for the test-set. We repeat this process multiple
times and present averaged results. Figure 3 shows the test-set’s average mean square error
(MSE) for different number of categories K, using three different methods. The upper
curve corresponds to the classic CART model, which is extremely vulnerable to categorical
variables with large number of categories, as discussed above. The full line is our suggest
ALOOF method, which manages to identify the uselessness of the categorical variable and
discards it. The line with the x symbols at the bottom is the CART model without the
categorical variable at all, which constitutes a lower bound on the MSE we can achieve,
using a tree-based model.
In the second synthetic data experiment we revisit the model presented in the Intro-
duction (1) as an example of a model with an informative categorical variable. We fix the
strength of the interaction between the numerical and the categorical variables (α = 15) and
repeat the experiment for different values of K. Figure 4 presents the results we achieve.
As in the previous example ALOOF demonstrates superior performance to both its com-
petitors as K increases. This exemplifies the advantage of using ALOOF both when the
categorical variable is informative or uninformative, for any number of categories K.
We now turn to compare the modeling complexity of the ALOOF approach with that of
CART. Since CART has a tree-depth parameter it may provide a variety of models which
differ in their model complexity and the corresponding MSE they achieve. ALOOF, on the
13
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Figure 3: Tree-based modeling in the presence of an uninformative categorical feature
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Figure 4: Tree-based modeling in the presence of an informative categorical feature, (ac-
cording to the model described in (1) with α = 15)
other hand, results in a single model, using the stopping policy described in Section 2.4,
with its corresponding MSE. Therefore, to have a fair comparison between the two methods
we use degrees of freedom (df). We start with a brief review of the main ideas behind this
concept.
Following Efron (1986) and Hastie et al. (2009), assume the values of the feature vectors
X = (x1, ..., xn) are fixed (the fixed-x assumption), and that the model gets one vector of
response variable Y = (y1, ..., yn) for training, drawn according to the conditional probabil-
ity model p(Y |X) at the n data points. Denote by Y new another independent vector drawn
according to the same distribution. Y is used for training a model fˆ(x) and generating
predictions yˆi = fˆ(xi) at the n data points. We define the training mean squared error as
MRSS =
1
n
‖Y − Yˆ ‖22 (2)
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and compare it to the expected error the same model incurs on the new, independent copy,
denoted in Hastie et al. (2009) as ERRin,
ERRin =
1
n
EY new‖Y new − Yˆ ‖22 (3)
The difference between the two is the optimism of the prediction. As Efron (Efron, 1986)
and others have shown, the expected optimism in MRSS is
EY,Y new(ERRin −MRSS) = 2
n
∑
i
cov(yi, yˆi) (4)
For linear regression with homoskedastic errors with variance σ2, it is easy to show that
(4) is equal to 2ndσ
2 where d is the number of regressors, hence the degrees of freedom. In
nonparametric models (such as tree-based models), one usually cannot calculate the actual
degrees of freedom of a modeling approach. However, in simulated examples it is possible
to generate good estimates dˆf of df through repeated generation of Y, Y new samples to
empirically evaluate (4).
In the following experiment we compare the models’ degrees of freedom for CART and
ALOOF. As explained above, CART generates a curve of values where the df increases
with the size of the tree (hence, the complexity of the model) and the MSE is the error it
achieves on the test-set. Our ALOOF method provides a single value of MSE for the model
we train. We draw n = 200 observations from the same setup as in Figure 3 and achieve the
results shown in Figure 5 for three different values of K. The straight line at the bottom
of each figure is simply to emphasize that the MSE ALOOF achieves is uniformly lower
than CART’s curve, although it imposes more df compared to the optimum of the CART
curve. It is important to notice that this “CART optimum” is based on Oracle knowledge;
in practice, the pruned CART model is selected by cross-validation. Typically, it fails to
find the model which minimizes the MSE on the test-set.
As we look at the results we achieve for different values of K we notice that ALOOF’s
superiority grows as the number of uninformative categories increases, as we expect.
5. Real data study
We now apply our ALOOF approach to real-world datasets and compare it with different
commonly used tree-based methods. For obvious reasons, the data-sets we focus on are
ones that include categorical features with a relatively large number of categories. All these
dataset are collected from UCI repository (Lichman), CMU Statlib 1 and Kaggle2 and are
publicly available.
1. http://lib.stat.cmu.edu/
2. http://www.kaggle.com/competitions
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Figure 5: Modeling complexity (represented in df) and its corresponding MSE in the pres-
ence of uninformative categorical feature with K different categories. The curve corresponds
to CART model, the asterisk is our ALOOF approach and the straight line is to emphasize
that the MSE we achieve is uniformly lower than CART’s curve
Throughout this section we use ten-fold cross validation to achieve an averaged validation
error on each dataset. In addition, we would like to statistically test the difference between
ALOOF and its competitors and assert its statistical significance. However, the use of
K-fold cross validation for model evaluation makes this task problematic, as the variance
of cross validation scores cannot be estimated well (Bengio and Grandvalet, 2004). Some
mitigations have been proposed to this problem in the literature, but we are not aware of a
satisfactory solution. Therefore we limit our significance testing to policies that circumvent
this problem:
• For larger datasets (> 1000 observations) we use a single 90-10 training-test division
to test for significance separately from the cross validation scheme.
• Combining the results of all datasets, we perform a sign test to verify the “overall”
superiority of ALOOF.
We start our demonstration with a comprehensive case study of the Melbourne grants
dataset3
5.1 Case study: Melbourne Grants
The Melbourne Grants dataset was featured in a competition on the Kaggle website. The
goal was to predict the success of grant applications based on a large number of variables,
characterizing the applicant and the application. The full training dataset, on which we
3. https://www.kaggle.com/c/unimelb
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concentrate, included 8708 observations and 252 variables, with a binary response (suc-
cess/failure). We only kept 26 variables (the first ones, excluding some identifiers), and
eliminated observations that had missing values in these variables, leaving us with a dataset
of n = 3650 observations and p = 26 variables. This dataset is interesting because some of
the clearly relevant variables are categorical with many values, including:
• The Field/Academic classification of the proposal (510 categories, encoded as codes
from the Australian Standard Research Classification (ASRC)).
• The Sponsor of the proposal (225 categories, an anonymized identifier).
• The Department of the proposer (90 categories).
• The Socio-economic code describing the potential impact of the proposed research
(318 categories, encoded as codes from the Australian and New Zealand Standard
Research Classification (ANZSRC)).
Other clearly relevant variables include the history of success of failure by the current
proposer, academic level, etc.
In Figure 6 we present the top three level of three trees built on the entire dataset, using
unlimited-K CART, limited-K CART and ALOOF. As expected, the unlimited-K version
uses exclusively the largest-K categorical variables, the limited-K version is not exposed to
them, so identifies the history of success as the most relevant non-categorical information,
while ALOOF combines the use of one categorical variable (Sponsor), with the history of
success. The ten-fold cross-validation error of the three complete trees, as shown in Table
1, is 0.245, 0.260, 0.218, respectively. As discussed above, the ability to accurately infer
significance from K-fold cross validation is limited. Therefore, in addition to the cross
validation experiments, we arbitrarily partition the dataset into 90% train-set and 10%
test-set, and apply a t-test on results we achieve on the test-set. This way we conclude that
the advantage of ALOOF is statistically significant at level 0.05 on a single random fold of
the ten-fold CV.
The advantage of ALOOF over CART is preserved when they are used as sub-learners
in Gradient Boosting (GB) and Random Forest (RF), also shown in Table 1. For GB we
use 50 trees and limit their complexity by defining the minimum number of observations
in the trees’ terminal nodes to be 0.05 · n. We train the model with a learning parameter
of ν = 0.1 (see (Friedman, 2001) for further details). For the RF method we use Matlab’s
procedure treeBagger with 500 trees, where the rest of the parameters are maintained in
their default values. Although the number of trees we utilize in both ensemble methods
may seem relatively small, our experiments show that additional trees are not necessary as
they do not significantly change the results we achieve.
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Figure 6: Top three levels of trees built on the Melbourne Grants data using unlimited-K
(standard) CART, limited-K CART (which eliminates categorical variables with K > 32),
and ALOOF.
Table 1: Misclassification results of two CART versions and ALOOF on the Melbourne
Grant dataset. Results reported are from ten-fold CV. Results are shown for a single tree,
Gradient Boosting trees and Random Forest (see text for details). The stars denote that
the performance of ALOOF is statisticially significantly superior for all three versions.
Approach Unlimited-K Limited-K ALOOF
Single tree 0.245 0.260 0.218∗
Gradient Boosting 0.186 0.192 0.165∗
Random Forest 0.172 0.185 0.153∗
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To gain further insight we can examine the variable importance measure commonly
used in RF (Breiman, 2001), which judges the performance based on permutation tests on
out-of-bag (OOB) samples. In Table 2 we show the top five variables for each RF version.
We can see that the lists of unlimited-K and limited-K CART have only one variable in
common (Grant category code), while the ALOOF list combines the top three variables
from the unlimited-K list and the top two from the limited-K list. This reiterates ALOOF’s
ability to take advantage of both categorical and numerical variables in a balanced manner.
Table 2: Top variables according to Random Forest’s variable importance measure for each
of the three tree-building approaches. As can be seen, ALOOF successfully identifies and
combines the categorical and numeric variables that are most useful.
Rank Unlimited-K Limited-K ALOOF
1 Sponsor No. of successful grants Sponsor
2 Field No. of unsuccessful grants No. of successful grants
3 Socio-economic code Grant category code No. of unsuccessful grants
4 Department Faculty Field
5 Grant category code Grant’s value Socio-economic code
5.2 Regression problems
We now turn to real-world regression problems. We first demonstrate our suggested ap-
proach with three classical small-size datasets. In the Automobile dataset, we model the
price of a car given a set of relevant features. This set of features include the car’s brand
which consists of 32 categories. As previously discussed, the presence of such a categorical
feature may cause overfitting as there are only 192 observations. The Baseball experiment
provides two designated datasets for hitters and catchers, where the goal is to predict the
salary of each player in the preceding year. Here, the “problematic” categorical feature is
the player’s team, consisting of 24 different categories.
Table 3 summarizes the results we achieve applying three different method. The CART
column corresponds to a standard unlimited-K CART algorithm. CIT is the R imple-
mentation of the Conditional Inference Tree (ctree) using its default parameters of 10000
Monte-Carlo replications to attain the distribution of the test statistic and a corresponding
p-value threshold of 0.05. ALOOF is our suggested algorithm. As our datasets are relatively
small, we use ten-fold cross validation to estimate an averaged MSE. Ours results demon-
strate the advantage that ALOOF’s LOO selection scheme has over both the overfitting
approach of CART and significance-based approach of CIT in generating good prediction
models.
In addition to these illustrative small-size datasets we apply our suggested method to
more modern and large-scale regression problems. Table 4 presents the results we achieve in
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Table 3: Regression real-world data experiments on small datasets. For each dataset we
introduce its categorical variables whose number of categories Kj is relatively large. CART
is a standard CART implementation, CIT corresponds to the Conditional Inference Trees
(Hothorn et al., 2006) and ALOOF is our suggested method. The performance of each
method is measured by averaged MSE, via ten-fold cross validation
Dataset (size)
Categorical
variables (Kj)
CART CIT ALOOF
Auto (192) Car brand (32) 9.48 13.24 8.22
Baseball hitters (264) Team (24) 0.140 0.136 0.131
Baseball catchers (176) Team (24) 0.076 0.075 0.062
five different regression experiments. In Boston Housing we predict the value of each house,
where the town’s name is the categorical variable which may cause overfitting. In the Strikes
experiment we model volume of large strikes (days lost due to industrial disputes) over a
total of more than 30 years. The name of the country in which the strike took place is the
categorical variable with relatively many categories. The Donations dataset is from KDD
Cup of 1998 (excluding missing values) where participants were asked to model the amount
of donations raised, given a list of variables. These include several categorical variables with
large number of variables, as described in Table 4. The Internet usage dataset consists of
two modeling problems. The first models the number of years a household is connected to
an Internet provider while the second models the household’s income. The variables used
for modeling include multiple socio-economical variables where the problematic categorical
ones are the occupation, language and the residence country of each household.
In all of these experiment we apply our ALOOF algorithm and compare it with a
limited-K and an unlimited-K CART algorithms (as described above). Notice that in
these large-scale experiments we cannot apply the CIT method (Hothorn et al., 2006) as
it is computationally infeasible. In addition to these single tree models we also apply the
ensemble methods Gradient Boosting (GB) and Random Forest (RF). We apply both of
these methods using either unlimited-K CART trees or our suggested ALOOF method as
sub-learners (limited-K is not competitive in relevant problems, where important categorical
predictors are present, as demonstrated in the detailed Melbourne Grants case study). We
apply GB and RF with the same set of parameters mentioned above. As in previous
experiments we use ten-fold cross validation to achieve an averaged validation MSE. In
addition, in order to attain statistically significant results we infer on a single random fold
of the ten-fold CV for sufficiently large datasets (above 1000 observations: the last three
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datasets in Table 4). A star indicates that the difference between ALOOF and its best
competitor is statistically significant according to this t-test.
The results we achieve demonstrate the advantage of using ALOOF both as a single tree
and as a sub-learner in ensemble methods. Note that while the MSE ALOOF achieves in a
single tree setting is consistently significantly lower than its competitors, it is not always the
case with ensemble methods. This emphasizes the well-known advantage of using ensemble
methods over a single tree, which can sometime mitigate the shortcomings of a single tree.
However, it is still evident that ALOOF based ensemble methods are preferable (or at least
equal) to the CART based methods. Moreover, it is notable that in some cases a single
ALOOF tree achieves competitive results to ensemble based methods, such as in the Internet
dataset.
5.3 Classification problems
In addition to the real-world regression experiments we also examine our suggested approach
on a varity two-class classification problems. For each examined dataset we provide its
number of observations and the portion of positive response values, as reference to the
misclassification rate of the methods we apply. The Online Sales dataset describes the yearly
online sales of different products. It is originally a regression problem which we converted
to a two-class classification by comparing each response value to the mean of the response
vector. Its variables’ names are confidential but there exist several categorical variables with
relatively large number of categories, as described in Table 5. The Melbourne Grants dataset
is described in detail above. The Price Up dataset provides a list of products and specifies
whether the prices were raised at different stores in different time slots. It provides a set of
variables which consist of two “problematic” categorical variables: The name of the product
and its brand. In the Salary Posting experiment our task is to determine the salary of a job
posting given a set of relevant variables. As in the Online Sales, this dataset too is originally
a regression problem which we converted to a two-class classification by comparing each
response value with the mean of the response vector. Its “large-K” categorical variables
are the location of the job, the company and the title of the offered position. Lastly,
the Cabs Cancellations dataset provides a list of cab calls and specifies which ones were
eventually canceled. The area code is the categorical variable which contains a large number
of categories.
As in the regression experiments, we apply different tree-based modeling methods to
these datasets and compare the misclassification rate we achieve. In addition to the methods
used in the regression problems we also apply the method of Sabato and Shalev-Shwartz
(2008), which is designed for classification problems. We again perform a ten-fold cross
validation to estimate the misclassification rate. As before, we also arbitrarily partition
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large datasets (the last four in Table 4) into 90% train-set and 10% test-set, and apply a
paired test on the difference between the results we achieve using ALOOF and each of its
competitors. A star indicates that the difference between ALOOF and its best competitor
is statistically significant.
As in the regression experiments, it is evident that our suggested ALOOF method is
preferable both as a single tree and as sub-learner in ensemble methods. Note that in several
experiments (such as Salary Postings) our advantage is even more remarkable compared
with a limited-K CART, which simply discards useful categorical variables only because
they have too many categories. It is also notable that the single ALOOF tree is competitive
with CART-based ensemble methods for several of the datasets. In particular, for the last
three datasets the gain from replacing a single ALOOF tree with either GB or RF using
CART is not statistically significant (whereas GB/RF + ALOOF does significantly improve
on the CART ensemble counterparts).
In addition to the misclassification rate, we also evaluated the performance of our sug-
gested algorithm under the Area Under the Curve (AUC) criterion. The results we achieved
were very simialr with those in Table 4 and are omitted from this paper for brevity.
In order to obtain a valid overall statistical inference on the results we achieve, we
examined the null hypothesis that ALOOF performs equally well to each of its competitors,
based on all the datasets together, using a one-sided sign test as suggested by (Demsˇar,
2006). For every competitor, we count the number of datasets (out of ten in Tables 4 and
5 combined) in which ALOOF wins and apply a one-sided sign test. ALOOF outperforms
both versions of CART on all datasets examined, performs better in GB for nine of ten,
and for RF in eight of ten, with corresponding one-sided p values of 0.001, 0.01 and 0.05,
respectively, after continuity correction.
6. Discussion and conclusion
In this paper we have demonstrated that the simple cross-validation scheme underlying
ALOOF can alleviate a major problems of tree-based methods that are not able to properly
utilize categorical features with large number of categories in predictive modeling. By
adopting a LOO framework for selecting the splitting variable we allow ALOOF to eliminate
categorical features that do not improve prediction, and select the useful ones even if they
have many categories.
As our simulations and real data examples demonstrate, the effect of using the ALOOF
approach for splitting feature selection can be dramatic in improving predictive perfor-
mance, specifically when categorical features with many values are present and carry real
information (i.e., cannot simply be discarded).
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A key aspect of our approach is the design of efficient algorithms for implementing
ALOOF that minimize the extra computational work compared to simple CART splitting
rules. As our results in Section 3 indicate, ALOOF is more efficient in two-class classification
than in regression. In practice, in our biggest regression examples in Section 5 (about 10, 000
observations), building an ALOOF tree takes up to 15 times longer than building a similar
size CART tree (the exact ratio obviously depends on other parameters as well). This means
that at this data size, regression tree with ALOOF is still a practical approach even with
GB or RF.
For larger data sizes, an obvious mitigating approach to the inefficiency of ALOOF in
regression is to avoid using LOO in this case, instead using L-fold cross validation with
L << n. This would guarantee the computational complexity is no larger than L times
that of CART splitting even with a naive implementation. The price would be a potential
reduction in accuracy, as the almost unbiasedness discussed in Section 2.3 relies on the LOO
scheme.
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Table 4: Regression real-world data experiments. For each dataset we introduce its categorical variables whose number of
categories Kj is relatively large. limited-K CART is a CART implementation which discards categorical variables with Kj > 32
while the unlimited-K CART is an implementation which does not discard any variable. Gradient Boosting (GB) modeling
with 50 trees and Random Forest (RF) with 500 are also provided, both with either CART or ALOOF as a sub-learner. The
performance of each method is measured by averaged MSE, via ten-fold cross validation. In addition, a star indicates that
the difference between ALOOF its best competitor in the same category (single tree, GB, RF) is statistically significant on a
single arbitrary partitioning to train and test sets (this test was only applied to the last three datasets, with more than 1000
observations).
Dataset
(size)
Categorical
variables (Kj)
Limited-K
CART
Unlimited-K
CART
ALOOF
GB via
CART
GB via
ALOOF
RF via
CART
RF via
ALOOF
Boston
Housing
(506)
Town name (88) 24.35 24.07 20.83 9.24 7.88 9.08 8.99
Strikes
(626)
Country (18) 315.95 315.95 280.23 256.31 257.12 255.59 256.06
Donations
(6521)
Socio-cluster (62),
ADI code (180),
DMA code (180),
MSA code (245),
Mailing list (348),
Zip code (3824)
30.99 39.30 22.92∗ 23.34 18.89∗ 21.39 16.28∗
Internet -
years online
(10108)
Occupation (46),
Language (99),
Country (129)
0.727 0.754 0.703∗ 0.699 0.698 0.698 0.698
Internet -
household
income
(10108)
Occupation (46),
Language (99),
Country (129)
4.144 4.308 4.103∗ 4.099 4.005∗ 3.991 3.989
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Table 5: Classification real-world data experiments. The columns correspond to the same models as in the regression experiment,
with the additional Sabato and Shalev-Shwartz (S&S) algorithm (Sabato and Shalev-Shwartz, 2008) which is only applicable
for classification problems. The performance of each method is measured by averaged misclassification rate, using ten-fold cross
validation. In addition, a star indicates that the difference between ALOOF its best competitor in the same category (single tree,
GB, RF) is statistically significant on a single arbitrary partitioning to train and test sets (this test was only applied to the last
four datasets with more than 1000 observations).
Dataset
(size, portion
of positives)
Categorical
variables (Kj)
Limited-K
CART
Unlimited-K
CART
S&S ALOOF
GB via
CART
GB via
ALOOF
RF via
CART
RF via
ALOOF
Online Sales
(725, 0.29)
Confidential (70)
Confidential (273)
Confidential (406)
0.198 0.1903 0.153 0.151 0.145 0.135 0.134 0.121
Melbourne
Grants
(3650, 0.29)
Department (99)
Sponsor (234)
Field (519)
0.260 0.245 0.240 0.218∗ 0.186 0.165∗ 0.172 0.153∗
Price Up
(3980, 0.045)
Brand (27)
Product (216)
0.035 0.047 0.036 0.033∗ 0.039 0.034∗ 0.034 0.034
Salary
Posting
(10000, 0.31)
Location (390)
Company (390)
Title (8324)
0.330 0.149 0.148 0.142∗ 0.142 0.142 0.140 0.138∗
Cabs
Cancellations
(34293, 0.096)
Area code (586) 0.093 0.095 0.088 0.083∗ 0.088 0.083∗ 0.083 0.083
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