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STRATIFIED MORSE THEORY IN ARRANGEMENTS
DANIEL C. COHEN† AND PETER ORLIK
For Robert MacPherson on the occasion of his sixtieth birthday.
Abstract. This paper is a survey of our work based on the stratified Morse
theory of Goresky and MacPherson. First we discuss the Morse theory of
Euclidean space stratified by an arrangement. This is used to show that the
complement of a complex hyperplane arrangement admits a minimal cell de-
composition. Next we review the construction of a cochain complex whose co-
homology computes the local system cohomology of the complement of a com-
plex hyperplane arrangement. Then we present results on the Gauss-Manin
connection for the moduli space of arrangements of a fixed combinatorial type
in rank one local system cohomology.
1. Introduction
Let V be a complex vector space of dimension ℓ ≥ 1. A hyperplane arrangement
A = {H1, . . . , Hn} is a set of n ≥ 0 hyperplanes in V . Let M = V \
⋃n
j=1Hj denote
the complement. Introduce coordinates u1, . . . , uℓ in V and, for each j, 1 ≤ j ≤ n,
choose a degree one polynomial αj so that the hyperplane Hj ∈ A is defined by
the vanishing of αj . Let λ = (λ1, . . . , λn) be a set of complex weights for the
hyperplanes. Given λ, we define a multivalued holomorphic function on M by
Φ(u;λ) =
n∏
j=1
α
λj
j .
A generalized hypergeometric integral is of the form∫
σ
Φ(u;λ)η
where σ is a suitable domain of integration and η is a holomorphic form on M, see
[AK]. When ℓ = 1, n = 3 and α1 = u, α2 = u − 1, α3 = u − x, this is the Gauss
hypergeometric integral. Selberg’s integral [Se] is another special case:∫ 1
0
· · ·
∫ 1
0
(u1 · · ·uℓ)
x−1[(1 − u1) · · · (1− uℓ)]
y−1|∆(u)|2z du1 . . . duℓ
where ∆(u) =
∏
i<j(uj − ui). Hypergeometric integrals occur in the representa-
tion theory of Lie algebras and quantum groups [SV2, V]. In physics, these hy-
pergeometric integrals form solutions to the Knizhnik-Zamolodchikov differential
equations in conformal field theory [SV1, V]. The space of integrals is identified
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with a cohomology group, Hℓ(M;L), of the complement, with coefficients in a com-
plex rank one local system. Associated to λ, there is a rank one representation
ρ : π1(M) → C∗, given by ρ(γj) = tj , where t = (t1, . . . , tn) ∈ (C∗)n is defined by
tj = exp(−2π iλj), and γj is any meridian loop about the hyperplane Hj of A, and
a corresponding rank one local system L = Lt = Lλ on M. Equivalently, weights
λ determine a flat connection on the trivial line bundle over M, with connection
one-form ωλ = d logΦ(u;λ).
The first problem is to calculate the local system cohomology groups Hq(M,L).
The methods used by Aomoto and Kita [AK], Esnault, Schechtman, and Viehweg
[ESV], Schechtman, Terao, and Varchenko [STV] and others are described in detail
in [OT2]. These use the twisted de Rham complex, (Ω•(∗A),∇), of global ratio-
nal differential forms on V with arbitrary poles along the divisor
⋃n
j=1Hj , with
differential ∇(η) = dη + ωλ ∧ η. The cochain groups of this complex are infinite
dimensional. Conditions must be imposed on the weights in order to reduce the
problem to a finite dimensional setting. These are the nonresonance conditions of
[STV]. Under these conditions, the calculation may be reduced to combinatorics
and yields Hq(M;L) = 0 for q 6= ℓ and dimHℓ(M;L) = |e(M)|, where e(M) is the
Euler characteristic of the complement. This approach provides less information
for resonant weights, those for which the aformentioned nonresonance conditions
do not hold. By contrast, the results obtained below using stratified Morse theory
are valid for arbitrary weights.
Weights λ give rise to a local system on the complement of every arrangement
that is combinatorially equivalent to A. The resulting local system cohomology
groups comprise a flat vector bundle over the moduli space of such arrangements.
The second problem is to determine the Gauss-Manin connection in this cohomol-
ogy bundle. For instance, the Gauss hypergeometric function is defined on the
complement of the arrangement of three points in C. It satisfies a second order
differential equation which, when converted into a system of two linear differential
equations, may be interpreted as a Gauss-Manin connection on the moduli space of
arrangements of the same combinatorial type [OT2]. This idea has been generalized
to all arrangements by Aomoto [A2] and Gelfand [G]. The connection is obtained
by differentiating in the moduli space. For arrangements in general position, and
nonresonant weights, explicit connection matrices were obtained by Aomoto and
Kita [AK]. Unfortunately, this pioneering work is available only in Japanese. The
relevant matrices have been reproduced in [OT2, CO3].
The (flat) Gauss-Manin connection in the cohomology bundle corresponds to a
representation of the fundamental group of the moduli space. The endomorphisms
arising in the connection one-form, which we refer to as Gauss-Manin endomor-
phisms, may be realized as logarithms of certain automorphisms. This interpreta-
tion, used in [CO4], allows for local calculations, valid for all arrangements and all
weights. This paper is a survey of our work on these problems.
Section 2 presents basic results on the Morse theory of Euclidean space stratified
by an arrangement (of subspaces), following [GM, C1]. In Section 3, we use these
results to give a proof of a theorem of Dimca and Papadima [DP1] and Randell
[Ra2], which asserts that the complement of a complex hyperplane arrangement is
a minimal space, admiting a cell decomposition for which the number of q-cells is
equal to the q-th Betti number for each q. In Section 4, we review the stratified
Morse theory construction from [C1, CO1] of a finite cochain complex (K•(A),∆•),
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the cohomology of which is naturally isomorphic to H∗(M;L). This leads to the
construction of the universal complex (K•,∆•(x)) for local system cohomology,
where Kq = Λ⊗CKq and Λ = C[x
±1
1 , . . . , x
±1
n ]. We recall a combinatorial model for
H∗(M,C), called the Orlik-Solomon algebra, A(A). The one-form ωλ corresponds
to an element aλ of the Orlik-Solomon algebra. Multiplication by aλ gives this
algebra the structure of a cochain complex, (A•(A), aλ). The Aomoto complex
is the universal complex for this cochain complex. It is chain equivalent to the
linearization of the universal complex. This informs on the relationship between
the characteristic varieties of complements of arrangements (jumping loci for local
system cohomology) and the resonance varieties of arrangements (jumping loci for
the cohomology of the Orlik-Solomon complex).
In Section 5, we move from consideration of a fixed arrangement to the study
of all arrangements of a given combinatorial type. We define the moduli space of
arrangements with a fixed combinatorial type T and the set Dep(T ) of dependent
sets in type T . We present results concerning the homology of the moduli space.
In Section 6, we work with a smooth, connected component of the moduli space,
B(T ). There is a fiber bundle π : M(T ) → B(T ) whose fibers, π−1(b) = Mb,
are complements of arrangements Ab of type T . Since B(T ) is connected, Mb is
diffeomorphic to M. The fiber bundle π : M(T ) → B(T ) is locally trivial. Given a
local system on the fiber, consider the associated flat vector bundle πq : Hq(L)→
B(T ), with fiber (πq)−1(b) = Hq(Mb;Lb) at b ∈ B(T ) for each q, 0 ≤ q ≤ ℓ. Fixing
a basepoint b ∈ B(T ), the operation of parallel translation of fibers over curves in
B(T ) in the vector bundle πq : Hq(L)→ B(T ) provides a complex representation
ΨqT : π1(B(T ), b) −→ AutC(H
q(Mb;Lb)).
The loops of primary interest are those linking moduli spaces of codimension one
degenerations of T . Such a degeneration is a type T ′ whose moduli space B(T ′)
has codimension one in the closure of B(T ). In this case we say that T covers T ′.
When T covers T ′ and γ ∈ π1(B(T ), b) is a simple loop linking B(T ′) in B(T ),
write ΨqT (γ) = exp(−2π i Ω). We denote this Gauss-Manin endomorphism in the
bundle πq : Hq(L) → B(T ) by Ω = ΩqL(B(T
′),B(T )). The rest of this survey
reports on our results concerning these endomorphisms.
In Section 7, for each subset S of hyperplanes, we define an endomorphism ω˜•S
of the Aomoto complex of a general position arrangement of n hyperplanes in Cℓ.
When T covers T ′, we construct a suitable linear combination of these maps, which
induces an endomorphism of the Aomoto complex of type T . The specialization
y 7→ λ in the Aomoto complex then yields an endomorphism ω•λ(T
′, T ) of the
Orlik-Solomon complex A•(T ) = A•(A) of an arrangement A of type T . This
leads to our main result, stated in more detail in Section 7.
Theorem ([CO4]). Let M be the complement of an arrangement A of type T and let
L be the local system on M defined by weights λ. Suppose T covers T ′. Then there
is a surjection ξq : Aq(T ) ։ Hq(M,L) so that the Gauss-Manin endomorphism
ΩqL(B(T
′),B(T )) in local system cohomology is determined by the equation
ξq ◦ ωqλ(T
′, T ) = ΩqL(B(T
′),B(T )) ◦ ξq. 
In Section 8, we report on the spectrum of the Gauss-Manin endomorphism. The
pair (T ′, T ) determines a set of hyperplanes S ⊂ A and an integer r. We call (S, r)
the principal dependence. Let λS =
∑
Hj∈S
λj
4 D. COHEN AND P. ORLIK
Theorem ([CO5]). Suppose T covers T ′ with principal dependence (S, r). Let λ
be a collection of weights satisfying λS 6= 0. Then the Gauss-Manin endomorphism
ΩqL(B(T
′),B(T )) is diagonalizable, with spectrum contained in {0, λS}. 
We illustrate these results with an example in Section 9.
2. Morse Functions for Arrangements
Goresky and MacPherson developed stratified Morse theory in order to extend
the class of spaces to which Morse theory applies. This generalization may be
used to study singular spaces, noncompact spaces, etc. The latter is illustrated
in Part III of their book [GM] using real subspace arrangements. The topology
of the complement of such an arrangement is analyzed by Morse theoretic means,
by considering the stratification of the ambient Euclidean space determined by the
arrangement and realizing the complement as one of the strata. We recall some of
their constructions and results needed in the sequel.
Let V be a real vector space of dimension ℓ ≥ 1, and let A be an arrangement
of affine subspaces in V . An edge (or flat) of A is a nonempty intersection X of
elements of A. Let L = L(A) be the set of all edges of A. Unless otherwise noted,
we partially order the set L by reverse inclusion.
The arrangement A gives rise to a Whitney stratification S of V with a stratum
SX = X \
⋃
Y(X
Y
for each edge X ∈ L. The complement M of A is the stratum corresponding to the
edge V (the intersection of no elements of A). For any edge X , the closure of SX is
X . Note that a complex hyperplane arrangement may be viewed as a real subspace
arrangement with even-dimensional strata.
For almost any point p ∈ M, the function f : V → R given by
(2.1) f(u) = [distance(p, u)]2
is a Morse function on V with respect to the stratification S, see [GM, I.2.2]. For
r ∈ R, let
M≤r = {u ∈ M | f(u) ≤ r}.
The function f has a unique critical point on each edge. It is a minimum. Further-
more, Goresky and MacPherson show in [GM, III.3] that the Morse function f is
perfect : if v ∈ R is a critical value and ǫ > 0 is sufficiently small, the long exact
homology sequence of the pair (M≤v+ǫ,M≤v−ǫ) splits into short exact sequences
(2.2) 0→ Hq(M≤v−ǫ;Z)→ Hq(M≤v+ǫ;Z)→ Hq(M≤v+ǫ,M≤v−ǫ;Z)→ 0.
Using this, they calculate the homology H∗(M;Z) in terms of the poset L (ordered
by inclusion), see [GM, III.1.3. Theorem A]. This result has prompted a great deal of
work on the cohomology of the complement of a subspace arrangement, culminating
with the determination of the cup product structure of this cohomology ring by de
Longeville and Schultz [dLS] and Deligne, Goresky, and MacPherson [DGM].
One can produce a Morse function such as (2.1) that meets the strata of V
according to codimension.
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Definition 2.1. Let Z be a Whitney stratified subset of Euclidean space. A Morse
function f : Z → R is said to be weakly self-indexing with respect to the stratifica-
tion {Sα} of Z if for each q, 0 ≤ q ≤ dimZ, we have
max
codimSα=q−1
{critical values of f | Sα} < min
codimSβ=q
{critical values of f | Sβ}.
Proposition 2.2. Let A be an arrangement of subspaces in the real vector space
V . Then there is a positive definite quadratic form f : V → R which is a weakly
self-indexing Morse function with respect to the stratification {Sα} of V given by
A, whose critical points consist of a unique minimum on each stratum. 
The proof of this result given in [C1, §1] shows that there are choices of coor-
dinates {ui} on V and positive constants {ωi}, 1 ≤ i ≤ ℓ = dimV , for which the
quadratic form f(u1, u2, . . . , uℓ) =
∑ℓ
i=1 ωiu
2
i is a weakly self-indexing Morse func-
tion with respect to the stratification determined by A. This provides an inductive
algorithm for the construction of a complete flag in V that is transverse to the
arrangement A.
In the rest of this paper, we return to the special case of a complex hyperplane
arrangement where we can say more.
3. Minimality
The notion of minimality has played a significant role in recent work on the
topology of arrangements, see for instance the work of Papadima and Suciu [PS],
Dimca and Papadima [DP1, DP2], and Randell [Ra2].
Definition 3.1. A space X is said to be minimal if X has the homotopy type of
a connected, finite-type CW-complex W such that, for each q ≥ 0, the number of
q-cells in W is equal to the rank of Hq(X;Z).
Note that, for a minimal space X, all homology groups Hq(X;Z) are finitely
generated and torsion-free. If X is a 1-connected space with the homotopy type
of a connected, finite-type CW-complex, and the homology of X is torsion-free,
then X is minimal by work of Anick [An]. However, many spaces (with torsion-free
homology) are not minimal. For instance, the complement of a non-trivial knot
does not admit a minimal cell decomposition.
Dimca and Papadima [DP1] and Randell [Ra2] used various forms of Morse the-
ory to show that the complement of a complex hyperplane arrangement is minimal.
This result may also be established using stratified Morse theory.
Theorem 3.2. Let A = {H1, . . . , Hn} be a complex hyperplane arrangement in the
complex vector space V ∼= Cℓ. Then the complement M = M(A) = V \
⋃n
i=1Hi is
a minimal space.
Proof. Without loss of generality, assume that A is an essential arrangement in Cℓ,
that is, A contains ℓ linearly independent hyperplanes. Then the edges of A have
codimensions 0 through ℓ. The proof is by induction on ℓ.
In the case ℓ = 1, A is a finite collection of points in V = C, and the complement
M(A) has the homotopy type of a bouquet of circles, which is a minimal space.
For general ℓ, let
(3.1) F : ∅ = F−1 ⊂ F0 ⊂ F1 ⊂ F2 ⊂ · · · ⊂ Fℓ−1 ⊂ Fℓ = V,
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be a complete flag in V = Cℓ that is transverse to the Whitney stratification
of V determined by A. Choose coordinates {ui} so that, for each k ≤ ℓ − 1,
Fk = {uk+1 = · · · = uℓ = 0}. Let f : V → R be a Morse function “about” the flag
F that is weakly self-indexing with respect to the stratification of V determined by
A.
Since f is weakly self-indexing, there are constants a and b so that all critical
values of f on edges of codimension less than ℓ are smaller than a, and all critical
values of f on edges of codimension ℓ are in the interval (a, b). For such a and
b, M≤b is a deformation retract of the complement M of A, and M ∩ Fℓ−1 is a
deformation retract of M≤a. Since M∩Fℓ−1 is the complement of the arrangement
A∩Fℓ−1 in Fℓ−1 = Cℓ−1, by induction, M∩Fℓ−1 ≃ M≤a is a minimal space. So it
suffices to show that M has the homotopy type of a space obtained from M∩Fℓ−1
by attaching bℓ(M) ℓ-cells, where bk(M) = rankHk(M;Z) denotes the k-th Betti
number of M.
By the Lefschetz hyperplane section theorem of Hamm and Leˆ [HL] (see also
[GM]), M is obtained from M ∩ Fℓ−1 by attaching at least bℓ(M) ℓ-cells, and the
number of ℓ-cells is equal to the rank of the homology group Hℓ(M,M ∩ Fℓ−1).
Using the fact that the Morse function f is perfect repeatedly, we see that the
long exact sequence of the pair (M,M∩Fℓ−1) ≃ (M≤b,M≤a) splits into short exact
sequences as in (2.2). In particular, we have Hℓ(M) ∼= Hℓ(M,M∩F
ℓ−1), and M has
the homotopy type of a space obtained from the hyperplane section M ∩ Fℓ−1 by
attaching precisely bℓ(M) ℓ-cells. 
A similar proof of minimality was recently given by Yoshinaga [Y].
4. Local Systems
As noted in the introduction, the cohomology of the complement of a complex
hyperplane arrangement with coefficients in a (complex) local system is of interest
in the study of multivariable hypergeometric integrals, among other applications.
Let A be a hyperplane arrangement in the complex vector space V ∼= Cℓ. Let
ρ : π1(M) → GLm(C) be a complex representation of the fundamental group of
the complement M of A, and denote by L the corresponding rank m local system
of coefficients on M. For such a local system, stratified Morse theory was used in
[C1] to construct a complex (K•(A),∆•), the cohomology of which is naturally
isomorphic to H•(M;L). We recall this construction briefly.
Let F be a complete flag in V which is transverse to the stratification determined
by A as in (3.1). Let Mq = Fq ∩M for each q. Let Kq = Hq(Mq,Mq−1;L), and de-
note by ∆q the boundary homomorphism Hq(Mq,Mq−1;L) → Hq+1(Mq+1,Mq;L)
of the triple (Mq+1,Mq,Mq−1). The following compiles several results from [C1].
Theorem 4.1. Let L be the complex local system on M corresponding to the rep-
resentation ρ : π1(M)→ GLm(C).
1. For each q, 0 ≤ q ≤ ℓ, we have Hi(Mq,Mq−1;L) = 0 if i 6= q, and
dimCH
q(Mq,Mq−1;L) = m · bq(M).
2. The system of complex vector spaces and linear maps (K•,∆•),
K0
∆0
−−−→ K1
∆1
−−−→ K2 −−→ · · · −−→ Kℓ−1
∆ℓ−1
−−−−→ Kℓ,
is a complex (∆q+1 ◦∆q = 0). The cohomology of this complex is naturally
isomorphic to H•(M;L), the cohomology of M with coefficients in L. 
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Corollary 4.2 ([C2]). For the rank m local system L, let βq = dimCHq(M;L),
and write bq = bq(M). Then, for 0 ≤ q ≤ ℓ, we have
βq ≤ m · bq,
and
βq − βq−1 + · · · ± β0 ≤ m · (bq − bq−1 + · · · ± b0). 
These are the weak and strong Morse inequalities arising from the complex
(K•,∆•) since dimCK
q = m · bq. In particular, for any complex local system,
the cohomology groups Hq(M;L) are finite dimensional, resolving a question raised
by Aomoto and Kita [AK] in the context of rank one local systems.
Remark 4.3. Let W be the minimal CW-complex resulting from (inductive) ap-
plication of Theorem 3.2. The complex (K•,∆•) may be realized as the cellular
(co)chain complex of W with coefficients in the local system L.
In the rest of this paper we focus on rank one local systems. Let λ = (λ1, . . . , λn)
be a set of complex weights for the hyperplanes of A. Let tj = exp(−2π iλj) and
t = (t1, . . . , tn) ∈ (C∗)n. Associated to λ, we have a rank one representation
ρ : π1(M) → C∗, given by ρ(γj) = tj , where γj is any meridian loop about the
hyperplane Hj of A, and a corresponding rank one local system L = Lt = Lλ on
M. Note that weights λ and λ′ yield identical representations and local systems if
λ− λ′ ∈ Zn.
The dimensions of the terms, Kq, of the complex (K•,∆•) are independent of
the local system L. For a rank one local system, they are given by dimKq = bq(M).
In this context, write ∆• = ∆•(t) to indicate the dependence of the complex on t,
and view these boundary maps as functions of t. Let Λ = C[x±11 , . . . , x
±1
n ] be the
ring of complex Laurent polynomials in n commuting variables.
Theorem 4.4 ([CO1]). For an arrangement A of n hyperplanes with complement
M, there exists a universal complex (K•,∆•(x)) with the following properties:
1. The terms are free Λ-modules, whose ranks are given by the Betti numbers
of M, Kq ≃ Λbq(A).
2. The boundary maps, ∆q(x) : Kq → Kq+1 are Λ-linear.
3. For each t ∈ (C∗)n, the specialization x 7→ t yields the complex (K•,∆•(t)),
the cohomology of which is isomorphic to H•(M;Lt), the cohomology of M
with coefficients in the local system associated to t. 
The entries of the boundary maps ∆q(x) are elements of the Laurent polynomial
ring Λ, the coordinate ring of the complex algebraic n-torus. Via the specialization
x 7→ t ∈ (C∗)n, we view them as holomorphic functions (C∗)n → C. Similarly, for
each q, we view ∆q(x) as a holomorphic map ∆q : (C∗)n → Mat(C), t 7→ ∆q(t)
from the complex torus to matrices with complex entries.
Remark 4.5. Let W be the minimal CW-complex resulting from application of
Theorem 3.2, and let W˜ be the universal cover of W . The complex (K•,∆•(x))
may be realized as HomG(C•(W˜ ),Λ), where G = π1(W ) = π1(M), C•(W˜ ) is the
(cellular) chain complex of W˜ , and Λ ∼= C[Zn] is the G-module corresponding to
the action of G on the abelianization G/[G,G] = H1(W ) = Z
n by (left) translation.
In [DP2], Dimca and Papadima show that the complex C•(W˜ ) is itself an invariant
of the arrangement A.
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The universal complex K• is closely related to another universal complex defined
by Aomoto [A2] using the Orlik-Solomon algebra A(A). This graded algebra, iso-
morphic to the cohomologyH∗(M;C) (see [OS, OT1]), is the quotient of the exterior
algebra E(A) generated by 1-dimensional classes ej, 1 ≤ j ≤ n, by a homogeneous
ideal I(A). Let [n] = {1, . . . , n}. Refer to the hyperplanes by their subscripts and
order them accordingly. Given S ⊂ [n], denote the flat
⋂
j∈S Hj by ∩S. If ∩S 6= ∅,
call S independent if the codimension of ∩S in V is equal to |S|, and dependent
if codim(∩S) < |S|. If S = (j1, j2, . . . , jq), let eS = ej1ej2 · · · ejq denote the corre-
sponding basis element of the exterior algebra. Define ∂eS =
∑q
p=1(−1)
p−1eS\{jp}.
The ideal I(A) is generated by
{∂eS | S is dependent}
⋃
{eS | ∩S = ∅}.
For S ⊂ [n], let aS denote the image of eS in A(A) = E(A)/I(A). The algebra
A(A) has a C-basis called the nbc basis. A subset S of [n] is a circuit if it is
a minimally dependent set: S is dependent but every nontrivial subset of S is
independent. Call T = (j1 < · · · < jp) ⊂ [n] a broken circuit if there exists k ∈ [n]
so that k < j1 and (k, T ) is a circuit. The nbc basis consists of all elements aS of
A(A) corresponding to subsets S of [n] which contain no broken circuit [OT1].
Let aλ =
∑n
j=1 λjaj ∈ A
1(A) and note that aλaλ = 0 because A(A) is a quotient
of an exterior algebra. Thus we have a complex (A•(A), aλ). Let y = {y1, . . . , yn}
be a set of indeterminates in one-to-one correspondence with the hyperplanes of
A. Let R = C[y] be the polynomial ring in y. Define a graded R-algebra: A• =
A
•(A) = R⊗C A•(A). Let ay =
∑n
j=1 yj ⊗ aj ∈ A
1. The complex (A•(A), ay)
(4.1) 0→ A0(A)
ay
−→ A1(A)
ay
−→ . . .
ay
−→ Aℓ(A)→ 0
is called the Aomoto complex. Its specialization y 7→ λ is the complex (A•(A), aλ).
Theorem 4.6 ([CO1]). For any arrangement A, the Aomoto complex (A•, ay) is
chain equivalent to the linearization of the universal complex (K•,∆•(x)) at the
point 1 = (1, . . . , 1) ∈ (C∗)n. 
For certain classes of arrangements, the boundary maps of the universal complex
(K•,∆•(x)) may be described explicitly. See, for instance, Hattori [H] for general
position arrangements. In the case where the arrangement is defined by real equa-
tions, progress on this problem has been recently made by Yoshinaga [Y]. However,
for an arbitrary arrangement, these boundary maps are not known. Consequently,
while the complex (K•,∆•(t)) computes local system cohomology in principle, we
do not know how to calculate the groups Hq(M;Lt) explicitly for arbitrary weights.
It is an interesting question to determine the stratification of the space of all
weights with respect to the local system cohomology groups. Each point t ∈ (C∗)n
gives rise to a local system L = Lt on the complement M. Define the characteristic
varieties
Σqm(M) = {t ∈ (C
∗)n | dimHq(M;Lt) ≥ m}.
These loci are algebraic subvarieties of (C∗)n, which are invariants of the homotopy
type of M. See Arapura [Ar] and Libgober [L1] for detailed discussions of these
varieties in the contexts of quasiprojective varieties and plane algebraic curves.
The characteristic varieties are closely related to the resonance varieties.
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Each point λ ∈ Cn gives rise to an element aλ ∈ A1 of the Orlik-Solomon algebra
A• = A•(A). Define the resonance varieties
Rqm(A) = {λ ∈ C
n | dimHq(A•, aλ) ≥ m}.
These subvarieties of Cn are invariants of the Orlik-Solomon algebra A(A). See
Falk [F] and Libgober and Yuzvinsky [LY] for detailed discussions of these varieties.
Theorem 4.7 ([CO1]). Let A be an arrangement in Cℓ with complement M and
Orlik-Solomon algebra A•. For each q and m, the resonance variety Rqm(A) co-
incides with the tangent cone of the characteristic variety Σqm(M) at the point
1 = (1, . . . , 1) ∈ (C∗)n. 
The characteristic varieties are known to be unions of torsion-translated subtori
of (C∗)n, see [Ar]. In particular, all irreducible components of Σqm(M) passing
through 1 are subtori of (C∗)n. Consequently, all irreducible components of the
tangent cone are linear subspaces of Cn.
Corollary 4.8. For each q and m, the resonance variety Rqm(A) is the union of
an arrangement of subspaces in Cn. 
For q = 1, these results were established by Cohen and Suciu [CS], see also Lib-
gober and Yuzvinsky [L1, LY]. For the discriminantal arrangements of Schechtman
and Varchenko [SV2], they were established in [C3]. In particular, as conjectured
by Falk [F, Conjecture 4.7], the resonance varieties Rqm(A) were known to be unions
of linear subspaces in these instances. Corollary 4.8 above resolves this conjecture
positively for all arrangements in all dimensions. Theorem 4.7 and Corollary 4.8
have been obtained by Libgober in a more general situation, see [L2].
There are examples of arrangements for which the characteristic varieties contain
(positive dimensional) components which do not pass through 1 and hence cannot
be detected by the resonance variety, see Suciu [Su]. In some of these cases, the
local system cohomology is nontrivial, while the cohomology of the Orlik-Solomon
complex vanishes.
5. Moduli Spaces
In the rest of the paper we pass from consideration of a fixed arrangement to
the study of all arrangements of a given combinatorial type. Fix a pair (ℓ, n) with
n ≥ ℓ ≥ 1 and consider families of essential ℓ-arrangements with n linearly ordered
hyperplanes. In order to define the notions of combinatorial type and degeneration,
we must allow for the coincidence of several hyperplanes. We call these new objects
multi-arrangements. If there is no coincidence, we call the arrangement simple.
Introduce coordinates u1, . . . , uℓ in V and choose a degree one polynomial αj =
bj,0 +
∑ℓ
k=1 bj,kuk for the hyperplane Hj ∈ A so Hj is defined by αj = 0. Note
that αj is unique up to a constant. Embed V in projective space CP
ℓ and call
the complement of V the infinite hyperplane, Hn+1, defined by u0 = 0. We call
A∞ = A
⋃
Hn+1 the projective closure of A. It is an arrangement in CP
ℓ. Give
Hn+1 the weight λn+1 = −
∑n
j=1 λj . We agree that the hyperplane at infinity,
Hn+1, is largest in the ordering. We may therefore view the projective closure of
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the arrangement as an (n+ 1)× (ℓ+ 1) matrix of complex numbers
(5.1) b =

b1,0 b1,1 · · · b1,ℓ
b2,0 b2,1 · · · b2,ℓ
...
...
. . .
...
bn,0 bn,1 · · · bn,ℓ
1 0 · · · 0

whose rows correspond to the hyperplanes of A∞. Thus (CPℓ)n may be viewed
as the moduli space of all ordered multi-arrangements in CPℓ with n hyperplanes
together with the hyperplane at infinity.
Given an arrangement A, the set S = (j1, . . . , jq) is dependent (in the projec-
tive closure) if the corresponding row vectors of (5.1) are linearly dependent. Let
Dep(A)q be the set of dependent q-tuples and let Dep(A) =
⋃
q>1Dep(A)q. Two
essential simple arrangements are combinatorially equivalent if and only if they have
the same dependent sets. We call T their combinatorial type and write Dep(T ).
Note that an arbitrary collection of subsets of [n + 1] is not necessarily realizable
as a dependent (or independent) set. For example, the collection {123, 124, 134} is
not realizable as a dependent set, since these dependencies imply the dependence
of 234.
The combinatorial type is, in fact, determined by Dep(T )ℓ+1, see, for instance,
Terao [T]. Given a subset J ⊂ [n + 1] of cardinality ℓ + 1, let ∆J(b) denote the
determinant of the (ℓ+ 1)× (ℓ + 1) submatrix of b whose rows are specified by J .
Given a realizable type T , the moduli space of type T is
X(T ) = {b ∈ (CPℓ)n | ∆J (b) = 0 for J ∈ Dep(T )ℓ+1, ∆J (b) 6= 0 else}.
If G is the type of a general position arrangement, then Dep(G) = ∅ and the moduli
space X(G) is a dense, open subset of (CPℓ)n. Define a partial order on combi-
natorial types as follows: T ≥ T ′ ⇐⇒ Dep(T ) ⊆ Dep(T ′). The combinatorial
type G is the maximal element with respect to this partial order. Write T > T ′ if
Dep(T ) ( Dep(T ′). If T > T ′, we say that T covers T ′ and T ′ is a degeneration of
T if there is no realizable combinatorial type T ′′ with T > T ′′ > T ′. In this case
we define the relative dependence set
Dep(T ′, T ) = Dep(T ′) \Dep(T ).
Let
Y(T ) = {b ∈ (CPℓ)n | ∆J(b) 6= 0 for J /∈ Dep(T )ℓ+1}.
Then the moduli space of type T may be realized as
X(T ) = {b ∈ Y(T ) | ∆J (b) = 0 for J ∈ Dep(T )ℓ+1}.
Note that X(G) = Y(G). For any other type T , the moduli space X(G) may be
realized as
X(G) = {b ∈ Y(T ) | ∆J (b) 6= 0 for J ∈ Dep(T )ℓ+1}.
If T 6= G, then X(T ) and X(G) are disjoint subspaces of Y(T ). Let iT : X(G)→ Y(T )
and jT : X(T ) → Y(T ) denote the natural inclusions. We showed in [CO3] that
for any combinatorial type T , the inclusion iT : X(G)→ Y(T ) induces a surjection
(iT )∗ : H1(X(G))→ H1(Y(T )).
For the type G of general position arrangements, the closure of the moduli space
is X(G) = (CPℓ)n. The divisor D(G) = X(G) \ X(G) is given by D(G) =
⋃
J DJ ,
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whose components, DJ = {b ∈ (CPℓ)n | ∆J(b) = 0}, are irreducible hypersurfaces
indexed by J = {j1, . . . , jℓ+1}. Choose a basepoint c ∈ X(G), and for each ℓ + 1
element subset J of [n+ 1], let dJ be a generic point in DJ . Let ΓJ be a meridian
loop based at c in X(G) about the point dJ ∈ DJ . Note that c ∈ Y(T ) and that
ΓJ is a (possibly null-homotopic) loop in Y(T ) for any combinatorial type T . We
showed in [CO3] that for any combinatorial type T , the homology group H1(Y(T ))
is generated by the classes {[ΓJ ] | J 6∈ Dep(T )ℓ+1}. In particular, the homology
group H1(X(G)) is generated by the classes [ΓJ ], where J ranges over all ℓ + 1
element subsets of [n+ 1].
It is easy to see that the moduli space X(T ′) has complex codimension one in
the closure X(T ) if and only if T covers T ′. The next theorem is essential for later
results.
Theorem 5.1 ([CO3]). Let T be a combinatorial type which covers the type T ′.
Let b′ be a point in X(T ′), and γ ∈ π1(X(T ), b) a simple loop in X(T ) about b′.
Then the homology class [γ] satisfies
(5.2) (jT )∗([γ]) =
∑
J∈Dep(T ′,T )
mJ · [ΓJ ],
where mJ is the order of vanishing of the restriction of ∆J to X(T ) along X(T ′). 
6. Gauss-Manin Connections
The moduli space X(T ) is not necessarily connected. The existence of a combina-
torial type whose moduli space has at least two components follows from examples
of Rybnikov [Ry]. Let B(T ) be a smooth component of the moduli space. Corre-
sponding to each b ∈ B(T ), we have an arrangementAb, combinatorially equivalent
to A, with hyperplanes defined by the first n rows of the matrix equation b · u˜ = 0,
where u˜ =
(
1 u1 · · · uℓ
)⊤
. Let Mb =M(Ab) be the complement of Ab. Let
M(T ) = {(b, u) ∈ (CPℓ)n × Cℓ | b ∈ B(T ) and u ∈ Mb},
and define πT : M(T ) → B(T ) by πT (b, u) = b. Since B(T ) is connected by
assumption, a result of Randell [Ra1] implies that πT : M(T )→ B(T ) is a bundle,
with fiber π−1T (b) = Mb.
For each b ∈ B(T ), weights λ define a local system Lb onMb. Since πT : M(T )→
B(T ) is locally trivial, there is an associated flat vector bundle πq : Hq(L)→ B(T ),
with fiber (πq)−1L (b) = H
q(Mb;Lb) at b ∈ B(T ) for each q, 0 ≤ q ≤ ℓ. Fixing a
basepoint b ∈ B(T ), the operation of parallel translation of fibers over curves in
B(T ) provides a complex representation
(6.1) ΨqT : π1(B(T ), b) −→ AutC(H
q(Mb;Lb)).
The cohomology of the Morse theoretic complex K•(Ab) is isomorphic to the co-
homology of Mb with coefficients in the local system Lb. The fundmental group of
B(T ) acts by chain automorphisms on this complex, see [CO2, Cor. 3.2], yielding
a representation
ψ•T : π1(B(T ), b) −→ AutC(K
•(Ab)).
Theorem 6.1. The representation ΨqT : π1(B(T ), b) → AutC(H
q(Mb;Lb)) is in-
duced by the representation ψ•T : π1(B(T ), b)→ AutC(K
•(Ab)). 
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The vector bundle πq : Hq(L) → B(T ) supports a Gauss-Manin connection
corresponding to the representation (6.1). Over a manifold X , there is a well known
equivalence between complex local systems and complex vector bundles equipped
with flat connections, see [D, Ko]. LetV→ X be such a bundle, with connection∇.
The latter is a C-linear map ∇ : E0(V)→ E1(V), where Ep(V) denotes the complex
p-forms on X with values in V, which satisfies ∇(fσ) = σdf +f∇(σ) for a function
f and σ ∈ E0(V). The connection extends to a map ∇ : Ep(V) → Ep+1(V) for
p ≥ 0, and is flat if the curvature ∇◦∇ vanishes. Call two connections ∇ and ∇′ on
V isomorphic if ∇′ is obtained from ∇ by a gauge transformation, ∇′ = g ◦∇◦ g−1
for some g : X → Hom(V,V).
The aforementioned equivalence is given by (V,∇) 7→ V∇, whereV∇ is the local
system, or locally constant sheaf, of horizontal sections {σ ∈ E0(V) | ∇(σ) = 0}.
There is also a well known equivalence between local systems on X and finite
dimensional representations of the fundamental group of X . Note that isomorphic
connections give rise to the same representation. Under these equivalences, the
local system on X = B(T ) induced by the representation ΨqT corresponds to a flat
connection on the vector bundle πq : Hq(L)→ B(T ), the Gauss-Manin connection.
Let γ ∈ π1(B(T ), b), and let g : S1 → B(T ) be a representative loop. Pulling
back the bundle πq : Hq(L) → B(T ) and the Gauss-Manin connection ∇, we
obtain a flat connection g∗(∇) on the vector bundle over the circle corresponding
to the representation of π1(S
1, 1) = 〈ζ〉 = Z given by ζ 7→ ΨqT (γ). This vector
bundle is trivial since any map from the circle to the relevant classifying space
is null-homotopic. Specifying the flat connection g∗(∇) amounts to choosing a
logarithm of ΨqT (γ). The connection g
∗(∇) is determined by a connection 1-form
dz/z ⊗ ΩqT (γ), where the connection matrix Ω
q
T (γ) corresponding to γ satisfies
ΨqT (γ) = exp(−2π i Ω
q
T (γ)). If γ and γˆ are conjugate in π1(B(T ), b), then the
resulting connection matrices are conjugate, and the corresponding connections on
the trivial vector bundle over the circle are isomorphic. In this sense, the connection
matrix ΩqT (γ) is determined by the homology class [γ] of γ.
In the special case when T covers T ′ and γ ∈ π1(B(T ), b) is a simple loop linking
B(T ′) in B(T ), we denote the corresponding Gauss-Manin connection matrix in
the bundle πq : Hq(L)→ B(T ) by ΩqL(B(T
′),B(T )). The relationship between the
homology classes of the loop γ and the loops ΓJ in the moduli space of a general
position arrangement exhibited in Theorem 5.1 suggests an analogous relationship
between the corresponding Gauss-Manin endomorphisms.
For nonresonant weights λ, this relationship is pursued in [CO3]. In this sit-
uation, the local system cohomology is concentrated in the top dimension, and
is isomorphic to the cohomology of the Orlik-Solomon complex, Hℓ(M;Lλ) ∼=
Hℓ(A•(A), aλ). Moreover, there is a surjection P : Hℓ(A(G), eλ)։ Hℓ(A•(A), aλ)
from the cohomology of the Orlik-Solomon complex of a general position arrange-
ment to that of A, see [CO3, Theorem 6.5].
Theorem 6.2. Let T be a combinatorial type which covers the type T ′. Let λ be a
collection of weights which are nonresonant for type T (and hence for type G). Then
the Gauss-Manin endomorphism ΩℓL(B(T
′),B(T )) is determined by the equation
P · ΩℓL(B(T
′),B(T )) =
( ∑
J∈Depℓ+1(T
′,T )
mJ · Ω
ℓ
L(B(TJ ),B(G))
)
· P,
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where TJ is the combinatorial type of an arrangement for which J is the only depen-
dent set of size ℓ+1, and ΩℓL(B(TJ ),B(G)) ∈ EndH
ℓ(A(G), eλ) is the corresponding
Aomoto-Kita Gauss-Manin connection matrix. 
For arbitrary weights λ, Theorems 5.1 and 6.2 motivated the construction of
formal connections in the Aomoto complex of a general position arrangement in
[CO4]. These are discussed in Section 7.
The Gauss-Manin connection in local system cohomology has combinatorial
analogs. We have the vector bundle Aq → B(T ), whose fiber at b is Aq(Ab),
the q-th graded component of the Orlik-Solomon algebra of the arrangement Ab.
The nbc basis provides a global trivialization of this bundle. Given weights λ,
the cohomology of the complex (A•(Ab), aλ) gives rise to the flat vector bundle
Hq(A)→ B(T ) whose fiber at b is the q-th cohomology group of the Orlik-Solomon
algebra,Hq(A•(Ab), aλ). Like their topological counterparts, these algebraic vector
bundles admit flat connections. If T covers T ′, denote the corresponding connection
matrix in this cohomology bundle by ΩqA(B(T
′),B(T )).
7. Formal Connections
To determine the endomorphisms ΩqL(B(T
′),B(T )) and ΩqA(B(T
′),B(T )), we de-
fine formal connections in the Aomoto complex, (A•(G), ay)), of the general position
arrangement of n ordered hyperplanes in Cℓ. We embed the arrangement in projec-
tive space as described above and call the resulting type G∞. The symmetric group
Σn+1 on n+ 1 letters acts on A
•(G), the rank ℓ truncation of the exterior algebra
in n variables, by permuting the hyperplanes of G∞, and on R by permuting the
variables yj , where yn+1 = −
∑n
j=1 yj . In the basis {ej | 1 ≤ j ≤ n} for the exterior
algebra, the action of σ ∈ Σn+1 is given by σ(ei) = eσ(i) if σ(n+1) = n+1, and by
σ(ei) =
{
−eσ(n+1) if σ(i) = n+ 1,
eσ(i) − eσ(n+1) if σ(i) 6= n+ 1,
if σ(n + 1) 6= n + 1. Denote the induced action on the Aomoto complex by φσ :
A
•(G)→ A•(G),
φσ(ei1 · · · eip ⊗ f(y1, . . . , yn)) = σ(ei1) · · ·σ(eip)⊗ f(yσ(1), . . . , yσ(n)).
Lemma 7.1. For each σ ∈ Σn+1, the map φσ is a cochain automorphism of the
Aomoto complex (A•(G), ey). 
If T = (i1, . . . , ip) ⊂ [n] is a p-tuple, then we write eT = ei1 · · · eip . Recall that
∂eT =
∑p
j=1(−1)
j−1eT\{ij}. For j ∈ [n], let (j, T ) = (j, i1, . . . , ip) be the (p + 1)-
tuple which adds j to T as its first entry. For S = (s1, . . . , sk) ⊂ [n + 1], let σS
denote the permutation
(
1 2 ··· k
s1 s2 ··· sk
)
. Write S ≡ T if S and T are equal sets.
Definition 7.2. Let T ⊂ [n] be a p-tuple, S ⊂ [n+ 1] have size q + 1, and j ∈ [n].
If S = S0 = [q + 1], define the endomorphism ω˜
•
S0
: (A•(G), ey)→ (A•(G), ey) by
ω˜pS0(eT ) =

yj∂e(j,T ) if p = q and S0 ≡ (j, T ),
ey∂eT if p = q + 1 and S0 ≡ T ,
0 otherwise.
If S 6= S0, define ω˜•S = φσS ◦ ω˜
•
S0
◦ φ−1σS .
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Proposition 7.3 ([CO4]). For every subset S of [n+ 1], the map ω˜•S is a cochain
homomorphism of the Aomoto complex (A•(G), ey)). 
The formal connection endomorphisms ω˜•S are defined for the Aomoto complex
of the general position type G. Our aim is to show that certain linear combinations
of these induce endomorphisms of the Aomoto complex of type T for all pairs of
types T ′, T where T covers T ′. This involves multiplicities. Given S ⊂ [n + 1],
let NS(T ) = NS(b) denote the submatrix of (5.1) with rows specified by S. Let
rankNS(T ) be the size of the largest minor with nonzero determinant. Define the
multiplicity of S in T by
mS(T ) = |S| − rankNS(T ).
It is not hard to see that this definition of multiplicity agrees with the analytic
definition in Theorem 5.1. Let
ω˜(T ′, T ) =
∑
S∈Dep(T ′,T )
mS(T
′) · ω˜S .
For an arrangement A, the Orlik-Solomon algebra depends only on the combina-
torial type T , so we write A(A) = A(T ). If A ⊂ V ∼= Cℓ, then Aq(T ) = 0 for
q > ℓ. It follows that A(T ) may be realized as a quotient of the rank ℓ truncation
of the exterior algebra E(A), which is itself the Orlik-Solomon algebra A(G) of the
combinatorial type of a general position arrangement. Denote the rank ℓ truncation
of the Orlik-Solomon ideal I(A) by I(T ) = I(A)∩A(G). Thus A(T ) = A(G)/I(T ).
The ideal I(T ) gives rise to a subcomplex I•(T ) of the Aomoto complex A•(G), and
we have an exact sequence of cochain complexes
0→ I•(T )→ A•(G)→ A•(T )→ 0.
Theorem 7.4 ([CO4]). If T covers T ′, then ω˜(T ′, T )(I•(T )) ⊂ I•(T ) so there is a
commutative diagram
(I•(T ), ey)
ι
−−−−→ (A•(G), ey)
p
−−−−→ (A•(T ), ay)y ω˜(T ′,T )|I•(T ) yω˜(T ′,T ) yω(T ′,T )
(I•(T ), ey)
ι
−−−−→ (A•(G), ey)
p
−−−−→ (A•(T ), ay)
where ι : I•(T )→ A•(G) is the inclusion, p : A•(G) → A•(T ) = A•(G)/I•(T ) is the
natural projection, and ω(T ′, T ) : A•(T )→ A•(T ) is the induced map. 
We call the map ω(T ′, T ) the universal Gauss-Manin endomorphism.
It follows that for given weights λ, the specialization y 7→ λ in the chain en-
domorphism ω(T ′, T ) defines a chain endomorphism ω•λ(T
′, T ) : A•(T )→ A•(T ).
Let κq = ker[aλ : A
q(T ) → Aq+1(T )], and write Aq(T ) = κq ⊕ Aq(T )/κq. Define
ρq : Aq(T )։ Hq(A•(T ), aλ) to be the natural projection κ
q
։ Hq(A•(T ), aλ) on
κq, and trivial on Aq(T )/κq. The map ωqλ(T
′, T ) induces an endomorphism
ΩqC(T
′, T ) : Hq(A•(T ), aλ)→ H
q(A•(T ), aλ)
determined by the equation ρq ◦ ωqλ(T
′, T ) = ΩqC(T
′, T ) ◦ ρq.
Theorem 7.5 ([CO4]). Let M be the complement of an arrangement of type T and
let L be the local system on M defined by weights λ. Suppose T covers T ′. Then
the connection endomorphism ΩqA(B(T
′),B(T )) is determined by the equation
ρq ◦ ωqλ(T
′, T ) = ΩqA(B(T
′),B(T )) ◦ ρq.
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and hence ΩqA(B(T
′),B(T )) = ΩqC(T
′, T ). 
Now consider the endomorphisms ΩqL(B(T
′),B(T )) of the local system cohomol-
ogy groups Hq(M;L). Recall from Theorem 4.1 that this cohomology is naturally
isomorphic to the cohomology of the Morse theoretic complex (K•(A),∆•). As
above, let κq = ker[∆q : Kq(A)→ Kq+1(A)], and write Kq(A) = κq ⊕Kq(A)/κq.
Define ϕq : Kq(A) ։ Hq(M;L) to be the natural projection κq ։ Hq(M;L) on
κq, and trivial on Kq(A)/κq.
Theorem 7.6 ([CO4]). Let M be the complement of an arrangement of type T
and let L be the local system on M defined by weights λ. Suppose T covers T ′.
Then there is an isomorphism τq : Aq(T ) → Kq(A) so that the Gauss-Manin
endomorphism ΩqL(B(T
′),B(T )) in local system cohomology is determined by the
equation
ϕq ◦ τq ◦ ωqλ(T
′, T ) = ΩqL(B(T
′),B(T )) ◦ ϕq ◦ τq . 
8. Spectrum
The eigenvalues of the Gauss-Manin connection satisfy:
Theorem 8.1 ([CO2]). The eigenvalues of the universal Gauss-Manin endomor-
phism ωq(T ′, T ) are integral linear forms in the variables y1, . . . , yn. Thus for
any system of weights λ, the eigenvalues of the Gauss-Manin endomorphism in
local system cohomology, ΩqL(B(T
′),B(T )), are integral linear combinations of the
weights λ. 
In [CO5] we determined the spectra of these Gauss-Manin endomorphisms. Re-
call the collection Dep(T ). Here it suffices to work with a smaller collection of
dependent sets
Dep(T )∗q = {S ∈ Dep(T )q |
⋂
j∈S
Hj 6= ∅}.
Let Dep(T )∗ =
⋃
q Dep(T )
∗
q . If S ∈ Dep(T )
∗, then codim(
⋂
j∈S Hj) < |S|. If
T ′ is a combinatorial type for which Dep(T )∗ ⊂ Dep(T ′)∗, let Dep(T ′, T )∗ =
Dep(T ′)∗ \Dep(T )∗. If |S| ≥ ℓ+2, then S ∈ Dep(T ) but S ∈ Dep(T )∗ if and only
if every subset of S of cardinality ℓ+ 1 is dependent.
Denote the cardinality of S by s = |S|. For 1 ≤ r ≤ min(ℓ, s − 1), consider the
combinatorial type T (S, r) defined by
T ∈ Dep(T (S, r))∗ ⇐⇒ |T ∩ S| ≥ r + 1.
This type is realized by a pencil of hyperplanes indexed by S with a common
subspace of codimension r, together with n − s hyperplanes in general position.
Note that for r = 1 the hyperplanes in S coincide, so T (S, r) is a multi-arrangement.
Theorem 8.2 ([CO5]). Let T ′ be a degeneration of a realizable combinatorial type
T . For each set Si ∈ Dep(T ′, T )∗, let ri be minimal so that Dep(T (Si, ri))∗ ⊂
Dep(T ′)∗. Given the collection {(Si, ri)} there is a unique pair (S, r) with r =
min{ri}, Dep(T (S, r))∗ ⊂ Dep(T ′)∗, and for every pair (Si, ri) where ri = r,
Si ⊂ S. 
Let T ′ be a degeneration of T . We call the pair (S, r) which satisfies the condi-
tions of Theorem 8.2 the principal dependence of the degeneration. Define
ω˜•(S, r) =
∑
K∈Dep(T (S,r))∗
mK(S, r) · ω˜
•
K ,
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where mK(S, r) is the multiplicity of K in type T (S, r). We showed in the proof of
[CO5, Thm. 5.1] that the endomorphisms ω˜•(S, r) and ω˜•(T ′, T ) of A•(G) induce
the same endomorphism in A•(T ), ω•(S, r) = ω•(T ′, T ). It follows from Theo-
rem 7.6 that for all weights λ, the endomorphism ω•λ(S, r) induces the Gauss-Manin
endomorphism Ω•L(B(T
′),B(T )). Write λS =
∑
j∈S λj .
Theorem 8.3 ([CO5]). Suppose T covers T ′ with principal dependence (S, r). Let
λ be a collection of weights satisfying λS 6= 0. Then ω˜
q
λ(S, r) : A
q(G)→ Aq(G), the
specialization of ω˜q(S, r) at λ, is diagonalizable, with eigenvalues 0 and λS.
1. The 0-eigenspace has dimension
r∑
p=0
(
s
p
)(
n− s
q − p
)
−
(
s− 1
r
)(
n− s
q − r
)
.
2. The λS-eigenspace has dimension
min(q,s)∑
p=r+1
(
s
p
)(
n− s
q − p
)
+
(
s− 1
r
)(
n− s
q − r
)
. 
Our last result was stated in [CO5] only for nonresonant weights but applies in
full generality:
Theorem 8.4 ([CO5]). Suppose T covers T ′ with principal dependence (S, r). Let
λ be a collection of weights satisfying λS 6= 0. Then the Gauss-Manin endomor-
phism ΩqL(B(T
′),B(T )) is diagonalizable, with spectrum contained in {0, λS}. 
9. A Selberg arrangement
Let S be the combinatorial type of the Selberg arrangementA in C2 with defining
polynomial Q(A) = u1u2(u1 − 1)(u2 − 1)(u1 − u2) depicted in Figure 1. See [A1,
SV2, Ka] for detailed studies of the Gauss-Manin connections arising in the context
of Selberg arrangements.
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Figure 1. A Selberg Arrangement and One Degeneration
Let L be the complex rank one local system on the complement M of A corre-
sponding to the point t = (t1, . . . , t5) ∈ (C
∗)5. For any such local system on the
complement of this arrangement, there is a choice of weights λ = (λ1, . . . , λ5) ∈ C5
so that tj = exp(−2π iλj) for each j, and the local system cohomology H∗(M;L)
is isomorphic to the cohomology of the Orlik-Solomon complex (A•(S), aλ). Con-
sequently, if S ′ is a degeneration of S, it suffices to compute the Gauss-Manin
endomorphism ΩqA(B(S
′),B(S)) = ΩqL(B(S
′),B(S)) = ΩqC(S
′S).
Let G be the combinatorial type of a general position arrangement of five lines
in C2. The nbc bases for the Orlik-Solomon algebras A(G) and A(S) give rise to
bases for the corresponding Aomoto complexes. The Aomoto complex (A•(G), ey) is
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(dual to) the rank two truncation of the standard Koszul complex of y = y1, . . . , y5
in the polynomial ring R = C[y]. The Aomoto complex (A•(S), ay) of the Selberg
arrangement is given by
A
0(S)
ay
−→ A1(S)
ay
−→ A2(S),
where A0(G) = R, A1(G) = R5, and A2(G) = R6. Recall that yJ =
∑
j∈J yj . The
boundary maps of this complex have matrices
[
y1 y2 y3 y4 y5
]
and

−y3 −y4 −y5 0 0 0
0 0 0 −y3 −y4 −y5
y15 0 −y5 y2 0 0
0 y1 0 0 y25 −y5
−y3 0 y13 0 −y4 y24
 .
The projection p : A•(G)→ A•(S) is given, in the nbc bases, by
p(eJ) =

0 if J = {1, 2} or J = {3, 4},
a1,5 − a1,3 if J = {3, 5},
a2,5 − a2,4 if J = {4, 5},
aJ otherwise.
Let S ′ denote the combinatorial type of the (multi)-arrangement A′ shown in
Figure 1, a codimension one degeneration of S. The principal dependence of this
degeneration is (S, r), where S = 345 and r = 1. The corresponding endomorphism
ω˜•(S, r) : A•(G)→ A•(G) is given by
ω˜(S, r) = ω˜34 + ω˜35 + ω˜45 + ω˜134 + ω˜234 + ω˜346 + ω˜135 + ω˜235 + ω˜356
+ ω˜145 + ω˜245 + ω˜456 + 2ω˜345.
The matrices of this chain endomorphism are ω˜0(S, r) = 0,
ω˜1(S, r) =

0 0 0 0 0
0 0 0 0 0
0 0 y45 −y4 −y5
0 0 −y3 y35 −y5
0 0 −y3 −y4 y34
 ,
ω˜2(S, r) =

0 0 0 0 0 0 0 0 0 0
0 y45 −y4 −y5 0 0 0 0 0 0
0 −y3 y35 −y5 0 0 0 0 0 0
0 −y3 −y4 y34 0 0 0 0 0 0
0 0 0 0 y45 −y4 −y5 0 0 0
0 0 0 0 −y3 y35 −y5 0 0 0
0 0 0 0 −y3 −y4 y34 0 0 0
0 0 0 0 0 0 0 y345 0 0
0 0 0 0 0 0 0 0 y345 0
0 0 0 0 0 0 0 0 0 y345

.
A calculation with the projection p : A•(G) → A•(S) yields the induced endo-
morphism ω•(S ′,S) = ω•(S, r) : A•(S)→ A•(S), given explicitly by ω0(S ′,S) = 0,
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ω1(S ′,S) = ω˜1(S, r), and
ω2(S ′,S) =

y45 −y4 −y5 0 0 0
−y3 y35 −y5 0 0 0
−y3 −y4 y34 0 0 0
0 0 0 y45 −y4 −y5
0 0 0 −y3 y35 −y5
0 0 0 −y3 −y4 y34
 .
Weights λ = (λ1, λ2, λ3, λ4, λ5) are nonresonant for type S if
λ1, λ2, λ3, λ4, λ5, λ6, λ135, λ245, λ126, λ346 /∈ Z≥0,
where λJ =
∑
j∈J λj and λ6 = −λ[5]. The βnbc basis for H
2(A•(S), aλ) =
H2(M;L) is {η2,4, η2,5}, where η2,j = (λ2a2 + λ4a4 + λ5a5)λjaj , see [FT]. The
projection map ρ2 : A2(S)։ H2(A•(S), aλ) is given by
ρ2(ai,j) =

(λ3η2,4 − λ1(η2,4 + η2,5))/(λ1λ3λ135) if {i, j} = {1, 3},
−η2,4/(λ1λ4) if {i, j} = {1, 4},
(λ15η2,4 + λ1(η2,4 + η2,5))/(λ1λ5λ135) if {i, j} = {1, 5},
−(η2,4 + η2,5)/(λ2λ3) if {i, j} = {2, 3},
(λ24η2,4 + λ4η2,5)/(λ2λ4λ245) if {i, j} = {2, 4},
(λ5η2,4 + λ25η2,5)/(λ2λ5λ245) if {i, j} = {2, 5}.
A calculation with the endomorphism ω2λ(S
′,S) = ω2(S ′,S)
∣∣
y 7→λ
and this pro-
jection yields
Ω2C(S
′,S) =
[
λ3 + λ4 + λ5 0
0 λ3 + λ4 + λ5
]
.
A collection of weights λ is resonant for type S if λ1 = λ4, λ2 = λ3, λ5 = λ6,
and λ1 + λ2 + λ5 = 0. Let λ be a collection of nontrivial, resonant weights. Then
λ1 6= 0 or λ2 6= 0. For such weights, one can check that a1 − a2 − a3 + a4 ∈ A1(S)
represents a basis for H1(A•(S), aλ), and that dimH2(A•(S), aλ) = 3. By Theo-
rem 8.4, the spectrum of the Gauss-Manin endomorphism ΩqC(S
′,S) is contained in
{0, λ345}, provided λ345 6= 0. However, the resonance conditions above imply that
λ345 = 0. Accordingly, one can check directly that the endomorphism Ω
1
C(S
′,S) :
H1(A•(S), aλ) → H1(A•(S), aλ) induced by ω•λ(S
′,S) = ω•(S ′,S)|
y 7→λ is trivial.
One can also show that, for an appropriate choice of basis for H2(A•(S), aλ), the
projection A2(S)։ H2(A•(S), aλ) has matrix
λ1 −λ1 λ2
−λ2 λ2 λ2
0 0 λ2
λ1 −λ1 −λ1
λ1 λ2 λ2
λ1 0 0
 ,
and that the endomorphism Ω2C(S
′,S) : H2(A•(S), aλ) → H2(A•(S), aλ) induced
by ω•λ(S
′,S) is trivial as well.
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