Abstract-Although deep learning has shown its powerful performance in many applications, the mathematical principles behind neural networks are still mysterious. In this paper, we consider the problem of learning a one-hidden-layer neural network with quadratic activations. We focus on the under-parameterized regime where the number of hidden units is smaller than the dimension of the inputs. We shall propose to solve the problem via a provable gradient-based method with random initialization. For the non-convex neural networks training problem we reveal that the gradient descent iterates are able to enter a local region that enjoys strong convexity and smoothness within a few iterations, and then provably converges to a globally optimal model at a linear rate with near-optimal sample complexity. We further corroborate our theoretical findings via various experiments.
I. INTRODUCTION
Deep learning has recently emerged as a powerful tool in large-scale artificial intelligence systems. Various neural networks yield great influence on various applications, such as computer vision, natural language processing and reinforcement learning [1] . However, despite the empirically successful performance of neural networks in practices, it is critical to understand the provable methods for learning neural networks [2] . The main challenge becomes solving the high-dimensional and non-convex optimization problems for training neural networks with provably global optimality. Nevertheless, gradientbased methods are adopted for training various neural networks with great success on a daily basis. Therefore, there is a huge gap between the existing theoretical literature and practical experiments. In this paper, we shall tame such a highly non-convex optimization problem arising in training shallow neural networks. Our goal is to develop a rigorous understanding of learning shallow neural networks, thereby obtaining theoretical insights for closing the gap between the theory and practice.
In this paper, we consider the problem of learning a onehidden-layer neural network with quadratic activations [3] , [4] , [5] , [6] , as illustrated in Fig. 1 . Though quadratic activations are rarely used in practice, stacking multiple such one-hiddenlayer blocks can be used to simulate higher-order polynomial neural networks and sigmoid activated neural networks [4] . Due to the quadratic nature of the measurements, the natural least-squares empirical risk formulation is highly nonconvex and intractable, yielding unique challenges for highdimensional and non-convex statistical analysis. In particular, we investigate this problem in the under-parameterized regime where the number of hidden units is smaller than the dimension of the inputs [6] . There is a growing body of recent works to tame the non-convexity in solving the non-convex statistical optimization problems in learning neural networks, e.g., convex relaxation approaches [7] , mean field theory [8] , random matrix theory [9] , [10] , [11] , global landscape analysis [12] , [13] , [3] and local geometry analysis [14] , [15] . Although the nuclear norm relaxation approach is able to provide performance guarantees for convolutional neural networks [7] , the convex approaches are computationally expensive to deal with large-scale data sets.
Non-convex approaches have recently drawn significant attentions via providing powerful tools for taming the nonconvexity. Specifically, for over-parameterized shallow neural networks with a standard rectified linear unit (ReLU) activation, through the lens of the mean field theory, it turned out that the dynamics of noisy stochastic gradient descent (SGD) is well approximated by a certain partial differential equation [8] . It was further demonstrated that SGD converges to a nearglobal optimum without providing convergence rate results [8] . The landscape geometry of random neural networks has also been investigated by the random matrix theory [9] , [10] . In particular, the spectral distribution of the Hessian matrix at critical points was investigated in [9] , thereby assisting landscape design. Furthermore, the nonlinear random matrix theory was provided in [10] for neural networks to design activation functions achieving fast optimization.
Remarkably, the separation of landscape analysis and generic algorithms design provides a promising framework to establish the global optimality for learning neural networks. Specifically, with enough training data, some non-convex loss functions enjoy benign geometric structures that all the local minima are as good as global minimal and all the saddle points can be escaped in polynomial time. In particular, the loss functions of the deep linear neural networks [12] , [13] and the overparameterized shallow neural networks [3] have the favorable characteristics that all local minima are global and all saddles are strict. With these geometric properties in mind, generic saddle-point escaping algorithms have been further developed, e.g., trust region method [16] and perturbed gradient descent [17] . However, these algorithms have either high iteration cost arXiv:1907.06594v1 [cs. LG] 4 Jul 2019 or iteration complexity, yielding conservative computational guarantees in general.
To address the above computational issues, the local geometry analysis for the loss functions has been proposed by blending the landscape and convergence analysis [18] , [19] . This framework turns out to be effective to enjoy fast convergence rates with cheap iteration cost via exploiting the local strong convexity and smoothness of non-convex loss functions. In particular, with carefully-designed initial points, it was proven that the gradient descent without regularization is able to converge to the global optimum linearly for the problems of phase retrieval, matrix completion [18] , blind demixing [20] , shallow neural networks [14] and deep linear neural networks [15] . To further find natural and modelagnostic implementations for the practitioners, the randomly initialized gradient descent was developed for phase retrieval [19] and blind demixing [21] to enjoy fast convergence rates, statistical optimality guarantees, regularization-free, as well as careful initialization-free.
Inspired by the recent success in gradient-based methods with random initialization [19] , [21] , we shall investigate the problem of learning shallow neural networks via randomly initialized gradient method with provable guarantees. The main challenge is proving that the randomly initialized gradient descent enters a local region that enjoys strong convexity and smoothness. To address this issue, we resort to the leave-oneout approach proposed in [18] for analyzing the non-convex iterative methods. This allows us to decouple the statistical dependency between the gradient descent iterates and the data. In particular, we show that given sufficient training data, the trajectory of randomly initialized gradient descent is divided into two stages:
• Stage I, the gradient descent iterates are able to enter a local region that enjoys strong convexity and smoothness within a few iterations; • Stage II, the iterates provably converge to a global optimum at a linear rate.
In addition, we identify the exponential growth of the magnitude ratios of the signals to perpendicular components. This explains why Stage I lasts only for a few iterations. We further corroborate our theoretical findings via various experiments. Notations: We denote by m 2 the l 2 -norm of a vector m, and M , M and M F the transpose, the spectral norm and the Frobenius norm of a matrix M , respectively. The k-th largest singular value of a matrix M is denoted by
g(n)) means that there exists a universal constant c > 0 such that |f (n)| ≤ c|g(n)| (resp. |f (n)| ≥ c|g(n)|).
II. PROBLEM FORMULATION
In this paper, the shallow neural network we consider consists of one hidden layer with r hidden nodes, n input nodes and one output node. Furthermore, we use the activation function σ(z) = z 2 [3] , [4] , [5] , [6] which is applied to each hidden node. The whole neural network is illustrated in Fig. . . . . . . 1. More precisely, the whole relationship among these layers is modeled by the following equation:
where the scalar y ∈ R is the output, the vector x ∈ R n is the input, w i is the weight of the edges connecting the input to the i-th hidden node and α i is the weight of the edge connecting the i-th hidden node to the output. In particular, we focus on the "under-parameterized" neural networks whose number of hidden nodes is much less than the dimension of the inputs (i.e., r n) [6] . Furthermore, we propose to jointly optimize α i and w i by defining W = r i=1 α j w j w j [6] . We factorize W as W = M M , and the model (1) is then rewritten as:
where M ∈ R n×r (r n) denotes the low-rank factor. Given m training data pairs {x i , y i } m i=1 , we aim to solve the following non-convex optimization problem to learn the shallow neural network considered in this paper:
Obviously, the problem is highly non-convex since the empirical risk formulation in the optimization variable M is a quartic polynomial. In this paper, our goal is to demonstrate that gradient descent (GD) with random initialization is able to solve the highly non-convex problem (3) with statistical optimality and convergence guarantees.
III. ALGORITHMS AND MAIN RESULTS
In this section, we first propose to solve the problem (3) by gradient descent with random initialization. We shall provide a theoretical result to demonstrate the optimality of the algorithm for solving the high-dimensional non-convex optimization problem. Furthermore, we corroborate our theoretical analysis via various experiments.
A. Gradient Descent with Random Initialization
The algorithm proposed in this paper consists of gradient descent and random initialization. Specifically, for minimizing the objective function (3),
we propose to optimize this function iteratively via gradient descent as follows
where M t denotes the t-th iterate, µ t is the the t-th step size. The gradient ∇L(M ) is calculated by
Moreover, we apply the random initialization. Specifically, the columns of the initial iterate M 0 is generated from standard Gaussian distribution, e.g.,
randomly as
B. Theoretical Results
Before presenting our theoretical results, we first introduce the following definition to evaluate the estimation error of the running iterates. Definition 1. Note that (M P )(M P ) = M M for any orthonormal matrix P ∈ R r×r . This implies that M is recoverable up to the ambiguity of orthonormal transforms. Therefore, we define the estimation errors as follows
where Q t is given by
with O r×r denoting the set of all r × r orthonormal matrices.
Based on the definition, our theoretical findings are summarized by the following theorem. with the inputs x i ∈ R n i.i.d ∼ N (0, I n ) and the outputs y i ∈ R generated from a planted one-hidden-layer neural network model with r hidden nodes (1) . Suppose sample complexity m and the step size µ t obeys m ≥ c 1 nr 2 log 13 m,
for some sufficiently small constant c 1 . Then with high probability approaching one, there exits a sufficiently small constant 0 < δ < 1 and T δ = O(r log n) such that the trajectory of gradient descent with random initialization (7) can be divided into two stages:
• Stage I. The gradient descent iterates (5) are capable of entering a local region with strong convexity and smoothness surrounding the ground truth M within
• Stage II. The iterates will never leave the region and converge linearly to M with a contraction rate 1 − 0.5µσ
In our theorem, the step size is a fixed constant dependent of r throughout all iterations, and establishing this theorem is not required resampling, namely, the fresh data are not necessary. Even though Stage I may not enjoy linear convergence, its duration is really short, e.g., O(r log n). After entering Stage II, the GD iterates enter the local region and converge linearly to the global optimum M , which implies that the algorithm will take O(r log(1/ )) iterations to achieve -accuracy. Taken collectively, our theorem shows that the iteration complexity of gradient descent with random initialization is O r log n + r log 1 . Moreover, our theorem only requires that the sample size satisfies m nr 2 poly log(m) which is optimal up to some logarithmic factor. The sample complexity can be solved iteratively.
Compared with other previous non-convex methods, our theoretical results provide near optimal sample complexity and guarantee linear convergence rate. Specifically, [4] exploited a greedy learning strategy, and can only provide sub-linear convergence rate. Iterative algorithms based on SVD methods proposed by [6] require a fresh set of samples at every iteration, which is never executed in practice, and the complexity of sampling grows infinitely for exact recovery. Moreover, [14] provided the similar conclusions using gradient descent but with spectral initialization. In contrast, our random scheme is a natural implementation for practitioners. The works [3] , [5] have also studied similar one-hidden-layer neural networks with quadratic activations. However, they consider an overparameterized shallow neural networks, where r is larger than n, which is beyond the scope of this paper.
C. Numerical Results
We further confirm our theoretical analysis via various numerical experiments which evaluate its practical efficiency. In our numerical results, we will use the following definitions to evaluate the performance of the algorithm. 
In what follows, we focus on the following two quantities that reflect the sizes of the preceding two components and the initial
randomly as (7)
by varying the number n of unknowns (i.e. n = 20, 30, 50, 80), setting m = 1000n, fixing r = 10 and taking a constant step size µ := 0.005. Here the design vectors are generated from Gaussian distributions, i.e.,
Without loss of generality, we normalize the columns m i with the length of one. We use metric (8) to evaluate the performance. Fig. 2 displays the convergence results of gradient descent with random initialization and a constant step size: Stage I, the relative error of the i-th iterate M t stays nearly flat; Stage II, the relative error experiences geometric decay. In particular, the first stage lasts only a few hundred of iterations.
To further explore this point, we illustrate the ratio between the signal component and the perpendicular component. In Fig.  3 , the size of the signal component increases exponentially and becomes the dominant component in hundreds of iterations, which explains why Stage I only lasts for a short duration. Furthermore, we find the ratio α t /β t grows exponentially throughout the execution of the algorithm, as illustrated in Fig.  4 . The ratio α t /β t in some sense captures the signal-to-noise ratio of the running iterates.
IV. ANALYSIS
In this section, we prove the main theorem 1 by investigating the dynamics of the iterates of gradient descent with random initialization. The outline of the proof of theorem 1 are presented as follows.
1) Stage I: Entering local region with benign properties.
• Dynamics of state evolution. First, we derive the population-level state evolution in the case where samples achieve infinity. Then we develop the approximate state evolution in finite-sample regime. Moreover, we will show that if the approximate state evolution holds, there exists some
which is summarized in Lemma 1.
• Leave-one-out approach. To justify the approximate evolution, we first introduce leave-one-out sequences which helps us establish "near independence" between the iterates {M t } and the inputs {x i }. In particular, leave-one-out sequences and random-sign sequences are constructed in IV-C.
• Justification of approximate state evolution. With auxiliary sequences, we will justify the approximate evolution in Stage I. We first identify a set of induction hypothese and prove these by induction. 2) Stage II: Local geometry in the region of incoherence and contraction. After entering the local region, we invoke the prior work [14, Theorem 1] to prove that the iterates of gradient descent with random initialization will always stay in the local region, thereby enjoy the linear convergence rate in Stage II.
Without loss of generality, we assume M = [e 1 , · · · , e 1 ] throughout this section, where e i is the i-th standard base. This assumption is based on the rotational invariance of Gaussian distributions. Accordingly, the iterates M t can be decomposed by
Recall the definitions of α t and β t , we have following equations
Intuitively, α t represents the size of the signal component, whereas β t measures the size of the component perpendicular to the signal direction.
A. Dynamics of Population-level State Evolution
To investigate the dynamics of population-level state evolution, first we calculate the population gradient. With the assumption that M and x i 's are independent, we define the population gradient ∇F(M t ) as follows.
Hence, the update rule of iterates {M t } (5) can be written as
After decomposing the iterates {M t }, we obtain the dynamics for both signal and perpendicular components
For simplicity, we denote by
Assuming that µ > 0 is sufficiently small, we derive the following population-level state evolution for both α t and β t (12):
B. Dynamics of Approximate State Evolution
Now we consider the finite-sample regime and develop the approxiamte state evolution. For this propose, we have to rewrite the gradient update rule (5) as
where r(M t ) = ∇L(M t ) − ∇F(M t ). By assuming the independence between M t and {x i }, the central limit theorem (CLT) allows us to control the size of the residual term r(M t ) as long as the sample size m nr 2 poly log(m).
In summary, by assuming independence between M t and {a i } and recognizing that M t 2 F = r(α 2 t + β 2 t ), we derive an approximate state evolution for the finite-sample regime
where {ζ t }, {ρ t } represent the perturbation terms with the proviso that m nr 2 poly log(m). When |α t − 1| ≤ δ/2 and |β t | ≤ δ/2, triangle inequality gives us that
Then the outline of proof can be summarized as follow. 1) Show that if α t and β t satisfy the approximate state evolution (17) , then there exists some T δ = O(r 2 log(n)) such that
which immediately implies that
2) Justify that α t and β t satisfy the approximate state evolution with high probability, using leave-one-out arguments [19] . After t ≥ T δ , we can explore the results in [14] concerning local convergence to show that with high probability, ∀t > T δ ,
for some constant 0 < ρ < 1 independent of n and m. As long as the approximate state evolution holds, then one can find T δ = O(r log(n)) obeying condition (18) . Before presenting theoretical results, we first define some conditions and definitions which serve the results.
• Assuming δ > 0 be some sufficiently small constant, consider the approximate state evolution (17) . Define
• The initial point obeys
Lemma 1. Suppose the initial points obey (22) and the perturbation terms satisfy max{|ζ t |, |ρ t |} ≤ c1 log n , t = 0, 1, · · · and some sufficiently small constant c > 0.
1) Then for any sufficiently large n and any sufficiently small constant µ r −1 > 0, one has
2) There exists some constants c 4 , c 5 > 0 independent of n and m such that
3) For some arbitrarily small constants c 2 , c 3 > 0 and any sufficiently large m, then
T 1 − T 0 r log log m;
Proof. Please refer to Appendix B.
Remark 1. Lemma 1 accurately shows that the duration of the first stage is quite short the approximate state evolution e.g. T δ log n. Moreover, the size of the signal component grows faster than that of the perpendicular component for any iteration t < T δ , thereby confirming the exponential growth of α t /β t .
In addition, Lemma 1 defines two midpoints T 0 and T 1 when the sizes of the signal component α t become sufficiently large. These are helpful in our subsequent analysis. In what follows, we will further divide Stage I into two phases:
• Phase 1: consider the duration 0 ≤ t ≤ T 0 ; • Phase 2: consider all iterations with T 0 < t ≤ T δ . We will justify the approximate state evolution for these two phases separately.
C. Leave-one-out Approach
The main difficulty in establishing an approximate state evolution is to control the perturbation terms in (17) to the desired order, i.e., ζ t , ρ t . To achieve this issue, we make use of (some variants of) leave-one-out sequences to help establish certain near-independence between M t and certain components of {x i }. Hence, some terms can be approximated by a sum of independent variables with well-controlled weight, and thus controlled by the central limit theorem.
In the following, we define three sets of auxiliary sequences {M
One of the most important features of {M
t } is that all of its iterates are statistically independent of (x l , y l ), and hence are incoherent with x l with high probability.
• Random-sign sequence {M sgn t } t≥0 . Introduce a collection of auxiliary design vectors {x sgn i } 1≤i≤m defined as
where {ξ sgn i } 1≤i≤m is a set of Radamacher random variables independent of {x i }, i.e., 
One simple yet important feature associated with these new design vectors is that it produces the same measurements as {x i }:
• Leave-one-out and random-sign sequence {M
. This enables us to propagate the kinds of independence properties across the above two sets of sequences, which is useful in demonstrating that M t is jointly "nearly-independent" of both x l and {sgn(x i,1 )}. Note that all the auxiliary sequences are assumed to have the same initial point, namely, for 1 ≤ l ≤ m,
D. Establishing Approximate State Evolution for Phase 1 of Stage I
In this section, we show that the approximate state evolution (17) of the size of the signal component α t and the size of the perpendicular component β t is correct throughout Phase 1. In particular, we will first determine a set of crucial induction hypotheses for justifying the approximate state evolution (17) , and then these assumptions are proved by induction.
where R t = argmin P ∈O r×r M t Q r − M t P F and M t is variant of the original iterates M t , and C 1 , · · · , C 5 and c 5 are some absolute positive constants.
Specifically, (30a), (30b) and (30c) justify that the leaveone-out sequences {M (l) t } and {M sgn t } are extremely close to the original sequence {M t }. In addition, as claimed in (30d), the distance between
is extremely small. The hypotheses (30e) says that the norm of the iterates {M t } is well-controlled in Phase 1. The last one (30f) indicates that the size α t of the signal component is never too small compared with M t F . Now we are ready to prove the direct consequences of the inductive hypotheses (30). This is concluded in the following lemma.
Lemma
hold for some |ζ t | 1/ log m and |ρ t | 1/ log m.
Proof. Please refer to Appendix C.
Several consequences of (30) regarding the incoherence between {M t }, {M Lemma 3. Suppose that m ≥ Cr 2 n log 6 m for some sufficiently large constant C > 0 and the t-th iterates satisfy the induction hypotheses (30) for t ≤ T 0 , then with probability at least 1 − O(me
Proof. These incoherence conditions typically arise from the independence between {M (l) t } and x l . For example, the first line follows since
Based on the induction hypotheses (30), we can prove the Lemma 3 by invoking the triangle inequality, Cauchy-Schwarz inequality and standard Gaussian concentration.
Now we move to specify that the hypotheses (30) hold for 0 ≤ t ≤ T 0 . The base case for t = 0 can be easily justified due to the equivalent initial points (29). Therefore, we aim to show that if the hypotheses (30) hold true up to the t-th iteration for some t ≤ T 0 , then they continue to hold for the (t + 1)-th iteration.
The following lemma concerns the difference between the leave-one-out sequence M (l) t+1 and the true sequence M t+1 (30a).
Lemma 4. Suppose m ≥ Cr
2 n log 5 m for some sufficiently large constant C > 0. If the induction hypotheses (30) hold true up to the t-th iteration for some t ≤ T 0 , then with probability at least 1 − O(me
holds as long as µ > 0 is a sufficiently small constant and C 1 > 0 is sufficiently large.
Regarding the difference between M t and M (l) t (30b), we have the following results.
Lemma 5. Suppose m ≥ Cr 2 n log 6 m for some sufficiently large constant C > 0. If the induction hypotheses (30) hold true up to the t-th iteration for some t ≤ T 0 , then with probability at least 1 − O(me
holds as long as µ > 0 is a sufficiently small constant and
We still need to characterize a finer relation between M t+1 and M (l) t+1 when projected onto the signal direction (30b). Lemma 6. Suppose m ≥ Cr 2 n log 5 m for some sufficiently large constant C > 0. If the induction hypotheses (30) hold true up to the t-th iteration for some t ≤ T 0 , then with probability at least 1 − O(me
holds as long as µ > 0 is a sufficiently small constant and C 3 is a sufficiently large positive constant.
Now we are left with the double difference
, which is summarized in the following lemma.
Lemma 7. Suppose m ≥ Cr 2 n log 8 m for some sufficiently large constant C > 0. If the induction hypotheses (30) hold true up to the t-th iteration for some t ≤ T 0 , then with probability at least 1 − O(me
Remark 2. The arguments applied to prove Lemma 4-7 are similar to each other. We thus mainly focus on the proof of Lemma 4 in Appendix D. Furthermore, we can easily verify the last two hypotheses (30e) and (30f) from Lemma 2.
E. Establishing Approximate State Evolution for Phase 2 of Stage I
In this subsection, we move to prove that the approximate state evolution (17) holds for T 0 < t < T δ via inductive arguments. Different from the analysis in Phase 1, M (l) t alone is sufficient for our purpose to establish the "nearindependence" property. More precisely, in Phase 2 we only need to impose the following induction hypotheses:
From (36), we directly conclude that
during T 0 ≤ t ≤ T δ as long as m Cr 2 n log 15/2 m.
We then move to that if the induction hypotheses (36) hold for the t-th iteration, then both α t and β t obey the approximate state evolution (31). This demonstrated in the following lemma.
Lemma 8. Suppose m ≥ Cr
2 n log 13 m for some sufficiently large constant C > 0. For any T 0 ≤ t ≤ T δ , if the t-th iterate satisfies the induction hypotheses, then with probability at least
hold for some |ζ t | / log m and |ρ t | / log m.
The induction step on the difference between leave-one-out sequences M (l) t and the original sequences {M t }, which is stated in the following lemma.
Lemma 9. Suppose m ≥ Cr 2 n log 5 m for some sufficiently large constant C > 0. If the induction hypotheses (30) hold true up to the t-th iteration for some T 0 ≤ t ≤ T δ , then with probability at least 1 − O(me
Remark 3. The proof of Lemma 8 and Lemma 9 are inspired by the arguments used in Section H and Section I in [19] .
F. Analysis for Stage II
Combining the analysis in Phase 1 and Phase 2, we complete the proof of Theorem 1 for Stage I, i.e., t ≤ T δ . Consider the definition of T δ and the incoherence between iterates and design vectors given in (IV-E), we arrive at
which further implies that
Armed with these properties, we can exploit the techniques applied in [14, Section 4] to prove that for t ≥ T δ + 1,
where the step size µ > 0 obeys µ r −1 as long as m r 2 n log 13 m.
V. CONCLUSIONS
In this paper, we investigated the problem of learning a onehidden-layer neural networks with quadratic activations. To address the limitations of state-of-the-art algorithms, e.g., high computational complexity, sub-linear convergence rate and requirements of carefully-designed initialization, we proposed to learn shallow neural networks via randomly initialized gradient descent. This work provides optimal statistical guarantees and linear convergence rate. Specifically, given enough training data, we show that the iterates of the randomly initialized gradient descent are able to enter the local region where the iterates enjoy strong convexity and smoothness within a few iterations. In the second stage, the gradient descent provably converges to a globally optimal at a linear rate.
APPENDIX A PRELIMINARIES
We will list some useful preliminary knowledge first. The gradient and the Hessian of the non-convex loss function (3) are given respectively by
In addition, recall that M is assumed to be M = [e 1 · · · e 1 ] throughout the proof. For each 1 ≤ i ≤ m, we have the decomposition
, where x i,⊥ contains the 2nd through n-th entries of x i . The standard concentration inequality reveals that
with probability 1 − O(m −10 ). Additionally, applying the standard concentration inequality to see that
with probability 1 − O(me −1.5n ).
Lemma 10. Consider any > 3/n. Suppose that
where β is any value obeying β t ≥ c 1 √ log m for some sufficiently large constant c 1 > 0. Then with probability exceeding 1 − O(m −10 ), for all Z ∈ S, one has
Proof. Please refer to [19, Lemma 12] . 
where
Proof. Please refer to [19, Lemma 13].
Lemma 13. Fix any constant c 0 > 1. Suppose that m > c 1 n log 3 m for some sufficiently large constant C > 0. We denote by
Then under the hypotheses (30) for t log n, with probability at least 1 − O(m −10 ) one has
for some sufficiently small constant c 2 > 0.
Proof. Please refer to [19, Lemma 15] . Lemma 14. Suppose that m ≥ Cr 2 n log 6 m for some sufficiently large constant C > 0. Then under the hypotheses (30) for t log n, with probability at least 1 − O(me
Proof. Please refer to [19, Lemma 16] .
APPENDIX B PROOF OF LEMMA 1
To prove Lemma 1, we divide Stage I into several sub-stages and analyze them separately. For simplification, we focus on the case when the initialization obeys (22) . The other cases can be proved using very similar arguments as below, and hence omitted.
Consider the period when α t is sufficiently small, which consists of all iterations 0 ≤ t ≤ T 1 with T 1 given in (21) . We claim that, throughout this sub-stage,
If this claim holds, then we would have α 2 t + β 2 t < 2 as long as c 3 is small enough. This immediately reveals that
• Stage I-1. Consider the iterations 0 ≤ t ≤ T 1.1 which is defined by
Then we have the following claim. Claim 1. For any sufficiently small µ > 0, one has
Moreover, α T1,1 c 3 and hence T 1,1 < T 1 . In consequence, we conclude from Claim 1 that for 0 ≤ t ≤ T 1,1 :
which justifies (24) for this sub-stage.
• Stage I-2. This sub-stage consists of all iterations obeying T 1.1 < t ≤ T 1 . We claim the following result. Claim 2. Suppose that µ > 0 is sufficiently small. Then for any T 1.1 < t ≤ T 1 ,
Hence, recall the definition of T 0 (20), we arrive at
log(1 + 1.4µr) log n µ ,
• Taken collectively, the preceding bounds imply that
log n µ .
• Stage I-3. Consider all iterations T 1 < t ≤ T δ . Claim 3. Suppose µ r −1 > 0 is sufficiently small. Then for any T 1 < t ≤ T 2 , one has
With this claim in place, one has
and hence
These taken collectively demonstrate (24) for any T 1 < t < T 2 .. Finally, if T 2 ≥ T δ , then we complete the proof as
Otherwise we consider all iterations T 2 < t ≤ T δ . We break the discussion into two cases.
when c 1 > 0 is sufficiently small. Similarly, one also gets β T2+2 ≤ {1 − 5µrδ}β T2+2 . As a result, both α t and β t will decrease. Repeating this argument reveals that
In addition, applying the same argument as for Claim 3 yields
for some constant c 5 > 0. Therefore, when α t drops below 1 + δ, one has
This justifies that
2) If c 3 ≤ α T2+1 < 1 − δ, take very similar arguments as in Claim 3 to reach that α t+1 /α t β t+1 /β t ≥ 1 + c 5 µr for some constant c 5 > 0. We omit the details for brevity. In either case, we see that α t is always bounded away from 0. We can also repeat the argument for Claim 3 to show that β 1.
In conclusion, we have established that for T δ
Proof of Claim 1. The proof proceeds as follows. 1) First of all, for any 0 ≤ t ≤ T 1,1 , one has β t ≥ 1/3 + µ and α 2 t + β 2 t ≥ 1/3 + µ and, as a result,
as long as c 1 and µ are both constants. In other words, β t is strictly decreasing before T 1,1 , which also justifies the claim (53b) for this sub-stage.
2) Moreover, given that the contraction factor of β t is at least 1 − 2µ 2 r, we have
This upper bound also allows us to conclude that β t will cross the threshold 1/3 + µ before α t exceeds c 3 , namely, T 1,1 < T 1 . To see this, we note that the growth rate of α t within this sub-stage is upper bounded by
This leads to an upper bound
3) Furthermore, we can get the lower bound α t . First of all,
for µ r −1 sufficiently small. For all 1 ≤ t ≤ T 1,1 , using (66) we have
allowing one to deduce that
In other words, α t keeps increasing throughout all 1 ≤ t ≤ T 1,1 . This verifies the condition (53a) for this substage. 4) Finally, we make note of one useful lower bound
which follows by combining (54) and the condition β T1,1 ≥ 1/3 + µ .
Proof of Claim 2. Clearly, β T1,1+1 falls with this range according to (55) and (68). We now divide into several cases.
1) If
, and hence the next iteration obeys
and, in view of (54),
. In summary, in this case one has
, which still resides within the range (59).
2) If
for c 3 sufficiently small. Consequently, for a small enough c 1 one has
In other words, β t+1 is strictly larger than β t . Moreover, recognizing that α , one has
Therefore, we have
, which continues to lie within the range (59).
3) Finally, if
for µ r −1 > 0 sufficiently small. This immediately implies that
Moreover, combine (72) and (73) to arrive at
Similarly, one can show that β t+1 ≥ [1 − (5r + 0, 1)µ]β t .
APPENDIX C PROOF OF LEMMA 2 A. Proof of (31a)
In view of the update rule, we can express the signal component M t+1, as follows
Expanding this expression using
and rearranging terms, we arrive at
In the following, we will control the above four terms J 1 , J 2 , J 3 and J 4 separately.
• Regarding to the first term J 1 , we will use the standard concentration inequality for Gaussian polynomials from [23, Theorem 1.9]
for some absolute constant c 1 > 0. Taking τ
reveals that with probability exceeding 1 − O(m −10 ),
where r 1 is the remainder term. Here we use the fact
which comes from the induction hypothesis (30e). Then r 1 obeys r 1 2 µr n log 3 m m M t, 2 .
• Then we consider the third term J 3 . J 3 can be divided into two parts,
We can rewrite the second part J 3,2 as follows
, then we will find U − I n−1 is a submatrix of the following matrix
This fact together with Lemma 12 implies that
when setting δ ≤ n log 3 m m . The last relation come from the induction hypothesis (30e). Regarding to the first part J 3,1 , by doing the simple calculation, we have that
Applying the same argument for r 2,2 , we arrive at
with probability at least 1−O(m −10 ), provided that m n log 3 m. This further implies that
where the size of the remaining term r 2,1 + r 2,2 satisfies r 2,1 + r 2,2 2 ≤ r 2,1 2 + r 2,2 2 µr n log 3 m m M t, 2 .
• Now we consider J 2 . Our analysis is based on the random-sign sequence {M sgn t }. In particular, one can decompose
Note that |x i,1 | 3 x i,⊥ M sgn t,⊥ is statistically independent of ζ i = sgn(x i,1 ). Therefore we can consider
t,⊥ as a weighted sum of the ζ i and then exploit the Bernstein inequality to derive that
with probability exceeding 1 − O(m −10 ), where
Make use of Lemma 10 and the incoherence condition (51d) deduce that with probability at least 1 − O(m −10 ),
with the proviso that m n log 5 m. Moreover, the fact (45) combined with the incoherence condition (51d) implies that
Substitute the bounds on V 1 and B 1 back to (84) to obtain
as long as m r 2 log 5 m. Additionally, we move to the second term on the right-hand side of (83). Let
Then u is the first column of (82) without the first entry. Hence we have
, with probability exceeding 1−O(m −10 ), with the proviso that m r 2 n log 3 n. Substituting the above two bounds back into (83) gives
Using the fact (81) again and combining the triangle inequality and the fact that
, as a result, we arrive at the following bound on J 2 :
• It remains to control J 4 , towards which we resort to the random-sign sequence {M sgn t } once again. Write
Using similar arguments as in bounding (84) yields
with probability exceeding 1 − O(m −10 ) as long as the proviso m n log 5 m. With regard to the second term in (85), the bound can be represented as follows
In addition, combining Lemma 10 and the incoherence conditions (51b) and (51d), we can obtain Here, the first condition naturally holds under the sample complexity m r 3 n log 5 m, whereas the second condition is true since √ rβ ≤ M t F ≤ √ rn log mα t (refers to the induction hypothesis (30f)) and m r 5 n log 4 m. The last condition, observe that for t ≤ T 0 = O(log n), 
Here, according to the assumption α t 
we will focus on bounding
. It follows from the gradient update rules (5) and i-th leave-oneout approach that
we aim to control S 1 F and S 2 F separately.
, for some |φ 1 | 1 log m , where the last inequality holds since for every 0 ≤ τ ≤ 1
and the fact (52b) and the sample complexity assumption m r 2 n log 5 m.
• Combine the previous two bounds to reach
Here the relation holds because of the triangle inequality
