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Abstract
In this paper, an application of He’s homotopy perturbation method (HPM)
is applied to solve a linear and non-linear diﬀusion-convection problem (NDCP).
Diﬀusion-convection equations have special importance in engineering and sci-
ences and constitute a good model for many systems in various ﬁelds. The non-
homogeneous equation is eﬀectively solved by employing the phenomena of the
self-cancelling noise terms whose sum vanishes in the limit. Some special cases
of the equation are solved as examples to illustrate ability and reliability of the
method. The results reveal that the He’s homotopy perturbation method is very
eﬀective and simple .
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1 Introduction
The method developed by He [10, 12, 13, 16], since beginning the solution as an
inﬁnite series quickly converging towards an accurate solution. The HPM in applied
mathematics is widely considered now by most mathematicians. The method is very
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reliable and eﬀective and provides the solution in terms of rapid convergent series. The
series used is a series of functions rather than terms as is the case in Taylor series.
The method is applied recently to a wide class of diﬀerential and integral equations,
stochastic and deterministic problems, linear and non-linear, in many cases. In addition
the method addresses all kinds of Mathematical Physics and Mathematical Biological
models in a very strong way and has promising results [7, 9]. A critically important
problem in frontier science and technology is the physically correct solution of non-
linear and stochastic systems modelled by diﬀerential or partial diﬀerential equations
for general initial or boundary conditions. The usual procedures of analysis necessarily
change such problems is essential ways in order to make them mathematically tractable
by established methods. The advantages of this method to other methods is more sim-
plicity, give better results and with time saving because in this method convergence is
especially rapid in the non-linear and nonhomogeneous equations. Using HPM we give
the solution both x- and t-direction which in the two solutions equals each other. This
kind of solution gives the facility, if we cant obtain the solution in the x-direction, we
can use the t-direction. Thus, when we compute the solution in t-direction, we take the
integral of the terms as a constant which depends on x variable, so the calculations will
be more easy. In [23], it was found that, unlike other series solution methods, the de-
composition method is easy to program in engineering problems. Relatively few papers
deal with the comparison of this method with other existing techniques. In [5], a useful
comparison between the decomposition method and the perturbation method showed
the eﬃciency of the decomposition method compared to the tedious work required by
the perturbation techniques. A review of recently developed nonlinear analysis meth-
ods can be found in [14]. Recently, the applications of homotopy perturbation theory
among scientists were appeared [1, 2, 3, 6, 7, 12, 14, 15, 16, 17, 18, 19, 20]. In this
article we will concentrate on the goal of obtaining an analytic solution of NDCP in
the form of a series by utilising the HPM.
In this paper, we consider the one-dimensional, time-dependent reaction-diﬀusion equa-M. Ghasemi and M. Tavassoli Kajani 173
tion:
∂u
∂t
=
∂2u
∂x2 − c
∂u
∂x
+ r(x,t)Ψ(u) + ϕ(x,t), (x,t) ∈ Ω ⊂ R2, (1)
where u is the concentration, c is a constant, ϕ(x,t) is a function depends on x and t,
r is the reaction parameter and Ψ(u) is some reasonable non-linear function of u which
is chosen as a potential energy. The boundary conditions and initial condition posed are:
u(0,t) = f1(t), t ∈ R,
∂u
∂x
(0,t) = f2(t), t ∈ R, (2)
u(x,0) = g(x), x ∈ R.
Physically, this problem can represent a simple model of ﬂuid ﬂow, heat ﬂow or other
phenomenon, in which an initially discontinuous proﬁle is propagated by diﬀusion and
convection, the latter with a speed of c [22].
2 Basic idea of homotopy perturbation theory
To illustrate HPM consider the following nonlinear diﬀerential equation:
A(u) − f(r) = 0, r ∈ Ω, (3)
with boundary conditions
B(u,∂u/∂n) = 0, r ∈ Γ, (4)
where A is a general diﬀerential operator, B is a boundary operator, f(r) is a known
analytic function and Γ is the boundary of the domain Ω.
The operator A can be generally divided into two parts F and N, where F is linear,
whereas N is nonlinear. Therefore, Eq. (2.1) can be rewritten as follows:
F(u) + N(u) − f(r) = 0. (5)174 Mathematical Sciences Vol. 4, No. 2 (2010)
He [8] constructed a homotopy v : Ω × [0,1] −→ R which satisﬁes:
H(v,p) = (1 − p)[F(v) − F(v0)] + p[A(v) − f(r)] = 0, (6)
or
H(v,p) = F(v) − F(v0) + pF(v0) + p[N(v) − f(r)] = 0, (7)
where r ∈ Ω, p ∈ [0,1] that is called homotopy parameter, and v0 is an initial approxi-
mation of (2.1). Hence, it is obvious that
H(v,0) = F(v) − F(v0) = 0, H(v,1) = A(v) − f(r) = 0, (8)
and the changing process of p from 0 to 1, is just that of H(v,p) from F(v) − F(v0)
to A(v) − f(r). In topology, this is called deformation, F(v) − F(v0) and A(v) − f(r)
are called homotopic. Applying the perturbation technique [21], due to the fact that
0 ≤ p ≤ 1 can be considered as a small parameter, we can assume that the solution of
(2.4) or (2.5) can be expressed as a series in p, as follows:
v = v0 + pv1 + p2v2 + p3v3 + ..., (9)
when p → 1, (2.4) or (2.5) corresponds to (2.3) and becomes the approximate solution
of (2.3), i.e.,
u = lim
p→1
v = v0 + v1 + v2 + v3 + .... (10)
The series (2.8) is convergent for most cases, and the rate of convergence depends on
A(v), [11].
3 Solution of the NDCP by HPM
To apply the HPM, we write (taking c = 1) Equation (1.1) in an operator form:
Lt(u) = Lx(u) − ux + r(x,t)Ψ(u) + ϕ(x,t), (11)
where, Lx = ∂2
∂x2 and Lt = ∂
∂t, with the inverse operator L−1
t =
R t
0(.)dt.
Applying the inverse operator L−1
t to (3.1) yields:M. Ghasemi and M. Tavassoli Kajani 175
L−1
t Lt(u) = L−1
t Lx(u) − L−1
t (ux) + L−1
t r(x,t)Ψ(u) + L−1
t ϕ(x,t),
from which it follows that:
u(x,t) = g(x) + L−1
t Lx(u) − L−1
t (ux) + L−1
t r(x,t)Ψ(u) + L−1
t ϕ(x,t). (12)
By HPM, let F(u) = u(x,t) − h(x,t) = 0, where,
h(x,t) = g(x) +
Z t
0
ϕ(x,t)dt.
Hence, we may choose a convex homotopy such that:
H(v,p) = u(x,t) − h(x,t) − p
Z t
0

∂2u
∂x2 − c
∂u
∂x
+ r(x,t)Ψ(u)

dt = 0. (13)
Substituting (2.7) into (3.3), and equating the terms with identical powers of p, we have:
p0 : v0(x,t) = h(x,t),
p1 : v1(x,t) =
Z t
0

∂2v0
∂x2 − c
∂v0
∂x
+ r(x,t)Ψ(v0,p0)

dt,
p2 : v2(x,t) =
Z t
0

∂2v1
∂x2 − c
∂v1
∂x
+ r(x,t)Ψ(v1,p1)

dt,
p3 : v3(x,t) =
Z t
0

∂2v2
∂x2 − c
∂v2
∂x
+ r(x,t)Ψ(v2,p2)

dt,
. . .
where Ψ(vi,pi) i = 0,1,···, contains of sentences in Ψ(v) which their coeﬃcient is pi.
So we can calculate the terms of u =
P∞
n=0 vn, term by term, otherwise, by computing
some terms say k, u ≈ φk =
Pk
n=0 vn, where, u = limk→∞ φk an approximation to the
solution would be achieved. Adomian and Rach [4] and Wazwaz [24] have investigated
the phenomena of the self-cancelling ”noise” terms whose sum vanishes in the limit.
An important observation was made that ”noise” terms appear for homogeneous cases176 Mathematical Sciences Vol. 4, No. 2 (2010)
only. Further, it was formally justiﬁed that if terms in v0 are cancelled by terms in v1,
even though v1 includes further terms, the remaining non-noise terms in constitute the
exact solution of the equation. It is worthwhile to mention that the non-homogeneous
equation quickly solved by observing the self-cancelling noise terms whose sum vanishes
in the limit. The decomposition method provides a reliable technique that requires less
work if compared with the traditional techniques. To give a clear overview of the
methodology, we have chosen to present two examples.
4 Numerical examples
In this section, we present some examples to show the eﬃciency of HPM, for solving
Eq. (1.1). Examples have been chosen so that their analytical solutions exist.
Example 4.1. Consider the Kolmogorov-Petrovsly-Piskunov (KPP) equation:
∂u
∂t
=
∂2u
∂x2 − u, (x,t) ∈ Ω ⊂ R2, (14)
The initial and boundary conditions are:
u(x,0) = x + e−x, u(0,t) = 1,
∂u
∂x
(0,t) = e−t − 1. (15)
A homotopy can be readily constructed as follows:
u(x,t) − h(x,t) − p
Z t
0
(
∂2u
∂x2 − u)dt = 0. (16)
Therefore, with substituting (2.7) into (4.3) and equating the terms with identical pow-
ers of p, we successively obtain:
p0 : v0(x,t) = h(x,t) ⇒ v0(x,t) = x + e−x,
p1 : v1(x,t) =
Z t
0
(
∂2v0
∂x2 − v0)dt ⇒ v1(x,t) = −xt,M. Ghasemi and M. Tavassoli Kajani 177
p2 : v2(x,t) =
Z t
0
(
∂2v1
∂x2 − v1)dt ⇒ v2(x,t) =
1
2
xt2,
p3 : v3(x,t) =
Z t
0
(
∂2v2
∂x2 − v2)dt ⇒ v3(x,t) = −
1
6
xt3,
. . .
Then the series solutions expression by HPM can be written in the form:
u(x,t) = v0(x,t) + v1(x,t) + v2(x,t) + v3(x,t) + ··· (17)
Then, the approximate solutions in a series form are:
u(x,t) =
∞ X
n=0
vn(x,t) = e−x + x(1 − t +
t2
2
−
t3
6
+ ···) = e−x + xe−t (18)
which is the exact solution.
Example 4.1 Consider the following equation:
∂u
∂t
=
∂2u
∂x2 − 16tu, x,t ∈ R. (19)
The initial conditions are:
u(x,0) = e−x−4, u(0,t) = e−8t2+t−4,
∂u
∂x
(0,t) = −e−8t2+t−4, (20)
for which the exact solution is:
u(x,t) = e−x−8t2+t−4. (21)
A homotopy can be readily constructed as follows:
u(x,t) − h(x,t) − p
Z t
0
(
∂2u
∂x2 − 16tu)dt = 0. (22)
Therefore, with substituting (2.7) into (4.9) and equating the terms with identical pow-
ers of p, we have:178 Mathematical Sciences Vol. 4, No. 2 (2010)
p0 : v0(x,t) = h(x,t) ⇒ v0(x,t) = e−x−4,
p1 : v1(x,t) =
Z t
0
(
∂2v0
∂x2 − 16tv0)dt ⇒ v1(x,t) = e−x−4(t − 8t2),
p2 : v2(x,t) =
Z t
0
(
∂2v1
∂x2 − 16tv1)dt ⇒ v2(x,t) =
1
2
e−x−4(t − 8t2)2,
p3 : v3(x,t) =
Z t
0
(
∂2v2
∂x2 − 16tv2)dt ⇒ v3(x,t) =
1
6
e−x−4(t − 8t2)3,
p4 : v4(x,t) =
Z t
0
(
∂2v3
∂x2 − 16tv3)dt ⇒ v4(x,t) =
1
24
e−x−4(t − 8t2)4,
. . .
Consequently, we ﬁnd that:
u(x,t) =
∞ X
n=0
vn(x,t) = e−x−4(1 + (t − 8t2) +
(t − 8t2)2
2!
+
(t − 8t2)3
3!
+
(t − 8t2)4
4!
+ ···)
(23)
= e−x−4et−8t2
= e−x−8t2+t−4,
which is the exact solution.
Example 4.2 Consider the following equation:
∂u
∂t
=
∂2u
∂x2 + (−1 + cosx − sin2 x)u, x,t ∈ R. (24)
The initial conditions are:
u(x,0) =
1
10
ecosx−11, u(0,t) =
1
10
e−t−10,
∂u
∂x
(0,t) = 0, (25)
for which the exact solution is:
u(x,t) =
1
10
ecosx−t−11. (26)
A homotopy can be readily constructed as follows:
u(x,t) − h(x,t) − p
Z t
0
(
∂2u
∂x2 + (−1 + cosx − sin2 x)u)dt = 0. (27)M. Ghasemi and M. Tavassoli Kajani 179
Therefore, with substituting (2.7) into (4.14) and equating the terms with identical pow-
ers of p, we have:
p0 : v0(x,t) = h(x,t) ⇒ v0(x,t) = 1
10ecosx−11,
p1 : v1(x,t) =
Z t
0
(
∂2v0
∂x2 + (−1 + cosx − sin2 x)v0)dt ⇒ v1(x,t) = −
t
10
ecosx−11,
p2 : v2(x,t) =
Z t
0
(
∂2v1
∂x2 + (−1 + cosx − sin2 x)v1)dt ⇒ v2(x,t) =
t2
20
ecosx−11,
p3 : v3(x,t) =
Z t
0
(
∂2v2
∂x2 + (−1 + cosx − sin2 x)v2)dt ⇒ v3(x,t) = −
t3
60
ecosx−11,
p4 : v4(x,t) =
Z t
0
(
∂2v3
∂x2 + (−1 + cosx − sin2 x)v3)dt ⇒ v4(x,t) =
t4
240
ecosx−11,
. . .
Consequently, we ﬁnd that:
u(x,t) =
∞ X
n=0
vn(x,t) =
1
10
ecosx−11(1 − t +
t2
2!
−
t3
3!
+
t4
4!
− ···) (28)
= 1
10ecosx−11e−t = 1
10ecosx−t−11,
which is the exact solution.
Example 4.3 Consider the following equation:
∂u
∂t
=
∂2u
∂x2 −
1
4
u, x,t ∈ R. (29)
The initial conditions are:
u(x,0) =
1
2
x + e−x/2, u(0,t) = 1,
∂u
∂x
(0,t) =
1
2
e−t/4 −
1
2
, (30)
for which the exact solution is:
u(x,t) =
1
2
xe−t/4 + e−x/2. (31)180 Mathematical Sciences Vol. 4, No. 2 (2010)
A homotopy can be readily constructed as follows:
u(x,t) − h(x,t) − p
Z t
0
(
∂2u
∂x2 −
1
4
u)dt = 0. (32)
Therefore, with substituting (2.7) into (4.19) and equating the terms with identical pow-
ers of p, we have:
p0 : v0(x,t) = h(x,t) ⇒ v0(x,t) = 1
2x + e−x/2,
p1 : v1(x,t) =
Z t
0
(
∂2v0
∂x2 −
1
4
v0)dt ⇒ v1(x,t) = −
1
8
xt,
p2 : v2(x,t) =
Z t
0
(
∂2v1
∂x2 −
1
4
v1)dt ⇒ v2(x,t) =
1
64
xt2,
p3 : v3(x,t) =
Z t
0
(
∂2v2
∂x2 −
1
4
v2)dt ⇒ v3(x,t) = −
1
768
xt3,
p4 : v4(x,t) =
Z t
0
(
∂2v3
∂x2 −
1
4
v3)dt ⇒ v4(x,t) =
1
12288
xt4,
p5 : v5(x,t) =
Z t
0
(
∂2v4
∂x2 −
1
4
v4)dt ⇒ v5(x,t) = −
1
245760
xt5,
. . .
Consequently, we ﬁnd that:
u(x,t) =
∞ X
n=0
vn(x,t) = e−x/2 +
1
2
x(1 −
t
4
+
(t/4)2
2!
−
(t/4)3
3!
+
(t/4)4
4!
− ···) (33)
= e−x/2 + 1
2xe−t/4,
which is the exact solution.
Example 4.4 Consider the following equation:
∂u
∂t
=
∂2u
∂x2 −
∂u
∂x
+ Ψ(u) + ϕ(x,t), a ≤ x ≤ 1, t ≥ 0, (34)M. Ghasemi and M. Tavassoli Kajani 181
and taking Ψ(u) = (∂/∂t)f(u), where f(u) = uux and ϕ(x,t) = e−t cosx + e−2t sin2x.
The initial conditions are:
u(x,0) = sinx, u(0,t) = 0,
∂u
∂x
(0,t) = e−t. (35)
A homotopy can be readily constructed as follows:
u(x,t) − h(x,t) − p
Z t
0
(
∂2u
∂x2 −
∂u
∂x
+
∂
∂t
(u
∂u
∂x
) + ϕ(x,t))dt = 0. (36)
Since, we calculate approximately, we can simplify the integration by approximating
ϕ(x,t) by a few terms of its double Maclaurin series representation. Then:
e−t ≈ 1 − t + t2
2 , sinx ≈ x, cosx ≈ 1 − x2
2 ,
so that:
ϕ(x,t) ≈ (1 − t + t2
2 )(1 − x2
2 ) + 2(1 − 2t + 2t2)(x)(1 − x2
2 ).
Therefore, with substituting (2.7) into (4.23), and equating the terms with identical
powers of p, we have:
p0 : v0(x,t) ≈ h(x,t) ⇒ v0(x,t) ≈ x + t − 1
2x2t − 1
2t2 + 1
4x2t2 + 2xt − x3t − 2xt2 + x3t2
+ 1
6t3 + 4
3xt3 − 1
12x2t3 − 2
3x3t3,
p1 : v1(x,t) ≈
Z t
0
(
∂2v0
∂x2 −
∂v0
∂x
+
∂
∂t
(v0
∂v0
∂x
))dt ⇒ v1(x,t) ≈
1
6
(8x5 +
5
3
x4 −
85
4
x3 − 4x2
+
21
2
x +
4
3
)t6 +
1
5
(−20x5 −
25
4
x4 +
635
12
x3 + 15x2 −
155
6
x − 5)t5 +
1
4
(28x5 +
40
3
x4
−
147
2
x3 − 30x2 +
187
6
x +
55
6
)t4 +
1
3
(−18x5 −
45
4
x4 +
77
2
x3 +
93
4
x2 −
15
2
x − 6)t3
+
1
2
(6x5 + 5x4 − 7x3 −
15
2
x2 − 7x − 6)t2 + (−4x3 −
3
2
x2 + 4x)t,
. . .
Examining the components v0 and v1 in above, we can easily observe that second term,
fourth term and ﬁfth term in v0 and the ﬁrst term, fourth term and ﬁfth term in v1,
are the self-cancelling noise terms.182 Mathematical Sciences Vol. 4, No. 2 (2010)
Consequently, we ﬁnd that:
u(x,t) =
∞ X
n=0
vn(x,t) = x − xt +
x
2
− t3x
6
+ ··· (37)
= (1 − t + t2
2 − t3
6 + ···)x = e−tx ≈ e−t sinx,
which is the exact solution.
Example 4.5 Consider the following equation:
∂u
∂t
=
∂2u
∂x2 −
∂u
∂x
+ Ψ(u), a ≤ x ≤ 1, t > 0, (38)
and taking Ψ(u) = −u2 + uuxx + u with initial conditions:
u(x,0) = ex, u(0,t) = et,
∂u
∂x
(0,t) = et. (39)
A homotopy can be readily constructed as follows:
u(x,t) − h(x,t) − p
Z t
0
(
∂2u
∂x2 −
∂u
∂x
− u2 + u
∂2u
∂x2 + u)dt = 0. (40)
Substituting (2.7) into (4.27) and equating the terms with identical powers of p, we have:
p0 : v0(x,t) = h(x,t) ⇒ v0(x,t) = u(x,0) = ex,
p1 : v1(x,t) =
Z t
0
(
∂2v0
∂x2 −
∂v0
∂x
− v2
0 + v0
∂2v0
∂x2 + v0)dt ⇒ v1(x,t) = ext,
p2 : v2(x,t) =
Z t
0
(
∂2v1
∂x2 −
∂v1
∂x
− 2v0v1 + (v0
∂2v1
∂x2 + v1
∂2v0
∂x2 ) + v1)dt ⇒ v1(x,t) = ext2
2!
,
p3 : v3(x,t) =
Z t
0
(
∂2v2
∂x2 −
∂v2
∂x
− (2v0v2 + v2
1) + (v0
∂2v2
∂x2 + v1
∂2v1
∂x2 + v2
∂2v0
∂x2 ) + v2)dt
⇒ v3(x,t) = ext3
3!
,
. . .
and the general term can be recognized:
vn(x,t) = extn
n!
, n = 0,1,2,... .M. Ghasemi and M. Tavassoli Kajani 183
If we denote the approximation to k-terms by φk, we have the improving approximations:
φ0 = v0 = ex,
φ1 = v0 + v1 = ex(1 + t),
φ2 = v0 + v1 + v2 = ex(1 + t + t2
2!),
. . .
φn = v0 + v1 + ··· + vn = ex(1 + t + t2
2! + ··· + tn
n!).
Hence: u(x,t) = limk→∞ φk = ex+t,
is the analytic solution which clearly satisﬁes the homogeneous NDCP (4.6).
The truncated error by replacing the exact solution u(x,t) by φ4, tends to 0, since:
ku(x,t) − φ4k = kex+t − ex(1 + t + t2
2! + t3
3!)k = kex(et − (1 + t + t2
2! + t3
3!))k,
which obviously tends to 0.
The HPM avoids the diﬃculties and massive computational work by determining the
analytic solution. Numerical approximations shows a high degree of accuracy and in
most cases φk, the k-term approximation is accurate for quite low values of k. The solu-
tion is very rapidly convergent. The numerical results we obtained justify the advantage
of this methodology, even in the few terms used the approximation is accurate.
5 Conclusion
In this paper, we have shown that the HPM can be used successfully for ﬁnding
the solution of the linear and non-linear diﬀusion-convection problem. The HPM
is not aﬀected by round oﬀ errors and the solution is found without taking a long
time and a large amount of computer memory. Therefore, it may be concluded that184 Mathematical Sciences Vol. 4, No. 2 (2010)
this technique is very powerful and eﬃcient in ﬁnding the analytical solutions for a
large class of integral and diﬀerential equations. The method makes unnecessary the
massive computation of discretized methods for solution of partial diﬀerential equations.
The method has features in common with many other methods, but it is distinctly
diﬀerent on close examination, and one should not be misled by apparent simplicity
into superﬁcial conclusions. Computations are performed by using package Maple 9.
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