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Vacuum polarization induced coupling between Maxwell and
Kalb-Ramond fields
N. D. Hari Dass∗ and K. V. Shajesh†
Institute of Mathematical Sciences, C. I. T. Campus, Taramani, Chennai - 600 113, India.
We present here a manifestly gauge invariant calculation of vacuum po-
larization to fermions in the presence of a constant Maxwell and a constant
Kalb-Ramond field in four dimensions. The formalism is a generalisation of
the one used by Schwinger in his famous paper on gauge invariance and vac-
uum polarization. We get an explicit expression for the vacuum polarization
induced effective Lagrangian for a constant Maxwell field interacting with
a constant Kalb-Ramond field. In the weak field limit we get the coupling
between the Maxwell field and the Kalb-Ramond field to be (H˜.F˜ )2, where
H˜µ =
1
3!ǫµαβλH
αβλ and F˜ is the dual of Fµν .
I. INTRODUCTION
Consider the interaction involving the fermion field, the Maxwell field and the Kalb-
Ramond field. Let us approximate the Maxwell field and the Kalb-Ramond field to be
classical background fields. We address to the following question: what will be the induced
effective Lagrangian for the classical background (consisting of the Maxwell field and the
Kalb-Ramond field) because of the vacuum polarization of the quantised fermion field? This
task is achieved by integrating out the fermion field.
∗email : dass@imsc.ernet.in
†email : kvshajesh@yahoo.com
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The evaluation of the vacuum polarization induced effective Lagrangian for a classical
background field interacting with a quantum field originated in the works of W. Heisenberg
and H. Euler [1] and V. Weisskopf [2] before the advent of QED. An explicit expression within
QED for the vacuum polarization induced effective Lagrangian for the classical background
electromagnetic field interacting with the quantised fermion field was evaluated by Julian
Schwinger in [3].
Quantum electrodynamics is a U(1) gauge theory in four dimensional Minkowski space-
time. It involves a 1-form gauge potential Aµ(x) and a matter field ψ(x) acting as the source
of Aµ(x). In QED the source of Aµ(x) is a point particle. The Lagrangian for the 1-form
quantum electrodynamics
L = −1
4
FµνF
µν + ψ(x) (i 6 ∂ − e 6 A−m)ψ(x) (1)
is constructed by demanding invariance of the Lagrangian under the U(1) gauge transfor-
mations
Aµ(x)→ Aµ(x) + ∂µΛA(x)
ψ(x)→ exp
{
ieΛA(x)
}
ψ(x) (2)
where ΛA(x) is an arbitrary 0-form field. Fµν(x) = ∂µAν−∂νAµ is the 2-form antisymmetric
field tensor constructed from the 1-form gauge potential Aµ(x).Requirements of renormalis-
ability pose additional requirements and eqn (1) is a minimal choice.
The p-form quantum electrodynamics [4–6] is a U(1) gauge theory constructed out of
the p-form gauge potential Aµ1...µp. As the gauge transformation parameter in such cases
is a p − 1-form, the analog of eqn(2) makes sense only if ψ represents a p − 1-dimensional
extended object. In particular 2-form quantum electrodynamics is a U(1) gauge theory
which involves a 2-form gauge potential Bµν(x) and a string matter field ψ[x(σ)] for the
source of Bµν(x). The Lagrangian for 2-form quantum electrodynamics
L = − 1
12
HµνλH
µνλ + ψ[x(σ)] Γµν
(
i
δ
δΩµν
− µAµν
)
ψ[x(σ)] (3)
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is constructed by demanding invariance under the U(1) gauge transformations
Bµν(x)→ Bµν(x) + ∂µΛBν (x)− ∂νΛBµ (x)
ψ[x(σ)]→ exp
{
iµ
∫
σ
ΛBµ (x) dx
µ
}
ψ[x(σ)] (4)
where ΛBµ (x) is an arbitrary 1-form field. Hµνλ(x) = ∂µBνλ + ∂νBλµ + ∂λBµν is the 3-form
totally antisymmetric field tensor constructed from the 2-form antisymmetric gauge potential
Bµν(x). Hµνλ(x) is popularly called the Kalb-Ramond field. The functional derivative
δ
δΩµν
captures the variation of ψ[x(σ)] due to an infinitesimal change of the string configuration
which sweeps a surface element dΩµν .
Kalb-Ramond fields play important roles in string theories and field theories [7,8]. In
d = 4 the Kalb-Ramond field is dual to the derivative of a spinless field φ which can
be interpreted as an axion. We shall not elaborate too much on the importance of the
Kalb-Ramond field here. We believe that the exercise we have carried out in this paper is
interesting in its own right.
As the system represented by eqns(3,4) is too complicated since it involves string the-
ory,in this paper we have investigated the simpler problem of the interaction of a point-like
fermion field with Maxwell and Kalb-Ramond fields in four dimensional Minkowski space-
time. This is only possible if ψ carries no Kalb-Ramond charge. Nevertheless, we show
that a nontrivial effective Lagrangian between Maxwell and Kalb-Ramond fields emerges.
The simplest Lagrangian we can construct by demanding invariance under the U(1) gauge
transformations
Bµν(x)→ Bµν(x) + ∂µΛBν (x)− ∂νΛBµ (x)
Aµ(x)→ Aµ(x) + ∂µΛA(x)
ψ(x)→ exp
{
ieΛA(x)
}
ψ(x) (5)
is
L = −1
4
FµνF
µν − 1
12
HµνλH
µνλ + ψ
(
i 6 ∂ − e 6 A− 1
12
g
m
σµνλH
µνλ −m
)
ψ. (6)
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Such a Lagrangian could arise from string theories after compactification to four dimensional
space-time.
Schwinger’s calculation in [3] involves evaluation of the vacuum polarization induced
effective Lagrangian for the case of 1-form quantum electrodynamics. In this work we
generalize this to the Lagrangian given in eqn. (6). We evaluate an explicit expression for the
vacuum polarization induced effective Lagrangian for the classical background (consisting of
Maxwell and Kalb-Ramond fields) interacting with the quantised fermion field. We present
the paper exactly along the lines of Schwinger’s paper. As can be seen subsequently, there
are important differences between our case and that of Schwinger. Due to these reasons
our calculation could give some insight if one attempts to generalize Schwinger’s calculation
for other circumstances like the non abelian gauge theories. An important check over our
calculations is that at every stage we are able to reproduce Schwinger’s results for QED by
taking the limit g → 0.
In section II we formulate the methodology used by Schwinger in [3] for a general back-
ground field. We integrate out the fermion field. As in [3] the determination of the vacuum
polarization induced effective Lagrangian reduces to the evaluation of the trace of the ex-
ponential of a suitable operator. Schwinger interprets the exponential of the operator as an
evolution operator describing the dynamics of a “particle” with a “Hamiltonian” evolving
in “proper time”.
In section III we exactly solve the evolution operator for the case of a constant Maxwell
field and a constant Kalb-Ramond field. The Hamiltonian under consideration can be un-
derstood as a generalization of Schwinger’s case. There are additional complications in our
case arising out of operators not commuting with each other.
The effective Lagrangian is determined by evaluating the trace of the evolution operator
in both the coordinate index and the spinor index. This involves solving for the eigenvalues
of the Maxwell field Fµν in the coordinate index and of another operator Q in the spinor
index. The determination of the eigenvalues is simplified by constructing suitable polynomial
equations which are satisfied by Fµν and Q. The eigenvalues are conveniently expressed in
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terms of gauge and Lorentz invariant quantities.
We thus get an explicit expression for the vacuum polarization induced effective La-
grangian for the case of constant field strengths in terms of gauge invariant quantities.
Renormalization of the two field strengths Fµν and Hµνλ, and the two coupling constants
e and g leads to a divergence free expression for the effective Lagrangian. For the case of
weak field strengths we show that the leading order interaction between the Maxwell field
and the Kalb-Ramond field is given by (H˜.F˜ )2, where H˜µ =
1
3!
ǫµαβλH
αβλ and F˜ is the dual
of Fµν .
II. FORMULATION OF THE GENERAL PROBLEM
In this section we formulate Schwinger’s techniques for the case of a fermion field inter-
acting with external Maxwell and Kalb-Ramond fields. In the next section we obtain the
exact solutions for the case of constant external fields.
In eqn. (6) we have seen that the Lagrangian for a spin 1
2
fermion field interacting with
a Kalb-Ramond field and a Maxwell field is given by
L[H,F, ψ] = −1
4
FµνF
µν − 1
12
HµνλH
µνλ + ψ
(
i 6 ∂ − e 6 A− 1
12
g
m
σµνλH
µνλ −m
)
ψ, (7)
where ψ(x) is the fermion field. Our aim is to evaluate the effective Lagrangian arising
from fermionic vacuum polarisation at one loop level. This amounts to integrating out the
contribution of the fermion field. Using the above prescription we can evaluate the effective
Lagrangian Leff [F,H ] from the expression
ei
∫
d4x Leff [F,H] =
∫ Dψ ∫ Dψ ei ∫ d4x [− 14FµνFµν− 112HµνλHµνλ+ψ(i 6∂−e 6A− 112 gmσµνλHµνλ−m)ψ]∫ Dψ ∫ Dψ ei ∫ d4x ψ(i 6∂−m)ψ . (8)
This can be thought of as the path integral realisation of Schwinger’s approach. Using the
Gaussian integral formula for the anticommuting fermion field
∫
Dψ
∫
Dψ e−
∫
d4x ψMψ = const DetM (9)
in eqn. (8) we have
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ei
∫
d4x Leff [F,H] = ei
∫
d4x [− 1
4
F 2− 1
12
H2]

Det
(
i 6 ∂ − e 6 A− 1
12
g
m
σµνλH
µνλ −m
)
Det (i 6 ∂ −m)

 . (10)
The determinant Det is over both the coordinate and the spinor index. The notation we
shall use is, Det(or Tr) to denote determinant(or trace) over both the coordinate and spinor
index, and det(or tr) to denote determinant(or trace) over only the spinor index. The
determinant of an operator M remains invariant under a similarity transformation S, i.e.
Det M = Det (SMS−1). Choosing S to be the charge conjugation matrix C we can write
Det M =
{
Det M · Det (CMC−1)
} 1
2 =
{
Det (MCMC−1)
} 1
2
, (11)
Using eqn. (11) in eqn. (10) we get
ei
∫
d4x Leff [F,H] = ei
∫
d4x [− 1
4
F 2− 1
12
H2]
[
Det H
Det H0
] 1
2
, (12)
where
H =
(
i 6 ∂ − e 6 A− 1
12
g
m
σµνλH
µνλ −m
)(
−i 6 ∂ + e 6 A− 1
12
g
m
σµνλH
µνλ −m
)
(13)
H0 = (i 6 ∂ −m) (−i 6 ∂ −m) . (14)
We have used the fact that the gamma matrices transform under the charge conjugation
matrix as CγµC
−1 = −γµT . Further, the identity Det M = exp [Tr ln M ] and eqn. (12)
gives
∫
d4x Leff [F,H ] =
∫
d4x
[
−1
4
F 2 − 1
12
H2
]
− i
2
Tr [(ln H)− (ln H0)] . (15)
Using the integral representation
ln M = −
∫ ∞
0
ds
s
e−iMs (16)
in eqn. (15) we have
∫
d4x Leff [F,H ] =
∫
d4x
[
−1
4
F 2 − 1
12
H2
]
+
i
2
∫ ∞
0
ds
s
{[
Tr e−iHs
]
−
[
Tr e−iH0s
]}
. (17)
Convergence requires thatm be interpreted asm−iǫ. Eqn(16) has to be regularised carefully
and this will be discussed later.
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Let us denote
U(x′′, x′; s) ≡< x′′|e−iHs|x′ > . (18)
Following Schwinger, we shall treat s as a sort of time variable called ”proper time” by
him and use a Heisenberg-like picture, in which the operators evolve in time.If A(0) is an
operator at s = 0, the proper time dependence of the opertor is defined by
A(s) ≡ eiHsA(0)e−iHs (19)
and
< x′′(s)| ≡< x′′|e−iHs (20)
It then follows that
< x′′(s)|x(s) = < x′′(s)|x′′
x(0)|x′ > = x′|x′ > (21)
Thus the problem of determining the effective Lagrangian reduces to the evaluation of
U(x(s), x(0); s) ≡ e−iHs. U(x(s), x(0); s) can be interpreted as the operator describing the
development of a quantum mechanical system governed by the “Hamiltonian” H in the
“time” s from a state |x′(0) > to another state |x′′(s) >. Care must be taken to distinguish
the operator valued U(x(s), x(0); s) from the c-number valued function U(x′′, x′; s).
It is useful to choose x(s) and x(0) as independent variables. If we were doing classical
mechanics, we would have interpreted U(x(s), x(0); s) as the generating function for the
canonical transformation
xµ(s) = xµ(x(0), p(0), s)
pµ(s) = pµ(x(0), p(0), s). (22)
and solved for U(x(s), x(0); s) using the Hamilton Jacobi equations [9]. Equations corre-
sponding to the Hamilton Jacobi equations for the quantum mechanical case are [10,11]
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HU(x(s), x(0); s) = i ∂
∂s
U(x(s), x(0); s) (23)
πµ(0)U(x
′′, x′; s) =
{
−i ∂
∂x′µ
− eAµ(x′)
}
U(x′′, x′; s) (24)
πµ(s)U(x
′′, x′; s) =
{
+i
∂
∂x′′µ
− eAµ(x′′)
}
U(x′′, x′; s) (25)
with the initial condition
lim
s→0
U(x′′, x′; s) = δ(4) (x′′ − x′) . (26)
where πµ(s) = pµ(s) − eAµ(s). Thus evaluation of U(x′′, x′; s) will involve solving the first
order differential equations (23-25) with the initial condition in eqn. (26) in conjunction
with the Heisenberg equations of motion for the operators xµ(s) and pµ(s) given by
dxµ(s)
ds
= −i [xµ(s),H]
dπµ(s)
ds
= −i [πµ(s),H] (27)
The basic strategy is to try and express H in terms of xµ(s), xµ(0) such that xµ(s) always
appear to the left and xµ(0) always on the right.Then all operators can be traded for c-
numbers and one gets a first order differential equation which is in principle solvable. It is
not always possible to solve for U(x′′, x′; s) exactly. A general series solution for U(x′′, x′; s)
can be got using the method by DeWitt [12]. In the next section we shall exactly solve the
above first order differential equations for the case when H and F are constant fields. In
the general case after solving for U(x′′, x′; s) using eqn. (23), eqn. (24) and eqn. (25) we
can write
Tr
[
e−iHs
]
= Tr {U(x′′, x′; s)} = tr
∫
d4x {U(x′′, x′; s)}x′′=x′=x . (28)
Using eqn. (28) in eqn. (17) we have
Leff [F,H ] = −1
4
F 2 − 1
12
H2 +
i
2
tr
∫ ∞
0
ds
s
{U(x′′, x′; s)− U0(x′′, x′; s)}x′′=x′=x . (29)
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III. CONSTANT FIELDS
In this section we shall evaluate an exact expression for the effective Lagrangian given
in eqn. (29) for the case of constant F and H fields [13]. This is achieved by solving
for U(x′′, x′; s) using eqn. (23), (24), (25) and (27). The divergent terms in the effective
Lagrangian are absorbed by suitable renormalization of the field strengths Fµν and Hµνλ
and the couplings e and g. Making a series expansion of the effective Lagrangian for the
case of weak fields we get the leading order interaction between the Maxwell field and the
Kalb-Ramond field to be (H˜.F˜ )2 analogous to the Euler-Heisenberg effective Lagrangian for
electromagnetic fields.
For the case of constant F and H fields the expression for H in eqn. (13) simplifies to
H = −πµπµ −Nµπµ − 1
4
NµN
µ +m2 +Q (30)
where
πµ = i∂µ − eAµ, Nµ = −i g
m
H˜µγ5 and Q =
1
2
eσµνF
µν + igH˜µγ5γ
µ. (31)
where H˜µ is the dual tensor corresponding to Hµνλ and is given by H˜µ =
1
3!
ǫµαβλH
αβλ. It
should be noted that Nµ and Q do not commute with each other.This is the additional
complication we referred to earlier.The above simplification assumes that Bµν(x) and Aµ(x)
are classical (not quantised) fields. We also assume that the corresponding tensor fields
Hµνλ(x) and Fµν(x) are constants in space and time. The above simplification also uses the
identities,
σαβλ = iǫαβλµγ5γ
µ and [σαβλ, γσ] = 2iǫαβλσγ5. (32)
For the case of constant F and H fields the Heisenberg equations of motion for x(s) and
π(s) in eqn. (27) simplifies to
dxµ(s)
ds
= 2πµ +Nµ
dπµ(s)
ds
= eFµα {2πα(s) +Nα} . (33)
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Using eqn. (33) we can solve for πµ(s) and πµ(0) in terms of xµ(s) and xµ(0) to get
~π(0) =
(
eFˆ
e2eFˆ s − 1
)
· [~x(s)− ~x(0)]− 1
2
~N
~π(s) =
(
eFˆ
1− e−2eFˆ s
)
· [~x(s)− ~x(0)]− 1
2
~N (34)
where we have used the symbolic notation, ‘~a’ (vector) to denote aµ and ‘Aˆ’ (matrix) to
denote Aµν . Observe that in this notation aµa
µ will be denoted by ~aT ·~a. It is important to
note that the transpose of the above expressions will not be the same, because of the fact
that Fˆ T = −Fˆ (i.e. Fµν = −Fνµ). Using eqn. (33) we can also solve for xµ(s) and πµ(s) in
terms of xµ(0) and πµ(0) to get
~x(s) = ~x(0) +

e2eFˆ s − 1
eFˆ

 · ~π(0) + 1
2

e2eFˆ s − 1
eFˆ

 · ~N
~π(s) = e2eFˆ s · ~π(0) + 1
2
e2eFˆ s · ~N − 1
2
~N (35)
Using eqn. (34) in eqn. (30) we get
H = − [xµ(s)− xµ(0)]Kµν [xν(s)− xν(0)] +m2 +Q (36)
where
Kˆ =
1
4
(
eFˆ
sinh(eFˆ s)
)2
(37)
Rearranging the order of the operators in eqn. (36) so that they are ordered in time we get
H = −xµ(s)Kµνxν(s) + 2xµ(s)Kµνxν(0)− xµ(0)Kµνxν(0) +m2 +Q− i
2
tr
[
eFˆ
tanh(eFˆ s)
]
(38)
where we have used eqn. (35) to get
xµ(0)K
µνxν(s)− xµ(s)Kµνxν(0) = − i
2
tr
[
eFˆ
tanh(eFˆ s)
]
(39)
Using eqn. (38) and eqn. (34) the first order differential equations for U(x′′, x′; s) in eqn.
(23), (24) and (25) takes the form
{
−(x′′ − x′)µKµν(x′′ − x′)ν +m2 +Q− i
2
tr
[
eFˆ
tanh(eFˆ s)
]}
U(x′′, x′; s) = i
∂
∂s
U(x′′, x′; s) (40)
10


[
eFˆ
e2eFˆ s − 1
]µν
(x′′ − x′)ν − 1
2
Nµ

U(x′′, x′; s) =
{
−i ∂
∂x′µ
− eAµ(x′)
}
U(x′′, x′; s) (41)


[
eFˆ
1− e−2eFˆ s
]µν
(x′′ − x′)ν − 1
2
Nµ

U(x′′, x′; s) =
{
+i
∂
∂x′′µ
− eAµ(x′′)
}
U(x′′, x′; s) (42)
with the initial condition in eqn. (26). Integrating eqn. (40) with respect to s on both sides
we get
U(x′′, x′; s) = C(x′′, x′)
1
s2
e−im
2se−iQs
[
det
eFˆ s
sinh(eFˆ s)
] 1
2
exp

−i 14s
[
eFˆ s
tanh(eFˆ s)
]µν
(x′′ − x′)µ(x′′ − x′)ν

 (43)
where C(x′′, x′) is the integration constant which has no explicit dependence on s. Using
the above expression for U(x′′, x′; s) in eqn. (41) and (42) we get the differential equations
for C(x′′, x′) to be
{
−i ∂
∂x′µ
− eAµ(x′) + 1
2
Nµ +
1
2
eF µν(x′′ − x′)ν
}
C(x′′, x′) = 0 (44)
{
+i
∂
∂x′′µ
− eAµ(x′′) + 1
2
Nµ − 1
2
eF µν(x′′ − x′)ν
}
C(x′′, x′) = 0 (45)
Integrating eqn. (44) and eqn. (45) we get
C(x′′, x′) = C0 φ(x
′′, x′) (46)
where C0 is the integration constant and
φ(x′′, x′) = exp
[
−ie
∫ x′′
x′
dtµ {Aµ(t) +Nµ}
]
. (47)
C0 is determined using the initial condition in eqn. (26) to give
C0 = −i 1
16π2
. (48)
where we have used the representation for the delta function
δ(x− x′) = lim
σ→0
1√
2πσ
exp
{
−(x− x
′)2
2σ
}
. (49)
Thus we have
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U(x′′, x′; s) = −i 1
16π2
φ(x′′, x′)
1
s2
e−im
2se−iQs
[
det
eFˆ s
sinh(eFˆ s)
] 1
2
exp

−i 14s
[
eFˆ s
tanh(eFˆ s)
]µν
(x′′ − x′)µ(x′′ − x′)ν

 (50)
It should be emphasised that φ(x′′, x′) does-not commute with the rest of the U0(x
′′, x′; s).
Due to this reason it is necessary that φ(x′′, x′) operate on to the left of U0(x
′′, x′; s). We
can evaluate U0(x
′′, x′; s) = e−iH0s independently or by taking the limit F and H going to
zero in eqn. (50) to get
U0(x
′′, x′; s) = −i 1
16π2
1
s2
e−im
2s1 exp
{
−i 1
4s
(x′′ − x′)µ(x′′ − x′)ν
}
(51)
where 1 is the unit matrix in the spinor space. Using eqn. (50) and eqn. (51) we have
Tr [U(x′′, x′; s)] = −i 1
16π2
∫
d4x
1
s2
e−im
2s
{
det
eFˆ s
sinh(eFˆ s)
} 1
2 {
tr e−iQs
}
(52)
Tr [U0(x
′′, x′; s)] = −i 1
16π2
∫
d4x
1
s2
e−im
2s4 (53)
where 4 comes from the trace over the spinor index. Using eqn. (52) and eqn. (53) in eqn.
(29) we get
Leff [F,H ] = −1
4
F 2 − 1
12
H2 +
1
32π2
∫ ∞
0
ds
s3
e−im
2s


{
det
eFˆ s
sinh(eFˆ s)
} 1
2 {
tr e−iQs
}
− 4

 (54)
Thus our problem reduces to determination of the eigenvalues of Fˆ and Q. Note that Fˆ
is a matrix in space time and Q is a matrix in the spinor index. We shall determine the
eigenvalues of Fˆ and Q in terms of the Lorentz invariants
F = 1
4
FµνF
µν G = 1
4
FµνF˜
µν
H = 1
12
HµνλH
µνλ I2 = 1
48
(HλµνF
µν)(HλαβFαβ) = − 112(H˜µF˜ µλ)(F˜λνH˜ν)
(55)
where F˜ µν is the dual tensor corresponding to F µν and is given by F˜ µν = 1
2
ǫµναβFαβ .
Eigen values of Fˆ is determined [3] by observing that Fˆ satisfies the identity
Fˆ 4 + 2F Fˆ 2 − G2 = 0 (56)
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This can be verified using the identities
FµλF˜
λν = −δµνG and F˜µλF˜ λν − FµλF λν = 2δµνF . (57)
Using eqn. (56) we have the eigenvalues of Fˆ to be ±λ1 and ±λ2 where
λ1 =
i√
2
[
{F + iG} 12 + {F − iG} 12
]
(58)
λ2 =
i√
2
[
{F + iG} 12 − {F − iG} 12
]
(59)
Thus we have
{
det
eFˆ s
sinh(eFˆ s)
} 1
2
=
(eλ1s)
sinh(eλ1s)
(eλ2s)
sinh(eλ2s)
(60)
We shall now determine the eigenvalues of Q. Beginning from the expression for Q in
eqn. (31) we have
Q2 = (a− d)1 + icαγα + ibγ5 (61)
and
Q4 =
{
(a− d)2 − b2 − c2
}
1 + 2i(a− d)cαγα + 2i(a− d)bγ5 (62)
where
a = 2e2F b = 2e2G
d = 2g2H cα = 4
√
3egIα
(63)
In arriving at eqn. (61) and eqn. (62) we have used the identities
{σµν , σαβ} = 2(gµαgνβ − gµβgνα)1 + 2iǫµναβγ5 and {σµν , γ5γα} = −2ǫµνασγσ (64)
and
H˜µH˜
µ = −1
6
HµνλH
µνλ and H˜µF˜µλ = −1
2
HλαβF
αβ (65)
Using eqn. (61) and eqn. (62) it is easy to verify that Q satisfies the relation
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Q4 − 2(a− d)Q2 +
{
(a− d)2 + b2 + c2
}
= 0 (66)
Thus the eigenvalues of Q are ±eq1 and ±eq2, where
eq1 =
√
2
{
(e2F − g2H) + i
√
e4G2 + 12e2g2I2
} 1
2
eq2 =
√
2
{
(e2F − g2H)− i
√
e4G2 + 12e2g2I2
} 1
2
(67)
Using eqn. (67) we have
{
tr e−iQs
}
= 4 cosh(eχ1s) cosh(eχ2s) (68)
where
eχ1 =
i√
2
[{
(e2F − g2H) + i
√
e4G2 + 12e2g2I2
} 1
2
+
{
(e2F − g2H)− i
√
e4G2 + 12e2g2I2
} 1
2
]
eχ2 =
i√
2
[{
(e2F − g2H) + i
√
e4G2 + 12e2g2I2
} 1
2 −
{
(e2F − g2H)− i
√
e4G2 + 12e2g2I2
} 1
2
]
(69)
Observe that in the limit g → 0 we have χ1 → λ1 and χ2 → λ2. Using eqn. (60) and eqn.
(68) in eqn. (54) we have
Leff [F,H ] = −F −H + 1
8π2
∫ ∞
0
ds
s3
e−im
2s
[
(eλ1s)(eλ2s)
cosh(eχ1s)
sinh(eλ1s)
cosh(eχ2s)
sinh(eλ2s)
− 1
]
(70)
Expressing the above integral in terms of the contour running along the positive real axis
(cf. eqn. (17) ) which is effectively got by substituting s→ −is in the integral, we get
Leff [F,H ] = −F −H− 1
8π2
∫ ∞
0
ds
s3
e−m
2s
[
(eλ1s)(eλ2s)
cos(eχ1s)
sin(eλ1s)
cos(eχ2s)
sin(eλ2s)
− 1
]
(71)
It should be noted that s→ is is permissible provided there are no singularities associated
with pair creation. Separating the divergent terms in the above expression we have
Leff [F,H ] = −(1 + e2Ce)F − (1− g2Cg)H
− 1
8π2
∫ ∞
0
ds
s3
e−m
2s
[
(eλ1s)(eλ2s)
cos(eχ1s)
sin(eλ1s)
cos(eχ2s)
sin(eλ2s)
− 1− 2
3
e2s2F + g2s2H
]
(72)
where
Ce =
1
12π2
∫ ∞
0
ds
s
e−m
2s and Cg =
1
8π2
∫ ∞
0
ds
s
e−m
2s. (73)
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We can absorb the divergences Ce and Cg by suitable change of scale of the fields and
couplings. Identifying the quantities used till now by the subscript zero, we define the
following scale transformations
e2 =
e2
0
1+e2
0
Ce
F = (1 + e20Ce)F0 G = (1 + e20Ce)G0
g2 =
g2
0
1−g2
0
Cg
H = (1− g20Cg)H0 I2 = (1 + e20Ce)(1− g20Cg)I20
(74)
Using the above scale transformations we obtain the divergence free effective Lagrangian to
be
Leff [F,H ] = −F −H − 1
8π2
∫ ∞
0
ds
s3
e−m
2s
[
(eλ1s)(eλ2s)
cos(eχ1s)
sin(eλ1s)
cos(eχ2s)
sin(eλ2s)
− 1− 2
3
e2s2F + g2s2H
]
(75)
This is the generalisation of the Euler-Heisenberg lagrangian to include constant Maxwell
and Kalb-Ramond fields. Explicitly expanding the above expression for weak fields using
the series expansions for cosx and (sin x)−1 we get
Leff [F,H ] = −F −H + 1
8π2
1
m4
{
4
45
e4F2 + 7
45
e4G2 − 1
6
g4H2 + 2 e2g2I2
}
+ ... (76)
In addition to the self-interaction term −1
6
g4H2 for the Kalb-Ramond fields an interaction
term between the Maxwell field and the Kalb-Ramond field given by 2e2g2I2 is also induced
in the leading order. Observe that for the case of g → 0 we get back Schwinger’s result. It
is interesting to note that the sign of the H2 term is negative.
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