Supplementary Methods
For an overview of the performance of different read aligners and binding site detection algorithms on 10 simulated PAR-CLIP datasets, we calculated the precision, recall and accuracy for each. We considered all reads originating from simulated RBP-binding sites (with T-C conversions) as positives and those originating from other areas of the reference (simulated contaminations) as negatives. True positive and negative reads are those which are aligned correctly, whereas false positive and negative reads are those which are wrongly or not aligned (Table 1; Supplementary Table 3) . We used BMix, PARalyzer and our hierarchical clustering to obtain the read clusters. Filtering of the clusters generated with the hierarchical clustering was performed as described in Section 2.2. A correctly reported binding site was considered a true positive, a falsely reported cluster (simulated contamination without elevated T-C conversions) as a false positive, an unreported binding site as a false negative and an unreported cluster (without T-C conversions) as a true negative (Supplementary Table 4 ). Unfortunately, BMix does not report false negative clusters (contaminations) and thus we were not able to calculate the recall nor the accuracy, but only the precision.
Execution commands

Quality and adapter trimming:
cutadapt -e 0.05 -q 28 -m 18 -b $adapter -f fastq -o $output $input
Alignment:
bwa aln -n $n $hg38_reference $trimmed_input > $output.sai ($n in {1, 2, 0.01, 0.02, 0.04}) bwa samse $hg38_reference $output.sai $trimmed_input > $output.sam annotatePeaks.pl $clusters.peak hg38 -norevopp -strand "+" > $clusters.annotated
Supplementary Results
Simulation of uridylate-rich and homopolymeric PAR-CLIP reads
To measure the accuracy of the PARA-suite aligner for special types of data (uridylate-rich sequences, which are common in PAR-CLIP and homopolymeric sequences), we generated subsets of our simulated data that contained either >35% T (uridylate-rich sequences) or homopolymeric sequences with stretches of five or more bases of a particular nucleotide.
For the uridylate-rich PAR-CLIP reads, we observed an increase of 1.37% for PARA-suite alignments and an increase of 2.35% in the accuracy for BWA PSSM alignments compared to our basic simulated data (Supplementary Table 5 ). The accuracy for the PARA-suite decreased by 1.53% but the accuracy was unchanged for BWA PSSM when the PARA-suite was applied to the homopolymeric PAR-CLIP reads (Supplementary Table 5 ).
Application of the PARA-suite to HITS-CLIP data
Besides PAR-CLIP, other CLIP protocols are also used widely. Therefore, we chose a previously published Argonaute protein HITS-CLIP dataset generated from mouse brain samples (Chi, Zang et al. 2009 ) to assess the PARA-suite on a different type of CLIP data. To allow a comparison to previous results on the same dataset, we excluded all sequencing reads that were shorter than 25 bases after quality trimming using cutadapt. Next, we determined the error profile for the pooled replicates of the HITS-CLIP dataset using the respective PARA-suite tool to train its alignment pipeline. Here, we could already verify the high rate of deletions in contrast to insertions or single nucleotide substitutions compared to the mouse reference genome sequence GRCm38 (Chinwalla, Cook et al. 2002) . Next, we applied the alignment pipeline to the pooled sequencing reads to align them against GRCm38 and against the transcript database of Ensembl genes Version 77 for the mouse genome assembly, and combined the results.
Again, the transcriptomic mapping step revealed 79,658 additional aligned reads spanning exon-exon junctions out of 15,145,095 aligned reads in total (0.526 %). To achieve comparable results for RBPbound transcribed regions in the mouse genome, we used PIPE-CLIP (Chen, Yun et al. 2014) , which is a web-based program for cluster enrichment analysis of CLIP sequencing data. We compared our results with the number of cross-linked regions reported in the PIPE-CLIP publication analyzing the same dataset. The filtering criteria were the same as those in the PIPE-CLIP publication with an enriched cluster length of ≥25 bases and exclusion of duplicated sequencing reads by mapping position. After filtering the entire list of cross-linked regions for those that were supported by deletions in the crosslinked sites, we found 1450 significantly enriched regions by applying false discovery rate (FDR) ≤0.01 filtering. This number was substantially larger than what was found by the initial PIPE-CLIP analysis based on read alignments using Novoalign (http://www.novocraft.com) with 1232 cross-linked regions that were supported by deletions, an increase of 17.69% identified regions in total.
We also applied FDR ≤0.001 filtering to compare our results with the first in-depth analysis of the same data (Zhang and Darnell 2011) , which used a cross-linking-induced mutation sites (CIMS) analysis. We identified 984 cross-linked regions showing a reliable deletion, whereas the CIMS analysis applied to the read alignments performed by Novoalign identified only 886 cross-linked regions (Zhang and Darnell 2011) . Supplementary Table S1 : Statistics of FET PAR-CLIP reads (Hoell, Larsson et al. 2011) 
Supplementary Tables and Figures
Simulated reads 1,326,151
Mean read length 23
Clusters 85,691
T-C conversions 624,737
Sequencing errors 367,325
Indels
Supplementary Table S3 : Average performance of short read aligners on 10 simulated PAR-CLIP datasets sorted by accuracy. The runtime for BWA PARA was determined without error profile estimation, whereas the runtime for the entire PARA-suite pipeline includes error profile estimation, and alignment against genomic and transcriptomic reference sequences and both of these in combination. The results for "PARAsuite pipeline" refer to an execution where the parameter X was automatically evaluated (default). The results for "PARAsuite X1", "X2" and "X3" refer to executions with fixed values for X (i.e. X = 1, X = 2 and X = 3; see section "execution commands" for further information). Figure S1 : (A) T-C conversion frequencies (α) in real PAR-CLIP data (summarized over all FET PAR-CLIPs (Hoell, Larsson et al. 2011) ) and sorted by T-C sites within highly confident clusters. (B)
Aligner
Probabilities (β) for the preferred read positions of T-C conversion sites within confident clusters. This graph shows a peak at the beginning of the clusters where the majority of T-C conversions occurred.
