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Abstract
In this paper, we first show that the Jacobian Conjecture is true for non-
homogeneous power linear mappings under some conditions. Secondly, we
prove an equivalent statement about the Jacobian Conjecture in dimension
r ≥ 1 and give some partial results for r = 2.
Finally, for a homogeneous power linear Keller map F = X + H of
degree d ≥ 2, we give the inverse polynomial map under the condition that
JH3 = 0. We shall show that deg(F−1) ≤ dk if k ≤ 2 and JHk+1 = 0, but
also give an example with d = 2 and JH4 = 0 such that deg(F−1) > d3.
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1 Introduction
Throughout this paper, we will write K for any field of characteristic zero and
K[x] = K[x1, x2, . . . , xr] (K[X ] = K[x1, x2, . . . , xn]) for the polynomial algebra
∗The second author was supported by the Netherlands Organisation for Scientific Research
(NWO).
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over K with r (n) indeterminates x = x1, x2, . . . , xr(, . . . xn). Let f = (f1, f2, . . . ,
fr) : K
r → Kr (F = (F1, F2, . . . , Fn) : K
n → Kn) be a polynomial mapping, that
is, fi ∈ K[x] for all 1 ≤ i ≤ r (Fi ∈ K[X ] for all 1 ≤ i ≤ n). Let Jf = (
∂fi
∂xj
)r×r
and let JF = ( ∂Fi
∂xj
)n×n be the Jacobian matrix of F . Write M |G for replacing
either x or X by G in M (only one of them will possible if x 6= X).
The Jacobian Conjecture (JC) raised by O.H. Keller in 1939 in [Kel] states
that a polynomial mapping F : Kn → Kn is invertible if the Jacobian determinant
det JF is a nonzero constant. This conjecture has been attacked by many people
from various research fields, but it is still open, even for n ≥ 2. Only the case
n = 1 is obvious. For more information about the wonderful 70-year history, see
[BCW], [vdE], and the references therein. It can easily be seen that the JC is true
if the JC holds for all polynomial mappings whose Jacobian determinant is 1. We
make use of this convention in the present paper.
In 1980, S.S.S.Wang ([Wan]) showed that the JC holds for all polynomial
mappings of degree 2 in all dimensions. The most powerful result is the reduc-
tion to degree 3, due to H.Bass, E.Connell and D.Wright ([BCW]) in 1982 and
A.Yagzhev ([Jag]) in 1980, which asserts that the JC is true if the JC holds for
all polynomial mappings of degree 3 (what is more, if the JC holds for all cu-
bic homogeneous polynomial mappings!). It is even shown in [dBvdE2] that the
condition that JH is symmetric and H is cubic homogeneous is sufficient. In the
same spirit of the above degree reduction method, another efficient way to tackle
the JC is the Druz˙kowski’s Theorem ([Dru]): the JC is true if it is true for all
Druz˙kowski mappings (in all dimension ≥ 2). One more interesting result is due to
Gorni-Zampieri ([GZ]), who proved in 1997 that there exist Gorni-Zampieri pair-
ings between the cubic homogeneous polynomial mappings and the Druz˙kowski
mappings.
Recall that F is a cubic homogeneous mapping if F = X + H with X the
identity (written as a column vector) and each component of H being either
zero or cubic homogeneous. A cubic homogeneous mapping F = X + H is a
Druz˙kowski (or cubic linear) mapping if each component of H is either zero
or a third power of a linear form. Each Druz˙kowski mapping F is associated to a
scalar matrix A such that F = X + (AX)∗3, where (AX)∗3 is the Druz˙kowski
symbol for the vector ((A1X)
3, . . . , (AnX)
3) with Ai the i-th row of A. Clearly,
a Druz˙kowski mapping is uniquely determined by this matrix A. In section 2, we
prove that the JC is true for Druz˙kowski mappings in some cases.
Apparently, the notion of a Druz˙kowski mapping can be easily generalized.
Namely, for any positive integer d ≥ 2, we say that F = X +H is homogeneous
power linear of degree d if each component of H is either zero or a d-th power of
a linear form. The JC is true in general if it is true for homogeneous power linear
maps of degree d, where d is any integer larger than two. If F is an invertible
polynomial map of degree d in dimension n, the degree of its inverse is at most
2
dn−1. This has been proved in [BCW]. But if additionally F = X +H is homoge-
neous power linear of degree d such that JH3 = 0, then the degree of the inverse
of F is at most d2. We will prove this in section 5, using results of section 3.
In section 3, we generalize the definition of GZ-paired in [dB1], [vdE] and [GZ].
We use this to prove in section 4 that the Jacobian Conjecture in dimension r ≥ 1
is equivalent to the Jacobian Conjecture for non-homogeneous power linear maps
with rankA ≤ r and prove the Jacobian Conjecture is true in this case for r = 2
under the condition that det(DJH+I) = 1, where D is a certain diagonal matrix.
2 The JC for Druz˙kowski mappings
Theorem 2.1. Let F = X + H such that Hi = (AiX)
di is a power of a linear
form for each i, where Ai is the i-th row of a matrix A. If TrJH = 0 and all the
determinants of the i× i principal minors of A are zero for 2 ≤ i ≤ n, then F is
a polynomial automorphism.
Proof. Since JH(y(1)) + · · ·+ JH(y(n)) = DA, where D is some diagonal matrix
and y(i) ∈ Kn for 1 ≤ i ≤ n, we have that all the determinants of the i×i principal
minors of JH(y(1)) + · · · + JH(y(n)) are zero for 2 ≤ i ≤ n. Furthermore, the
trace of JH(y(1)) + · · ·+ JH(y(n)) is zero by additivity. Hence JH(y(1)) + · · ·+
JH(y(n)) is nilpotent and det(JF (y(1)) + · · ·+ JF (y(n))) = det(nIn+ JH(y
(1)) +
· · · + JH(y(n))) = nn. Thus we deduce from [GdBDS] (Theorem 3.5) that F is
invertible.
Corollary 2.2. Let F = X+H be a Druz˙kowski mapping, say that Hi = (AiX)
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for each i. If det JF = 1 and all the determinants of the i × i principal minors
of A are zero for 2 ≤ i ≤ n− 4, then F is a polynomial automorphism.
Proof. If there exists an i ∈ {n− 3, n− 2, n− 1, n} such that some i× i principal
minor of A is nonzero, then corankA ≤ 3. Therefore, F is a tame automorphism
in that case, see [dB1] (Theorem 7.1.1).
Since det JF = 1, we have TrJH = 0. If all the determinants of the i × i
principal minors of A are zero for i ≥ n − 3, then the conclusion follows from
Theorem 2.1.
Corollary 2.3. Let F = X + H be a Druz˙kowski mapping in dimension n. If
det JF = 1 and the diagonal of JH is entirely nonzero, then F is tame for n ≤ 9
and linearly triangularizable for n ≤ 7.
Proof. Since det JF = 1 and the diagonal of JH is entirely nonzero, we have
rankA ≤ [n
2
], see [Yan] (Theorem). Thus rankA ≤ 4 when n ≤ 9, in which case
F is tame, see [dB1] (Theorem 7.1.2). Furthermore, rankA ≤ 3 when n ≤ 7, in
which case F is linearly triangularizable, see [dBvdE1] (Corollary 4.1).
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3 Gorni-Zampieri pairing
In the rest of this paper, kerLM will be a vector space over the field L with
coordinates in L (where M is a matrix over L), and dimL V will be the dimension
of V over L (where V is a vector space over L). If the subscript field L is omitted,
then L = K(x). So kerKM = (kerM) ∩K
n if M has n columns.
Definition 3.1. Let f : Kr → Kr be polynomial maps and F : Kn → Kn be
nonhomogeneous power-linear maps with n > r. We say that f and F are GZ-
paired (weakly GZ-paired) through the matrices B ∈Mr,n(K) and C ∈Mn,r(K)
if
1) f(y) = BF (Cy) for all y ∈ Kr,
2) BC = Ir,
3) kerB = ker JH (kerB ⊆ ker JH),
where H = F −X .
From lemma 3.2 below, we deduce that definition 3.1 above is a generalization
of [vdE] (Definition 6.4.1) and [GZ] (Definition 1.2).
Lemma 3.2. Let H = (H1, H2, . . . , Hn)
t and Hi is a power of AiX for each i,
where Ai is the i-th row of A. Then ker JH = kerA and n − dimK(kerK JH) =
rankA.
Proof. Since JH = diag(d1t
d1−1
1 , . . . , dnt
dn−1
n )A, where ti = AiX for 1 ≤ i ≤ n,
we have ker JH = kerA and n− dimK(kerK JH) = n− dimK((ker JH) ∩K
n) ≥
n− dim(ker JH) = rankA.
Theorem 3.3. Let f : Kr → Kr be a (non)homogeneous polynomial map of
degree (at most) d. Then there exists an n > r and a (non)homogeneous power
linear map F of degree d such that f and F are GZ-paired through some matrices
B ∈Mr,n(K) and C ∈Mn,r(K).
Proof. The proof is similar to the homogeneous case of [dB1] (Theorem 6.2.8),
and the cubic homogeneous case of [vdE] (Theorem 6.4.2) and [GZ] (Theorem
1.3).
Theorem 3.4. Let F : Kn → Kn be a (non)homogeneous polynomial map of
degree d and let r ≥ n − dimK(kerK JH), where H = F − X. If 0 < r < n,
then there exists a (not necessarily) homogeneous polynomial map f of degree (at
most) d in dimension r, such that f and F are weakly GZ-paired through some
matrices B ∈Mr,n(K) and C ∈Mn,r(K).
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Proof. Since dim(kerK JH) ≥ n−r, kerK JH has a linear subspace S of dimension
n−r. Take B inMr,n(K) such that kerKB = S. Then rankB = r. From kerKB ⊆
kerK JH and the fact that kerB is generated by vectors overK, we obtain kerB ⊆
ker JH . Since rankB = r, there exists a C in Mr,n(K) such that BC = Ir. Now
f := BF (Cx) has the desired properties.
Corollary 3.5. Let F : Kn → Kn be a (non)homogeneous power linear map of
degree d and let r = rankA, where A is defined by Fi − Xi = (AiX)
di. If F is
of Keller type and di ≥ 2 for all i, then r < n. If r < n, then there exists a
(not necessarily) homogeneous polynomial map f : Kr → Kr of degree (at most)
d such that f and F are GZ-paired through some matrices B ∈ Mr,n(K) and
C ∈Mn,r(K).
Proof. The claim that r < n under the given conditions follows by looking at the
leading homogeneous part of det JF ∈ K. So assume that the condition r < n of
the second claim is fulfilled.
By Lemma 3.2, r = n − dimK(kerK JH). Hence by the preceding theorem,
there exists a (not necessarily) homogeneous polynomial map f of degree (at
most) d in dimension r, such that f and F are weakly GZ-paired through some
matrices B ∈ Mr,n(K) and C ∈ Mn,r(K). Since kerB ⊆ kerA and rankB = r =
rankA, we have kerB = kerA. Thus f and F are GZ-paired.
Lemma 3.6. Suppose that f and F = X + H are weakly GZ-paired through
matrices B ∈Mr,n(K) and C ∈Mn,r(K). Then we have the following.
i) If y ∈ Kn and y0 ∈ kerK JH, then F (y + y0) = F (y) + y0.
ii) If y ∈ Kn, then CBy − y ∈ kerKB ⊆ kerK JH.
Proof. ii) follows from B(CBy − y) = BCBy − By = IrBy − By = 0. To prove
i), notice first that F (y + y0) = F (y) + y0 is equivalent to H(y + y0) = H(y).
Next we have
Hi(y + y0)−Hi(y) =
∫ 1
0
( d
dt
Hi(y + ty0)
)
dt
and
d
dt
Hi(y + ty0) = JHi(y + ty0) · y0 = 0
because y0 ∈ kerK JH . So Hi(y + y0) = Hi(y) for all i, which gives i).
Corollary 3.7. Suppose that f and F = X + H are weakly GZ-paired through
matrices B ∈Mr,n(K) and C ∈Mn,r(K). Then
i) BF (CBX) = BF (X), and
ii) H(CBX) = H(X).
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Proof. Using Lemma 3.6, we obtain that for all y ∈ Kn,
F (CBy) = F (y + (CBy − y)) = F (y) + (CBy − y)
so BF (CBX) = BF (X)+B(CBX−X) = BF (X) and H(CBX) = F (CBX)−
CBX = F (X) + (CBX −X)− CBX = H(X).
Proposition 3.8. Suppose that f and F = X+H are (weakly) GZ-paired through
matrices B ∈Mr,n(K) and C ∈Mn,r(K). If either f or F is invertible, then they
are both invertible. Furthermore, f−1 and F−1 are (weakly) GZ-paired through B
and C as well, and F−1 = X −H(Cf−1(BX)).
Proof. We first show that F is invertible if f is invertible. Hence suppose that f
is invertible. We show that F ∗ := X −H(Cf−1(BX)) is the inverse of F .
By using BC = Ir, Corollary 3.7, and f = BF (Cx), we can deduce that
F ∗(F ) = F −H
(
Cf−1(BF (X))
)
= F −H
(
Cf−1(BF (CBX))
)
= F −H
(
Cf−1(f(BX))
)
= F −H(CBX) = F −H = X
So F ∗ is a left inverse of F . Furthermore, it follows from BC = Ir that
BF ∗(Cx) = BCx− BH(Cf−1(BCx)) = x− B
(
F (Cf−1(x))− Cf−1(x)
)
= x− BF (Cf−1(x)) +BCf−1(x) = x− f(f−1(x)) + f−1(x) = f−1(x)
Since additionally B is a right factor of J(−H(Cf−1(BX))) = J(F ∗ − X), it
follows that f−1 and F ∗ are weakly GZ-paired through B and C as well. So F ∗
has a left inverse F ∗∗, and F ∗∗(X) = F ∗∗(F ∗(F (X))) = F by associativity of
composition, i.e. F−1 exists and is equal to F ∗.
We next show that f is invertible if F is invertible. Hence suppose that F is
invertible. We show that f ∗ := BF−1(Cx) is the inverse of f .
By using f = BF (Cx), i) of Corollary 3.7, and BC = Ir, we can deduce that
f(f ∗(x)) = BF (CBF−1(Cx)) = BF (F−1(Cx)) = BCx = x
So f has a right inverse f ∗. Since
kerB = ker(B|F−1) ⊆ ker
(
(JH)|F−1
)
= ker
(
(JF )|F−1 − In
)
= ker
(
In − (JF )|
−1
F−1
)
= ker J(X − F−1)
(3.1)
it follows that f ∗ and F−1 are weakly GZ-paired through B and C as well. So
f ∗ has a right inverse f ∗∗, and f ∗∗(x) = f(f ∗(f ∗∗(x))) = f(x) by associativity of
composition, i.e. f−1 exists and is equal to f ∗.
Finally, it remains to show that f−1 and F−1 are (weakly) GZ-paired through
B and C as well. We have already deduced above that f−1 and F−1 are weakly
GZ-paired through B and C. If f and F are GZ-paired through B and C, then
the inclusion in (3.1) is an equality. So f−1 and F−1 are GZ-paired as well in this
case, which completes the proof.
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Remark 3.9. Lemma 3.6 is somewhat similar to [vdE] (Lemma 6.4.4), which is
valid with weakly GZ-pairing as well. The purpose of Lemma 3.6 and Corollary
3.7 is to replace [vdE] (Lemma 6.4.4) if not all components of H are powers of a
linear form. We used this replacement in the proof of Proposition 3.8, which in
turn replaces the cases where F and f are invertible, of [vdE] (Proposition 6.4.7
iii)) and [vdE] (Proposition 6.4.8 iii)) respectively.
4 The JC in dimension r
The following theorem is a special case of (2) ⇒ (3) of [dB2] (Theorem 4.2), in
which h may be any polynomial.
Theorem 4.1. Let F = X + H such that Hi ∈ K[h] for all i, for a fixed lin-
ear form h. If det JF = 1, then F is invertible. More precisely, F is linearly
triangularizable.
Proof. Since kerK JH ⊇ kerK Jh and ker Jh is generated by at least n−1 vectors
overK, we deduce that dimK(kerK JH) ≥ dimK(kerK Jh) = dim(ker Jh) ≥ n−1.
So 1 ≥ n − dimK(kerK JH), and it follows that with F , a polynomial mapping
f in dimension 1 is weakly GZ-paired (see Theorem 3.4), say through the row
matrix B and the column matrix C.
Since C /∈ kerB and kerB is generated by n− 1 vectors over K, there exists
an invertible matrix T ∈Mn(K) such that the first column of T is just C and all
subsequent columns of T are contained in kerB. Since kerB ⊆ ker JH , only the
first column of JH · T might be nonzero. Using that
J(H(TX)) = (JH)|TX · T = (JH · T )|TX
we deduce that J(T−1F (TX)) = T−1J(F (TX)) is a lower triangular matrix with
ones on the diagonal, except maybe the leading diagonal entry. But that entry
is also one because det J(T−1F (TX)) = (det JF )|TX = 1. Hence F is linearly
triangularizable. In particular, F is a composition of n−1 elementary polynomial
maps, so F is invertible.
Remark 4.2. Notice that in the above proof, the first row of T−1 is just B.
Furthermore, f and F are GZ-paired, if and only if degH ≥ 1. This is because
rank JH = 1 = rankB, if and only if degH ≥ 1.
Problem 4.3. Let F = X +H and Hi = (AiX)
di for 1 ≤ i ≤ n. If det JF = 1
and rank(A) ≤ 2, then F is invertible.
Theorem 4.4. Problem 4.3 is equivalent to the Jacobian Conjecture in dimension
2.
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Proof. We use the invertibility equivalence of GZ-pairing, which we proved in
Proposition 3.8. From Corollary 3.5, we can deduce that with F , a polynomial
map in dimension 2 is GZ-paired, if rank(A) ≤ 2. So if the Jacobian Conjecture
is true in dimension 2, then Problem 4.3 has an affirmative answer as well.
On the other hand, if f : K2 → K2 is a polynomial map, then f is GZ-paired
with a non-homogeneous power-linear map FA = X +H such that Hi = (AiX)
di
for each i, with rankA ≤ 2 (see Theorem 3.3). So if Problem 4.3 has an affirmative
answer, then the Jacobian Conjecture is true in dimension 2.
Next, we get a generalized statement of Problem 4.3.
Problem 4.5. Let F = X + H and Hi = (ai1x1 + ai2x2 + · · · + ainxn)
di for
1 ≤ i ≤ n. If det JF = 1 and rank(A) ≤ r, then F is invertible.
Remark 4.6. We can assume di ≥ 2 for all 1 ≤ i ≤ n in Problems 4.3 and
4.5. This is because we can obtain di ≥ 2 for all 1 ≤ i ≤ n if we replace F by
F (LX)− c for a suitable linear map L and a suitable c ∈ Kn.
Theorem 4.7. Problem 4.5 is equivalent to the Jacobian Conjecture in dimension
r.
Proof. Similar to the proof of Theorem 4.4
Next, we give some partial results about Problem 4.5.
Theorem 4.8. Let F = X + H, where H = (H1, H2, . . . , Hn)
t and Hi is a
homogeneous polynomial of degree di for 1 ≤ i ≤ n. If det(I + DJH|a) 6= 0 for
each λ ∈ K \ {1} and every a ∈ Kn, where
D =
1
λ− 1
diag
( 1
d1
(λd1 − 1),
1
d2
(λd2 − 1), . . . ,
1
dn
(λdn − 1)
)
then F is injective on every line that passes through the origin. More precisely,
for each λ ∈ K \ {1} and every a ∈ K, we have (I +DJH|a)a = 0, if and only
if F (a) = F (λa).
In particular, if d1 = d2 = · · · = dn = d ≥ 2, then det JF = 1 is equivalent to
det(I + DJH) = 1, so homogeneous Keller maps are injective on lines through
the origin.
Proof. Since Hi = d
−1
i
∑n
j=1 xjHxj for 1 ≤ i ≤ n, we have F = (I + D
′JH)X ,
where D′ = diag(d−11 , d
−1
2 , . . . , d
−1
n ). Take λ ∈ K \ {1}, a ∈ K
n and b = λa. Then
F (a) = F (b) is equivalent to
(I +D′JHa)a = (I +D
′JHb)b,
which in turn is equivalent to
(I +D′JHa)a = (λI +D
′ΛJHa)a,
8
where Λ = diag(λd1 , λd2 , · · · , λdn). That is,
[(λ− 1)I +D′(Λ− I)JHa]a = 0.
Since (λ− 1)−1D′(Λ− I) = D, we see that F (a) = F (b), if and only if
[I +DJH|a]a = 0,
as desired.
Remark 4.9. If d1 = d2 = · · · = dn = d ≥ 2, then Theorem 4.8 is similar to
[YdB] (Proposition 1.1).
Lemma 4.10. Suppose that f and F are weakly GZ-paired through matrices B
and C. Let a ∈ Kn and λ, µ ∈ K. If F (λ(a+b)) 6= F (µ(a+b)) for all b ∈ kerKB,
then f(λBa) 6= f(µBa).
Proof. Suppose that f(λBa) = f(µBa) and λ 6= µ. By definition 3.1, we have
BF (λCBa) = BF (µCBa). Hence F (λCBa) − F (µCBa) ∈ kerKB. From i) of
Corollary 3.7, it follows that F (λa)−F (λCBa) ∈ kerKB and F (µa)−F (µCBa) ∈
kerKB. Consequently, F (λa)− F (µa) ∈ kerKB, say that
F (λa)− F (µa) = (µ− λ)b
where b ∈ kerKB. By adding F (µa) + λb on both sides, we get F (λa) + λb =
F (µa)+µb. Hence we have F (λ(a+ b)) = F (µ(a+ b)) on account of i) of Lemma
3.6. This gives the desired result.
Theorem 4.11. Let F = X + H, where H = (H1, H2, . . . , Hn)
t and Hi is a
homogeneous polynomial of degree di for 1 ≤ i ≤ n. If kerK JH is a space of
dimension ≥ n− 2, and det(I +DJH) = 1 for every λ ∈ K \ {1}, where
D =
1
λ− 1
diag
( 1
d1
(λd1 − 1),
1
d2
(λd2 − 1), . . . ,
1
dn
(λdn − 1)
)
then F is invertible.
Proof. Assume first that K is algebraically closed. Since kerK JH is a space of
dimension ≥ n− 2, it follows that with F , a polynomial map f in dimension 2 is
weakly GZ-paired, say through matrices B and C. Suppose that f is not a Keller
map. Then we can find a, b ∈ K2, of which b is nonzero, such that bt(Jf)|aB is
the zero matrix. By BC = I2 and i) of Corollary 3.7
bt · (Jf)|a · B = b
t · (Jf)|BCa · B = b
t ·
(
J(f(BX))
)∣∣
Ca
= bt ·
(
J(BF (CBX))
)∣∣
Ca
= bt ·
(
J(BF )
)∣∣
Ca
= btB · (JF )|Ca
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so btB(JF )|Ca is the zero matrix as well. It follows that F is not a Keller map.
But det JF = det(I + IJH) = limλ→1 det(I +DJH) = 1. Hence both f and F
are Keller maps.
By Theorem 4.8, F is injective on the lines that pass through the origin.
Using rankB = 2, Lemma 4.10 subsequently gives that f is injective on the lines
that pass through the origin. Thus f is invertible, see [Gwo]. By the invertibility
equivalence of GZ-pairing, which we proved in Proposition 3.8, F is invertible.
Assume next that K is not algebraically closed, and let K¯ be the algebraic
closure of K. Since K is infinite, the identity det(I + DJH) = 1 for all λ 6= 1
remains valid if we replace λ by an indeterminate (so that D becomes a rational
function). Hence det(I + DJH) = 1 for all λ ∈ K¯. Furthermore, kerK¯ JH is a
space of dimension ≥ n− 2, because it is generated by the same vectors over K
as kerK JH . So F is invertible over K¯. On account of [vdE] (Proposition 1.1.1),
F is invertible over K as well.
Corollary 4.12. Let F = X + H, where H = (H1, H2, . . . , Hn)
t and Hi =
(ai1x1 + ai2x2 + · · ·+ ainxn)
di for 1 ≤ i ≤ n. If det(I +DJH) = 1, where
D =
1
λ− 1
diag
( 1
d1
(λd1 − 1),
1
d2
(λd2 − 1), . . . ,
1
dn
(λdn − 1)
)
for any λ 6= 1, λ ∈ K and rankA ≤ 2, then F is invertible.
Proof. Since rankA ≤ 2, the space kerK JH has dimension ≥ n − 2. Hence the
conclusion follows from Theorem 4.11.
5 A bound for the degree of the inverse of some
special polynomial maps
We start with a proposition that gives a connection between weak GZ-pairing
and the degree of the inverse.
Proposition 5.1. Suppose that f and F are weakly GZ-paired and have degree at
most d. If either f or F is invertible, then they are both invertible and deg f−1 ≤
deg(F−1) ≤ d · deg f−1.
Proof. Say that f and F are weakly GZ-paired through matrices B ∈ Mr,n(K)
and C ∈ Mn,r(K). Suppose that either f or F is invertible. Then Proposition
3.8, tells us that they are both invertible and that F−1 = X − H(Cf−1(BX)),
where H(X) = F (X)−X . Since degH(X) ≤ d, we have deg(F−1) ≤ d · deg f−1
indeed.
The following theorem is a generalization of [LDS] (Theorem 3(1)) to the case
where Hi is not a power of a linear form for some i.
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Theorem 5.2. Assume that f = x+ h and F = X +H are polynomial maps in
dimensions r < n respectively. Then we have the following.
i) If f and F are weakly GZ-paired, then Jhk = 0 implies JHk+1 = 0.
ii) If f and F are GZ-paired, then Jhk = 0, if and only if JHk+1 = 0.
Proof. Assume that f and F are weakly GZ-paired through matrices B and C.
Since x + h = B
(
Cx + H(Cx)
)
and BC = Ir, we have h = BH(Cx). Hence
Jh = BJH|CxC and JH|Cx ·CJh
kB = (JH|Cx ·CB)
k+1. If we substitute x = BX
and use iii) of Lemma 3.6, then we obtain
(JH)|CBX · C(Jh)|
k
BXB =
(
(JH)|CBX · CB
)k+1
= J(H(CBX))k+1 = JHk+1
(5.1)
So if Jhk = 0, then also (Jh)|kBX = 0 and JH
k+1 = 0, which gives i).
Suppose next that f and F are GZ-paired and JHk+1 = 0. From (5.1), we
obtain that (JH)|CBX · C(Jh)|
k
BXB = 0, i.e.
(5.2) (Jh)|kBXB ∈ ker
(
(JH)|CBX · C
)
Using BC = Ir, iii) of Lemma 3.6 and ker JH = kerB, we see that
ker
(
(JH)|CBX · C
)
= ker
(
(JH)|CBX · CBC
)
= ker
(
J(H(CBX)) · C
)
= ker(JH · C) = ker(B · C) = ker Ir
Since ker Ir is trivial, we deduce from (5.2) that Jh|
k
BXB = 0B. Hence by B ·C =
Ir, Jh
k = (Jh)|B·CxB · C = (0B)|Cx · C = 0, as desired.
Theorem 5.3. Let F = X+H be a polynomial map, such that H is homogeneous.
i) If JH2 = 0, then F is invertible and F−1 = X −H.
ii) If dim(ker JH) = dimK(kerK JH) and JH
3 = 0, then F is invertible and
F−1 = X −H(X −H).
Proof. Write d := degH .
i) Suppose that JH2 = 0. We shall show that JH · H = 0. If d = 0 then
JH = 0. If d ≥ 1, then by Euler’s homogeneous function theorem, JH ·
H = d−1JH2X = 0. So JH · H = 0 and by [dB1] (Proposition 3.1.2),
2X − F = X −H is the inverse polynomial map of F .
ii) Suppose that JH3 = 0. Then we have r := n − dimK(kerK JH) = n −
dim(ker JH) = rank JH < n. Hence by Theorem 3.4, there exists a poly-
nomial map f such that f and F are weakly GZ-paired through some
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matrices B ∈ Mr,n(K) and C ∈ Mn,r(K). Since rankB ≤ r ≤ rank JH
and kerB ⊆ ker JH , we have kerB = ker JH . So f and F are GZ-paired
through B and C.
Write h = BH(CX). Then h is homogeneous of the same degree d as H
is. From Theorem 5.2, Jh2 = 0 follows. Hence by i), 2x− f = x− h is the
inverse polynomial map of f , where x = (x1, x2, . . . , xr)
t. Using Proposition
3.8, f−1 = 2x − f , i) of definition 3.1 and F = X + H , in that order, we
obtain
F−1 = X −H
(
Cf−1(BX)
)
= X −H
(
C(2BX − f(BX))
)
= X −H
(
C(2BX −BF (CBX))
)
= X −H
(
CBX − CBH(CBX)
)
Now F−1 = X − H(X − H) follows by applying ii) of Corollary 3.7 twice
on the right hand side.
Corollary 5.4. Let F = X+H be a homogeneous power linear map. If JHk = 0
for some k ≤ 3, then F is invertible and F−1 = X − H(X − H). Furthermore,
deg(F−1) ≤ (degF )k.
Proof. By power linearity, ker JH = kerA for some A ∈ Mn(K). Hence the
previous theorem gives the desired result.
Question 5.5. Let F = X + H be a homogeneous power linear map. If F is
invertible and JHk+1 = 0, then deg(F−1) ≤ (deg F )k.
We see from Corollary 5.4 that Question 5.5 has an affirmative answer for
k ≤ 2. However, it is not true for k ≥ 3. We will give a counterexample below.
Theorem 5.6. Suppose that f and F are (weakly) GZ-paired through matrices
B and C. Then f and F˜ := (F, xn+1 + (BiX)
d) are (weakly) GZ-paired as well.
Furthermore, if f is invertible, then F˜ is also invertible, and the degree of the last
component of F˜−1 is d times the degree of the i-th component of f−1.
Proof. One can easily see that f and F˜ are (weakly) GZ-paired through matrices
B˜ and C˜, where B˜ is obtained from B by adding a zero column on the right, and
C˜ is obtained from C by adding an arbitrary row on the bottom. By Proposition
3.8 and by definition of B˜ and C˜, the last component of F˜−1(X) equals xn+1 −(
BiCf
−1(BX)
)d
, which by BC = Ir simplifies to xn+1− (f
−1(BX))di . The degree
of (f−1(BX))i is equal to that (f
−1(x))i, because
deg
(
f−1(x)
)
i
= deg
(
f−1(BCx)
)
i
≤ deg
(
f−1(BX)
)
i
≤ deg
(
f−1(x)
)
i
which completes the proof.
Next we give a counterexample of Question 5.5.
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Example 5.7 (Furter). Let x and h be given by x = (x1, x2, . . . , x6)
t and h =
(2x2x6 − 2x
2
3 − x4x5, 2x3x5 − x4x6, x5x6, x
2
5, x
2
6, 0)
t, and f = x+ h.
Following Theorem 3.3, we get a homogeneous power linear F , say in di-
mension n, with which f is GZ-paired. Suppose f and F are weakly GZ-paired
through matrices B and C. By Theorem 5.6, we get F˜ = (F, xn+1 + (B1X)
2)
and deg(F˜ )−1 ≥ 2 deg(f−1)1. Write F˜ = X˜ + H˜ . Since Jh
3 = 0, we have
JH˜4 = 0 by Theorem 5.2. It is easy to compute that deg(f−1)1 = 6. Thus
deg(F˜−1) ≥ 12 > 8 = 24−1.
Remark 5.8. Example 5.7 also shows that the assumption that dim(ker JH) =
dim(kerK JH) in Theorem 5.3 is necessary.
Notice that rank JH ≤ k implies JHk+1 = 0 when JH is nilpotent. We get
the following question if we replace JHk+1 = 0 by rank JH ≤ k in Question 5.5.
Question 5.9. Let F = X +H be a polynomial map over K[x1, x2, . . . , xn]. If F
is invertible and rank JH ≤ k, then deg(F−1) ≤ (degF )k.
In [YdB] (Theorem 3.4), we showed that Question 5.9 has an affirmative
answer if ker JH = kerK JH , because dim(ker JH) = n− rank JH ≥ n− k. This
is in particular the case when F is (non-homogeneous) power linear, see [YdB]
(Theorem 3.5).
Theorem 5.10. If rank JH ≤ 1 or rank JH ≥ n− 1, then Question 5.9 has an
affirmative answer.
Proof. In [BCW], it has been proved that the degree of the inverse of any invert-
ible polynomial map F is at most (degF )n−1. This gives the case rank JH ≥ n−1.
So assume that rank JH ≤ 1. Reading the proof of [dB2] (Theorem 4.2), we
see that there exists a T ∈ GLn(K) such that T
−1H(TX) is of the form
[
c1, c2, . . . , cs, λxs+1 + g, hs+2(λxs+1 + g), hs+3(λxs+1 + g), . . . , hn(λxs+1 + g)
]t
,
where 0 ≤ s ≤ n − 1, ci ∈ K for all i, λ ∈ K \ {−1} and g ∈ K[x1, x2, . . . , xs].
One can verify that
( 1
λ+ 1
(λxs+1 + g˜)
)∣∣∣
F
= λxs+1 + g
where g˜ = g(x1 − c1, x2 − c2, . . . , xs − cs), and that the inverse of T
−1F (TX) is
[
x1 − c1, x2 − c2, . . . , xs − cs, xs+1 −
( 1
λ+ 1
(λxs+1 + g˜)
)
,
xs+2 − hs+2
( 1
λ+ 1
(λxs+1 + g˜)
)
, . . . , xn − hn
( 1
λ + 1
(λxs+1 + g˜)
)]t
.
Hence F−1 has the same degree as F itself.
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