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The instrumental variable (IV) approach to causal inference has the potential to control for unmeasured confounding and reverse causation, which can bias results from standard epidemiologic analyses (1) . As is the case for all approaches to causal inference, IV methods depend on assumptions, some of which are untestable, that vary between the different estimators. Randomization of individuals' genotypes at conception, under Mendel's first and second laws of genetics (''Mendelian randomization''), motivates the use of genotypes as IVs (2) (3) (4) (5) . Such analyses permit testing for a causal effect of a phenotype (modifiable risk factor or exposure) on the outcome and, under additional modeling assumptions, estimation of causal effects.
A number of IV estimators are available for situations where the outcome variable is continuous (6) . These have well-documented statistical properties and are available in statistical software. However, IV estimation poses particular statistical challenges when the outcome variable is binary and the phenotype continuous and investigators wish to estimate either a causal risk ratio (CRR) or a causal odds ratio (COR) (7) . Various approaches have been proposed (8) (9) (10) (11) and compared (12, 13) in the statistical, econometric, and epidemiologic literature, but these often consider only a binary phenotype. Given the increasing use of Mendelian randomization (14) , epidemiologists need to be aware of the assumptions required for IV estimation of these causal parameters.
In this paper, we describe and compare IV estimators of the CRR and COR. We compare resulting estimates in the context of an example investigating the effect of body mass index (BMI; weight (kg)/height (m)
2 ) on the risk of asthma in children using fat mass and obesity-associated (FTO) genotypes as an instrument. We investigate reasons for differences between estimates using a simulation study based on the example.
THE IV ASSUMPTIONS
In this section, we describe aspects of causal inference relevant to IV analysis. We use the following notation: Y denotes the outcome variable, X the phenotype, Z the IV (genotype), U a set of unmeasured confounding variables, and p the probability of the outcome; we also define logit (p) ¼ log(p/(1 À p)) and its inverse expit(x) ¼ exp(x)/(1 þ exp(x)). The subscript i denotes an individual.
In the context of Mendelian randomization, the IV assumptions (7), which are common to all IV estimators, state that genotype should be 1) associated with the phenotype, 2) independent of the unmeasured confounding factors, and 3) independent of the outcome given the phenotype and unmeasured confounding factors.
The conditional independencies implied by these assumptions can be encoded in a directed acyclic graph (15) as shown on the left-hand side of Figure 1 (7) . Assumption 1 is represented by the arrow between Z and X, while assumptions 2 and 3 are encoded by the absence of arrows. The dotted lines in the directed acyclic graph on the right-hand side of Figure 1 indicate associations (in either direction) or associations due to common causes that are excluded. If measured covariates are controlled for in the analysis, the IV assumptions are conditional on these.
To draw causal inferences, it is additionally necessary to make a ''structural'' assumption, which specifies how intervention on the phenotype operates on the system of variables (7, 16) . In our context, this says that intervention does not affect genotype or the confounders and only affects the outcome through the changed value of the phenotype (7, 17) . Using Pearl's do() operator to express the fact that X is set to a particular value as a result of intervention (18) and the symbol ? to denote conditional independence, the IV and structural assumptions imply ( Figure 2 ) that
The property in equation 1 is analogous to the ''exclusion restriction'' (17) , which has also been described by Hernán and Robins (9) in terms of potential outcomes. The exclusion restriction implies the ''conditional mean independence'' assumption, that under intervention in X the mean of Y is independent of Z, which is a weaker form of the exclusion restriction and is sufficient for some estimation approaches. For a continuous outcome, it is common to target an ''average causal effect'' (ACE)-the difference in the expected value of the outcome for a 1-unit difference in the phenotype:
ACEs can also be estimated for binary outcomes, in which case they represent causal risk differences (1) . For a binary outcome, the CRR for a 1-unit change in the phenotype is defined as the ratio of the probabilities of disease when X is set to x 0 and x 0 þ 1:
Similarly, for a 1-unit change in the phenotype, the COR is defined as the ratio of the odds of disease when X is set to x 0 and x 0 þ 1: The causal models discussed in this paper assume that their respective causal parameters are constant across values of x 0 .
''Population causal effects'' are comparisons of the effect of setting X at different values for the whole population of interest (13) . They are averaged over unobserved variables, particularly the confounders. For example, comparisons of the effect of treating all subjects compared with treating no subjects, obtained from a randomized trial with perfect compliance, are population causal effects. IV estimation of population effects typically relies on stronger assumptions than estimation of ''local causal effects,'' which are effects in specified population subgroups-for example, the effect of exposure on the exposed or treatment on the treated (9) . The most common use of the term ''local'' is to refer to the ''complier causal effect,'' which compares treatment with control among persons who would always comply with assignment to treatment or control regardless of the actual assignment (17) .
BINARY OUTCOME IV ESTIMATORS
We now describe IV estimators of the CRR and COR for a 3-level categorical instrument Z coded 0, 1, 2, denoting common homozygote, heterozygote, and rare homozygote genotypes, respectively; continuous phenotype X; and binary outcome Y. We denote log population CRR by h and log population COR by w. We will make clear when methods estimate a corresponding local causal parameter. Estimates based on associations in the data will be described as ''associational,'' to distinguish them from estimates of causal parameters.
The Wald/ratio estimator
The ''Wald'' (19) or ''ratio'' estimator of the ACE for a 1-unit difference in X is defined asb YZ =b XZ , whereb YZ and b XZ are the coefficients from linear regressions of Y on Z and X on Z, respectively. The estimator is consistent for the population ACE (that is, informally, the estimate will be close to the true value of its target parameter if the sample size is large) if the structural model for Y is linear in X and U and if U is not an effect modifier for the effect of X on Y. Under weaker assumptions (the additive structural mean model), this is consistent for a local ACE (9) .
Several authors have suggested following the same principle to estimate the CRR (8) and the COR (20) . Denoting the associational risk ratio (RR) and odds ratio (OR) between Y and Z by RR YZ and OR YZ , respectively, the estimators arê
Equation 5 is consistent for the population CRR if the structural model for Y is log-linear in X and U and if, additionally, X follows a linear model in Z and U and if U is not an effect modifier in any of these models (8, 13) . Equation 6 is not consistent for the COR under any reasonable model, but it will approximate the CRR when the outcome is rare (13) . The standard error of these estimators can be derived using Fieller's Theorem (20, 21) or a Taylor series expansion (22) .
The 2-stage estimator
The first stage of the ''2-stage least squares'' estimator (23, 24) is a linear regression of X on Z, which generates predicted values X . The second stage is a linear regression of Y on X . This allows consistent estimation of the population ACE, assuming that, as with the ratio estimator, the structural model for Y is linear in X with no effect modification by U (13). For a single IV, the 2-stage least squares and ratio estimators are equivalent (17, 25) .
For a binary outcome and a continuous phenotype, a 2-stage estimator of the population COR can be defined as
The estimatorŵ is the same as the ratio estimator from equation 6 and hence is also not generally consistent for the COR, but the bias may be reasonably small when the outcome is rare or when X is normally distributed and w is close to the null (13, (26) (27) (28) . The 2-stage estimatorĥ of the CRR is defined using a log-linear model at stage 2 and is the same as the ratio estimator of the population CRR from equation 5. Standard errors from the second-stage regression should be corrected to account for uncertainty in X (29)-for example, using the sandwich estimator available in standard statistical software (30) .
The control function estimator
The ''control function'' estimator follows the same principle as the 2-stage estimator but additionally includes the estimated residuals from the first-stage regression in the second-stage regression (31) (32) (33) (34) (35) . The rationale is that the first-stage residuals may be correlated with U, in which case they will help to control for the effect of U on Y. Therefore, the control function estimator targets a local causal effect conditional on U (the causal effect of X on Y within levels of U). The control function estimator of this local COR is defined as
An equivalent estimate is obtained with
For a linear model at stage 2, the control function estimator is equivalent to the 2-stage least squares estimator (25, 36, 37) . The control function estimator of the CRR is obtained using a log-linear model in stage 2, which given a linear model at stage 1 is also the same as the ratio and 2-stage estimators of the population CRR. Because of the noncollapsibility of the odds ratio, this is not the case when a logistic regression is used at the second stage. In this latter case, when U is normally distributed and is not an effect modifier for the relation between X and Y, the control function estimator of the local COR is attenuated by the variance in U that is not explained by the first-stage residuals (28) . The same holds on the probit scale if probit regression is used at the second stage (25, (38) (39) (40) . As for the 2-stage estimator, standard errors from the second stage should be corrected to account for uncertainty inX (41) .
Structural mean models
Structural mean models (SMMs) exploit IVs via Gestimation (42, 43) . This involves finding the value of the causal parameter that fulfills the conditional mean independence assumption (9) . In contrast to the estimators already described, G-estimation does not require specific distributional assumptions for the phenotype given Z and U. Under the conditional mean independence assumption, SMMs target a local causal effect of exposure on the exposed. In our case, this corresponds to the effect of setting X to a reference value, x 0 , in all individuals. Under the stronger assumptions of no effect modification by U, which justifies the consistency of the ratio and 2-stage estimators, SMMs are also consistent for population causal effects.
Using an SMM with an identity link (sometimes referred to as the additive SMM) gives us the same estimator as the ratio and 2-stage estimators (9, 17, 44) . We discuss the multiplicative structural mean model (MSMM) (9) and the logistic structural mean model (LSMM) (10, 11) below.
Multiplicative SMM. The MSMM assumes a log-linear structural model for the effect of X on Y with no effect modification by Z (9). The MSMM allows estimation of the local or population CRR by solving the estimating equation with respect to h,
Details of the relation between the MSMM and the multiplicative generalized method of moments estimator (discussed below) are provided in Appendix 1. Logistic SMM. Estimation of the COR using SMMs is more complex than estimation of the CRR (7), because G-estimation cannot be done within a single estimating equation (10, 45, 46) . To overcome this problem, Vansteelandt and Goetghebeur (11) proposed an algorithm that fits an association model for the outcome, followed by the causal model.
The association model generates predicted probabilitieŝ p from a logistic regression of Y on X and Z, which are then used in an estimating equation for the target causal parameter. For the LSMM estimator to be consistent for the local COR, minimum requirements are that the association model contains an intercept, the unrestricted main effect of Z, and is estimated via maximum likelihood (11) . As an example of such an algorithm, fit an association model to obtain estimated probabilitiesp i :
where, because of the second requirement, we replaced Z by 2 indicator variables Z 1i and Z 2i for the heterozygote and rare homozygote genotypes. The estimate of the COR is then obtained by solving the following estimating equation:
The LSMM has been discussed in further detail by other authors (47) (48) (49) .
In equations 12 and 14 and with SMMs in general, it is possible to use any function of the instrument to improve efficiency (11) .
Generalized method of moments
The estimating equations for the MSMM and LSMM are ''moment conditions,'' since they set the sample version of an expectation to zero. Solution of these equations is feasible when the number of equations is equal to the number of parameters. Generalized method of moments (GMM) estimation allows for a greater number of equations (moment conditions) than parameters, known as overidentification (50) . This occurs when multiple instruments are included in an analysis with a single phenotype. Here, we focus on the GMM estimator of the population CRR, using a multiplicative model (8) .
The multiplicative GMM (MGMM) estimator assumes that the structural model for Y is log-linear in X and U (where U is not an effect modifier), which leads to the following estimating equations for the intercept a and the log CRR h (8):
There are 2 equations because Z is accompanied by a vector of 1's to allow estimation of the intercept a. MGMM assumes that for any individual, a 1-unit change in X will have the same effect on the log risk of Y. MGMM is discussed in more detail elsewhere (26, 48, (51) (52) (53) (54) . Despite the different assumptions and target parameters of the MSMM and MGMM, the estimators are equal for a binary outcome (see Appendix 1 and Clarke and Windmeijer (49)). The MGMM estimator is implemented in Stata (Stata Corporation, College Station, Texas) with the command ivpois (55) . We summarize the different IV estimators and the assumptions required for their consistency in Table 1 .
EXAMPLE: MENDELIAN RANDOMIZATION ANALYSIS OF THE CAUSAL EFFECT OF BMI ON ASTHMA RISK IN CHILDREN
We applied the estimators described above to a Mendelian randomization analysis using data from the Avon Longitudinal Study of Parents and Children (56) (www.bristol.ac.uk/ alspac). In this population-based birth cohort study, investigators recruited 14,541 pregnant women with expected delivery dates between April 1991 and December 1992. A total of 13,988 infants survived to at least 1 year of age.
We targeted the causal effect of BMI, assessed at age 7 years, on the risk of physician diagnosis of asthma. A population effect considers the effect on asthma of setting BMI to x, compared with x þ 1, for all children in the population. A local effect considers the effect, for a given child, of changing BMI from its observed level to the reference level (here we use the sample mean BMI of 16.1). Genotypes of the rs9939609 polymorphism in the FTO gene were used as an IV; this polymorphism is robustly associated with childhood and adult BMI and obesity (57) . The 2 alleles of this FTO polymorphism are denoted A and T, where A is the risk allele associated with greater BMI, fat mass, and increased obesity. We assumed an additive genetic model for FTO genotypes. All analyses were carried out in 4,647 children with complete data on asthma, BMI, and FTO, of whom 649 (14%) had asthma. Analyses were performed using Stata, version 11.0 (58). The IV model is shown in the directed acyclic graph in Figure 3 .
Assessment of IV assumptions
We investigated the extent to which FTO genotype was associated with BMI (IV assumption 1) using the first stage of the 2-stage estimator (equation 7). The mean increase in BMI per risk allele was 0.15 (95% confidence interval: 0.07, 0.23); this effect was small in relation to the standard deviation of BMI of 1.95. The R 2 and F statistics from this regression were 0.003 and 12.7, respectively. Although the F statistic was greater than the commonly used weak instrument threshold of 10 (59), the R 2 showed that FTO explained only 0.3% of the variation in BMI.
It is not strictly possible to test assumptions 2 and 3, as they involve unobservable variables (7, 9) . We can find 
MSMM (12)
CRR effect on exposed Log-linear model for Y given do(X), X and Z, no effect modification by Z.
Population CRR Log-linear model for Y given do(X) and U, no effect modification by U.
LSMM (13, 14) COR effect on exposed
Logistic model for Y given do(X), X and Z, no effect modification by Z; association model for Y given X and Z has intercept, unrestricted main effect of Z and fitted by maximum likelihood.
MGMM (15, 16) Population CRR
Same as MSMM estimator of the population CRR.
Abbreviations: COR, causal odds ratio; CRR, causal risk ratio; LSMM, logistic structural mean model; MGMM, multiplicative generalized method of moments; MSMM, multiplicative structural mean model. support for assumption 2 by investigating whether FTO genotype is independent of measured covariates that might confound the association between BMI and asthma. Results from these analyses provided little evidence for such associations ( Table 2 ). The plausibility of assumption 3 would ideally be justified by biologic knowledge of the functionality of the FTO gene, but research on this topic is not yet completed (60) . Finally, there was some evidence that the association of BMI with asthma was stronger in girls than in boys (P ¼ 0.044 for interaction in a logistic regression), which would violate the assumption of no effect modification underlying all estimators; from similar checks, we found little evidence of effect modification by other measured covariates.
IV estimates of the causal effect of BMI on asthma risk
The associational estimates of the COR obtained from standard logistic regression models corresponded to 6% and 8% increases in the odds of asthma per 1-unit increase in BMI in analyses unadjusted and adjusted for possible confounders, respectively (Table 3) . These estimates had narrow confidence intervals in comparison with the wide confidence intervals about all IV estimates, the latter being due to the small proportion of the variation in BMI explained by FTO.
Under IV assumptions, a test of the instrument-outcome association is a test for the presence of a causal effect of the phenotype on the outcome. The FTO-asthma odds ratio was 1.06 (P ¼ 0.372), so there was no strong evidence against the null hypothesis of no causal effect of BMI on asthma. The ratio estimate of the COR was 1.45, identical to the 2-stage estimate as expected. The control function estimate of the COR was 1.44. These estimates had comparably wide confidence intervals. The ratio estimate of the CRR was 1.37, identical to the 2-stage and control function estimates and also with wide confidence intervals. The LSMM estimate of the COR was 1.64 with a very wide confidence interval.
The MSMM and MGMM estimates of the CRR were equal, as we expected and as we show in Appendix 1, but were in the opposite direction (CRR ¼ 0.81) to the other IV estimates. The bootstrapped confidence intervals of these estimates spanned the null and overlapped considerably with those of the other estimates. We also estimated the MGMM confidence interval using a robust asymptotic standard error, which was slightly narrower (95% confidence interval: 0.63, 1.05). Abbreviations: CI, confidence interval; COR, causal odds ratio; CRR, causal risk ratio.
a Adjusted for sex, birth weight, prenatal maternal smoking, postnatal maternal smoking, maternal education, and head-of-household social class.
b The 95% CI was based on the delta method standard error of the ratio of 2 means.
c The 95% CIs were based on robust standard errors. d The 95% CIs were based on bootstrapped standard errors.
The different direction of effect of the MSMM/MGMM estimates
For the ratio estimator, the FTO-BMI association (the denominator in equations 5 and 6) is estimated in the whole sample and is positive. Similarly, the 2-stage and control function estimators base the predictions of BMI from genotype on the whole sample (equation 7). In contrast, the MSMM/MGMM estimator is based on a single model for the joint relation between genotype, BMI, and asthma. Nonasthmatics (those for whom y ¼ 0) only contribute to the mean genotype Z in the MGMM/MSMM estimating equations (equations 12, 15, and 16).
Therefore, we examined the associational relation between BMI, FTO genotype, and asthma status (Figure 4) . Mean BMI increased from the TT genotype to the AA genotype in nonasthmatics but decreased in asthmatics, indicating an interaction between the associations of FTO and BMI with asthma status. We also fitted the logistic regression of asthma status on BMI, FTO, and their interaction, which gave some evidence of an associational interaction (P ¼ 0.038). None of the structural assumptions of any IV estimators considered here imply the absence of such an associational interaction, which therefore does not imply that any of the IV assumptions is violated. This associational interaction could result from an interaction between FTO and unobserved confounders (as modeled in our simulation study described below) or could be a chance finding in this particular data set.
To investigate this issue further, we performed simulations in which we compared the MGMM and 2-stage estimators of the CRR, in data that were generated with and without an interaction between the causal effects of FTO and an unmeasured confounder U on BMI. This induces an associational interaction between FTO and BMI with asthma. Simulations were performed both under the null and with a small positive causal effect of BMI on asthma. Full details are given in Appendix 2. In scenarios 1 and 2, with the interaction, we found a negative correlation between the MGMM and 2-stage estimates (Table 4) . In scenarios 3 and 4, without the interaction, there was a positive correlation between the estimates. In the scenarios with the interaction, a greater proportion of the MGMM and 2-stage estimates were on opposite sides of the true causal effect than in scenarios without the interaction. In scenario 2, with the causal effect and interaction, the 2-stage estimator is not consistent because the assumption of no interaction between the effects of the instrument and unmeasured confounders is violated. Corresponding confidence intervals from the 2-stage estimator had low coverage (67%), whereas the MGMM-based confidence interval had approximately correct coverage (92%). Both approaches had approximately correct coverage in the other scenarios.
DISCUSSION
IV methods applied in the context of Mendelian randomization can be used to estimate CRRs or CORs while avoiding bias due to uncontrolled confounding and/or reverse causality. We have described theoretical properties and assumptions of various such estimators. We found that there are essentially 2 classes of estimators: those that make distributional assumptions about the exposure/phenotype (ratio, 2-stage, control function) and those that avoid such assumptions (SMMs).
We demonstrated the equivalence of the MSMM and MGMM estimators of the CRR, which has been noted previously (48, 49) . Additional IVestimators exist: for example, Robins and Rotnitzky (46) proposed an alternative estimator of the COR based on an SMM. Estimators using a probit link have convenient mathematical properties but do not easily lead to an estimate of the CRR or COR (39) . GMM estimators of the CRR and COR using an additive moment condition exist, but the underlying models seem less plausible than those of the MGMM estimator (12, 48, 51, 61, 62) .
We compared the IV estimators in an example data set and found that the MSMM and MGMM estimates of the CRR were below 1, whereas the other estimates of the CRR and COR were above 1. We explained this through an associational interaction between FTO and BMI with asthma in our data. This interaction may have arisen by chance, or it could have been induced by an interaction between the effects of FTO genotype and an unmeasured confounding variable on BMI. In simulations including such an interaction, we found a negative correlation between the MGMM and 2-stage estimates. Since an associational interaction is not excluded by the IV assumptions, it is not the case, as some authors have suggested (12) , that different IV estimators will always estimate the same direction of effect. Despite the striking differences in both the magnitude and direction of the different IV estimates, their confidence intervals overlapped considerably.
Although we focused on methods that can handle continuous exposures/phenotypes, epidemiologists are often interested in using IV methods for binary exposure variables. A particular example is when the instrument is randomization to one of 2 treatments, and a binary X represents the treatment that is actually received (17) . In this situation, the ratio, 2-stage, and control function estimators are not consistent for any causal risk ratio or odds ratio and thus should not be used (13) . The MSMM/MGMM estimators do not make distributional assumptions about X and can be used to estimate causal effects such as the effect of treatment on the treated or exposure on the exposed. An alternative approach targets causal effects of X on Y within the latent (unobservable) class of compliers. Consistent estimation of complier causal effects on the risk difference or risk ratio scale is straightforward under the ''monotonicity'' assumption that there are no defiers (persons who only take treatment when randomized to the control group) (9, 26, 27) ; estimation of complier causal effects on the odds ratio scale is more problematic (49) . The standard intention-to-treat estimate of the risk difference or risk ratio will point in the same direction as the effect of treatment on the compliers, providing that there are no defiers.
All IV estimators presented here rely on a version of a structural ''no effect modification'' assumption involving the unobserved confounders, rather than the ''no defiers'' assumption used to justify estimation of complier causal effects. Both sets of assumptions are impossible to test from A limitation of our analysis is that we focused on the consistency of the various IV estimators. In practice, efficiency and finite sample-size coverage probabilities of confidence intervals are of major importance and deserve further investigation. In this context, it seems promising to consider the use of covariates to increase the efficiency of IV estimators (11) . When covariates are included in IV analyses, the IV assumptions must hold, conditional on the covariates. Adjustment for covariates in IVanalyses is common in econometrics (41) and might be relevant to Mendelian randomization analyses when a covariate is both a confounder and suspected of modifying the effect of phenotype on outcome.
In summary, investigators using IV methods to estimate causal risk ratios or odds ratios should be clear about the assumptions they are prepared to make. We identified situations in which different IV estimators are negatively correlated despite the validity of the IV assumptions; it follows that point estimates from different IVestimators can differ in practical applications. Based on the theoretical properties of the estimators, SMMs make weaker assumptions than ratio, 2-stage, and control function estimators and can therefore be expected to be consistent in a wider range of situations. generated with no causal effect, and scenarios 2 and 4 were simulated with a causal risk ratio of 1.2.
Following the frequencies in the data, Z was simulated with 3 categories, 0, 1, and 2, with frequencies 37%, 47%, and 16%, respectively. Where the subscript i denotes an observation, the other variables were simulated as follows: u i~U niform(À1,1). Scenarios 1 and 2: x i~N ormal(15.5 þ 0.4u i þ 0.25z 1i þ 0.4z 2i À 0.9u i .z 1 À 1.5u i .z 2 , 1.9 2 ).
Scenarios 3 and 4: x i~N ormal(15.5 þ 0.4u i þ 0.25z 1i þ 0.4z 2i , 1.9 2 ).
X was then standardized using s i ¼ (x i -15.5)/1.9.
Scenarios 1 and 3: p i ¼ exp(À2.5 þ u i ). Scenarios 2 and 4: p i ¼ exp(À2.5 þ u i þ 0.35s i ). y i~B ernoulli(p i ).
For each scenario, we simulated data sets with 20,000 observations and fitted the 2-stage and MGMM estimators of the causal risk ratio to each data set. The simulations were repeated for 1,000 replications. In scenarios 1 and 2, the ratio of odds ratios for the interaction between the associations of X and Z with Y was 0.93, as compared with 1.00 (no interaction) in scenarios 3 and 4.
