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Abstract
Iterative thresholding algorithms are well-suited for high-dimensional problems in
sparse recovery and compressive sensing. The performance of this class of algorithms
depends heavily on the tuning of certain threshold parameters. In particular, both the
final reconstruction error and the convergence rate of the algorithm crucially rely on
how the threshold parameter is set at each step of the algorithm. In this paper, we
propose a parameter-free approximate message passing (AMP) algorithm that sets the
threshold parameter at each iteration in a fully automatic way without either having
an information about the signal to be reconstructed or needing any tuning from the
user. We show that the proposed method attains both the minimum reconstruction
error and the highest convergence rate. Our method is based on applying the Stein un-
biased risk estimate (SURE) along with a modified gradient descent to find the optimal
threshold in each iteration. Motivated by the connections between AMP and LASSO,
it could be employed to find the solution of the LASSO for the optimal regularization
parameter. To the best of our knowledge, this is the first work concerning parameter
tuning that obtains the fastest convergence rate with theoretical guarantees.
1 Introduction
1.1 Motivation
Compressed sensing (CS) is concerned with the problem of recovering a sparse
vector xo ∈ R
N from a noisy undersampled set of linear observations acquired
via y = Axo + w, where w ∈ R
n and A ∈ Rn×N denote the noise and mea-
surement matrix, respectively. The success of CS in many applications has en-
couraged researchers to apply it to ambitious high-dimensional problems such
as seismic signal acquisition and MRI. In such applications, the acquisition step
requires simple modifications in the current technology. However, the recov-
ery phase is challenging as the recovery algorithms are usually computationally
demanding. Iterative thresholding algorithms have been proposed as a simple
remedy for this problem. Among these iterative thresholding algorithms, ap-
proximate message passing (AMP) has recently attracted attention for both its
simplicity and its appealing asymptotic properties. Starting with the initial
1
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estimate x0 = 0, AMP employs the following iteration:
xt+1 = η(xt +A∗zt; τ t−1),
zt = y −Axt + 〈η′(xt−1 +A∗zt−1; τ t−1)〉. (1)
Here η is the soft-thresholding function that is applied component-wise to the
elements of a vector, and τ t is called the threshold parameter at iteration t.
xt ∈ RN and zt ∈ Rn are the estimates of signal xo and the residual y − Axo
at iteration t, respectively. Finally, A∗ is the transpose of the matrix A, and
η′ is the derivative of the soft thresholding function. We will describe the main
properties of AMP in more detail in Section 2.
One of the main issues in using iterative thresholding algorithms in practice
is the tuning of their free parameters. For instance, in AMP one should tune
τ1, τ2, . . . properly to obtain the best performance. The τ t have a major impact
on the following aspects of the algorithm:
(i) The final reconstruction error, limt→∞ ‖x
t− xo‖
2
2/N . Improper choice
of τ t could lead the algorithm not to converge to the smallest final recon-
struction error.
(ii) The convergence rate of the algorithm to its final solution. A bad
choice of τ t leads to extremely slow convergence of the algorithm.
Ideally speaking, one would like to select the parameters in a way that the final
reconstruction error is the smallest while simultaneously the algorithm converges
to this solution at the fastest achievable rate. Addressing these challenges seem
to require certain knowledge about xo. In particular, it seems that for a fixed
value of τ , limt→∞ ‖x
t − xo‖
2
2 depends on xo. Therefore, the optimal value of
τ depends on xo as well. This issue has motivated researchers to consider the
least favorable signals that achieve the maximum value of the mean square error
(MSE) for a given τ and then tune τ t to obtain the minimum MSE for the least
favorable signal [2–4]. These schemes are usually too pessimistic for practical
purposes.
The main objective of this paper is to show that the properties of the AMP
algorithm plus the high dimensionality of the problem enable us to set the
threshold parameters τ t such that (i) the algorithm converges to its final solution
at the highest achievable rate, and (ii) the final solution of the algorithm has the
minimum MSE that is achievable for AMP with the optimal set of parameters.
The result is a parameter-free AMP algorithm that requires no tuning by
the user and at the same time achieves the minimum reconstruction error and
highest convergence rate. The statements claimed above are true asymptoti-
cally as N → ∞. However, our simulation results show that the algorithm is
successful even for medium problem sizes such as N = 1000. We will formalize
these statements in Sections 3 and 4.
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1.2 Implications for LASSO
One of the most popular sparse recovery algorithms is the LASSO, which min-
imizes the following cost function:
xˆλ = argmin
x
1
2
‖y −Ax‖22 + λ‖x‖1.
λ ∈ (0,∞) is called the regularization parameter. The optimal choice of this
parameter has a major impact on the performance of LASSO. It has been shown
that the final solutions of AMP with different threshold parameters corresponds
to the solutions of the LASSO for different values of λ [1, 2, 5–7]
This equivalence implies that if the parameters of the AMP algorithm are
tuned “optimally”, then the final solution of AMP corresponds to the solu-
tion of LASSO for the optimal value of λ, i.e., the value of λ that minimizes
the MSE, ‖xˆλ − xo‖
2
2/N . Therefore, finding the optimal parameters for AMP
automatically provides the optimal parameters for LASSO as well.
1.3 Related Work
We believe that this is the first paper to consider the problem of setting thresh-
old parameters to obtain the fastest convergence rate of an iterative thresholding
algorithm. Several other papers that consider various threshold-setting strate-
gies to improve the convergence rate [8, 9]. However, these schemes are based
on heuristic arguments and lack theoretical justification.
Optimal tuning of parameters to obtain the smallest final reconstruction er-
ror has been the focus of major research in CS, machine learning, and statistics.
The methods considered in the literature fall into the following three categories:
(i) The first approach is based on obtaining an upper bound for the recon-
struction error and setting the parameters to obtain the smallest upper
bound. For many of the algorithms proposed in the literature, there exists
a theoretical analysis based on certain properties of the matrix, such as
RIP [10, 11], Coherence [12], and RSC [13]. These analyses can poten-
tially provide a simple approach for tuning parameters. However, they
suffer from two issues: (i) Inaccuracy of the upper bounds derived for the
risk of the final estimates usually lead to pessimistic parameter choices
that are not useful for practical purposes. (ii) The requirement of an up-
per bound for the sparsity level [14, 15], which is often not available in
practice.
(ii) The second approach is based on the asymptotic analysis of recovery al-
gorithms. The first step in this approach is to employ asymptotic settings
to obtain an accurate estimate of the reconstruction error of the recovery
algorithms. This is done through either pencil-and-paper analysis or com-
puter simulation. The next step is to employ this asymptotic analysis to
obtain the optimal value of the parameters. This approach is employed
in [2]. The main drawback of this approach is that the user must know
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the signal model (or at least an upper bound on the sparsity level of the
signal) to obtain the optimal value of the parameters. Usually, an accu-
rate signal model is not available in practice, and hence the tuning should
consider the least favorable signal that leads to pessimistic tuning of the
parameters.
(iii) The third approach involves model selection ideas that are popular in
statistics. For a review of these schemes refer to Chapter 7 of [16]. Since
the number of parameters that must be tuned in AMP is too large (one
parameter per iteration), such schemes are of limited applicability. How-
ever, as described in Section 2.1, the features of AMP enable us to employ
these techniques in certain optimization algorithms and tune the param-
eters efficiently.
Rather than these general methods, other approaches to skip the parameter
tuning of AMP is proposed in [17–20]. These approaches are inspired by the
Bayesian framework; a Gaussian mixture model is considered for xo, and then
the parameters of that mixture are estimated at every iteration of AMP by using
an expectation-minimization technique [19]. While these schemes perform well
in practice, there is no theoretical result to confirm these observations. A first
step toward a mathematical understanding of these methods is taken in [20].
1.4 Notation
We use calligraphic letters like A to denote the sets and capital letters are used
for both the matrices and random variables. E, P, and EX are symbols used
for expected value, probability measure, and expected value with respect to
random variable X , respectively. For a vector x ∈ Rn we denote by ‖x‖0 =
|{i : |xi| 6= 0}| and ‖x‖p , (
∑
|xi|
p)1/p the ℓ0 and ℓp norms, respectively.
Either for a variable or a matrix we may use notion like xo(N) and A(N) in
order to show the dependency on the ambient dimension N . I(·) denotes the
indicator function and finally, O(·) and o(·) are denoting “big O” and “small
O” notations, respectively.
2 Our approach for tuning AMP
2.1 Intuitive explanation of the AMP features
In this section, we summarize some of the main features of AMP intuitively. The
formal exposition of these statements will be presented in Section 4.1. Consider
the iterations of AMP defined in (1). Define x˜t , xt + A∗zt and vt , x˜t − xo.
We call vt the noise term at the tth iteration. Clearly, at every iteration AMP
calculates x˜t. In our new notation this can be written as xo + v
t. If the noise
term vt has iid zero-mean Gaussian distribution and is independent of xo, then
we can conclude that at every iteration of AMP the soft thresholding is playing
the role of a denoiser. The Gaussianity of vt, if holds, will lead to deeper
implications that will be discussed as we proceed. To test the validity of this
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Fig. 1: Blue bars show the histogram of vt which are approximately Gaus-
sian. The red curves displays the best Gaussian fit. In this experiment
N = 2000, δ = 0.85, ρ = 0.2 and the measurement matrix is a random
Gaussian noise.
noise model we have presented a simulation result in Figure 1. This figure
exhibits the histogram of vt overlaid with its Gaussian fit for a CS problem. It
has been proved that the Gaussian behavior we observe for the noise term is
accurate in the asymptotic settings [2,5,6]. We will formally state this result in
Section 4.1.
In most calculations, if N is large enough that we can assume that vt is
iid Gaussian noise. This astonishing feature of AMP leads to the following
theoretically and practically important implications:
(i) The MSE of AMP, i.e.,
‖xt−xo‖
2
2
N can be theoretically predicted (with cer-
tain knowledge of xo) through what is known as state evolution (SE). This
will be described in Section 4.1.
(ii) The MSE of AMP can be estimated through the Stein unbiased risk esti-
mate (SURE). This will enable us to optimize the threshold parameters.
This scheme will be described in the next section.
2.2 Tuning scheme
In this section we assume that each noisy estimate of AMP, x˜t , can be modeled
as x˜t = xo+ v
t, where vt is an iid Gaussian noise as claimed in the last section,
i.e., vt ∼ N(0, σ2t I), where σt denotes the standard deviation of the noise. The
goal is to obtain a better estimate of xo. Since xo is sparse, AMP applies the
soft thresholding to obtain a sparse estimate xt = η(x˜t; τ t). The main question
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Fig. 2: Risk function r(τ, σ) as a function of the threshold parameter τ . xo ∈
R
N is a k-sparse vector where N = 2000 and k = 425. In addition,
σ = 0.2254 where σ is the standard deviation of the noise in the model
x˜t = xto + v
t.
is how shall we set the threshold parameter τ t? To address this question first
define the risk (MSE) of the soft thresholding estimator as
r(τ ;σ) =
1
N
E‖η(xo + σu; τ)− xo‖
2
2,
where u ∼ N(0, I). Figure 2 depicts r(τ, σ) as a function of τ for a given signal
xo and given noise level σ. In order to maximally reduce the MSE we have to
set τ to τopt defined as
τopt = argmin
τ
r(τ).
There are two major issues in finding the optimizing parameter τopt: (i)
r(τ, σ) is a function of xo and hence is not known. (ii) Even if the risk is known
then it seems that we still require an exhaustive search over all the values of
τ (at a certain resolution) to obtain τopt. This is due to the fact that r(τ, σ)
is not necessarily a well-behaved function, and hence more efficient algorithms
such as gradient descent or Newton method do not necessarily converge to τopt.
Let us first discuss the problem of finding τopt when the risk function r(τ, σ)
and the noise standard deviation σ are given. In a recent paper we have proved
that r(τ, σ) is a quasi-convex function of τ [1]. Furthermore, the derivative of
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Algorithm 1 Gradient descent algorithm when the risk function is exactly
known. The goal of this paper is to approximate the iterations of this algorithm.
Require: r(τ), ǫ, α
Ensure: argminτ r(τ)
while r′(τ) > ǫ do
τ = τ − α∆τ
end while
r(τ, σ) with respect to τ is only zero at τopt. In other words, the MSE does not
have any local minima except for the global minima. Combining these two facts
we will prove in Section 3.1 that if the gradient descent algorithm is applied to
r(τ, σ), then it will converge to τopt. The ideal gradient descent is presented in
Algorithm 1. We call this algorithm the ideal gradient descent since it employs
r(τ, σ) that is not available in practice.
The other issue we raised above is that in practice the risk (MSE) r(τ, σ) is
not given. To address this issue we employ an estimate of r(τ, σ) in the gradient
descent algorithm. The following lemma known as Stein’s unbiased risk estimate
(SURE) [22] provides an unbiased estimate of the risk function:
Lemma 2.1. [21] Let g(x˜) denote the denoiser. If g is weakly differentiable,
then
E‖g(x˜)− xo‖
2/N = E‖g(x˜)− x˜‖22/N − σ
2 + 2σ2E(1T (∇g(x˜)− 1))/N, (2)
where ∇g(x˜) denotes the the gradient of g and 1 is an all one vector.
This lemma provides a simple unbiased estimate of the risk (MSE) of the
soft thresholding denoiser:
rˆ(τ, σ) = ‖η(x˜; τ)− x˜‖2/N − σ2 + 2σ2(1T (η′(x˜; τ)− 1))/N,
We will study the properties of rˆ(τ, σ) in Section 3.3.2 and we will show that this
estimate is very accurate for high dimensional problems. Furthermore, we will
show how this estimate can be employed to provide an estimate of the derivative
of r(τ, σ) with respect to τ . Once these two estimates are calculated, we can run
the gradient descent algorithm for finding τopt. We will show that the gradient
descent algorithm that is based on empirical estimates converges to τˆopt, which
is “close” to τopt and converges to τopt in probability as N →∞. We formalize
these statements in Section 3.3.4.
2.3 Roadmap
Here is the organization of the rest of the paper. Section 3 considers the tuning
of the threshold parameter for the problem of denoising by soft thresholding.
Section 4 connects the results of optimal denoising discussed in Section 3 with
the problem of optimal tuning of the parameters of AMP. Section 5 includes the
proofs of our main results. Section 6 presents our simulation results. Finally,
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Section 7 summarizes the contributions of the paper and outlines several open
directions for the future research.
3 Optimal parameter tuning for denoising problems
This section considers the problem tuning the threshold parameter in the soft-
thresholding denoising scheme. Section 4 connects the results of this section to
the problem of tuning the threshold parameters in AMP.
3.1 Optimizing the ideal risk
Let x˜ ∈ RN denote a noisy observation of the vector xo, i.e., x˜ = xo +w, where
w ∼ N(0, σ2I). Further assume that the noise variance σ2 is known. Since xo is
either a sparse or approximately sparse vector, we can employ soft thresholding
function to obtain an estimate of xo:
xˆτ = η(x˜; τ).
This denoising scheme has been proposed in [23], and its optimality proper-
ties have been studied in the minimax framework. As is clear from the above
formulation, the quality of this estimate is determined by the parameter τ .
Furthermore, the optimal value of τ depends both on the signal and on the
noise level. Suppose that we consider the MSE to measure the goodness of the
estimate xˆτ :
r(τ) ,
1
N
E‖xˆτ − xo‖
2
2.
According to this criterion, the optimal value of τ is the one that minimizes
r(τ). For the moment assume that r(τ) is given and forget the fact that r(τ) is
a function of xo and hence is not known in practice. Can we find the optimal
value of τ defined as
τopt = argmin
τ
r(τ) (3)
efficiently? The following lemma simplifies the answer to this question.
Lemma 3.1. [1] r(τ) is a quasi-convex function of τ . Furthermore, the deriva-
tive of the function is equal to zero in at most one finite value of τ and that is
τopt.
In other words, we will in general observe three different forms for r(τ).
These three forms are shown in Figure 3. Suppose that we aim to obtain τopt.
Lemma 3.1 implies that the gradient of r(τ) at any τ points toward τopt. There-
fore, we expect the gradient descent algorithm to converge to τopt. Let γt denote
the estimate of the gradient descent algorithm at iteration t. Then, the updates
of the algorithm are given by
γt+1 = γt − α
dr(γt)
dτ
, (4)
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Fig. 3: Three different forms for MSE vs. τ . Three plots correspond to two
different standard deviation of the noise in the observation.
where α is the step size parameter. For instance, if L is an upped bound on
the second derivative of r(τ), then we can set α = 1/L.1 Our first result shows
that, even though the function is not convex, the gradient descent algorithm
converges to the optimal value of τ .
Lemma 3.2. Let α = 1L and suppose that the optimizing τ is finite. Then,
limt→∞
dr(γt)
dτ = 0.
See Section 5.1 for the proof of this lemma. Note that the properties of the
risk function summarized in Lemma 3.1 enable us to employ standard techniques
to prove the convergence of (4).
The discussions above are useful if the risk function and its derivative are
given. But these two quantities are usually not known in practice. Hence we
need to estimate them. The next section explains how we estimate these two
quantities.
3.2 Approximate gradient descent algorithm
In Section 2.2 we described a method to estimate the risk of the soft thresholding
function. Here we formally define this empirical unbiased estimate of the risk
in the following way:
1 In practice, we employ back-tracking to set the step-size.
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Definition 3.3. The empirical unbiased estimate of the risk is defined as
rˆ(τ) ,
1
N
‖η(x˜; τ) − x˜‖22 − σ
2 + 2σ2(1T (η′(x˜; τ)− 1)) (5)
Here, for notational simplicity, we assume that the variance of the noise is
given. In Section 6 we show that estimating σ is straightforward for AMP.
Instead of estimating the optimal parameter τopt through (3), one may employ
the following optimization:
τˆopt , argmin
τ
rˆ(τ). (6)
This approach was proposed by Donoho and Johnstone [24], and the proper-
ties of this estimator are derived in [22]. However, [22] does not provide an
algorithm for finding τˆopt. Exhaustive search approaches are computationally
very demanding and hence not very useful for practical purposes.2 As discussed
in Section 3.1, one approach to reduce the computational complexity is to use
the gradient descent algorithm. Needless to say that the gradient of r(τ) is
not given, and hence it has to be estimated. One simple idea to estimate the
gradient of r(τ) is the following: Fix ∆N and estimate the derivative according
to
drˆ(τ)
dτ
=
rˆ(τ +∆N )− rˆ(τ)
∆N
. (7)
We will prove in Section 3.3.3 that, if ∆N is chosen properly, then as N → ∞,
ˆdr(τ)
dτ →
dr(τ)
dτ in probability. Therefore, intuitively speaking, if we plug in the
estimate of the gradient in (4), the resulting algorithm will perform well for large
values of N . We will prove in the next section that this intuition is in fact true.
Note that since we have introduced ∆N in the algorithm, it is not completely
free of parameters. However, we will show both theoretically and empirically,
the performance of the algorithm is not sensitive to the actual value of ∆N .
Hence, the problem of setting ∆N is simple and inspired by our theoretical
results we will provide suggestions for the value of this parameter in Section 6.
Therefore, our approximate gradient descent algorithm uses the following
iteration:
τ t+1 = τ t − α
drˆ(τ t)
dτ
, (8)
where as before τ t is the estimate of τopt at iteration t and α denotes the step
size. Before, we proceed to the analysis section, let us clarify some of the issues
that may cause problem for our approximate gradient descent algorithm. First
note that since rˆ(τ) is an estimate of r(τ), it is not a quasi-convex any more.
Figure 4 compares r(τ) and rˆ(τ). As is clear from this figure rˆ(τ) may have
more than one local minima. One important challenge is to ensure that our
algorithm is trapped in a local minima that is “close to” the global minima of
r(τ). We will address this issue in Section 3.3.4.
2 Note that τopt must be estimated at every iteration of AMP. Hence we seek very efficient
algorithms for this purpose.
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Fig. 4: The dashed black curve denotes the risk function and the solid blue curve
indicates its estimation. For the model we have used in order to produce
this plot refer to Section 6. Measurements are noiseless.
3.3 Accuracy of the gradient descent algorithm
3.3.1 Our approach
The goal of this section is to provide performance guarantees for the empirical
gradient descent algorithm that is described in Section 3.2. We achieve this goal
in three steps: (i) characterizing the accuracy of the empirical unbiased risk es-
timate rˆ(τ) in Section 3.3.2, (ii) characterizing the accuracy of the empirical
estimate of the derivative of the risk drˆdτ in Section 3.3.3, and finally (iii) provid-
ing a performance guarantee for the approximate gradient descent algorithm in
Section 3.3.4.
3.3.2 Accuracy of empirical risk
Our first result is concerned with the accuracy of the risk estimate rˆ(τ). Con-
sider the following assumption: we know a value τmax, where τopt < τmax.
3
3 Note that this is not a major loss of generality, since τmax can be as large as we require.
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Theorem 3.4. Let r(τ) be defined according to (2) and rˆ(τ) be as defined in
Definition 3.3. Then,
P
(
sup
0<τ<τmax
|r(τ) − rˆ(τ)| ≥ (2 + 4τmax)N
−1/2+ǫ
)
≤ 2Ne−2N
2ǫ
+ 2τ2maxN
3
2
−ǫe
− 2c
2N2ǫ
τ2max ,
where ǫ < 1/2 is an arbitrary but fixed number.
See Section 5.2 for the proof of Theorem 3.4. First note that the probability
on the right hand side goes to zero as N → ∞. Therefore, we can conclude
that according to Theorem 3.4 the difference between r(τ) and rˆ(τ) is negligible
when N is large(with very high probability). Let τopt = argminτ r(τ) and
τˆopt = argminτ rˆ(τ). The following simple corollary of Theorem (3.4) shows
that even if we minimize rˆ(τ) instead of r(τ), still r(τˆopt) is close to r(τopt).
Corollary 3.5. Let τopt and τˆopt denote the optimal parameters derived from
the actual and empirical risks respectively. Then,
P
(
|r(τopt)− r(τˆopt)| > (4 + 8τmax)N
−1/2+ǫ
)
≤ 2Ne−2N
2ǫ
+ 2τ2maxN
3
2
−ǫe
− 2c
2N2ǫ
τ2max .
See Section 5.3 for the proof of Corollary 3.5. Corollary 3.5 shows that if we
could find the global minimizer of the empirical risk, it provides a good estimate
for τopt for high dimensional problems. The only limitation of this result is that
finding the global minimizer of rˆ(τ) is computationally demanding as it requires
exhaustive search. Therefore, in the next sections we analyze the fixed points
of the approximate gradient descent algorithm.
3.3.3 Accuracy of the derivative of empirical risk
Our next step is to prove that our estimate of the gradient is also accurate when
N is large. The estimate of the gradient of r(τ) is given by
drˆ
dτ
=
rˆ(τ +∆N )− rˆ(τ)
∆N
. (9)
The following theorem describes the accuracy of this estimate:
Theorem 3.6. Let ∆N = ω(N
−1/2+ǫ) and ∆N = o(1) simultaneously. Then,
there exists τ ′ ∈ (τ, τ +∆N ) such that
P
(∣∣∣∣drˆdτ − drdτ (τ ′)
∣∣∣∣ ≥ (8 + 16τmax)N−1/2+ǫ∆−1N
)
≤ 2Ne−2N
2ǫ
+ 2τ2maxN
3
2
−ǫe
− 2c
2N2ǫ
τ2max .
In particular, as N →∞ drˆdτ converges to
dr
dτ in probability.
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Fig. 5: Risk function and its estimate. The estimation of the risk function has
local minima for the points where | drdτ (τ)| = O
(
N−
1
2
+ǫ∆−1N
)
. The two
regions for which this phenomenon can happen are specified by ellipsoids.
The proof of Theorem 3.6 is available in Section 5.4. The following remarks
highlight some of the main implications of Theorem 3.6.
Remark: The difference between the actual derivative of the risk and the es-
timated one is small for large values of N . Therefore, if the actual derivative
is positive (and not too small) then the estimated derivative remains positive,
and if the actual derivative is negative (and not too small), then the estimated
derivative will also be negative. This feature enables the gradient descent with
an estimate of the derivative to converge to a point that is close to τopt.
Remark: Note that the small error that we have in the estimate of the deriva-
tive may cause difficulties at the places where the derivative is small. There are
two regions for which the derivative is small. As shown in Figure 5, the first
region is around the optimal value of τopt, and the second region is for very
large values of τ . Note that the small error of the estimates may lead to local
minimas in these two regions. We show how the algorithm will avoid the local
minimas that occur for large values of τ . Furthermore, we will show that all the
local minmas that occur around τopt have risk which is close to optimal risk.
3.3.4 Accuracy of empirical gradient descent
In order to prove the convergence of the gradient descent algorithm we require
two assumptions:
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(i) We know a value τmax, where τopt < τmax.
(ii) The magnitude of second derivative of r(τ) is bounded from above by L
and L is known.
Before we proceed further let us describe why these two assumptions are re-
quired. Note from Figure 5 that for very large values of τ , where the derivative
of the ideal risk is close to zero, the empirical risk may have many local minima.
Therefore, the gradient descent algorithm is not necessarily successful if it goes
to this region. Our first condition is to ensure that we are avoiding this re-
gion. So, we modify the gradient descent algorithm in a way that if at a certain
iteration it returns γt > τmax, we realize that this is not a correct estimate.
The second condition is used to provide a simple way to set the step size in the
gradient descent.
It is standard in convex optimization literature to avoid the second condi-
tion by setting the step-size by using the backtracking method. However, for
notational simplicity we avoid back-tracking in our theoretical analysis. How-
ever, we will employ it in our final implementation of the algorithm. Similarly,
the first constraint can be avoided as well. We will propose an approach in the
simulation section to avoid the first condition as well.
Let τ t denote the estimates of the empirical gradient descent algorithm with
step size α = 1L . Also, let γ
t denote the estimates of the gradient descent on
the ideal risk function as introduced in (4). We can then prove the following.
Theorem 3.7. For every iteration t we have,
lim
N→∞
|τ t − γt| = 0,
in proability.
See Section 5.5 for the proof.
4 Optimal tuning of AMP
4.1 Formal statement of AMP features
In Section 2.1 we claimed that in asymptotic settings the iterations of AMP
can be cast as a sequence of denoising problems. The goal of this section is to
formally state this result. Toward this goal we start with the formal definition
of the asymptotic settings that is adopted from [2, 6]. Let n,N → ∞ while
δ = nN is fixed. We write the vectors and matrices as xo(N), A(N), y(N), and
w(N) to emphasize on the ambient dimension of the problem. Note that the
dimensions of A(N), y(N), and w(N) all depend on δ as well. Therefore, a more
appropriate notation is A(N, δ), y(N, δ), and w(N, δ). However, since our goal
is to fix δ while we increase N we do not include δ in our notation.
Definition 4.1. A sequences of instances {xo(N), A(N), w(N)} is called a con-
verging sequence if the following conditions hold:
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- The empirical distribution of xo(N) ∈ R
N converges weakly to a probabil-
ity measure pX with bounded second moment. Furthermore,
‖xo(N)‖
2
2
N →
E(X2), where X ∼ pX .
- The empirical distribution of w(N) ∈ Rn (n = δN) converges weakly
to a probability measure pW with bounded second moment. Furthermore,
‖w(N)‖2
n → E(W
2) = σ2w where W ∼ pW .
- If {ei}
N
i=1 denotes the standard basis for R
N , then maxi ‖A(N)ei‖2 → 1
and mini ‖A(N)ei‖2 → 1 as N →∞.
Note the following appealing features of the above definition:
1. This definition does not impose any constraint on the limiting distributions
pX or pW .
2. The last condition is equivalent to saying that all the columns have asymp-
totically unit ℓ2 norm.
Definition 4.2. Let {xo(N), A(N), w(N)} denote a converging sequences of
instances. Let xt(N) be a sequence of the estimates of AMP at iteration t.
Consider a function ψ : R2 → R. An observable Jψ at time t is defined as
Jψ
(
xo, x
t
)
= lim
N→∞
1
N
N∑
i=1
ψ
(
xo,i(N), x
t
i(N)
)
.
A popular choice of the ψ function is ψM (u, v) = (u− v)
2. For this function
the observable has the form:
JψM
(
xo, x
t
)
, lim
N→∞
1
N
N∑
i=1
(
xo,i(N)− x
t
i(N)
)2
= lim
N→∞
1
N
‖xo − x
t‖22,
which is the asymptotic MSE. Another example of ψ function is ψD(u, v) =
I(v 6= 0), which leads us to
JψD
(
xo, x
t
)
, lim
N→∞
1
N
N∑
i=1
I(xti 6= 0) = lim
N→∞
‖xt‖0
N
. (10)
The following result, that was conjectured in [2, 5] and was finally proved
in [6], provides a simple description of the almost sure limits of the observables.
Theorem 4.3. Consider the converging sequence {xo(N), A(N), w(N)} and let
the elements of A be drawn iid from N(0, 1/n). Suppose that xt(N) is the
estimate of AMP at iteration t. Then for any pseudo-Lipschitz function ψ :
R
2 → R
lim
N→∞
1
N
∑
i
ψ
(
xti(N), xo,i
)
= EXo,W
[
ψ(η(Xo + σ
tW ; τ t), Xo)
]
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almost surely, where on the right hand side Xo and W are two random variables
with distributions pX and N(0, 1), respectively. σ
t satisifies
(σt+1)2 = σ2ω +
1
δ
EX,W
[
(η(X + σtW ; τ t)−X)2
]
,
σ20 =
E
[
X2o
]
δ
. (11)
The last two equations are known as state evolution for the AMP algorithm.
According to this theorem as long as the calculation of the pseudo-Lipschitz
observables is concerned, we can assume that estimate of the AMP are modeled
as iid elements with each element as η(Xo + σ
tW ; τ t) in law, where Xo ∼ pX
and W ∼ N(0, 1). In many cases, it turns out that even if the pseudo-Lipshcitz
condition is not satisfied, the signal plus Gaussian noise model still holds. For
more information, see [2].
4.2 Tuning procedure of AMP
Inspired by the formulation of AMP, define the following Bayesian risk function
for the soft thresholding algorithm:
RB(σ, τ ; pX ) = E(η(Xo + σW ; τ) −Xo)
2, (12)
where the expected value is with respect to two independent random variables
Xo ∼ pX and W ∼ N(0, 1). One of the main features of this risk function is the
following
Lemma 4.4. RB(σ, τ ; pX ) is an increasing function of σ.
While this result is quite intuitive and simple to prove, it has an important
implication for the AMP algorithm. Let τ1, τ2, . . . denote the thresholds of the
AMP algorithm at iterations t = 1, 2, . . .. Clearly, the variance of the noise σ
at iteration T depends on all the thresholds τ1, τ2, . . . , τT (See Theorem 4.3 for
the definition of σ). Therefore, consider the notation σt(τ1, τ2, . . . , τ t) for the
value of σ at iteration t.
Definition 4.5. A sequence of threshold parameters τ∗,1, τ∗,2, . . . , τ∗,T is called
optimal for iteration T , if and only if
σt(τ∗,1, . . . , τ∗,T ) ≤ σt(τ1, τ2, . . . , τT ), ∀τ1, τ2, . . . , τT ∈ [0,∞)T .
Note that in the above definition we have assumed that the optimal value of
σt is achieved by (τ∗,1, . . . , τ∗,T ). This assumption is violated for the case Xo =
0. While we can generalize the definition to include this case, for notational
simplicity we skip this special case. The optimal sequence of thresholds has the
following two properties:
1. It provides the fastest convergence rate for the T th iteration.
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2. If we plan to stop the algorithm after T iterations, then it gives the best
achievable MSE.
These two claims will be clarified as we proceed. According to Definition 4.5,
it seems that, in order to tune AMP optimally, we need to know the number
of iterations we plan to run it. However, this is not the case for AMP. In fact,
at each step of the AMP, we can optimize the threshold as if we plan to stop
the algorithm in the next iteration. The resulting sequence of thresholds will be
optimal for any iteration T . The following theorem formally states this result.
Theorem 4.6. Let τ∗,1, τ∗,2, . . . , τ∗,T be optimal for iteration T . Then, τ∗,1,
τ∗,2, . . . , τ∗,t is optimal for any iteration t < T .
See Section 5.7 for the proof of this result. This theorem, while it is simple
to prove, provides a connection between optimizing the parameters of AMP and
the optimal parameter tuning we discussed for the soft thresholding function.
For instance, a special case of the above theorem implies that τ∗,1 must be
optimal for the first iteration. Intuitively speaking, the signal plus Gaussian
noise model is correct for this iteration. Hence we can apply the approximate
gradient descent algorithm to obtain τ∗,1. Once τ∗,1 is calculated we calculate
x˜2 and again from the above theorem we know that τ∗,2 should be optimal for
the denoising problem we obtain in this step. Therefore, we apply approximate
gradient descent to obtain an estimate of τ∗,2. We continue this process until
the algorithm converges to the right solution.
If we have access to the risk function, then the above procedure can be
applied. At every iteration, we find the optimal parameter with the strategy
described in Section 3.1 and the resulting algorithm is optimal for any iteration
t. However, as we discussed before the risk function is not available. Hence
we have to estimate it. Once we estimate the risk function, we can employ the
approximate gradient descent strategy described in Section 3.1. Consider the
following risk estimate that is inspired by SURE:
rˆt(τ t)
N
=
1
N
‖η(xt +A∗zt; τ t)− (xt +A∗zt)‖22 +
(
σt
)2
+
1
N
2
(
σt
)2 [
1T (η′(xt +A∗zt; τ t)− 1)
]
. (13)
As is clear from our discussion about the soft thresholding function in Section
3.2, we would like to apply the approximate gradient descent algorithm to rˆ(τ
t)
N .
Nevertheless, the question we have to address is that if it is really going to
converge to RB(σ, τ ; pX)? The next theorem establishes this result.
Theorem 4.7. Let rˆ
t(τ t)
N denote the estimate of the risk at iteration t of AMP
as defined in (13). Then,
lim
N→∞
rˆt(τ t)
N
= EXo,W
[
(η(Xo + σ
tW ; τ t)−Xo)
2
]
, (14)
5 Proofs of the main results 18
almost surely, where Xo and W are two random variables with distributions pX
and N(0, 1), respectively and σt satisifies (11).
See Section 5.6 for the proof of this theorem. This result justifies the application
of the approximate gradient descent for the iterations of AMP. However, as we
discussed in Section 3 a rigorous proof of the accuracy of approximate gradient
descent requires a stronger notion of convergence. Hence, the result of Theorem
4.7 is not sufficient. One sufficient condition is stated in the next theorem. Let
τˆ t,s denote the estimate of the sth iteration of approximate gradient descent
algorithm at the tth iteration of AMP. In addition, let γt,s denote the estimate
of the gradient descent algorithm on the ideal risk at the tth iteration of AMP.
Theorem 4.8. Suppose that there exists ǫ > 0 such that for the tth iteration of
AMP we have
P
(
sup
τ t
∣∣∣∣ rˆt(τ t)N − EXo,W [(η(Xo + σtW ; τ t)−Xo)2]
∣∣∣∣ > cN−ǫ
)
→ 0, (15)
as N →∞. If ∆N = N
−ǫ/2, then
lim
N→∞
|τˆ t,s − γt,s| = 0
in proability.
The proof of this result is a combination of the proofs of Theorems 3.6 and
3.7 and is omitted. Note that (15) has not been proved for the iterations of
AMP and remains an open problem.
5 Proofs of the main results
This section includes the proofs of the results we have unveiled in Sections 3
and 4.
5.1 Proof of Lemma 3.2
In order to prove this lemma we use the procedure introduced in [25]. Let L be
a constant such that
∣∣∣d2r(τ)dτ2 ∣∣∣ ≤ L. Therefore, according to Lemma 1.2.3 of [25],
we can write
r(γt+1) ≤ r(γt) +
dr
dτ
(γt)(γt+1 − γt) +
L
2
(γt+1 − γt)
2. (16)
Applying (4) in (16) yields
r(γt+1) ≤ r(γt)− α
(
dr
dτ
(γt)
)2
+
α2L
2
(
dr
dτ
(γt)
)2
= r(γt)−
(
α2L
2
− α
)(
dr
dτ
(γt)
)2
. (17)
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Minimizing the RHS of (17) with respect to α gives α = 1L , and as a result we
can write
r(γt+1) ≤ r(γt)−
1
2L
(
dr
dτ
(γt)
)2
. (18)
Equation (18) shows the amount of the decrease of risk at every iteration. It is
straightforward to conclude from (17) that
r(γ0)− r(γt) ≥
t∑
i=1
1
2L
(
dr
dτ
(γi)
)2
.
Combined with the fact that r(γt) > r(τ
∗), we obtain
r(γ0)− r(τ
∗) ≥
t∑
i=1
1
2L
(
dr
dτ
(γi)
)2
.
Therefore, it is clear that as t → ∞, we have drdτ (γt) → 0. Since
dr(τ)
dτ is 0 only
at τopt, we conclude that limt→∞ γt = τopt.
5.2 Proof of Theorem 3.4
According to Definition 3.3,
rˆ(τ) =
1
N
‖η(x˜; τ)− ν‖22 − σ
2 +
2σ2
N
(1T (η′(x˜; τ)− 1))
=
1
N
N∑
i=1
(η(x˜i; τ)− x˜i)
2
︸ ︷︷ ︸
∆1(τ)
−σ2 +
2σ2
N
N∑
i=1
(η′(x˜i; τ)− 1)︸ ︷︷ ︸
∆2(τ)
. (19)
Note that, from Lemma 2.1, we conclude that E(rˆ(τ)) = r(τ). Since we assume
that σ2 is known, we should only prove that ∆1 and ∆2 are “close to” E[∆1]
and E[∆2], respectively. Intuitively speaking, this seems to be correct, as both
∆1(τ) and ∆2(τ) are the empirical averages of N independent samples. The
main challenge is the fact that we are interested in the uniform bounds, i.e.,
bounds that hold for every value of τ . In particular, we would like to show that
P
(
sup
τ<τmax
|∆1(τ) − E(∆1(τ))| > (1 + 4τmax)N
− 1
2
+ǫ
)
≤ 2τmaxN
3/2−ǫe
− 2N
2ǫ
τ2max ,
P
(
sup
τ<τmax
|∆2(τ) − E(∆2(τ))| > N
− 1
2
+ǫ
)
≤ 2Ne−2N
2ǫ
.
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• Step I: Discussion of ∆1(τ)
Considering a specific value of τ , and call it τ˜ ∈ [0, τmax). Note that
|η(x˜i; τ˜ ) − x˜i| < τ˜ . Furthermore, x˜is are independent random variables.
Hence we can employ Hoeffding inequality [26] to conclude that
P (|∆1(τ˜ )− E[∆1(τ˜ )]| ≥ α) ≤ 2e
− 2N
2α2
Nτ˜2 . (20)
Let ǫ be a small positive number, and plug α = N−
1
2
+ǫ in (20) to obtain
P
(
|∆1(τ˜ )− E[∆1(τ˜ )]| ≥ N
− 1
2
+ǫ
)
≤ 2e−
2N2ǫ
τ˜2 ≤ 2e
− 2N
2ǫ
τ2max . (21)
This equation ensures that for large values of N , ∆1(τ˜ ) is close to its
expected value with high probability. Note that so far we have proved
that (21) holds for only one specific value of τ . However, since we are
interested in the global behavior of r(τ), we are interested in the event
E ,
{
sup
0<τ<τmax
|∆1 − E[∆1]| ≥ N
− 1
2
+ǫ
}
,
and its probability P(E). Toward this goal, we adopt the following two-step
strategy:
1. Partition the interval [0, τmax] to intervals of size γ and set Aγ ,
{0, γ, 2γ, . . . , ⌈ τmaxγ ⌉γ}. γ is a parameter that we set later in the
proof. The set Aγ is shown in Figure 6. We first provide an upper
bound on the probability of the event
P( sup
τ∈Aγ
|∆1(τ) − E(∆1(τ))| ≥ N
−1/2+ǫ).
2. The next step is to provide an upper bound for |∆1(τ) − E(∆1(τ))|
for τ ∈ (0, τmax) assuming that
|∆1(τ) − E(∆1(τ))| < N
−1/2,
for all the values of τ in Aγ .
The first step is straightforward. Applying the union bound over Aτ
together with (21) would give
P
(
sup
τ∈Aγ
|∆1(τ)− E[∆1(τ)]| ≥ N
− 1
2
+ǫ
)
≤
⌊
τmax
γ
⌋
2e
− 2N
2ǫ
τ2max . (22)
As mentioned before the next step of the proof is to provide a bound on
the difference |∆1(τ˜ ) − E(∆1(τ˜ ))| for the values of τ˜ that are not in Aγ .
5 Proofs of the main results 21
Fig. 6: Dividing [0, τmax] into
⌊
τmax
γ
⌋
equally spaced points. We use this proce-
dure to show that ∆1(τ) is “close to” E[∆1(τ)] for all τ ∈ [0, τmax].
Suppose that τ˜ ∈ [0, τmax] and τ˜ /∈ Aγ . Therefore, there exists τ , τ ∈ Aγ
such that τ˜ ∈ (τ , τ) with τ − τ < γ. We have∣∣∣∣∣
N∑
i=1
(
η(x˜i; τ˜ )− x˜i
)2
− E
[
N∑
i=1
(
η(x˜i; τ˜ )− x˜i
)2] ∣∣∣∣∣
≤
∣∣∣∣∣
N∑
i=1
(∣∣η(x˜i; τ)− x˜i∣∣+ γ)2 − E
[
N∑
i=1
(∣∣η(x˜i; τ )− x˜i∣∣− γ)2
] ∣∣∣∣∣
=
∣∣∣∣∣
N∑
i=1
(
η(x˜i; τ)− x˜i
)2
− E
[
N∑
i=1
(
η(x˜i; τ )− x˜i
)2]
+ 2γ
N∑
i=1
(∣∣η(x˜i; τ)− x˜i∣∣+ E [∣∣η(x˜i; τ )− x˜i∣∣])
∣∣∣∣∣
≤
∣∣∣∣∣
N∑
i=1
(
η(x˜i; τ)− x˜i
)2
− E
[
N∑
i=1
(
η(x˜i; τ )− x˜i
)2] ∣∣∣∣∣+
∣∣∣∣∣4γNτmax
∣∣∣∣∣, (23)
where in the last inequality we have applied the triangle inequality along
with the fact that |η(α; τ) − α| ≤ τ ≤ τmax. The last step of bounding
|∆1(τ)− E(∆1(τ))| is to set γ and combine (22) and (23).
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Fig. 7: Illustration of Γ1 and Γ2, which are two monotonically decreasing func-
tions with respect to τ . The supremum of the distance between these
two functions is achieved at the jump points of Γ1, which is peicewise
constant.
If we set γ = N
−
3
2
+ǫ
4τmax
, then (22) and (23) prove that
P( sup
τ<τmax
|∆1(τ) − E(∆1(τ))| > (1 + 4τmax)N
− 1
2
+ǫ)
≤ 2τmaxN
3/2−ǫe
− 2N
2ǫ
τ2max .
• Step II: Discussion of ∆2(τ)
Now we consider ∆2. We rewrite ∆2(τ) − E[∆2(τ)] as
∆2(τ) − E[∆2(τ)] =
1
N
N∑
i=1
(η′(x˜i; τ) − 1)︸ ︷︷ ︸
Γ1
−
1
N
(
N∑
i=1
P(x˜i > τ)− 1
)
︸ ︷︷ ︸
Γ2
,
(24)
It is straightforward to show the following two properties for Γ1:
(i) Γ1 is a piecewise constant function. The jumps occur at |x˜1|, . . . , |x˜n|.
(ii) Γ1 is non-increasing function of τ .
This function is exhibited in Figure 7. Furthermore, note that Γ2 is mono-
tonically decreasing function with respect to τ . Our goal is to bound
sup
τ<τmax
|Γ1(τ) − Γ2(τ)|.
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However, since Γ1(τ) is piecewise constant and decreasing this supremum
is achieved at one of the jump points |x˜1|, |x˜2|, . . . , |x˜n|, i.e.,
sup
τ<τmax
|Γ1(τ) − Γ2(τ)| = sup
τ∈{|x1|,|x2|,...,|xn|}
|Γ1(τ) − Γ2(τ)|;
see Figure 7. Therefore, by employing the union bound we conclude that
P( sup
τ∈{|x1|,|x2|,...,|xn|}
|Γ1(τ) − Γ2(τ)| > α)
≤ nP(|Γ1(τ) − Γ2(τ)| > α) ≤ 2Ne
−2Nα2. (25)
To obtain the last inequality we have used Hoeffding inequality (Note that
|η′(x˜i − 1)| < 1). As before we set α = N
−1/2+ǫ and obtain
P( sup
τ<τmax
|∆2(τ) − E(∆2(τ))| > N
− 1
2
+ǫ) ≤ 2Ne−2N
2ǫ
.
Finally, applying union bound and employing (22) and (25) completes the
proof.
5.3 Proof of Corollary 3.5
Note that, since τopt is the minimizer of r(τ), we have r(τopt) < r(τˆopt). There-
fore,
r(τˆopt)− r(τopt) = r(τˆopt)− rˆ(τˆopt) + rˆ(τˆopt)− rˆ(τopt) + rˆ(τopt)− r(τopt)
≤ r(τˆopt)− rˆ(τˆopt) + rˆ(τopt)− r(τopt), (26)
where the last inequality is due to the fact that rˆ(τˆopt)− rˆ(τopt) < 0. Note that
according to Theorem 3.4 we have
|r(τˆopt)− rˆ(τˆopt)| ≤ (2 + 4τmax)N
−1/2+ǫ,
|rˆ(τopt)− r(τopt)| ≤ (2 + 4τmax)N
−1/2+ǫ. (27)
with probability at most 2Ne−2N
2ǫ
+2τ2maxN
3
2
−ǫe
− 2c
2N2ǫ
τ2max . Combining (26) and
(27) completes the proof.
5.4 Proof of Theorem 3.6
First note that ∣∣∣∣drˆ(τ)dτ − r(τ +∆n)− r(τ)∆n
∣∣∣∣
=
∣∣∣∣ rˆ(τ +∆n)− rˆ(τ)∆n − r(τ +∆n)− r(τ)∆n
∣∣∣∣
≤
∣∣∣∣r(τ +∆N )− r(τ +∆N )∆N
∣∣∣∣+
∣∣∣∣r(τ) − r(τ)∆N
∣∣∣∣
≤ (4 + 8τmax)N
−1/2+ǫ∆−1N , (28)
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where the last inequality is due to Theorem 3.4 and holds with probability
1 − 2Ne−2N
2ǫ
− 2τ2maxN
3
2
−ǫe
− 2c
2N2ǫ
τ2max . Furthermore, note that according to the
mean value theorem, there exists τ ′ ∈ [τ, τ +∆n] for which
r(τ +∆n)− r(τ)
∆n
=
dr(τ ′)
dτ
∆n. (29)
Combining (28) and (29) completes the proof.
5.5 Proof of Theorem 3.7
The proof is a simple application of what we have proved in the previous sections.
We have
τ t+1 − γt+1 = τ t − γt +
1
L
(
drˆ(τ t)
dτ
−
dr(γt)
dτ
)
. (30)
From Theorem 3.6 we know that, with probability of at least 1 − 2Ne−2N
2ǫ
−
2τ2maxN
3
2
−ǫe
− 2c
2N2ǫ
τ2max , there exists τ ′ ∈ (τ t, τ t +∆N ) such that∣∣∣∣drˆ(τ t)dτ − dr(τ
′)
dτ
∣∣∣∣ ≤ (8 + 16τmax)N−1/2+ǫ∆−1n . (31)
Combining (30) and (31) we obtain
|τ t+1 − γt+1| =
∣∣∣∣τ t − γt + 1L
(
drˆ(τ t)
dτ
−
dr(τ ′)
dτ
+
dr(τ ′)
dτ
−
dr(γt)
dτ
)∣∣∣∣
≤ |τ t − γt|+
1
L
∣∣∣∣drˆ(τ t)dτ − dr(τ
′)
dτ
∣∣∣∣+ 1L
∣∣∣∣dr(τ ′)dτ − dr(γ
t)
dτ
∣∣∣∣
≤ |τ t − γt|+N−1/2+ǫ∆−1n + |τ
t − γt| = 2|τ t − γt|+N−1/2+ǫ∆−1n . (32)
The last inequality holds with probability 1− 2Ne−2N
2ǫ
− 2τ2maxN
3
2
−ǫe
− 2c
2N2ǫ
τ2max .
Since we assume that both algorithms start from 0, it is therefore straightforward
to conclude that
|τ t − γt| ≤ 2cN−1/2+ǫ∆−1n (1 + 2 + . . .+ 2
t) ≤ 2t+2cN−1/2+ǫ∆−1n ,
with probability greater than
(
1− t
(
2N + 8τ2maxN
3
2
−ǫ
)
e
−
2N2ǫ∆
−2
N
τ2max
)
. Letting
N →∞ completes the proof.
5.6 Proof of Theorem 4.7
By applying Stein’s lemma to the the RHS of (14), we can rewrite it as
EXo,W
[
(η(Xo + σ
tW ; τ t)−Xo)
2
]
= EXo,W
[
(η(Xo + σ
tW ; τ t)− (Xo + σ
tW ))2
]
+
(
σt
)2
+ 2
(
σt
)2
EXo,W
[
(η′(Xo + σ
tW ; τ t)− 1)
]
. (33)
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Similarly, we can decompose the LHS of (14) as
rˆ(τ t)
N
=
1
N
‖η(xt +A∗zt; τ t)− (xt +A∗zt)‖22 +
(
σt
)2
+
1
N
2
(
σt
)2 [
1T (η′(xt +A∗zt; τ t)− 1)
]
. (34)
Let A:,i denote the i
th column of the matrix A. Consider the following function
ψ1(x
t+1
i , xo,i) = ψ1(η(x
t
i +A
∗
(:,i)z
t, τ t), xo,i)
=
(
η(xti +A
∗
(:,i)z
t, τ t)− (xti +A
∗
(:,i)z
t)
)2
. (35)
The RHS of the second equality in (35) consists of the combination of two
pseudo-Lipschitz function, namely soft-thresholding and quadratic function, and
hence ψ1 is pseudo-Lipschitz itself. Therefore, according to Theorem 4.3, we can
write
lim
N→∞
1
N
N∑
i=1
ψ1(x
t+1
i , xi,o) = E
[
ψ1(Xo + σ
tW ; τ t), Xo)
]
= EXo,W
[
(η(Xo + σ
tW ; τ t)− (Xo + σ
tW ))2
]
.
(36)
Furthermore, according to Theorem 4.3 we have limN→∞
‖xt+1(N)‖0
N = P(|Xo+
σtW | ≥ τ t). Consequently, we have
lim
N→∞
1T (η′(xt +A∗zt; τ t)− 1)
N
= lim
N→∞
‖xt+1(N)‖0
N
= P(|Xo + σ
tW | ≥ τ t).
(37)
Combining (36) and (37) establishes
lim
N→∞
rˆ(τ t)
N
= EXo,W
[
(η(Xo + σ
tW ; τ t)−Xo)
2
]
. (38)
5.7 Proof of Theorem 4.6
The proof is by contradiction. Suppose that τ∗,1, τ∗,2, . . . , τ∗,t are not optimal
for iteration t. Then there exists τ1, τ2, . . . , τ t such that
σt(τ1, . . . , τ t) < σt(τ∗,1, τ∗,2, . . . , τ∗,t).
We define the following thresholding policy: (τ1, . . . , τ t, τ∗,t+1, . . . , τ∗,T ). We
can now prove that
σT (τ1, . . . , τ t, τ∗,t+1, . . . , τ∗,T ) < σT (τ∗,1, τ∗,2, . . . , τ∗,T ).
The proof is a simple induction. From Theorem 4.3 we have
(σt+1)2 = σ2ω +
1
δ
EX,W
[
(η(X + σtW ; τ t)−X)2
]
. (39)
6 Simulation results 26
Since, σt(τ1, . . . , τ t) < σt(τ∗,1, τ∗,2, . . . , τ∗,t), Lemma 4.4 combined with (39)
prove that
σt+1(τ1, . . . , τ t, τ∗,t+1) < σt+1(τ∗,1, τ∗,2, . . . , τ∗,t+1).
It is clear that by induction we can obtain
σT (τ1, . . . , τ t, τ∗,t+1, . . . , τ∗,T ) < σT (τ∗,1, τ∗,2, . . . , τ∗,T ),
which contradicts the optimality of τ∗,1, τ∗,2, . . . , τ∗,T .
6 Simulation results
The main objective of this section is to evaluate the performance of automat-
ically tuned AMP proposed in Algorithm 2 via simulations. We specifically
discuss the effect of the measurement noise, the choice of parameter ∆N used
in (7), and the impact of the sample size N on the performance of our method.
6.1 Practical approximate gradient descent algorithm
The approximate gradient descent algorithm is presented in Algorithm 2. We
review the main pieces below.
6.1.1 Estimating the noise variance
One of the main assumptions we have made so far is that the variance of the
noise is given at every iteration. Needless to say that this is not the case in
practical applications and hence we have to estimate the variance of the noise.
This problem has been studied elsewhere [27, 28]. Here we only mention one of
the best approaches that exists for estimating σt. The following estimate
(
σˆt
)2
=
1
n
n∑
i=1
(zti)
2
provides an accurate and unbiased estimate of σt. Here, zti denies the i
th coor-
dinate of zt. It can be proved that limN→∞ σˆ
t = σ2 [28].
6.1.2 Setting the step size
In Section 3.3.4 we discussed the performance of the gradient descent algorithm
when the algorithm is employing fixed step size. In practical situations, in
most cases one can employ one of the methods that have been developed in
the optimization literature for this purpose. Here we employ the simplest of
these approaches, i.e., the back-tracking. This scheme is described in Algorithm
2 along with the other parts of our algorithm. For more information on this
algorithm please see [29].
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6.1.3 Avoiding local minima
As discussed in Section 3.3.4, the approximate gradient descent algorithm may
be trapped in two sets of local minima: (i) local minimas that occur at large
values of τ , and (ii) local minimas that occur around τopt. See Figure 5 for more
information. Therefore, it is important to ensure that the algorithm avoids the
local minimas that occur for large values of τ . This is straightforward for large
values of N . Note that for large values of τ , the risk function is equal to
1
N
∑N
i=1 |xo,i|
2, since our estimate is essentially equal to zero. On the other
hand, we have an access to the vector x˜t. If we calculate 1N
∑N
i=1 |xo,i + vi|
2, it
is straightforward to confirm that as N →∞ it converges to 1N
∑N
i=1 |xo,i|
2+σ2.
Therefore, once we have an estimate of σ2, we can easily obtain an estimate for
µ , 1N
∑N
i=1 |xo,i|
2:
µˆ ,
1
N
N∑
i=1
|x˜ti|
2 − σ2.
If the approximate gradient descent algorithm converges to a value of τ whose
estimated risk is close to µˆ, this indicates that the estimated τ is not close to
τopt. In this case, we re-run the gradient descent algorithm. To improve the
performance of the gradient descent we initialize the algorithm at zero, and
reduce the step size. It is not difficult to prove that if the step size is small
enough and the algorithm is initialized at zero then the algorithm will converge
to the correct answer.
6.2 Accuracy of the approximate gradient descent
In this section we evaluate the quality of the estimates obtained from approx-
imate gradient descent algorithm at different iterations of AMP. Here the de-
scription of our experiment:
• We set N = 2000 in all experiments unless we mention otherwise. Number
of measurements n and the level of sparsity k are obtained according to
n = ⌊δN⌋ and k = ⌊ρn⌋. In these experiments we set δ = 0.85 and
ρ = 0.25. A is a measurement matrix having iid entries drawn from
Gaussian distribution N
(
0, 1n
)
. The signal to be reconstructed xo ∈ R
N
has only k non-zero values. We have tested the performance on several
distributions for the non-zero entries of xo. However, in the following
experiments we consider a unit point mass at 1 as a distribution for non-
zero entries of xo.
• The maximum number of iterations of AMP is equal to 200. Furthermore,
we let gradient descent to iterate 30 times to find τˆopt. In most cases,
the algorithm converges in less than 10 iterations. One can study other
stopping rules to improve the efficiency of the algorithm. As mentioned
on the first page the measurements are given by y = Axo +w, where w ∼
N(0, σ2wI). We consider three different cases for the noise: σ = 0, 0.2, 0.4.
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Algorithm 2 Finding the argminτ rˆ(τ) with the approximate gradient descent
algorithm
Require: rˆ(τ),∆N , κ, α, β, µˆ,m, l0 = 20,Flag = 1
Ensure: argminτ rˆ(τ)
while Flag = 1 do
Flag = 0, τnew = 0
for i = 1 : m do
τold = τnew
drˆ(τold)
dτ =
rˆ(τold+∆N )−rˆ(τold)
∆N
∆τ = −
drˆ(τold)
dτ
l = l0
while rˆ(τold + l∆τ ) > rˆ(τold) + αl∆τ
drˆ(τold)
dτ do
l = βl
end while
τnew = τold + l∆τ
if
| 1N rˆ(τnew)−µˆ|
µˆ < κ or τnew < 0 then
l0 =
l0
2 ,Flag = 1
break
end if
end for
end while
• The other parameters of the algorithm are set to α = 0.1, β = 0.3, and
κ = 0.05. Furthermore, ∆N (the parameter that is used for estimating the
derivative of the risk) is set to 0.05. It is well-known that the performance
of the algorithm is robust to the choice of the parameters α and β. We will
later show that the performance of the algorithm is robust to the choice
of ∆N as well.
Figure 8 shows the performance of Algorithm 2 for a set of noise-free mea-
surements. It contains 4 plots where they correspond to the different iterations
of the AMP. As we mentioned in Section 2.2, at each iteration, AMP calculates
x˜t = xo+ v
t. Each plot in Figure 8 contains the Bayesian risk (defined in (12)),
estimate of the Bayesian risk, τˆopt and τopt defined in (6) and (3), respectively.
Figures 9 and 10 are similar to Figure 8 except for the fact that they cor-
respond to the set of noisy measurements with standard deviation 0.2 and 0.4
respectively. As we will show in the next section, the discrepancy between the
actual risk and its empirical estimate vanishes as N grows.
6.3 Impact of sample size N
Next, we test the effect of the sample size N on the accuracy and the perfor-
mance of the risk estimator. For this experiment, we use noiseless measurements
from the same model described at the beginning of this section except for the
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Fig. 8: Performance of Algorithm 2 in estimating τˆopt in different iterations of
AMP. In this experiment N = 2000, δ = 0.85, ρ = 0.25, and we consider
noiseless measurements (σ = 0).
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Fig. 9: Performance of Algorithm 2 in estimating τˆopt in different iterations of
AMP. In this experiment N = 2000, δ = 0.85, ρ = 0.25, and the standard
deviation of the noise of the measurements σ = 0.2.
value of N which is chosen from the set {200, 600, 4000, 30000}. As we can see
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Fig. 10: Performance of Algorithm 2 in estimating τˆopt in different iterations
of AMP. In this experiment N = 2000, δ = 0.85, ρ = 0.25, and the
standard deviation of the noise of the measurements σ = 0.4.
in the Figure 11, the larger the N the better the performance of the estimator
would be. This is exactly what we expect from Throrem 3.4. A rule of thumb
that we can give based on many experiments we have done is that, if N > 1000
and n > 400, then the risk estimate is accurate enough and the algorithm will
work well.
6.4 Setting ∆N
Figure 12 and Figure 13 are related to experiment of testing the impact of ∆N
on our algorithm. We mentioned earlier that ∆N is a free parameter; meaning
that it could be chosen by the user. Simulation results show that the algorithm
is robust to the changes of ∆N in a wide range of values. In Algorithm 2
we fix the ∆N as ∆0 where ∆0 = 0.05. Figure 12 shows the performance of
Algorithm 2 in finding the τˆopt for different values of ∆N . In addition, Figure
13 shows the convergence rate and the final MSE of AMP using different values
of ∆N in Algorithm 2. As we can see from both figures, ∆N could be chosen
from a wide range of values, from 0.1∆0 to 10∆0. As the dimension grows, the
range of values for which the algorithm works well expands as well. In all our
experiments ∆N = 0.05 provides a good value. As N increases, one may choose
smaller values of ∆ to have a more accurate the derivative at every iteration.
However, this does not provide much improvement in the overall performance
of AMP.
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Fig. 11: Performance of Algorithm 2 in estimating τˆopt for different values of
N . In this experiment δ = 0.85, ρ = 0.25, and we consider noiseless
measurements (σ = 0).
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Fig. 12: Performance of Algorithm 2 in estimating τˆopt for different values of
∆N . In this experiment N = 2000, δ = 0.85, ρ = 0.25, and the standard
deviation of the noise of the measurements σ is 0.2.
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Fig. 13: Convergence rate and the final MSE for different values of ∆N . In this
experiment N = 2000, δ = 0.85, ρ = 0.25, and the standard deviation
of the noise of the measurements σ is 0.1.
6.5 Comparison with optimal AMP
Now we compare the performance of our algorithm (AMP with approximate
gradient descent (Algorithm 2)) and optimal AMP derived in [2]. Note that the
optimal AMP in [2] requires an oracle information on the sparsity level of the
signal to tune the algorithm, while our algorithm is tuned automatically without
any information from the user. In this experiment, we consider 300 equally
spaced τ from [0.1, 2.5] and call this set T . Each time we fix the τ (picked up
from T ) and run the AMP. We name the τ which gives the minimum final MSE
as τopt. This is the parameter that is also given by the tuning approach in [2].
We also run the AMP using the gradient descent method in Algorithm 2. We
name the τ obtained after converging to the final MSE as τˆopt. Figure 14 is a
comparison of τopt and τˆopt. As we can see, they are very close to each other.
Finally, we compare the convergence of the AMP using the tuning scheme
of Algorithm 2 versus tuning using fixed thresholding policy with τopt. Figure
15 shows the MSE at each iteration. As we can see from the figure, when AMP
has converged to the final MSE, performance of the version using fix threshold
τopt is better than the one which uses gradient descent in each iteration to find
the optimal threshold.
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Fig. 14: Plot of final MSE versus different τ ∈ T . We see that the τ which has
the minimum final MSE is very close to the one obtained from tuning
the AMP’s threshold using the gradient descent method.
7 Conclusions
In this paper, we have proposed an automatic approach for tuning the threshold
parameters in the AMP algorithm. We proved that (i) this tuning ensures
the fastest convergence rate and (ii) The final solution of AMP achieves the
minimum mean square reconstruction error that is achievable for AMP. This
resolves the problem of tuning the parameters of AMP optimally.
There are several theoretical and practical problems that are left open for
future research. For instance, employing better techniques for estimating the
derivative of the risk, and employing better algorithms to employ the approx-
imate derivative to obtain the minimum of the risk function can potentially
benefit the performance of the algorithm, Also, it seems that these ideas can be
extended to the AMP algorithm for other signal structures.
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