Gossiping is the process of information di usion in which each node of a network holds a packet that must be communicated to all other nodes in the network. We consider the problem of gossiping in communication networks under the restriction that communicating nodes can exchange up to a xed number p of packets at each round. In the rst part of the paper we study the extremal case p = 1 and we exactly determine the optimal number of communication rounds to perform gossiping for several classes of graphs, including Hamiltonian graphs and complete k-ary trees. For arbitrary graphs we give asymptotically matching upper and lower bounds. We also study the case of arbitrary p and we exactly determine the optimal number of communication rounds to perform gossiping under this hypothesis for complete graphs, hypercubes, rings, and paths. Finally, we investigate the problem of determining sparse networks in which gossiping can be performed in the minimum possible number of rounds.
1 Introduction participate in at most one call at time. Therefore, we can see the gossiping process as a sequence of rounds: During each round a disjoint set of edges (matching) is selected and the nodes that are end vertices of these edges make a call. This communication model is usually referred to as telephone model 15] or Full{Duplex 1{Port (F 1 ) 20]. We denote by g F1 (p; G) the minimum possible number of rounds to complete the gossiping process in the network G subject to the above conditions. Another popular communication model is the mail model 15] or Half{Duplex 1{Port (H 1 ) 20], in which in each round any node can either send a message to one of its neighbors or receive a message from it but not simultaneously. The problem of estimating g H1 (p; G) has been considered in 4]. Analogous problems in bus networks have been considered in 11, 16] . Optimal bounds on g H1 (1; G) when the edges of G are subject to random failures are given in 8]. Packet routing in interconnection networks in the F 1 model has been considered in 1].
Results
We rst study the extremal case in which gossiping is to be performed under the restriction that communicating nodes can exchange exactly one packet at each round. We provide several lower bounds on the gossiping time g F1 (1; G) and we provide matching upper bounds for Hamiltonian graphs, complete trees, and complete bipartite graphs. For general graphs we provide asymptotically tight upper and lower bounds.
Subsequently, we study the case of arbitrary p and we compute exactly g F1 (p; G) for complete graphs, hypercubes, rings and paths. Our result for hypercubes allows us to improve the corresponding result in the H 1 model given in 4].
Finally, we investigate the problem of nding the sparsest networks in which gossiping can be performed in the minimum possible number of rounds, that is, networks in which gossiping can be performed in the same number of rounds as in the complete graph.
Gossiping by exchanging one packet at time
In this section we study g F1 (1; G), that is the minimum possible number of rounds to complete gossip in a graph G under the condition that at each round communicating nodes can exchange exactly one packet.
In order to avoid overburdening the notation, we will simply write g(G) to denote g F1 (1; G).
Lower bounds on g(G)
In this section we give some lower bounds on the time needed to complete the gossiping process.
Lemma 2.1 For any graph G = (V; E), with jV j = n, let (G) be the size of a maximum matching in G, then g(G) n(n ? 1) 2 (G) : (1) Proof. For any node v 2 V the packet initially resident in v must reach each of the remaining n?1 nodes in the graph. Therefore, during the gossiping process, at least n(n?1) packet transmissions must be executed over the edges of G. Since in each communication round at most (G) calls can be performed and each call allows the transmission of 2 packets (one in each direction) the bound follows. ; (2) where jM X j is the size of a maximum matching M X in G such that any edge in it has an endpoint in X and the other in V ? X. Proof. Consider a component V i , for some 1 i d. Nodes in V i can receive the packets of nodes in V ? V i only by means of calls between a node in X and one in V i ; moreover, at least n ? jV i j calls are needed between nodes in X and nodes in V i to bring all packets in V ? V i to nodes in V i . Analogously, packets of nodes in V i can reach nodes in V ? V i only by means of calls between a node in X and one in V i and at least jV i j such calls are needed. Therefore, for each i = 1; : : :; d, at least maxfjV i j; n ? jV i jg calls must take place between nodes in X and nodes in V i .
We then get that at least P d i=1 maxfjV i j; n ? jV i jg calls are needed between nodes in X and nodes in V ? X = d i=1 V i . Since at most jM X j such calls can take place during each round, we get the desired lower bound of n ? jV i j jM X j
Choosing an independent set of maximum size jY j = (G) we get (3).
2 Let T be a tree and v one of its nodes, we indicate the connected components into which the node set of T is splitted by the removal of v by V 1 (v); : : :; V deg(v) (v), ordered so that jV 1 
thus proving that the maximum is always attained at a node of maximum degree. 
Upper bounds
In this section we will determine exactly g(G) for several classes of graphs, including Hamiltonian graphs and complete k-ary trees. We will also provide good upper bounds for general graphs.
Hamiltonian Graphs
We rst note that in any graph G = (V; E) the size of a maximum matching (G) is at most bjV j=2c. Therefore, from Lemma 2.1 we get that the gossiping time g(G) of any graph with n nodes is always lower bounded by g(G)
( n ? 1 if n is even; n if n is odd.
We will show that this lower bound is attained by Hamiltonian graphs.
Let C n = (V; E) denote the ring of length n; we assume the vertex set be V = f0; : : :; n ? 1g and the edge set be E = f(v; w) : 1 = jv ? wj(mod n)g 1 . Lemma 2.3 g(C n ) n ? 1 if n is even; n if n is odd.
Proof. We distinguish two cases according to the parity of the number n of nodes. Case n even. We shall give a gossiping protocol on the ring C n that requires n ? 1 rounds. 
notice that M t and M t+1 are disjoint for each t. The gossiping algorithm is shown in Figure 1 .
Gossiping-even(C n ) Round t = 1: each node v sends its own packet to the node w such that (v; w) 2 M 1 ; Round t = 2: each node v sends its own packet to the node w such that (v; w) 2 M 2 ; Round t, 3 t n ? 1: For each node v let w be the node such that (v; w) 2 M t , node v sends a new packet to w, namely v sends the packet it has rst got among those v has neither received from w nor sent to w in any previous round. It is immediate to see that each node receives a new packet at each round (this can be formally proved by induction on t). Therefore, at the end of round n?1 of algorithm Gossiping-even(C n ) each node has received all the packets of the other n ? 1 nodes.
Case n odd. De ne the following maximum matchings M t in C n for each t = 1; : : :; n M t = f(v; w) : v ? t + 1 (mod n) is odd, w = v + 1(mod n); and v 6 = t ? 1 6 = wg: (6) We give in Figure 2 a gossiping protocol on C n that requires n rounds.
Gossiping-odd(C n ) Round t, 1 t n: For each node v 6 = t ? 1 let w be the neighbor of v in M t , node v sends to w the packet that v has rst received among those that it has neither got from w nor sent to w in a previous round (v own packet is considered to be received before any other packet).
Figure 2: Gossiping Algorithm in C n , n odd. It is easy to see that at each round t = 1; : : :; n each node di erent from t?1 receives a new packet.
Therefore, at the end of round n of algorithm Gossiping-odd(C n ) each node has received all the packets of the other n ? 1 nodes.
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Example 2.1 For n = 6 we have M 1 = M 3 = M 5 = f(1; 2); (3; 4); (50)g and M 2 = M 4 = f(0; 1); (2; 3); (4; 5)g. Each column of 
Trees
In this section we investigate the gossiping time in trees. We rst give an upper bound on the gossiping time in any tree and afterwards we exactly compute the gossiping time of k{ary trees. Consider a tree T = (V; E). We recall that for each node v the set V 1 (v) denotes the largest of the connected components into which T is splitted by the removal of v. Let # = max jV 1 (v)j; where the maximum is taken over all the internal nodes v having exactly deg(v) ? 1 leaves as neighbors; notice that any other internal node u has jV 1 (u)j # ? 1. Call pre{leaf any node v such that jV 1 (v)j = # and denote by the maximum degree of a node in the subgraph consisting only of the edges (u; f) where f is either a leaf or a pre{leaf of T.
Finally, let be the maximum number of leaves connected to a same node and = max v2V deg(v). Theorem 2.2 For any tree T = (V; E) on n nodes g(T) (# ? 1) + + (n ? # ? 1) :
Proof. Consider the gossiping algorithm Gossiping-tree(T) given in Figure 3 . For any e 2 E, the edge coloring c(e) and the partial edge colorings c 0 (e) and c 00 (e) used in Gossiping-tree(T) are each intended so that no two edges sharing a vertex are assigned the same color. We prove now the correctness of algorithm Gossiping-tree(T). Let us say that the edge (u; v) of T is saturated from u to v at time t of Gossiping-tree(T) if no packet is sent from u to v at any time t 0 t, that is, if by time t ? 1 node v has received the packet of each node w connected to v through u. We need the following property of Gossiping-tree(T). Property 2.1 In any round t of Phase 1 of the algorithm Gossiping-tree(T), if the edge (u; v) has color c(u; v) = t ? 1(mod ) and it is not saturated from u to v at time t, then u sends a new packet to v at round t.
Proof. The proof is by induction on the time unit t. Let t : At time unit t, for each edge (u; v) of color c(u; v) = t ? 1 2 f0; : : :; ? 1g node u and v exchange a call for the rst time and have at least their own packet to send each other.
Let now t > and suppose that the hypothesis holds for each t 0 < t.
Consider an edge (u; v) such that c(u; v) = t ? 1(mod ). Suppose by contradiction that at time t the edge (u; v) is not saturated from u to v but u has no packets to send to v among those u has not received through v, that is, all packets known to u and not received through v have been already sent from u to v.
In particular, node u has already sent to v all the packets it has received from its other neighbors, call them w 1 ; : : :; w k . Notice that the last call from u to v has taken place at time t? .
Let i be the only integer such that both t ? < i < t and c(u; w i ) = i ? 1(mod ) hold. If the edge (u; w i ) is not saturated at time i , by inductive hypothesis we know that u has received a packet by w i at time i . We can have now two cases: The rst case is that all the edges (u; w i ) are saturated at time i < t, this immediately implies that (u; v) is saturated at time t, contradicting our assumption that (u; v) not saturated from u to v at time t. The second case is that at least one edge (u; w i ) is not saturated at time i ; in such a situation we know by the inductive hypothesis that u has received a new packet by w i at time i that can be now forwarded to v, again getting a contradiction.
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We can now complete the proof of the theorem by showing that at the end of Gossiping{tree(T) each node knows all the other n ? 1 packets. Above Property 2.1 shows that a new packet is sent from u to v at each round t of Phase 1 such that c(u; v) = t ? 1 (mod ), until the edge (u; v) is saturated and no more packets need to be sent from u to v. Therefore, for any internal node u and for any consecutive rounds, u receives a new packet from each neigbor v such that (v; u) is not saturated from v to u. We recall that # is the maximum number of packets that any internal node needs to get from a same neighbor and that this maximum is attained with equality only if u is a pre{leaf. Therefore, by round (# ? 1) node u which is not a pre{leaf gets all the necessary n ? 1 packets; while a pre{leaf gets n ? 2 packets during the (# ? 1) rounds of Phase 1 and the remaining one during some round of Phase 2.
Analogously, during Phase 1 any leaf f gets #?1 packets. It is obvious that f receives a new packet during Phase 2; moreover, during Phase 3 the leaf f receives a new packet for any consecutive rounds thus getting the remaining n ? # ? 1 packets that it needs to complete the gossip. We point out that, altough the problem of computing d(G) is NP-hard, there exists an e cient algorithm to compute a spanning tree of maximum degree at most d(G) + 1 (see 12]). From Corollary 2.2 and Corollary 2.4 we have that for any tree with n nodes and maximum degree it holds n ? n + 1 g(T) n ? . Let us consider now the tree S n; of Figure 4 . If = n ? 1 then S n;n?1 is the star on n nodes and from Corollary 2.2 and Theorem 2.2 we have g(S n;n?1 ) = (n ? 1) 2 . If > 2 is constant with respect to n > 2 then from Corollary 2.2 and Theorem 2.2 we get (n ? 1) ? ( ? 1) g(S n; ) (n ? 1) ? 2. It is not dicult to obtain a speci c gossiping algorithm attaining the lower bound. Therefore, we have that for any n and there exists a graph G n; with n vertices and maximum degree such that g(G n; ) = ((n ? 1) ), hence the bound (7) is asymptotically tight. In 8] it is conjectured that for any graph G it holds g H1 (1; G) = (nd(G)). This conjecture, if true, together with Corollary 2.4 would imply the rather interesting fact that for any graph G it holds g(G) = (nd(G)). We shall now exactly compute the gossiping time of k-ary trees, that is, rooted trees in which each internal node has exactly k sons. Let T k;n denote any k{ary tree with n nodes. Let us rst notice that for n = k + 1 the tree T k;n is the star S k+1;k . Consider then a tree T k;n with n 2k + 1 nodes. Let u be a node of T k;n whose sons are all leaves, by Corollary 2.2 we get
We show now that (8) holds with equality. Applying Theorem 2.2 to T k;n we get that g(T k;n ) (# ? 1) + + (n ? # ? 1) = (# ? 1)(k + 1) + + (n ? # ? 1)k:
Unless exactly k ? 1 sons of the root are leaves (cf. the tree in Figure 5 ) T k;n has # = n ? k ? 1 and = k + 1, that by (9) and (8) gives
Consider now the remaining case when T k;n is the tree of Figure 5 . The only pre{leaf is the root, and # = n ? k. If n 3k + 1 we have = k and from (9) we get g(T k;n ) (n ? k ? 1)(k + 1) + k + (k ? 1)k = (n ? 1)(k + 1) ? k;
if n = 2k + 1 we have = = k + 1 and g(T k;2k+1 ) kn + 1.
Therefore, we have proved the following result.
Theorem 2.3 For any k-ary tree on n nodes T k;n it holds that
The particular case k = 1 of above result deserves to be explicitely stated.
Corollary 2.5 Let P n be the path on n nodes. We have g(P n ) = for j = 0; : : :; r ? 1. The algorithm is shown in Figure 6 . According to the protocol, at the end of Phase 1 of Gossiping{bipartite(K r;s ) each node a i (resp. b i ) knows the message of each b i (resp. a i ). 
Generalized Petersen Graphs
In Section 2.2.1 we have seen that Hamiltonian graphs have the minimum possible gossiping time among all graphs with n nodes. A natural question to ask is to see if there are non{Hamiltonian graphs on n vertices with gossiping time equal to n if n is odd and n?1 if n is even. A quick check shows that this is not the case for rectangular grids G t;s with both t and s odd 2 . In fact, we know that (G t;s ) = d s t 2 e and from Corollary 2.1 we get g(G t;s ) s t + 1. Moreover, it is also easy to check that the gossiping time of the Petersen graph on 10 vertices is at least 10. Therefore, one could be tempted to conjecture that the gossiping time g(G) of a graph G is equal to the minimum possible only if G is Hamiltonian. This conjecture, although nice sounding, would be wrong as the following classes of graphs, including the Generalized Petersen Graphs, shows.
Let P k; be the graph consisting of two cycles of size k connected by a perfect matching in the following way: given a permutation of f0; : : :; k ? 1g the graph P k; = (V (P k; ); E(P k; )) has vertex set V (P k; ) = fa 0 ; : : :; a k?1 g fb 0 ; : : :; b k?1 g and edge set E(P k; ) = f(a i ; a i+1(mod k) ) : 0 i < kg f(b i ; b i+1(mod k) ) : 0 i < kg f(a i ; b (i) ) : 0 i < kg: From Lemma 2.1 we know that g(P k; ) jV (P k; )j ? 1 = 2k ? 1. We will show that for any k and such that P k; is 3{edge{colorable, we have the equality g(P k; ) = 2k ? 1:
Notice that each cubic GPG, other than the Petersen graph itself, is 3{edge{colorable. Moreover, the class of 3{edge{colorable P k; 's includes the family of non Hamiltonian GPGs with k = 5 ( mod 6) and s = 2 (see 2] and references therein quoted). The gossiping algorithm is described in Figure   8 ; it assumes that the edges of the graph are colored with the three colors 1,2, and 3. It is easy to prove by induction on q that all the calls of Phase q, for q (k ? 1)=2, can actually be done. Therefore, after the rst (k ? 1)=2 phases each node a i has the packet of a i j(mod k) for j = 0; : : :; (k ? 1)=2, that is, it knows the packet of each other node in its own cycle; moreover it knows the packet of (k ? 3 Gossiping by exchanging more than one packet at time
In this section we shall study the minimum number of time units g F1 (p; G) necessary to perform gossiping in a graph G, under the restriction that at each time instant communicating nodes can exchange up to p packets, p xed but arbitrary otherwise. We assume that p is smaller than the number of nodes of the graph G, otherwise the problem is equivalent to the classical one. Again, for ease of notation, we shall write g(p; G) to denote g F1 (p; G).
Lower Bounds
First of all we shall present a simple lower bound on g(p; G) based on elementary counting arguments. Nonetheless, we shall prove in the sequel that the obtained lower bound is tight for complete graphs with an even number of nodes and for hypercubes. In order to derive the lower 
Bound (12) can be proved by noticing that during the rst blog pc + 1 calls of the algorithm attaining g(2p; G), the exchanged messages have necessarily size less than or equal to p. From this observation and Theorem 2.4 it follows, for example, that for the complete bipartite graph it holds g(2; K r;s ) (g(1; K r;s ) + 1)=2 = d(r + s ? 1)r=(2s)e + 1; it is not di cult to derive an algorithm similar to the one in Figure 6 attaining the equality.
Rings and Paths
Let g(1; G) denote the gossiping time of the graph G in absence of any restriction on the size of the messages. It is obvious that for each p it holds g(p; G) g(1; G), it is possible to see that equality holds for any p 2 when G is either the ring C n or the path P n on n nodes.
It is well known that 17] g(1; P n ) = 2 n 2 ? 1 and g(1; C n ) = n=2 if n is even, (n + 3)=2 if n is odd. We just point out that it is easy to see that the algorithms attaining g(1; C n ) and g(1; P n ) do not need to send more than 2 packets at time. Therefore the following results hold. Theorem 3.1 For each n 3 and p 2 it holds g(p; C n ) = g(2; C n ) = n=2 if n is even, (n + 3)=2 if n is odd. Theorem 3.2 For each n 2 and p 2 it holds g(p; P n ) = g(2; P n ) = 2d n 2 e ? 1.
Complete graphs
In this section we study the gossiping time of the complete graph K n on n nodes. We shall denote by f0; Consider the gossiping algorithm given in Figure 9 and let I n (v; t) denote the set of nodes whose packets are known by v by the end of round t. For Let V t , P even (v; ), and P odd (v; ) be de ned as in (13), (14), and (15), respectively. In order to show the correctness of Gossiping{odd(p; K N ), let us rst consider Phase 1. At round t, for 1 t dlog pe, node N + 1 ? 2 t does not receive the information of the nodes in I n (N; t) ? fNg It is easy to see that the set of nodes that have not the packet of all the nodes in I n (v; t) are the nodes in the set X t de ned by X 1 = ; and X t = X t?1 fv+2 t ?1 ( mod n) : v 2 X t?1 even g fv?2 t +1 ( mod n) : v 2 X t?1 odd g fN+1?2 t g; for 2 t dlog pe, that gives X t = f3+4i : 0 i 2 t?2 ?2g fN ?3?4i : 0 i 2 t?2 ?1g; for t = 2; : : :; dlog pe: (18) Moreover, each node in X t has at least the packets of all nodes in I(v; t) ? I(N; t ? 1) . Therefore, at the end of round dlog pe each node in X dlogpe misses at most the packets of the nodes in I(N; dlogpe?1) = fN ?2 dlog pe?1 +1; N ?2 dlog pe?1 +2; : : :; N ?1g and the calls of round dlog pe+1 between each node v 2 X dlogpe and v + 2 = 2 X dlog pe assure that each node knows the packets of all nodes in I(v; dlogpe). Consider now Phase 2. It is immediate that at round t each node receives p new packets, but for the even node v such that v t?1 = N. Hence after the calls of round dlog pe + l n?2 dlogpe p m + 2 each node knows the packet of each of the other N ? 1 nodes.
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For N odd, we believe that the true value of g(p; K N ) is dlog pe + m : The proof is by induction on d. The assertion is trivially true for d = 1; suppose now that there exists a gossiping protocol in H d that takes t d rounds to be completed and that satis es the additional property that after any round t t d ? 1 each vertex knows exactly I(p; t) packets. We shall exhibit a gossiping protocol in H d+1 that takes t d+1 rounds to be completed and that also satis es the aforesaid additional property. In the next round exchange p packets along the matching M in such a way x i (resp. y i )
sends to y i (resp. x i ) all packets in B i C 0 i (resp. A i D 0 i ) and x 0 i (resp. y 0 i ) sends to y 0 i (resp.
x 0 i ) all packets in B 0 i C i (resp. A 0 i D i ). After the above t d +1 rounds we are sure that each vertex x i (resp. x 0 i ) knows all the packets of the subcube it belongs to and so we can nish the protocol by sending packets along dimension d+1 in such a way p new packets are received during each round (except possibly the last nal round). Therefore, for each t, with De nition 4.1 Given a graph G(V; E) on n nodes and an integer p such that 2 dlog pe n we say that G is p{optimal if g(p; G) = g(p; n) and jEj = M(p; n), that is, if G is a sparsest graph among all the graphs with n nodes and minimum gossiping time g(p; n).
We rst consider the special cases p = 1 and p = 2 that admit a very simple solution and afterwards we consider the general case, that is, p 3.
Sending p 2 items per round
We have shown in Sections 2.2 and 3.2 that for the ring C n on n nodes g(1; C n ) = g(1; n) = 2 n 2 ? 1 and g(2; C n ) = g(2; n) = n=2 if n is even; (n + 3)=2 if n is odd.
Consider now any connected graph (tree) G with n nodes and m n ? 1 edges. The lower bound given in Corollary 2.2 tells us that g(1; G) 2n?3. Moreover, it is easy to verify that the inequality g(1; G) 2g(2; G) ? 1 holds. The above two inequalities imply that g(1; G) > g(1; n) = n ? 1 for each n 3 and g(2; G) (g(1; G)+1)=2 (2n?2)=2 = n?1 g(2; n) for each n 2 with n 6 = 3.
It is easy to see that P 3 is also optimal for p = 2. We have then proved that Theorem 4.1 M(1; 2) = M(2; 2) = 1, M(1; 3) = 3, M(2; 3) = 2, and for each n 4 M(1; n) = M(2; n) = n:
Sending p 3 items per round
In this section we study p{optimal graphs for p 3. We recall that such graphs are to be searched among those graphs having gossiping time equal to g(p; n). Let us rst recall that for each p 3 the ring C n is not p{optimal, indeed from the results of Section 3.2 we have min q g(q; C n ) = g(2; C n ) > g(p; n). Let the node set be V n = f0; 1; : : :; n ? 1g, all operations on nodes will be intended modulo n.
De ne the matching M p;n (t) = f(v; v + s t ) j v 2 V n is oddg; for t = 1 : : :; dlog pe + 1;
and the graph G p;n = (V n ; E p;n ) with E p;n = dlog pe+1 t=1 M p;n (t); Figure 11 shows G 6;14 . edge in the matching (4) edge in the matching (2) Figure 11 One can check that at the end of the algorithm Gossiping(G p;n ) given in Figure 12 any node knows the packets of all the other nodes in G p;n . Therefore, using We have considered the problem of gossiping in communication networks under the restriction that communicating nodes can exchange up to a xed number p of packets at each round. In the extremal case p = 1 we have given optimal algorithms to perform gossiping in several classes of graphs, including Hamiltonian graphs, paths, complete k-ary trees, and complete bipartite graphs.
For arbitrary graphs we gave asymptotically matching upper and lower bounds.
In the case of arbitrary p we have determined the optimal number of communication rounds to perform gossiping under this hypothesis for complete graphs, hypercubes, rings, paths and complete bipartite graphs K r;r . Several open problems remain in the area. We list the most important of them here.
It would be interesting to determine the computational complexity of computing g F1 (1; G) (g F1 (p; G)) for general graphs, it is very likely that it is NP{hard. (We know that computing g F1 (1; G) is NP{hard, see 20]).
We have left open the problem of determining the gossiping time g F1 (1; G t;s ), and more generally g F1 (p; G t;s ), of rectangular grids G t;s with both t and s odd. We know from Corollary 2.1 that g F1 (1; G t;s ) st + 1. Does equality holds? We can prove that g F1 (1; G 3;3 ) = 10. A general upper bound on g F1 (1; G t;s ) can be obtained by observing that G t;s = P t P s , where P t and P s are the paths on t and s nodes, respectively, and denotes the cartesian graph product. Now, given two graphs G = (V; E) and H = (W; F) it is easy to see that g F1 (1; G H) We know from (4) that for any graph G with n vertices one has g F1 (1; G) n if n is odd, g F1 (1; G) n?1 if n is even and from Theorem 2.1 we get that the equality holds for Hamiltonian graphs. It would be interesting to characterize the class of graphs for which this lower bound is tight. We know from the results of Section 2.5 that this class is larger than the class of the Hamiltonian graphs.
In view of the possible NP-hardness of computing g(p; G) for arbitrary graphs, it would be interesting to design e cient algorithms to compute gossiping protocols that complete in time \close" to g(p; G). Such algorithms have been recently provided for g(1; G) (see 14, 22] ). However the techniques used there do not seem to apply to the case of bounded p.
Finally, we mention that in 6] we have analyzed the minimum total number of calls necessary to perform gossiping under the restriction that communicating nodes can exchange up to p packets during each call.
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