Abstract-During building model process, it is difficult to construct a multiple regression model (MRM) while the response variable(Y) is proposed as a vector of (r.v),
I. INTRODUCTION [2], [3], [7]
The plot of land that was experienced upon owns specifics of agricultural land in general and the land area of experiment was (450m2). It is located in the west of Sulaimani, and area called Farmanday-Gshty. In order to apply the experiment, the area was divided into (36) equal blocks. The area of each block was (12m2), and a large area had been chosen to avoid the interaction between the pieces of the experiment units. The factors are (3) different levels of nitrogen (N), (4) different levels of phosphorus (P), and (3) different levels of potassium (K). We took all combinations of three outputs between them which are equal to (36) combinations, each combination consists of three levels of (N, P, and K) and was given to a piece of land. We had to measure the average number of leaves as (Y 1 ), average height of plant as (Y 2 ), average circumference as (Y 3 ), and the average weight of sweet corn flower as (Y 4 ), all per block of the plants. Each experimental block contained (30) plants, the response variables indicates the average of each experimental block, the circumference of each plant was taken from three different points which are bottom, middle and top , then taking average of them for each plant in the experimental block. The experience duration time was (60) days. The data that had been collected as described in previously are used to perform appropriate (MRRM), and analysis. (matlab v.7.0 and R v.3 .2.4 were used).
I-1 Hypotheses
(MRRM) is one of more sensitive type of regression because of the independency between the factors(Xi, i=1,2,…,k), also is a type of regression that deals with more than one response(r.v) as a dependent variable which are linearly dependents by the effect of factors affects these responses as a vector at once. Moreover in order to make sure that the (r.v's) are linearly dependent, this hypothesis must be tested statistically.
I-2 Objective of the study
The aim of this study is to diagnose and define the behaviors and patterns in data experiment by fitting them in a statistical model that is characterized by multi-response regression model. Also using the fitted model to determine the aggregate properties of the material experience (sweet corn) in terms of (Y 1 ,Y 2 ,Y 3 ,Y 4 ), and at the same time comparing the results of the experiment in both cases (single response, for each Y 1 ,Y 2 ,Y 3 ,Y 4 ) separately through the use of (MRM) and all responses together(MRRM).
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Let (N) be the number of experimental trails and (R) be the number of response variables and (K) be the number of explanatory variables, and then assuming that the responses variables can be shown as polynomial regression model in the value of (Xj) within a certain regression ) response. Also we assume that: E(ϵ i ) = 0 Var (ϵ i ) = δ ii I N, i = 1,2,3,…..,r Cov (ϵ i , ϵ j ) = δ ij I N i,j = 1,2,3,…..,r, i≠j (2) Then the (rxr) matrix whose (i , and j) ℎ element is (δ ij ) will be denoted by( ∑). Also we can rewrite the equation (2.1) as follow: 
Where Kronecker product is denoted by ⊗, is an operation on two matrices of arbitrary size resulting in a block matrix. It is a generalization of the outer product (which is denoted by the same symbol) from vectors to matrices, and gives the matrix of the tensor product with respect to a standard choice of basis. In order to get best linear unbiased estimator (BLUE) we should apply the following formula:
(6) But (∑) must be known in both eq. (5, 6) If (∑) is unknown as it is usual case then the an estimate of B can be obtained by replacing (∑) in eq.( 6)by estimating ∑ provided that this estimate is non-singular , this criteria was proposed by Zellner(1962) , and is given by ∑ =δ ij est Where:
We note that (δ ij est ) is computed from the residual vector which resulted from an ordinary least squares fit of the ( ℎ ) and ( ℎ ) single response model to their respective data sets, using this estimate of (∑)in eq(6) we get the estimate :
Where (∆) is a kronecker product matrix which diagonal contains (∑), and this matrix makes the multiresponse model studies the parallel effect of all explanatories or all response variables, then it can be said that the responses act under the explanatories at the same time. In regression model lack-of-fit will exist when it fails to fit the functional relationship between the explanatory variables and the response variable. Lack-of-fit may occur when two different values of response variable have the same quantity of treatment, for example if we have a sample of size (20) or any other size using headache's drug for each person in the sample due to their age. It will be inadequate to give drug (500 mg) to a person whose (10) years old and to a person whose (30) years old, unusually large residuals result from fitting the model might be occurred. That is why lack-of-fit test is required in these cases; also every linear or nonlinear model requires lack of fit test to increase the accuracy of the model under study. In multi-response regression model the test is similar to the test in single response linear regression model in addition to some differences in this model application. (14) is inadequate, then the multi-response model (13) SSpϵ (c) and SSLof(c) are pure, and lack of fit error (Lof) sum squares respectively. (V pϵ ,V Lof ) are degrees of freedom for pure and lack of fit error respectively.
II-2 Linear
Where (J vi ) is the matrix of one's of order (v i x v i ) and (v i ) is the number of observations at the (i th ) repeat run side (i=1, 2 ….… n). The matrix of (W) in eq(17) is not necessary to be a full column rank , then we denote the quadratic form in both eq(17, 18) by (G 1 and G 2 ) respectively.
Then the test statistics of eq(15) will be rewritten as :
If the model (14) is correct then F(c) has the Fdistribution with (V lof and V pe ) degrees of freedom. A large value of F(c), or equivalently, a large value of (C`G 1 C / C`G 2 C) leads us to believe that eq (14) is inadequate and eq(13) is considered inadequate if at least one of the models in eq (14) is inadequate for some (c≠0) ,then model(13) has a significant (LOF), if Max (C`G 1 C/C`G 2 C) exceeds a certain critical value.
III. APPLICATION
Multi-response linear regression was used to study the effects of (Nitrogen, Phosphorus, Potassium) in different levels as explanatory variables on responses [average number of leaves as (Y 1 ), average height as (Y 2 ), average circumference as (Y 3 ) and the average weight sweet corn flower as (Y 4 )] of the plants at the same time, multi-response linear regression is different from the other models in technique, it can handle more than a single response at the same time and its output is a system of linear models according to the numbers of the response variables in the study. The data that had been collected as described in previous sections are used to perform a multiple response regression model analysis. (matlab v.7.0 and R v.3 .2.4) were used.
III-1 Multi-response linear regression algorithm:
The procedure of Multi-response linear regression can be shown in following steps First step: standardize the explanatory and response variables. Second step: fitting models for each response separately. Third Step: calculating kronecker product (∆ − ) where its dimensions is (144x144) from eq (9). Fourth Step: calculating fisher matrix( Zˊ∆ −1 Z) −1 using kronecker product and steps above respectively gets the following matrix. The first column of (̂) matrix is the estimated parameters of the average number of leaves in plant per block, the second, third and fourth columns are the estimated parameters of the average height plant per block, average circumference plant per block and average weight of sweet corn flower of plant per block respectively. Sixth step: Testing Significance of Explanatory variables by using the T-test, the (V-Cov of ̂) is equal to( Zˊ∆ −1 Z) −1 , now it is easy to perform the test by dividing the (̂) matrix by the root square of [VCov(̂)] as it is shown below: As it is obvious from the above table that the calculated values of (t-test) is greater than (-table) value which is equal to (1.36) and this leads to say there is no reason to accept he null hypotheses that says the parameters is equal to zero, all parameters (̂) are significant in the system. Seventh step: Identify Detection of System Models. This step needs to calculate Order condition, and rank condition which calculated as follow: Table ( 2) it is clear that the four models are identified, order condition is satisfied (K-M = G-1). Since there exist at least, one sub non-singular matrix in the four postulated models, then the system of models is exactly identified.
III-2 Multi-response Model Fitting, Results Summary:
Applying the multi-response linear regression algorithm to carry out a system of models at the same time that is discussed previously after standardizing all variables under consideration, obtaining these estimated system models bellow: The above models represent estimated models for average number of leaves per block, average height plant per block, average circumference plant per block and average yield plant per block respectively. After fitting the four models it is required to test each of them separately as comes from the estimation and testing of multi-response technique, for this purpose(ANOVA) table and coefficients of determination (R 2 ) is calculated for each model. for the first model, testing the null hypothesis H 0 : the model is not significant.
III-3 First model significant testing:
From table (4) it is clear that the value of F-calculated is equal to (205.2217), this implies that there is no reason to accept the null hypothesis, also (R 2 ) is equal to (0.951) which means that the average number of leaves in plant is changed by the amount (0.951) due to changing in composts (N,P, and K), so this model can depend on predicting the average number of leaves in plant. )is equal to (0.9964) which means that the average height of plant is changed by the amount (%99.64) due to changes in composts. Therefore this model can depend on predicting the average height of plant. 
III-5 Third model (Significant testing):
From table (6) it is clear that the value of F-calculated is equal to (32563009.7), F-table (3,32,0.95) is equal to (2.92) is much smaller than F-calculated this implies that there is no reason to accept the null hypothesis, also (R 2 ) is equal to(0.9999997) it means that the average circumference of plant is changed by the amount (%99.99997) due to changing in composts. Therefore this model can depended upon to predict the average circumference of plant. 
III-5 Forth model (Significant testing):
From table (7) it is clear that the value of F-calculated is equal to (285.9704) and F-table (3, 32, and0.95) is equal to (2.92) it is smaller than F-calculated, this implies that there is no reason to accept the null hypothesis, also (R 2 ) is equal to(0.964) it means that the average crop of plant is changed by the amount (%96.4) due to changing in composts. Therefore this model can be depended upon to predict the average crop of plant. 
III-6 Linear dependency Test among Responses:
The value of (δ re 2 and µλ) is equal to (0.00083, 0.02905) respectively by using (δ=0.05), where (δ re 2 )is a rounded error variance, (µ λ )is the expected value of(µ λ )is a small Eigen value of matrix (DD`). Then calculating the Eigen value and Eigen vectors of (DD`) matrix which has been calculated. From the above table it is obvious there is no Eigen value of (DD`) matrix which falls within four to five values of (δ λ ) from (µ λ ), hence, no Eigen value of (DD`) may be regarded as zero. This indicates that no linear relationship exists among the four responses.
III-7 Lack of Fit Test:
Testing the multi-response regression in order to detect if the models suffer from lack of fit or not we should calculate lack of fit and pure error as ( 1 , 2 ) matrices respectively according to eq.( 19, 20) to test the hypophysis below: H 0 : The model doesn't suffer from lack of fit. H 1 : The model suffers from lack of fit. The matrices of ( 1 ), ( 2 ) and ( -23.1149 -20.6098 -19.9665 -22 .1829 -20.6098 -17.8999 -17.1215 -19.2101 -19.9665 -17.1215 -15.2866 -18.5552 -22.1829 -19.2101 -18.5552 -21.3507 Where ( 
IV. RESULTS ANALYSIS
After using multi-response regression in this study, the researcher introduced some conclusions due to the application part of the agricultural experiment. So later in the study the researcher added some important points as follow: 1-Multi response regression is a pathological technique to carry out the production of more than one linearly dependent response (Multi-response) because it can produce more than one response parallel at the same time. 2-The researcher concluded that from the first model which was for the average number of leaves in plant per block, the min. number of leaves in plant per block was approximately(17) at the time that the composts (N, P, K) equaled (30, 0, 0) grams respectively. (22). 4-From the second model which was for the average height of plant per block, minimum average is equal to (161.5815 cm) when the composts (N, P, K) equal (0, 0, 50) grams per plant respectively. The maximum average height is (215.624 cm) when (N, P, K) equal (50, 50, 0) grams. 5-After predicting (Ŷ2 (average height of plant per block), (N, P, and K) and were being sorted, we found out that (N and P) have a positive relationship with the average height of plants by (0.613716, 0.273046) .See the second postulated model. 6-From the third model which is the average circumference plant per block, the minimum average of circumference plant per block is equal to (2.502 cm) when composts (N, P, K) equal (0, 0, 0) grams for per plant respectively. The maximum is (5.6123 cm) when (N, P, K) equal (50, 50, 50) grams. 7-The composts (N, P and K) also have a positive relationship with the average circumference plant per block. 8-The researcher concluded from the forth model which was for the average crop weight of sweet corn flower, the minimum weight is (183.27) grams per flower when the composts (N, P, K) equal (0, 0, 50) grams per plant respectively and the maximum is (258.8443) grams when (N, P, K) equal (50, 50, 0). 9-After sorting (Ŷ4, N, P, and K) we found out that the composts (N and P) have a positive relationship with the average weight crop by (0.281032, 0.187157).See the forth postulated model. 10-Both of Y2 and Y4after being compared with each other were minimum (N, P, K) equal (0, 0, 0) grams per plant respectively and maximum when (N, P, K) equal (50, 50, 0) grams for both. 11-Since (∆ − ) is a function of (V-COV) matrix of residuals then one can say that (∆ − ) is a solution to remove autocorrelation problem if it exists in the system or in other word (∆ − ) is similar to (GLS) method. 12-Multi-response regression have the best performance when it is compared with a single response multiple regression model because the single model is unable to study the parallel multi-response in the model so it is not able to study the sideeffects of the reflections for explanatory. At the same time the multi-response regression model is able to detect all patterns (good or bad), (positive or negative) effects after the experimental data under consideration. 13-As the researcher's suggestion, the results of this study can be tried to expand into another (system of linear programming), and optimizing these products, by solving the linear system using simplex method of solution.
