We consider the problem of computing the squareroot of a positive semidefinite (PSD) matrix. Several fast algorithms (some based on eigenvalue decomposition and some based on Taylor expansion) are known to solve this problem.
Introduction
The matrix squareroot problem is, given a matrix M, to find a matrix U such that U 2 = M. Computation of the matrix squareroot is a fundamental problem in several applications. An important special case of this problem is the computation of the squareroot of a positive semidefinite (PSD) matrix (where M and U are PSD), which arises for instance in some signal processing applications [8, 2, 12, 11] in addition to its key role in the computation of the matrix sign function, definite generalized eigenvalue problem and so on (see [7] , Chapter 6) .
Given the importance of this problem, computation of the matrix squareroot has generated a tremendous amount of work in the numerical linear algebra community [1, 4, 5, 6, 9] to name a few.
For a detailed list of references, see Chapter 6 in Higham's book [7] . The basic component of most of these algorithms is the Newton's method to find the square root of a positive number. Given a positive number m and a positive starting point u 0 , Newton's method gives rise to the iteration
It can be shown that the iterates converge to √ m at a quadratic rate (i.e., ǫ-accuracy in log log 1 ǫ iterations). The extension of this approach to the matrix case is not straight forward due to non commutativity of matrix multiplication. For instance, if M and U t were matrices, it is not clear if m ut should be replaced by U t −1 M or MU t −1 or some thing else. Indeed, the matrix version of Newton's method is not explicit like (1) and requires us to solve a system of linear equations which seems as hard as computing the matrix squareroot itself. One approach to overcome this issue is to start with U 0 = M or U 0 = I which ensures that all the iterates have the same eigenvectors as M and hence commute with M. (1) can then be extended easily to the matrix case (say by using U t −1 M for m ut ). In this case, the matrix Newton iterations can be seen to just perform scalar Newton iterations on the eigenvalues, which directly implies quadratic convergence of the matrix Newton iterates. However, in fixed precision models, this method is very brittle to errors that lead to loss of commutativity resulting in loss of convergence itself [4] (although this can be overcome by increasing the number of bits of precision logarithmically in some problem parameters). Most of the work since has focused on designing stable iterations that are still inspired by (1) [4, 6, 9] . From a practical viewpoint, these methods are extremely fast (with convergence in fewer than ten iterations in most cases and fast iterations involving matrix multiplications and inversions/least squares) and are quite robust in practice. From a theoretical viewpoint however, the analysis of these methods is not fully satisfactory since it requires the commutativity of each iterate with the input matrix requiring careful initialization as mentioned above. In particular, convergence of these methods from an arbitrary starting point is not known.
Computer scientists do not seem to have directly considered the computation of matrix squareroot. However, algorithms for computing the eigenvalue decomposition (EVD) can be easily used to compute the matrix squareroot, by taking squareroots of the eigenvalues. As far as we are aware, the best run time bound for computing the EVD of a matrix (in the real arithmetic model of computation) is due to [10] , which is O n ω log n + n log 2 n log log 1 ǫ for matrices with distinct eigenvalues. Though the result is close to optimal (in reducing the EVD to matrix multiplication), the algorithm and the analysis are quite complicated.
Our Contribution
In this paper, we propose doing gradient descent on the following non-convex formulation:
We show that if the starting point U 0 is chosen to be a well-conditioned PSD matrix, our algorithm converges to the PSD squareroot at a geometric rate. Each iteration involves doing only three matrix multiplications and no inversions or leastsquares. The total runtime of our algorithm is
. In contrast to existing algorithms which require starting at specific points, our result guarantees convergence from a wide range of starting points. Another nice feature of our algorithm is that it is based purely on matrix multiplications, where as all existing methods require matrix inversion or solving a system of linear equations.
We also show that our algorithm is robust to errors in multiple steps in the sense that if each step has an error of at most δ, then our algorithm achieves a limiting accuracy of O M 2 κ 2 δ . In contrast to existing algorithms, our proof of robustness follows in a fairly straight forward manner from our proof for the noiseless setting.
Method
Runtime Newton variants [7] O n ω log log 1 ǫ EVD (algebraic [10] ) O n ω log n + n log 2 n log log An unsatisfactory part of our result however is the dependence on κ. We prove a lower bound of Ω (κ) iterations for our method which tells us that the dependence on κ is not just a weakness in our analysis.
We would like to stress that our result is very interesting as a transparent analysis of a nonconvex formulation of the matrix squareroot problem. We believe our result and analysis can act as a starting point for developing other optimization algorithms such as stochastic gradient descent (which may be more appealing in some applications) with global convergence guarantees in similar settings.
Outline: In Section 2, we will briefly set up the notation we will use in this paper. In Section 3, we will present our algorithm, approach and main results. We will present the proof of our central result in Section 4 and conclude in Section 5. The proofs of remaining results can be found in the Appendix.
Notation
Let us briefly introduce the notation we will use in this paper. We use boldface lower case letters (v, w, . . .) to denote vectors and boldface upper case letters (M, X, . . .) to denote matrices. M denotes the input matrix we wish to compute the squareroot of. σ i (A) denotes the i th singular value of A. σ min (A) denotes the smallest singular value of A. κ (A) denotes the condition number of A i.e., 
Our Results
In this section, we will present our algorithm, approach and guarantees.
Algorithm 1: Gradient descent for matrix square root
Algorithm
Our algorithm is to do gradient descent on the non-convex optimization problem:
where we constrain U to be symmetric. The algorithm is formally presented in Algorithm 1.
Warmup -Analysis with commutativity
In this section, we will give a short proof of convergence for Algorithm 1, when we ensure that all iterates commute with M.
, and U 0 is chosen to be M 2 · I, then U t in Algorithm 1 satisfies:
Proof. Since U 0 = M 2 I has the same eigenvectors as M, it can be seen by induction that U t has the same eigenvectors as M for every t. Every singular value σ i (U t+1 ) can be written as
Firstly, this tells us that U t 2 < 2 M 2 for every t. Verifying this is easy using induction. The statement holds for t = 0 by hypothesis. Assuming it holds for U t , the induction step follows by considering the two cases U t 2 ≤ M 2 and M 2 < U t 2 < 2 M 2 separately and using
. A similar induction argument also tells us that
2 . (3) can now be used to yield the following convergence equation:
where we used the hypothesis on η in the last two steps. The above argument can be strengthened by induction to obtain:
This can now be used to prove the lemma:
Note that the above proof crucially used the fact that the eigenvectors of U t and M are aligned to reduce the matrix iterations to singular value iterations.
Approach
As we begin to investigate the global convergence properties of (2), the above argument breaks down due to lack of alignment between the singular vectors of M and those of the iterates U t . Let us now take a step back and consider non-convex optimization in general. There are two broad reasons why local search approaches fail for these problems. The first is the presence of local minima and the second is the presence of saddle points. Each of these presents different challenges: with local minima, local search approaches have no way of certifying whether the convergence point is a local minimum or global minimum; while with saddle points, if the iterates get close to a saddle point, the local neighborhood looks essentially flat and escaping the saddle point may take exponential time.
The starting point of our work is the realization that the non-convex formulation of the matrix squareroot problem does not have any local minima. This can be argued using the continuity of the matrix squareroot function, and this statement is indeed true for many matrix factorization problems. The only issue to be contended with is the presence of saddle points. In order to overcome this issue, it suffices to show that the iterates of the algorithm never get too close to a saddle point. More concretely, while optimizing a function f with iterates u t , it suffices to show that for every t,
where f * = min u f (u), and L and ℓ are some constants. If (4) and (5) hold, it follows from standard analysis that gradient descent with a step size η < 1 L achieves geometric convergence with
The core of our argument consists of Lemmas 4.1 and 4.2, which essentially establish (4) and (5) respectively for the matrix squareroot problem (2) . The proofs of these lemmas use only elementary linear algebra and we believe such results should be possible for many more matrix factorization problems.
Algorithm 2: Gradient descent with errors for matrix square root
Guarantees
In this section, we will present our main results establishing that gradient descent on (2) converges to the matrix square root at a geometric rate and its robustness to errors in each iteration.
Noiseless setting
The following theorem establishes geometric convergence of Algorithm 1 from a well-conditioned initial point. 
Remarks:
, in order to obtain an accuracy of ǫ, the number of iterations required would be O κ 3/2 log
. So the total time complexity of the algorithm is
, where ω is the matrix multiplication exponent.
• The constants √ 3 and 1 10 in the bounds on U 0 2 and σ min (U 0 ) are arbitrary. Choosing any other constants in their place would only change the requirement on the learning rate by a constant.
Noise Stability
Theorem 3.1 assumes that the gradient descent updates are performed with out any error. This is not practical. For instance, any implementation of Algorithm 1 would incur rounding errors. Our next result addresses this issue by showing that Algorithm 1 is stable in the presence of small, arbitrary errors in each iteration. This will establish the stability of our algorithm in the presence of round-off errors for instance. Formally, we consider Algorithm 2.
The following theorem shows that as long as the errors △ t are small enough, Algorithm 2 recovers the true squareroot upto an accuracy of the error floor. The proof of the theorem follows fairly easily from that of Theorem 3.1. 
• Since the errors △ s F are multiplied by a geometrically decreasing sequence, the summation above can be bounded as
This means that Algorithm 2 achieves a limiting accuracy of
• If there is error in only the first iteration i.e., △ t = 0 only for t = 0, then the error is attenuated with every iteration,
Contrast this to the stability results for Newton variants where the best known results state that error in a single iteration is not amplified by more than a constant factor [7] .
Lower Bound
We also prove the following lower bound showing that gradient descent with a fixed step size requires Ω (κ) iterations to achieve an error of O (σ min (M)). 
This lemma shows that the convergence rate of gradient descent fundamentally depends on the condition number κ. Note that the lower bound of Lemma 3.2 is off from the upper bound of Theorem 3.1 by √ κ. Though we do not elaborate in this paper, it is possible to formally show that a dependence of κ 3/2 is the best bound possible using our argument (i.e., one along the lines of Section 3.3).
Proof of Theorem 3.1
In this section, we will present the proof of Theorem 3.1 and its related lemmas. The proofs of the remaining results can be found in the Appendix.
The following result bounds the operator norm of the intermediate matrices U t in Algorithm 1. This essentially establishes (4) in our setting. 
Proof. We will prove the lemma by induction. The base case t = 0 is guaranteed by assumption. Supposing the statement is true for U t , we will prove it for U t+1 .
Using the update equation of Algorithm 1, we have:
Since η < 1 10 M 2 and U t 2 ≤ 3 M 2 , note that the singular values of the matrix I − 2ηU t 2 U t are exactly (1 − 2ησ 2 ) · σ where σ is a singular value of U t . For σ ≤ 2 M 2 , we clearly
Plugging this observation into (6), we obtain:
proving the lemma.
The following lemma shows a lower bound on the smallest eigenvalue of the intermediate matrices U t . This essentially establishes (5).
Lemma 4.2. Suppose U 0 is a PSD matrix with
, where c is a small enough constant. Then, for every t ∈ [T − 1], we have U t be a PSD matrix with
Proof. We will prove the lemma by induction. The base case t = 0 holds by assumption. Suppose the lemma holds for some t. We will now prove that it holds for t + 1. Let λ min (·) denote the minimum eigenvalue of matrix, then:
, using Lemma 4.1 and the inductive hypothesis on U t , we can bound the first term as
To bound the second term, for any vector w ∈ R n with w 2 = 1, let w = n i α i v i , where v i is the i th eigenvector of M, and n i=1 α 2 i = 1. Then:
where (ζ 1 ) is due to the fact that U t is a PSD matrix, so λ min (U t ) = σ min (U t ) ≥ 0, and (ζ 2 ) is because when η ≤ (8) and (9) into (7), we have:
; and when
. This concludes the proof.
The above proof indeed gives the following stronger result, which will be useful in proving Theorem 3.2 when we consider noisy gradient descent. Lemma 4.3. Suppose U t is a PSD matrix with U t 2 ≤ 3 M 2 , and σ min (U t ) ≥ 
Suppose further that
, where c is a small enough constant and denote U t+1
is a PSD matrix with:
15 .
We are now ready to prove Theorem 3.1. It follows from standard gradient descent argument given Lemmas 4.1 and 4.2.
Proof of Theorem 3.1. We will prove the theorem by induction on t. The claim is clearly true for the base case t = 0. Suppose the lemma is true for some t. We will show that
, which will prove the theorem. Making the following notation
we can write
Expanding E t+1 2 F , we obtain:
We will now bound each of the terms in the above expansion. Firstly, we have
The above bound can be further simplified to:
where the last step follows from Lemma 4.2.
For the second term, we have
where we used Lemma 4.1 and E t 2 ≤ U t 2 2 + M 2 ≤ 4 M 2 in the second last step.
For the third term, we have
where we used Lemma 4.1 in the last step.
Using (11), (13) and (14), we can now obtain the following bound
where we used (12) in the last step. For the fourth term of (10), we have
where we used Lemma 4.1 in the last step. Plugging (15) and (16) into (10), we obtain:
where we used the assumption that η <
. This proves the theorem.
Conclusion
We present a non-convex gradient descent algorithm for computing the squareroot of a PSD matrix. Our algorithm is very simple and uses only matrix multiplications, our result shows global convergence for this algorithm for a wide range of starting points, while our analysis is very transparent.
Our result puts forward non-convex optimization as a viable approach in developing simple and efficient algorithms with global convergence guarantees. Our proof gives hope that such algorithms can be analyzed in a transparent way leading to a good understanding of their properties (such as noise robustness). Finally, this also motivates understanding large scale approaches such as stochastic gradient descent, which might be more appealing in some settings.
A Proof of Theorem 3.2
In this section, we will prove Theorem 3.2.
Proof of Theorem 3.2. The proof of the theorem is a fairly straight forward modification of the proof of Theorem 3.1. We will be terse since for most part we will use the arguments employed in the proofs of Theorem 3.1 and Lemmas 4.1 and 4.2.
We have the following two claims, which are robust versions of Lemmas 4.1 and 4.2, bounding the spectral norm and smallest eigenvalue of intermediate iterates. The proofs will be provided after the proof of the theorem. 
Claim 2. For every t ∈ [T − 1], we have U t be a PSD matrix with
We prove the theorem by induction. The base case t = 0 holds by assumption. Assuming the theorem is true for t, we will show it for t + 1. Denoting U t+1
Using Claims 1 and 2, Lemma 4.1 tells us that
and Theorem 3.1 tells us that
Plugging the above two conclusions into (17), tells us that where we used the induction hypothesis.
We now prove Claim 1.
Proof of Claim 1. Just as in the proof of Lemma 4.1, we will use induction. Assuming the claim is true for U t , we use the update equation of Algorithm 2 to write:
Since η < c √ κ M 2 and U t 2 ≤ 3 M 2 , note that the singular values of the matrix I − 2ηU t 2 U t are exactly (1 − 2ησ 2 ) · σ where σ is a singular value of U t . For σ ≤ 2 M 2 , we clearly have (1 − 2ησ 2 )σ ≤ 2 M 2 . On the other hand, for 2 M 2 < σ ≤ 3 M 2 , we have (1 − 2ησ 2 )σ < (1 − 4η M 2 )σ. Plugging this observation into (18), we obtain:
proving the claim.
We now prove Claim 2.
Proof of Claim 2. We will use induction, with the proof following fairly easily using Lemma 4.3.
Suppose σ min (U t ) ≥ √ σ min (M) 10
. Denoting 
B Proof of Lemma 3.2
In this section, we will prove Lemma 3.2.
Proof. Consider two-dimensional case, where
We will prove Lemma 3.2 by considering two cases of step size (where η ≥ 
