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DUALITY AND MONODROMY REDUCIBILITY OF
A-HYPERGEOMETRIC SYSTEMS
ULI WALTHER
Abstract. We studyA-hypergeometric systemsHA(β) in the sense of Gelfand,
Kapranov and Zelevinsky under two aspects: the structure of their holonomi-
cally dual system, and reducibility of their rank module.
We prove first that rank-jumping parameters always correspond to re-
ducible systems, and we show that the property of being reducible is “invari-
ant modulo the lattice”. In the second part we study a conjecture of Nobuki
Takayama which states that the holonomic dual ofHA(β) is of the formHA(β
′)
for suitable β′. We prove the conjecture for all matrices A and generic param-
eter β, exhibit an example that shows that in general the conjecture cannot
hold, and present a refined version of the conjecture.
Questions on both duality and reducibility have been impossible to answer
with classical methods. This paper may be seen as an example of the useful-
ness, and scope of applications, of the homological tools for A-hypergeometric
systems developed in [4].
1. Introduction
Let A be a d×n-matrix with integer entries and distinct columns {aj}; we abuse
notation and denote by A also the set of its columns. We assume throughout that
ZA = Zd, and that A is pointed: the semigroup NA is to contain to units besides
the origin. We denote by xA = {xj |aj ∈ A} a set of n indeterminates, and by
∂A = {∂j |aj ∈ A} the corresponding partial differentiation operators. Let DA be
the Weyl algebra C〈xA, ∂A〉 and by RA the polynomial subring C[∂A].
Gelfand, Kapranov and Zelevinsky discuss in [2] the followingDA-moduleHA(β).
Let IA be the kernel of the map RA → C[t1, . . . , td] sending ∂j to t
aj where here
and henceforth we freely use multi-index notation. For 1 ≤ i ≤ d put Ei =∑n
j=1 ai,jxj∂j and let β ∈ C
d. Then by [2] the A-hypergeometric system (or GKZ-
system) is
HA(β) = DA/DA · (IA, {Ei − βi}
d
i=1).
This module is holonomic, and it has regular singularities if IA defines a projective
variety (i.e., if IA is homogeneous in the usual sense).
It is known by [6] that the holonomic rank of HA(β), the C(xA)-dimension of
HA(β)(x) := C(xA)⊗C[xA]HA(β), is bounded from below by the simplicial volume
of A, the quotient of the Euclidean volume of the convex hull of A and the origin
by the Euclidean volume of the standard simplex in ZA = Zd. This bound is sharp
for all parameters in a Zariski open set of Cd, and the structure of the exceptional,
rank-jumping, parameters are described in [4].
Key words and phrases. holonomic dual, irreducible monodromy representation, A-
hypergeometric system, rank jump.
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In this paper we study HA(β) from two aspects of D-module theory: duality
and reducibility.
1.1. Duality. On DA there is a standard transposition which in multi-index nota-
tion reads τ : xu∂v 7→ (−∂)vxu; it induces an equivalence between the categories
of left and right DA-modules. The holonomic dual of a holonomic left DA-module
M is by definition
D(M) = τ(ExtnDA(M,DA)).
Let Oan
Cn
be the analytic structure sheaf on Cn and Dan
Cn
its sheaf of C-differential
operators. On the level of (constructible) solution sheaves RHomDan
Cn
(Dan
Cn
⊗DA
M,Oan
Cn
) the holonomic dual corresponds to Verdier duality.
N. Takayama conjectured that the holonomic dual of a GKZ-system HA(β) is
another GKZ-system. We discuss this conjecture and prove that for any A and for
generic parameters Takayama’s conjecture holds. More precisely, we prove:
• If NA is a normal semigroup then the set of parameters β for whichD(HA(β))
fails to be a GKZ-system is contained in a finite subspace arrangement of
codimension at least three with rational coefficients.
• For arbitrary A, the set of parameters β for which D(HA(β)) is not a
GKZ-system is contained in a finite hyperplane arrangement with rational
coefficients.
• If dim(SA) = 2 and β is A-exceptional in the sense that rk(HA(β)) is
larger than usual (see [4] and below for details) then D(HA(β)) is not a
GKZ-system.
1.2. Reducibility. A DA-module M is said to have irreducible monodromy repre-
sentation if the rank module M(x) := C(xA)⊗C[xA]M is an irreducible module over
DA(x) := (C(xA)⊗C[xA]DA). Gelfand, Kapranov and Zelevinsky proved in [3] that
an A-hypergeometric system HA(β) has irreducible monodromy representation if
the parameter β is generic. In this note we prove that if β has the property that
HA(β) has irreducible monodromy representation then all γ ∈ β + Z
d have the
same property; hence irreducibility descends to the quotient of Cd modulo ZA. In
particular, all β ∈ Zd give reducible systems. The basic principle of proof for these
facts are the contiguity operators ∂j : HA(β) → HA(β + aj) used in conjunction
with the mechanisms of Euler–Koszul homology from [4].
We further show with similar methods that if β is a rank-jumping parameter
for A then HA(β) must have reducible monodromy. We show this by producing
a natural morphism from HA(β) whose kernel exhibits a nontrivial submodule of
C(xA)⊗C[xA] HA(β).
2. Toric modules and Euler–Koszul homology
In this section we recall some notions and results from [4] regarding toric modules,
Euler–Koszul homology, and generalized A-hypergeometric systems. For notation,
let us write OA for C[xj |aj ∈ A].
Definition 2.1. We ZA-grade RA and DA according to xj → aj , ∂j → −aj . The
i-th degree function we denote by degi(−) so that deg(−) = (deg1(−), . . . , degd(−))
and the degree of ∂u ∈ RA is A · u. Note that
IA = 〈∂
u − ∂v |u,v ∈ Nn, A · u = A · v〉.
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The canonical degree is εA =
∑
aj , the degree of the generator of the canonical
module of RA. We shall use “graded” and “homogeneous” to mean “ZA-graded”
and “homogeneous with respect to the ZA-grading”. We note that we do not require
(1, 1, . . . , 1) to be in the rowspan of A, as IA may well not be projective.
Let SA be the toric ring RA/IA; since IA is homogeneous, it inherits the ZA-
grading from RA. A graded RA-module M is called a toric module if it has a finite
filtration by A-graded RA-modules such that each filtration quotient is a finitely
generated SA-module. We say that β ∈ C
d is a true degree of the A-module M if β
is contained in the set of degrees of M :
[β ∈ tdeg(M)]⇐⇒ [β ∈ deg(m) | 0 6= m ∈M ] .
Moreover, we let the quasi-degrees of M be the points in the Zariski closure of
tdeg(M). For every toric module the quasi-degrees form a finite subspace arrange-
ment where each participating subspace is a shift of a face of R≥0A by a lattice
element.
The toric modules with ZA-homogeneous maps of degree zero form the category
A -mods which is closed under graded subquotients and extensions.
For any toric RA-module M one can define a collection of d commuting en-
domorphisms denoted Ei − βi, 1 ≤ i ≤ d, on DA ⊗RA M which operate on an
A-homogeneous element m ∈ DA ⊗RA M by m 7→ (Ei − βi) ◦m, where
(Ei − βi) ◦m = (Ei − βi − degi(m))m.
There is a functor K•(β;−) = K•(E − β;−) from the category of A-graded RA-
modules to the category of complexes of ZA-graded DA-modules; its output are
complexes concentrated between homological degrees 0 and d. It sends M to the
Koszul complex defined by all morphisms Ei − βi. The functor restricts to the
category of toric modules on which it returns complexes with holonomic homology.
By [4], if −β is not a quasi-degree ofM then K•(β;M) is exact, while if dim(M) = d
and M is Cohen–Macaulay then K•(β;M) is a resolution of its 0-th homology
module. A short exact sequence
0→M ′ →M →M ′′ → 0
in A -mods induces a short exact sequence of Koszul complexes
0→ K•(β;M
′)→ K•(β;M)→ K•(β;M
′′)→ 0
which in turn produces a long exact sequence of Euler–Koszul homology
· · · → Hi(β;M
′′)→ Hi−1(β;M
′)→ Hi−1(β;M)→ Hi−1(β;M
′′)→ · · ·
where we have put Hi(β;−) = Hi(K•(E − β;−)). A module of the form H0(β;M)
is called a generalized GKZ-system; if M = SA then H0(β;M) is a proper (or
classical ) GKZ-system.
The grading interacts with Euler–Koszul homology as follows: for all α ∈ ZA,
Hi(β;M(α)) = Hi(β − α;M)(α)
where the left hand side is Euler–Koszul homology of the shifted module M while
the right hand side is the shifted Euler–Koszul homology of M with shifted param-
eter.
Finally, for all toric modules M there is a duality spectral sequence
Hi(−β − εA; Ext
j
RA
(M,RA)) =⇒ D(Hj−i(β;M))
∨,(2.1)
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where M∨ is the result of applying the coordinate change x→ −x to M .
3. Reducibility of hypergeometric systems
For any C[x]-module H let H(x) denote C(x) ⊗C[x] H and recall that (−)(x)
is an exact functor. We use similar notation for morphisms, if φ : M → N then
φ(x) :M(x)→ N(x). In this section we investigate when the module HA(β)(x) has
nontrivial submodules; in the absence of such submodules one says that HA(β) has
irreducible monodromy. If HA(β)(x) is irreducible and if φ ∈ HomDA(HA(β),C{x−
c}) is any solution to HA(β) at the point c ∈ C
n, then the DA-annihilator of φ(1)
annihilates every single solution of HA(β). It is in this sense that the monodromy
is irreducible: analytic continuation of any solution germ discovers all the others.
In our study of irreducibility we shall encounter the contiguity operators ∂k :
HA(β − ak)→ HA(β).
Recall that there is a (0, 1)-filtration on DA that leads to an associated graded
ring isomorphic to a ring of polynomials in 2n variables where the image of each
xj has degree zero, and that of each ∂j has degree one. This filtration relates to
holonomic rank by the formula (see [6])
rk(H) = dimC(x)(gr(0,1)(H)(x)) = dimC(x)(H(x))
for any holonomic module H .
3.1. Reducibility and rank jumps. In this subsection we show that if a GKZ-
system is rank-jumping then it cannot have irreducible monodromy. We do this
by showing that the natural inclusion of SA into its normalization S˜A exhibits a
nontrivial submodule of HA(β)(x).
Lemma 3.1. Consider the generalized hypergeometric system H0(β; S˜A). Its rank
is equal to vol(A), independently of β.
Proof. We use the short exact sequence
0→ SA → S˜A → C → 0
where C is the ZA-graded cokernel of the natural embedding of SA into S˜A. Normal
seimgroup rings being Cohen–Macaulay, we obtain a natural 4-term exact sequence
of Euler–Koszul homology
0→ H1(β;C)→ H0(β;SA)
ψ
−→ H0(β; S˜A)→ H0(β;C)→ 0.(3.1)
Since SA contains an ideal isomorphic to a graded shift of S˜A, dim(C) < dim(SA).
In particular, for generic parameters β one has −β 6∈ qdeg(C), the outer terms of
the 4-term sequence are zero and the map ψ is an isomorphism. This means that
for generic parameters, rk(H0(β; S˜A)) = rk(H0(β;SA)) = vol(A).
Now S˜A is a Cohen–Macaulay ring and hence a Cohen–Macaulay SA-module.
By Corollary 9.2 in [4], S˜A has no exceptional parameters. Hence all β give the
same rk(HA(β)), and as generic ones give rank vol(A), all parameters must. 
Remark 3.2. Pick a set of generators A˜ for the normalization of NA. The volume
of A is usually not equal to the volume of A˜ – even if A˜ is chosen minimally. So
the expression rk(H0(β; S˜A)) depends strongly on the chosen base ring R. Unless
indicated otherwise, we consider RA-modules.
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Now let β be rank-jumping for A, rk(HA(β)) > vol(A). Since S˜A is Cohen–
Macaulay, H1(β; S˜A) = 0. With C = S˜A/SA, there is an exact sequence of type
(3.1). By our lemma and the rank-jumping assumption, ker(φ)(x) 6= 0. We shall
show that im(φ)(x) 6= 0 and thus prove
Theorem 3.3. If β is rank-jumping for A then HA(β) has reducible monodromy;
that is, HA(β)(x) has a nontrivial composition chain.
The proof of this theorem will occupy the remainder of this subsection.
Proof. Suppose the theorem is false and let (A, β) be a counterexample with min-
imal number of columns. Then rk(HA(β)) > vol(A) and HA(β)(x) is irreducible. In
the light of the fact that ker(φ)(x) 6= 0, that means thatH1(β;C)(x) = H0(β;SA)(x).
Since dim(C) < d, C has a composition chain whose factors are isomorphic
to toric rings associated to proper faces of A. In particular, the SA-module C
is annihilated by some monomial ∂u ∈ RA. That implies that the submodule of
H1(β;C) = H0(β;SA)(x) generated by ∂
u is the zero module.
Definition 3.4. For a fixed matrix A and a parameter β we set aβ to be the subset
of RA given by
[P ∈ aβ] ⇔ [P ∈ RA |P = 0 in H0(β;SA)(x)]
⇔ [P ∈ RA | ∃f ∈ OA, fP = 0 ∈ HA(β)]
⇔ [P ∈ RA | ∃f ∈ OA, fP ∈ DA · (IA, {Ei − βi}
d
i=1)]
and note that aβ ⊇ IA for all A, β.
We now study general properties of aβ .
Lemma 3.5. The set aβ is an ideal of RA.
Proof. Obviously, aβ is a C-vector space. Let P ∈ aβ with fP ∈ DA(IA, {Ei −
βi}
n
i=1), and Q ∈ DA. We shall prove that f
ord(Q)+1QP = 0 in H0(β;SA), which
in particular implies the lemma.
The claim is clearly true if the order of Q is zero since then f and Q commute.
Assume that Q is order k > 0 and the claim has been proved for operators Q up
to order k − 1. We have
fQP = [f,Q]P +QfP = [f,Q]P
in H0(β;SA). Now the operator [f,Q] has order smaller than k. It follows then by
induction on the order of Q that
0 = fk−1+1[f,Q]P = fk+1QP
in H0(β;SA). In particular, if Q ∈ RA then QP ∈ aβ. 
If P ∈ aβ then we can write it as a finite sum P =
∑
α∈ZA Pα where Pα is
homogeneous of degree α. Then since P and Ei − βi are zero in HA(β)(x) we get
that
HA(β)(x) ∋ 0 = (Ei − βi)P − P (Ei − βi) = [Ei, P ] =
∑
α∈ZA
αiPα.
In particular,
∑
α∈ZA αiPα ∈ aβ . Repeated iteration implies that if P ∈ aβ, then∑
α∈ZA αi
kPα ∈ aβ . The nonvanishing of the appropriate Vandermonde determi-
nant assures that for all integers a the subsum
∑
α∈ZA |αi=a
Pα is in aβ . Repeating
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this argument for all i it follows that Pα ∈ aβ. In particular, aβ is a ZA-graded
ideal containing IA.
Since in SA = RA/IA homogeneous elements of the same degree are constant
multiples of each other, aβ is an ideal of RA generated by IA and monomials.
Proposition 3.6. Suppose HA(β)(x) is an irreducible module. Then there exists
a monomial ∂u with A · u = α such that aβ−α is a prime ideal containing aβ.
Proof. Since IA is prime, we may assume that aβ strictly contains IA and that there
is a product ∂k · ∂
v−ek = ∂v ∈ aβ such that neither ∂k nor ∂
v−ek is in aβ. There
is a sequence
0→ SA(ak)→ SA
∂k−→ SA/〈∂k〉 → 0.
We study the associated long exact sequence of Euler–Koszul homology:
H1(β;SA/〈∂k〉)→ HA(β − ak)
φ
−→ HA(β)→ H0(β;SA/〈∂k〉)→ 0.
The image of φ(x) is generated by the coset of ∂k in HA(β)(x). Since ∂k is not in
aβ, φ(x) is not the zero map and since furthermore HA(β)(x) is irreducible, φ(x) is
onto. This in turn implies that H0(β;SA/〈∂k〉) has zero rank. By Proposition 5.3
in [4], Hi(β;SA/〈∂k〉) = 0 for all i. Hence φ and φ(x) are isomorphisms. Since φ is
right multiplication by ∂k, any monomial ∂
w is in aβ−ak if and only if ∂
w · ∂k is in
aβ. In other words,
aβ−ak = aβ | 〈∂k〉 ⊇ aβ(3.2)
and by construction we have ∂v−ek ∈ aβ−ak \ aβ .
Iterating this procedure with β−ak we get an increasing sequence of ideals in RA.
Observing that RA is Noetherian we arrive eventually at a parameter β−α ∈ β−NA
such that for every ∂v−ek · ∂k = ∂
v ∈ aβ−α either ∂k ∈ aβ−α or ∂
v−ek ∈ aβ−α. It
follows that the ideal aβ−α is prime. 
Remark 3.7. We have even proved that aβ−α = aβ : 〈∂
u〉 for a suitable u is an
associated prime of aβ.
Example 3.8. Let A = (1) and β ∈ C. Considering HA(β) for β ∈ N one easily
checks that aβ = 〈∂
β+1
1 〉. While ∂1 : HA(0) → HA(1) → HA(2) → · · · are all
isomorphisms, ∂1 : HA(−1)→ HA(0) is not since a0 = 〈∂1〉.
We now introduce notation for each subset F of A.
Definition 3.9. Let F be a subset of A. We write ∂F = {∂k |ak ∈ F}, RF for
C[∂F ], put xF = {xk |ak ∈ F}, OF = C[xF ] and denote by DF the ring of C-linear
differential operators on OF . The lattice of F is the group ZF , and we let EF stand
for the truncated Euler operators {
∑
ak∈F
ai,kxk∂k}
d
i=1.
If F is the set of all columns a ∈ A such that L(a) = 0 for some fixed func-
tional L : Zd → Z then we say that F is a prime face and define the ideals
IF = ker(RF → C[NF ]) ⊆ RF , and I
F
A = 〈∂k |ak 6∈ F 〉 + RA · IF ⊆ RA. Note
the natural isomorphism RA/I
F
A
∼= RF /IF . The collection of all ideals I
F
A (where
F runs through all prime faces of A) is identical with the collection of all ZA-graded
prime ideals of RA that contain IA, which is in turn identified with the faces of the
cone R+A.
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Definition 3.10. We say that A is a pyramid over the prime face F if |A \F | = 1.
In such a case, rk(F ) = rk(A)− 1. We call A a t-fold iterated pyramid if there is a
prime face F of A such that |A \F | = k and rk(A) = rk(F ) + k. This is equivalent
to the existence of a sequence of prime faces A = Ft ⊇ . . . ⊇ F0 = F such that Fi+1
is a pyramid over Fi for all i.
We now return to our hypothetical irreducible rank-jumping moduleHA(β)(x) of
minimal column number. By Proposition 3.6, HA(β)(x) = H0(β;SA)(x) ∼= H0(β−
α;SA)(x) where aβ−α is prime and the isomorphism is given by right multiplication
of H0(β − α;SA) by ∂
u with A · u = α.
Since aβ−α is a prime ZA-graded ideal in RA then aβ−α = I
F
A for some face F
obtained from A by erasing the columns whose variables are linear generators of
aβ−α. In consequence,
HA(β − α)(x) = DA(x)/〈IA, E − β + α〉
= DA(x)/〈I
F
A , E − β + α〉 since I
F
A = aβ−α
∼= DF (xF )/〈IF , EF − β + α〉 ⊗C DA\F (xA\F )/〈{∂k |ak 6∈ F}〉
= HF (β − α)(xF )⊗C C(xA\F ).
We note that the second factor is irreducible of rank one and consider now the
hypergeometric system associated to F and β − α.
Lemma 3.11. Let F be a subset of A. The simplicial volume of F cannot exceed
the simplicial volume of A (in their respective lattices). Moreover, suppose that F
is a prime face of A such that the simplicial volume of A and the simplicial volume
of F (in their respective lattices) are the same. Then A is an iterated pyramid over
F .
Proof. Consider the following procedure. Let F0 = F , let L0 be the lattice spanned
by F and let V0 be the simplicial volume of F0. Let aj1 , . . . ,ajt be the columns of
A \ F .
For each triple (Fi, Li, Vi) already constructed, put Fi+1 = Fi ∪ {aji}, and let
Li+1 and Vi+1 be lattice and simplicial volume of Fi+1.
If dim(Fi) < dim(Fi+1) then Li+1 ∼= Z · aji+1 ⊕ Li. Hence Vi = Vi+1. On the
other hand, if dim(Fi) = dim(Fi+1) then either Li = Li+1, or Li+1 contains Li
as a finite index subgroup. In the former case the simplicial volumes Vi and Vi+1
are computed with reference to the same lattice, and since Fi+1 contains Fi we see
that Vi ≤ Vi+1. In the second case even [Li+1 : Li] · Vi ≤ Vi+1 follows. Hence
V0 ≤ V1 ≤ · · · ≤ Vt and the first part of the lemma follows.
If now F = Ft is a prime face with vol(F ) = vol(A) then Vn = Vt and the equality
must hold throughout. We claim that this proves the lemma. For, assume that
there is i ≥ t such that Fi+1 is not a pyramid over Fi, and pick the smallest value
i ≥ t of that nature. Since the volumes are equal, we must have dim(Fi ∪ {0}) =
dim(Fi+1 ∪{0}) as otherwise Fi+1 would be a pyramid over Fi. Moreover, we must
have aji+1 ∈ Li ∩ conv(Fi ∪ {0}). However, since Fi is an iterated pyramid over F
then the only points in the intersection of Li with the convex hull of Fi and the
origin are contained in Lt∪{aj1 , . . . ,aji}. Since F is a prime face, aji+1 cannot lie
in Lt, and the lemma follows. 
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Thus, returning to HF (β − α) in the theorem,
rk(HF (β − α)) = dimC(xF )(HF (β − α)(xF ))
= dimC(xA)(C(xA)⊗C[xF ] HF (β − α))
= dimC(xA)(HA(β)(xA))
= rk(HA(β)) > vol(A) ≥ vol(F ).
In order to use the minimality condition of our supposed counterexample we need
to modify (F, β − α) to a case of full rank. Let (A′, β′) be constructed as follows.
First apply a generic element g of GL(d,Z) to the matrix (A, β − α). The effect
is that now the rk(F ) top rows A′ of g(F ) are linearly independent, and the other
rk(A)− rk(F ) rows are Z-linear combinations of the rows of A′. The latter implies
that the simplicial volumes of A′ and of F are identical (although, of course, their
convex hulls live in spaces of different dimension). Put β′ to be the top rk(F ) rows
of g(β − α). Then the rows of (F, β − α) are in the rowspan of (A′, β′) and so
HA′(β
′) = HF (β − α).
Above we have shown that rk(HA′(β
′)) = rk(HF (β − α)) > vol(F ) = vol(A
′).
Hence HA′(β
′) is rank-jumping with fewer columns than A. It follows that (A′, β′)
is not a counterexample to the theorem and hence HA′(β
′)(xF ) has a nontrivial
submodule. Any associated nontrivial sequence
0→M → HA′(β
′)(xF )→ N → 0,
when tensored over C with C(xA\F ), gives a nontrivial submodule for HA(β −
α)(x) ∼= HA(β)(x), contradicting our hypothesis that HA(β)(x) be irreducible. 
3.2. Reducibility for varying β. In this subsection we consider to what extent
the property of HA(β) being irreducible is preserved under variation of the param-
eter.
Corollary 3.12 (to the proof of Theorem 3.3). Assume that HA(β) is irreducible.
Then there is a face F of A (this may be the trivial face F = A) and u ∈ Nn with
A · u = α ∈ NA such that
(1) A is an iterated pyramid over F ,
(2) ∂u : HA(β − α)(x)→ HA(β)(x) is an isomorphism,
(3) aβ−α = I
F
A and {P ∈ RF |P = 0 in HA(β − α)(x)} = IF .
Proof. Suppose HA(β) is irreducible and aβ 6= 0. In Proposition 3.6 we have proved
that there is α ∈ NA such that HA(β) ∼= HA(β − α), the isomorphism is given by
right multiplication on HA(β − α) by ∂
u with A · u = α, and aβ−α = I
F
A is the
prime ideal attached to the face F .
Let F = A \ F . Our hypotheses imply that
HA(β − α)(x) = DA/DA(IA, E − β + α)(x)
= DA/DA(I
F
A , E − β + α)(x)
= DF /DF (IF , EF − β + α)(xF )⊗C C(xF ).
As at the end of the proof of Theorem 3.3, left multiply (A, β − α) by a generic
element of GL(d,Z). Then the top dim(F ) rows (A′, β′) of (gF, gβ − gα) give a
GKZ-system HA′(β
′) that is isomorphic to HF (β − α) and where A
′ has full rank.
In particular, HA′(β
′)(xF )⊗CC(xF )
∼= HA(β) and rk(HA′(β
′)) = rk(HA(β)). Now
HA(β), and hence HA′(β
′)(xF ), is irreducible and therefore (A, β) and (A
′, β′)
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are not rank jumps by Theorem 3.3. So vol(F ) = vol(A′) = rk(HA′(β
′)) =
rk(HA(β)) = vol(A).
By Lemma 3.11, A is thus an iterated pyramid over F . Finally, by construction
aβ−α = I
F
A and I
F
A ∩RF = IF . 
We now state the main theorem in this subsection.
Theorem 3.13. If HA(β) is irreducible then HA(γ) is irreducible for all γ ∈ β+Z
d.
Proof. Let F be the smallest prime face of A such that A is an iterated pyramid
over F . Let t = dim(A) − dim(F ). Suppose that the columns of F are the final
columns of A. By means of an element g ∈ GL(Zd) we can transform (A, β) into a
matrix with block decomposition
(
idt F
′′ β′′
0 F ′ β′
)
where idt is the t× t identity
matrix. Since A is an iterated pyramid over F , gA is an iterated pyramid over gF .
In particular, the rank of F ′ and the rank of
(
F ′′
F ′
)
are equal. This means that
F ′′ is in the rowspan of F ′ and so g can be chosen in such a way that F ′′ = 0. With
this particular g we consider HgA(gβ). Since HA(β) ∼= HgA(gβ) it is sufficient to
prove the theorem under the assumption that g = 1 and A is already in the block
form
(
idt 0
0 F
)
.
There is an isomorphism HA(β) = Dt/Dt · ({xi∂i−βi}
t
i=1)⊗CHF (βF ) where Dt
is the Weyl algebra in x1, . . . , xt, and where βF are the last dim(F ) rows of β. The
module Dt/Dt ·({xi∂i−βi}
t
i=1)(xF ) is always irreducible, so all reducibility issues of
HA(β) are determined by those of HF (βF ). According to our assumption, HF (βF )
is irreducible, and we wish to show that HF (γF ) is irreducible for all γ ∈ β + ZF .
This reduces the proof of the theorem to the case that A is not a pyramid at all.
We now assume that A is not a pyramid and that HA(β) is irreducible. Let
γ ∈ β + Zd; we shall show that HA(γ) is irreducible as well. By Corollary 3.12,
A is a pyramid unless aβ = IA. We conclude that aβ = IA and so all maps
HA(β − α) → HA(β) given by right multiplication by ∂
u with α = A · u are
isomorphisms. Thus HA(β) is isomorphic to HA(γ) if γ ∈ β − NA.
It is hence sufficient to show that HA(γ
′) is irreducible for some γ′ ∈ γ + NA.
Consider the intersection of β + NA and γ + NA. Since NA generates Zd as a
group, this intersection will contain a subset of the form γ′′ + NA. Since the set
of exceptional parameters is a Zariski closed subset of positive codimension in Cd,
there is γ′ ∈ (γ + NA) ∩ (β + NA) such that γ′ is not a rank jump. Let u be an
element of Nn such that β +A · u = γ′ and put A · u = α.
Consider the short exact sequence
0→ SA(α)→ SA → SA/〈∂
u〉 → 0
and the following part of the long exact Euler–Koszul sequence with parameter γ′:
(3.3)
H1(γ
′;SA/〈∂
u〉)→ H0(γ
′ − α;SA)
φ
−→ H0(γ
′;SA)→ H0(γ
′;SA/〈∂
u〉)→ 0.
Since HA(γ
′ − α)(x) = HA(β)(x) is irreducible, the map φ(x) is either zero or
injective.
We now prove that φ(x) cannot be zero. For, assume otherwise. Then HA(β)(x)
is a quotient of H1(γ
′;SA/〈∂
u〉)(x). Consider the Euler–Koszul complex on the
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module SA/〈∂
u〉 and let e1, . . . , ed be the canonical generators for the module
K1(γ
′;SA/〈∂
u〉). As ∂uek = 0, for all k and for all P = x
v∂w ∈ DA one
has ∂uPek = [∂
u, P ]ek. Of course, the x-degree of [∂
u, P ] is less than that of
xv. By iteration one sees that the coset of Pek is ∂
u-torsion. It follows that
H1(γ
′;SA/〈∂
u〉)(x), and hence its image in HA(β)(x), is ∂
u-torsion. If φ(x) is
zero, the coset of 1 in HA(β) is annihilated by the product f∂
ku of a nonzero poly-
nomial f = f(x1, . . . , xn) and a high power of ∂
u. Since HA(β)(x) is irreducible
and A is not a pyramid, the coset of ∂ku generates HA(β)(x) for all k ∈ N. Since
f∂ku is zero in HA(β), the support of HA(β) is then contained in the variety of f .
In that case, its rank must be zero since rank is measured in a generic point, hence
not in a point of Var(f). But rk(HA(β)) ≥ vol(A ∪ {0}) ≥ vol({0}) = 1. This
contradiction shows that φ(x) is nonzero and hence injective.
Since φ(x) is injective, the rank of HA(β) is a lower bound for the rank of
HA(γ
′). However, HA(γ
′) is not rank-jumping and so rk(HA(β)) = rk(HA(γ
′)).
By the sequence (3.3) the rank of H0(γ
′;SA/〈∂
u〉) is zero which by Proposition 5.3
of [4] means that Hi(γ
′;SA/〈∂
u〉) = 0 for all i. The long exact sequence (3.3) gives
now that HA(β)(x) ∼= HA(γ
′)(x) is irreducible. This concludes the proof. 
Remark 3.14. It would be interesting to know how irreducibility is encoded in
M. Saito’s invariants Eτ (β) discussed in [5].
Remark 3.15. Mellin systems are special systems of differential equations that are
satisfied by the roots of a polynomial f with generic coefficients. In [1], A. Dick-
enstein and T. Sadykov prove by ingeneous methods that every Mellin system has
reducible monodromy, i.e., is not the minimal differential system for the roots.
As it turns out, every Mellin system surjects onto an A-hypergeometric system
HA(β) where the parameter β has only integral coordinates, determined by the
support of f . By Theorem 3.13, the reducibility of any such HA(β), and hence the
reducibility of every Mellin system can be reduced to the case β = 0.
Proposition 3.16. Let A be such that it is not a pyramid over a point. (In other
words, assume that vol(A) > 1.) The system HA(β) is reducible provided that
β = 0.
Proof. If β = 0 then IA and E−β are both contained in the ideal ∂A = 〈∂1, . . . , ∂n〉.
Hence there is a surjection
0→ K → HA(β)→ DA/∂A → 0
with kernel K. Now rank is additive in short exact sequences. Since rk(HA(β)) =
vol(A) > 1 = rk(DA/∂A), the rank of K must be positive; hence HA(β) has
reducible monodromy. 
We note that Mellin systems do not lead to vol(A) = 1 apart from the completely
degenerate case of a monomial f .
4. Duality for hypergeometric systems
In this section we investigate holonomic duality of GKZ-systems. We show that
in the Gorenstein case holonomic duality is a functor that preserves the set of GKZ-
systems. More generally, holonomic duals of GKZ-systems are GKZ-systems for all
A and generic β, but for special A, β this is false.
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We begin with the simplest possible case, that of a Gorenstein toric variety.
Recall that εA =
∑n
j=1 aj is the canonical degree of RA.
Proposition 4.1. Suppose that A is Gorenstein. Then D(HA(β)) ∼= HA(−β −
εA− cA) is a proper GKZ-system for all β, where cA is the canonical degree of SA.
Proof. We consider the duality spectral sequence (2.1). Since A is Cohen–Macaulay,
we obtain duality
D(HA(β))
∨ = H0(−β − εA,Ext
n−d
RA
(SA, RA)).
Since SA is Gorenstein, Ext
n−d
RA
(SA, RA) is isomorphic to SA(cA) where cA is the
canonical degree of SA. Then D(HA(β))
∨ ∼= HA(−β − cA − εA). 
It is clear that any time the duality spectral sequence is used, we obtain an
identification of the dual of a GKZ-system with another GKZ-system only up to
a coordinate transformation. In the projective case, this transformation can be
omitted.
Example 4.2. Consider the curve defined by A = (a1, . . . , an) with 0 ≤ ai ≤
ai+1 for all i. If SA is Gorenstein and if c is the largest integer in N \ NA then
Extn−1RA (SA, RA) is isomorphic to SA(c). It follows that D(HA(β))
∨ ∼= H0(−β −
εA;SA(c)) = HA(−β − εA − c).
The shift that occurs (besides negation of β) depends not only on the obvious
parameters n, d and εA, but also on the arithmetic of the semigroup NA. For
example, A = (2, 5) and A = (3, 4) have shifts by −7− 3 and −7 − 5 respectively.
Both are complete intersections and the shift is precisely minus the (homogenized)
degree of the curve described (2 × 5 and 3 × 4 respectively). If A is a complete
intersection on more than two powers of x then the shift is the least common
multiple of the (homogenized) degrees of the defining equations.
To illustrate the difficulties that one struggles with when testing whether a given
module is isomorphic to a GKZ-system, let us consider the following
Example 4.3. Let A =
(
1 1 1 1
0 1 2 3
)
, and β ∈ C2; then
IA = 〈∂1∂3 − ∂
2
2 , ∂2∂4 − ∂
2
3 , ∂1∂4 − ∂2∂3〉
is the ideal of the projective rational cubic, which is arithmetically Cohen–Macaulay.
By the spectral sequence (2.1) above, D(HA(β)) is DA⊗RA Ext
2
RA
(SA, RA) modulo
the images of the endomorphisms
E1 − β1 : m 7→ −(4 + x1∂1 + x2∂2 + x3∂3 + x4∂4 + β1 + deg1(m))m
and
E2 − β2 : m 7→ −(6 + x2∂2 + 2x3∂3 + 3x4∂4 + β2 + deg2(m))m.
In particular, D(HA(β)) is a generalized A-hypergeometric system.
By explicit computation one sees with M = Ext3RA(SA, RA) that
M ∼= D2A/〈(∂4,−∂3), (∂3,−∂2), (∂2,−∂1)〉
where m1,m2 are the cosets of (1, 0) and (0, 1) with degrees (−3,−5) and (−3,−4)
respectively.
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Since annDA(m1) = DA ·IA, it follows thatM
′ :=M/DA ·m1 = DA/〈∂3, ∂2, ∂1〉.
Hence with m2 = m2 mod DA ·m1 we see that
(E2 − 3E1) ◦m2 = (3x1∂1 + 2x2∂2 + x3∂3 + 3deg1(m2) + 3β1 − deg2(m2)− β2)m2
= (3β1 − β2 + 3deg1(m2)− deg2(m2))m2.
Therefore if β2−4 6= 3β1−3·3 then 3E1−E2 is a unit onM
′ and soM/ im(E−β) =
DA ·m1/(DA(E1 − β1)m1 +DA(E2 − β2)m1) ∼= HA((4 − 3, 6− 5)) is a proper A-
hypergeometric system.
On the other hand, put M ′′ := M/DA · m2 = DA/〈∂4, ∂3, ∂2〉. Hence the M -
endomorphism E2 − β1 is multiplication by −β2 − deg2(m1) on M
′′ and as long as
−β2 + 5 6= 0 we conclude that M/ im(E1 − β1, E2 − β2) = DA ·m2/((E1 − β1) ◦
DAm2 + (E2 − β2) ◦ DAm2) ∼= HA((4 − 3, 6 − 5)) is a proper A-hypergeometric
system as well.
Let finally β2 − 5 = 0, β2 − 4 = 3β1 − 3 · 3, so β = (10/3, 5). We view N =
Ext2RA(SA, RA) as the ideal in SA generated by ∂2 and ∂3, shifted by (−2,−3) so
that deg(∂2) = (−3,−4) and deg(∂3) = (−3,−5). Then
SA(2, 3)/N = RA/〈∂1∂4, ∂2, ∂3〉(2, 3).
Since no element of RA/〈∂2, ∂3, ∂4〉 has fractional degree, the endomorphism E2
is a unit on DA/〈∂2, ∂3, ∂4〉(2, 3). At the same time, E2 − 3E1 is a unit on
DA/〈∂1, ∂2, ∂3〉(2, 3) since the degrees in RA/〈∂1, ∂2, ∂3〉(2, 3) are of the form (a−
2, 3a−3) while β = (10/3, 5) is not. SoM/ im(E1−β1, E2−β2) ∼= SA(2, 3)/ im(E1−
β1, E2 − β2) = HA(−β1,−β2) = HA(−16/3,−8).
The example shows that even if ExtdRA(SA, RA) is not cyclic (as it is in the
Gorenstein case), the dual of HA(β) may often be identified with a hypergeometric
system. But there is an obvious difficulty in picking the right isomorphism as there
does not seem to be a β-global one for non-Gorenstein A.
We consider next the case where SA is normal. Let {H1 ≥ 0, . . . , He ≥ 0} be
the defining hyperplanes of R≥0A ⊆ R
d.
Proposition 4.4. Suppose NA is normal. Then the set of all γ for which D(HA(γ))
is not a proper GKZ-system is contained in a finite subspace arrangement of codi-
mension at least three. All participating subspaces are shifts of faces of R≥0A by
lattice elements.
Proof. If A is normal then it is Cohen–Macaulay and hence the duality spectral
sequence collapses: D(HA(γ)) ∼= H0(−γ − εA; Ext
n−d
RA
(SA, RA)) up to a coordinate
change. Moreover, the canonical module Extn−dRA (SA, RA) is the interior ideal NA
of SA, with an appropriate shift. We therefore want to show that for all choices
β away from a codimension three arrangement the module H0(β;NA) is a proper
GKZ-system.
Consider the natural inclusion NA →֒ SA and the quotient Q. This is a toric
sequence and hence there is a long exact sequence
· · · → H1(β;Q)→ H0(β;NA)→ H0(β;SA)→ H0(β;Q)→ 0.
The quasi-degrees of Q are those elements of Cd that sit on a complexified defining
hyperplane of R≥0A. Hence if −β is not on any complexified defining hyperplane
of R≥0A, then H0(β;NA) and HA(β) = H0(β;SA) are isomorphic.
Let now −β 6= 0 sit on one such hyperplane. Then there is a smallest infinite face
F such that −β is a quasi-degree of F but not of any smaller face. Note that there
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is an infinite face NF of conv(deg(NA)) such that some shift F + zF of F , z ∈ Z
d,
is inside NF while dim(NF /F + zF ) < dim(NF ) = dim(F ). Let fF be a point in
tdeg(NA) sitting on F + zF . Let δF be an element of NA in the relative interior of
F itself. Then fF − lF δF + NA will contain tdeg(NA) for some large lF ∈ N. We
hence have an injection NA →֒ SA(lF δF − fF ) and we let QF be the cokernel. Now
note that since tlF δF ·SA(lF δF − fF ) ⊆ SA, all components of qdeg(QF ) are lattice
shifts of CF ′ where F ′ does not contain F .
Therefore, the quasi-degrees of QF are contained in a finite union of hyperplanes
of the form Hj = rj,k,F where Hj is a defining hyperplane of NA transversal to
F and Hj(fF − lF δF ) ≤ rj,k,F < min{r ∈ Hj(NA)}. Note that this construction
depends only on the minimal face F containing −β, so there are finitely many
rj,k,F .
Now consider the embedding SA(−fF ) →֒ NA. The true degrees, and hence the
quasi-degrees, of the cokernel are obviously contained in a union of hyperplanes
of the form Hj = sj,k,F where Hj(fF ) > sj,k,F ≥ min{s ∈ Hj(NA)} and Hj is
perpendicular to F .
We conclude that for β 6= 0 the module H0(β;NA) is isomorphic to a proper
GKZ-system provided that
• β is not on Hj = 0 for any defining hypersurface of NA, or
• for the minimal face F with −β ∈ qdeg(F ) and all Hj transversal to F with
Hj(β) ∈ Hj(ZA) we have Hj(fF − lF δF ) ≤ Hj(β) < min{r ∈ Hj(NA)}, or
• for the minimal face F with −β ∈ qdeg(F ) and all Hj transversal to F
with Hj(β) ∈ Hj(ZA) we have Hj(fF ) > Hj(β) ≥ min{s ∈ Hj(NA)}
because in all those cases H0(β;Q) = 0. Hence, if β 6= 0 then H0(β;NA) is a proper
GKZ-system unless β violates all three (disjoint) conditions listed above. It remains
to show that H0(0;NA) is a GKZ-system. Pick an element u ∈ NA and consider
0→ SA(− deg(∂
u)) →֒ NA → Q→ 0 for a suitable toric module Q. Suppose 0 is a
quasi-degree of Q. As 0 6∈ NA, there is a face F of NA such that RF meets deg(NA).
Obviously the only face that is capable of doing this is the whole semigroup NA.
On the other hand, Q is not d-dimensional since NA/SA · ∂
u ⊆ SA/SA · ∂
u is
(d − 1)-dimensional. Hence β = 0 is not a quasi-degree of Q and again the long
exact sequence tells us that H0(0;NA) ∼= HA(deg(∂
u)).
It follows that the set of parameters for which D(HA(β)) is not a proper GKZ-
system is contained in an arrangement of codimension three, and the origin is not
part of this set. 
Corollary 4.5. If dim(SA) ≤ 2 and SA is normal then the holonomic duals of all
HA(β) are proper GKZ-systems. 
Normal semigroups are Cohen–Macaulay by Hochster’s theorem. We now show
by example that absence of Cohen–Macaulayness may bring with it the failure of
Takayama’s conjecture.
Proposition 4.6. Let A =
(
1 1 1 1
0 1 3 4
)
and M = D(HA((1, 2))). Then M is
not a GKZ-system in the classical sense. That is, M 6= HB(β
′) for any B and β′.
Proof. The only candidate for B is A itself, or a matrix that is obtained from A
by an action of GL(Z, 2). We may hence assume that B = A. Denote by Xi the
module ExtiRA(SA, RA). So X2 is the canonical module of the normalization of SA.
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It is well-known that A is not Cohen–Macaulay, and that X3 ∼= C, generated in
degree (5, 10).
By [7], HA((1, 2)) is of rank five and (1, 2) is the only exceptional parameter. By
duality, M is of rank five as well, so only HA((1, 2)) is a candidate for equaling M
among all A-hypergeometric systems.
Since εA = (4, 8) is the canonical degree of RA, and (5, 10) is the unique degree
of X3, E + (1, 2) + εA = E + (5, 10) is the zero morphism on DA ⊗RA X3. Thus,
Hi(−β − εA;X3) ∼=
∧i
(OA ⊕ OA). In the spectral sequence (2.1) there are hence
four nonzero terms in the Ep,q2 -picture: H0(−β− εA;X2), and Hi(−β− εA;X3) for
0 ≤ i ≤ 2. The sequence converges to M = M∨ = D(HA((1, 2)))
∨. Let β = (1, 2).
Since there are only two nonzero columns in (2.1), there is a “long” exact sequence
0→ H2(−β − εA;X3)→ H0(−β − εA;X2)→M → H1(−β − εA;X3)→ 0.
The display shows that M → OA ⊕ OA → 0 is exact and hence HomDA(M,OA)
is at least a 2-dimensional vector space. However, by Proposition 3.4.11 in [6], OA
contains at most one polynomial solution to any HA(β
′). This contradiction shows
that M is not a GKZ-system proper. 
Remark 4.7. Let A be a 2 × n matrix of rank two. If NA is not Cohen–
Macaulay, then N = Extn−1RA (SA, RA) is a finite-dimensional nonzero vector space.
The exceptional set of A is the set of degrees β ∈ tdeg(N) − εA. The module
Xn−2 = Ext
n−2
RA
(SA, RA) is Cohen–Macaulay, so has no higher Euler–Koszul ho-
mology.
For each such exceptional β the duality spectral sequence has the form as in the
proposition. Namely, there are two nonzero columns, the (n−2)-nd and the (n−1)-
st. The (n−1)-st contains three modules, OA, O
2
A, OA, and the (n−2)-nd contains
one module. The spectral sequence shows an epimorphism from D(HA(β)) onto
O2A. In particular, A-exceptional degrees give duals that are not A-hypergeometric
systems.
In the light of the proposition it would be interesting to know what can be
rescued if A is not normal but Cohen–Macaulay. However, no matter how bad A
is, generic parameters satisfy Takayama’s conjecture:
Theorem 4.8. For all A ∈ Zd,n there is a Zariski open set U ⊆ Cd of parameters
such that D(HA(β)) is a proper GKZ-system for all β ∈ U .
Proof. We note that HA(β) = H0(β;SA) is for generic β isomorphic to H0(β; S˜A)
since S˜A/SA is an RA-module of dimension at most d − 1. Since S˜A is a Cohen–
Macaulay SA-module, the dual of H0(β; S˜A) equals H0(−β − εA,Ext
n−d
RA
(S˜A, RA))
up to a coordinate transformation.
Let A˜ ⊇ A be a matrix composed of columns that generate the saturation of
the semigroup NA: NA˜ = R≥0A ∩ ZA. Let RA˜ ⊇ RA be the polynomial ring
C[∂A˜] surjecting onto S˜A = SA˜. Then Ext
n−d
RA
(S˜A, RA)) and Ext
n˜−d
RA˜
(S˜A, RA˜) are
isomorphic as RA-modules. To see this, note first that the restriction from RA˜-
modules to RA-modules preserves the degree. Then local duality over RA shows
that Extn−dRA (S˜A, RA)
∗ ∼= Hd
mA
(S˜A) over RA. Here (−)
∗ denotes the vector space
dual on the graded pieces, followed by the shift by εA. Since the radical of mAS˜A
is mA˜, H
d
mA
(S˜A) = H
d
mA˜
(S˜A) as RA-modules. By local duality over RA˜, H
d
mA˜
(S˜A)
is isomorphic to
(
Extn˜−dRA˜
(S˜A, RA˜)
)∗
shifted by εA − εA˜. Thus, Ext
n−d
RA
(S˜A, RA) ∼=
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Extn˜−dRA˜
(S˜A, RA˜)(εA˜ − εA). So D(HA(β))
∼= H0(−β − εA˜,Ext
n˜−d
RA˜
(S˜A, RA˜)) for
generic β (as DA-modules).
Since A˜ is normal, we have Extn˜−dRA˜ (S˜A, RA˜)
∼= NA˜, the interior ideal of S˜A.
This module injects into SA with a cokernel of dimension at most d − 1. Hence
for generic β, D(HA(β)) ∼= H0(−β − εA˜,Ext
n˜−d
RA˜
(S˜A, RA˜)) = H0(−β − εA˜, NA˜)
∼=
HA(−β − εA˜). 
Based on our results and computer experiments we close with
Conjecture 4.9. The set of parameters β for which the dual ofHA(β) is a classical
GKZ-system agrees with the points outside the A-exceptional arrangement defined
as the union of the quasi-degrees of all local cohomology modules Hi
m
(SA) with
i < dim(SA).
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