A semi-analytical model describing spectral distortions in photon-counting detectors (PCDs) for clinical computed tomography was evaluated using simulated data. The distortions were due to count rate-independent spectral response effects and count rate-dependent pulse-pileup effects and the model predicted both the mean count rates and the spectral shape. The model parameters were calculated using calibration data. The model was evaluated by comparing the predicted x-ray spectra to Monte Carlo simulations of a PCD at various count rates. The data-model agreement expressed as weighted coefficient of variation ðCOV W Þ was better than COV W ¼ 2.0% for dead time losses up to 28% and COV W ¼ 20% or smaller for dead time losses up to 69%. The accuracy of the model was also tested for the purpose of material decomposition by estimating material thicknesses from simulated projection data. The estimated attenuator thicknesses generally agreed with the true values within one standard deviation of the statistical uncertainty obtained from multiple noise realizations.
Introduction
Photon-counting detectors (PCDs) are a promising technology for clinical computed tomography (CT) with the potential to reduce noise and dose, improve tissue identification, and enable functional CT imaging. [1] [2] [3] [4] [5] [6] The many advantages are challenged by distortions that real PCDs introduce to the measurement of the photon energy spectrum transmitted through an object. These distortions can be divided into two main categories: (1) spectral distortions from the energy response of the detector, which are independent of the count rate and (2) spectral distortions due to the limited count rate capability of the detector, which are dependent on the photon fluence and are attributed to photon pulse pileup. [7] [8] [9] [10] [11] [12] [13] The successful application of PCDs for clinical CT requires a good understanding of the nature of the distortions and computationally inexpensive algorithms to correct or compensate for them before or during image reconstruction. 1 In a recent publication, a semi-analytical, cascaded model of spectral distortions was proposed. 8 This model is capable of modeling the measured photon spectra of a particular paralyzable PCD with high accuracy over a large range of count rates. Many other designs of PCDs for clinical x-ray imaging have been explored in the literature (for an overview see Table 1 in Ref. 1) . The amount of spectral distortions is critically determined by the choice of sensor material, pixel size and thickness, and the design of the readout electronics, which influences the detector dead time and the extent of spectral distortions due to photon pileup. The purpose of this paper was to demonstrate that the cascaded model is adaptable for detectors with different geometry (smaller pixel size), pulse shapes (unipolar), smaller dead times, and nonparalyzable detection mechanism. An improvement made to the pulse-pileup model now allows for energy-dependent dead times. We validated the model by comparing photon energy spectra from Monte Carlo (MC) simulations of different detector designs to the predictions from our model for various count rates. One of the major advantages of PCDs is the ability to identify multiple tissues from a single scan. Successful material decomposition in clinical conditions using model-based approaches, therefore, requires an accurate model of the PCD. In another aspect of this study, we tested the applicability of the model for material decomposition by assessing the accuracy of estimating the thicknesses of simulated attenuator materials and comparing the results to the true thickness values.
Cascaded Model of Spectral Distortions
The cascaded model is described in detail in Ref. 8 , and only the main features and modifications are mentioned here. The model separates the complex phenomena of spectral distortions in PCDs into count rate-independent spectral response effects (SRE) and count rate-dependent pulse-pileup effects (PPE). SRE and PPE are modeled independently and the two models are cascaded to produce the final spectrum. Each of SRE and PPE describes a part of complex, integrated phenomena in a simplistic way. For example, as described in Ref. 1 , SRE may produce two electron charges via K-escape x-rays from a photon, which could quasi-coincidentally be incident onto the same PCD pixel, producing an integrated pulse similar to PPE. Furthermore, the integrated pulse may overlap with a pulse from another photon (or photons) when the count rates are high. Nonetheless, the cascaded model appears to capture the major parts of the detection processes with sufficient accuracy.
However, for an actual paralyzable detector, the detection mechanism is typically that of a pulse height analyzer (PHA), and the dead time depends on the threshold and the pulse height, hence, on the photon energy. The PHA becomes inactive if the pulse height rises above the energy threshold and remains inactive for as long the pulse height stays above the threshold. We modified the model to obtain a more accurate spectral shape by introducing an energy-dependent dead time τðEÞ for the probabilities that describe the energy-dependent part of the PPE model. The expression in Eq. (3) was replaced as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 3 2 6 ; 6 4 2 a SREþPPE ½E;a t ;τ 0 ;τðEÞ;a SRE ¼ a t · f cnt ða t ; τ 0 Þ · f mE ðEÞ R f mE ðEÞdE ;
with f mE ðEÞ ¼ X m f m ½m;a t ;τðEÞ · f E ðE;m; a SRE Þ:
The choice of τðEÞ depends on the specific detector model and is described in Secs. 3.1.4 and 4.1.2.
An additional model parameter is the scaling factor k 0 that relates the photon count rate per mm 2 , a 0 , exiting the x-ray tube to the tube current I, a 0 ¼ k 0 I. The original model was validated for a paralyzable detector with a bipolar pulse shape, where the negative pulse was shallow but long. 8, 13 In this paper, we study a detector with unipolar pulse shape, smaller pixel size, and smaller dead time.
Methods

Model Evaluation
Simulation of photon-counting data
The model was compared to simulated data obtained from MC calculations. Using simulated data allow testing various detector configurations without having to design and build a corresponding physical detector. The agreement between the MC simulation and measured data from a prototype PCD has been investigated in Ref. 14. Details about the simulation package can also be found in Ref. 15 . In short, the software simulates the photoelectric effect, Compton scatter, fluorescence, charge propagation due to the electric bias field, formation of the signal pulse, noise, charge sharing, and cross talk between pixels.
X-ray source spectrum. A 120-kVp source spectrum S 0 ðEÞ was simulated for a tungsten anode and 2.0-mm aluminum filtration in the energy range between 5 and 150 keV in steps of 1 keV (Fig. 1) .
Attenuators. Data were simulated for two sets of attenuators as shown in Table 1 . The sets A and B differ only by the additional attenuation by gadolinium in set B. The attenuators were homogeneous materials parallel to the surface of the curved detector. Scatter in the attenuators was not included in the simulation.
The linear attenuation coefficients for water, aluminum, titanium, and gadolinium were calculated using the EPDL library 16 and are shown in Fig. 2 in the energy range between 10 and 150 keV. Aluminum was considered to be an intrinsic component of the x-ray tube (see also Sec. 3.1.4). The count rates for a 120-kVp x-ray spectrum were reduced by the attenuators (excluding aluminum) by a factor of 0.078 for set A and by a factor of 0.050 for set B. Detector. A CdTe detector was simulated with 736 × 25 macropixels in the column and row directions, respectively. Each macropixel consisted of 5 × 4 micropixels, whose counts were added to provide the output of one macropixel. The fifth micropixel in the column direction did not output any counts and simulated the presence of antiscatter blades completely blocking the x-ray flux along every fifth column of the micropixels. Therefore, each macropixel consisted of 4 × 4 active micropixels. Each micropixel had a dimension of 0.225 mm × 0.225 mm × 1.6 mm, resulting in an active area of 0.81 mm 2 for each macropixel. About 10 6 photons were generated per micropixel before attenuation. The simulated frame time (also denoted as "reading") was 868 μs. The pulses in each micropixel were sampled by comparators connected to counters, and the comparator energy thresholds were changed from 5 to 240 keV in steps of 5 keV.
Pulse shape. A unipolar pulse shape was simulated using a truncated Gaussian pulse response function with full width at half maximum of 15 ns (this corresponds to a standard deviation of 6.4 ns). The pulse was clipped at AE5 standard deviations from the maximum for computational reasons.
Detector models. The counts in each counter were increased if the pulse height surpassed the comparator threshold on the rising part of the pulse. Counters became active again when the pulse height fell below their threshold.
The paralyzable detector was realized by leaving the counters in an inactive state as long as the pulse height was above the threshold. No additional photons were registered, while the detector was in this inactive state. The nonparalyzable detector was realized using a 25-MHz clock. The counter was repeatedly increased every 40 ns by one count as long as the pulse height was still above the threshold. In both detector models, the dead time, therefore, depended on the threshold level and pulse shape. The total number of simulated data sets was 1728 (2 sets of attenuators, 2 detector schemes, 1 pulse shape, 9 tube currents, and 48 energy thresholds). For computational reasons, only one noise realization per data set was simulated. However, for the purpose of model evaluation, it is desirable to have multiple, uncorrelated noise realizations. Since, the detector consisted of 736 × 25 ¼ 18;400 macropixels with identical simulation parameters, a subset of all available macropixels was chosen and treated as multiple noise realization of the same pixel. Care was taken when selecting an uncorrelated subset of pixels; charge sharing creates correlation between nearby pixels, and sufficient separation is required. Pixels near or on the edge of the detector may have a different energy response than the bulk of the pixels because of a reduced number of nearby pixels, which lowers the probability of cross talk from charge sharing. Therefore, only pixels were chosen that were separated by five macropixels from the next one and which were at least three pixels away from any edge.
Furthermore, two pixel subsets were selected: set S 1 to estimate the model parameters (consisting of 366 pixels) and set S 2 to evaluate the model (consisting of 488 pixels). Note that this is not a bootstrapping method. No pixels were used twice in the course of the evaluation, and the selection of pixels followed a predetermined, regular pattern that minimizes the use of correlated pixels. Also note that if multiple measurements are available for each pixel (in a simulation or with a physical detector), then all pixels can be used and the model parameters can be estimated for each pixel separately.
Spectral response function
The spectral response function (SRF) parameterizes the SRE and was obtained by simulating the detector with monochromatic photons at low count rates to avoid PPE. The monochromatic photon energy was varied from 20.5 to 139.5 keV in steps of 1 keV. For each energy value, the thresholds were swept from 4 to 173 keV in steps of 1 keV. The photon count rate was 4.1 × 10 3 photons per frame per micropixel, and the frame rate was 868 μs.
The spectral response was calculated in two-sided, 1-keV wide energy bins by subtracting from the counts above threshold energy E i the counts of the nearest higher threshold E iþ1 . The counts within the energy bin defined by the thresholds E i , E iþ1 were assigned an energy valueẼ i ¼ ðE i þ E iþ1 Þ∕2. The SRF was resampled to obtain integer values for both input and output energies. This technique provided a 2-D matrix representing the energy response of the detector for a given monochromatic input energy. The distortions by the detector for the incident x-ray spectrum were calculated as the weighted summation of the one-dimensional (1-D) SRF over all input energies. The weights were the fractions of counts in the energy bin corresponding to the input energy from the simulated x-ray spectrum in Fig. 1 .
Pulse shapes for the pulse-pileup model
The PPE model needs the pulse shape as an input to calculate spectral distortions from photon pileup. To speed up the computation, the original pulse shape as used in the MC simulation was approximated by a triangle and parameterized as shown in Fig. 3 . The approximated pulse starts at t 0 ¼ 0, rises linearly to its maximum at t 1 , and falls back linearly to zero at t 2 .
The triangular pulse shape approximation was fitted to the simulated pulse shape using a least-square fit to determine t 1 and t 2 , while t 0 was fixed at zero (Fig. 3) . The dead time τ was set to τ ¼ t 2 in both cases. The fit results were t 1 ¼ 15.13 ns and t 2 ¼ 30.26 ns, and τ was set at t 2 resulting in t 1 ∕τ ¼ 0.5 and t 2 ∕τ ¼ 1.0.
Detector dead time
The PPE model requires the effective dead time τ 0 of the detector and a proportionality factor k 0 that relates the count rate exiting the x-ray tube to the tube current. The parameters τ 0 and k 0 were estimated by fitting the analytic functions of the expected recorded count rates, including distortions from SRE, for a paralyzable (P) and a nonparalyzable (NP) detector to the count rates in the data for a micropixel as a function of the tube current. The energy threshold was set to E ≥ 40 keV. The analytic fit functions, taking into account SRE, are given by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 3 2 6 ; 7 5 2 a r;E th ¼ a 0 t;E th expð−a 0 t;E th τ 0 Þ; P detector;
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 3 2 6 ; 7 3 0 a r;E th ¼ a 0
t;E th ∕ð1 þ a 0 t;E th τ 0 Þ; NP detector; (6) with E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 3 2 6 ; 6 9 1
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 3 2 6 ; 6 5 0
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 9 ; 3 2 6 ; 6 1 1
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 0 ; 3 2 6 ; 5 8 6
where a r;E th is the recorded count rate above energy threshold E th , a t is the incident count rate on the detector, τ 0 is the effective dead time, Ω SRE ðSÞ is the distortion operator that models the SRE using the SRF discussed in Sec. 3.1.2, S 0 ðEÞ is the PDF of the source spectrum exiting the x-ray tube as a function of energy E, μðx; EÞ is the attenuation along the beam path, I is the tube current, and k 0 is a factor of proportionality. The unit of k 0 is photons per second per mm 2 per mA. The factor k 0 is defined so that it relates the count rate a 0 exiting the x-ray tube to the tube current. In our definition, the aluminum attenuator was assumed to be part of the x-ray tube filtration and the count rate a 0 is, therefore, defined as the count rate incident onto the attenuators after passing through the aluminum filter. The model defined in Eqs. (5) to (10) is a combination of phenomenological parameterizations of the physics processes in the PCD and an analytical calculation of the pulse pileup from multiple photons. The model treats the two effects of SRE and PPE as separable and neglects correlation between these effects.
As described in Sec. 2, an energy-dependent dead time was used in the energy-dependent probabilities of the pulse-pileup orders in the PPE model f m ½m; a t ; τðEÞ. A linear energy dependence was used in this study and the parameters τ E 0 and κ were estimated as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 1 ; 3 2 6 ; 2 5 2
First, the model spectra a SREþPPE ½E; a t ; τ 0 ; τðEÞ; a SRE were generated with various but fixed dead times, thus, τðEÞ ¼ τ, for 400, 800, and 1600 mA. The set of parameters τ E 0 and κ was determined by maximizing the model-data agreement using the reference energy E 0 at 20 keV and the agreement index outlined in Sec. 3.1.6. The assumption of a linear dependence on energy in Eq. (11) was empirical, but was found to result in good model-data agreement.
Three models for evaluation
Similar to the evaluation in Ref. 8 , the simulated data were compared to the counts in energy bins during the frame time Δt ¼ 868 μs for three different model spectra 
Model-data agreement
The agreement between the data and the models was evaluated using the weighted coefficient of variation (COV W ) defined in Ref. 8 , where the weighting takes into account the statistical uncertainty of the data from multiple noise realizations E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 2 ; 6 3 ; 5 0 7 COV w ¼ RMSD w ∕n PCD ;
wheren PCD is the mean of the simulated spectral counts from the PCD above energy threshold E eval (corresponding to bin index j eval ), n j;PCD and n j;model are the counts in energy bin j for the PCD and any of the three models mentioned above, N b is the total number of energy bins, and σ j;PCD is the standard deviation of the counts in bin j measured over multiple noise realizations. The model spectra were rebinned to have the same number of bins and bin spacing as the data. The COV W measures the goodness of agreement not only for the count rate but also for the spectral shape.
Compensation of Spectral Distortions
In this part of the evaluation, the accuracy was tested with which the model can compensate for spectral distortions from SRE and PPE. The thicknesses of the attenuators t k , k ¼ 1; : : : ; N t , where N t is the number of attenuators, were estimated by minimizing a negative log-likelihood value (NLL) calculated from the simulated counts and the counts predicted by the SRE þ PPE model in N PCD energy bins. For data set A, the thicknesses of water and aluminum were free parameters in the SRE þ PPE model. For data set B, the thicknesses of water, aluminum, and gadolinium were free parameters. The thickness of titanium was fixed to 0.9 mm for both data sets. The attenuator thicknesses were estimated using a Poissonbased NLL E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 3 ; 6 3 ; 1 5 0 NLL½λðtÞ;
whereλðtÞ andỹ are the vectors of counts in the N PCD energy bins predicted by the model for basis material thicknessest ¼ ft 1 ; : : : ; t N t g and measured in the simulated data, respectively. The last sum in Eq. (13) can be omitted because it does not depend on the model counts and hence does not change the minimizer of the NLL.
The Poisson assumption is justified at low count rates when there is no crosstalk between energy bins due to PPE. At higher count rates, the counts will not strictly follow a Poisson distribution, and a multivariate normal distribution could be used. However, we leave this for a future study and assume the validity of Poisson statistics for all count rates.
Rather than implementing an optimization algorithm to find the thicknesses t H 2 O , t Al , (and t Gd ) that minimize the NLL, the NLL was calculated in a range around the true basis material thicknesses. The set of t H 2 O , t Al , (and t Gd ) that resulted in the smallest value of the NLL was chosen as the estimated attenuator thicknesses. The thicknesses were estimated separately for each pixel (noise realization) of the evaluation pixel set S 2 from which the mean value and standard deviations were calculated. The estimation was performed for the cascaded SRE þ PPE model, n SREþPPE ðEÞ, for the SRE-only model scaled by dead time losses, n SRE;DL ðEÞ, and for the transmitted spectrum scaled by dead time losses, n t;DL ðEÞ.
The estimation was sensitive not only to the spectral shape but even more so to the total number of counts and possible differences between the data and the model. A small deviation in the total number of counts could introduce a relatively large bias in the estimated thicknesses. In practice, the model would be calibrated using scanner data at one or more tube currents and one or more attenuators. Here, we calibrated the model using the lowest tube current of 25 mA and data set A (without Gd) as follows: For the remaining data sets (different attenuation and different tube currents), the number of counts in each energy bin i was multiplied by s i .
The model and data spectra were calculated using N PCD ¼ 4 energy thresholds at 40, 60, 80, and 120 keV. The parameter ranges for which model spectra were calculated are listed in Table 2 . The NLL was calculated for each combination of thickness values and the pair or triplet that resulted in the smallest NLL was chosen as the best estimate.
Results
Model Parameters
Spectral response function
The 2-D SRF as well as 1-D profiles for several input energies is shown in Fig. 4 and was obtained as described in Sec. 3.1.2. The PCD simulation includes noise and hence, the number of counts would increase steeply at low energies ("noise floor"). The noise is currently not part of the PCD model and the SRF was modified to remove the noise floor by smoothly decreasing the counts to zero below an input energy of 14 keV. The prominent diagonal line in Fig. 4(a) and the large peaks in Fig. 4(b) are caused by the photoelectric effect. The less prominent diagonal line and the smaller peaks are a result of K-escape photons. The bright horizontal band at low output photon energies in Fig. 4(a) is mostly caused by fluorescence photons. Charge sharing effects and Compton scatter are seen as a low-energy continuum. The energy-dependent depth-ofinteraction effect affects the probability of the recorded energy and is modeled by Ω SRE ðEÞ.
Parameters for the PPE model
The estimated parameters τ 0 and k 0 for the PPE model are listed in Table 3 for the two detection models. The count rate models were fitted to the count rates in the data above a threshold of 40 keV. The last two data points for tube currents of 3200 and 6400 mA were not used in the fit. Including this data compromised the fit quality for the lower tube currents, and these tube currents have photon rates that are much higher than one anticipates in clinical practice. It is more important to have a good agreement between data and model at lower tube currents, Table 2 Search ranges for estimation of basis material thicknesses using the SRE þ PPE model.
Basis material Min (mm) Max (mm)
Step size (mm) where the count rates are in a region that is clinically meaningful. However, the spectra at 3200 mA were included in the evaluation in order to explore the validity of our model at large count rates of up to 335 Mcps∕mm 2 above 40 keV. The simulated photon fluence was identical for all data sets, and the fitted values for k 0 agreed within 0.8% of their mean value. An example of the count rate fit to the data is shown in Fig. 5 for the paralyzable detector. As described in Secs. 2 and 3.1.4, the spectral shape was improved by using energy-dependent dead times. The estimated parameters are listed in Table 4 for the two detector models. The spectra calculated with the energy-dependent dead time τðEÞ and Eq. (11) and a fixed dead time τ 0 and Eq. (3) are shown in Fig. 6 . It can be seen that the model-data agreement was improved throughout the energy range (COV w improved from 4.5% to 1.5%).
Model-Data Agreement
This section details the data-model agreement for all data sets. The transmitted count rates a 0 t (incident onto the detector) were calculated as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 4 ; 6 3 ; 
where S 0 ðEÞ is the PDF of the source spectrum exiting the x-ray tube and μðx; EÞ are the linear attenuation coefficients of the attenuators and the second integral is calculated along the beam path.
Count rate agreement
Tables 5-8 list the number of counts for one reading above an energy threshold of 40 keV for the simulated data and for the counts expected from the SRE þ PPE model. The count values were rounded to whole numbers after calculation of the relative difference.
Spectral and count rate agreement
The following evaluation includes the energy-binned count rates; hence, both the count rates and the spectral shape are Tube current (mA) a (counts / seconds) R MC data fit Fig. 5 Count rate fit for a threshold of 40 keV as a function of the tube current to estimate the PPE model parameters. Data from the paralyzable detector are shown. Note that the last two data points at 3200 and 6400 mA were excluded from the fit. Fig. 6 Comparison of model spectra and simulated data for the model with fixed dead time (dashed line) versus the model with energy-dependent dead time (e.g., 800 mA, paralyzable detector model). Fig. 9 . In all cases, the COV W was calculated for E eval ¼ 40 keV. Table 9 shows the results of the thickness estimation for the paralyzable detector model at the lowest tube current and at a tube current of 800 mA for the model spectra n SREþPPE ; n SRE;DL , and n t;DL . The evaluation of the cascaded model for the nonparalyzable detector in Sec. 4.2.2 showed similar agreement between simulated data and model as the paralyzable detector. Therefore, the thickness estimation for the nonparalyzable detector was performed only on one data set as a cross check, because similar results are expected as for the paralyzable detector. The last line in Table 9 shows that the compensation works equally well for both detector types within their statistical uncertainties.
Compensation of Spectral Distortions
Discussion
Model Evaluation
The estimation of the model parameters entails three main components: the SRF, the pulse shape, and the detector dead time.
The SRF was estimated from the simulation of a single pixel and applied to all pixels in the detector (Sec. 4.1.1). This was possible because pixel-to-pixel variations were not simulated except for differences from noise and pixels near the edge of the detector were excluded from this study. The unipolar pulse shape was approximated with triangular shapes, which simplifies the calculation of the PPE (Sec. 3.1.3). The fits to the count rates as a function of tube current provided the "effective" dead times for the models, assuming a paralyzable or nonparalyzable detector model, respectively (Sec. 4.1.2). The corresponding values for the scale factor k 0 (Table 3) , which measures the photon count rate exiting the x-ray tube, were consistent for both detector models. The comparison of the measured and expected count rates (Tables 5-8) shows agreement to better than 2.5% for tube currents up to 800 mA (which corresponds to dead time losses of up to 26%). The agreement is better than 5.8% for dead time losses up to 32%. The simulated data spectra and the model spectra n SREþPPE are shown in Figs. 7 and 8 for tube currents of 2 and 800 mA for the paralyzable and the nonparalyzable detector without and with Gd as attenuator. Also shown in the same figures are the spectra n SRE;DL (SRE model only, scaled by dead time losses) and n t;DL (no detector distortions, scaled by dead time losses). At low count rates (tube current of 25 mA), n SREþPPE and n SRE;DL are practically identical because the pulse pileup is negligible. The SRE þ PPE model captures all features of the simulated data spectra, including the dip at the K-edge in the data sets with gadolinium as additional attenuator. The agreement between data and model is COV W ¼ 3.2% or better. It is obvious from the figures that the transmitted spectrum alone, neglecting the spectral distortions from SRE, cannot be used to model the data. At a tube current of 800 mA, the dead time losses reach up to 28% for some of the data sets. The effect of pulse pileup is noticeable by increased counts above 120 keV. This high energy tail is modeled by the SRE þ PPE model but is missing in the SRE-only and the transmitted spectra. The agreement between data and model is COV W ¼ 1.9% or better. Figure 9 shows the COV W as a function of dead time loss ratioðDLRÞ ¼ 1 − n recorded ∕n t for the three model spectra for tube currents between 25 and 3200 mA for all data sets.
Included in these figures as dashed lines are also the results using the SRE-only spectra and the transmitted spectra if they are not scaled by the dead time losses. The data-model agreement for the full SRE þ PPE model, n SREþPPE , is COV W ¼ 20% or smaller for dead time losses up to 69%. In a clinical setting, however, dead time losses larger than about 30% would typically be avoided, and the model provides accurate estimates for dead time losses in the expected clinical count rate range. In contrast, the COV W values for the model spectra n SRE;DL and n t;DL are much larger, reaching almost 100% for n t;DL at a tube current of 3200 mA. It should be emphasized that the COV W takes into account the agreement between data and model of both the count rates and the spectral shape. Although the threshold for the calculation of the COV W was set to 40 keV, a discrepancy between data and model anywhere in the spectrum would reflect in large values of the COV W . It is of particular interest to observe in Figs. 7 and 8 that the model agrees very well with the data for energies above 120 keV at high count rates.
Compensation of Spectral Distortions
In general, the estimated attenuator thicknesses for the paralyzable detector using the spectrum n SREþPPE ðEÞ, predicted by the cascaded SRE þ PPE model, were in agreement with the true values within one standard deviation (Table 9 ). Only the data at 800 mA with gadolinium resulted in a larger difference of 2.2 standard deviations for water and 4.5 standard deviations for gadolinium. The dip at the K-edge of gadolinium is somewhat more pronounced in the model than in the data, resulting in a larger bias in the thickness estimation for this data set. The estimation for the nonparalyzable detector showed similar accuracy as the paralyzable detector model and the estimated thicknesses were within one standard deviation of the true values.
Using the partial models, n SRE;DL ðEÞ or n t;DL ðEÞ, for the estimation at 800 mA resulted in large deviations from the true values. In the case of n SRE;DL ðEÞ, the boundaries of the search range were reached and no meaningful estimation could be obtained. These results emphasize the importance of using a complete model of spectral distortions in PCDs. Partial or inaccurate models would result in biases of the basis material thicknesses in material decomposition, 17 which in turn would cause inaccurate quantitative results (e.g., for the amount of a contrast material in a region-of-interest) and introduce image artifacts.
We implemented a grid search in this study in order to show the potential of the cascaded SRE þ PPE model for spectral distortion compensation. It is desirable to develop a computationally efficient optimization algorithm, which can find the global minimum effectively.
Limitations
The study has several limitations. The estimation of the attenuator thicknesses assumed Poisson statistics for photon counts with no correlations between energy bins at all count rates. This assumption is not valid if the energy windows are correlated due to pulse pileup 18 or when a photon is double-counted, e.g., at both K-escape peak and fluorescent peak. A more suitable statistical model would be to use a multivariate normal distribution and take into account the correlations in the covariance matrix. This should result in more precise estimations of the attenuator thicknesses than the simple Poisson model and in that sense our results are conservative.
The unipolar pulse shape was fitted using a triangle function for computational efficiency. The goodness of fitting was comparable to that with a bipolar pulse shape in Refs. 8, 12, and 13; thus, the level of potential accuracy introduced by this fitting is expected to be similar to Ref. 12 . The estimated energy is accurate when the count rates are low and an individual photon produces one count; however, there will be small errors when the count rates are high and pulses overlap. More specifically, underestimation is expected near the peak (near the incident energy) and the bottom (near the noise level), where the triangle function underestimates the actual pulse shape, while overestimations are expected at lower energies (i.e., <50% of the incident energy). There are other factors, such as charge trapping and polarization that may contribute to spectral distortions that are also not incorporated in the current model. Nonetheless, this study and previous studies showed that the agreement between the model and physical PCDs or MC data was good.
The noise floor (detector noise from electronic noise, Swank noise, 19 etc.) is currently not part of the model. Inclusion of noise in the model requires detailed studies of the noise properties of photon counts in a pixelated detector with multiple energy thresholds and is left for a future study.
The baseline shift correction was not simulated in MC and consequently, it was not part of the model, which is consistent with previous studies. 8, 12, 13 If the baseline shift is pronounced, the model needs to be extended to include the baseline shift.
The SRF used to characterize the energy response of the PCD was estimated from a single pixel and applied to all other pixels. This was justified because the pixels in the simulated detector were identical and the counts differed only by statistical noise. In a real detector, the pixel-to-pixel variations can be quite large. However, it is straightforward to determine the model parameters individually and apply the model on a pixel-by-pixel basis as in Ref. 8 .
Only two sets of attenuators were used. The use of more sets of material thicknesses would change both count rates and spectral shape incident onto the detector. However, it was already demonstrated in previous work 8 that the model describes spectra with PMMA, Al, W, Sn, Bi þ Al, and Gd þ water as attenuators very well at low count rates. The model-PCD data agreement was comparable to this study with COV W 's between 2.2% and 3.7%. In this study, two spectra were used: one with and the other without a K-edge material. The presence of a K-edge challenges the model especially in the lower energy range (20 to 50 keV). Repeated measurements in our previous study at different count rates showed that the model breaks down at higher count rates because an approximation was made that all thresholds trigger simultaneously and have the same dead time.
Equation (1) assumes that the spectra incident onto neighboring PCD pixels is identical, which means that the spill-out in the cross talk is the same as the spill-in. The assumption will hold with flat-field calibration; however, it will be violated in actual scans, where x-ray beams with different spectra and intensities may be incident onto neighboring pixels. The assumption could then result in partial volume effects in the reconstructed images (e.g., blurred edges). Therefore, the development of a cross talk model and integration with the pulse-pileup model would be of interest. The way to perform the calibration is also a challenge, as a flat-field illumination has been the standard detector calibration scheme in many cases. We shall leave it for future work.
Conclusions
We evaluated a cascaded model for the photon detection process in PCDs that divides the complex spectral distortions into count rate-independent SRE and count rate-dependent PPE. The model parameters were calculated from simulated calibration data. The predicted x-ray spectra were compared to those from MC simulations of a paralyzable and a nonparalyzable PCD with a unipolar pulse shape. The data-model agreement was better than COV W ¼ 2.0% for dead time losses up to 28% and COV W ¼ 20% or smaller for dead time losses up to 69%. We then studied the accuracy of the model when applied in a forward imaging algorithm that compensates for spectral distortions and estimates attenuator thicknesses from PCD data. The estimated thicknesses agreed with the true values within one standard deviation in most cases. When only parts of the spectral distortions were modeled by leaving out the PPE or the SRE then the data-model agreement and the estimated attenuator thicknesses deteriorated considerably. The results emphasize the importance of taking into account all spectral distortions when studying CT image formation with PCDs.
