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We propose an approach to search for axion dark matter with a specially designed superconducting
radio frequency cavity, targeting axions with masses ma . 10−6 eV. Our approach exploits axion-
induced transitions between nearly degenerate resonant modes of frequency ∼ GHz. A scan over
axion mass is achieved by varying the frequency splitting between the two modes. Compared to
traditional approaches, this allows for parametrically enhanced signal power for axions lighter than
a GHz. The projected sensitivity covers unexplored parameter space for QCD axion dark matter
for 10−8 eV . ma . 10−6 eV and axion-like particle dark matter as light as ma ∼ 10−14 eV.
I. INTRODUCTION
The axion is a hypothetical parity-odd real scalar, protected by a shift symmetry and derivatively coupled to Standard
Model fields. It is predicted by the Peccei–Quinn solution to the strong CP problem [1–4] and expected to arise
generically from string theory compactifications [5–7]. It was shown to be a viable dark matter (DM) candidate four
decades ago [8, 9]. A generic prediction of axion models is the coupling to photons [10–14],
L ⊃ −gaγγ
4
aF F˜ = −gaγγ aE ·B . (1)
This interaction can induce axion-photon conversion in the presence of a background electromagnetic field via the
Primakoff process [15], which has been exploited in various axion searches [16–26]. These searches have started
to cover parameter space motivated by the Peccei–Quinn solution to the strong CP problem [10–14], gaγγ '
3× 10−16 GeV−1 (ma/µeV), but for now without a positive detection.1
More generally, an attractive motivation for axion-like particles (axions that do not solve the strong CP problem) is
that they are a simple DM candidate. A very light axion can acquire a cosmological abundance from the misalignment
mechanism that is in agreement with the observed DM energy density if gaγγ ∼ 10−16 GeV−1(ma/µeV)1/4, where we
have taken gaγγ ∼ αem/2pifa and assumed an O(1) initial misalignment angle (see Ref. [27] for a recent discussion).
This relation thus provides a cosmologically motivated target for axion-like particle searches.
Cold axion DM produced by any mechanism generically virializes in the galactic halo. The typical virial velocity
dispersion va ∼ 10−3 leads to an effective quality factor of Qa ∼ 1/〈v2a〉 ∼ 106. For timescales shorter than the axion
coherence time τa ∼ Qa/ma, we can thus treat the axion as a monochromatic field of the form
a(t) =
√
2ρ
DM
ma
cosmat , (2)
where ρ
DM
' 0.4 GeV/cm3 is the local DM energy density. Detailed coherence properties of the axion field have been
discussed in Refs. [28, 29], but do not change the features noted above.
1 The value quoted is the average of the DFSZ [10, 11] and KSVZ [12–14] predictions.
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(a) Cartoon of cavity setup.
!
dP
d!
!sig ⇠ ma
B
st
a
ti
c
ma/Qa
ma
!sig0
Psig / ⇢DM ma min (Qa, Qr)
!0 !1
ma
B
0
co
s
!
0
t
!1/Q1
!sig = !1   ma
Psig / ⇢DM !1 min
✓
!1
ma
Qa, Q1
◆
(b) Signal parametrics.
FIG. 1. (a) A schematic depiction of a potential cavity setup. A photon of frequency ω0 is converted by the axion dark
matter background into a photon of frequency ω0 ±ma, where ma is the axion mass. The cavity is designed to have two nearly
degenerate resonant modes at ω0 and ω1 = ω0 + ma. One possibility, as discussed in Section IV, is to split the frequencies of
the two polarizations of a hybrid HE11p mode in a corrugated cylindrical cavity. These two polarizations effectively see distinct
cavity lengths, L0 and L1, allowing ω0 and ω1 to be tuned independently. In this case, larger frequency steps could be achieved
by adjusting the fins (shown in red), while smaller frequency steps could be achieved with piezo-actuator tuners.
(b) A schematic comparison between the proposed frequency conversion scheme (right of the dotted line) and typical searches using
static magnetic fields (left of the dotted line). The vertical and horizontal axes correspond to differential power and frequency,
respectively, of either the driven field (vertical arrows) or the axion-induced signal (resonant curves). The parametric signal power
derived in Section II is shown for both setups, where we assume ωsig ∼ V −1/3 for our proposed scheme and factored out a common
volume dependence of V 5/3.
Resonant detectors are well-suited to exploit the coherence of the axion field. To date, most axion search experiments
have matched the resonant frequency of the experiment to the mass of the axion DM being searched for. For ma ∼ µeV,
the axion oscillates at ∼ GHz frequencies. This enables resonant searches using high-Q normal-conducting cavities in
static magnetic fields [16–22], where a cavity mode is rung up through the interaction of Eq. (1), sourced by the axion
field and the external B field. These experiments take advantage of strong magnetic fields, the large quality factors
achievable in GHz normal-conducting cavities, and low-noise readout electronics operating at the GHz scale. However,
extending this approach to smaller axion masses would require the use of prohibitively large cavities. To probe lighter
axions, experiments have been proposed using systems whose resonant frequencies are not directly tied to their size,
such as lumped-element LC circuits [30–32] or nuclear magnetic resonance [33].
In this work, we explore an alternative approach to resonant axion detection, where the frequency difference between
two modes is tuned to be on-resonance with the axion field, while the mode frequencies themselves remain parametrically
larger. Because of their large quality factors, superconducting radio frequency (SRF) cavities are ideal resonators for such
a setup. More concretely, as illustrated in Figure 1, we consider an SRF cavity with a small, tunable frequency difference
between two low-lying modes, which we call the “pump mode” and the “signal mode.” The cavity is prepared by driving
the pump mode, which has frequency ω0 ∼ GHz ma. If the signal mode is tuned to a frequency ω1 ' ω0 ±ma, then
the axion DM field resonantly drives power from the pump mode to the signal mode.
The idea of detecting axions through photon frequency conversion has been studied in other contexts.2 These include
axion detection with optical cavities [38–40] and frequency conversion in SRF cavities with GHz-scale mode splittings [41].
More generally, frequency conversion is a commonly used technique in signal processing, under the name of “heterodyne
detection.”
2 Different SRF setups have also been considered for production and detection of light, non-DM axions [34, 35]. Another, distinct idea is
the proposal of Refs. [36, 37] to drive two modes and detect the resulting axion-induced frequency shifts.
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FIG. 2. The anticipated reach to axion dark matter in the gaγγ −ma plane, for various experimental configurations, compared
to existing constraints, shown in gray. Along the right axis, we relate the axion-photon coupling to the symmetry breaking scale
fa by gaγγ ∼ αem/2pifa. As two representative examples, we show the projected sensitivity assuming an intrinsic quality factor
and readout-pump mode coupling (see Section V B) of Qint = 10
10, 1012 and 1d = 10
−5, 10−7, respectively. The dashed line
shows the thermal noise limited sensitivity for Qint = 10
12 and 1d = 10
−7. In all cases, we assume a pump mode frequency of
ω0/2pi = GHz, a cavity volume of V = 1 m
3, a peak magnetic field of B0 = 0.2 T, a mode overlap of η10 = 1 (see Eq. (20)),
a cavity temperature of T = 1.8 K, an average wall displacement of qrms = 10
−1 nm (as defined in Section V C), and an e-fold
time of te = 10
7 s. The orange band denotes the range of couplings and masses as motivated by the strong CP problem. Along
the red band, axion production through the misalignment mechanism is consistent with the observed dark matter energy density,
assuming an O(1) initial misalignment angle. As discussed in Section V C, the feature near ma ∼ kHz is due to our assumption
that there are no mechanical resonances below a kHz.
However, frequency conversion in SRF cavities is particularly powerful because of the combination of high Q-factors
and the large amount of stored energy in the pump mode. In this work, we highlight the parametric advantages of this
approach at low axion masses, discuss scenarios for realizing the mode overlap and tunability requirements for such an
experiment, and analyze key sources of noise. In the latter two aspects, we benefit from the decades-long effort to detect
kHz-to-MHz gravitational waves with SRF cavity resonators [42]. The results from the prototypes of Refs. [43–46] are
particularly useful in anticipating the experimental challenges of our proposed approach.
Our study shows that axion-induced frequency conversion in SRF cavities could be sensitive to QCD axions for
10−8 eV . ma . 10−6 eV and axion DM as light as ma ∼ 10−14 eV. The projected sensitivity for two representative
sets of experimental parameters is shown in Figure 2, with a larger set of parameters shown in Figure 5. Compared to
traditional resonant searches, fixing the signal to GHz frequencies leads to several advantages for lower axion masses:
1. High frequency readout leverages the large quality factors of SRF cavities, which are typically of order Q & 1010.
In this case, the signal power saturates once Q & (GHz/ma)Qa, unlike static-field detectors whose signal power
saturates once Q & Qa.
2. Only a small fraction of the signal power (ma/GHz 1) is sourced directly by the axion DM field. Therefore, the
signal is not suppressed by the small axion mass when its Compton wavelength is much larger than the detecting
apparatus. This is unlike static-field electromagnetic resonators, where the signal power scales as ma in this limit.
3. Operating readout electronics near the standard quantum limit has been demonstrated at GHz frequencies [18].
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In the next section, we present a parametric estimate of the axion-induced signal power and compare it to that of other
resonant setups. In Section III, we provide a more detailed calculation, using a simple model without explicit reference
to cavity parameters. We discuss a more complete experimental setup in Section IV, deferring a detailed discussion of
SRF cavity geometries to Appendix A. In Section V, we study the expected sources of noise, with additional details in
Appendix B. In Section VI, we estimate the physics reach, with further detail regarding optimization of the readout
coupling presented in Appendix C. Finally, we conclude in Section VII.
II. CONCEPTUAL OVERVIEW
At the level of Maxwell’s equations, an oscillating axion DM field sources a time-dependent effective current density,
Jeff, in the presence of an applied magnetic field B0(t), of magnitude
Jeff(t) ∼ gaγγ B0(t)√ρDM cosmat . (3)
This effective current density leads to a real magnetic field, Ba ∝ Jeff. The oscillations of this field generate a small
electromotive force
Ea ∼ V 2/3 ∂tBa , (4)
which can drive power into a resonant detector of volume V . In typical setups, the applied magnetic field is static, such
that E(static)a ∝ ma. In the approach we advocate for here, the applied magnetic field oscillates in time, B0(t) = B0 cosω0t.
Compared to static-field detectors of comparable size, the electromotive force is significantly larger,
E(osc.)a
E(static)a
∼ ω0 +ma
ma
∼ ω1
ma
. (5)
This is the essential reason for the parametric enhancement of our approach at low axion masses (ma  ω0).3
To make this intuition more precise, it is useful to compute the signal power explicitly and compare it to that of
static-field resonators. In general, the power delivered to a resonator of volume V and resistance R is
P
(r)
sig ∼
E2a
R
min
(
1,
τa
τr
)
∼ ω2sigB2aV min(Qr/ωsig, Qa/ma) , (6)
where τr ∼ Qr/ωsig is the ring-up time for a resonator with quality factor Qr and readout frequency ωsig, and in the
second equality, we expressed R in terms of Qr. Note that as a function of Qr, the signal power saturates once the axion
coherence time is smaller than the resonator ring-up time, since only a fraction of the axion power resides within the
resonator bandwidth, as encapsulated in the second factor in both equalities.
To date, most resonant experiments searching for electromagnetically coupled axion DM employ static magnetic
fields, since these are more easily sourced at large field strengths. In this case, Jeff(t) ∝ cosmat implies that this current
density sources photons of energy and frequency comparable to ma, which can be detected with an apparatus whose
resonant frequency is matched to the axion rest mass. For ma ∼ GHz, this is the strategy employed by resonant cavity
experiments such as ADMX [16, 17]. However, for any static-field cavity detector, this approach becomes increasingly
difficult for ma  GHz, since the resonant frequency is typically controlled by the inverse length-scale of the apparatus.
By contrast, LC resonators can search for sub-GHz axions because their resonant frequency is not directly tied to the
geometric size of their circuit components. In such a setup, when the Compton wavelength of the axion is much larger
than the shielded detection region of volume V , the size of the axion-induced magnetic field follows simply from the
quasistatic expectation, Ba ∼ Jeff V 1/3. Since the readout frequency of static-field setups is dictated by the axion mass,
the signal power of an LC circuit with quality factor QLC is parametrically
P
(LC)
sig ∼ ma J2eff V 5/3 min(QLC, Qa) . (7)
3 There is a well-known argument that axion signals must degrade at small ma, since the massless limit at fixed axion field amplitude would
be equivalent to a static QED θ-angle. The scaling of Eq. (4) does not violate this argument because Jeff ∝ √ρDM ∼ ma a. Thus, for a
fixed axion field amplitude, the electromotive force in our setup scales as ma, compared to m2a for static-field experiments.
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The saturation of signal power at Qr & Qa as well as the overall suppression at small axion masses is characteristic
of static-field setups. This latter point can also be understood from the fact that for a static-field configuration, the
axion-induced electromotive force vanishes for zero axion mass and fixed DM energy density, since Ea ∝ ma.
Our setup instead involves driving a resonant cavity at a frequency ω0  ma. An axion DM background converts the
frequency, sourcing an effective current oscillating at ωsig = ω1 = ω0 ±ma,
Jeff(t) ∼ gaγγ B0√ρDM cos (ω0 ±ma)t , (8)
which drives power into the signal mode. In this case, Ba ∼ Jeff/ω1, and for a fixed DM energy density, the electromotive
force is not suppressed for ma  GHz since Ea ∝ ω1. By the same logic as the previous calculation, the axion-induced
signal power is
Psig ∼ J2eff V min(Qr/ω1, Qa/ma) , (9)
which yields a parametric advantage4 over LC resonators when ma  V −1/3. Intuitively, this is because each axion-
photon interaction in the cavity involves a photon of energy ω0, and so only a small fraction (ma/ω0  1) of this signal
power is contributed by the axion background, with the remainder originating from the pump mode. Since ω1  ma,
maximizing the signal power in our setup requires resonator quality factors much larger than Qa, saturating only when
Qr & (ω1/ma)Qa  106. This motivates the choice of using an SRF cavity, as superconducting resonators have been
built with quality factors as large as Qr ∼ few× 1011.
To complete our overview, we give a parametric comparison of the reach. This can be done straightforwardly when
our approach is thermal noise limited, which occurs in the right half of Figure 2. As we will see in Section VI, accounting
for the scan rate and coupling optimization leads to simple expressions for the signal-to-noise ratio (SNR), which do not
require the casework of Eqs. (7) and (9). Instead, for general quality factors,
SNR
SNR(LC)
∼ ω1
ma
(
Qint
QLC
)1/2(
TLC
T
)1/2(
B0
BLC
)2
, (10)
where we took ω1 ∼ V −1/3, which holds for low-lying cavity modes, and Qint is the intrinsic quality factor of the SRF
cavity. For the reference parameters of the lower curve of Figure 2 and comparison parameters QLC = Qa ∼ 106,
TLC = 0.1 K, and BLC = 4 T, the last three factors roughly cancel, leaving an enhancement factor of ω1/ma. In the next
section, we begin the work of establishing these results, by directly solving the relevant equations of motion to compute
the signal power.
III. SIGNAL POWER
In this section, we explicitly compute the signal induced by axion DM interacting with a loaded cavity. For this
calculation, it suffices to use a simplified model that treats the cavity as a collection of fixed cavity modes. In the
following two sections, we refine this model by including the additional layers of complexity needed to describe the
system in the presence of noise.
Our starting point is Maxwell’s equations modified by the axion interaction of Eq. (1),
∇ ·E = ρ− gaγγB · ∇a ,
∇×B = ∂tE+ J− gaγγ (E×∇a−B ∂ta) . (11)
Since the spatial gradients of the axion field are small, the dominant effect is that the axion sources an effective current,
Jeff = gaγγB∂ta. The effective current Jeff inherits its time-dependence from the oscillating axion and pump mode
magnetic field and can resonantly drive power into other cavity modes with matching characteristic frequency.
To compute the steady state signal power, it is convenient to work in frequency space. In doing so, we adopt the
4 Axion detection by frequency conversion in a radio frequency cavity was also briefly considered in Ref. [36], but the authors did not find
the same parametric enhancement we demonstrate here.
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following convention for the Fourier transform of a function f ,
f(t) =
1
2pi
∫
dω eiωtf(ω) , f(ω) =
∫
dt e−iωtf(t) .
When unspecified, the region of integration for ω or t is implicitly −∞ to ∞. We define the power spectral density
(PSD) of f , denoted as Sf (ω), by
〈f(ω)f∗(ω′)〉 = Sf (ω) δ(ω − ω′) , (12)
so that the steady state average power can be expressed as5
〈 f(t)2 〉 = 1
(2pi)2
∫
dω Sf (ω) . (13)
Note that all PSDs in this work are two-sided.
Given the tiny backreaction of the axion field on the cavity, it is useful to decompose the electric and magnetic fields
into a set of vacuum cavity modes:
E(t, r) =
∑
n
En(t, r) =
∑
n
en(t) E˜n(r) ,
B(t, r) =
∑
n
Bn(t, r) =
∑
n
bn(t) B˜n(r) , (14)
where the resonant modes satisfy the conditions
∇2E˜n = −ω2n E˜n , ∇2B˜n = −ω2n B˜n ,∫
V
E˜∗n · E˜l = δnl
∫
V
|E˜n|2,
∫
V
B˜∗n · B˜l = δnl
∫
V
|B˜n|2 . (15)
Here, V is the volume of the cavity and ωn are the resonant frequencies. Using the above definitions, Maxwell’s equations
in Eq. (11) can be rewritten as an equation of motion for the cavity’s electric field in the presence of background axion
and magnetic fields, ∑
n
(
ω2 − ω2n − i
ω ωn
Qn
)
En(ω) = gaγγ
∫
dt e−iωt ∂t(B ∂ta) , (16)
where we have neglected terms proportional to the small axion velocity. Each mode has a distinct quality factor, Qn,
that is dictated by the electric field profile near the walls and power losses through the loading and readout ports, and
determines the dissipative terms on the left-hand side. Above, we have neglected the motion of the cavity walls, which
can couple distinct modes and shift their resonant frequencies; we account for this source of noise in Section V C.
To complete the calculation, we note that the magnetic field in Eq. (16) is dominated by the pump mode such that
B ' B0. We then define the characteristic amplitude of the pump mode magnetic field as
B0 ≡
√
1
V
∫
V
|B˜0|2 . (17)
The steady state average power delivered to the signal mode (n = 1) can be written in terms of a signal PSD defined
analogously to Eq. (13),
Psig =
ω1
Q1
U1 =
1
(2pi)2
∫
dω Ssig(ω) , (18)
5 In Eq. (12), the brackets denote an ensemble average, where a signal f(t) is Fourier transformed in many different time intervals, which
are then averaged in a given frequency bin. Eq. (13) then defines 〈f(t)2〉, which can equivalently be described as a time average of f(t)2.
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where U1 is the electromagnetic energy stored in the signal mode. From Eq. (16), we find that
Ssig(ω) =
ω1
Q1
(gaγγ η10B0)
2 V
ω2
(ω2 − ω21)2 + (ω ω1/Q1)2
∫
dω′
(2pi)2
(ω′ − ω)2 Sb0(ω′)Sa(ω − ω′) , (19)
where Sa(ω) is the axion PSD, Sb0(ω) is the PSD for b0(t) (defined in Eq. (14)), and η10 is an O(1) mode overlap factor,
η10 ≡
∣∣∣∫V E˜∗1 · B˜0∣∣∣√∫
V
|E˜1|2
√∫
V
|B˜0|2
≤ 1 . (20)
We have ignored backreaction on the axion field, as this is negligible even for very large quality factors. We note that
Eq. (19) is only valid when the experimental integration time tint exceeds both the ring-up time of the signal mode,
τr ∼ Q1/ω1, and the axion coherence time, τa ∼ Qa/ma. The steady state power is achieved when tint & τr, but if
tint . τa, the axion PSD is not resolved, and Sa(ω) must be convolved with a window function.6
If the spectral width of the pump mode magnetic field is sufficiently narrow, then it may be approximated as a
monochromatic source, b0(t) = cosω0t, which corresponds to
Sb0(ω) = pi
2 [δ(ω − ω0) + δ(ω + ω0)] . (21)
Eq. (19) then reduces to
Ssig(ω) =
ω1
4Q1
(gaγγ η10B0)
2
V
ω2
[
(ω − ω0)2 Sa(ω − ω0) + (ω + ω0)2 Sa(ω + ω0)
]
(ω2 − ω21)2 + (ω ω1/Q1)2
. (22)
As we will see in Section VI, this is a valid approximation in most of the parameter space considered in this work.
This is possible because the magnetic field can have a much narrower width than the pump mode itself, as its width is
determined by the frequency stability of the oscillator that loads the cavity.
To understand Eq. (22) parametrically, we assume the signal mode frequency is on resonance and consider two limiting
cases. The frequency spread of the axion PSD is controlled by its effective quality factor Qa ∼ 106. If the axion is narrow
compared to the signal mode’s bandwidth (ma/Qa  ω1/Q1), we can evaluate the integral of Eq. (18) by treating the
axion PSD as a delta function. Instead, if the axion is broad compared to the signal bandwidth (ma/Qa  ω1/Q1), we
can evaluate the integral using the narrow width approximation for the Breit–Wigner response of the signal mode. The
result is
Psig ' 1
4
(gaγγ η10B0)
2
ρ
DM
V ×
{
Q1/ω1
ma
Qa
 ω1Q1
piQa/ma
ma
Qa
 ω1Q1 ,
(23)
which matches the parametric estimate of Eq. (9). Here we use the normalization
〈a(t)2〉 = 1
(2pi)2
∫
dω Sa(ω) =
ρ
DM
m2a
, (24)
and take Sa(ω) to be governed by a virialized Maxwellian velocity distribution [47].
For large axion masses, the axion is broad, and the signal power in Eq. (23) is suppressed by m−1a since only a small
fraction of the axion PSD lies within the detector bandwidth. As the axion mass decreases, the signal power increases,
saturating when these two bandwidths are comparable, i.e., when the axion coherence time matches the ring-up time of
the signal mode, τa ∼ τr. As discussed in the previous section, this differs from resonant experiments where the readout
frequency is comparable to the axion mass, in which case the signal power saturates once Q1 & Qa.
Expanding on the intuition developed in Section II, we now compare more carefully the parametric form of the signal
power in Eq. (23) to that of static-field experiments designed to resonantly detect axions with masses ma  GHz. For
6 Our result also breaks down in the extreme case ma . ω1/Q1 ∼ 10−17 eV × (1012/Q1), where the axion oscillates on a longer timescale
than the ring-up time. In this case, the signal power does not reach a steady value, but rather depends on the instantaneous phase of
the axion field. Eq. (23) remains valid only if Psig is taken to denote the average power over an entire axion field oscillation. This is not
relevant for any of the parameter space shown in Figure 2. For the smaller intrinsic quality factors or e-fold times shown in Figure 5 (which
affect Q1, as described in Section VI), we restrict our calculations to ma & ω1/Q1.
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example, near-future LC resonators plan on using magnetic fields of size BLC ∼ 4 T, while the magnetic fields for our
setup can be no larger than roughly 0.2 T, to preserve the superconducting properties of the cavity. However, this is
compensated by the much larger quality factors attainable by SRF cavities. To see this, note that a static-field LC
resonator is required to operate in the quasistatic limit once ma  V −1/3. In this case, as discussed in Section II, the
parametric form of the signal power is
P
(LC)
sig ∼ (gaγγBLC)2 ρDM V 5/3 min(QLC, Qa)ma . (25)
The factor of ma in Eq. (25) stands in contrast to Eq. (23), and appears because the signal frequency in such an
experiment is comparable to the axion mass. This is not the case for the setup discussed here because the signal
frequency is always fixed to be ω0 +ma ∼ ω1 ∼ GHz even for ma  GHz. Comparing Eqs. (23) and (25), we have
Psig
P
(LC)
sig
∼
(
0.2 T
4 T
)2
×
{
(Q1/Qa)
2 (ω1/Q1)
(ma/Qa)
ma
Qa
 ω1Q1
(ω1/ma)
2 ma
Qa
 ω1Q1 ,
(26)
where we took the cavity and LC resonator to be of comparable size, fixed ω1V
1/3 ∼ 1 for the cavity setup, and set
QLC ∼ Qa. Eq. (26) shows that a frequency conversion setup using an SRF cavity has a parametric advantage in signal
power when ma  ω1, which is the regime shown in Figure 2. For a broad axion, ma . ω1/20 is already enough to
overcome the weaker magnetic field, while for a narrow axion the larger quality factors achievable in SRF cavities more
than suffice to compensate at any axion mass.
Of course, this does not suffice to establish a comparably enhanced sensitivity, since noise sources can vary drastically
across different experimental setups. We investigate these noise sources in detail in Section V. Realistic values for the
relevant cavity parameters are discussed in more detail in the next section.
IV. A CAVITY CONCEPT
In this section, we discuss the choice of cavity geometry and pump and signal modes, as well as the quality factors
attainable in SRF cavities. We also outline possible methods for tuning the mode splitting ω1 − ω0, loading the cavity,
and reading out the signal.
As mentioned in Section III, the peak magnetic field in an SRF cavity will be smaller than in a conventional RF cavity,
and this must be compensated by a larger quality factor. In multi-cell elliptical cavities operating at GHz frequencies
designed for accelerating charged particle beams, intrinsic quality factors of Qint ' 4× 1010 (and in one case as high as
Qint & 2× 1011) have been achieved [48, 49], a factor of over 106 greater than what the same geometry would display in
warm copper. However, we are not restricted to geometries useful for particle acceleration. Quality factors of Qint ∼ 105
are commonly achieved in overmoded non-superconducting RF cavities with non-accelerator geometries [50–52]. This
suggests that SRF counterparts can be constructed with quality factors as large as Qint ∼ 1012.7
We now consider the choice of cavity geometry, where the goal is to find a cavity design with two nearly degenerate
modes and an O(1) geometric overlap factor η10, as defined in Eq. (20). Rectangular, cylindrical, and spherical cavities
can be treated analytically straightforwardly; realistic cavities are often variations on these shapes. We do not consider
spherical cavities, as they typically do not have pairs of nearly degenerate modes.8 Furthermore, it is difficult to
manufacture rectangular cavities with the required large quality factors. We hence focus on cylindrical cavities.
An ordinary cylindrical cavity supports transverse electric (TEmnp) and transverse magnetic (TMmnp) modes, indexed
by integers m, n, and p, as described in Appendix A. Because the axion carries no spin, and we have neglected its
spatial gradients, it can only mediate transitions between modes with the same m. Furthermore, since the axion is a
pseudoscalar, it must change the parity of p. Finally, axions cannot mediate transitions between pairs of TM modes.
A simple option would be to use transitions between the two polarizations of a single TE mode, after splitting them in
frequency by perturbing the cavity. However, this cannot work because the axion transition must change the parity of p.
7 The power dissipation of a cavity with the parameters of Fig. 2 would be Pin ∼ 104× (1010/Qint) W. As such, operating SRF cavities with
intrinsic quality factors significantly lower than 1010 is not practical due to power and cooling demands.
8 It might be possible to use spherical cavities with the poles cut off, where the only modes that can be supported are nearly degenerate
high harmonics. Alternatively, one could couple two spherical cavities with a small tunable aperture as in Refs. [44–46].
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Instead, since the frequencies of the modes each depend differently on the cavity radius R and length L, two modes could
be arranged to be nearly degenerate by manufacturing the cavity with an appropriate aspect ratio L/R. As discussed
further in Appendix A, overlap factors of η10 ' 0.5 can then be achieved for the transitions TM0,n+1,0 ↔ TE0n1. For
example, for a cavity loaded in the TM030 mode, the loaded mode frequency is ω0 = 2piGHz if the cylinder has radius
R ' 0.4 m. The TE021 signal mode is degenerate if the length is L ' 0.25 m, and a frequency difference of ma ∼ GHz
is attained if L ' 0.21 m. Thus, many orders of magnitude in axion mass can be scanned by tuning the length through
a relatively small range.
Larger overlap factors of η10 ' 0.8 can be achieved by corrugating the outer wall with ridges. Similarly, using
orthogonally oriented ridges on the end-walls of a square cross-section cavity to align the electric and magnetic fields
of cross-polarized TE10p/TE01p modes can also provide a large overlap factor, limited by how large/overmoded the
cavity is. To further improve the quality factor, one can do the same with the cross-polarized HE11p hybrid modes in a
cylindrical cavity with outer wall corrugations. This final approach is mathematically developed in Appendix A.
We now turn to physical mechanisms for tuning the frequency difference ω1 − ω0. Small changes in the cavity length
can be achieved by applying pressure on the end-walls with a piezoelectric device. Concretely, the smallest scan steps
we consider in Section VI are of order 0.1 Hz, which corresponds to changes in length of order 0.1 nm. This tuning
mechanism can deform a meter-long cavity by a few millimeters at most, leading to a scannable range of axion masses
of about ∼ MHz. Larger changes in the cavity length can be achieved with mechanically retractable fins, as shown in
Figure 1(a). For non-corrugated cylindrical cavities, these fins effectively serve to change the length L of the cavity,
while for corrugated cylindrical cavities, they change the length seen by only one of the hybrid mode polarizations.
Using fins, one can cover the full parameter space shown in Figure 2 with a single cavity. However, introducing such
sharp features into the cavity increases the peak surface fields, and hence has the potential to degrade the quality factor
and lead to enhancement of field emission, as discussed in Section V D.
Since detailed numeric simulations of the cavity are required to understand these effects, we defer further discussion
to future work. As such, the reach shown in Figure 2 should be interpreted as indicating the potential of our general
approach. However, we note that even an uncorrugated cylindrical cavity tuned solely with piezoelectric devices can
probe a wide range of motivated parameter space, over orders of magnitude in axion mass.
Finally, loading and readout can be achieved either through coaxial antennae fed into the cavity or with waveguides.
For concreteness, we will employ the term “waveguide” when discussing the loading/readout architecture. When we
discuss the reach of the proposed approach in Section VI, we will explore the optimization of the readout architecture.
The language of waveguides lends itself well to this discussion, but the conclusions we reach do not depend on what
specific instrument is used to extract the signal from the cavity.
To summarize, as reference cavity parameters we consider V ∼ m3 sized cylindrical SRF cavities operating at frequen-
cies of ω/2pi ∼ GHz, with typical magnetic fields of B ∼ 0.2 T, and intrinsic quality factors of Qint & 109. The level of
frequency stability of modes planned for similar SRF cavities [53] suggests that scanning step sizes of ∼ 0.1 Hz− 1 Hz
are achievable. We therefore limit our analysis to frequency steps of 0.1 Hz and above, and do not consider axion
masses corresponding to frequencies below 1 Hz, where the effects of such a frequency instability become more dramatic.
Furthermore, we do not consider the possibility of large frequency separations between the pump and signal mode, since
this would involve accounting for intermediate modes. We therefore restrict our analysis to ma . GHz.9
V. NOISE SOURCES
In this section, we describe the expected dominant noise sources for our setup, shown schematically in Figure 3.
Some of these noise sources, such as amplifier and thermal noise, are common to axion DM experiments using static
background magnetic fields [16–23]. The remaining contributions, however, are particular to our setup. These include
phase noise from the master oscillator that drives the pump mode, mechanical vibrations of the cavity walls, and field
emission, commonly known in the accelerator community as “dark current.”
The relative sizes of the noise sources, as a function of axion mass, are shown in Figure 4. Thermal noise in the cavity,
and amplifier noise in the readout system are both independent of ma. Of the two sources, thermal noise in the cavity
9 An initial exploration of the use of higher harmonics of a loaded cavity was conducted in Ref. [41].
9
!mVibrations
Retractable Fins
Loading ports
Readout ports
!r
!d
Epke
Field Emission
E0
E1
Ed
Er✏0r
✏1d
Oscillator
Loading
&
Readout
'(t)
t
t
V0(t)
↵(t)
V0(t)
Thermal
!n !n ± !m
Cmn
FIG. 3. A diagram depicting the main expected sources of noise specific to our detection strategy. In counterclockwise order are
depictions of individual noise sources: thermal emission, discussed in Section V A; the effects of oscillator phase noise, as discussed
in Section V B; the precision of the geometric coupling of the loading and readout waveguides, relevant to several noise sources;
vibrations of the cavity walls, discussed in Section V C; and field emission, discussed in Section V D. Not shown is amplifier noise,
discussed in Section V A.
dominates, and plays the most important role at the largest axion masses that we consider. At smaller axion masses,
two other sources of noise become relevant: frequency instability of the resonant modes from mechanical vibrations and
power leakage from the pump to the signal mode. These both grow as the axion mass is decreased. As we discuss in the
following, they are also both strongly sensitive to the quality factor of the cavity. Increasing the quality factor, other
than increasing the signal power, decreases these two sources of noise. In Figure 4, the sharp feature evident in the
mechanical noise power is due to our assumptions, motivated by the experimental characterization of similar cavities
performed in Ref. [44]; we assume that there exists a spectrum of mechanical resonances above a kHz, each maximally
coupled to the pump and signal modes of the cavity.
Before turning to a more detailed description of each of these noise sources, it is useful to distinguish the two
contributions to the quality factor Q1 of the signal mode,
1
Q1
=
1
Qint
+
1
Qcpl
, (27)
where Qint depends only on losses intrinsic to the cavity (such as the residual resistance of the walls) and Qcpl is
determined by the rate at which power is transmitted to the readout. Critical coupling occurs when the two losses are
equal, Qint = Qcpl, but we will see in Section VI that it is optimal to strongly overcouple, Q1 ' Qcpl  Qint, even
though this degrades the total signal power. The readout is set to predominantly couple to the signal mode, as discussed
further in Section V B, so that the pump mode’s quality factor is not affected, Q0 ' Qint. The PSDs derived in this
section represent the total noise power delivered to the cavity and to the readout apparatus in the signal mode.
10
Pmech
Pth
Pphase
Pql
10-14 10-12 10-10 10-8 10-6
10-32
10-30
10-28
10-26
10-24
10-22
10-20
10-18
10-16
Hz kHz MHz GHz
ma @eVD
N
oi
se
Po
w
er
@WD
frequency = ma 2Π
(a) 1d = 10
−7, Qint = 1012
Pmech
Pth
Pphase
Pql
10-14 10-12 10-10 10-8 10-6
10-26
10-24
10-22
10-20
10-18
10-16
10-14
Hz kHz MHz GHz
ma @eVD
N
oi
se
Po
w
er
@WD
frequency = ma 2Π
(b) 1d = 10
−5, Qint = 1010
FIG. 4. Comparisons of total power in thermal (yellow), amplifier (cyan), oscillator phase (red), and mechanical vibration (blue)
noise, shown as a function of the axion mass ma. The cavity parameters match the (a) lower and (b) upper curves in Figure 2. The
figure shows the total power delivered to the readout architecture assuming critical coupling, and thus has appropriate factors
of Qn/Qcpl included as discussed in Section VI. The estimated size of mechanical noise depends on the degree of degeneracy
between the axion mass and the resonant frequency of mechanical modes of the cavity. The solid line corresponds to the same
model incorporated into the reach shown in Figures 2 and 5, while the dashed lines serve to bracket the variation in such noise,
depending on the scan/instrumental strategy employed (see Section V C for discussion).
A. Thermal and Amplifier Noise
Thermal emission of radio waves from the the cavity walls constitutes an irreducible noise source. If the cavity is
cooled to a temperature T , then the PSD of this thermal noise is
Sth(ω) =
Q1
Qint
4piT (ω ω1/Q1)
2
(ω2 − ω21)2 + (ω ω1/Q1)2
. (28)
Here, the prefactor of 4pi stems from our use of two-sided PSDs and the convention of Eq. (12), and the factor of
Q1/Qint arises because the coupling to the readout does not source thermal noise; it is only the cavity walls that are at
temperature T . This corresponds to an average total noise power of
Pth ' T ω1
Qint
. (29)
Driven SRF cavities can be efficiently cooled using a superfluid helium bath to a temperature of T = 1.8 K. This
temperature is below the superfluid transition at 2.2 K, which mitigates vibrational noise from the bubbling of gaseous
helium. Dissipation of the pump mode increases the temperature of the cavity walls slightly above that of the helium
bath, but we neglect this since the typical temperature change is small, of order 0.1 K [54].
The signal is to be read out with an amplifier coupled to the resonant cavity. We assume that amplifier noise can be
reduced to its standard quantum limit, resulting in one photon of power per unit bandwidth [55, 56]. One half of this
power is due to quantum zero-point fluctuations, while the other half accounts for the backaction and imprecision noise
associated with the amplifier [57]. The corresponding noise power can be described as a spectrally flat PSD of the form
Sql(ω) = 4piω1 . (30)
This assumption is equivalent to that made for other experiments targeting similar axion parameter space [32] and
has been achieved in practice at GHz frequencies [18]. For context, at critical coupling, amplifier noise is smaller than
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thermal noise by a factor of the thermal occupation number, nocc = T/ω1 ∼ 100.
Overcoupling the cavity to the readout can enhance the reach of a thermal noise limited search [32]. Intuitively,
this is possible since a quantum-limited readout has an effective noise temperature given by a single photon of noise
per unit bandwidth (Teff ∼ ω1 ∼ 10 mK  1.8 K), and so overcoupling lowers the effective noise temperature of the
system. Similar statements can be made when other noise sources dominate. We discuss these aspects in more detail in
Section VI and Appendix C.
B. Oscillator Phase Noise
The pump mode is excited by driving a waveguide at frequency ω0 with an external oscillator. The loading waveguide
possesses a geometric coupling to the pump mode 0d ' 1 and is adjusted to have a small coupling to the signal mode,
1d  1. Similarly, the signal is detected through a readout waveguide, which is adjusted to have a small coupling to
the pump mode, 0r  1. Since minimizing the unwanted geometric couplings 1d and 0r requires precisely controlling
the geometry of the two waveguides, we take 1d ' 0r. The mechanical precision required to achieve a certain rejection
value is discussed further in Appendix B.
The oscillator is centered around the frequency ω0, but is broadened due to fluctuations in the amplitude and phase
of its output voltage, which can be parametrized as
Vosc(t) = V0 (1 + α(t)) cos(ω0t+ ϕ(t)) . (31)
The PSD of the amplitude noise Sα(ω) typically has flat (white) and 1/ω components, the latter due to so-called “flicker
noise.” The PSD of the phase noise Sϕ(ω) has additional 1/ω
2 and 1/ω3 components due to the Leeson effect, whose
effects dominate over amplitude noise for the small frequency splittings that we consider [58, 59]. The component of
Vosc(t) at frequency ω1 can be inadvertently read out as signal through the coupling 1d or 0r.
Oscillator manufacturers typically report the one-sideband noise power per unit bandwidth, relative to the carrier
power. From this we extract the phase noise PSD Sϕ(ω). We fit the reported spectrum of a low-noise commercially
available oscillator [60] to the functional form
Sϕ(ω) =
3∑
n=0
bn ω
−n , (32)
yielding the values
b0 = 10
−16 Hz−1 , b1 = 10−9 , b2 = 10−6 Hz , b3 = 10−5 Hz2 . (33)
Defining the total power input to the cavity as
Pin =
ω0
Q0
B20V , (34)
the PSD due to oscillator phase noise is given by
Sphase(ω) ' 1
2
21d Sϕ(ω − ω0)
(ω ω1/Q1)
2
(ω2 − ω21)2 + (ω ω1/Q1)2
ω0Q1
ω1Q0
Pin . (35)
Note that because the width ω0/Q0 of the pump mode is much smaller than the axion mass ma = ω1 − ω0 for all
parameters we consider, the noise due to the coupling 0r is suppressed by the Breit–Wigner tail of the pump mode,
(ω0/maQ0)
2  1, and is hence negligible. Taking Sϕ(ω) to be spectrally flat within the signal mode bandwidth, which
is a good approximation for all parameters shown in Figure 2, the above PSD corresponds to an average total noise
power of
Pphase ' 
2
1d Sϕ(ma)
16pi
ω0
Q0
Pin . (36)
Projected sensitivities are shown in Figure 2 for 1d = 10
−5, 10−7. Geometric rejections at the level of O(10−7) have
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been experimentally demonstrated in Refs. [44, 46] for a different signal and pump mode geometry. As discussed in
greater detail in Appendix B, achieving 1d = 10
−7 in our setup requires controlling the cavity components at the few
nm level, which is a level of precision that is already envisioned for other applications [53]. For such small rejection
factors, 1d scales linearly with this distance scale. As shown in Figure 4, we find that phase noise is subdominant
compared to thermal noise for the largest axion masses that we consider, while it dominates at smaller masses.
C. Mechanical Vibration Noise
Mechanical oscillations of the cavity boundaries lead to time-dependent shifts in the resonant modes and their corre-
sponding frequencies. Such perturbations can impede the ability to reliably scan over the axion mass range and may also
induce transitions between the pump and signal modes, thus constituting a potential background to the axion-induced
signal. Various forces can contribute to mechanical noise such as thermal excitations of the cavity, external vibrations
from the cryogenic cooling system or seismic activity, and radiation pressure due to the electromagnetic energy stored
in the loaded mode. Of these sources, the last is negligible, because it does not source significant vibrations at frequency
O(ma). Instead, its dominant effect is to introduce a static shift in the cavity mode frequencies, known in the acceler-
ator community as “Lorentz force detuning,” which we may simply absorb into the definitions of ω0 and ω1. Thermal
effects are irreducible but, as we will argue below, subdominant, while power from external sources can be significantly
attenuated through active feedback or isolation of the suspended cavity from its immediate surroundings.
To estimate both thermal and vibrational effects, we follow the discussion in Ref. [45]. The displacement of the
cavity wall from its equilibrium position, denoted as u(x, t), can be decomposed as a sum over the various dimensionless
mechanical normal modes of the cavity, ξα(x),
u(x, t) = qα(t) ξα(x) , (37)
where the expansion coefficients are given by the time-dependent generalized coordinates, qα(t), and a sum over the
integer α is implied. The mode vectors are normalized such that∫
d3x ρ(x) (ξα · ξβ) = M δαβ , (38)
where ρ and M are the mass density and total mass of the cavity, respectively. In the following, we focus on an
individual mechanical resonance, labeled by α = m. The noise power from multiple resonances can be summed, but
in most cases only the nearest resonance will be relevant. The response of the generalized coordinate of the cavity
boundary is described by the PSD,
Sqm(ω) '
1
M2
Sfm(ω)
(ω2 − ω2m)2 + (ωmω/Qm)2
, (39)
where ωm is the resonant frequency of the excited mechanical mode, Qm is the mechanical quality factor, and fm is
the force projected onto mode α = m. In our estimates, we adopt Qm = 10
3 as a representative value [46]. The force
term on the right-hand side of Eq. (39) contains contributions from radiation pressure, thermal fluctuations, and other
environmental sources.
The force generated from thermal fluctuations is negligible compared to seismic or cryogenic noise for realistic at-
tenuation capabilities. For the cavity parameters we consider, thermal vibrations source Sfthm (ω) ∼ 10−23 N2/Hz ×
(M/kg) (T/K) (ωm/kHz)
(
103/Qm
)
, while, e.g., the authors of Ref. [46] directly measured the unattenuated force PSD
for a similar resonant cavity design and found values spanning from O(10−7) N2/Hz−O(10−3) N2/Hz within the mea-
sured frequency range of 10 Hz − 10 kHz, stemming from vibrations of the surrounding environment. For realistic
attenuation factors, the latter vibrational sources are dominant.
Rather than directly reporting an attenuated external force PSD, experiments frequently characterize mechanical
noise by the RMS wall displacement qrms induced by these forces. For example, near-term light-shining-through-wall
type experiments at FNAL plan on controlling wall displacements of loaded cavities to within sub-nanometer precision
through the use of piezo-actuator tuners [53]. To infer a force PSD from this level of vibration, we note that Eq. (39)
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implies an RMS displacement of the m’th normal mode
〈q2m〉 '
Sfm(ωm)Qm
4piM2 ω3m
∼ 106 nm2 ×
(
Sfm(ωm)
10−4 N2 Hz−1
)(
Qm
103
)(
M
kg
)−2 ( ωm
kHz
)−3
. (40)
The scaling with ωm implies that, for an approximately flat Sfm(ω), 〈q2m〉 is largest for the lowest-frequency mechanical
mode. Thus, we normalize the attenuated force PSD to
Sfm ' 4piM2 ω3min q2rms/Qm , (41)
where qrms ∼ 0.1 nm and ωmin ∼ kHz is the lowest-lying mechanical resonance of the cavity. This estimate of ωmin
is motivated by the measurements of a similar apparatus to search for gravitational waves, which showed a growing
number of mechanical resonances above ω ∼ 0.5 kHz [44]. Hence, we will assume that externally sourced vibrations are
controlled to 〈q2m〉 ∼ (0.1 nm)2, which from Eq. (40) implies an attenuation ability of O(10−8). Note that even assuming
a considerably worse control of the cavity walls, qrms ∼ 102 µm, the estimated sensitivity at large axion masses, and in
particular the ability to probe the QCD axion, is not appreciably affected, as shown in Figure 5.
These mechanical vibrations couple to the electromagnetic cavity modes by, e.g., shifting their resonant frequencies,
δωn(t) ' −1
2
qm(t)C
m
n ωn , (42)
where the coupling coefficients, Cmn , are given in terms of the electromagnetic modes,
10
Cmn =
∫
dS · ξm(x)
(|Bn(x)|2 − |En(x)|2)∫
d3x |En(x)|2 . (43)
In the numerator of Eq. (43), the integral is performed over the surface boundary of the deformed cavity. Note that
the size of the coupling coefficient Cmn , and hence also the frequency shift of Eq. (42), depends on the specific nature
of the mechanical and electromagnetic resonances of the unperturbed cavity. We will pessimistically assume maximum
overlap between the mechanical and electromagnetic modes, in which case the coupling coefficient is parametrically of
size Cmn ∼ V −1/3, where V is the geometric volume of the cavity.
The shift in the cavity mode frequencies in Eq. (42) results in a modification of the equation of motion for a mode
(labeled n) driven by an external field D(t, r),[
∂2t +
ωn
Qn
∂t + (ωn + δωn)
2
]
Bn(t, r) = ω
2
nD(t, r) . (44)
When the time-dependent shifts in the cavity mode frequencies are small, we can perturbatively solve the above equation
to find the noise PSD due to vibrations of the cavity walls, Smech(ω). To leading order in δω
2
n/ω
2
n  1, we find
Smech(ω) =
∑
n=0,1
S
(n)
mech(ω) '
21d
4
ω0
Q0
Pin
∑
n=0,1
(
Sqm(ω − ω0)/V 2/3
)
(ωn/Qn)ω
4
n ω
2[
(ω2 − ω2n)2 + (ω ωn/Qn)2
] [
(ω20 − ω2n)2 + (ω0 ωn/Qn)2
] , (45)
where the sum is over the pump (n = 0) and signal (n = 1) modes. To understand Eq. (45) parametrically, we note that
for ma ' ωm and ωm/Qm  ωn/Qn, evaluating Smech(ω) near the positive frequency resonance (ω ' ω1) and applying
Eqs. (39) and (40) yields
Smech(ω1 + ∆ω) ' pi
2
21dQm
1 + (∆ω/∆ωm)2
ω21ω
3
min
m6a
q2rms
V 2/3
Pin , (46)
where we defined the width of the mechanical mode ∆ωm ≡ ωm/2Qm.
In the coupled superconducting cavity setup of Ref. [44], direct probes of the designed apparatus revealed the presence
10 We have assumed that the off-diagonal generalizations of the coupling coefficient involving pairs of distinct electromagnetic modes vanish
to leading order in the cavity perturbation. We have checked that this is satisfied for various nearly-degenerate modes of cylindrical
cavities, which have orthogonal E and B fields at every point in space. If this is not the case, additional source terms in the coupled
electromagnetic-mechanical equations of motion should be included. See Ref. [45] for additional details.
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of mechanical resonances above ωmin ∼ kHz, separated in frequency by O(100) Hz. For ma < ωmin, mechanical noise is
driven by the tail of the lowest-frequency resonance. In this regime, the scaling of mechanical noise is dominated by the
cavity’s response to an off-resonance driving force, as expected from the form of Eqs. (39) and (45). Therefore, the noise
power scales as roughly 1/m2a. As shown in Figure 4, mechanical noise is significant in this mass range and is roughly
comparable to oscillator phase noise.
The behavior of mechanical noise in the vicinity of resonances is more subtle, and so merits further discussion.
Eqs. (39) and (45) imply that the power in mechanical noise is maximized for ωm ' ω1 − ω0. Thus, in a scan over
ω1, the mechanical noise PSD has a forest of local maxima around each resonance ω0 + ωm, with minima in between.
In Figure 3, we bound the total power in mechanical noise for ma > ωmin by considering two cases: where the axion
mass is situated at or near a local maximum of the noise PSD (ma ' ωm for some mechanical resonance m), or at a
local minimum (ma at the midpoint between two adjacent resonances, i.e., assuming a typical separation of ∼ 100 Hz
between mechanical resonances, at 50 Hz separation from each). The total mechanical noise powers obtained in these
two extreme cases, illustrated by dashed curves in Figure 3, define an envelope for the mechanical noise power at each
scan step. The envelope spans 3 orders of magnitude in noise power, due to the sharpness of the mechanical resonances,
but for the same reason, the noise power only approaches the upper envelope in narrow regions of size ∆ωm about each
resonance.
For a more representative characterization of the mechanical noise near resonances, we note that in a scan over the
range of candidate axion masses between any two resonances, the median noise PSD is that obtained at 25 Hz separation
from the nearest mechanical resonance. The total mechanical noise power at this separation is indicated by the solid
blue curve in Figure 3, and this characteristic noise power is used in deriving the axion sensitivity curves. In a single
scan, half of candidate axion masses are expected to have noise above this line (and hence weaker sensitivity) and half
below (and hence stronger sensitivity). It may also be possible to fill these narrow gaps in sensitivity by using two
cavities with slight mechanical variations, so that their mechanical resonance frequencies are slightly offset. In this case,
each candidate axion mass will be well-separated from the mechanical resonances of at least one of the two cavities.
Near-resonance mechanical noise is only expected to dominate over about one decade in axion mass near angular
frequencies of 1 kHz−10 kHz. At lower frequencies there are no nearby resonances, and mechanical noise falls off rapidly
at higher frequencies. These two effects lead to a peak-like structure near ma = 1 kHz in Figure 4, and corresponding
dips in the reach shown in Figures 2 and 5. The strength and position of this feature should be appropriately rescaled
by ωmin for cavities with higher- or lower-lying resonances.
For ma  MHz, where mechanical noise is important, the integral of Eq. (45) over the signal bandwidth is analytically
tractable for the pessimistic case of a mechanical resonance very closely spaced to ω1−ω0 ' ma. Taking the mechanical
resonance to be narrower than the cavity bandwidth and further approximating Q0 ' Q1 and ma  ω0, the average
total noise power in mechanical noise is
Pmech ' 
2
1d
16
ω20 ω
3
min
m5a
q2rms
V 2/3
Pin . (47)
We emphasize that the mechanical noise estimates presented above are most likely overly pessimistic. In particular,
we assumed that for every axion mass & kHz there is a corresponding resonant mechanical mode that is maximally
coupled to the electromagnetic properties of the cavity. In this sense, a dedicated design strategy could potentially
significantly mitigate noise from mechanical vibrations.
D. Field Emission
At high surface electric fields, electrons are emitted from imperfections on the walls of the SRF cavity. The released
electrons accelerate to relativistic speeds, absorbing energy from the cavity field, and typically are reabsorbed into the
wall within less than one oscillation cycle of the cavity. They emit radiation in three different stages: as they accelerate
inside the cavity and emit synchrotron radiation; as they encounter the dielectric mismatch between the interior and
wall of the cavity, leading to transition radiation; and as they encounter the nuclear electric fields of the wall material,
leading to Bremsstrahlung radiation.
In this section, we crudely approximate the noise due to each process. First, we note that for an electron of energy
γme, all three processes produce radiation in a small solid angle 1/γ
2 around the electron momentum, spread roughly
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uniformly over a frequency range much broader than the signal mode bandwidth. Hence, only a small fraction of the
power absorbed by the emitted electrons is deposited in the signal mode.
The energy absorbed by a single electron as it traverses a cavity of length L ∼ 1/ω0 ∼ 1 m and average electric field
of strength E0 ∼ cB0 = 60 MV/m is roughly Uabs ∼ eE0L, corresponding to a Lorentz factor of γ ∼ 100. This energy
is then released through the three processes described above. The energy released as synchrotron radiation and the
corresponding frequency range are
Usync ∼ e
4γ2E20L
m2e
, ∆ωsync & ω0 , (48)
where the frequency range is determined by the short timescale tsync ∼ 1/ω0 over which the electron is within the
cavity. The energy released in transition radiation depends on the plasma frequency of the wall material, which for
niobium is ωp ∼ 50 eV. The spectrum of the produced radiation is relatively flat, and the total energy released and the
corresponding frequency range are [61]
Utrans ∼ e2γωp , ∆ωtrans ∼ γωp . (49)
Finally, as the electron travels inside the cavity wall, the remaining energy is released through losses inside the material.
Since both Usync and Utrans are both much smaller than Uabs, almost all the absorbed energy is released inside the wall.
We assume that all of the energy is converted into photons via Bremsstrahlung, that all of these photons are released
into the body of the cavity, and that the spectrum of the radiation is approximately flat, giving
Ubrem ∼ eE0L , ∆ωbrem ∼ γme . (50)
In reality, the release of energy in the walls is a complex process, which our assumptions model only very crudely. Our
first two assumptions are very pessimistic, while our third assumption is optimistic, as a relativistic electron will create
showers of softer electrons which release energy within a smaller frequency range. However, in any case, we will find
that the noise PSD due to Bremsstrahlung is subdominant by several orders of magnitude.
We can use these results to evaluate the noise PSD, normalized to the total power loss Ptot due to field emission.
For concreteness, we compare the three contributions to the typical PSD for thermal noise. Accounting for the small
geometric overlap factor 1/γ2, the PSDs are
Si(ω) ∼ Ptot Ui
Uabs
1
γ2∆ωi
, (51)
where Ptot is the total power loss due to field emission. Numerically, we have
S(ω1)
4piT
∼ Ptot
0.1 W
×

1 synchrotron
10−6 transition
10−5 Bremsstrahlung ,
(52)
so that for field emission to be negligible compared to thermal noise, we require Ptot . 0.1 W. For context, this
corresponds to O(100) electrons emitted per cycle, or about 0.1% of the total energy loss for a cavity with Qint = 1012.
In practice, the rate of field emission is set by the shapes of each cavity’s particular defects, which determine the local
enhancement of the electric field. Since it is a tunneling effect, the electric current due to a given defect has a strong
exponential dependence on the field, I ∼ exp(−1/βE), where β depends on the geometry of the defect [62]. As such,
field emission from a defect is essentially zero for lower fields, then sharply increases at a certain threshold field value.
Modern cavity fabrication techniques can produce cavities where field emission is a small source of energy loss (defined
as Ptot < 10 W) up to peak surface electric fields beyond ∼ 60 MV/m. Moreover, in many cases, field emission is not
even detectable for peak surface fields of this magnitude [54, 63].
Given this background, the relevance of field emission to our setup depends sensitively on the design. For the cylindrical
cavity modes discussed in Section IV, the peak surface electric fields are several times smaller than the typical fields
E0 ∼ 60 MV/m, making field emission a completely negligible effect. However, the use of retractable fins to tune the
frequency difference would create a sharp feature within the cavity and hence a local enhancement of the surface field. As
discussed in Section IV, we are sensitive to a wide range of motivated parameter space even without the implementation
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FIG. 5. The anticipated reach to axion dark matter in the gaγγ −ma plane, for a wide range of experimental parameters. Our
baseline parameters are those of the lower curve of Figure 2, including Qint = 10
12, 1d = 10
−7, qrms = 10−1 nm, and te = 107 s.
In each panel, we vary one of these four parameters, while keeping the others fixed. All other features of the figures are as
explained in Figure 2. Throughout, we only consider axion masses for which the integration time for a single scan step tint is
larger than the axion coherence time and cavity ring-up time, and axion masses that are greater than the typical frequency shift
due to mechanical vibrations.
of fins; we defer further discussion of field emission in this setting to a future detailed study of the experimental design.
In particular, both field emission and the resulting synchrotron radiation can be simulated more precisely using existing
dedicated numeric programs.
Finally, it is worth mentioning other well-known effects associated with SRF cavities. The cavity must be designed
and manufactured to manage well-understood problems such as multipacting and thermal breakdown [54, 62]. Another
physical effect to consider is nonlinearity in the response of the cavity walls to the pump mode fields, which could
produce radiation with frequency at integer multiples of ω0. However, this is not relevant for our setup because the
signal mode frequency ω1 is not close to any of these multiples; instead we have ω1 ' ω0.
VI. PHYSICS REACH
With our noise estimates in place, we now compute the conceptual reach of our setup. The signal PSD for the readout
is slightly modified from that of Eq. (19) because the readout receives a fraction Q1/Qcpl of the power delivered to the
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cavity, where Q1 and Qcpl are related by Eq. (27). Referring to Eq. (22), we therefore make the replacement
Ssig(ω)→ Q1
Qcpl
Ssig(ω) . (53)
This is to be compared to the total noise PSD for the readout,
Snoise(ω) = Sql(ω) +
Q1
Qcpl
(
Sth(ω) + Sphase(ω) + S
(1)
mech(ω)
)
+
Q0
Qcpl
S
(0)
mech(ω) , (54)
where we do not include field emission noise (see Eq. (52)) because it can be kept below thermal noise for cylindrical
cavities. Amplifier noise does not receive a factor of Q1/Qcpl because it is intrinsic to the amplifier itself. The last term
in Eq. (54) corresponds to the pump mode contribution to mechanical noise (see Eq. (45)), which is rescaled by Q0/Qcpl
since it arises from the pump mode readout coupling.
At this point, one can see why it can be advantageous to overcouple: referring to Eqs. (28) and (35), the signal, thermal
noise, and phase noise PSDs are all proportional to Q21/Qcpl. Therefore, if either of these noise sources dominates,
overcoupling (Qcpl ' Q1  Qint) preserves the ratio Ssig(ω)/Snoise(ω) but broadens the frequency range that a scan
step is sensitive to, relative to critical coupling (Qcpl = Qint).
We now describe the scan optimization. For a scan step with integration time tint, the noise power is independent
between frequency bins of width ∼ 1/tint. Each bin thus has an independent SNR, and the bins may be combined
by a weighted average. The optimal weighting leads to an overall SNR that is the sum of the SNRs of the bins in
quadrature [64]. As in Section III, we assume that tint > max(τr, τa) and hence that the variation of Ssig(ω)/Snoise(ω)
is on frequency scales greater than 1/tint. As a result, the SNR can be approximated as an integral over frequency,
(SNR)2 ' tint
∫ ∞
0
dω
(
Ssig(ω)
Snoise(ω)
)2
, (55)
where only positive frequencies are included, since the signal and noise PSDs are symmetric in ω.
We assume that a scan is performed uniformly in logma, allocating a time te for each e-fold in axion mass. It is
optimal to scan in steps as wide as possible, as time must be spent waiting for the signal to ring up during each step.
We take the width ∆ωsc of a single scan step to be set by the range of axion masses near ω1 − ω0 within which the
expected SNR, as given by Eq. (55), is within an O(1) factor of the maximal value. Parametrically, this implies
∆ωsc ∼ max(ma/Qa , ω1/Q1) . (56)
This step size in turn sets the integration time allowed for each scan step to be
tint ' te ∆ωsc
ma
. (57)
For each scan step, we numerically optimize the SNR as given by Eq. (55) with respect to the coupling Qcpl, subject
to the constraint tint > max(τr, τa), and determine the reach by demanding SNR & 1. As discussed in Section III, we
model the axion PSD as following a virialized Maxwellian distribution.
For concreteness, consider the case where thermal noise dominates and the next most important contribution is
amplifier noise; this occurs at the largest axion masses shown in Figures 2, 4, and 5. As discussed further in Appendix C,
Eq. (55) reduces to the usual Dicke radiometer equation [65], and it is optimal to overcouple until the thermal noise is
reduced to the quantum noise floor. This requires setting Qcpl ∼ Qint/nocc where nocc ∼ T/ω1 is the thermal occupation
number, which leads to an enhancement of the SNR by a factor of n
1/2
occ relative to critical coupling. In this case, the
SNR is then, parametrically,
SNR ∼ ρDM V
ma ω1
(gaγγ η10B0)
2
(
QaQint te
T
)1/2
. (58)
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For comparison, a similar analysis applied to a static-field LC resonator yields
SNR(LC) ∼ ρ
DM
V 5/3 (gaγγ BLC)
2
(
QaQLC te
TLC
)1/2
. (59)
Our setup benefits from a large intrinsic quality factor Qint because it reduces dissipation in the cavity and hence thermal
noise. As a result, for both our setup and LC resonators, the SNR continues to increase with Qint even after the signal
power saturates, in agreement with the conclusions of Ref. [64]. However, for a fixed operational temperature and e-fold
time, it is not useful to increase the intrinsic quality factor to arbitrarily large values, as there will be insufficient time
to fully ring up the signal. For our choice of te ∼ 107 s and T ∼ K, this occurs when Qint ∼ 1013. We also note that
the SNR for our setup in Eq. (58) is in principle valid for ma & GHz. However, in this regime we have no parametric
advantage over existing cavity haloscopes, and accordingly our reach falls off rapidly due to the factor of ω1 ' ω0 +ma
in the denominator.
The optimized reach is shown in Figure 2 for two baselines choices of experimental parameters and in Figure 5 for
a larger set of variations. In both figures, we also show existing exclusions from cavity haloscopes [17–21, 66, 67],
helioscopes [26, 68–70], and observations of SN1987A [71, 72]. We highlight parameter space that is motivated by
the QCD axion as a solution to the strong CP problem, corresponding to a range bounded by the DFSZ [10, 11] and
KSVZ [12–14] models. We also highlight regions of parameter space where an axion-like particle acquires a cosmological
abundance from the misalignment mechanism that is in agreement with the observed DM energy density. This occurs
if the initial field amplitude at the onset of oscillation is ai ∼ (T 2eqm3pl/ma)1/4, where Teq ∼ eV is the temperature at
matter-radiation equality and mpl is the Planck mass. Defining the initial misalignment angle as θi ≡ ai/fa and relating
the axion decay constant to its photon coupling by gaγγ ∼ αem/2pifa, we find
gaγγ ∼ αem
2pi
(
ma
m3pl T
2
eq
)1/4
θi ∼ 10−16 GeV−1
(
ma
µeV
)1/4
θi . (60)
This relation, along with the parametric expectation θi ∼ 1, provides a cosmologically motivated target for axion-like
particles.
The projected reach covers unexplored parameter space relevant for the QCD axion for 10−8 eV . ma . 10−6 eV and
for axion-like particles as light as ma ∼ 10−14 eV. The ma dependence of the projected sensitivity can be understood
as follows. Consider the upper curve of Figure 2, which displays all of the parametric regimes. At large axion masses,
thermal noise dominates and the reach in coupling grows as 1/
√
ma when ma is decreased, as shown in Eq. (58).
For ma . 10−10 eV, oscillator phase noise becomes the dominant background. The reach changes slope, degrading
at smaller axion masses because the signal frequency is closer to the pump mode frequency, where the pump mode
power is concentrated. At even smaller axion masses, mechanical vibrations become the dominant source of noise,
accounting for the change in slope of the reach curve around ma ∼ 10−11 eV. This is due to the rapid increase of the
mechanical noise power, as shown in Eq. (47). Near ma ' kHz ' 10−12 eV, mechanical noise decreases, as discussed
in Section V C, because of the absence of mechanical resonances below 1 kHz. This result is in agreement with the
experimental characterization of similar cavities performed in Ref. [44].
This general description also applies to the four panels of Figure 5, which are intended to demonstrate the robustness
of our approach. The mass dependence of the reach is qualitatively similar, except that not all of the noise regimes are
always realized. For instance, in the lower left panel, oscillator phase noise never dominates over mechanical noise if qrms
is large. Figure 5 shows that, as long as a large intrinsic quality factor is maintained, our approach is still sensitive to
the QCD axion, even if one degrades the geometric rejection factor by 104, shortens the e-fold time by 102, or increases
the amplitude of the wall vibrations by 106. In all cases, our approach also still has the potential to cover a wide range
of parameter space motivated by axion-like particle DM.
In Figures 2 and 5, the projected sensitivity of our setup is not shown for ma . Hz; this corresponds to the level
of frequency (and frequency splitting) control with current technology [53]. As discussed in Sections IV and V C, this
corresponds to controlling the displacement of cavity walls at the ∼ 0.1 nm level, allowing for scanning steps as small
as ∼ 0.1 Hz− 1 Hz. Furthermore, our calculation is not valid at these small masses where the axion oscillates less than
once per ring-up time. We also refrain from considering axion masses less than ω1 (qrms/V
1/3), since sizable mechanical
displacements of the cavity walls may impede the ability to scan over such axion masses in a controlled manner.
Finally, we note that in deriving our result for the signal PSD in Eq. (22), we treated the oscillator, and hence the
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pump mode magnetic field, as monochromatic. Since the axion effective current in Eq. (11) scales as Jeff ∝ B ∂ta, the
oscillator width is negligible so long as it is smaller than the axion width ma/Qa. In practice, the oscillator width is
quantified by the Allan variance [58]. The phase noise discussed in Section V B is better suited to describing the tails
of the spectrum. From the manufacturer data sheet of a commercially available oscillator in Ref. [60], we conclude that
the pump mode width is negligible for ma & kHz. In a setup where the oscillator can be efficiently coupled to a precise
reference clock (e.g., NIST [73]), the pump mode width is negligible in all of the parameter space we consider.
VII. OUTLOOK
In this work, we have proposed an approach to leverage the properties of SRF cavities to detect low-mass axions, with
sensitivity to significant new parameter space spanning eight orders of magnitude in axion mass. As shown in Eq. (10)
and confirmed in Eq. (58), our frequency conversion approach is parametrically enhanced compared to static-field LC
resonators because of the larger electromotive forces attained (see Eq. (5)). In addition, the insights of Ref. [64], which
shows that the sensitivity is optimized for a strongly overcoupled readout (Q1  Qint), allow us to take advantage of
the extremely large intrinsic quality factors of SRF cavities within a reasonable scanning time.
Estimating the sensitivity of our approach required careful consideration of several noise sources. Aside from thermal
noise, which can be treated relatively straightforwardly, we have pinned all of our noise estimates to quantities measured
in real apparatuses. As such, we are indebted to the decades of work done on the development of quantum noise limited
amplifiers, SRF cavity fabrication and testing, low phase noise oscillators, and previous precision experiments targeting
both axions and gravitational waves. Ultimately, we find that for our reference parameters thermal noise is expected to
dominate over most of the mass range, with vibrational noise and oscillator phase noise becoming more important at
smaller masses.
We have left the detailed design of the experimental apparatus to future work. As mentioned in Sections IV and V D,
there may be a tradeoff between maximizing the scanning range of a single cavity, and maintaining large quality factors
and suppressing field emission. However, we note that even a simple cylindrical cavity design without tuning fins can
potentially cover six orders of magnitude in axion mass.
In principle, our approach is also sensitive to sub-Hz axion masses. In fact, as discussed in Section III, the signal power
is not parametrically suppressed even when the axion does not undergo a full oscillation within a resonator ring-up time.
This leads to the intriguing possibility of probing axion-like particles with frequencies down to mHz or even lower. In
this regime, finer details involving the stabilization of the cavity modes and the width of the oscillator become relevant,
and we defer a detailed analysis to future work.
Elaborations on our basic approach could be used to further enhance the sensitivity. For example, one could use
correlations between two signal modes above and below that of the pump mode (ω± ' ω0±ma) to help distinguish the
signal from noise, or use several signal modes simultaneously to accelerate the scanning. When mechanical noise domi-
nates, two cavities with distinct mechanical resonant frequencies could be used to avoid gaps in the reach. Furthermore,
variations on our approach could be sensitive to other models of ultralight bosonic dark matter, such as dilaton-like
scalars that couple to the mechanical modes of the cavity. By leveraging technologies developed and proven over the
past few decades, our proposal is potentially sensitive to symmetry breaking scales of up to fa ∼ 1016 GeV, and thereby
some of the highest fundamental energy scales in nature.
Note added: While this study was ongoing, we became aware of Ref. [74], which discusses similar ideas for axion
detection.
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Appendix A: Cavity Geometry and Overlap Factor
Cylindrical Cavities
The normal modes of a cylindrical cavity are grouped into TE and TM modes. We begin by reviewing facts about
these modes, following the treatment in Ref. [61]. The TM modes are defined by the vanishing of the transverse electric
field ET at z = 0 and z = L, where L is the height of the cylinder. Thus the z component of a TM mode is defined by
Ez = ψ(r, ϕ) cos
(ppiz
L
)
, (A1)
for a nonnegative integer p. The function ψ vanishes at the boundaries and obeys a transverse wave equation, and hence
has solutions of the form
ψ(r, ϕ) = E0Jm(γmnr)e
imϕ , (A2)
where γmn = xmn/R, with xmn being the nth zero of the mth order Bessel function Jm(x), and R being the cylinder
radius. The transverse electric and magnetic field components of a TM mode are then given by
ET = − ppi
Lγ2mn
sin
(ppiz
L
)
∇Tψ(r, ϕ) , (A3)
BT =
iµωmnp
γ2mn
cos
(ppiz
L
)
zˆ×∇Tψ(r, ϕ) , (A4)
where ∇T is the transverse part of the gradient, and µω2mnp = γ2mn + (ppi/L)2 defines the frequency of the TMmnp
mode.
For TE modes, the boundary condition Bz = 0 at z = 0 and z = L impose
Bz = φ(r, ϕ) sin
(ppiz
L
)
, (A5)
for a positive integer p. The function φ now obeys the boundary condition ∂Hz/∂r|r=R = 0. Here, the solutions to the
transverse wave equation are
φ(r, ϕ) = µB0Jm(γ
′
mnr)e
imϕ , (A6)
where γ′mn = x
′
mn/R, with x
′
mn being the nth root of J
′
m(x). The transverse electric and magnetic field components of
a TE mode are then given by
ET = − iωmnp
µγ′mn
2 sin
(ppiz
L
)
zˆ×∇Tφ(r, ϕ) , (A7)
BT =
ppi
Lγ′mn
2 cos
(ppiz
L
)
∇Tφ(r, ϕ) , (A8)
and ω2mnp = γ
′2
mn + (ppi/L)
2 defines the frequency of the TEmnp mode.
Overlap Factors for Cylindrical Cavities
In this section, we compute the normalized overlap factors defined in Eq. (20) for transitions between cylindrical
cavity modes. From this point on, we set  = µ = 1 for brevity.
We begin by deriving the selection rules quoted in Section IV. For a geometric overlap factor between two modes
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indexed by (m0, n0, p0) and (m1, n1, p1), the integral over z gives a factor of∫ L
0
cos
(p0piz
L
)
sin
(p1piz
L
)
dz =
Lp1
pi(p21 − p20)
(1 + (−1)p0+p1+1) = Lp1
pi(p21 − p20)
×
{
2 p1 + p0 odd
0 p1 + p0 even
, (A9)
while the integral over ϕ gives a factor of∫ 2pi
0
e−im0ϕeim1ϕ dϕ =
{
2pi m0 = m1
0 m0 6= m1
. (A10)
Therefore, a nonzero geometric overlap factor is only possible if the selection rules m0 = m1 = m and p0 + p1 odd are
obeyed. Furthermore, TM ↔ TM mode transitions always have a zero overlap integral, because for two TM modes,∫
V
E∗mn1p1 ·Bmn0p0 ∝
∫ R
0
dr r
(∇Tψ∗mn1p1(r, ϕ)) · (zˆ×∇Tψmn0p0(r, ϕ))
∝
∫ R
0
dr
(
∂rJm(γmn1r)
)
Jm(γmn0r) + Jm(γmn1r)∂r
(
Jm(γmn0r)
)
∝
∫ R
0
dr ∂r
(
Jm(γmn1r)Jm(γmn0r)
)
= Jm(γmn1R)Jm(γmn0R)
= 0
where the last line follows from the definition of γmn.
For TEm1n1p1 ↔ TMm0n0p0 transitions, the overlap integral can be nonzero. Assuming the selection rules are obeyed,
the overlap integral is∫
V
(E∗1)TE · (B0)TM = B1E0
(
ωmn1p1ωmn0p0
(γ′mn1)
2(γmn0)
2
)(
4Lp1
p21 − p20
)
×
∫ R
0
r dr
[
∂rJm(γ
′
mn1r)∂rJm(γmn0r) +
m2
r2
Jm(γ
′
mn1r)Jm(γmn0r)
]
. (A11)
The volume integral
∫
V
(B∗1)TE · (E0)TM yields the same result, as expected. For TEm1n1p1 ↔ TEm0n0p0 transitions,
the overlap integral can also be nonzero. The same selection rules apply, with the additional requirement m > 0. The
overlap integral can then be written compactly as∫
V
(E∗1)TE · (B0)TE = B1B0
(
ωmn1p1 mp0
(γ′mn1)
2(γ′mn0)
2
)(
8pip1
p21 − p20
)[
Jm(γ
′
mn1R)Jm(γ
′
mn0R)
]
. (A12)
To obtain the normalized overlap factor η10 defined in Eq. (20), one must also compute the norms of the modes,∫
V
(E∗1 ·E1)TE = piLB21
ω2mn1p1
(γ′mn1)
4
∫ R
0
r dr
[(
∂rJm(γ
′
mn1r)
)2
+
m2
r2
(
Jm(γ
′
mn1r)
)2]
, (A13)∫
V
(B∗0 ·B0)TE = piLB20
(p0pi/L)
2
(γ′mn0)
4
∫ R
0
r dr
[(
∂rJm(γ
′
mn0r)
)2
+
m2
r2
(
Jm(γ
′
mn0r)
)2]
, (A14)∫
V
(B∗1 ·B1)TM = piLE20
ω2mn0p0
(γmn1)
4
∫ R
0
r dr
[
(∂rJm(γmn0r))
2
+
m2
r2
(Jm(γmn0r))
2
]
. (A15)
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We can now write relatively compact expressions for the overlap factors,
ηTE↔TM =
4 p1
pi(p21 − p20)
×
∫ R
0
r dr
[
∂rJm(γ
′
mn1r)∂rJm(γmn0r) +
m2
r2 Jm(γ
′
mn1r)Jm(γmn0r)
]
(∫ R
0
r dr
[(
∂rJm(γ′mn1r)
)2
+ m
2
r2
(
Jm(γ′mn1r)
)2])1/2 (∫ R
0
r dr
[
(∂rJm(γmn0r))
2
+ m
2
r2 (Jm(γmn0r))
2
])1/2 (A16)
and
ηTE↔TE =
8mp1
pi(p21 − p20)
× Jm(γ
′
mn1R)Jm(γ
′
mn0R)(∫ R
0
r dr
[(
∂rJm(γ′mn1r)
)2
+ m
2
r2
(
Jm(γ′mn1r)
)2])1/2 (∫ R
0
r dr
[(
∂rJm(γ′mn0r)
)2
+ m
2
r2
(
Jm(γ′mn0r)
)2])1/2 . (A17)
Clearly, we wish to maximize p1 while keeping p
2
1 − p20 as small as possible. Therefore, good choices might include
(p0, p1) = (0, 1) or (1, 2), depending on whether the relevant frequencies have a degenerate solution to perturb around.
Pairs of Degenerate Modes
The axion-induced transitions we are interested in observing would be between nearly degenerate modes. Therefore,
it is useful to have an analytic result for the cavity length to radius ratio that would be required to achieve degeneracy.
For TMmn0p0↔TEmn1p1 transitions, we find that(
L
R
)2
=
pi (p21 − p20)
x2mn0 − x′2mn1
, (A18)
indicating that for there to be a real solution for L/R, then for p1 > p0 we require x
′
mn1 < xmn0 , while for p1 < p0 we
require x′mn1 > xmn0 . A similar analysis can be performed for TEmn0p0↔TEmn1p1 transitions, with the same result up
to a replacement of xmn0 → x′mn0 . Tuning the length to radius ratio will then allow for axion mass to be scanned. A
discussion of how tuning could be performed in practice can be found in Section IV.
Corrugated Cylinders
When the outer wall of a cylindrical guide can be characterized by a constant impedance Z = Eϕ/Hz and Y = Hϕ/Ez,
then the waveguide modes are typically hybrid, having both electric and magnetic fields transverse to the longitudinal
axis z [75],
Eϕ = − k0
k⊥
(
m
kz
k0
Jm(k⊥r)
k⊥r
+ ΛJ ′m(k⊥r)
)
sin mϕ , (A19)
Er =
k0
k⊥
(
kz
k0
J ′m(k⊥r) +mΛ
Jm(k⊥r)
k⊥r
)
cos mϕ , (A20)
Hϕ =
k0
η0k⊥
(
J ′m(k⊥r) +m
kz
k0
Λ
Jm(k⊥r)
k⊥r
)
cos mϕ , (A21)
Hr =
k0
η0k⊥
(
m
Jm(k⊥r)
k⊥r
+
kz
k0
ΛJ ′m(k⊥r)
)
sin mϕ , (A22)
23
HE
a) b)
H
E
FIG. 6. Cavity with corrugated end- and side-walls, R = 3λ. Shown are density plots of the E and H fields as labeled. a) Fields
for mode with electric field polarized perpendicular to end-wall vanes. b) Fields for mode with electric field polarized parallel to
end-wall vanes.
where k0 and kz are the free space and longitudinal propagation constants respectively, k⊥ = γ/R is the transverse
propagation constant where γ is a Bessel root, η0 is the wave impedance of the medium filling the guide and Λ is a
hybrid factor relating the TE to TM fields. Imposing the boundary condition Z = Eϕ/Hz and Y = Hϕ/Ez at r = R
yields an equation for the hybrid factor
Λ = −i
(
η0Y − Z
η0
)
k2⊥R
2mkz
±
[
1−
((
η0Y − Z
η0
)
k2⊥R
2mkz
)2]1/2
. (A23)
The two solutions correspond to the two types of hybrid modes, HEmnp and EHmnp. The most interesting case for
our approach occurs when η0Y = Z/η0  k0R, yielding Λ = ±1. This limit can be obtained by using a corrugated
waveguide surface and is referred to as the balanced hybrid modes. The lower order modes for this case are characterized
by significantly reduced wall losses compared to the smooth wall modes. In addition, some of these modes have high
degree of field polarization. The dominant balanced hybrid mode is the HE11p, and has losses approximately 2.5 times
lower than the lowest loss cylindrical mode, TE01p, and very low cross polar fields. For a guide radius large compared
to wavelength kz/k0 ' 1, the radial dependence of the electric and magnetic fields simplifies to J0(k⊥r) with γ = x10.
For this dependence the transverse field components go to zero at the wall which explains the low attenuation. The
attenuation factor α for the HE11p mode is given by
α ' γ
2
R3k20
(ω
2σ
)1/2
, (A24)
where it can be seen that attenuation decreases as 1/R3.
The design of the detection cavity can take advantage of both of the special properties (low loss and high polarization)
of the HE11p mode. The low wall losses allow generation of a very high Qint cavity and the low cross-polarization coupling
allows the pump and signal mode to be identical but of opposite polarization so the coupling between them is minimized.
To achieve a high geometric overlap factor between the pump and signal modes, we again take advantage of the
high polarization of the mode by introducing a polarization-dependent reflection at the cavity end walls. This can be
achieved by using corrugations on the end walls as shown in Figure 6. A mode with electric field polarized parallel to
the corrugation vanes will be reflected at the vane edge while the mode with electric field polarized perpendicular to the
vane edge will propagate into the vane section which allows for spatial alignment of the electric and magnetic fields of
the two modes.
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FIG. 7. Ellipticity of the cavity can lead to signal and pump mode contamination. Shown here are the major axis voltage VM and
minor axis voltage Vm, and a drive voltage Vd, subject to a wall deformation ∆R.
Appendix B: Geometric Rejection
The ability to discriminate between the pump and signal modes can be achieved by ensuring that the input (output)
waveguide couples only to the pump (signal) mode to a high degree of precision. These couplings can be parametrized
by geometric overlap factors, defined as
ij =
∫
V
E˜∗i · E˜j√∫
V
|E˜i|2
√∫
V
|E˜j |2
, (B1)
where the E˜i denote the spatial part of the cavity normal modes as defined in Section III. In practice, the undesired
couplings between the pump and output mode, 0r, and the signal and input mode, 1d, will be nonzero, as it is not
possible to perfectly control the geometry of the various components. Below we discuss how ensuring 0r ' 1d  1 can
be achieved, and the required precision of the geometry of the cavity setup.
Coupling to the two orthogonal pump and detection modes in the cavity can be done through rectangular waveguides
placed in the center of the two end walls rotated 90◦ relative to each other. However, if there is an angular misalignment
∆θ there will be coupling between the modes at a level proportional to the angular misalignment. For an amplitude
discrimination between modes i = 0, 1 and drive/readout j = d, r of ij . 10−n, then ∆θ . 10−n. For a guide height
h, this would require the rotational displacement to be δ < h∆θ/2. Assuming a frequency f0 = 1 GHz, h = λ/3 and a
desired power discrimination of 140 dB (ij = 10
−7), the rotational displacement error must be δ < 5 nm.
Another source of coupling of the signal and pump modes can come from small deformations of the guide resulting
in ellipticity of the guide cross section, as shown in Figure 7. Consider the idealized case in which the applied drive
signal has a polarization midway between the major and minor axis of the elliptical guide, labeled M and m, such that
it may be decomposed into the two orthogonal modes of equal amplitude. Since the propagation constant along the two
elliptical axes have a slightly different value ∆β as a result of the radius deformation, the drive signal amplitude Vd(z)
in terms of the two orthogonal modes of the elliptical guide will vary as
Vd(z) =
1√
2
(
VM + Vme
−i∆βz) , VM = Vm = Vd(0) . (B2)
This shift in relative phase between the two orthogonal modes will couple the drive mode to the readout mode as
Vr(z) =
1√
2
(
VM − Vme−i∆βz
)
=
Vd(0)
2
(
1− e−i∆βz) . (B3)
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The axial propagation constant of a guided mode is given by
β =
ω(
1− (k⊥/ω)2
)1/2 . (B4)
The amplitude of the readout voltage at z = L relative to the input drive voltage at z = 0 is
Vr(L)
Vd(0)
' L
2
dβ
dR
∆R =
−γ2L∆R
2ωR3
(
1− (k⊥/ω)2
)3/2 . (B5)
Evaluating this expression for f0 = 1 GHz, 2R = L = 5λ and a desired power discrimination of 140 dB (1d = 0r = 10
−7)
we find ∆R . 0.2 µm.
Appendix C: Parametric Optimization of Coupling
In this section, we show analytically that overcoupling the readout can parametrically enhance the reach of our search.
Our conclusions match those of Refs. [32, 64], which provide a detailed and enlightening explanation of axion search
optimization in general. We will only aim for parametric estimates, as our reach is found by numerically optimizing (55).
For simplicity, we begin by considering only thermal and amplifier noise, and take the loading to be monochromatic.
We define the dimensionless coupling strength ξ = Qint/Qcpl, giving signal and noise PSDs of
Ssig(ω1 + ∆ω) ∝ ξ
(ξ + 1)2
Sa(ω1 − ω0 + ∆ω)
1 + (∆ω/∆ωr)2
,
Snoise(ω1 + ∆ω) ∝ ξ
(ξ + 1)2
1
1 + (∆ω/∆ωr)2
+
1
nocc
, (C1)
where we have absorbed constants to display only the dependence on ξ and ω, and expanded the PSDs near the positive
frequency resonance ω ' ω1.
In all cases we will consider, the integrand of Eq. (55) will be roughly constant within an interval ωmax ±∆ωs, where
we call ∆ωs the sensitivity width, and quickly falls off outside it. In this case, evaluating the integral roughly gives
SNR(ξ) ≈ Ssig(ωmax)
Snoise(ωmax)
√
tint∆ωs (C2)
which is the Dicke radiometer equation. Directly applying Eq. (C1), we have
Ssig(ω1 + ∆ω)
Snoise(ω1 + ∆ω)
∝ 1
1 + 1/neff
Sa(ω1 − ω0 + ∆ω)
1 + (∆ω/∆ωr)2/(1 + neff)
(C3)
where neff describes the ratio of thermal to amplifier noise,
neff =
ξ
(ξ + 1)2
nocc (C4)
and nocc  1.
We now optimize the coupling ξ. When the axion is broad, the sensitivity width is determined by the width of the
Breit–Wigner in (C3),
∆ωs = ∆ωr
√
1 + neff ∝ (1 + ξ)
√
1 + neff (C5)
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where the second step follows because ∆ωr ∝ 1/Q1. The maximum SNR depends on ξ as
Ssig(ωmax)
Snoise(ωmax)
∝ 1
1 + 1/neff
. (C6)
Finally, the scan step affects the SNR through the integration time, tint ∝ ∆ωsc, as in Eq. (57), but in the broad axion
case, ∆ωsc = ∆ωa is independent of ξ. Therefore, the figure of merit to be maximized is
SNR(ξ) ∝ F (ξ) =
√
(1 + ξ)
√
1 + neff
1 + 1/neff
. (C7)
We have normalized the figure of merit so that a critically coupled readout that naively detects only the total power
within the resonator width (i.e. taking ξ = 1 and artificially setting ∆ωs = ∆ωr) has F ∼ 1.
In the case where the axion is narrow, the roles of the scan step ∆ωsc and sensitivity width ∆ωs are flipped: it is now
the sensitivity width that is determined by the axion width, and the scan step that is determined by the width of the
Breit–Wigner. As a result, the SNR has the exact same dependence on ξ, so we can handle both cases at once.
For ξ ≈ 1, we have neff  1, and (C7) reduces to
F (ξ) ≈
√
(1 + ξ)
√
neff = (ξnocc)
1/4 (C8)
which makes it clear that overcoupling is advantageous. For ξ  1, we can expand again to find
F (ξ) ≈ ξ
√
1 + nocc/ξ
1 + ξ/nocc
=
(ξnocc)
1/4
(1 + ξ/nocc)3/4
(C9)
which is maximized when ξ ∼ nocc, at which point F (ξ) ∼ √nocc, justifying the claims made in Section VI. As
anticipated, the optimum is achieved when the thermal noise hits the quantum noise floor, neff ≈ 1.
We now make some remarks on this result. First, our conclusions are not specific to thermal noise. Referring to
Eq. (C1), we see that they hold for any source of noise which has a Breit–Wigner shape and the same dependence on the
coupling ξ. In particular, this is true for oscillator phase noise. As such, the SNR gain from overcoupling is
√
nocc ∼ 10
for high axion masses, where thermal noise dominates, and grows further at low axion masses, where oscillator phase
noise becomes larger than thermal noise.
Second, we have assumed throughout that tint > max(τr, τa), so that steady state solutions apply. A smaller integration
time can be described by multiplying all time-dependent functions by a windowing function of width tint, smearing their
Fourier transforms over the width 1/tint. For example, in the broad axion case, the total signal power is penalized as
Ps ∼

t2/τrτa t τa,
t/τr τa  t τr,
1 τr  t.
(C10)
This signal power is also smeared over a larger frequency range, so detecting it requires taking in more noise, further
reducing the SNR. Therefore, to avoid dealing with excessive and unproductive casework, we have simply imposed
tint > max(τr, τa) as a constraint. As a result, if te is sufficiently short (as in the lower right panel of Figure 5), the
readout is overcoupled beyond the optimal value to allow the scan to complete in time. In the opposite limit of large
integration times, tint  max(τr, τa), the substructure of the axion signal could be resolved, as discussed in Ref. [76].
Finally, we note one more feature of our optimization: the sensitivity width ∆ωs can be parametrically larger than the
resonator width ∆ωr. For example, for critical coupling, we have ∆ωs ∼ √nocc ∆ωr. A critically coupled experiment
which naively looks only at the power within the resonator width thus parametrically underestimates its potential SNR
by a factor of F (ξ = 1) ∼ n1/4occ . The intuition here is that the signal and thermal noise PSDs fall off resonance with
exactly the same Breit–Wigner tail, so bins far beyond the resonator width can still have high SNR. However, this point
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is not relevant to our final result, because once the coupling is optimized, we have ∆ωs ∼ ∆ωr again.
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