Abstract-Synchrophasor technology is considered as a main enabler for the envisioned Smart Grid at the transmission level. Despite some preliminary field test results reported from China Southern Grid, the majority of the synchrophasor applications are still in the engineering or advanced laboratory tests phases. One possible impedance of any real-life adoption of such applicationsis a lack of test platforms that are able to verify the proposed application paradigms in cost efficient manners, and also to demonstrate the interactions between the power system and the supporting ICT systems with sufficient details. In this paper, we report on the continuing research efforts targeting at developing a test platform for the development of the synchrophasor based applications. The platform incorporates a virtual Phasor Measurement Unit (PMU), a real-time simulator for power systems, a real-time simulator for communication networks, and an implementation of an open-source Phasor Data Concentrator. Specifically, this article focuses on the implementation and verification of the virtual PMU, and on the extension of its functionality to incorporate communication over UDP.
There are different alternatives for developing new applications using synchrophasor data. [8] points out that harvesting data from PMUs installed in the grid through ad hoc WAMS systems could be limited by several technical, economical and organizational constraints. A more practical alternative for the development of phasor data applications is to perform tests within a simulation environment [9] , [10] . There are several research attempts to design co-simulation platforms to test and validate the synchrophasor based applications. A pioneering attempt to develop co-simulation platform incorporating power system and communication network simulators is the EPOCHS framework [11] . Three off-the-shelf simulators are federated in this integrated platform: PSCAD/EMTDC for power system transients, Positive Sequence Load Flow (PSLF) for power system modeling, and Network Simulator 2 (ns-2) for communication network modelling. A recent update of the same platform, GECO, based on a global event-driven mechanism is presented in [12] . The accuracy of the synchronization between the local clocks of the involved simulators is improved, and also the resulted accuracy can be adjusted based on the time-scale requirements of the phenomena being studied. Aside from this platform,, similar approaches can be found in [8] , where ns-2 is interfaced with Modelica to allow for power systems and networks co-simulation. Such early attempts do provide means for our consortium to study the interdependency between the power system models and supporting communications infrastructure. However, their suitability for the tests of synchrophasor based applications still needs to be further justified with more comprehensive analysis. First of all, in the aforementioned approaches, synchronization of the two simulators local clocks is in general cumbersome and is resources consuming. Second, the aforementioned platform does not provide capabilities to include real-life devices to perform hardware-in-loop tests.
An appealing approach is to use real-time simulators that are capable to perform fine-grained simulation of power systems, i.e., at millisecond level, and also allows for the interfacing of hardware-in-the-loop devices. On the communication side, it is desirable to use a communication network emulator. Since both the simulations can be performed in real-time, we could avoid the complication to federate or synchronize the involved multiple components. Instead, the only requirement for the simulators is that the simulators provide indicators upon which the users can be informed when the simulations slide out of the real-time mode, i.e., over run.
To test the applications with global information, for example synchrophasor based state estimation, it is necessary to have a large synchrophasor data set [13] . However, this is impractical in reality since the study can be limited by the number of physical adaptors interfacing the real-life devices and the number of physical devices in possession. To solve the scalability issue in a cost-efficient manner, the "virtualization" [14] , i.e., the development of an entirely software-based synchrophasor measurement unit, was proposed as a complement [15] . Such unit will be capable of delivering real-time data by harvesting the three-phase voltage and current waveforms from a realtime simulator, computing real-time phasors of voltage and current, and delivering them over physical or emulated communication networks.
A. Purpose
This article continues to report on the efforts aiming at the development of the same test-platform. The newly developed version includes the enhancement of algorithm that computes synchrophasors. Specifically, in this paper, the implementation and verification of an adaptive DFT based algorithm including a filtering system are presented. Also, this paper reports on an extension for the soft PMU capability to incorporate communication over UDP/IP.
B. Outline
The remainder of this paper is structured as follows. Section II presents the overall architecture within which the soft PMU is used, while Section III describes the implementation of the new features. In Section IV, we verify the correct operation of the soft PMU. Finally, Section V concludes the paper.
II. THE OVERALL ARCHITECTURE
The platform within which the soft PMU is to be used consists of four components (see Fig. 1 ):
1) The eMEGAsim Real-Time Digital Simulator [16] . The eMEGAsim is a commercial highly accurate powersystems simulator. Being a computationally powerful simulator, it can simulate large-scale power systems in real-time. By providing interfaces to real-life devices, it can be used for hardware-in-the-loop simulations [16] . The eMEGAsim simulates power system models that are constructed with the SimPowerSystems Toolbox in Simulink. 2) Soft PMU. A virtualized block where the synchrophasors can be computed. It serves as an interface between the real-time simulator of power system and the emulator of communication network. By implementing Soft PMU, the complications to synchronize the clocks of the eventbased simulations and time-continuous simulations can be avoided. Furthermore, it provides a cost-efficient solution to overcome the scalability challenge as mentioned earlier [15] . 3) OPNET [18] . OPNET is a communication networks emulator that is capable to perform fine-grained and detailed simulations of the communication networks with various scales. One of the major motivation to choose OPNET is that it provides System-in-the-Loop module (SITL) through which the simulation model can be connected to live network hardware by providing interfaces or gateways running in real-time [18] . Therefore, by integration of network models through SITL real-time gateway to other parts of the platform, the effect of network impairments on the performance of the synchrophasor applications can be studied. 4) KTH-PowerIT. This is an application-level platform that collects real-time synchrophasor measurements from geographically distributed PMUs. The implementation was reported in [19] with details. The platform is capable of analyzing the aggregated data off-line. This is the user front-end that arranges and presents the synchrophasor measurements in a convenient manner. These four components together with the Physical PMU are combined as in Fig. 1 . In the figure, the Physical PMU is an actual PMU device or a substation automation device supporting synchrophasor streams. They are connected to the eMEGAsim and can be configured to collecting the phasor measurements from the simulated power system and send them out on the network. To those entities connected to the output of this PMU, the phasor measurements appear as if they are coming from an actual power system. The prominent advantage of this setup over the aforementioned platforms is that it facilitates the study of scenarios where large number of synchrophasors are included in a costefficient manner. Also, it provides a means to investigate the interaction between the power system and the supporting communication network with sufficient details on both sides. Moreover, the proposed platform maintains one of the most important advantages of the eMEGAsim real-time simulator: it provides interfaces to the real-life devices and power system components to facilitate hardware-in-loop tests. In the next section, the implementation of the new features of the soft PMU is elaborated, together with a brief review of the concepts that were first reported in [15] .
III. THE ENHANCED Soft PMU
The high-level architecture of the soft PMU is depicted in Fig. 2 . The soft PMU functionality is divided into two logical blocks, i.e., phasor computation block and PMU Daemon which is an interface for communication purposes. First, the computation of phasors is carried out in the Simulink environment. This arrangement makes it is possible to be run on the eMEGAsim real-time simulator. The input to this block are the power system three phase quantities, i.e., voltage and current, and the outputs are the positive sequence voltage and current phasors in both polar and Cartesian formats, the frequency and the rate of frequency change. The PMU Daemon is in charge of receiving the calculated phasors from the first block. Afterwards, the raw data is further crafted into payloads according to C37.118 [20] and sent out to a connected entity, i.e., a PDC or an application software that consumes the synchrophasors, via TCP. The PMU Daemon is implemented in the Linux environment on a separate machine. To construct phasor payload in desired data format, a portal library of C37.118 protocol [20] is develop using the C++ programming language [15] .
The information exchange between the two blocks is carried out over TCP/IP. At the phasor computation end, the socket-communication models that are compliant with the eMEGAsim simulator are used. At the PMU Daemon end, custom code is developed to retrieve and interpret the data sent from the other end. The data reporting and receiving intervals are configurable for both blocks. To achieve valid results, it is necessary to have a consistent setting at the both ends. Up to this point, we have reviewed the features were first reported in [15] . In the later sections, the new functionality of the soft PMU will be presented.
A. Computation of Synchrophasor from Three-Phase RealTime Data
A pioneering attempt to compute synchrophasors in a computationally efficient manner is reported by [21] . The proposed solution is based on a recursive DFT method. As a further step, there is a plethora of literatures proposing robust algorithms to estimate phasors, particularly in the presence of off-nominal frequency, harmonic distortions and power system low frequency oscillationsm, for example [22] , [23] . To seek a balance between performance and simplicity, an adaptive DFT method presented in [24] is implemented for the soft PMU with minor modifications. A block diagram of the computations process illustrated in Fig. 3 . With reference to Fig. 2 , this implementation corresponds to the phasor computation block. The computations are carried out using Simulink blocks compatible with the eMEGAsim real-time simulator.
The three phase voltages or currents collected from the simulated power system and the local time of the real-time simulator are the input to the phasor computation block. Given the small simulation steps, i.e., 1e-8s, the simulated power system quantities can be considered as continues values. The input is first digitized by a cascaded decimation filter system where the sampling rate can be adjusted. To avoid aliasing effects, a low-pass Finite Impulse Response (FIR) filter is placed before A/D conversion. It is common that the measurements collected from the power system contain harmonic distortions. To limit their impacts, a FIR band-pass filter is introduced. Afterwards, an adaptive DFT is applied to compute the phasors and frequency, see [24] for details. The algorithm uses two data windows to calculate the frequency deviation, and based on the obtained frequency error, the value of the phase and the amplitude are estimated. It is obvious that the filtering stages used can lead to bias for the calculated value. In this implementation, we choose FIR filters due to their superior stability in presence of noise and desirable linear phase shift characteristic [25] . The estimated angle, Ang', and magnitude, Mag', are further adjusted in a frequency dependent compensation stage. Finally, the compensated phasors, Mag and Ang, the same quantities in Cartesian formate, together with the frequency and the rate of frequency change are sent over to the PMU Daemon via TCP as raw data.
B. PMU Daemon Communication over UDP
PMU Daemon is a software bundle in charge of communication of the soft PMU. It receives the raw data from the phasor computation block, crafts them into C37.118 payloads, and send the synchrophasor out through Ethernet, see Fig. 2. An elaborated description of the PMU Daemon together with its flow chart is presented in the previous paper [15] . In the current version of PMU Daemon, we further extension its capability to communication via UDP. The main concept of the implementation remains the same as that for the TCP, however, for UDP communication, there is no need to establish handshaking. Therefore, in case UDP is used, the process of waiting for the acknowledgement from the client is skipped. Due to the space constraint, the revised flow chart for UDP communication is not included.
IV. TESTS FOR VERIFICATION PURPOSES
To verify the performance of the soft PMU and its conformance to C37.118 standard, several tests are conducted according to the guidance of [26] .
A. PMU Protocol Conformance Test
The purpose of this test is to verify the compliance of the implementation with respect to the frame definition specified in C37.118 [20] , to ensure the interoperability between PMU vendors. We utilized the PMU Connection Tester [27], which is part of the OpenPDC project, by connecting remotely to the soft PMU daemon. The test results concerning communication via TCP was presented in a previous paper [15] . In this paper, we further proceed to test the phasors transferred via UDP. The results (suppressed here for space constraints) emphasize that the PMU Connection Tester can successfully receive and decipher the frames sent by the soft PMU including data frames, header frames, and configuration frames.
B. PMU Reporting Rate Conformance Test
The purpose of this test is to verify the capability of the soft PMU to report at a rate as it is configured. Three configurations with reporting rates of, 10Hz, 25Hz and 50Hz are studied in the test. The tests results are verified by analyzing data traffics captured by Wireshark [28] , an open source tool to capture network traffic. The analysis is performed based on the captured C37.118 frames by running simulations for one hour. The results (also suppressed here for space constraints) show that the soft PMU indeed transmits frames at the rates as it is configured for all the tested scenarios.
C. PMU Performance Conformance Test
The C37.118 standard loosely specifies the accuracy of the computed phasors by introducing the concept of Total Error Vector (TVE) for two levels [20] . At the most demanding level, the TVE under conditions of ±5Hz of off-nominal frequency, 10% Total Harmonic Distortion, and 10% out-of-band influence signal distortion, is expected to be smaller than 1%. These requirements are only concerned with the performance in power system steady state; however, in reality, there are other factors that need to be considered in the test stage. A framework with the purpose to cover a broad spectrum of the relevant PMU performance tests is presented in [26] . Limited by the space constraints, in this paper, we report test results concerning power system steady state, presence of harmonics and step responses. The following tests are performed based on a symmetrical three phase voltage source. The nominal value of the input magnitude is 120V, the nominal frequency is 50Hz and the nominal angle for phase A is 0 degree. 
1) Test A:
The frequency and the angle of the input are maintained constant at their nominal values while the input magnitude is subjected to change. The simulation starts with a magnitude corresponding to 80% of the nominal value and four steps, i.e., -10%, 0%, +10%, +20% of the nominal values, are introduced every five seconds. Also, the input is blended with a 5 th order harmonic whose magnitude is 10% of the nominal value.
2) Test B: The magnitude and the frequency of the input are maintained constant at their nominal values while the input angle is subjected to change. The simulation starts with a magnitude of -180 degree and eight steps, i.e., -135, -90, -45, 0, +45, +90, +135, +180 degree, are introduced every five seconds. Also, the input is blended with a 7 th order harmonic whose magnitude is 10% of the nominal value.
3) Test C: The magnitude and the angle of the input are maintained constant at their nominal values while the input frequency is subjected to change. The study starts with a frequency of 40Hz and eight steps, i.e., 45Hz, 49Hz, 50Hz, 51Hz, 55Hz, 60Hz, 65Hz and 70Hz, are introduced every five seconds. Also, the input is blended with a DC component whose magnitude is 10% of the nominal value.
The results from Fig. 4, 5, 6 show that the implementation can correctly follow the system response in power system transients. Also, the resulted TVE for all the steady state scenarios involved the tests are well below 1% even in presence of harmonics, see Fig. 7 . The tests results stress that the soft PMU can accurately compute the phasors both in power system steady state, transients and even in presence of harmonics. This paper reports on recent improvement to the soft PMU framework. Particularly, we have presented the following new extensions: the newly adopted and modified algorithm for phasor computation, the capability of streaming out phasor data over UDP, the replacement of the network emulator with the OPNET network simulator, and several verification tests to validate the correct operation of the overall platform.
The current C37.118 library is implemented based on the standard version 2006 [20] . A natural next step is to update the library to be compliant with the latest standard version 2011. [24] suggests that power system low frequency oscillations can pose significant challenges for the performance of the phasor computation algorithm. The performance of the soft PMU under such situations will be verified in the future works.
