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IMPLEMEN A I ALGORI MA M L INOMIAL NAI E BA E  
N K PAM FIL ERING PADA ER FEEDBACK 
 
ABSTRAK 
User feedback dapat memberikan informasi yang dapat membantu developer untuk 
melakukan perbaikan ataupun pengembangan pada software. Meski begitu, terdapat 
banyak feedback yang tergolong sebagai spam. Pada user feedback, spam lebih 
mengarah kepada inappropriate feedback, yaitu feedback yang sebenarnya bukanlah 
merupakan ulasan ataupun saran namun hanya komentar jahil atau sekadar pertanyaan. 
Membaca dan memilih feedback yang berguna secara manual akan memakan banyak 
waktu dan tenaga. Oleh karena itu, sistem spam filtering menggunakan Multinomial 
Naive Bayes yang mengimplementasikan TF/IDF dibuat agar dapat membantu untuk 
mengurangi spam yang terdapat pada feedback. Pada klasifikasi teks, algoritma 
Multinomial Naive Bayes terbukti unggul dalam hal kecepatan dan memiliki performa 
yang bagus. Dengan TF/IDF, kata yang sangat sering muncul dalam banyak dokumen 
akan berkurang bobotnya sehingga dapat membantu dalam meningkatkan performa 
pada dataset yang tidak seimbang. Penelitian ini bertujuan mengimplementasikan 
algoritma multinomial naive bayes untuk spam filtering pada user feedback serta 
mengetahui akurasi dan performa dari model yang dibuat. Hasil uji coba yang memiliki 
performa terbaik pada penelitian ini diperoleh ketika menggunakan metode upsampling 
serta typo corrector dengan perbandingan train dan test set sebesar 70:30, yaitu akurasi 
sebesar 89,25%, precision sebesar 45%, recall sebesar 56%, dan F1-Score 50%. 
 





IMPLEMENTATION OF MULTINOMIAL NAÏVE BAYES ALGORITHM 
FOR SPAM FILTERING IN USER FEEDBACK 
ABSTRACT 
 
User feedback could give developer an information on what should be fixed or should 
be improved. But there are many user feedback that are actually spam. In user feedback, 
spam are more likely to be an inappropriate feedback, a feedback that is not actually a 
feedback, just some random comment or even a question. Reading and choosing 
feedback manually cost highly in term of time and energy. Therefore, spam filtering 
using Multinomial Naïve Bayes that implement a TF/IDF approach was made so that 
it can help to detect spam without using many resources.  For text classification, 
Multinomial Naïve Bayes proved on having better speed and having good performance. 
With TF/IDF, word that highly occurred in many documents has less impact than other 
so it could help increasing performance from imbalanced dataset. This research is made 
to implement Multinomial Naïve Bayes for spam filtering in user feedback and to 
measure performance of the model. Best performance of this classifier was obtained 
when using up-sampling method and typo corrector with 70:30 ratio of train and test 
set resulting in 89.25% for accuracy, 45% for precision, 56% for recall, and 50% for 
F1-Score. 
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