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ON SZEGO˝’S THEOREM FOR A NONCLASSICAL CASE
MAXIM DEREVYAGIN AND BRIAN SIMANEK
Abstract. In this paper we prove Szego˝’s Theorem for the case when a finite
number of Verblunsky coefficients lie outside the closed unit disk. Although
a form of this result was already proved by A.L. Sakhnovich, we use a very
different method, which shows that the OPUC machinery can still be applied
to deal with such nonclassical cases. The basic tool we use is Khrushchev’s
formula that in the classical case relates the absolutely continuous part of the
measure and the N-th iterate of the Schur algorithm. It is noteworthy that
Khrushchev’s formula makes the proof short and extremely transparent. Also,
we discuss Verblunsky’s theorem for the case in question.
1. Introduction
Let {αn}
∞
n=0 be a sequence of complex numbers such that
(1.1) |αn| < 1, n = 0, 1, 2, . . . .
For any nonnegative integer n one can define a monic polynomial Φn+1 of degree
n+ 1 by the following Szego˝ recurrence:
Φn+1(z) = zΦn(z)− αnΦ
∗
n(z)
Φ∗n+1(z) = Φ
∗
n(z)− αnzΦn(z),
(1.2)
provided that we set the initial condition to be
(1.3) Φ0(z) = 1
and Φ∗n is the polynomial reversed to Φn, that is,
(1.4) Φ∗n(z) = z
nΦn(1/z).
In fact, any sequence of complex numbers {αn}
∞
n=0 generates a family of polyno-
mials {Φn}
∞
n=0 via (1.2). Verblunsky’s Theorem [22, Theorem 1.7.11] tells us that
the condition (1.1) guarantees the existence of a probability measure µ on the unit
circle T such that
(1.5)
∫ 2pi
0
e−ijθΦn(e
iθ) dµ(θ) = 0, j = 0, 1, 2, . . . , n− 1.
In other words, Φn is the n-th monic orthogonal polynomial with respect to the
positive measure µ supported on T. To elucidate the connection between proba-
bility measures and sequences {αn}
∞
n=0 satisfying (1.1), we must discuss the Schur
algorithm.
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Recall that a Schur function f is an analytic function mapping the unit disk D
to its closure D, that is,
sup
z∈D
|f(z)| ≤ 1.
Then (1.1) is necessary and sufficient for the existence of a sequence of Schur func-
tions {fn}
∞
n=0 that are related in the following way:
(1.6) fn(z) =
αn + zfn+1(z)
1 + α¯nzfn+1(z)
, n = 0, 1, 2, . . . .
The recursion (1.6) allows us to find the Schur function f = f0 knowing the sequence
{αn}
∞
n=0 (for more details see [22, Section 1.3.6]). Once the Schur function f is
determined, it gives rise to the Carathe´odory function F by the formula
(1.7) F (z) =
1 + zf(z)
1− zf(z)
.
Recall that a Carathe´odory function F is an analytic function on D which obeys
(1.8) F (0) = 1, ReF (z) > 0 when z ∈ D.
Indeed, for the function F defined by (1.7) it is easily seen that
(1.9) ReF (z) =
1− |zf(z)|2
|1− zf(z)|2
> 0.
Finally, the measure µ can be recovered by using the fact that Carathe´odory func-
tions admit the representation [1]
(1.10) F (z) =
∫ 2pi
0
eiθ + z
eiθ − z
dµ(θ)
for some non-trivial (that is, infinitely supported) probability measure µ.
One of the central questions studied in the theory of orthogonal polynomials on
the unit circle (hereafter abbreviated by OPUC) is the question of how properties
of the measure µ correspond to properties of the coefficients {αn}
∞
n=0, often called
the Verblunsky coefficients. In particular, we are especially interested in such a
result, known as Szego˝’s Theorem, which is among the most celebrated results in
the theory of OPUC. To formulate the theorem, let us introduce the decomposition
dµ = w(θ)
dθ
2π
+ dµs,
where w ∈ L1(∂D, dθ2pi ) and dµs is singular with respect to dθ/2π. Then Szego˝’s
theorem reads
(1.11)
∞∏
j=0
(1 − |αj |
2) = exp
(∫ 2pi
0
log(w(θ))
dθ
2π
)
.
By [22, Equation 1.3.32], we know that
ReF (eiθ) =
1− |f(eiθ)|2
|1− eiθf(eiθ)|2
= w(θ),
so formula (1.11) can be rewritten as
(1.12)
∞∏
j=0
(1− |αj |
2) = exp
(∫ 2pi
0
log(ReF (eiθ))
dθ
2π
)
,
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which can also be translated to Boyd’s Theorem for the underlying Schur function
(1.13)
∞∏
j=0
(1− |αj |
2) = exp
(∫ 2pi
0
log(1− |f(eiθ)|2)
dθ
2π
)
.
Details about these results and much more can be found in [22, Chapter 2] (see
also [13, Chapter 8]).
One of the goals of this note is to show that one can use techniques from the
theory of OPUC to prove Szego˝’s Theorem when the condition (1.1) fails to hold
for a finite number of Verblunsky coefficients. Namely, in what follows we only
consider sequences {αn}
∞
n=0 of complex numbers for which there exists a
natural number N such that
|αn| 6= 1, n = 0, 1, 2, . . .N − 1,
|αn| < 1, n = N,N + 1, N + 2, . . . .
(1.14)
Polynomials generated by such sequences via (1.2) have been previously studied in
[10, 14, 16, 25] (see also [5, 6] where an analogous theory in a slightly more general
form was developed for the real line case).
One additional motivation for studying polynomials generated by sequences sat-
isfying (1.14) comes from the theory of orthogonal polynomials on the real line.
Verblunsky’s Theorem bears an obvious resemblance to Favard’s Theorem, which
asserts that for every pair of real sequences {an}n∈N, {bn}n∈N with each an > 0
there exists a corresponding non-trivial probability measure supported on the real
line (see [11, Theorem 2.5.2]). The correspondence manifests itself via the recursion
relation satisfied by the orthonormal polynomials for the corresponding measure.
Favard’s Theorem was generalized by Shohat (heavily influenced by work of Boas)
in [21] to show that given any pair of real sequences {an}n∈N and {bn}n∈N, where
each an 6= 0, there is a signed measure on the real line so that the sequence of monic
polynomials generated by those sequences and the appropriate recursion relation is
orthogonal with respect to that signed measure. The condition an 6= 0 is equiva-
lent to the invertibility of all N ×N leading principal submatrices of the moment
matrix of the corresponding measure. In the setting of OPUC, it is the condition
|αn| 6= 1 that is similarly necessary and sufficient for invertibility of leading prin-
cipal submatrices of the corresponding moment matrix (see [22, Theorem 1.5.11]
or [17]1). Therefore, this is the analogous condition we impose in (1.14). However,
we will show that a generalization of Verblunsky’s Theorem analogous to Shohat’s
generalization of Favard’s Theorem does not exist in the unit circle setting (but
see [25, Section 3] and also [10, 24]). Nevertheless, we give a result that could be
considered an analog of Verblunsky’s Theorem in our case.
In the next section, we will review some important aspects of the theory of OPUC
and adapt several important formulas to the setting of sequences satisfying (1.14) so
that we may prove Szego˝’s Theorem in Section 3. In Section 4 we will demonstrate
that sequences that satisfy (1.14) do not in general correspond to signed measures
on the unit circle.
1See also [3] and [4], where it is shown how to handle the situation when the conditon |αn| 6= 1
fails in the context of the Schur algorithm for moment and interpolation problems.
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2. Khrushchev’s formula and pseudo-Carathe´odry functions
It is quite clear that the condition (1.14) does not affect the algebraic part of the
theory. For instance, from a sequence that satisfies (1.14) it is possible to construct
a family of polynomials Φn by using (1.2) and (1.3). Also, mimicking the classical
Schur algorithm we can introduce the sequence of functions
(2.1) fn(z) =
αn + zfn+1(z)
1 + α¯nzfn+1(z)
, n = 0, 1, 2, . . . ,
which can be considered as the generalized Schur algorithm (cf. [3] and [4], where
the generalized Schur algorithm is defined differently but we keep the form (2.1) in
order to freely use the algebraic part of the theory of OPUC). The functions {fn}
∞
n=0
are not Schur functions in general. Nevertheless, the second part of (1.14) ensures
us that fN , fN+1, fN+2, . . . are Schur functions, which is a consequence of the
theory developed by Schur (for instance, see [9, Section 9]). Therefore, combining
the first N iterates (2.1) leads to the following representation of the function f = f0
(2.2) f(z) =
AN−1(z) + zB
∗
N−1(z)fN (z)
BN−1(z) + zA∗N−1(z)fN (z)
,
where AN−1, BN−1 are polynomials, A
∗
N−1, B
∗
N−1 are the reversed polynomials
defined by (1.4), and fN(z) is a Schur function. Hence, although the function f is
not a Schur function, it has the representation (2.2), which gives us some insight
about the function and it suggests the way to proceed with the theory.
Before going into details, let us recall a few more algebraic properties of the
polynomials AN−1 and BN−1, which are called the Wall polynomials. The first
property that we need is
(2.3) |BN−1(z)|
2 − |AN−1(z)|
2 =
N−1∏
j=0
(1− |αj |
2), z ∈ T,
which is essentially a consequence of the fact that (2.2) was obtained as the com-
position of the iterates from (2.1) (see [22, Section 1.3.8] or [13, Section 8.1]). For
notational convenience, we define the sequence {ωn}n≥0 by
ωn :=
n∏
j=0
(1− |αj |
2).
It should be stressed here that ωn could be positive or negative unlike in the classical
case where it is always positive.
Another important property is the following relation between the Wall polyno-
mials and the sequence {Φn}
∞
n=0, which is sometime called the Pinte´r-Nevai formula
(see [18] or [13, Section 8.1])
(2.4) ΦN (z) = zB
∗
N−1(z)−A
∗
N−1(z), Φ
∗
N (z) = BN−1(z)− zAN−1(z).
As we will see later, the following adaptation of Khrushchev’s formula, which was
used for the theory developed in [12], is the key to our analysis (for more information
about the formula see [13, Section 8.3] and [23, Section 9.2]).
Proposition 2.1 (Khrushev’s formula). Let {αn}
∞
n=0 be a sequence of coefficients
that satisfies (1.14) and let ΦN be the N -th polynomial generated by this sequence
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via (1.2). Let fN be the classical Schur function corresponding to the sequence
{αn}
∞
n=N and let f be defined by (2.2). Then for the function
(2.5) F (z) :=
1 + zf(z)
1− zf(z)
,
which does not have to be a Carathe´odory function, we have that
(2.6) ReF (z) = ωN−1
(1− |fN (z)|
2)
|Φ∗N (z)− zΦN(z)fN(z)|
2
for Lebesgue almost every z ∈ T.
Proof. The combination of formulas (2.2) and (2.5) shows that ReF exists almost
everywhere on T. Then, due to (2.5) we obviously arrive at
ReF (z) =
1− |zf(z)|2
|1− zf(z)|2
the same way we did in the classical theory. To get to (2.6) from the latter relation
we need to use (2.3), (2.2), and (2.4). The details are similar to the proof of [13,
Lemma 8.47] or [23, Theorem 9.2.4]. 
One of the consequences of (2.6) is that the analogue F of the Carathe´odory
function turns out to be a multiple of a pseudo-Carathe´odory function. Pseudo-
Carathe´odory functions were introduced by Delsarte, Genin, and Kamp in [4] who
were motivated by a substantial interest in these functions in the applied mathe-
matics literature at that time (see also [8] for a certain development of the matrix
case). Before we can relate F defined by (2.5) to the class of pseudo-Carathe´odory
function, we give the precise definition of this class.
Definition 2.2 ([4]). It is said that F is a pseudo-Carathe´odory function if
(i) F is the ratio of two bounded and analytic functions in D
(ii) ReF ≥ 0 almost everywhere on T.
Notice that in this paper we are mainly concerned with pseudo-Carathe´odory
functions for which either F (0) = 1 or F (0) = −1. This condition is inherited from
an analogous condition for the classical case, which is the first relation in (1.8),
since we are adopting the classical technique here.
It also worth mentioning that a subclass of pseudo-Carathe´odory functions was
independently studied by Krein and Langer (for instance, see [15]) under the name
generalized Carathe´odory functions. The motivation for the work in [15] was the
spectral theory of self-adjoint operators in Pontryagin spaces.
Now we can state the result about the functions in question.
Theorem 2.3. Assume the hypotheses of Proposition 2.1 and let F be the function
defined by (2.5). Let ǫN−1 be the sign of ωN−1, that is, ǫN−1 = signωN−1. Then
the function ǫN−1F is a pseudo-Carathe´odory function.
Proof. After substituting (2.2) into (2.5) one can see that F is the ratio of two
bounded analytic functions in D since fN is a Schur function and AN−1, BN−1 are
polynomials. It remains to observe that Re(ǫN−1F ) = ǫN−1ReF so (2.6) implies
that Re(ǫN−1F ) ≥ 0 almost everywhere on T. 
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3. Szego˝’s Theorem
In this section we will prove Szego˝’s theorem for the nonclassical case of Verblun-
sky coefficients (1.14) that we consider in this paper. Actually, the result we are
proving here was already obtained by Sakhnovich in [20] by using the method of
operator identities. The main interest in our results is the novelty of our approach
to the problem. We simplify the proof of Szego˝’s theorem in the nonstandard case
and organize the theory in a more transparent way. Specifically, the way we look at
the case when only a finite number of Verblunsky coefficients are outside the closed
unit disk makes Szego˝’s theorem almost obvious to those who are familiar with the
Khrushchev analysis of OPUC.
The version of Szego˝’s Theorem that we will prove is an adaptation of (1.12)
to the case (1.14). The first obstacle to reformulating (1.12) in this more general
setting is that it is not immediately clear if we can define logReF on T. We will
overcome this by appealing to Theorem 2.3, which tells us that ǫN−1ReF is positive
on T, which makes ReF of a constant sign on T and hence log ReF is well-defined
on T. Another delicate issue is that ReF on T is no longer the boundary value of a
harmonic function in D because F could have poles in D, and hence ReF does not
have to be harmonic in D. We will overcome this problem through a more precise
understanding of the nature of the poles of F , to which we now turn our attention.
Let us again recall a standard fact from the algebraic theory of OPUC. Define
the sequence {Ψn}
∞
n=0 of second kind polynomials by
(3.1) ΨN(z) := zB
∗
N−1(z) +A
∗
N−1(z), Ψ
∗
N (z) := BN−1(z) + zAN−1(z).
These polynomials are generated by (1.2) and (1.3) with the coefficients {αn}
∞
n=0
replaced by {−αn}
∞
n=0 (see [13, Section 8.1] or [22, Section 3.2]).
Proposition 3.1. Let f be the function defined by (2.2), where the Verblunsky
coefficients {αn}
∞
n=0 satisfy (1.14). Then the corresponding function F defined by
(2.5) can be represented in the form
(3.2) F (z) =
Ψ∗N (z) + zΨN(z)fN(z)
Φ∗N (z)− zΦN(z)fN (z)
,
where fN is the N -th iterate of the generalized Schur algorithm (2.1) and is a Schur
function. Moreover, the function F is meromorphic in D with a number of poles in
D not exceeding the number of zeros of Φ∗N in D. The poles of F are exactly the
zeros of Φ∗N (z)− zΦN (z)fN(z) that belong to D.
Proof. Formula (3.2) is an immediate consequence of (2.2), (2.5), (2.4), and (3.1).
Then it is clear that the poles of F are generated by the zeros of the bounded
analytic function R(z) := Φ∗N (z) − zΦN (z)fN(z). Next, define A
(N)
n and B
(N)
n to
be the n-th Wall polynomials corresponding to the sequence of Verblunsky coeffi-
cients {αn}
∞
n=N . By [22, Section 1.3.8], we know that A
(N)
n /B
(N)
n converges to fN
uniformly on compact subsets of D as n → ∞. It also follows from [22, Equation
1.3.84] that |A
(N)
n (z)/B
(N)
n (z)| < 1 when |z| = 1 and hence Rouche´’s Theorem
implies
Rn(z) := Φ
∗
N (z)− zΦN(z)A
(N)
n (z)/B
(N)
n (z)
has the same number of zeros in D as Φ∗N . Sending n → ∞ and using the afore-
mentioned uniform convergence shows that R(z) has a number of zeros in D not
exceeding the number of zeros of Φ∗N in the open unit disk.
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The last thing to prove is that the poles of F are exactly the zeros of R, which
means that we have to show that Ψ∗N(z)+zΨN(z)fN(z) and R(z) have no common
zeros. Indeed, the fact that they do not have common zeros in D \ {0} directly
follows from the relation
(3.3) det
(
ΦN(z) ΨN(z)
Φ∗N(z) −Ψ
∗
N(z)
)
= 2zNωN−1 = 2z
N
N−1∏
j=0
(1− |αj |
2),
which is a consequence of the Schur algorithm and for instance can be found in [13,
Section 8.1] or [22, Proposition 3.2.2]. Finally, we notice that R does not vanish at
0 because R(0) = Φ∗N (0) = 1. 
The final preliminary results that we will need concern the zeros of the polyno-
mials {Φn}
∞
n=0. We begin with the following elementary result.
Proposition 3.2. Let {αn}
∞
n=0 satisfy (1.14) and let {Φn(z)}n≥0 be the sequence
of polynomials generated by the recursion (1.2) and (1.3). If |αn| < 1, then the
polynomial Φn+1(z) has the same number of zeros in D as zΦn(z). If |αn| > 1,
then Φn+1(z) has the same number of zeros in D as Φ
∗
n(z).
Remark. Results related to Proposition 3.2 can be found in [14] and [16, Remark
4.10].
Proof. Since each αn satisfies |αn| 6= 1, we know that |Φn(z)| = |Φ
∗
n(z)| 6= 0
whenever |z| = 1, so the desired conclusions follow from Rouche´’s Theorem and the
first relation in (1.2). 
Corollary 3.3. Let {Φn(z)}n≥0 be as in Proposition 3.2 and suppose |αk| > 1 for
some k < N . If m ≥ N , then the number of zeros of Φ∗m(z) in D is strictly positive
and independent of m.
We can say more about the zeros of Φ∗n for large n. The following lemma tells
us that the zeros of Φ∗n inside D will either tend to the poles of F in D or to the
boundary of the unit disk as n→∞.
Lemma 3.4. Let {αn}
∞
n=0 satisfy (1.14), let {Φn}
∞
n=0 be the corresponding sequence
of monic polynomials, and let F be the function defined as in (3.2). Denote by
{λj}
m
j=0 the poles of F in D.
i) If U is an open set contained in some compact K ⊂ D and containing j
poles of F (counting multiplicity), then U contains j zeros of Φ∗n (counting
multiplicity) for all sufficiently large n.
ii) If K ⊂ D is compact, then K contains at most m + 1 zeros of Φ∗n for all
sufficiently large n.
Proof. From (2.5) and (3.2), we may write
(3.4) F (z) =
(Ψ∗N(z)−ΨN(z)) + (Ψ
∗
N (z) + ΨN (z))FN (z)
(Φ∗N (z) + ΦN (z)) + (Φ
∗
N (z)− ΦN (z))FN (z)
,
where FN is the Carathe´odory function corresponding to the sequence of Verblunsky
coefficients {αn}
∞
n=N . We have already seen that the poles of F are the zeros of the
denominator of (3.4). In a similar way, if {Pn}
∞
n=0 and {Qn}
∞
n=0 are the sequences
of monic orthogonal and second kind polynomials respectively that correspond to
8 M. DEREVYAGIN AND B. SIMANEK
the sequence of Verblunsky coefficients {αn}
∞
n=N , then we may use the calculations
in [22, Section 3.4] to write
Φ∗N+n(z) =
1
2
[(Φ∗N (z) + ΦN (z))P
∗
n(z) + (Φ
∗
N (z)− ΦN (z))Q
∗
n(z)] .
As we observed in (3.3), the polynomials P ∗n and Q
∗
n share no common zeros.
Therefore, the zeros of Φ∗N+n(z) in D are precisely the zeros of
(3.5) (Φ∗N (z) + ΦN (z)) + (Φ
∗
N (z)− ΦN (z))
Q∗n(z)
P ∗n(z)
in D. By [22, Theorem 3.2.4], the expression in (3.5) converges to the denominator
in (3.4) uniformly on compact subsets of D as n→∞, so the zeros of Φ∗N+n inside
D either converge to the poles of F or the unit circle as n→∞ and in such a way
that implies the desired conclusion. 
Having completed the necessary preliminaries, we are now ready to state and
prove the main result of the paper. We will see that the proof can be understood as
a consequence of Khrushchev’s formula and Szego˝’s Theorem for positive measures.
Theorem 3.5 (Szego˝’s Theorem). Let {αn}
∞
n=0 be a sequence of Verblunsky coeffi-
cients that satisfies (1.14) and let F be the function defined by (2.5) through (2.2).
Let {λj}
m
j=0 be the collection of poles of F in D each listed as many times as its
multiplicity. Then
(3.6)
∞∏
j=0
(1− |αj |
2) =
m∏
j=0
|λj |
−2 exp
(∫ 2pi
0
log(ReF (eiθ))
dθ
2π
)
.
Proof. We split the proof into two cases. The first case is when the product on the
left-hand side of (3.6) is non-zero.
Let us start by considering the function F . Formula (2.6) reads
ReF (z) = ωN−1
(1− |fN (z)|
2)
|Φ∗N (z)− zΦN(z)fN (z)|
2
, z ∈ T.
After taking the logarithm we arrive at
(3.7) log(ReF (z)) = logωN−1+log(1−|fN(z)|
2)−log |Φ∗N (z)−zΦN(z)fN (z)|
2.
We will proceed to evaluate the integral∫ 2pi
0
log(ReF (eiθ))
dθ
2π
,
and then take its exponential. By (3.7), this integral splits into three pieces and
the first one is simply a constant, which gives
(3.8) exp
(∫ 2pi
0
logωN−1
dθ
2π
)
= ωN−1 =
N−1∏
j=0
(1− |αj |
2)
and we recall that this expression could be positive or negative. To evaluate the
second term we use Boyd’s Theorem (1.13)
(3.9) exp
(∫ 2pi
0
log(1− |fN (e
iθ)|2)
dθ
2π
)
=
∞∏
j=N
(1− |αj |
2)
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It remains to evaluate
(3.10)
∫ 2pi
0
log(|Φ∗N (e
iθ)− eiθΦN (e
iθ)fN(e
iθ)|2)
dθ
2π
.
To do so, we notice that in (1.14), we do not assume that N is the smallest natural
number for which the second condition there holds. Therefore, the relation (2.6)
remains valid if we replace N by N +n, where n is any nonnegative integer. More-
over, we can repeat all the above reasoning with N replaced by N + n . Clearly
log(ReF (z)) is independent of n, and hence so is its integral. Furthermore, we no-
tice that the product of (3.8) and (3.9) is independent of n, and therefore in (3.10)
we may replace N by N + n, where n is a nonnegative integer and not change the
value of the integral. Therefore, it suffices to calculate
lim
n→∞
∫ 2pi
0
log(|Φ∗N+n(e
iθ)− eiθΦN+n(e
iθ)fN+n(e
iθ)|2)
dθ
2π
.
To evaluate this integral, write ΦN+n(z) = CN+n(z)PN+n(z), where CN+n is a
monic polynomial that is non-vanishing in the closed unit disk and PN+n is a monic
polynomial that is non-vanishing in the compliment of the open unit disk. Notice
that since CN+n and PN+n are monic, it holds that C
∗
N+n(0) = 1 and P
∗
N+n(0) = 1.
We can then write
log |Φ∗N+n(e
iθ)− eiθΦN+n(e
iθ)fN+n(e
iθ)|2 = log |P ∗N+n(e
iθ)|2
+ log |C∗N+n(e
iθ)|2 + log
∣∣∣∣1− e
iθPN+n(e
iθ)
P ∗N+n(e
iθ)
CN+n(e
iθ)
C∗N+n(e
iθ)
fN+n(e
iθ)
∣∣∣∣
2
(3.11)
The Mean Value Theorem immediately gives∫ 2pi
0
log |P ∗N+n(e
iθ)|2
dθ
2π
= log |P ∗N+n(0)| = 0,
To evaluate the integral involving C∗N+n, we recall that C
∗
N+n(0) = 1, so we write
(for some k ∈ N)
C∗N+n(z) =
k∏
j=1
(
1−
z
λj,n
)
,
where λj,n ∈ D and k is independent of n by Corollary 3.3. This gives
lim
n→∞
∫ 2pi
0
log |C∗N+n(e
iθ)|2
dθ
2π
= lim
n→∞
∫ 2pi
0
log |CN+n(e
iθ)|2
dθ
2π
= lim
n→∞
log |CN+n(0)|
2
= lim
n→∞
log

 k∏
j=1
|λj,n|
−2

 = log

 m∏
j=0
|λj |
−2

 ,
where we used Lemma 3.4. To integrate the third term in (3.11), notice that
1− |fN+n(e
iθ)| ≤
∣∣∣∣1− e
iθPN+n(e
iθ)
P ∗N+n(e
iθ)
CN+n(e
iθ)
C∗N+n(e
iθ)
fN+n(e
iθ)
∣∣∣∣ ≤ 1 + |fN+n(eiθ)|
and the same inequalities hold when we take a logarithm. By writing
log
1 + |fN+n(e
iθ)|
1− |fN+n(eiθ)|
= log(1− |fN+n(e
iθ)|2)− 2 log(1− |fN+n(e
iθ)|)
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and invoking [13, Theorem 8.56] and Boyd’s Theorem, we conclude that
lim
n→∞
∫ 2pi
0
log(1− |fN+n(e
iθ)|)
dθ
2π
= 0
and the same theorem then shows
lim
n→∞
∫ 2pi
0
log(1 + |fN+n(e
iθ)|)
dθ
2π
= 0.
Therefore,
lim
n→∞
∫ 2pi
0
log
∣∣∣∣1− e
iθPN+n(e
iθ)
P ∗N+n(e
iθ)
CN+n(e
iθ)
C∗N+n(e
iθ)
fN+n(e
iθ)
∣∣∣∣ dθ2π = 0
and hence
(3.12) exp
(∫ 2pi
0
log(|Φ∗N (e
iθ)− eiθΦN (e
iθ)fN (e
iθ)|2)
dθ
2π
)
=
m∏
j=0
|λj |
−2.
Combining the relations (3.8), (3.9), and (3.12) completes the proof if the left-hand
side of (3.6) is non-zero.
If the left-hand side of (3.6) is zero, then the product of (3.8) and (3.9) is zero,
[19, Theorem 17.17] shows that the integral (3.10) is finite, and F does not have a
pole at 0, so the right-hand side of (3.6) is also zero and the desired equality still
holds. 
We would like to stress again that, unlike the proof in [20], our approach does
not employ any result from the theory of generalized Carathe´odory functions (or
pseudo-Carathe´odory functions) and, in fact, is based on rather elementary facts.
Nevertheless, we could also make use of the factorization result from [4] to directly
compute the integral (3.10) without taking limits.
4. Verblunsky’s Theorem
In this section, we will prove the following result, which shows that Shohat’s
extension of Favard’s Theorem has no analog in the the theory of OPUC.
Theorem 4.1. Consider the sequence of Verblunsky coefficients
α0, . . . , αN−1, 0, 0, . . . ,
where |αj | > 1 for some j ∈ {0, 1, 2, . . . , N − 1}. The sequence of polynomials gen-
erated from these coefficients by the recursion (1.2) and (1.3) is not an orthogonal
set with respect to any signed measure µ on the unit circle.
Proof. Suppose for contradiction that there is a signed measure µ such that the se-
quence of polynomials {Φm(z)}m≥0 generated by (1.2) using {α0, . . . , αN−1, 0, 0, . . .}
is orthogonal with respect to µ. Let {cj}j∈Z be the sequence of moments of µ
cj =
∫
e−ijθdµ(θ).
Rescaling the measure does not change orthogonality, so we will assume that the
measure satisfies c0 = 1 as its 0
th moment (the case c0 = 0 requires a separate
argument, which we provide later).
Let {Ψn(z)}
∞
n=0 be the sequence of second kind polynomials for the sequence
{α0, . . . , αN−1, 0, 0, . . .}. From [25, Equation 3.11], we see that for j = 1, 2, . . . ,m
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the j-th Maclaurin coefficient of the rational function
Ψ∗
m
(z)
Φ∗
m
(z) is twice the j-th mo-
ment of the measure µ (see also [10, Theorem 6.1]).
For each natural number m, define gm(z) :=
Ψ∗
m
(z)
Φ∗
m
(z) . By assumption, the func-
tions {gm(z)}
∞
m=N are all the same. Therefore, for every j ∈ N, the j-th Maclaurin
coefficient of gN (z) is equal to twice the j-th moment of the measure µ. However,
since |αk| > 1 for some k ≤ N − 1, the polynomial Φ
∗
N (z) vanishes somewhere
inside D (by Corollary 3.3) and the relation (3.3) implies Ψ∗N(z) shares no common
zeros with Φ∗N (z), so the radius of convergence of the Maclaurin series for gN must
be strictly smaller than 1. It follows that the moments of µ grow exponentially
through some subsequence, which is impossible. Therefore, no such µ can exist
with c0 6= 0.
Now suppose {Φm}m≥0 are orthogonal with respect to a signed measure µ sat-
isfying c0 = 0. It easily follows from the orthogonality relations that all of the
moments of µ are 0. The F. and M. Riesz Theorem (see [19, Theorem 17.13])
combined with [19, Theorem 5.15] implies that µ is the zero measure, which gives
a contradiction. 
Thus, one comes to the conclusion that signed measures are not natural objects
in the context of the study of polynomials generated by sequences that satisfy
(1.14). At the same time, the previous sections have shown that a convenient
tool for analysis of the theory lying behind the condition (1.14) is the collection
of pseudo-Carathe´odory functions. Moreover, non-trivial probability measures and
Carathe´odory functions are in one-to-one correspondence and it is through the use
of pseudo-Carathe´odory functions that we may extend Verblunsky’s Theorem to
the case we have been considering.
To do so, we need to recall the Schur algorithm (2.1) and its generalization to
our setting. If we are given a function F that is meromorphic on D and satisfies
F (0) = 1, then we can define f = f0 by (2.5). We can then inductively define a
sequence of functions {fn}
∞
n=0 by inverting (2.1) and setting
(4.1) fn+1(z) =
1
z
·
fn(z)− fn(0)
1− fn(0)fn(z)
, n = 0, 1, 2, . . . ,
as long as 0 is not a pole of fn for any n ∈ N ∪ {0}. We then get a sequence of
Verblunsky coefficients by taking {fn(0)}
∞
n=0. Notice that if |fn(0)| = 1, then 0 is a
pole of fn+1. In this way, provided that 0 is not a pole of fn for any n, one can pass
from properly normalized meromorphic functions to sequences of complex numbers,
though the sequence obtained in this way may not satisfy (1.14). However, every
sequence satisfying (1.14) determines a meromorphic function that generates the
given sequence through this procedure, as our next theorem shows. In fact, the
function so determined is a pseudo-Carathe´odory function.
Theorem 4.2. Suppose the sequence {αn}
∞
n=0 satisfies (1.14). There exists a
pseudo-Carathe´odory function F∗ such that the function
(4.2) f0(z) :=
1
z
F∗(z)− F∗(0)
F∗(z) + F∗(0)
determines, via (4.1), a sequence {fn(z)}
∞
n=0 that satisfies fn(0) = αn for all n ≥ 0.
If G∗ is another pseudo-Carathe´odory function with the same property, then G∗ is
a scalar multiple of F∗.
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Remark. If 0 is a pole of F∗, then the function f0 determined by the formula (4.2)
is defined to be −1/z. With this understanding, the formula (4.2) is well-defined
for all pseudo-Carathe´odory functions, though the resulting function f0 may not
be analytic at 0.
Remark. A result similar to our Theorem 4.2 but for a modified version of the
Schur algorithm was obtained in [7, Theorem 3.2].
Proof. Given {αn}
∞
n=0 satisfying (1.14), define the function F as in (2.5) so that
F∗ := εN−1F is a pseudo-Carathe´odory function by Theorem 2.3. Notice that
εN−1 = F∗(0). If fN denotes the Schur function corresponding to {αn}
∞
n=N , then
by construction, the function f0 defined by (4.2) must be given by (2.2). Since this
identity was the result of the recursion (2.1), it must be the case that the functions
{fn(z)}
∞
n=0 defined inductively by f0 and (4.1) satisfy fn(0) = αn for all n ≥ 0 as
desired.
To establish uniqueness, suppose G∗ is another pseudo-Carathe´odory function
with the desired property and g0 the corresponding function defined by (4.2) with
F∗ replaced by G∗. In particular, we know that the recursion (4.1) with seed
function g0 never produces an iterate with a pole at 0, so G∗(0) exists and is non-
zero. Furthermore, the iterate gN is such that |gN+n(0)| < 1 for all n = 0, 1, 2, . . .
so gN must be a Schur function by the Schur algorithm [9, Section 9]. From the
classical theory of OPUC, it must be the unique Schur function corresponding to
{αn}
∞
n=N , and hence gN = fN , which means g0 is given by the right-hand side of
(2.2) as well. It follows that F∗(z)/F∗(0) = G∗(z)/G∗(0) as desired. 
The converse to Theorem 4.2 is not true, i.e. it is not the case that any pseudo-
Carathe´odory function produces a sequences that satisfies (1.14) by means of the
above procedure. Indeed, consider the function F∗(z) = 2 + 1/B(z), where B is a
Blaschke product with infinitely many zeroes in D. From [19, Theorem 15.24] we
know that |B| = 1 almost everywhere on T. Hence, F∗ is a pseudo-Carathe´odory
function, but it has infinitely many poles in D while we have shown that sequences
that satisfy (1.14) correspond to pseudo-Carathe´odory functions with only finitely
many poles in D (see Proposition 3.1). Thus, F∗ either produces a function f0 via
(4.2) such that the recursion (4.1) terminates after finitely many steps (because
some fn has a pole at 0), or the corresponding sequence {fn(0)}
∞
n=0 has infinitely
many elements outside D. Therefore, we see that sequences satisfying (1.14) are
in one to one correspondence with a proper subclass of appropriately normalized
pseudo-Carathe´odory functions, and it is to functions in this subclass that we can
apply Theorem 3.5.
The reader familiar with the theory of generalized Schur functions and aug-
mented Schur parameters (as described in [7]) may recall the generalized Schur
algorithm that appears in [2] and is expounded in [3] (see also [4]). The general-
ized Schur algorithm leads to the bijection between generalized Schur functions and
augmented Schur parameters that is established in [7, Theorem 3.2]. It is in many
ways superior to (4.1) in its scope and utility because it applies to sequences that
do not satisfy (1.14). However, the standard connection to the theory of OPUC
no longer holds for the generalized Schur algorithm from [3] and we have seen that
this connection is essential for our use of the classical Schur algorithm (2.1) and
(4.1) when proving Theorem 3.5. A version of Szego˝’s Theorem that applies to all
pseudo-Carathe´odory functions remains elusive.
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