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Abstract
Additive nonparametric regression models provide an attractive tool for variable
selection in high dimensions when the relationship between the response and pre-
dictors is complex. They offer greater flexibility compared to parametric non-linear
regression models and better interpretability and scalability than the non-parametric
regression models. However, achieving sparsity simultaneously in the number of non-
parametric components as well as in the variables within each nonparametric com-
ponent poses a stiff computational challenge. In this article, we develop a novel
Bayesian additive regression model using a combination of hard and soft shrinkages
to separately control the number of additive components and the variables within
each component. An efficient algorithm is developed to select the importance vari-
ables and estimate the interaction network. Excellent performance is obtained in
simulated and real data examples.
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1 Introduction
Variable selection has played a pivotal role in scientific and engineering applications,
such as biochemical analysis (Manavalan and Johnson, 1987), bioinformatics (Saeys et al,
2007), and text mining (Kwon et al, 2003), among other areas. A significant portion of
existing variable selection methods are only applicable to linear parametric models. De-
spite the linearity and additivity assumption, variable selection in linear regression models
has been popular since 1970; refer to Akaike information criterion [AIC; Akaike (1973)];
Bayesian information criterion [BIC; Schwarz et al (1978)] and Risk inflation criterion [RIC;
Foster and George (1994)].
Popular classical sparse-regression methods such as Least absolute shrinkage operator
[LASSO; Tibshirani (1996); Efron et al (2004)], and related penalization methods (Fan and
Li, 2001; Zou and Hastie, 2005; Zou, 2006; Zhang, 2010) have gained popularity over the
last decade due to their simplicity, computational scalability and efficiency in prediction
when the underlying relation between the response and the predictors can be adequately de-
scribed by parametric models. Bayesian methods (Mitchell and Beauchamp, 1988; George
and McCulloch, 1993, 1997) with sparsity inducing priors offers greater applicability beyond
parametric models and are a convenient alternative when the underlying goal is in inference
and uncertainty quantification. However, there is still a limited amount of literature which
seriously considers relaxing the linearity assumption, particularly when the dimension of
the predictors is high. Moreover, when the focus is on learning the interactions between the
variables, parametric models are often restrictive since they require very many parameters
to capture the higher-order interaction terms.
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Smoothing based non-additive nonparametric regression methods (Lafferty and Wasser-
man, 2008; Wahba, 1990; Green and Silverman, 1993; Hastie and Tibshirani, 1990) can
accommodate a wide range of relationships between predictors and response leading to ex-
cellent predictive performance. Such methods have been adapted for different methods of
functional component selection with non-linear interaction terms: component selection and
smoothing operator [COSSO; Lin et al (2006)], sparse addictive model [SAMS; Ravikumar
et al (2009)] and variable selection using adaptive nonlinear interaction structure in high di-
mensions [VANISH; Radchenko and James (2010)]. However, when the number of variables
is large and their interaction network is complex, modeling each functional component is
highly expensive.
Nonparametric variable selection based on kernel methods are increasingly becoming
popular over the last few years. Liu et al (2007) provided a connection between the least
square kernel machine (LKM) and the linear mixed models. Zou et al (2010); Savitsky
et al (2011) introduced Gaussian process with dimension-specific scalings for simultaneous
variable selection and prediction. Yang et al (2015) argued that a single Gaussian process
with variable bandwidths can achieve optimal rate in estimation when the true number of
covariates s  O(log n). However, when the true number of covariates is relatively high, the
suitability of using a single Gaussian process is questionable. Moreover, such an approach
is not convenient to recover the interaction among variables. Fang et al (2012) used the
nonnegative Garotte kernel to select variables and capture interaction. Though these meth-
ods can successfully perform variable selection and capture the interaction, non-additive
nonparametric models are not sufficiently scalable when the dimension of the relevant pre-
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dictors is even moderately high. Fang et al (2012) claimed that extensions to additive
models may cause over-fitting issues in capturing the interaction between variables (i.e.
capture more interacting variables than the ones which are influential).
To circumvent this bottleneck, Yang et al (2015); Qamar and Tokdar (2014) introduced
the additive Gaussian process with sparsity inducing priors for both the number of com-
ponents and variables within each component. The additive Gaussian process captures
interaction among variables, can scale up to moderately high dimensions and is suitable
for low sparse regression functions. However, the use of two component sparsity induc-
ing prior forced them to develop a tedious Markov chain Monte Carlo algorithm to sam-
ple from the posterior distribution. In this paper, we propose a novel method, called
the additive Gaussian process with soft interactions to overcome this limitation. More
specifically, we decompose the unknown regression function F into k components, such
as F =
√
φ1f1 +
√
φ2f2 + · · · +
√
φkfk, for k hard shrinkage parameters φl, l = 1, . . . , k,
k ≥ 1. Each component fj is assigned a Gaussian process prior. To induce sparsity within
each Gaussian process, we introduce an additional level of soft shrinkage parameters. The
combination of hard and soft shrinkage priors makes our approach very straightforward to
implement and computationally efficient, while retaining all the advantages of the additive
Gaussian process proposed by Qamar and Tokdar (2014). We propose a combination of
Markov chain Monte Carlo (MCMC) and the Least Angle Regression algorithm (LARS)
to select the Gaussian process components and variables within each component.
The rest of the paper is organized as follows. § 2 presents the additive Gaussian process
model. § 3 describes the two-level regularization and the prior specifications. The posterior
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computation is detailed in § 4 and the variable selection and interaction recovery approach
is presented in § 5. The simulation study results are presented in § 6. A couple of real data
examples are considered in § 7. We conclude with a discussion in § 8.
2 Additive Gaussian Process
For observed predictor-response pairs (xi, yi) ∈ Rp × R, where i = 1, 2, . . . , n (i.e. n
is the sample size and p is the dimension of the predictors), an additive nonparametric
regression model can be expressed as
yi = F (xi) + i, i ∼ N(0, σ2)
F (xi) =
√
φ1f1(xi) +
√
φ2f2(xi) + · · ·+
√
φkfk(xi).
(1)
The regression function F in (1) is a sum of k regression functions, with the rela-
tive importance of each function controlled by the set of non-negative parameters φ =
(φ1, φ2, . . . , φk)
T. Typically the unknown parameter φ is assumed to be sparse to prevent
F from over-fitting the data.
Gaussian process (GP) (Rasmussen, 2006) provides a flexible prior for each of the com-
ponent functions in {fj, j = 1, . . . , k}. GP defines a prior on the space of all continuous
functions, denoted f ∼ GP(µ, c) for a fixed function µ : Rp → R and a positive definite func-
tion c defined on Rp×Rp such that for any finite collection of points {xl, l = 1, . . . , L}, the
distribution of {f(x1), . . . , f(xL)} is multivariate Gaussian with mean {µ(x1), . . . , µ(xL)}
and variance-covariance matrix Σ = {c(xl,xl′)}1≤,l,l′≤L. The choice of the covariance kernel
is crucial to ensure the sample path realizations of the Gaussian process are appropriately
smooth. A squared exponential covariance kernel c(x,x′) = exp(−κ∥∥x − x′∥∥2) with an
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Gamma hyperprior assigned to the inverse-bandwidth parameter κ ensures optimal esti-
mation of an isotropic regression function (van der Vaart and van Zanten, 2009) even when
a single component function is used (k = 1). When the dimension of the covariates is high,
it is natural to assume that the underlying regression function is not isotropic. In that
case, Bhattacharya et al (2014a) showed that a single bandwidth parameter might be in-
adequate and dimension specific scalings with appropriate shrinkage priors are required to
ensure that the posterior distribution can adapt to the unknown dimensionality. However,
Yang et al (2015) showed that single Gaussian process might not be appropriate to capture
interacting variables and also does not scale well with the true dimension of the predictor
space. In that case, an additive Gaussian process is a more effective alternative which also
leads to interaction recovery as a bi-product. In this article, we work with the additive
representation in (1) with dimension specific scalings (inverse-bandwidth parameters) κlj
along dimension j for the lth Gaussian process component, j = 1, . . . , p and l = 1, . . . , k.
We assume that the response vector y = (y1, y2, . . . , yn) in (1) is centered and scaled.
Let fl ∼ GP(0, cl) with
cl(x,x
′) = exp
{
−
p∑
j=1
κlj(xj − x′j)2
}
. (2)
In the next section, we discuss appropriate regularization on φ and {κlj, l = 1, . . . , k; j =
1, . . . , p}. A shrinkage prior on the {κlj, j = 1, . . . , p} facilitates the selection of variables
within component l and allows adaptive local smoothing. An appropriate regularization
on φ allows F to adapt to the degree of additivity in the data without over-fitting.
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3 Regularization
A full Bayesian specification will require placing prior distribution on both φ and κ.
However, such a specification requires tedious posterior sampling algorithms to sample from
the posterior distribution as seen in Qamar and Tokdar (2014). Moreover, it is difficult
to identify the role of φl and κjl, j = 1, . . . , p since one can remove the effect of the l th
component by either setting φl to zero or by having κjl = 0, j = 1, . . . , p. This ambiguous
representation causes mixing issues in a full-blown MCMC. To facilitate computation, we
adopt a partial Bayesian approach to regularize φ and κlj. We propose a hybrid-algorithm
which is a combination of i) MCMC, to sample κ conditional on φ ii) and optimization to
estimate φ conditional on κ. With this viewpoint, we propose the following regularization
on κ and φ.
3.1 L1 regularization for φ
Conditional on f1, . . . , fk, (1) is linear in
√
φj. Hence we impose L1 regularization on√
φj which are updated using least absolute shrinkage and selection operator (LASSO)
(Tibshirani, 1996; Tibshirani et al, 1997; Hastie et al, 2005). This enforces sparsity on φ at
each stage of the algorithm, thereby pruning the un-necessary Gaussian process components
in F .
3.2 Global-local shrinkage for κlj
The parameters κlj controls the effective number of variables within each component.
For each l, {κlj, j = 1, . . . , p} are assumed to be sparse. As opposed to the two compo-
7
nent mixture prior on κlj in Qamar and Tokdar (2014), we enforce weak-sparsity using a
global-local continuous shrinkage prior which potentially have substantial computational
advantages over mixture priors. A rich variety of continuous shrinkage priors being pro-
posed recently (Park and Casella, 2008; Tipping, 2001; Griffin and Brown, 2010; Carvalho
et al, 2010, 2009; Bhattacharya et al, 2014b), which can be unified through a global-local
(GL) scale mixture representation of Polson and Scott (2010) below,
κlj ∼ N(0, ψljτl), τl ∼ f g, ψlj ∼ f l, (3)
for each fixed l, where f g and f l are densities on the positive real line. In (3), τl controls
global shrinkage towards the origin while the local parameters {ψlj, j = 1, . . . , p} allow local
deviations in the degree of shrinkage for each predictor. Special cases include Bayesian
lasso (Park and Casella, 2008), relevance vector machine (Tipping, 2001), normal-gamma
mixtures (Griffin and Brown, 2010) and the horseshoe (Carvalho et al, 2010, 2009) among
others. Motivated by the remarkable performance of horseshoe, we assume both f g and f l
to be square-root of half-Cauchy distributions.
4 Hybrid algorithm for prediction, selection and in-
teraction recovery
In this section, we develop a fast algorithm which is a combination of L1 optimization
and conditional MCMC to estimate the parameters φl and κlj for l = 1, . . . , k. Conditional
on κlj, (1) is linear in
√
φl and hence we resort to the least angle regression procedure (Efron
et al, 2004) with five fold cross validation to estimate φl, l = 1, . . . , k. The computation of
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the lasso solutions is a quadratic programming problem, and can be tackled by standard
numerical analysis algorithms.
Next, we describe the conditional MCMC to sample from κlj and F (x
∗) at a new
point x∗ conditional on the parameters φl. For two collection of vectors Xv and Yv of size
m1 and m2 respectively, denote by c(Xv, Yv) the m1 × m2 matrix {c(x, y)}x∈Xv ,y∈Yv . Let
X = {x1,x2, . . . ,xn} and define c(X,X), c(x∗,X), c(X,x∗) and c(x∗,x∗) denote the corre-
sponding matrices. For a random variable q, we denote by q | − the conditional distribution
of q given the remaining random variables.
Observe that the algorithm does not necessarily produces samples which are approxi-
mately distributed as the true posterior distribution. The combination of optimization and
conditional sampling is similar to stochastic EM (Diebolt et al, 1994; Meng and Rubin,
1994) which is employed to avoid computing costly integrals required to find maximum
likelihood in latent variable models. One can expect convergence of our algorithm to the
true parameters by appealing to the theory of consistency and asymptotic normality of
stochastic EM algorithms (Nielsen, 2000).
4.1 MCMC to sample κlj
Conditional on φl, l = 1, . . . , k, we cycle through the following steps:
1. Compute f−l (xi) =
∑
j 6=l
√
φjfj(xi). Compute the predictive mean
µ∗l = k(x
∗,x)[c(X,X) + σ2I]−1(y − f−l ) (4)
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2. Compute the predictive variance
Σ∗l = c(x
∗,x∗)− c(x∗,X)[c(X,X) + σ2]−1c(X,x∗). (5)
3. Sample fl | −, y ∼ N(µ∗l ,Σ∗l ).
4. Compute the predictive
F (x∗) =
√
φ1f
∗
1 +
√
φ2f
∗
2 + · · ·+
√
φkf
∗
k . (6)
5. Update κlj by sampling from the distribution
p(κlj | −, y) ∝
exp{−1
2
yT[c(X,X) + σ2I]−1y√|c(X,X) + σ2I| p(κlj). (7)
6. Update τl, j = 1, . . . , k by sampling from the distribution
p(τl | −, y) ∝
exp{−1
2
yT[c(X,X) + σ2I]−1y√|c(X,X) + σ2I| p(τl). (8)
4.1.1 Algorithm to Sample τj and ψlj
In the MCMC algorithm above, the conditional distributions of τj and κlj are not
available in closed form. Therefore, we sample them using Metropolis-Hastings algorithm
(Hastings, 1970). In this paper, we give the algorithm for updating τl only, as the steps
for κlj are similar. Assuming that the chain is currently at the iteration t, the Metropolis-
Hastings algorithm to sample τ t+1l independently for l = 1, . . . , k proceeds as following:
1. Propose log τ ∗l ∼ N(log τ tl , σ2τ ).
2. Compute the Metropolis ratio:
p = min
[
p(τ ∗l | −)
p(τ tl | −)
, 1
]
(9)
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3. Sample u ∼ U(0, 1). If u < p then log τ t+1l = log τ ∗l , else log τ t+1l = log τ tl .
The proposal variance σ2τ is tuned to ensure that the acceptance probability is between
20% - 40%. We also propose a similar Metropolis-Hastings algorithm to sample from the
conditional distribution of κlj | −.
5 Variable Selection and Interaction Recovery
In this section, we first state a generic algorithm to select important variables based on
the samples of a parameter vector γ. This algorithm is independent of the prior for γ and
unlike other variable selection algorithms, it requires little tuning parameters making it
suitable for practical purposes. The idea is based on finding the most probable set of vari-
ables in the posterior median of γ on F . Since the distribution for the number of important
variables is more stable and largely unaffected by the Metropolis-Hastings algorithm, we
find the mode H of the distribution for the number of important variables. Then, we select
the H largest coefficients from the posterior mean of γ.
In this algorithm, we use k-means algorithm (Bishop, 2006; Han et al, 2011) with k = 2
at each iteration to form two clusters, corresponding to signal and noise variables respec-
tively. One cluster contains values concentrating around zero, corresponding to the noise
variables. The other cluster contains values concentrating away from zeros, corresponding
to the signals. At the tth iteration, the number of non-zero signals h(t) is estimated by the
smaller cluster size out of the two clusters. We take the mode over all the iterations to
obtain the final estimate H for the number of non-zero signals i.e. H = mode(h(t)). The H
largest entries of the posterior median of |γ| are identified as the non-zero signals.
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We run the algorithm for 5,000 iterations with a burn-in of 2,000 to ensure convergence.
Based on the remaining iterates, we apply the algorithm to κjl for each component fl to
select important variables within each fl for l = 1, . . . , k. Using this approach, we can
select the important variables within each function. We define the inclusion probability
of a variable as the proportion of functions (out of k) which contains that variable. Next,
we apply the algorithm to φ and select the important functions. Let us denote by Af the
set of active functions. The probability of interaction between a pair of variables is
defined as the proportion of functions within Af in which the pair appears together. As
a result, we can find the interaction between important variables with optimal number of
active components. Observe that the inclusion probability and the probability of interac-
tion is not a functional of the posterior distribution and is purely a property of the additive
representation. Hence, we do not require the sampler to convergence to the posterior dis-
tribution. As illustrated in § 6, these inclusion and the interaction probabilities provide
an excellent representation of a variable or an interaction being present or absent in the
model.
6 Simulation examples
In this section, we consider eight different simulation settings with 50 replicated datasets
each and test the performance of our algorithm with respect to variable selection, interac-
tion recovery, and prediction. To generate the simulated data, we draw xij ∼ Unif(0, 1),
and yi ∼ N(f(xi), σ2), where 1 ≤ i ≤ n, 1 ≤ j ≤ p and σ2 = 0.02. Table 1 summarize
the results for the eight different datasets with different combinations of p and n for both
12
non-interaction and interaction cases, respectively.
Equation for the Dataset
Simulated Dataset n p Non-interaction Data Interaction Data
1 100 10 x1 + x
2
2 + x3 +  x1 + x
2
2 + x3 + x1x2 + x2x3 + x3x1 + 
2 100 100 x1 + x
2
2 + x3 +  x1 + x
2
2 + x3 + x1x2 + x2x3 + x3x1 + 
3 100 20 x1 + x
2
2 + x3 + x
2
4 + x5 +  x1 + x
2
2 + x3 + x
2
4 + x5 + x1x2 + x2x3 + x3x4 + 
4 100 100 x1 + x
2
2 + x3 + x
2
4 + x5 +  x1 + x
2
2 + x3 + x
2
4 + x5 + x1x2 + x2x3 + x3x4 + 
Table 1: Summary of interaction simulated datasets.
6.1 Variable Selection
We compute the inclusion probability for each variable in each simulated dataset, then
provide the bar plots as in Figures 1-4 below.
(a) Non-interaction Case (b) Interaction Case
Figure 1: Inclusion Probability for dataset 1.
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(a) Non-interaction Case (b) Interaction Case
Figure 2: Inclusion Probability for dataset 2.
(a) Non-interaction Case (b) Interaction Case
Figure 3: Inclusion Probability for dataset 3.
(a) Non-interaction Case (b) Interaction Case
Figure 4: Inclusion Probability for dataset 4.
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It is clear from the figures, that the estimated inclusion probability of the active variables
are larger than the noise variables. To quantify the performance, we use a threshold of
greater than 0.1 to identify a variable as signal. With these included variables, we compute
the false positive rate (FPR), which is the proportion of true signals not detected by our
algorithm, and false negative rate (FNR), which is the proportion of false signals detected by
our algorithm. Both values are recorded in Table 2 to assess the quantitative performance
of our algorithm.
Non-interaction Dataset Interaction Dataset
Dataset FPR FNR FPR FNR
1 0.0 0.0 0.0 0.0
2 0.0 0.0 0.0 0.0
3 0.0 0.0 0.0 0.05
4 0.0 0.01 0.0 0.01
Table 2: The average false positive (FPR) and false negative (FNR) for replicated datasets
Based on the results in Table 2, it is immediate that the algorithm is very successful in
delivering accurate variable selection for both non-interaction and interaction cases.
6.2 Interaction Recovery
In order to capture the interaction network, we compute the probability of interaction
between two variables by calculating the proportion of functions in which both the variables
jointly appear. With these probability values, we provide the interaction heat map for each
15
dataset for both the non-interaction and interaction cases.
(a) Non-interaction Case (b) Interaction Case
Figure 5: Interaction heat map for dataset 1.
(a) Non-interaction Case (b) Interaction Case
Figure 6: Interaction heat map for dataset 2.
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(a) Non-interaction Case (b) Interaction Case
Figure 7: Interaction heat map for dataset 3.
(a) Non-interaction Case (b) Interaction Case
Figure 8: Interaction heat map for dataset 4.
Based on these interaction heat maps, it is evident that the estimated interaction probabili-
ties for the non-interacting variables are less than the corresponding number for interacting
variables. Using a threshold value of 0.5, we discard these non-interacting probability val-
ues to construct the interaction network among the variables. The interaction networks for
each dataset in both non-interaction and interaction are as follows.
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(a) Non-interaction 1 (b) Interaction 1 (c) Non-interaction 2 (d) Interaction 2
Figure 9: Interaction network for dataset 1 and 2, respectively.
(a) Non-interaction 3 (b) Interaction 3 (c) Non-interaction 4 (d) Interaction 4
Figure 10: Interaction network for dataset 3 and 4, respectively.
Based on the interaction network above, our algorithm successfully captures the interaction
network in all the datasets for selected variables according to the inclusion probability.
6.3 Predictive performance
We randomly partition each dataset into training (50%) and test (50%) observations. We
apply our algorithm on the training data and compare the performance on the test dataset.
For the sake of brevity we plot the predicted vs. the observed test observations only for a
few cases in Figure 11.
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(a) Prediction for Non-interaction 1 (b) Prediction for Non-interaction 3
(c) Prediction for Interaction 1 (d) Prediction for Interaction 3
Figure 11: Prediction versus Response for Simulated Data
From Figure 11, the predicted observations and the true observations fall very closely along
the y = x line demonstrating a good predictive performance. We compare our results with
Fang et al (2012). However, their additive model was not able to capture higher order
interaction and thus have a poor predictive performance compared to our method.
6.4 Comparison with BART
Bayesian Additive Regression Tree [BART; Chipman et al (2010)] is a state of the art
method for variable selection in nonparametric regression problems. BART is a Bayesian
“sum of tree” framework which fits and infers the data through an iterative back-fitting
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MCMC algorithm to generate samples from a posterior. Each tree in BART Chipman
et al (2010) is constrained by a regularization prior. Hence BART is similar to our method
which also resorts to back-fitting MCMC to generate samples from a posterior.
Since BART is well-known to deliver excellent prediction results, its performance in
terms of variable selection and interaction recovery in high-dimensional setting is worth
investigating. In this section, we compare our method with BART in all the three aspects:
variable selection, interaction recovery and predictive performance. For comparison, with
BART, we use the same simulation settings as in Table 1 with all combinations of (n, p),
where n = 100 and p = 10, 20, 100, 150, 200.
We use 50 replicated datasets and compute average inclusion probabilities for each
variable. Similar to § 6.1, the variable must have average probability value bigger than 0.1
in order to be selected. Then, we compute the false positive and false negative rates for
both algorithms as in Table 2. These values are recorded in Table 3.
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Our Algorithm BART
Dataset p n Non-interaction Interaction Non-interaction Interaction
FPR FNR FPR FNR FPR FNR FPR FNR
1 10 100 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
2 100 100 0.0 0.0 0.0 0.0 1.0 1.0 1.0 1.0
3 20 100 0.0 0.05 0.0 0.05 1.0 1.0 1.0 1.0
4 100 100 0.0 0.01 0.0 0.01 1.0 1.0 1.0 1.0
1 150 100 0.0 0.0 0.0 0.0 1.0 1.0 1.0 1.0
4 150 100 0.0 0.0 0.0 0.0 1.0 1.0 1.0 1.0
1 200 100 0.01 0.0 0.0 0.0 NA NA NA NA
4 200 100 0.0 0.0 0.0 0.0 NA NA NA NA
Table 3: Comparison between our algorithm and BART for variable selection
In Table 3, the first column indicates which equations are used to generate the data with
the respective p and n values in the second and third column for both non-interaction and
interaction cases. For example, if the dataset is 1, the equations to generate the data is
x1 +x
2
2 +x3 +  and x1 +x
2
2 +x3 +x1x2 +x2x3 +x3x1 +  for non-interaction and interaction
case, respectively. NA value means that the algorithm cannot run at all for that particular
combination of p and n values.
According to Table 3, BART performs similar to our algorithm when p = 10 and
n = 100. However, as p increases, BART fails to perform adequately while our algorithm
still performs well even when p is less than n. When p is twice as n, BART fails to run
while our algorithm provides excellent results in variable selection. Overall, our algorithm
performs significantly better than BART in terms of variable selection.
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7 Real data analysis
In this section, we demonstrate the performance of our method in two real data sets. We
use the Boston housing data and concrete slump test datasets obtained from UCI machine
learning repository. Both data have been used extensively in the literature.
7.1 Boston Housing Data
In this section, we use the Boston housing data to compare the performance between
BART and our algorithm. The Boston housing data (Harrison and Rubinfeld, 1978) con-
tains information collected by the United States Census Service on the median value of
owner occupied homes in Boston, Massachusetts. The data has 506 number of instances
with thirteen continuous variables and one binary variable. The data is split into 451
training and 51 test observations. The description for each variable is summarized in Table
4.
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Variables Abbreviation Description
1 CRIM Per capita crime rate
2 ZN Proportion of residential land zoned for lots over 25,000 squared feet
3 INDUS Proportion of non-retail business acres per town
4 CHAS Charles River dummy variable (= 1 if tract bounds river; 0 otherwise)
5 NOX Nitric oxides concentration (parts per 10 million)
6 RM Average number of rooms per dwelling
7 AGE Proportion of owner-occupied units built prior to 1940
8 DIS Weighted distances to five Boston employment centers
9 RAD Index of accessibility to radial highways
10 TAX Full-value property-tax rate per $10,000
11 PTRATIO Pupil-teacher ratio by town
12 B 1000(Bk− 0.63)2 where Bk is the proportion of blacks by town
13 LSTAT Percentage of lower status of the population
14 MEDV Median value of owner-occupied homes in $1000’s
Table 4: Boston housing dataset variable
MEDV is chosen as the response and the remaining variables are included as predictors.
We ran our algorithm for 5000 iterations and the prediction result for both algorithms is
shown in Figure 12.
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(a) Our Algorithm (b) BART
Figure 12: Prediction versus Response’s for Boston Housing Dataset
Although our algorithm has a comparable prediction error with BART, we argue below
that we have a more convincing result in terms of variable selection. We displayed the
inclusion probability barplot in Figure 13.
(a) Our Algorithm (b) BART
Figure 13: Inclusion Probability for the Boston Housing dataset
Savitsky et al (2011) previously analyzed this dataset and selected variables RM, DIS and
LSTAT. BART only selected NOX and RM, while oue algorithm selected CRIM, ZN, NOX,
DIS, B and LSTAT based on inclusion probabilities greater than or equal to 0.1. Clearly
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the set of selected variables from our method has more common elements with that of
Savitsky et al (2011).
7.2 Concrete Slump Test
In this section we consider an engineering application to compare our algorithm against
BART. The concrete slump test dataset records the test results of two executed tests on
concrete to study its behavior (Yeh et al, 2008; Yeh, 2007).
The first test is the concrete-slump test, which measures concrete’s plasticity. Since
concrete is a composite material with mixture of water, sand, rocks and cement, the first
test determines whether the change in ingredients of concrete is consistent. The first test
records the change in the slump height and the flow of water. If there is a change in a
slump height, the flow must be adjusted to keep the ingredients in concrete homogeneous
to satisfy the structure ingenuity. The second test is the “Compressive Strength Test”,
which measures the capacity of a concrete to withstand axially directed pushing forces.
The second test records the compressive pressure on the concrete.
The concrete slump test dataset has 103 instances. The data is split into 53 instances
for training and 50 instances for testing. There are seven continuous input variables, which
are seven ingredients to make concrete, and three outputs, which are slump height, flow
height and compressive pressure. Here we only consider the slump height as the output.
The description for each variable and output is summarized in table 5.
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Variables Ingredients Unit
1 Cement kg
2 Slag kg
3 Fly ash kg
4 Water kg
5 Super-plasticizer (SP) kg
6 Coarse Aggregation kg
7 Fine Aggregation kg
8 Slump cm
9 Flow cm
10 28-day Compressive Strength Mpa
Table 5: Concrete Slump Test dataset
The predictive performance is illustrated in figure 14.
(a) Our Algorithm (b) BART
Figure 14: Prediction versus Response’s for Concrete Slump Test Dataset
Similar to the Boston housing dataset, our algorithm performs closely to BART in predic-
tion. Next, we investigate the performances in terms of variable selection. We plot the
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barplot of the inclusion probability for each variable in Figure 15.
(a) Our Algorithm (b) BART
Figure 15: Inclusion Probability for the Concrete Slump Test dataset
Yurugi et al (2000) determined that coarse aggregation has a significant impact on the
plasticity of a concrete. Since the difference in slump’s height is to measure the plasticity
of a concrete, coarse aggregation is a critical variable in the concrete slump test. According
to Figure 15, our algorithm selects coarse aggregation as the most important variable unlike
BART, which clearly demonstrates the efficacy of our algorithm compared to BART.
8 Conclusion
In this paper, we propose a novel Bayesian nonparametric approach for variable selection
and interaction recovery with excellent performance in selection and interaction recovery
in both simulated and real datasets. Our method obviates the computation bottleneck in
recent unpublished work Qamar and Tokdar (2014) by proposing a simpler regularization
involving a combination of hard and soft shrinkage parameters. Moreover, our algorithm
is computationally efficient and highly scalable.
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Although such sparse additive models are well known to adapt to the underlying true
dimension of the covariates (Yang et al, 2015), literature on consistent selection and inter-
action recovery in the context of nonparametric regression models is missing. As a future
work, we propose to investigate consistency of the variable selection and interaction of our
method.
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