We present in this paper an efficient approach for acoustic scene classification by exploring the structure of class labels. Given a set of class labels, a category taxonomy is automatically learned by collectively optimizing a clustering of the labels into multiple meta-classes in a tree structure. An acoustic scene instance is then embedded into a low-dimensional feature representation which consists of the likelihoods that it belongs to the meta-classes. We demonstrate state-of-the-art results on two different datasets for the acoustic scene classification task, including the DCASE 2013 and LITIS Rouen datasets.
INTRODUCTION
Acoustic scene classification (ASC) is an important problem of computational auditory scene analysis [26, 16] . Solving this problem will allow a device to recognize a surrounding environment via the sound it captures, and hence, enables a wide range of applications, such as surveillance [22] , robotic navigation [8] , and context-aware services [27, 11] . A recognized scene can also be used as a prior information to improve the performance of sound event detection [13] .
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MM '16, October 15 -19, 2016, Amsterdam, Netherlands matone filters [25] . Some hand-crafted features tailored for the task have also been proposed and demonstrated good performance, like Histogram of Oriented Gradients (HOG) [23, 4, 28] and Gabor dictionaries [17] . At a higher semantic level, foreground sound events [2, 14, 7] , background noise [9] , and their combination [28] can be used as a footprint to represent a scene [2, 14, 7] .
However, most (if not all) previous methods considered the "flat" classification scheme. Thus far, to the best of the authors' knowledge, no studies have explored the structured nature of the scene categories for classification. In this work, we incorporate a class taxonomy by learning to group similar categories into meta-classes on a tree structure. Going beyond that, we construct explicit embeddings to map each acoustic scene instance into the semantic space that underlies the class hierarchy. It turns out that two similar scene instances are expected to be close to each other in the semantic space. We study the class hierarchy learned from the acoustic scene data themselves as well as the one learned from external speech data [20, 21] . Both of them show good empirical performance even with simple linear classifiers. In addition, combining them with a simple fusion scheme leads to state-of-the-art performance on both target datasets: DCASE 2013 [24] and LITIS Rouen datasets [23] .
THE PROPOSED APPROACH
In this section, we firstly present the framework to learn the label trees and the label tree embeddings for feature mapping. Afterwards, we elaborate different label tree embeddings derived from the framework and the final classification step.
Learning a Label Tree
Consider a database (e.g. scene database) with the label set L = {1, . . . , C} where C indicates the number of target categories. In order to explore the structure of class labels, we learn a label tree similar to [3] . The learning algorithm collectively partitions the label set into disjoint subsets in such a way that they are easy to distinguish from one another. Given the set of samples S = {(xn, cn)} |S| n=1 extracted from the training data, where x ∈ R M denotes the vector of some M low-level features, c ∈ L indicates the class label, and | · | represents the set cardinality.
The label tree is constructed recursively so that each node is associated with a set of class labels. Consider a node with a label set ℓ (and therefore, the root node is assigned with the label set L), our goal is to split ℓ into two subsets ℓ L and ℓ R that hold the following requirements:
The optimal partition is then adopted such that a binary classifier designed to separate ℓ L and ℓ R makes as few errors as possible.
In order to find the optimal partitioning, we rely on the multi-class confusion matrix which indicates how good a class is separated from the others. Let S ℓ ⊂ S denote the set of samples corresponding to the label set ℓ. Furthermore, suppose that we have changed and sorted the label set ℓ so that ℓ = {1, . . . , |ℓ|}. In addition, we divide S ℓ into two equal halves: S ℓ train for training a classifier and S ℓ eval for evaluation. We train the multi-class classifier M ℓ using random forest classification [6] with 200 trees using S ℓ train and then evaluate it on the evaluation set S ℓ eval to obtain the confusion matrix A ∈ R |ℓ|×|ℓ| . Each element Aij of the matrix A is computed by:
Here, S ℓ eval,i ⊂ S ℓ eval is the set of samples with the label i. P (j|x, M ℓ ) denotes the probability that the classifier M ℓ predicts the sample x as class j. Aij implies how likely a sample of the class i is wrongly predicted to belong to the class j by the classifier. Since A is not symmetric, we symmetrize it asĀ
Eventually, the optimal partitioning {ℓ L , ℓ R } is selected to maximize:
By this, we tend to group the ambiguous classes into the same subset, as a result, produce two meta-classes {ℓ L , ℓ R } that are easy to separate from each other. We apply spectral clustering [18] on the matrixĀ to solve a relaxed version of the optimization problem in (3) . The subsets ℓ L and ℓ R are then directed to the left and right child nodes, respectively. The splitting process is recursively repeated to grow the tree until a leaf node with a single class label is reached.
We demonstrate in Figure 1 a subtree extracted from the label tree learned from the LITIS Rouen dataset [23] (more details in Section 2.3).
Label Tree Embedding (LTE)
Via the learned label tree, we have formed (C−1)×2 metaclasses in total from the original label set L. Two of them are associated with the left and right child nodes of one out of (C−1) split nodes. For clarity, suppose that we have indexed the split nodes of the label tree as {ℓi} C−1 i=1 . Our objective is then to learn a representation for a test sample by embedding them into the space of the meta-class labels. Formally, we then want to obtain an explicit mapping Ψ :
) . The entries of ψ L i (x) and ψ R i (x) denote the likelihoods that x belongs to two meta-classes on the left and right child nodes of the split node ℓi.
To obtain the likelihoods, at a split node ℓi with the optimal partition {ℓ L i , ℓ R i }, we train the binary random-forest classifier M ℓ i with 200 trees using the whole set S ℓ i as training data. The samples with their labels in ℓ L i are considered as negative examples and others with their labels in ℓ R i are considered as positive ones. The likelihoods are then given by:
Here, P (negative|x, M ℓ i ) and P (positive|x, M ℓ i ) are the classification probabilities outputted by M ℓ i when evaluating on x, thanks to the probability support of the random forest classification [6] .
Scene and Speech LTEs
Using the above-described framework, we study following LTEs to cope with the acoustic scene classification task: (1) the LTE derived from a target scene database itself (Scene-LTE), (2) the LTE learned from an external speech data (Speech-LTE), and (3) their combination (Fusion-LTE).
Scene-LTE. Given a target scene database (e.g. LITIS Rouen), the Scene-LTE is formed following the framework. However, we do not consider the whole 30-second snippet of an acoustic scene instance as a sample. Instead, in order to capture meaningful events happening in a scene whose lengths are in order of hundreds of milliseconds, we use segments of length 500 ms with an overlap of 250 ms as the samples for further processing. Each segment is decomposed into 50 ms frames with 50% overlap, each of which is described by M = 128 Gammatone cepstral coefficients [25, 10] in the frequency range of 1-11025 Hz. A segment is then represented by a 128-dimensional feature vector computed by averaging the feature vectors of its constituent frames. Furthermore, each audio segment is labeled by the label of the scene where it is taken from.
The learned Scene-LTE is then applied on a test audio segment, resulting in a Scene-LTE feature vector. To compute the global Scene-LTE features for the 30-second scene snippet, we employ average pooling on the Scene-LTE features of its constituent segments.
Speech-LTE. Speech signals have been shown to bear potential to serve as a generic representation for nonspeech audio events [20, 21] . We show here that they can also been used to represent acoustic scenes. The Speech-LTE is learned from a set of phone triplets [21] selected from TIMIT speech data [12] . We rely on the closeness measure between a phone triplet category and a scene category for the selection. From the training 500 ms segments obtained from the target scene database, we train a 200-tree multiclass random-forest classifier Mscene. The closeness κ(c, y) of a scene category c and a phone triplet category y and is then computed as
Here, S y = {x y i } |S y | i=1 denotes the sample set of the phone triplet category y. We then rank closeness measures and select top N = {5, 10, 15, 20, 25} phone triplet categories for each scene class. The Speech-LTE is finally applied on the audio segments of a scene snippet, followed by the average pooling to produce the global Speech-LTE feature vector for the scene instance. Note that, instead of the Gammatone cepstral coefficients used in the Scene-LTE, we utilized the same low-level feature set in [21] for the Speech-LTE.
Fusion-LTE. In order to take advantage of representations from different perspectives, i.e. Scene-LTE and Speech-LTE, we combine them using the extended Gaussian-χ 2 kernel [15] given by
where
is the χ 2 distance between the embedded scene instances Ψ k (xi) and Ψ k (xj) with respect to the k-th channel where k ∈ {Scene-LTE, Speech-LTE}. D k is the mean χ 2 distance of the embedded scene instances in training data for the k-th channel.
Final Acoustic Scene Classification
An overview of the final classification schemes is illustrated in Figure 2 . For a test acoustic scene instance, we obtain its representations using the Scene-LTE and Speech-LTE as above. To extract representations for the training instances, we conducted 10-fold cross-validation on training data. Lastly, we trained the final scene classification systems using one-vs-one support vector machines (SVM) with different kernels, including linear, χ 2 , histogram intersection (hist for short), and radial basis function (RBF) kernels. For Fusion-LTE, we used nonlinear SVMs with the extended Gaussian kernel given in (7) . The hyperparameters of the SVMs were tuned via 10-fold cross-validation.
EXPERIMENTS

Datasets
We employed the following datasets in our experiments: DCASE 2013 dataset [2, 24] . This dataset was used in the DCASE 2013 challenge [24] . It consists of ten scene categories recorded in different locations in London at different time points. The dataset has two subsets: public and private subsets, each contains 100 30-second-long scene instances with ten examples for each class. The former was released during the challenge for participants to tune their classification systems. The latter was used to evaluate the submissions and also made public after the challenge. The submitted systems were evaluated with five-fold stratified cross validation on the private subset [24] . We follow the cross validation setting, however, at each time, we combined the public set and the training folds of the private set to make the training data.
LITIS Rouen dataset [23] . This dataset contains 3026 30-second-long examples of 19 scene categories recorded with the total duration of 1500 minutes. Each class is specific to a location such as a train station, an airplane, or a market. To our knowledge, this is so far the largest publicly available dataset for the task. We follow the standard training/testing splits in [23] (for more details, please refer to [23] ) and report average performances over 20 splits of the data.
Experimental Results
The classification performance obtained by Scene-LTE, Speech-LTE, and Fusion-LTE are shown in Tables 1, 2, and 3. For the DCASE dataset, the performance is reported in terms of classification accuracy as in the DCASE 2013 challenge [24] whereas we used average class-wise F1-score for the LITIS dataset since it exhibits significant imbalance in the numbers of samples per class.
Using Scene-LTE, our systems achieve an accuracy of 86% and a F1-score of 94.9% on the DCASE and LITIS datasets, respectively. These results surpass the best reported performance on the DCASE dataset (85% in terms of accuracy [1] ) while being just marginally below the best performance on the LITIS dataset (95.6% in terms of F1-score [5] ). Regarding Speech-LTE, we obtain the best accuracy, 87%, with N = 25 and linear kernel which is even better than that of Scene-LTE on the DCASE 2013 dataset. For the LITIS dataset, although Speech-LTE maintains good F1-score near 90% in most of the cases, these results are not as good as with those of Scene-LTE. It is also noticeable that adding more selected phone triplet categories per scene class seems to bring up the performance, however, the gains are insignificant in most of the cases. Lastly, for both DCASE and LITIS datasets, the performance of the linear systems are comparable with the nonlinear ones with χ 2 , hist., and RBF kernels. This is good since the linear systems are computationally much cheaper to train and evaluate compared to the nonlinear ones.
For the fusion of Scene-LTE and Speech-LTE into Fusion-LTE with the extended Gaussian-χ 2 kernel, we obtain average accuracy gains of 0.8% and 2.2% compared to individual Scene-LTE and Speech-LTE with the χ 2 kernel on the DCASE dataset. Similarly, the average F1-score gains on the LITIS dataset are 1.3% and 7.9%. These results indicate that speech signals are not only able to represent well the scene audio signals but also provide a valuable external source to enhance the performance of a classification system built on the scene data itself.
Finally, we present a comprehensive performance comparison of our systems and other reported results on the DCASE and LITIS datasets in Tables 4 and 5, respectively. We mark in bold where the performance of our systems outperforms all the opponents. Since the results on the LITIS dataset were reported with different metrics, i.e. average class-wise precision [23, 19] , average class-wise F1-score [4, 5] , and overall accuracy [4, 28] , we provide our performance on all of these metrics to make a proper comparison. We also would like to notice that although there exists other works on the DCASE dataset after the challenge, we only [24] 76.0 MV [24] 77.0 Human [2] 75.0 HOG [23] 76.0 AMS+LDA [1] 85.0 − − 96.0 mention here those with performance equivalent or higher than that of the best submission in the challenge. For the details of the competitive systems, please refer to the respective references. As can be seen for the DCASE dataset, our systems consistently outperform the best submission to the challenge (RNH [24] ) with a large margin of about 10% and also outrun the best reported performance in [1] from 1% to 2%. For the LITIS dataset, our systems with Scene-LTE alone show better performance than most of the compared systems. Moreover, our Fusion-LTE systems set state-ofthe-art performance on all evaluation metrics and outperform the best reported results by 3.7%, 0.6%, and 0.4% in terms of precision, F1-score, and accuracy, respectively.
CONCLUSIONS
In this paper, we present efficient schemes for acoustic scene classification. We explore the structure of the class labels by automatically learning class-label hierarchies and then the label-tree embeddings to map scene instances into the semantic space underlying the class hierarchy. We study both the label tree embedding intrinsically learned from the scene data as well as the one learned from the external TIMIT speech data. Both of them demonstrate good empirical performance on the experimental datasets, including the DCASE 2013 and LITIS Rouen datasets. Furthermore, fusing them with a simple scheme leads to state-of-the-art performance. 
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