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reﬂecting the importance of detecting salient objects.
Locating objects of interest is also essential for a
wide range of computer graphics and computer vision
applications. Such a capability underpins many
modern applications (e.g., image manipulation and
editing [3–5] and robotic perception [6]), providing
initial regions that might be of interest to users
or robots for image editing or scene understanding.
Salient object detection aims to identify the most
humanly visually distinctive objects in an image
[7]. Ground truth for saliency detection can be
provided by a saliency map annotated by one or more
humans. Free viewing is the most common method
for saliency modeling, in which participants view an
image for a ﬁxed duration and salient regions are
inferred from their eye movements [8]. A good salient
object detection algorithm should be able to output
a predicted saliency map in good agreement with a
ground truth saliency map. As in Ref. [9], we are
Keywords salient-instance segmentation; salient object
also interested in detecting salient instances given an
detection; single stage; region-of-interest
input image. Salient instance segmentation is similar
masking
to salient object detection, in that it aims to detect
the most distinctive objects in a scene, but diﬀers in
that it also identiﬁes each individual instance, i.e.,
1 Introduction
outputting an accurate segment for each instance and
Rather than recognizing all objects in a scene, humans
assigning it a unique label (see Fig. 1).
only care about a small set of interesting instances of
Cognitive psychology [10, 11] and neurobiology
objects [1]. A recent experiment [2] has demonstrated
[12] suggest that human cortical cells may be hard
that interesting objects are often visually salient,
wired to preferentially respond to high contrast
stimuli, i.e., feature separation between foreground
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object perception [13, 14]. Eﬀectively modeling
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Recently, convolutional neural networks (CNNs)

Abstract In this paper, we consider salient instance
segmentation. As well as producing bounding boxes,
our network also outputs high-quality instance-level
segments as initial selections to indicate the regions of
interest. Taking into account the category-independent
property of each target, we design a single stage
salient instance segmentation framework, with a novel
segmentation branch. Our new branch regards not
only local context inside each detection window but
also the surrounding context, enabling us to distinguish
instances in the same scope even with partial occlusion.
Our network is end-to-end trainable and is fast (running
at 40 fps for images with resolution 320 × 320). We
evaluate our approach on a publicly available benchmark
and show that it outperforms alternative solutions. We
also provide a thorough analysis of our design choices
to help readers better understand the function of each
part of our network. Source code can be found at
https://github.com/RuochenFan/S4Net.
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Fig. 1 Example salient instances output by our approach, which
detects and segments them regardless of their semantic category. Each
category-agnostic salient instance is highlighted with a unique color.
Our results provide well-segmented candidates of interest to users,
signiﬁcantly reducing human eﬀorts needed for image manipulation.

have become the dominant method for nearly all
closely related tasks, e.g., salient object detection
[19–21], semantic instance segmentation [22–24], and
generic object detection [25–27]. While these CNNbased methods have achieved remarkable success by
learning powerful multi-level feature representations
for capturing different abstract appearance variations
in the target categories, they often ignore the important
ability to separate target objects from their background.
Existing CNN-based instance segmentation methods
use either RoIPooling [28, 29], RoIWarp [30], or
RoIAlign [31] to capture feature information inside
bounding boxes. In contrast, we propose a region
feature extraction layer, RoIMasking, to explicitly
incorporate foreground–background separation, to
improve salient instance segmentation. As in the
figure–ground segmentation method GrabCut [18],
we explicitly mark the region surrounding the object
proposal as the initial background, and explore
foreground–background feature separation for salient
instance segmentation in our segmentation branch.
More specifically, we flip the signs of the feature values
surrounding the proposals. The RoIMasking layer
based segmentation branch is then integrated with
the efficient single-stage object detector FPN [32], to
pixel-wise detect the segment of each salient instance.
Interestingly, our RoIMasking scheme is quantizationfree and scale-preserving, allowing detailed information
to be successfully detected. Furthermore, our model
is end-to-end trainable and runs at 40 fps on a single
GPU when processing 320 × 320 images.
To veriﬁcation the utility of our method, we
apply our salient instance detector to the popular
weakly-supervised semantic segmentation task. As
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in Refs. [33, 34], we use the detected salient
instances on the tiny ImageNet dataset [34, 35]
as heuristics to train various well known semantic
segmentation networks. We evaluate the results
on the popular PASCAL VOC 2012 semantic
segmentation benchmark [36] and show that our
results outperform by a large margin state-of-theartmethods [33, 34] that leverage traditional salient
object cues [16, 19].
To sum up, the contributions of this paper are:
• an end-to-end single-shot salient instance
segmentation framework, which achieves stateof-the-art, real time, performance;
• a new RoIMasking layer which models feature
separation between target objects and their
surrounding background to provide high-quality
segmentation.

2

Related works

Salient instance segmentation is a relatively new
task. Seminal methods were recently proposed
by Zheng et al. [37] for ﬁnding salient objects at
bounding box level. However, this method misses
the important segmentation information, which is
essential for applications such as image editing [3, 5]
and weakly supervised segmentation [33]. Li et al. [9]
formally deﬁne the salient instance segmentation
problem as jointly identifying salient regions as well
as individual object instances. They also proposed an
MSRNet [9] framework for this task. However, it was
excessively reliant on the quality of precomputed
edge maps (e.g., using MCG [38]) and produced
sub-optimal results for complicated real-world scenes
(see also Section 4). Salient instance segmentation
is closely related to three major computer vision
tasks: salient object detection, object detection, and
semantic instance segmentation.
2.1

Salient object detection

Salient object detection aims to both detect the most
distinctive objects in a given scene and segment them
from it. Early salient object detection methods
typically depend on global or local contrast cues
[15, 16, 39, 40]. They designed various hand-crafted
features (e.g., color histograms and textures) for
each region [41–43] and fused these features in either
a manually-designed [15] or learned [44] manner.
Because of their weak ability to preserve the integrity

S4Net: Single stage salient-instance segmentation
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Fig. 2 Pipeline of the proposed method. (a) Simpliﬁed framework. For simplicity, we omit the backbone used. See Ref. [32] for more
information. (b) Segmentation branch proposed in Mask R-CNN [31], comprising a stack of consecutive convolutional layers. (c) Our proposed
segmentation branch which further enlarges the size of the receptive ﬁeld but has the same number parameters as in (b).

of salient instances and the lack of robustness of
hand-crafted features, these methods were gradually
replaced by CNN-based data-driven methods [9, 19–
21, 45–47]. The key issues in using salient object
detection methods for salient instance segmentation
task are two-fold. Firstly, it is diﬃcult to preserve the
integrity of the salient objects, because the distinctive
regions may be parts of the interesting instances.
Secondly, salient object detection is a binary problem
and hence unsuitable for instance-level segmentation.
2.2

Object detection

The goal of object detection is to produce all
bounding boxes for objects in various semantic
categories. Earlier work mostly relied on handengineered features (e.g., SIFT [48], SURF [49], and
HOG [50]). Diﬀerent types of image pyramids were
used to leverage information across scales. Recently,
the emergence of CNNs has greatly promoted the
development of object detectors. For example, RCNN [25] and OverFeat [51] regard CNNs as sliding
window detectors for extracting high-level semantic
information. Given a stack of precomputed proposals
[52, 53], these methods compute feature vectors for
each proposal using CNNs and then feed the features
into a classiﬁer. Later work [28, 29] took entire
images as inputs and applied region-based detectors
to feature maps, substantially improving speed.
Faster R-CNN [26] broke through the limitation of
using precomputed proposals by introducing region

proposal networks (RPN) into CNNs. In this
way, a whole network could be trained end-to-end,
oﬀering a better trade-oﬀ between accuracy and speed
compared to previous work. However, all the above
methods aim to output reliable object bounding boxes
rather than instance segments.
2.3

Semantic instance segmentation

Earlier semantic instance segmentation methods [22–24,
54] are mostly based on segment proposals generated
by segmentation methods [38, 52, 55]. In Ref. [30],
Dai et al. produced segmentations by leveraging
a multi-stage cascade to gradually refine rectangle
regions from bounding box proposals. Li et al. [56]
proposed integrating a segment proposal network into
an object detection network. More recently, Ren et
al. implemented a Mask R-CNN framework, extending
the Faster R-CNN [26] architecture by introducing
a segmentation branch. While significant results,
these methods are unsuitable for our task for two
reasons. Firstly, not all categories and objects are
salient. Secondly, the semantic instances all belong to
a predefined collection of categories, and these methods
lack the important ability to deal with unknown
categories, i.e., class-agnostic salient instances.

3

S4Net

The design choices of our method are based on
the application requirements: high-quality salient
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instance segmentation in real time. Our end-to-end
single-shot salient instance segmentation framework,
S4Net, is built on top of the state-of-the-artsingle-shot
object detector for eﬃciency.
3.1

Observation

Recent instance-level semantic segmentation methods
[31, 56] have shown a strong ability to segment
semantic instances, using RoIWarp [30], or RoIAlign
[31]. However, the segmentation branches of these
methods only focus on features inside proposals to
describe appearance variation within target instances,
and lack the ability to distinguish diﬀerent instances.
Before CNN-based methods became popular,
utilizing feature separation between foreground and
background was the dominant mechanism used
for similar tasks such as salient object detection
[15–17] and ﬁgure–ground segmentation [18]. The
ability to eﬀectively model foreground–background
feature separation is so powerful that these methods
[15, 17, 18] could achieve remarkable success by
utilizing such feature separation in the target image
alone, without any additional information provided
by training images. An example is shown in Fig. 3.
Users only need to draw a rectangle region (shown in
red) around the target object. The GrabCut method
[18] uses foreground/background color models, in the
form of Gaussian mixture models (GMM). Notice in

this example that parts of the target object have very
similar colour to parts of the background. However,
the GMM color model eﬀectively captures the slight
color diﬀerences (indistinguishable to human eyes).
Unfortunately, the ability to take advantage of such
powerful foreground–background feature separation
is lacking in existing CNN-based segmentation
methods. Motivated by this observation, we aim to
explicitly leverage more features corresponding to the
background area, to help make the salient instances
more prominent, as shown in Fig. 5. This scheme
allows more features representing the background area
(relative to the salient instance) to be considered by
the segmentation branch, enlarging the receptive ﬁeld
of the segmentation branch and meanwhile enhancing
the contrast between foreground and background,
especially when there is occlusion.
3.2

The pipeline of S4Net is shown in Fig. 2; it has
two components: a bounding box detector and a
segmentation branch. Both components share the
same base model. As in most object detection works,
we use ResNet-50 [57] as our base model.
3.2.1

Interactive ﬁgure–ground segmentation using GrabCut [18].

Single-shot object detector

For eﬃciency of the entire network, we adopt a singleshot object detector [58] with FPN [32] as the base
model, to leverage its multi-level features. To reduce
the runtime, we discard the lateral connections to
conv2 while keeping the rest unchanged (i.e., conv3conv6). Four detection heads are connected to each
lateral layer as shown in Fig. 2(a). The head structure
is the same as in Faster R-CNN [26], but with diﬀerent
strides to perform detection at multiple scales.
3.2.2

Fig. 3

Framework

Single-shot segmentation branch

Unlike existing instance level semantic segmentation
methods such as Mask R-CNN [31], our segmentation

Fig. 4 Output feature maps of two diﬀerent types of RoIMasking layer. (a) Input image. (b) Before RoIMasking, all values in the feature map
are non-negative because of the ReLU layer. (c) After binary RoIMasking, regions outside the proposal are set to zero. (d) Ternary RoIMasking
additionally considers a larger area, in which feature values are non-positive.

S4Net: Single stage salient-instance segmentation

Fig. 5 Three diﬀerent types of masks used in our RoIMasking layer.
(a) The binary mask only considers the regions inside the orange
rectangle, (b) the expanded binary mask considers a larger rectangle
than binary masking, and (c) the ternary mask takes into account both
the region inside the orange rectangle and the surrounding regions
marked in yellow.

branch is also single-shot. The bounding boxes
predicted by the detection branch and the output
of the lateral layer with stride 8 in the backbone
network are fed into our segmentation branch. As
shown in Fig. 2(a), our segmentation branch contains
an RoIMasking layer for instance feature extraction,
and a salient instance discriminator for identifying
salient instances. The latter is a CNN branch used to
further improve segmentation quality. The detailed
structure is shown in Fig. 2(c).
3.3

RoIMasking

RoIPool [28] and RoIAlign [31] are standard
operations for extracting ﬁxed-size features from
regions of interest. Both RoIPool and RoIAlign
sample a region of interest at a ﬁxed spatial extent of
H × W , typically with H = W , e.g., 7 × 7 in Ref. [28]
and 28 × 28 in Ref. [31]. RoIPool ﬁrst quantizes
RoIs by uniformly dividing them into H × W spatial
bins. After max-pooling each spatial bin, output
feature maps with size H × W are generated. Since
quantization in RoIPool is performed by rounding, it
introduces misalignments between the RoI and the
extracted features. As a remedy, RoIAlign avoids
quantization by using bilinear interpolation.
However, both RoIPool and RoIAlign focus on
regions inside the proposals, neglecting the remaining
region. As discussed in Section 3.1, the region
surrounding the current object RoI contains valuable
information for distinguishing the target object from
its background.
Unfortunately,
although some layer-fusion
techniques such as feature pyramid networks
[32] attempt to embed comprehensive high-level
information in a feature map, neither RoIPool
nor RoIAlign explicitly and eﬀectively explore the
information surrounding the RoI. Moreover, the
sampling process in these two operations makes
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them incapable of maintaining the aspect ratio and
resolution of the regions of interest, possibly lowering
the quality of the results. In this subsection, we
design a new resolution-preserving, quantization-free
layer, called RoIMasking, to take the place of RoIPool
or RoIAlign. We also explore feature separation
between foreground and background for improving
segmentation quality.
3.3.1 Binary RoIMasking
We ﬁrst introduce a simpliﬁed version of RoIMasking
which we call binary RoIMasking. This receives
feature maps and proposals predicted by the detection
branch. A binary mask is generated according to
the position and size of a given rectangle proposal.
Values inside the rectangle are set to 1, and outside,
0. Figure 5(a) illustrates a binary RoIMasking, in
which the bright and dark areas have labels 1 and 0,
respectively. The output of the binary RoIMasking
layer comprises the input feature maps multiplied
by this mask. In Fig. 4, we show a typical example
of the output feature maps. Unlike RoIPool [28]
and RoIAlign [31], our binary RoIMasking keeps the
aspect ratio and resolution of the original feature
maps. In Section 4, we experimentally verify that
binary RoIMasking outperforms the RoIPool and
RoIAlign baselines.
3.3.2 Expanded binary RoIMasking
We also consider an extended version of binary
RoIMasking which simply enlarges the proposed
region as illustrated in Fig. 5(b).
Compared
to standard binary RoIMasking, expanded binary
RoIMasking takes into account additional background
context information, so that the segmentation branch
has a larger receptive ﬁeld.
We will provide
quantitative comparisons in our experiments section.
3.3.3 Ternary RoIMasking
To make better use of the background information
around the regions of interest, we further extend
expanded binary RoIMasking to ternary output.
Because of the ReLU activation function, there
are no negative values in the feature maps before
RoIMasking. To explicitly notify the segmentation
branch that the region outside the proposals should
be considered as background, we ﬂip the signs (i.e., set
the corresponding mask values to −1) of feature
values around the region of interest, as illustrated
in yellow in Fig. 5(c). In this way, features around
regions of interest are distinguished from those inside
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the bounding boxes of the salient instances. This
allows the segmentation branch to be able to not
only make use of features inside the region of interest
as well as the surrounding context (as in extended
binary RoIMasking), but also explicitly emphasises
foreground–background feature separation. A feature
map after ternary RoIMasking is illustrated in
Fig. 4(d). Note that this operation introduces
no additional computational cost into our model.
Ternary RoIMasking leads to a large improvement
as we show in our experiments (Section 4). In the
following, for simplicity, RoIMasking refers to ternary
RoIMasking unless otherwise stated.
3.4

Analysis of RoIMasking

We now demonstrate the importance of the
background information around the regions of interest
in the feature maps and the eﬀectiveness of ternary
RoIMasking. To do so, we explore the impact of each
activation in the feature maps before RoIMasking on
the performance. Inspired by Ref. [59], we visualize
the function of a speciﬁc neuron in this model by
drawing a gradient map. After loading the fully
trained model weights, we do a forward pass using
a speciﬁc image. In this process, the activation
value of the feature maps before RoIMasking, Hi,j,c ,
is extracted and stored. Next, we do a backward
pass. Note that in the general training stage, backpropagation is performed to calculate the gradients
of the total loss with respect to the weights in the
neural network, but in this experiment, we load the
stored Hi,j,c as a variable, and regard the convolution
kernels as constant. Back-propagation is performed
to calculate the gradients of the instance segmentation
loss with respect to each feature map input to
RoIMasking, i.e., Gi,j,c = ∂Lsal /∂Hi,j,c . The absolute
value of Gi,j,c reﬂects the importance of the feature
map pixel Hi,j,c to the saliency task. After summing
|Gi,j,c | in the channel dimension, the gradient map
Gi,j is obtained.
Figure 6 shows the gradient maps for binary
RoIMasking and ternary RoIMasking, respectively.
The orange rectangle is the ground truth bounding
box of a salient instance. By deﬁnition, the pixels
inside the orange rectangle in the ternary mask are
set to 0 and the pixels between the orange and blue
boxes are set to −1. It is obvious that there are
evident responses in the background (marked as “−1”
in the ternary mask) in Fig. 6(b). In Fig. 6(a), there

Fig. 6 Gradient maps using binary masking and ternary masking.
Ternary masking considers more peripheral information about the
region around the proposal. The input image is shown in Fig. 4(a).

are only a few responses between the orange and
blue boxes. This indirectly indicates the importance
of the contextual information around the regions of
interest. More experimental results can be found in
the experiments section.
3.5

Segmentation branch

Taking into account the structure of our backbone,
we take the feature maps from the lateral layer
associated with conv3 with a stride of 8 as the
input to our segmentation branch, trading-oﬀ between
global context and details. Before connecting our
RoIMasking layer, we ﬁrst add a simple convolutional
layer with 256 channels and kernel size 1 × 1 to
compress the number of channels. Despite the
RoIMasking layer, it is still diﬃcult to distinguish
salient instances from other instances inside the same
RoI. To do so, we add a segmentation branch similar
to Mask-RCNN [31] to help better distinguish the
instances.
As pointed out in Ref. [60], enlarging the
receptive ﬁeld is helpful for segmentation related
tasks. Inspired by Refs. [31, 60], we design a new
segmentation branch by introducing skip connections
and dilated convolutional layers (see Fig. 2(c)). As
well as two residual blocks, we also add two 3 × 3 max
pooling layers with stride 1 and dilated convolutional
layers with dilation rate 2 to enlarge the receptive
ﬁeld. All convolutional layers have kernel size 3 × 3
and stride 1. The ﬁrst three have 128 channels and
the remainder, 64, which suﬃce for salient instance
segmentation.
3.6

Loss function

For saliency detection, we have a human annotated
ground truth saliency map. The target for the loss
function is to constrain our model to predict a map for
each salient object as similar as possible to the ground
truth saliency map. As described above, there are two
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branches in our framework for detection and saliency
segmentation, respectively. The detection branch
undertakes objectness classiﬁcation and coordinates
the regression task, while the segmentation branch
performs saliency segmentation. Therefore, we use a
multi-task loss L on each training sample to jointly
train the model:
L = Lobj + Lcoord + Lseg
(1)
Here, the losses are Lobj for the objectness
classiﬁcation task, Lcoord for the regression task, and
Lseg for the saliency segmentation branch. These
loss functions are equally weighted. In this paper,
positive object proposals are considered to be those
with intersection-over-union (IoU) with the ground
truth > 0.5. As positive proposals are far fewer than
negative samples in the detection branch, we adopt
the following strategy. Let P and N be the sets of
positive and negative proposals, and NP and NN
be the numbers of positive and negative proposals
(NP  NN ). Then we calculate the positive
and negative objectness loss separately to avoid
domination of negative gradients during training:
⎛

Lobj = − ⎝

⎞

1 
1 
log pi +
log(1 − pj )⎠
NP i∈P
NN j∈N

(2)
where pi is the probability of the ith proposal being
positive.
We use SmoothL1 loss as in Fast-RCNN [28] for
coordinate regression and cross-entropy loss as in
Mask-RCNN [31] for the segmentation branch.

4

Experiments

In this section, we carry out a detailed analysis
to evaluate the contribution of each component of
our method by ablation studies. We also perform
thorough comparisons with state-of-the-art methods
to exhibit the eﬀectiveness of our approach. We use
the dataset proposed in Ref. [9] for all experiments.
It contains 1000 images with well-annotated instancelevel annotations. For fair comparisons, as in Ref. [9],
we randomly select 500 images for training, 200 for
validation, and 300 for testing.
4.1
4.1.1

Implementation details
Training and testing

During training, the IoU is used to determine whether
a bounding box proposal is a positive or negative

sample in the detection branch. A bounding box
proposal is positive if its IoU > 0.5, and negative if
IoU < 0.5.
In the testing phase, the bounding boxes fed
into the RoIMasking layer come from the detection
branch, but in the training phase, we directly
feed the ground truth bounding boxes into the
RoIMasking layer. This provides the segmentation
branch with more stable and valid training data and
meanwhile accelerates the training process, as veriﬁed
by empirical experiments.
4.1.2

Hyper-parameters

Our proposed network is based on the TensorFlow
library [61]. The input images are augmented by
horizontal ﬂipping. The hyper-parameters are set as
follows: weight decay = 0.0001, momentum = 0.9.
We train our network on 2 GPUs for 20k iterations,
with an initial learning rate of 0.004 which is divided
by a factor of 10 after 10k iterations. It only takes
40 minutes to train the whole model.
4.2

Ablation studies

To evaluate the eﬀectiveness of each component
in our proposed framework, we trained our model
on a salient instance segmentation dataset [9].
Following standard COCO metrics [62], we report
results in terms of mAP (averaged precision over
IoU thresholds), including mAP0.5 and mAP0.7 .
Furthermore, to analyze the ability to distinguish
diﬀerent instances, we also consider another set which
only contains instances with occlusion, which is
denoted by mAPO .
4.2.1

Eﬀect of RoIMasking

To evaluate the performance of the proposed
RoIMasking layer, we also consider using RoIPool
[28] and RoIAlign [31]. We replace our RoIMasking
with RoIPool and RoIAlign in two comparative
experiments while keeping all other network
structures and experimental settings unchanged.
Quantitative results are listed in Table 1. As
can be seen, our proposed binary RoIMasking
and ternary RoIMasking both outperform RoIPool
and RoIAlign at mAP0.7 . Speciﬁcally, ternary
RoIMasking improves upon RoIAlign by around 2.1%:
considering more contextual information outside the
proposals helps salient instance segmentation.
To further verify the eﬀectiveness of our
RoIMasking layer, we also consider a binary masking
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Fig. 7 Above: selected examples of instance-level saliency segmentation results on the dataset proposed by Ref. [9]. Below: examples with
more complicated targets and backgrounds. Even partially occluded instances can be well distinguished and segmented by S4Net.

case in which the values in the yellow area of Fig. 5(d)
are all set to 1. The penultimate line in Table 1 shows
the corresponding results. As can be seen, the results
are even worse when binary masking is used: simply
enlarging the regions of interest does not help to
discriminate salient instances. However, when the
signs of the extended regions in the mask are ﬂipped
(ternary RoIMasking), the best results are obtained
(bottom line of Table 1). This demonstrates that
changing the signs of the extended regions in the
mask explicitly increases the contrast between the
salient instances and background. More importantly,
non-salient regions inside the proposals tend to be
predicted to the same class as the extended regions, so
the ability to separate features between target objects
and their nearby background plays an important role
in our approach.
Table 1 Ablation experiments analyzing our RoIMasking layer. We
also give results using RoIAlign and RoIPool proposed in Mask RCNN [31] and Fast R-CNN [28] respectively. RoIMasking outperforms
RoIAlign and RoIPool even for images with occlusion
mAP0.5

mAP0.7

mAP0.5
O

mAP0.7
O

RoIAlign

85.2%

61.5%

79.2%

47.7%

RoIPool

85.2%

61.1%

80.3%

50.9%

Binary RoIMasking

85.5%

62.4%

80.1%

49.4%

Ternary RoIMasking

86.7%

63.6%

81.2%

51.5%

Method

Table 2 Performance of S4Net with diﬀerent expanded areas. All
the results are based on ResNet-50 [57]. α = 1/3 gives the best result
α

0

1/6

1/3

1/2

2/3

1

mAP0.5

85.9%

86.4%

86.7%

86.5%

86.2%

85.9%

mAP0.7

62.5%

63.4%

63.6%

63.3%

62.4%

62.0%

4.2.2

Size of contextual regions

To better understand our RoIMasking layer, we
analyze how large the contextual regions should be.
Suppose the bounding box of a salient instance has
width and height w and h respectively. We deﬁne
an expansion coeﬃcient α to denote the width of the
“−1” region in the RoI mask, so the valid region has
width and height w + 2αw, h + 2αh. By default, we
set α to 1/3. We also considered various values of α
to explore its inﬂuence on the ﬁnal results as shown
in Table 2, but found both larger and smaller values
of α slightly reduce performance. This indicates that
a region of this size suﬃces to discriminating diﬀerent
instances, and a larger “−1” region may cause more
salient instances to be viewed, weakening the ability
to identify the “real” salient instances.
4.2.3

Number of proposals

The number of proposals sent to the segmentation
branch also aﬀects performance: more proposals lead
to better performance but at greater computational
costs. Figure 8 shows the relationship between
performance and speed with increasing number of
proposals.
Further performance gain is not obvious when the
number of proposals exceeds 20. Speciﬁcally, when
we set the number of proposals to 100, only around
1.5% improvement is achieved but the runtime cost
increases dramatically. Taking this into account, we
take 20 proposals as a trade-oﬀ during the inference
phase. Users may tune the number of proposals
according to their task.
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lists the results using diﬀerent base models. As one
can see, base models with better performance on
classiﬁcation also work better in our experiments.
For speed, real-time processing can be achieved by
our proposed S4Net. When the size of input images
is 320 × 320, S4Net has a frame rate of 40 fps on a
GTX 1080 Ti GPU. Using MobileNet [63] as our base
model allows S4Net to run very fast, at a speed of 91
fps.
4.3

Fig. 8 With increasing proposals, S4Net performs better, but the
time taken increases in parallel.

4.2.4

Coeﬃcients in the loss function

S4Net requires only a few hyperparameters. Besides
the expansion coeﬃcient α and the number of
proposals in the segmentation branch, we also analyze
how the coeﬃcients in the loss function aﬀect the
overall performance, by changing the weights for Lobj
and Lseg and retraining the model. Table 3 shows the
results, indicating that (0.3, 1) for (Lobj , Lseg ) is the
best choice; S4Net is insensitive to these coeﬃcients
when they are in a reasonable range, and tuning them
brings little beneﬁt.
4.2.5

Base models

Besides using ResNet-50 [57] as a base model, we
also tried three other popular base models: Resnet101 [57], VGG16 [64], and MobileNet [63]. Table 4
Table 3 Performance of S4Net evaluated by mAP0.7 for diﬀerent
coeﬃcients for Lobj and Lseg in the loss function, to determine the
optimal settings and analyze sensitivity to these coeﬃcients. “diverge”
indicates the loss function fails to converge in training. Changing the
coeﬃcients has little impact
Coeﬃcients

0.1

0.3

1

3

10

Lobj

63.1%

63.6%

63.2%

62.4%

62.7%

Lseg

63.4%

63.3%

63.6%

62.9%

diverge

Table 4 Performance of S4Net when using diﬀerent base models.
When we change the default ResNet-50 to ResNet-101, 3.2%
improvement is obtained at the cost of a little extra time. Using
MobileNet [63] as our base model yields a frame rate of more than 90
fps on a GTX 1080 Ti GPU

Comparison with state-of-the-art

Unlike salient object detection, which has been
studied for many years, salient instance detection
is a relatively new problem. There is only one related
approach, MSRNet [9], that can be used for direct
comparison. In this experiment, we compare our
S4Net based on ResNet-50 [57] with the MSRNet
method. We report the results using mAP0.5 and
mAP0.7 metrics.
4.3.1

Quantitative analysis

Two datasets are used in our experiments. The results
of comparative experiments on the dataset proposed
by Ref. [9] are listed in Table 5. Our proposed
S4Net achieves better results for both mAP0.5 and
mAP0.7 than MSRNet [9]. Speciﬁcally, our approach
improves the baseline results presented in MSRNet
[9] by about 21 points in mAP0.5 . We also have a
great improvement on the same dataset for mAP0.7 .
4.3.2

SOC benchmark

To further verify the the performance of our proposed
framework, we also conducted an experiment on
another instance-level saliency detection dataset, the
SOC benchmark proposed by Ref. [65], which contains
6000 training samples and 1200 test samples. As
shown in Table 6, S4Net achieves reasonable instancelevel saliency detection accuracy. Because SOC is
a new benchmark, there is no public baseline for
comparison, so here we can only show our own results.
Table 5 Quantitative comparison with existing methods. Instance
segmentation maps of Ref. [9] and related code are unavailable, so
denoted by “—”
Methods

mAP0.5

mAP0.7

mAP0.5
O

mAP0.7
O

MSRNet [9]

65.3%

52.3%

—

—

S4Net

86.7%

63.6%

81.2%

51.5%

Base models

mAP0.5

mAP0.7

ResNet-101 [57]

88.1%

66.8%

33.3

ResNet-50 [57]

86.7%

63.6%

40.0

VGG16 [64]

82.2%

53.0%

43.5

Method

S measure

F measure

MobileNet [63]

62.9%

33.5%

90.9

S4Net

85.9%

82.1%

Speed (fps)

Table 6

Saliency detection results on SOC dataset
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Applications

In this section, we apply our proposed S4Net to
a popular vision task—weakly-supervised semantic
segmentation. Recent work [33, 34] has demonstrated
that salient object detectors [15, 16, 19, 66] provide
good initial heuristic cues for learning semantic
segmentation. Given a collection of simple images
[33, 34], each of which is associated with one semantic
class, saliency maps oﬀer higher quality heuristic cues
than attention maps provided by attention models
[67, 68]. Despite this, modern saliency detectors often
lack the ability to distinguish two adjacent salient
instances. What is worse is that sometimes saliency
detectors output not only semantic objects but also
part of the background, causing interference when
learning semantic segmentations. Fortunately, our
salient instance detector is able to avoid this issue,
as our method produces results with instance-level
information, allowing the discarding of unimportant
instances.
For training samples with multiple
keywords, such as the images in PASCAL VOC
[36], discriminating diﬀerent instances is essential
for keyword assignment.
5.1

Comparisons with related work

To better highlight our strengths, we follow the
idea proposed in Ref. [33], which presented a
simple-to-complex framework for learning semantic
segmentation with the support of only salient object
detectors. As the goal of this section is to exhibit
the superiority of our approach to regular state-ofthe-art saliency detectors, we only show the results
from the ﬁrst-round iteration in Ref. [33] in terms
of mean IoU. Here we take the simple dataset [34]
as the training set, which contains nearly 24,000
samples with one keyword per image. To generate
heuristic cues for learning semantic segmentation, we
refer to the instance segmentations as a binary map
for each image; all the instance segmentations share
the same category as the image. After predicting
instance-level saliency masks for each image, we
take the input keyword as category information, so
complete training data with pixel-level annotation is
generated. Following Ref. [33], we adopt the widelyused DeepLab-Large-FOV architecture [69] as our
network. The results are shown in Table 7. It is
obvious that training with our instance segmentations
on the same dataset works much better than using

Table 7 Semantic segmentation results with diﬀerent initial heuristic
cues on the PASCAL VOC validation set. Training with our instancelevel saliency cues greatly outperforms settings with regular saliency
cues
Model

Heuristic cues

Val set

DeepLab-VGG16

Saliency maps [16]

DeepLab-VGG16

Saliency maps [19]

49.8%
52.6%

DeepLab-VGG16

Attention [70] + Saliency [19]

53.8%

DeepLab-VGG16

Salient instances

57.4%

DeepLab-ResNet101

Salient instances

61.8%

other heuristic cues. Our approach obtains a 4.8%
performance gain compared to using the DSS salient
object detector [19].
5.2

Discussion

This paper has shown the strength of replacing
saliency maps by a recent state-of-the-art method
[19] with our instance-level saliency maps. In fact,
with the salient instance segmentations provided, we
can conduct a series of high-level operations to select
reliable salient instances instead of them all. For
example, we can use clustering methods to group
similar instances while discarding those instances
far from the clustering center in some feature space
for each category. The salient instances can also be
combined with attention models for ﬁltering instances
with small areas detected. In summary, we wish to
stress the wide range of uses of our salient instance
detector when applied to weakly-supervised semantic
segmentation; giving more details lies beyond the
scope of this paper.

6

Conclusions

This paper has presented a single stage salientinstance segmentation framework, which is able to
segment instance-level salient objects in real time.
The key novelties include (i) the ROIMasking layer,
which takes into account both information inside
the proposals and contextual information outside the
proposals, while preserving the original resolution and
aspect ratio of regions of interest, and (2) an advanced
salient instance discriminator which enlarges the
receptive ﬁeld of our segmentation branch, boosting
performance. Thorough experiments show that the
proposed RoIMasking greatly outperforms RoIAlign
and RoIPool, especially for distinguishing instances in
the same scope. Our S4Net achieves state-of-the-art
performance on a publicly available benchmark.
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