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Introduction
The application of proton beams for external radiotherapy experiences a strong increase. Its advantages compared to conventional photon therapy -better spatial precision and higher dose deposition in the treatment volume -lead to successful applications, e.g. in pediatric treatments and treatments of prostate cancer. This goes in hand with an increased demand for dosimetric systems with high spatial resolution and a linear dose response, especially for the high LET in the Bragg peak region, for quality control and online monitoring of organs at risk.
In order to keep the overall dosimetric treatment uncertainty below the 5% margin recommended by the IAEA [1] , a maximum uncertainty of 1% on the actual dose measurement is advised. This requirement can be met by an ionization chamber attached with high fidelity cables to an accurate electrometer. Due to its mostly LET independent response, the ionization chamber is the reference system for hadron therapy dose and dose rate measurements. However, the relatively large sensitive volume compromises its applicability in very small and narrow fields. Additionally, changes in air temperature and pressure must be accounted for.
Solid state detectors can overcome these limitations and provide spatially highly resolved dose and dose rate measurements with the required accuracy. Among possibly suitable detectors, there are radiochromic films [2] , alanine detectors [3] and polymer gel dosimeters [4] . The challenge of these devices is their LET dependent response which leads in most cases to an underestimation of the dose in the Bragg peak region. There are indications that diode detectors, when specially pre-irradiated, can yield an LET independent signal and can be used for relative measurements, e.g. to record the shape of a depth dose curve [5] .
A solid state detector with which an LET independent response can be reached is the diamond detector. Commercially available detectors have successfully been applied to absolute dosimetry with the required accuracy [6] .
Complementary to diamond detectors, this work investigates the use of probes based on the radioluminescence (RL) and optically stimulated luminescence (OSL) of beryllium oxide (BeO).
BeO is a well-known luminescent material with excellent tissue equivalence for photon and electron radiation [7] [8] [9] [10] . The material is used as an OSL detector in personal and scientific dosimetry systems for more than a decade [11] [12] [13] [14] [15] [16] [17] [18] . The RL of BeO has been shown to be linear to the applied dose rate in photon fields [19] . The combination of RL and OSL measurements has been tested in photon fields [20, 21] , with probes attached to optical fibers. Dose and dose rate measurements were possible after a proper treatment of the light which is generated in the fiber itself. The pulsed character of accelerator induced beams allows a temporal discrimination of this so called "stem effect" which appears promptly from the RL and OSL light which has a time constant of approximately 30 µs [21] .
It is known from photon irradiation that the OSL response of BeO is dependent on the energy of the secondary electrons and thereby the LET. The sensitivity is decreasing with higher LET -referred to as quenching in the following. The aim of this work is to quantify the amount of quenching in the RL signal of BeO as well as in the OSL of BeO in proton fields and to investigate possible means of detecting and correcting the quenching.
In the simplest model, the effect of quenching is caused by local saturation of the available luminescence centers, so that not all locally deposited energy leads to populated traps and thereby to luminescence light. The decrease of the signal M with increasing stopping power S can be described by the semi-empirical Birks' model [22, 23] :
M 0 is the unquenched signal which is not affected by the density of available states. k B is a material and process specific parameter. Birks' law is formulated and well tested for organic scintillators. Although it has been applied to inorganic scintillators [24] , its applicability to (stimulated) luminescence of BeO is not necessarily accurate. It will however serve as a test for plausibility and thereby verify that an observed decrease in the signal can be attributed to quenching. Since the mechanisms of RL and OSL in BeO happen at different luminescence centers with different densities of states, RL and OSL have to be treated individually.
Quantification and correction of the quenching effect will have a major impact on the feasibility of OSL and RL for dose and dose rate measurements in proton fields.
Materials and methods
Irradiation has been performed at the AGOR cyclotron, KVI-CART, University of Groningen, The Netherlands. The superconducting AGOR cyclotron accelerates protons up to 190 MeV with a frequency range of 24-62 MHz [25] . Details about the setup of the proton beam line can be found in [26] .
The primary beam leaving the vacuum passes through a double scatter setup (1.44 mm Pb; 0.9 mm W) in order to provide a flat irradiation field at the location of the phantom [26] . Before the scatter setup, ionization chambers are used as beam intensity monitors (BIM) to measure the fluence [26] . This is followed by a field shaping collimator. This beamline setup causes a non monoenergetic proton beam with a second small peak in a lower depth than the position of the main Bragg peak. The interactions undergone by the protons in the beamline produce also other secondary particles which contribute to the dose deposition. The diameter of the proton beam at the target position is 7 cm.
The irradiated phantom is made out of 20 PMMA slabs (100 mm × 100 mm × 10 mm, density 1.18 g/cm 3 ) stacked horizontally in a 30 cm L-bracket (also PMMA). An additional block of PMMA (100 mm × 100 mm × 50 mm) is fixed on the bracket to ensure the correct placement of the slabs. Different adapter slabs can be exchanged with the slabs of the phantom to place a Markus chamber (PTW Freiburg), the OSL detectors or the RL probes in the center of the beam profile at different depths inside the PMMA phantom. The assembly with the different adapters is displayed in figure 1 . The BIM has been calibrated with the Markus chamber. In each irradiation, 10.2 mGy were delivered at the first position of the Markus chamber, i.e. at a depth of 5.78 mm. At the given amplification this corresponds to 10 6 monitor units (MMU). Assuming that the BIM acts as a counting device, the relative uncertainty (one standard deviation) of the delivered dose is therefore 1/1000.
OSL setup
The setup for the OSL measurements with BeO is displayed in figure 2 . The 4.7 mm × 4.7 mm × 0.5 mm BeO detectors (Thermalox 995, Materion, density 3.02 g/cm 3 ) used in this experiment have been described in previous publications [10, 17] .
Nine detectors have been placed in a 3 × 3 frame. The center of the sensitive volume of the detectors was 5.75 mm from the surface which corresponds to the sensitive depth of the Markus chamber at 5.78 mm. Each measurement in a certain depth has been done with fresh detectors in order not to accumulate dose and compromise the measurements by saturation effects. Prior to the experiments, each detector has been individually calibrated with a 137 Cs source at a calibration dose of 10 mGy. The single photon events from the photon sensor are sampled by an FPGA hybrid board as described in [27] . The analysis of the generated time stamp raw data is based on a rectangular weighting approach considering the time dependent structure of the signal due to the modulated stimulation. The method includes zero dose subtraction and dead time correction as well as a correction of other photon sensor related parasitic effects.
In addition to the dose, the uncertainty is calculated based on assumption that each measurement of single photons is a Poisson process and obeys the corresponding statistical laws. In the total dose uncertainty, the counting uncertainty of the actual measurement, the foregoing measurement of the zero signal and the calibration are included. The intensity and time duration of the stimulation have been chosen in order to achieve 2% (2σ) or less at a 10 mGy measurement which is in the range of a required accuracy of a potentially clinically applicable system.
RL setup
The RL measurements have been performed using a cylindrical BeO ceramic (height 1 mm, diameter 1 mm, Thermalox 995, Materion). The luminescent detector is coupled to a PMMA light guide (diameter 1 mm, length 15 m, LEONI Fiber Optics) by transparent epoxy resin (EPO-TEK 301-2, Epoxy Technology). The assembly is encapsulated in light tight epoxy resin (EPO-TEK 320, Epoxy Technology). Heat shrinking tube is added to increase the mechanical resilience. The light guide is surrounded by black PE cladding with 2.2 mm diameter. A second probe without a luminescent detector is used as a reference to eliminate the stem effect, i.e. the luminescent signal which is generated due to the irradiation of the light guide. The probes are coupled directly to a single photon sensor (H10682-210, Hamamatsu) by an SMA 905 fiber connector. No additional optical filtering of the luminescence light is applied. The signal of the photon sensor was transmitted out of the irradiation room by a BNC connection. The counting of the single photon events was performed by an FPGA connected to a PC with dedicated LabVIEW Software which was located in the control room. The setup for the RL measurements is displayed in figure 3 . The calibration of the system has been done in advance with a 137 Cs source (28 mGy h −1 ) at TU Dresden. A measurement without any connected probe has been performed to evaluate the signal of the single photon sensor which remained at a fixed position with low dose rate inside the irradiation room during all irradiations. The dark count signal of the single photon sensor without any irradiation was negligible (< 2 s −1 ) for all RL measurements.
Simulations
The simulations were performed with the Monte Carlo transport program FLUKA [28, 29] using HADROTHErapy as default settings. The delta ray production and the particle transport threshold were set to 100 keV, except for neutron transport which was set down to thermal energies. A flat and circular beam (at 15 cm from the phantom entrance) was chosen similar to the one at the AGOR irradiation facility [26] .
In order to reproduce the experimental irradiations, the proton beam was defined using the energy fluence spectrum of protons before the phantom entrance. Secondary photons and neutrons produced by proton interactions in the beamline are of particular interest for the present work and their respective energy fluence spectra were also included in the beam definitions. The resulting energy spectrum was adjusted to reproduce the Markus chamber measurements in PMMA.
The setup for the PMMA and OSL irradiations (figure 1) were reproduced in the simulations. The ionization potential values used for protons in PMMA and BeO were 74.0 and 93.2 eV, respectively. The scoring mesh for the dose deposition was set equal to the detector size in each setup. The number of primaries were 5 × 10 6 for the proton spectra and 5 × 10 7 for neutron and photon spectra for all simulations.
Results

OSL measurements
At each depth, nine OSL dosimeters have been irradiated at once. In table 1 of the appendix, all dose readings from the OSL dosimeters are shown. The OSL measurements at one depth are uniform within the uncertainty of each measurement of approximately 2% (2σ). In the entrance path this confirms the spatial uniformity which is achieved with the double scattering setup. At larger depth where there is an underestimation of the OSL dose -which is examined in the next section in detail -the uniformity persists which indicates that the quenching is due to fundamental properties like the density of available states like formulated in Birks' law. In contrast, the sensitivity, i.e. the amount of luminescence light due to a given dose, varies largely among the dosimeter ensemble. The dosimeters are individually sintered ceramics chips which may have very different optical properties in terms of scattering and absorption. After calibration, these optical differences are accounted for so that the observed quenching in terms of a reduction of measured dose can be attributed to processes in the band structure alone. In the following analysis, only the mean dose value at a certain depth is considered. Figure 4 compares the results of the OSL and RL measurements with the Markus chamber reference. Assuming Bragg-Gray conditions, the OSL and RL results have been scaled with the mass stopping powers to the dose in PMMA. In this approximation the mass stopping powers were obtained using the PSTAR database from NIST [30] for PMMA and the stopping power calculator from SR-NIEL [31] for BeO with iteratively calculated values for the remaining proton energy at each depth in the phantom assuming mono-energetic primary protons.
Simulation and comparison
The scaled OSL and RL curves are in very good agreement with the reference regarding the entrance dose in the low LET region up to 7 cm. The position of the main Bragg peak at 19 cm can also be reproduced by all three measurement methods. Due to the scatter setup of the beam there is a lower energy component in the primary beam which causes the second Bragg peak at approximately 12.5 cm. This feature is also present in both the OSL and RL measurements and the reference. Going to larger depths the OSL and RL measurements suffer from an underestimation of the dose, i.e. quenching, which is caused by a raise in LET.
The Markus chamber measurement serves as a reference for the simulation, which has been adapted to reproduce the measured shape. In figure 5 , the simulated and the measured depth dose curve in PMMA are shown. They have been brought into agreement in the peak region and the secondary peak. There is only a very slight underestimation of the simulation in the entrance path. Secondary particles in the scatterers and the collimators have been considered, but no from supporting structure which is not directly hit by the beam. Radiation emerging from such components or inaccuracies in the physical models might cause this minimal underestimation.
In a second set of simulations the dose in BeO has been scored. Figure 6 displays the resulting total dose in BeO in comparison with the measurements. The entrance dose and the positions of the Bragg peaks are in well agreement. For values at larger depths, there is a considerable underestimation of the measured signals, which is studied in more detail in the next section. Markus chamber as reference.
Quenching
To quantify the effect of quenching in BeO, the measured dose values (OSL and RL) are divided by the simulated values. The results are displayed in figure 7 . In general, the curves for OSL and RL show the same behaviour. Both ratios start slightly above one and decrease with increasing depth, i.e. with increasing LET. The deviation from the strictly monotonous character at 12.5 cm depth can be explained by the presence of the second lower energy component in the proton spectrum. Since both curves show a different slope, the quenching of the OSL signal differs from the quenching of the RL measurement. This feature can be exploited to correct for the quenching effect, without knowing the LET. The ratio of the OSL to the RL value shows a direct correlation to the amount of quenching, as displayed in figure 8 vs. the ratio of the reference dose (measured with the ionization chamber) per measured OSL dose. The data has been approximated by a second-order polynomial. The deviation in the lower left of the graph is caused by the lower energy component.
Using the correlation displayed in figure 8 a quenching correction of any measurement can be applied by the following steps. First perform the OSL and RL measurement at a certain depth and determine the ratio of the dose obtained by OSL D OSL to the dose from the RL measurement D RL . This ratio is a monotonous function f of
as displayed in figure 8 . The reference dose D PMMA can then be calculated using the inverse function f −1 by 
It represents the dose in PMMA without any quenching effect. The result of the procedure is plotted in figure 9 . In this example the OSL data which is corrected is the very same which is used to obtain the correlation curve in figure 8 . Therefore the result is obvious and the figure only serves demonstrative purposes. However the method can be applied universally to any set of OSL/RL data.
According to the Birks' model, the quenching has its cause in the increase in LET. This is the motivation to investigate the OSL and RL signal ratio in dependence of the stopping power, which is accessible via simulation only. Under Bragg-Gray conditions, the dose due to primary protons is proportional to the stopping power. The major difference between the proton dose and the total dose is in the entrance path (cf figure 4) . Figure 10 displays the measured OSL/RL ratio vs. the simulated dose generated by protons. There is a strong linear correlation and the second order deviation from a linear function has been straightened out. The deviations at 11 mGy might be caused by the fact that this approach neglects that even the neutron dose is caused by recoil protons of a broad energy spectrum. The OSL/RL ratio appears under these conditions as a good measure for the proton stopping power which can be transferred to residual range in a monoenergetic field.
Conclusion
Both the OSL and RL of BeO show a dependency on the dose delivered by an MeV proton beam.
In the low LET range of the entrance path up to 10 cm depth the two methods deliver the correct absorbed dose. With increasing LET quenching effects cause an underestimation of the dose compared to an ionization chamber reference. The combined use of OSL and RL with different quenching characteristics makes it possible to correct dose readings to an unquenched signal in a given radiation field and thereby also accounting for a transition to dose in another material, e.g. from BeO to PMMA in this case. The investigation of the OSL to RL ratio in dependence of the (simulated) proton only dose suggests, that the ratio might be a useful measure to accurately determine the residual proton range in monoenergetic proton fields. Further investigations in a clean and monoenergetic radiation field will allow to study the feasibility of combined OSL and RL measurements to determine the range and dose. If it can be shown that this is possible within clinically required limits, this technique can improve the quality assurance especially in scanned proton fields, where individual pencil beam spots can be verified not only in terms of absolute dose but also in residual range from a dosimeter placed in the entrance path. An important practical goal for the applicability is the integration of the two measurement approaches into one combined OSL/RL system. 9.17 ± 0.16 9.00 ± 0. 16 9.09 ± 0.16 9.13 ± 0.16 9.07 ± 0. 16 9.13 ± 0.16 9.24 ± 0.17 9.05 ± 0. 16 9.12 ± 0.16 9.14 ± 0.16 8.98 ± 0. 16 9.09 ± 0.16 9.17 ± 0.16 9.14 ± 0. 16 9.12 ± 0.16 9.32 ± 0.17 9.14 ± 0. 16 9.18 ± 0.16 9.28 ± 0.17 9.10 ± 0. 16 9.15 ± 0.16 9.28 ± 0.16 9.26 ± 0. 16 9.24 ± 0.16 9.42 ± 0.17 6.575 9.09 ± 0.16 7.575 9.16 ± 0.16 8.575 9.26 ± 0.16 9.11 ± 0. 16 9.11 ± 0.16 9.19 ± 0.16 9.10 ± 0. 16 9.22 ± 0.17 9.21 ± 0.16 9.11 ± 0. 16 9.18 ± 0.16 9.19 ± 0.16 9.09 ± 0. 16 9.16 ± 0.16 9.18 ± 0.16 9.13 ± 0. 16 9.23 ± 0.16 9.29 ± 0.16 9.33 ± 0. 16 9.17 ± 0.16 9.26 ± 0.16 9.40 ± 0. 17 9.30 ± 0.17 9.36 ± 0.16 9.40 ± 0. 17 9.30 ± 0.16 9.40 ± 0.17 9 .575
