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Abstract 
When dealing with the identification of skeletonised human remains, osteological features can be 
used to reduce the pool of individuals to whom the remains may belong by estimating biological 
factors such as ancestry and sex. While pre-existing quantitative methods for estimating ancestry 
and sex can achieve considerable accuracy, they typically use sparsely located landmarks, risking 
the loss of meaningful information between the data points. These methods also require substantial 
levels of manual input, which is time consuming and often requires specialised recording 
equipment. This also acts to restrict use of analytical methods to the laboratory. The overarching 
aim of this thesis is to determine if morphology of the skull, specifically its outline in norma 
lateralis as viewed in a 2D photograph, can be used to accurately estimate the ancestry and sex of 
skeletons. 
When capturing lateral 2D views of 3D skulls, anatomical characters that are positioned more 
laterally act to obscure morphologies of interest due to the camera viewpoint. To evaluate the level 
of information retained in 2D lateral views, the 'anterior profile line' visible as the skull margin was 
traced in a 3D view. This also resulted in a reworking of the pre-existing craniometric terminology 
used to describe skulls in 2D views (also extended herein to faces). 
A standardised photography protocol was developed to acquire images of skulls in norma 
basalis, frontalis, lateralis, and verticalis, and applied to adult skulls of known sex from different 
populations sourced from: the Pretoria Bone Collection, the Hamann-Todd Human Osteological 
Collection, the WM Bass Donated Skeletal Collection, the Robert J Terry Anatomical Skeletal 
Collection, the Chiba Bone Collection, and the Khon Kaen Osteological Collection. Photographs 
were taken in a manner that permitted the profile line to always be in focus in a lateral view, with a 
single setup using: a full-frame Canon 6D camera body fitted with a 100 mm macro lens, and with a 
set subject-to-camera distance of 1.20 m. 
To visualise the average morphology of each sex and ancestry group in photographic resolution 
(i.e., centroids of data), means were calculated of anterior and lateral skull photographs using 
Psychomorph. These depictions of group means serve as texture mapped versions of group 
centroids for the skull outlines, and thus provide high-quality visual representations for group 
comparisons with an unknown skull. 
Skull and cranial outlines were specifically extracted from the photographs and analysed with 
elliptical Fourier analysis (EFA) using 40 harmonics on partial Procrustes aligned coordinates. Both 
size-retained and size-normalised methods were employed. EFA coefficients were subject to 
principal component (PC) analysis to reduce the data and to assess variations in size and shape of 
the outlines. The PCs were statistically significant overall by ancestry and sex, for skull and cranial 
outlines both with and without size information (p < 0.01). Linear discriminant function analysis 
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was used to derive group classification models, and using five-fold cross-validation to estimate 
classification accuracy. 
Using skull outlines, size-retained data correctly classified ancestry and sex 73 % of the time 
with all seven groups included in the comparison. This accuracy decreased to 60 % with size 
normalisation. Cranial outlines for the seven group comparison correctly classified 73 % and 62 % 
with size-included and size-normalised analyses respectively. A four-way assessment of ancestry 
and sex for Black and White females and males using size-retained skull outlines achieved 67-89 % 
correct classifications, with an overall accuracy of 78 %. For comparison, analysis in FORDISC 3.1 
using 14 measurements visible in norma lateralis achieved 66-80 % accuracy (74 % overall); and 
stepwise selection of the eight best performing variables achieved 70-84 % correct classifications 
(79 % overall). 
Accuracy of out-of-group ancestry and sex estimation was assessed using nine DNA-identified 
skulls from the Defense POW/MIA Accounting Agency (DPAA) Laboratory. When compared to 
all seven groups, eight of the nine identified skulls (89 %) correctly classified as White male with 
size retained, with one misclassification as White female (for both skull and cranial comparisons). 
These results indicate that skull and cranial outlines captured in norma lateralis contain enough 
morphological information to enable correct ancestry and sex estimation most of the time. The 
portable and user-friendly nature of the EFA protocol make this method viable for use at skeletal 
recovery sites. This would help to mitigate risk of erroneous repatriation of unknown human 
remains, which is especially pertinent where large distances and expenses are involved. This sex 
and ancestry estimation method has been scripted in R and is freely available as SkullProfiler at 
CRANIOFACIALidentification.com. 
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1. Introduction to Forensic Anthropology 
 
Physical anthropology concerns the study of the physical characteristics of humans, including 
human origins and morphological variation. Forensic anthropology is an applied subset of physical 
anthropology, which focuses on biological variation in a medico-legal context, with particular 
attention given to human skeletal material (Krogman and İşcan, 1986; Stewart, 1979). Development 
of the field is typically attributed to anthropologists from the turn of the 20th century (e.g., Martin 
(1914, 1928), Broca (Schiller, 1992; Spencer, 1982), Dwight (1878), and Hrdlička (1918, 1919)), 
and the field became especially well defined in the United States (US) when Krogman published the 
first comprehensive methodological guidelines with his Guide to the Identification of Human 
Skeletal Material in the FBI Bulletin (Krogman, 1939; Stewart, 1979). 
 
The fundamental premise of forensic anthropology is that variations in skeletal morphology can be 
used to establish a biological profile to aid human identification. This profile includes ancestry, sex, 
age, and stature, and is typically supplemented with documentation of any trauma, pathology, and 
individuating features. In simple terms, ancestry pertains to the genetic lineage of an individual, 
which plays a major role in the determination of phenotype (Relethford, 2009, Sauer and 
Wankmiller, 2009; further details on ancestry can be found in Section 1.1). While morphological 
variation based on ancestry is continuous (see below), humans have a propensity for 
categorisation—as saliently demonstrated across recent history with respect to the misguided view 
and use of discrete and distinct racial groups (see e.g., Coon, 1962; Garrett, 1961; Linnæi, 1958; 
Morton, 1839; Rushton, 1994; Smith, 1810) that, in extreme instances, have resulted in abhorrent 
atrocities of immense scale (Proctor, 1988). The term “race” in the biological sense refers to when 
“within a particular species there exist different populations of the same species which are 
distinguished from one another by the possession of certain distinctive hereditary traits” (Montagu, 
1964, p. xi). However, further to the limitations posed by attempting to categorise continuous data, 
“race” has not been limited to describing ancestral origin, as it “…has been used to refer to the 
aspects of both biological and cultural variation and has been applied to everything from geography 
to genes and from ancestry to language” (Relethford, 2009, p. 16). 
 
Though the invalidity of racial typology has been repeatedly demonstrated (American Association 
of Physical Anthropologists, 1996; Brace, 2005; Relethford, 2009), this notion has persisted in 
modern society. This categorical way of thinking has also not been discouraged by government 
practices (e.g., US Census Bureau, 2017). As a consequence of the widespread acceptance of 
discrete race groups by the public, law enforcement agencies often seek or expect some form of this 
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grouping information to aid identification with the intent of reducing the pool of potential 
individuals for comparison (Stewart, 1979). Forensic anthropologists, therefore, need to consider 
these socially-defined race constructs when attributing skeletal material to a certain ancestry 
(Steadman and Andersen, 2009; Stewart, 1979). Potential identification pools can be further 
reduced (theoretically in half) by exploiting skeletal variation due to the morphological differences 
between females and males (sexual dimorphism). Due to their prominence in the biological profile, 
ancestry and sex are the focus of this thesis. 
 
Before delving into the underlying basis for ancestry- and sex-based variation of skeletal 
morphology, it is important to consider the manner in which reference groups are presented for 
comparison with unidentified remains. The distribution of morphology for both ancestry and sex 
can be thought of as continuous spectra (Fig. 1.1a). Delineation of these spectra into discrete groups 
(Fig. 1.1b-e), as useful for forensic investigations, then becomes particularly complex with regards 
to ancestral affiliation, as race groups are arbitrarily selected and socially defined. Livingstone 
(Livingstone, 1958; Livingstone and Dobzhansky, 1962) and Brace (1964) explained human 
biological variation as multiple continuous and environment/geographic-based systems based on 
Huxley’s cline or continuum (1938), persisting through numerous generations of evolutionary 
effect. Adding further complexity is the factor that group definitions are also dependent on context: 
geographically distinct populations that have had limited or no gene flow may display less 
morphological similarity (due to differential selection pressures) than groups that have experienced 
gene flow (and/or shared the same selection pressures). This concept will be explored further 
below, using specific contextual examples. Similarly, there is a large degree of overlap in 
morphological variation for females and males, and it is for these intermediate individuals that 
estimating sex becomes more difficult (Acsádi and Nemeskéri, 1970; Frayer and Wolpoff, 1985; 
Rogers, 2005; Rösing et al., 2007). 
 
 
 
 
 
 
 
 
 
 
  
 
Figure 1.1— Concept of human variation illustrated using a large sample of individuals (200 000) and two inclusive subgroups. The data are not real, but 
presented to illustrate the concept of socially defined races, where subgroups falling within the continuous range may be emphasised; e.g., two 
geographically distant subgroups relocating to the same locality (initial low gene flow) giving the impression of modal variation. First Row: a) 
overarching dataset (global sample; 200 000 individuals) with continuous human variation across three traits in multivariate space (one trait on each 
axis); b) same data as a) but with two (of potentially many) subgroups highlighted (n = 10 000 each) analogous to socially defined races; c) subgroups 
from b) that disregard intermediary forms and without background context of whole variation spectrum thereby emphasising categorical rather than 
continuous patterning of the variation. Second row: Data for the subgroups using one variable only (z-axis). d) In this case the variation is still 
continuous, but in this particular example enough separation between the subgroups exists to give bimodal peaks. e) variation spectrum with subgroup 
affiliations retained (dashed lines). Plots created in R (R Core Team, 2013). 
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1.1  Ancestry 
The morphological aspects of ancestry arise from two interrelated components: genetic structure 
(Relethford, 2003) and, to a lesser extent, environmental influences (González-José et al., 2004). 
Variation of skeletal morphology, as a result of its underlying genetic components, ultimately arises 
from genetic mutation and is shaped by three other evolutionary forces: natural selection, genetic 
drift and gene flow (Relethford, 2003). Under the modern evolutionary synthesis (Dobzhansky, 
1937; Huxley, 1942; Mayr, 1942; Provine, 1971), natural selection acts as the filter to produce 
adaptations manifested both genotypically and phenotypically. However, human use of technology 
has facilitated travel across large distances in short time frames such that recent genetic influences 
on morphological variation are likely driven by gene flow and encouraged by colonisation, conflict, 
trade, slavery, and globalisation in general (Relethford, 2010). Further to this, Lewontin (1972) 
discovered that 85 % of global genetic variation occurs within populations, in contrast with only 6 
% of the variation occurring between populations. The result is a complex interaction of gene flow 
and environmental influences, with socially-defined groups displaying high levels of variation 
(often more within than between group comparisons). 
 
While race and ancestry may utilise some of the same physical characteristics (American 
Association of Physical Anthropologists, 1996; Jantz and Ousley, 2005), the two concepts are not 
synonymous with one another as race explicitly refers to discrete categorical groups. Selection of 
groupings into which humans are classified has a complex history. Initial typological classifications 
were based on a combination of physical characteristics, such as skin colour and soft tissue 
structure, and nonbiological characteristics such as behaviour and perceived intelligence (e.g., 
Linnæi, 1958; Gould, 1996; Hooton, 1946b). While groupings have since been constantly changing 
based on factors deemed important by individual typologists or local political climates, racial 
categorisation has persisted into modern society. The notion is further entrenched by government 
use of classification terminology—for example, the 2010 US Census included 12 “race” categories 
based on political and public use rather than for scientific or anthropological purposes (Humes et 
al., March 2011; US Office of Management and Budget, 1997). Categorisation is further 
complicated in instances where race labels do not correlate with morphology or ancestral origin. For 
example, the label Hispanic is generally used in the US to describe Spanish-speaking individuals 
without consideration of their geographic origin or self-identified race (Christensen et al., 2013; 
Klepinger, 2006). The term race has thus been continuously reinvented in a social context to 
encompass all differences between populations, including those of a moral, spiritual or intellectual 
nature; with biological differences being misused to support social and political climates of the 
times (see Gould, 1996; Lieberman, 2001). Forensic anthropologists then work to estimate ancestral 
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affiliation using skeletal morphology in consideration of the groups as identified by society and law 
enforcement (Stewart, 1979). 
 
1.2  Sexual Dimorphism 
With regard to the human skeleton, the pelvis is the most sexually dimorphic element in terms of 
shape due to its role in childbirth in females (Phenice, 1969). Broader skeletal differences can also 
be observed, with males tending to be larger than females due to differences in the pubertal growth 
spurt (Bogin, 1999). These sexually dimorphic features are influenced by hormonal regulation 
(Bogin, 1999). While the onset of the male growth spurt is typically an average of two years after 
that of females, it can be extended by an average of one year longer in males (Bogin, 1999), 
resulting in the male skull often being 5-9 % larger than the female skull (Caple and Stephan, 2016; 
Gonzalez et al., 2011; Rosas and Bastir, 2002). Increased levels of testosterone in males also lead to 
increases in both muscle mass and bone formation rates (Johnston, 1998). With bone continually 
remodelling and adapting to biomechanical forces (Currey, 2002), increased muscle mass results in 
greater levels of force placed on bony muscle attachment sites, ultimately resulting in more 
prominent muscle markings. As a consequence, sex estimation using os coxae is generally 
recognised to be easier than that of skulls (Krogman and İşcan, 1986; Spradley and Jantz, 2011). 
 
Shape differences between females and males are present irrespective of size information. Using a 
large global craniometric dataset, Algee-Hewitt (2011) found the primary difference was in the 
range of morphological variability, with males representing both extremes of the pooled-sex 
spectrum, and females situated into a smaller portion of that range. Biological shape and size are 
not to be treated separately however, as they are typically correlated with shape changing in 
response to size, a phenomenon termed allometry (Jungers et al., 1995; Klingenberg, 2016; Lestrel, 
1974; Mosimann & James, 1979). The skeleton is no exception, with allometric changes mainly 
becoming evident through comparison of sexes due to the longer growth spurt duration in males. 
 
1.3  Scientific Rigor 
Estimation of ancestry and sex historically relied on visual assessment of skeletal morphology. 
Forensic anthropology practitioners have since shifted focus towards objective quantitative analyses 
to help improve testability, repeatability, and reproducibility (see Chapter 2 for a discussion of data 
collection formats). This shift recently received further motivation from the US National Academy 
of Sciences releasing the Report on the Forensic Sciences, which stressed the need for establishing 
minimum standards and best practice protocols (National Research Council, 2009). This was in turn 
partly as a result of legal rulings that require forensic expert testimony to be able to undergo 
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scientific scrutiny (Frye v. United States, 1923; Daubert v. Merrell Dow Pharmaceuticals, 1993; 
General Electric Co. v. Joiner, 1997; Kumho Tire Co. v. Carmichael, 1999). While established 
quantitative methods for evaluating biological aspects such as ancestry and sex from skeletal 
material adhere to standards in scientific rigor, these methods commonly require numerous 
measurements to be taken and/or specialised data collection equipment. These factors largely 
restrict analysis to the laboratory. Further, use of these quantitative methods at the site of skeletal 
recovery is generally not recommended (see e.g., DPAA Laboratory SOP 4.3), as conditions may 
not be conducive to examination (e.g., lighting), and conducting analysis under time pressures 
should be avoided to minimise mistakes. However, waiting to conduct analysis in a laboratory is not 
always ideal, as transport of remains to the laboratory should be avoided in some contexts. A good 
example exists with the Defense Prisoner of War (POW)/Missing in Action (MIA) Accounting 
Agency Laboratory, whose primary mission is the identification and repatriation of missing US 
military service personnel from past conflicts (Emanovsky and Belcher, 2012). The transport of 
non-ally remains to the Defense POW/MIA Accounting Agency (DPAA) Laboratory would result 
in unneccessary cost for repatriation of the remains back to the country of origin—cost that could 
be avoided with availability of methods that permit formal estimation of ancestry before transport. 
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2. Analysis of Biological Form 
 
Prior to discussing biological form it is important to mention that form is commonly used to 
encompass all physical characteristics of morphology and is not limited to size (scale), shape 
(outline), and spatial orientation (Lestrel et al., 2004; see Fig. 2.1). The same usage is found 
throughout this thesis. The remainder of this chapter deals with the analysis of size and shape in the 
context of skeletal morphology, with discussions of data collection formats and statistical analysis 
for both morphometric and morphoscopic methods. 
 
 
 
 
 
Figure 2.1—Some components of morphological form: a) size; b) shape—only 
perimeter outline highlighted (white line); and c) spatial orientation. White lines 
indicate standardised Frankfurt horizontal (FH) plane (see below). Adapted from 
Caple et al. (2017) with permission from Springer Nature. 
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2.1  Data Collection Formats 
2.1.1  Imaging of Skeletal Material 
Before considering the different approaches to collecting data it is important to note that, rather than 
analysing skeletal elements directly, analysis is often conducted on images of the original material. 
This conveniently facilitates the establishment (digitisation) and portability of data. While the use of 
photography in forensic anthropology is extensive, recent studies have used photography for 
quantitative analysis of the craniofacial region (Gonzalez et al., 2011; Gonzalez-Jose et al., 2008; 
Gore et al., 2011), the proximal humerus (Tanaka et al., 2000), and the pelvic region (Velemínská et 
al., 2013). Radiographs can also be used as illustrated by studies examining variation in sinus shape 
(Christensen, 2004; Cryer, 1907); clavicles (D'Alonzo et al., 2017; Stephan et al., 2011a; Stephan et 
al., 2014); and cranial vault outlines (Maxwell and Ross, 2014). 
 
The point projection of a 3D object or scene to a 2D image plane compels distortion (Gavan et al., 
1952; Kingslake, 1992; Stephan, 2015, 2017). Distortion takes many forms, but lens distortion 
types commonly commented on are radial distortions that become more noticeable the further the 
pixels are from the image centre, such as barrel or pincushion (Fig. 2.2). Perspective distortion, 
which includes differential magnification of an object and changes the visible edge of a 3D object 
as a function of subject-to-camera distance (SCD), is also important to consider. In order to 
maintain image authenticity, distortion should be kept to a minimum. Lens distortions are more 
prevalent in low quality lenses, which should therefore be avoided by use of well manufactured and 
high quality lenses. Macro lenses comprise symmetrical lens element designs, producing images 
with minimal distortion, and thus providing a useful tool for image analysis (Porter, 2004). 
Perspective distortion is amplified by short SCDs (Fig. 2.3); and/or by non-central positioning of 
the object near the edge of the field of view (Fig. 2.4; Stephan, 2015, 2017). 
 
There have been reservations in the literature about the benefits of using photographs as a 
measurement intermediary (Clarke and Howell, 1972). However, this critique can only be applied 
to those subjected to non-standardised processes. If photographs are taken in a standardised manner, 
then even if distortions are not reduced to zero, the utility of the photographs remains. Here it 
should be highlighted again that perspective distortion can also be minimised by large SCD, and by 
properly locating the object in the centre of the field of view. With these controls, the distortion in 
outline shape can be reduced to fractions of a millimetre (Hursh, 1976; Stephan, 2014). In addition 
to SCD, other parameters that should be standardised in digital photography include lighting, 
camera body, and lens (Gavan et al., 1952). Contrary to common misconceptions however, the focal 
length of the camera lens does not influence object perspective—rather it affects the zoom and 
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resolution, which in turn often influences the SCD by way of what can be fit in the field of view and 
photographer positioning, respectively (Stephan, 2014). Standardisation of photographic protocols 
is vital for scientific studies, not only to minimise distortion, but also to allow testability, 
repeatability, and reproducibility. In a skeletal context, these studies take either a morphoscopic or 
morphometric form, as discussed below. 
 
 
 
Figure 2.2—Examples of distortion due to field of view (FOV) 
placement: a) image of nine identical objects (golf balls) spread 
along the FOV of a Canon 6D fitted with a 100 mm macro lens 
set at 500 mm subject-to-camera distance (SCD); and b) objects 
V and IX superimposed to illustrate differences, aligned along 
the top right margin. Images modelled after Stephan (2014). 
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Figure 2.3—Examples of perspective distortion on a spherical object due to SCD: a) 
image with minimal distortion (taken with 100 mm macro lens at 1.20 m SCD, 
perpendicular to object plane); and b) same image taken with decreased SCD, resulting 
in magnification of object centre and loss of edge information, as well as object 
enlargement on camera sensor (taken with 24 mm wide angle lens at 400 mm SCD to 
keep the same field of view as a)). 
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Figure 2.4—Examples of ‘keystone distortion’ due to subject-to-camera angle tilt: a) 
camera centred on spherical object but not perpendicular to object plane; and b) camera 
tilted to not be perpendicular to 2D object plane but not centred on object. Both images 
were taken using a 24 mm wide angle lens at 400 mm SCD. 
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2.1.2  Morphometric Approaches 
Quantification of skeletal size and shape is most commonly undertaken by defining one or more 
landmarks on the object of interest. Distances and relationships between these landmarks form the 
foundation of morphometric skeletal analysis, facilitating statistical comparisons between 
individuals or groups. Metric methods have commonly been limited to the conventional metrical 
approach (CMA), or traditional morphometrics, which utilises anatomical landmarks to produce 
linear measurements, angles, and ratios. While these traditional methods are inexpensive and easy 
to replicate, they do not preserve the geometric information that morphoscopic methods would 
account for (Bookstein, 1978; Richtsmeier et al., 2002). They are also somewhat limited as they 
may not successfully describe complex and irregular forms commonly found in biological studies 
due to the loss of potentially important shape information between the landmarks. However, they do 
often capture sufficient information to successfully classify shapes above accepted accuracy rates 
(>80 %)—see Chapter 3 for examples where traditional morphometrics achieve accurate ancestry 
and sex estimation. 
 
Geometric morphometrics (GMM) is a statistical treatment of shape that, unlike traditional 
morphometrics, preserves spatial information to permit visual reproduction of the object being 
analysed (Adams et al., 2013). GMM encompasses methods that are predominantly landmark-
based, outline-based, or a combination thereof. The progression and uptake of GMM has largely 
been attributed to Leslie Marcus and the review of GMM by Rohlf and Marcus (1993), where the 
term was purportedly first introduced (Adams et al., 2004). Building on concepts from D’Arcy 
Thompson (1945), landmark-based GMM methods capture subject geometry with coordinate data, 
before being fitted with a suitable function and assessed using a suite of statistical methods 
(Bookstein, 1985, 1991; Gower, 1975; Kendall, 1984; Lele and Richtsmeier, 2001; Marcus et al., 
1993; Marcus et al., 1996; Rohlf and Bookstein, 1990; Slice, 2005; Zelditch, 2004). While 2D 
landmark-based GMM can be applied to easily obtainable data (e.g., photographs and scans), 3D 
formats of these methods typically require more expensive data recording equipment, such as 3D 
scanners or coordinate-measuring machines. As with traditional morphometrics, applications of 
GMM to ancestry and sex variation are explored in Chapter 3. 
 
When there are limited homologous landmarks, or the actual shape is the subject of interest instead 
of the interlandmark relationships, curve-fitting outline methods can be used instead of the 
landmark-based GMM methods (Rohlf, 1990). The introduction of semi-landmarks (Bookstein, 
1991; Gunz et al., 2004) permitted the spaces and curves between traditional landmarks to be 
included in analysis by either blurring boundaries or using the points to fit curves. While these 
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methods are supplemented by pseudo- and semi-landmarks to boost point sampling between 
homologous landmarks (Bookstein, 1991, 1997), outline-based GMM methods are able to more 
comprehensively describe continuous margins (either open or closed) without the need to place 
multiple strategic landmarks (see e.g., Fig. 2.5). Such outline methods include polynomial curve 
fitting; traditional Fourier analysis; elliptical Fourier analysis (EFA); and wavelet-based extensions 
of the latter approach (Daubechies, 1992). 
 
EFA is a mathematical tool that uses sine and cosine terms to quantitatively define a closed outline, 
and was established by Kuhl and Giardina (1977; 1982). It is was developed based on the traditional 
Fourier series, first derived by Jean Baptiste Joseph Fourier (1768-1830) that sophisticatedly 
describes periodic functions (i.e., repeating patterns) along a time axis. While Fourier developed his 
theory with application to heat transfer, Cosgriff (1966) has been attributed as first applying Fourier 
transforms to outline contours, by transforming spatial geometrical data to the frequency domain. 
This consequently led the way for Kuhl and Giardina to formulate EFA over 10 years later (1977; 
1982). EFA is further explored in Chapter 4 for its suitable application to skeletal morphology. Note 
that all of these contour methods still require a minimum of one landmark to commence the outline 
approximation, and may even incorporate multiple landmarks distributed around the margin (Rohlf, 
1986). This highlights their necessity in all modern morphometric procedures. 
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Figure 2.5—Comparison of visual information provided by two geometric morphometric (GMM) 
approaches: a) landmark-based GMM, using 30 landmark coordinates across 25 US White male 
skulls as drawn from the Forensic 3D Database (Slice and Ross, 2010). Mean shape is indicated by 
the lines, after specimen registration using generalised Procrustes analysis in the Geomorph 
package of R (Adams and Otárola-Castillo, 2013; R Core Team, 2013); and b) outline-based GMM, 
with inverse elliptical Fourier transform demonstrating reconstructed mean shape (bold black line) 
and reconstructed individual shapes for four US Black male skulls (grey lines). Adapted from Caple 
and Stephan (2016) with permission from John Wiley and Sons. 
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2.1.3  Anatomical Landmark Formats and Terminology 
Irrespective of the metric method used, corresponding landmarks across forms (geometrically 
homologous landmarks) are generally preferred to provide meaningful results. However, in growth 
or evolutionary studies landmarks may not necessarily be geometrically homologous (e.g., bregma, 
defined as a sutural intersection, is only locatable by this definition once the anterior fontanelle has 
disappeared), and thus landmark definitions will depend on the question being asked. 
 
Standardised terminology and definitions have long been acknowledged as being essential to 
reducing measurement error in craniometry and anthropometry in general: for instance, through the 
establishment of standardisation committees (Duckworth, 1919; Hrdlička, 1936; Papillault, 1906), 
and the development of international-scale standardisation agreements (Duckworth, 1919; 
Papillault, 1906). Further evidence is provided through the repeated publication of the International 
Agreement for the Unification of Craniometric and Cephalometric Measurements during the 
development of the discipline (MacCurdy, 1912; Papillault, 1906, 1919). Evidence of Hrdlička’s 
support of the movement for standardisation appears in the first volume of the American Journal of 
Physical Anthropology through the demand for “definite unification and perfection of 
anthropometry in its entire range; [and] systematization of the methods of treating and recording 
data” (Hrdlička, 1918, p.13). This movement then extended from anthropometry to general 
anatomical studies (see e.g., Cunningham, 1902; Federal Committee on Anatomical Terminology 
(FCAT) and the International Federation of Associations of Anatomists (IFAA), 1998; Gray et al., 
1995)—gaining more momentum with the publication of the Parisiensia Nomina Anatomica in 
1955 (Subcommittees of the International Anatomical Nomenclature Committee, 1989), which was 
later revised as the Terminologica Anatomica (FCAT and the IFAA, 1998). The latter contains 5640 
entries (Gielecki et al., 2008), including commonly used craniometric landmarks such as nasion, 
bregma, vertex, lambda, gonion, basion, and opisthion (FCAT and the IFAA, 1998). Of note for 
anthropometric standardisation specifically, von Török (1890) provided a comprehensive 
description for more than 5000 cranial measurements (on a single skull) that provided the 
groundwork for contemporary craniometrics (Howells, 1937). He also aimed to improve 
transparency of the nature of different landmarks by defining natural and artificial landmark types 
(Howells, 1937; von Török, 1890). 
 
Landmark standardisation has further improved in biological anthropology, providing 
comprehensive and standardised reference sources through traditional publications by Martin 
(Martin, 1914, 1928; Martin and Knußmann, 1988; Martin and Saller, 1957), Howells (1937), 
Montagu (1960), Olivier (1969), as well as more recent periodicals by Krogman and Sassouni 
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(1957), Howells (1973), and Buikstra and Ubelaker (1994; note that this is largely adapted from 
Moore-Jansen et al., 1994). Advancements of multivariate shape quantification tools simultaneously 
resulted in extension of von Török’s landmark types into Booktein’s (1991) modern and more 
official type I, II, and III landmarks. 
 
Many of the craniometric landmarks require placement in reference to a standard plane, the global 
standard for which is the Frankfurt horizontal plane (FH). The development of the FH caused a 
great deal of controversy, with its origins in the form of the German horizontal (Garson, 1885; 
Sjøvold, 1997) as proposed by von Ihering (1872). Ihering’s plane was a German substitute (Broca, 
1875, 1879; Krogman, 1951) to Broca’s established French orientation method (Garson, 1885; 
Hrdlička, 1919) and was implemented in 1884 following deliberations at the Craniometrical 
Conferences in Munich (1877), Berlin (1880) and Frankfurt am Main (1882) (Garson, 1885; Ranke, 
1883; Sjøvold, 1997). Note that the plane’s name comes from the latter conference, and is spelt 
“Frankfurt” following official 19th Century German as published in Correspondenz-Blatt (Ranke, 
1883), not “Frankfort” following a Middle Age Old English/Latin influence. 
 
2.1.4  Morphoscopic Approaches 
Alternative to morphometric methods, the assessment of quasi-continuous morphoscopic skeletal 
trait morphology has been commonplace in forensic anthropology, especially prior to the push for 
validation testing following the National Academy of Sciences Report (National Research Council, 
2009). Yet even Hooton, who was a distinguished anthropologist from the early-to-mid 1900s, 
recognised and acknowledged that consistency (and subsequently low error rates) was challenging 
even for veteran anthropologists (Hooton, 1946a). He attempted to introduce standardisation to 
skeletal analysis with the Harvard list, an assemblage of metric and nonmetric guidelines for 
examining discrete skeletal traits (Hefner et al., 2012; Hooton, 1946a). More recently, Hefner 
(2009) improved upon the general (and somewhat inaccurately derived; see Chapter 3) trait lists by 
determining trait expression frequencies in various populations. One major advantage that 
traditional morphoscopic procedures have had over morphometric ones is that they can be used with 
damaged or fragmentary remains (Hefner et al., 2012). These techniques can also be completed in a 
minimal amount of time, and without specialised equipment. However, they remain underpinned by 
subjective assessments, which are often quasi-quantified on survey-like ordinal or nominal scales, 
rather than continuous quantitative data that are more objective. 
 
Morphoscopic trait evaluation is typically supplemented by illustrations of each trait according to 
the scoring system to serve as reference standards. While these illustrations provide more visual 
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information than routinely employed morphometric methods (cf. trait diagrams from Walker, 2008 
and Fig. 2.5), they are subjectively derived and do not provide quantitatively-based depictions of 
mean trait form for ancestry and sex groups. 
 
2.2 Statistical Analysis 
2.2.1  Morphometric Approaches 
Continuous data obtained from landmark approaches to human skeletal morphological analysis are 
often quantitatively summarised using central tendencies, such as mean or median, and a measure 
of data dispersal, namely, the variance. Quantification can be achieved to different levels of 
complexity. A simple approach is the use of univariate statistics, whereby only a single variable is 
considered at any one time. Bivariate statistics is similar, allowing for two variables to be analysed 
at once. Multivariate statistics are more complex and allow the simultaneous analysis of multiple 
observations. These multivariate statistics were derived around the turn of the 20th century to 
address the limitations of univariate statistics, which fail to address complex interactions. These 
approaches lend themselves well to continuous and correlated data, and they deal with the 
moderate-to-high heritability of cranial morphology in a conservative manner. 
 
Advances in computing power permit complex analyses over large datasets. In these instances, 
reductive statistical methods can be useful in making the data more manageable. Principal 
component analysis (PCA) is a commonly used reductive tool that simplifies the complex 
representation of data into a set of new variables, that explain the directions of the highest variance 
(eigenvectors) and the magnitude of each of these vectors (namely eigenvalues) (Jolliffe, 2002). 
PCs account for progressively smaller amounts of the total variation observed in a sample. The 
number of PCs retained for analysis can therefore be truncated and still describe a large proportion 
of the variation. The issue then becomes the ability to determine how many PCs are biologically 
meaningful; distinguishing between biological signal and noise. A number of stopping rules exist to 
remove subjectivity from determining the optimal number, with one of the simplest and most 
popular methods retaining a proportion of the cumulative variance. This involves selecting the PCs 
that account for a predetermined value of the total sample variance depending on the research 
question, often between 70 and 95 %, although this threshold is arbitrarily selected and has a high 
risk of retaining noise or excluding meaningful PCs (Jackson, 1993; Jackson, 1991). Other methods 
involve visually interpreting a plot of the eigenvalues and either retaining those that fall before a 
marked change in slope (the “elbow”), or where the eigenvalues cross-over with randomly 
generated uncorrelated data (Broken stick model). Jackson (1993) provides a comprehensive 
summary of these methods as well as others, including statistically derived approaches. Another 
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method called the Kaiser-Guttman criterion recommends retention of all PCs with an eigenvalue 
greater than the average eigenvalue (Jackson, 1993). Whilst this method has been criticised for 
retaining an unnecessarily high number of PCs when variables are not highly correlated, this also 
means that it is conservative in its approach with excluding potentially biologically meaningful 
data. Another advantage of PCA is that each subsequent PC is orthogonal to its predecessor 
(Jolliffe, 2002). Having uncorrelated variables means that further statistical analysis, namely tests of 
significance, can be more easily conducted than using the original variables that may be correlated 
and therefore not assessed independently. The data spread and relationships between groups is 
routinely visualised through plotting PC scores from the first two PCs against each other, although 
this may not be useful in elucidating true group structure where there is greater within-group 
variation than between-group variation (McLachlan and Peel, 2000). 
 
Estimation of ancestry and sex can be accomplished by determining the most probable group 
membership based on a reference dataset. The most frequently used classification method in 
forensic anthropology for this purpose is discriminant function analysis (DFA). DFA, or canonical 
variates analysis for multiple classes, was initially developed by Fisher (1936), although it was first 
applied by Barnard (1935) upon instruction from Fisher. The first application of DFA in forensic 
anthropology has been attributed to Thieme and Schull (1957; 1957), and is the most commonly 
used classification method for ancestry and sex (see Chapter 3 for numerous examples). DFA works 
by summing numerical factors given to each observation and multiplying them by the original 
measurements to maximise the differences between pre-defined groups (Fielding, 2007; Fisher, 
1936; Huberty, 1994; McLachlan, 1992). The degrees of divergence between an observation and 
each group centroid, or between group centroids, are then calculated as Mahalanobis square 
distances (D2; Mahalanobis, 1936). The D2 differs from the simpler Euclidean distance in that data 
variances are accounted for, and is calculated as follows: 
 
𝐷𝐷2 = (𝜇𝜇1 − 𝜇𝜇2)𝑇𝑇𝐶𝐶pooled−1 (𝜇𝜇1 − 𝜇𝜇2) 
 
where 𝜇𝜇1 and 𝜇𝜇2 are vectors of the mean values for each variable for the first and second groups 
respectively; and 𝐶𝐶pooled−1  is the inverse pooled variance-covariance matrix for the two groups 
(Nikita, 2016). 
 
A limitation with the standard D2 statistic is its dependence on the number of samples and variables. 
An alternative version of the D2 statistic was proposed by van Vark (as cited in Sjøvold, 1975) that 
corrects for small sample sizes, resulting in a bias-minimised alternative (𝐷𝐷𝑐𝑐2): 
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𝐷𝐷𝑐𝑐
2 = 𝐷𝐷2 − 𝑁𝑁 − 𝑘𝑘 − 𝑝𝑝 − 1
𝑁𝑁 − 𝑘𝑘
−
𝑛𝑛1 + 𝑛𝑛2
𝑛𝑛1𝑛𝑛2
𝑝𝑝 
 
where 𝑁𝑁 is the total sample size, 𝑛𝑛1 and 𝑛𝑛2 are sample sizes for each corresponding group, 𝑘𝑘 is the 
total number of groups, and 𝑝𝑝 is the number of variables (Nikita, 2016; Sjøvold, 1975). Sjøvold 
warns that corrections should only be applied if the original D2 is found to be statistically 
significant. 
 
DFA is most commonly used in the form of linear discriminant analysis (LDA), which has several 
assumptions: 1) that the samples are adequately large and representative; 2) that the data 
demonstrate a multivariate normal distribution; and 3) that the variance-covariance matrices 
(VCVMs) are relatively homogenous (Huberty, 1984). These assumptions also apply to the 
multivariate analysis of variance (MANOVA). If the VCVM homogeneity assumption is violated, a 
quadratic form of DFA can be used instead as it assumes VCVM heterogeneity, although this 
method typically suffers from lower sensitivity (McLachlan, 1992).  
 
Group assignment is achieved primarily using the D2 value (either corrected or not), with the 
smallest distance suggesting group membership. In addition to the Mahalanobis distance, there are 
several statistics to check with LDA results to assess group assignment results. The first is the 
posterior probability, which is calculated by using the D2 value and the prior probability. 
Following Bayes’ Theorem, a prior represents the probability of observing an individual from a 
certain group before conducting analysis (Konigsberg and Frankenberg, 2013). Priors are often 
selected based on sample size proportions (see e.g., Venables and Ripley, 2002), although these 
proportions are rarely truly representative of the group probabilities for a given scenario as a large 
amount of contextual information is not considered. Uniform priors can alternatively be set, 
although this should not be mistaken for being uninformed as setting them as equal is statistically 
interpreted as being meaningful proportions. The posterior probability is then the prior that has been 
adjusted dependent on the results, to indicate the probability of group membership for an unknown 
sample. As the posterior probability is a relative value, all results sum to 1, with high values 
indicating that the unknown is more similar to that group than those with lower values (Jantz and 
Ousley, 2005). Group assignment based on the smallest D2 statistic or on the highest posterior 
probability (with uniform priors) will give the same result (Jantz and Ousley, 2017). 
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A major limitation of the posterior probability statistic, as well as group assignment based on 
rankings of either the posterior or D2, is that they assume the unknown belongs to one of the groups 
represented in the reference database. The unknown will therefore always be assigned to a group 
regardless of whether or not the correct reference group is included. This is where a second statistic, 
the typicality probability, becomes important. The typicality describes the probability of the null 
hypothesis that the unknown comes from a particular sex and ancestry group, using absolute 
distances based on the variability in all included groups (Jantz and Ousley, 2005; McLachlan, 
1992). This statistic should be used in conjunction with the posterior probability, to observe if 
groups with a high posterior value also have a high typicality value. If the typicality is low (i.e. < 
0.05), the validity of the assigned group membership from the posterior should be questioned (Jantz 
and Ousley, 2005). 
 
The excessive power from DFA also comes with a risk in that it can, in effect, exaggerate existing 
differences. This problem is most commonly encountered when model overfitting occurs. 
Consequently, it is imperative that results are interpreted cautiously and with an in-depth 
understanding of biology and statistical theory. Most forensic laboratories require validation studies 
to address these concerns. 
 
A simpler alternative to DFA for determining group membership is to use the k-nearest neighbour 
(kNN) algorithm (Fix and Hodges, 1951; McLachlan, 1992). As the name entails, kNN functions by 
classifying based on the majority of classes of the k number of closest samples. A generic rule for 
determining the optimal number for k is the square root of the total sample size (Lantz, 2015), 
although k is best determined on a study-specific basis from classification results. The major 
difference between using smallest D2 distances for classification compared with kNN is that the 
former which assesses similarities on a group level, whereas the latter uses Euclidean distances and 
captures local individual level similarities without consideration of group variance. It is a 
nonparametric method, and therefore not restricted by the same assumptions as LDA; however, its 
local focus makes the method sensitive to noise. 
 
In some cases of classification, it may be suitable to use a selection procedure that removes 
variables from analysis that deliver low discriminatory power. This is particularly useful in 
situations where there are groups with small sample sizes, as the recommended case to predictor 
ratio guidelines are to have a minimum of three times the number of cases in the smallest group 
compared to the number of predictor variables (Fielding, 2007; Huberty, 1994; Jantz and Ousley, 
2005). Inclusion of a large number of variables may seem to maximise the use of available 
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information, although it risks the classification model becoming overfit by retaining larger amounts 
of noise, and subject to positive bias (Huberty and Olejnik, 2006). Alternatively, variable selection 
procedures reduce the number of variables and in turn relax the sample size parameters. However, 
these methods also risk overfitting and reducing the range of variation observed in the training data 
(Huberty, 1989). This is especially problematic for external sample testing as the variables selected 
may not be pertinent on a larger scale. If employed, variable selection should be used with caution, 
and with comparisons between variables selected for the training sample and those selected for an 
external sample. 
 
2.2.2  Morphoscopic Approaches 
In contrast with morphometric methods, morphoscopic trait analysis has had limited support from 
statistical methods in a forensic anthropology context. While this has been partly attributed to the 
ordinal nature of trait data violating assumptions of the parametric statistical methods frequented by 
morphometric analyses (e.g., DFA; Hefner and Ousley, 2014), there are numerous suitable 
analytical methods with relaxed assumptions (Agresti, 2013). Hefner and Ousley (2014) also 
attribute the slow uptake in forensic anthropology, at least for ancestry estimation, to a lack of 
motivation to improve what was already considered a successful method in the trait lists. 
Contrastingly, morphoscopic sex estimation methods have incorporated statistical support since at 
least the late 1990s (Konigsberg and Hens, 1998)—though this is still 40 years after the first field-
specific application in morphometrics (Thieme, 1957; Thieme and Schull, 1957). Popular methods 
for analysing ordinal data include: logistic regression, kNN, and machine learning methods such as 
artificial neural networks, support vector machines, decision trees, and multiple bootstrapped 
decision trees in the form of random forest models. Those that have demonstrated the most promise 
with skeletal morphoscopic traits include logistic regression (Konigsberg and Hens, 1998; Walker, 
2008), decision trees (Langley et al., 2017), and random forest models (Hefner and Ousley, 2014; 
Hefner et al., 2014). Hefner and Ousley (2014) also developed the optimised summed scored 
attribute (OSSA) system, an alternate statistical approach that maximises differences between two 
groups through dichotomising their scores for each trait. They found that the OSSA method 
performed comparably with machine learning methods, though it is limited to two groups by nature. 
Despite violation of assumptions, DFA has also been applied to both ancestry and sex traits with 
reasonable success (Hefner and Ousley, 2014; Konigsberg and Hens, 1998; Walker, 2008), though 
this violation makes interpretation of results limited. 
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2.2.3  Predictive Validity 
Following the Daubert ruling (Daubert v. Merrell Dow Pharmaceuticals, 1993) and focus on 
establishing best practice protocols regarding evidentiary value; error rates, or predictive validity, 
are required for validation of analytical methods to be legally admissible. Classification accuracies 
achieved by resubstituting samples present in both the training and test samples suffer from overly 
optimistic bias resulting in artificially inflated accuracy (Fielding, 2007). A more appropriate 
format for determining accuracies is to use cross-validation (CV) procedures that minimise bias by 
partitioning the sample so that test data are not present in the training dataset. 
 
K-fold CV functions by partitioning a sample into k number of groups, keeping one group separate 
to serve as the classification test sample, with the remaining groups collated to train the 
classification model. This is then repeated for each of the k groups, and the accuracy rates averaged 
across all iterations (Beleites et al., 2005). Leave-one-out CV can be thought of as a special case of 
k-fold CV, where k equals the total number of samples, removing one sample at a time from the 
dataset to test the classification model derived on the remaining data (Beleites et al., 2005). This 
process is then repeated until all samples have been tested. Five-fold CV has been identified as 
being the preferred classification tester due to minimal bias and variance, when compared with 
other common methods such leave-one-out CV, bootstrapping, hold-out, or resampling (Beleites et 
al., 2005; Borra and Di Ciaccio, 2010; Fushiki, 2009; Kim, 2009). Using a repeated CV method 
compared with the traditional singular method also reduces the variability of the classification 
estimator (Kim, 2009). While a single representative classification rate is typically determined by 
averaging the values from each of the k-fold runs, and bias is minimised compared to other CV 
methods, this does not provide a value that is truly reflective of the final sample that would be used 
for classification of an unknown. A more conservative approach would involve selecting the k-fold 
run that resulted in the median classification rate and retaining the corresponding training sample as 
the final sample. This works in a similar fashion to traditional training and test partition/holdout 
approaches, although stability of the method can be assessed through the spread of the k accuracy 
rates. This altered approach would result in a more representative classification rate, instead of 
inferring the accuracy of a subset to the total sample. 
 
Cross-validation methods still risk overfitting of data and artificially inflated accuracy rates, as 
samples are sourced from the same original dataset with the same contextual information 
(Chatfield, 1994; McLachlan, 1992). The most practically-relevant approach to assess the 
performance of a classification model is to use an externally, and ideally prospectively, sourced 
sample (Fielding, 2007). Externally-sourced validation samples will typically provide lower 
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accuracy rates than those obtained through CV; however, they are more conservative and robust 
estimations that have greater practical relevance. 
 
Whether analysis is conducted on the skeletal elements directly or on 2D or 3D images, there is a 
extensive suite of both morphoscopic and morphometric methods available for analysing skeletal 
morphological variability. Selection of statistical methods for examining the data is then up to the 
operator depending on the research question, data format and distribution—there are numerous 
available for estimating biological factors such as ancestry and sex, only some of which are 
discussed here. Chapter 3 details some of these methods as applied to ancestry and sex estimation of 
the skull. 
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3. Skull Morphology and the Assessment of Ancestry and Sex 
 
The skull has been reported by multiple sources to be the best-preserved and most frequently 
recovered element from interred skeletal remains (Gapert et al., 2009; Krüger et al., 2015; Walker et 
al., 1988). This claim is misleading, as recovery of skeletal material is highly dependent on context. 
For example, interred skulls are usually highly corroded in Vietnam where a large portion of the 
land contains acidic soil (Pokines and Baker, 2013; von Uexküll and Mutert, 1995; CN Stephan 
2017, personal communication, 27 May). While it may not necessarily be the best-preserved 
element with interment, recognition of the skull has historically resulted in higher rates of collection 
or retrieval compared with other skeletal elements. The skull is the focus of this thesis due to its 
morphological patterning linked with ancestry and sex, as detailed below. Prior to this, however, 
basic morphology of the skull is introduced. 
 
3.1  Skull Morphology 
The skull is the most elaborately designed part of the human skeleton (Enlow and Hans, 1996; 
Standring and Gray, 2008) and offers physical protection for the brain, as well as scaffolding for 
mechanisms of sight, smell, taste, hearing, breathing, mastication, and vocalisation. An adult human 
skull typically comprises 28 bones including the mandible and auditory ossicles (White and 
Folkens, 2005). Figure 3.1 includes depictions of a skull in norma frontalis (anterior) and norma 
lateralis (lateral). To aid description and categorisation, the skull is often divided into different 
regions based on function or development. Functionally, the skull can be divided into the 
neurocranium/calvarium (brain case; comprises the cranial vault and cranial base/basicranium) and 
the splanchnocranium (facial skeleton including mandible; White et al., 2011; Fig. 3.1). Here the 
term splanchnocranium is equivalent to the anatomical viscerocranium, as denoted by Gray 
(Standring and Gray, 2008). 
 
In norma lateralis, large portions of both functional divisions of the skull are visible (Fig. 3.2) 
compared with other standard views of the skull. This view has a high number of bones that 
contribute to the profile outline. For example, the neurocranial outline alone comprises the frontal, 
parietal, occipital, and temporal bones (Figs. 3.1 and 3.2). Morphological features that are detailed 
in this segment of the outline are pertinent to ancestry and sex estimation (see below), and include 
the overall shape type (traditionally described using a cephalic index; Table 3.1), superciliary 
ridges, frontal slope, postbregmatic depression, occipital bun, external occipital protuberance, and 
the mastoid and styloid processes. The facial and masticatory segment of the outline are made up of 
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the nasal bone, maxilla, and mandible. Notable morphological features that are visible in a lateral 
outline in this region are also well-established characters for ancestry and sex estimation, and 
include the anterior nasal spine, alveolar prognathism/protrusion, mental eminence, ante-gonial 
notch, and mandibular angle. See Table 3.1 for descriptions of these skeletal features. 
 
 
 
 
 
 
 
Figure 3.1—Diagram of a skull in norma frontalis and norma lateralis, with labels for some of the 
major bones and sutures. Also depicted are the divisions of the splanchnocranium (off-white) and 
neurocranium (teal-colour). Black lines indicate FH plane. 
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Figure 3.2—Notable features of a skull in norma lateralis. Most of the features depicted are 
captured in the outline; for details see Tables 3.1-3.3. Black lines indicate FH plane. 
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Table 3.1: Descriptions of commonly assessed morphological features depicted in a skull in norma 
lateralis. 
Feature Description 
Ante-Gonial Notcha* Shallow notch on the inferior border of the mandible. 
Anterior Nasal Spineb* The thin projection of bone on the midline at the inferior margin of the 
nasal aperture. 
Alveolar Prognathismc* The anterior projection of the maxillary alveolar process beyond the plane 
of the nasal bones. 
Brachycephalicd* A broad skull, with a cephalic index >80. 
Dolichocephalicd* A long, narrow skull, with a cephalic index <80. 
External Occipital 
Protuberanceb* 
Protuberance that lies on the ectocranial midline where the occipital and 
nuchal planes meet. 
Frontal slopee* Shape of frontal bone (i.e., retreating in males, rounded in females). 
Gonial angleb* The rounded postero-inferior corner of the mandible.  
Inferior Temporal Lineb,f Indicates the most superior extent of the temporalis muscle, and is 
continuous with the supramastoid crest. 
Mastoid Processb* A process on the inferior temporal bone that is roughened for attachment of 
several muscles. 
Mental Eminenceb* The triangular eminence at the base of the corpus in the anterior symphyseal 
region. It is separated from the alveolar margins of the incisors by a 
pronounced ‘mental sulcus’. 
Postbregmatic Depressiong* The degree of depression (if present) along the sagittal suture, posterior to 
bregma, that is not the result of pathology (e.g., premature synostosis). 
Styloid Processb* A thin, pointed bony rod that points antero-inferiorly from the base of the 
temporal bone. 
Superciliary Ridgeb* Bony torus over the orbit. 
Superior Temporal Lineb Anchors the temporal fascia.  
Supramastoid Crestb,f The posterior extension of the suprameatal crest (superior root of the 
zygomatic process), and is continuous with the inferior temporal line. 
a Sourced from Scheid (2007); b Sourced from White et al. (2011); c Sourced from Bass (2005); d Sourced from 
Baum (2008); e Sourced from Klepinger (2006); f Sourced from Standring and Gray (2008); g Sourced from Hefner 
(2009); * Morphological information captured in the outline in norma lateralis. 
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3.2  Ancestry Estimation 
As introduced in Chapter 1, estimation of ancestry is useful in a medico-legal context as law 
enforcement agencies rely on it (in a somewhat loosely defined manner) to aid identification. 
 
The cranium is considered to be the most informative skeletal element for distinguishing ancestry, 
due to the high heritability of morphology of the craniofacial complex (Hanihara et al., 2003; 
Howells, 1973; Perez et al., 2007; Relethford and Harpending, 1994). Similarly, the neurocranium 
has previously been demonstrated to be more indicative of biological distance than the 
splanchnocranium (Holló et al., 2010; von Cramon-Taubadel, 2011), with the latter being highly 
influenced by climate and other environmental changes (Harvati and Weaver, 2006; Strauss and 
Hubbe, 2010). The main hypothesis for the cause has been that the development of the 
neurocranium reaches maturity faster than the splanchnocranium and therefore has less opportunity 
to be influenced by environmental pressures (Hallgrímsson et al., 2007). More recent studies have 
been unable to demonstrate the stronger phylogenetic conservation of the neurocranium, 
specifically the basicranium, providing evidence of some departure from neutrality (Martínez-
Abadías et al., 2009; Reyes-Centeno et al., 2017; Smith, 2009). The extent of influences of genetic 
neutrality and environmental pressures on skull morphology are therefore still uncertain, making 
study of biological distance markedly complicated and needing further research for clarification. 
Despite this, a link between skull variability (including the splanchnocranium), ancestry, and race 
has been repeatedly demonstrated, both through quantitative measures and morphoscopic traits 
(e.g., Giles and Elliot, 1962; Gore et al., 2011; Hanihara, 1993a, b, 1996; Howells, 1973, 1989, 
1995; Krogman and İşcan, 1986; Relethford, 1994; Ubelaker, 1989). Ancestral origin can be 
estimated from skeletal material using either morphoscopic or morphometric methods. Applications 
of these two formats with a focus on analysis of skull morphology are discussed below. 
 
3.2.1  Morphoscopic Approaches 
Hooton attempted to standardise race estimation methodology by developing the Harvard list 
(Hefner et al., 2012; Hooton, 1946a). Typological approaches in the form of morphoscopic trait lists 
persisted through adaptations of Hooton’s work by numerous practitioners, with the most 
distinguished taking the form of Rhine’s Non-metric Skull Racing (1990) for Caucasoid, 
Mongoloid, and African (Negroid) groups. The term Mongoloid has typically been used to 
represent a broad Asian group, with East Asians and their descendants pooled (Brace, 2000; Sauer, 
1992). Rhine (1990) created confusion when he published his trait lists, as those listed for the 
Mongoloid group were based on a sample that mostly comprised Southwest American Indians and 
not mainland East Asians. Rhine’s lists have been used extensively since their development, despite 
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cautions by him and others of small sample sizes, limited trait descriptions, and lack of statistical 
support (Hefner and Ousley, 2014; Rhine, 1990). 
 
Hefner (2009) reviewed Rhine’s traits, developed standardised definitions and guidelines for an 
optimised list, and combined them with statistical analysis of their expression frequency in various 
populations (Hefner, 2009; Hefner and Ousley, 2014). He accomplished the latter by studying 
morphological variation of the mid-facial region in 747 individuals, divided into the following 
geographical groups: African, Asian, European, and American Indian (2009). Using 11 traits, 
Hefner was able to successfully classify an individual with up to 93 % accuracy, noting that the 
most reliable traits were the inferior nasal aperture, interorbital breadth, nasal aperture width, nasal 
bone structure, and postbregmatic depression . He attained classification accuracies greater than 85 
% comparing optimised sum scored attributes (OSSA) method with 11 other classification methods, 
including k-nearest neighbour and random forest modelling (Hefner and Ousley, 2014). The utility 
of these traits has since been further explored by L’Abbé and colleagues (2011) and Klales and 
Kenyhercz (2015). Whilst no morphoscopic traits are unique to any given population, some trait 
combinations are present in higher frequencies in some populations than others. A comprehensive 
morphoscopic trait analysis capability for use on unknown skeletal material is available as The 
Macromorphoscopics Module as part of the Osteoware Standardized Skeletal Documentation 
Software package (Osteoware, 2016), as well as directly available from Hefner (as used in Klales 
and Kenyhercz, 2015). This software capability makes use of the Macromorphoscopic Databank, a 
database comprising morphoscopic trait score data from over 2100 individuals (Pink et al., 2016). 
 
Selected traits that have been considered important for differentiating the three traditional broad 
ancestry groups (Black/African, White/European, Asian) are presented in Table 3.2. Inclusion of 
this list is merely for descriptive purposes, and should not be interpreted as support for use of these 
broad typological trait lists for classification. Visualisation of mean skull morphology by ancestry is 
better achieved using illustrations that supplement morphoscopic trait scoring systems than 
routinely used morphometric methods. Other visual representations of skull morphological variation 
based on ancestry and sex exist as either: isolated specimens that are considered to be suitable 
holotype representations (e.g., Christensen et al., 2013; Dirkmaat, 2012; White et al., 2011; White 
and Folkens, 2005); or drawings of skulls that are prepared with the goal of emphasising important 
traits (e.g., Bass, 2005; Novotný et al., 1993). However, these formats are all subjectively derived 
and do not provide quantitative depictions of mean morphology. 
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Table 3.2: Commonly used morphological skull traits for differentiating three major ancestral 
groupings. Adapted from Caple and Stephan (2016) with permission from John Wiley and Sons. 
Trait  Black  White  Asian 
Skull lengtha*  Long  Long  Short 
Skull breadthb,c,d,e  Narrow  Narrow  Broad 
Sagittal contourb,c,d,e  Flat  Rounded  Arched 
Zygomatic bonesf  Reduced  Reduced  Projecting 
Zygomaticomaxillary suture 
shapea,f  S-shaped  S-shaped  Arched 
Orbitsa,b,c,d,g  Rectangular  Angular  Rounded 
Anterior nasal apertureh  Wide  Narrow  Medium 
Anterior nasal spinea,i*  Minimal  Moderate-Marked  Minimal 
Inferior nasal aperturea,h  Guttered  Sill  Straight 
Nasal profileb,c,d,e*  Downward slant  Straight  Straight 
Nasal bone contourh,i  Low and rounded  Steepled  Intermediate 
Alveolar prognathisma,f*  Marked  Minimal  Moderate 
Mandiblef*  Gracile  Medium  Robust 
a Rhine (1990); b Novotný et al. (1993); c İşcan and Steyn (2013); d Krogman (1962); e Krogman and 
Sassouni (1957); f Gill (1998); g Krogman and İşcan (1986); h Hefner (2009); i L'Abbé et al. (2011); 
* Morphological information captured in the outline in norma lateralis. 
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3.2.2  Morphometric Approaches 
Morphometric assessment of cranial morphology was notably achieved on a worldwide scale by 
Howells. He accumulated measurements on 2524 skulls over several decades from the Americas, 
sub-Saharan Africa, Europe, Australasia, Polynesia, and East Asia, which were further divided into 
subpopulation groupings (Howells, 1973, 1989, 1995, 1996). More recently, Hanihara used 
craniometrics to examine 11,757 skulls from 19 populations over a broad geographic area, with a 
particular emphasis on Asian regions (Algee-Hewitt, 2011). Publications using this dataset have 
largely been limited to those by Hanihara (e.g., 1993b, 1996, 1997, 2008) as, unlike that of Howells, 
it is not publicly available. These approaches were intended to elucidate relationships between 
populations on a global scale, however, and do not represent self-reported races as useful for 
forensic contexts. They should therefore be used cautiously in such instances. 
 
Despite global population approaches of Howells and Hanihara, traditional and prevalent race 
classifications in forensic studies have typically comprised a collective Asian group to encompass 
all regions of mainland and insular Asia, as well as all American Indian groups (see e.g., Table 3.2). 
The collective approach for continental Asia has even persisted into recent publications (see e.g., 
Hefner, 2009)—note that delineating more population-specific groups has been increasing, as 
achieved with the popular ancestry and sex estimation capability FORDISC 3.1 (Jantz and Ousley, 
2005; see below). With such diverse cultural and population histories (Matsumura, 2006), it is not 
surprising that divergences between East/Northeast and Southeast Asians have been successfully 
demonstrated using genetics (Omoto and Saitou, 1997) and craniometrics (Brace et al., 2001; 
Green, 2010; Hanihara, 2006; Pietrusewsky, 2010). For example, Green (2010) described a more 
globular vault and narrow splanchnocranium in Southeast Asians compared to Northeast Asians.  
 
Delineating ancestry groups and their geographic breadth is a subjective decision that is inconsistent 
among studies. Although this decision, and the success of group distinction, is influenced by sample 
availability and the number of traits examined (Relethford, 2009), it needs to be considered in 
context of each specific research question. In forensic scenarios specifically, this decision needs to 
be made with reference to the structure of classification terminology used by relevant governments 
or societies, as they will determine reported race in antemortem records. Another example is in 
DPAA contexts, where East and Southeast Asians would need to be considered as separate groups 
due to US involvement in World War II, the Korean War, and the Vietnam War. Research contexts 
and consideration of population history should also be allocated more weight over geographic 
isolation. For example, distinctive morphological differences between mainland East Asians and 
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Japanese exist, with the latter displaying closer similarities to Europeans than to the former (Brace 
et al., 2001). 
 
The first study to use craniometrics for ancestry estimation with discriminant classification models 
has been attributed to Giles and Elliot (1962). Their study included eight cranial measurements of 
US Blacks and Whites and American Indians, and reported classification accuracies of 
approximately 85 %. Subsequent studies by Gill and colleagues (1988) and Gill and Gilbert (1990) 
have supplemented the results of Giles and Elliot (1962), all of which were also conducted on US 
populations. Howells also applied DFA to his global dataset, and reported correct classification 
rates of up to 98 % (Howells, 1995). However, these results are overly optimistic as they were 
achieved using the reference sample with resubstitution. Isolated cranial features have also 
demonstrated successful separation of ancestry groups. For example, Berg (2008; 2014) conducted 
11 measurements on mandibles from 17 populations and found that they performed comparably to 
the facial skeleton, but slightly less accurately than the neurocranium. 
 
The Forensic Anthropology Data Bank (FDB) was developed in 1986 using traditional multivariate 
morphometrics to obtain data on numerous contemporary populations with the goal of overcoming 
limitations of using turn-of-the century reference data for forensic casework (Jantz and Moore-
Jansen, 1988). To date, the FDB comprises over 2400 individuals of known ancestry and sex from 
the following groups: US Black, US White, American Indian, Hispanic, Chinese, Japanese, and 
Vietnamese (Forensic Anthropology Center, 2017a; Jantz and Ousley, 2005). Expansion of the FDB 
prompted development of the computer program FORDISC that was made commercially available 
for assessing ancestry, sex, and stature of an unknown adult individual from skeletal material in 
modern forensic anthropology cases (Jantz and Ousley, 2005). Currently available in its third major 
version, FORDISC 3.1 is the most commonly used program for analysing unidentified skeletal 
material. It compares user-inputted data from an unknown with a reference database comprising the 
FDB and Howells’ dataset, using DFA to determine probabilities of group assignment (Jantz and 
Ousley, 2005). Group assignment is achieved using the posterior probability—though this is 
calculated in FORDISC based on equal priors and should be interpreted with care as they are 
generally unrealistic for contexts in which skeletal material are found. The typicality probability is 
also reported for assessing the likelihood of an unknown belonging to one of the included reference 
groups (see Chapter 2). Accuracy rates are provided using leave-one-out CV for each user-defined 
group combination. For example, a four-way classification of US Black and White females and 
males using 17 craniometric variables results in an overall correct classification rate of 81 % using 
leave-one-out CV. In addition to its inclusion in FORDISC, Howells’ dataset has been used to 
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develop standalone software tools with alternate statistical procedures including CRANID (Wright, 
1992), which uses k-means clustering before calculating a discriminant function, and AncesTrees 
(Navega et al., 2015), which takes a random forest modelling approach for decision making (Hefner 
et al., 2014). 
 
Ancestry estimation has also been accomplished using landmark-based GMM, where focus on 
shape variations can be achieved by normalising size—note that methods do also exist to normalise 
size in traditional morphometrics (Darroch and Mosimann, 1985). This makes analysis more 
sensitive to local population differences where shape rather than size is the main distinguishing 
factor, contrasting with both size and shape being major differences between regional populations 
(Relethford, 1984). Using landmark-based GMM, Ross and colleagues (1999) compared cranial 
morphology from a preliminary dataset of 19 US Black males and 19 US White males. They found 
that 84 % correctly classified overall based on GMM, while the same sample classified 79 % 
correctly using traditional craniometrics despite having twice as many measurements. GMM 
methods were also found to retain more discriminatory power than traditional craniometrics by Stull 
and colleagues (2014) and Spradley and Jantz (2016). Ross and colleagues (2010) later developed 
the 3D-ID program using GMM coordinate data for use on unknown skeletal material in a similar 
fashion to FORDISC. With an extensive dataset comprising samples from American (North, 
Central, and South), African, European, and East Asian populations, they obtained 77 % correct 
classification using 53 landmarks. This dataset has since been combined with the European and 
South American COLIPR database (GMM sex estimation software; Urbanová and Králík, 2008) to 
form the expansive Forensic 3D database comprising data from approximately 2300 individuals 
(http://www.3d-id.org/forensic-3d-coordinates; Urbanová and Ross, 2016). 
 
3.3  Sex Estimation 
Estimation of sex is typically conducted before estimating ancestry when the os coxae are present 
due to major morphological sex differences (Krogman and İşcan, 1986; Spradley and Jantz, 2011). 
This would then reduce the pool of potential individuals to whom the skeletal remains belong 
theoretically by half. If the os coxae are not present, ancestry should be estimated before sex, as 
levels of sexual dimorphism are not consistent on a global scale, being subject to factors including 
genetic drift, sexual selection, nutritional stresses, and biomechanical loadings (Baab et al., 2010; 
Buikstra and Ubelaker, 1994; Frayer and Wolpoff, 1985). For example, Walker (2008) 
demonstrated greater robusticity in US Black males compared to US White males with some 
features (e.g., mental eminence), and reciprocally for others (e.g., glabella). He also showed that 
American Indian crania are more robust, particularly in the orbital margin and nuchal areas, and 
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display a smaller range of dimorphism. For these reasons, estimation of ancestry should be 
conducted before sex estimation in unidentified skeletal remains. 
 
While sex assessment accuracies using the skull have been demonstrated to not be as high as the 
pelvis (~95 %), they are still highly successful (~90 %) (Spradley and Jantz, 2011). Numerous 
major muscle attachment sites on the skull exhibit sexual dimorphism in their robusticity. 
Attachment sites that are visible in norma lateralis include: the superior and inferior temporal lines 
for the temporal fascia and Temporalis muscle respectively; mandibular ascending ramus for the 
Masseter muscle; the zygomatic arch for the Masseter, Zygomaticus major and minor muscles; 
mastoid process for the Sternocleidomastoid and Splenius capitis muscles; the external occipital 
protuberance for the Trapezius muscle and ligamentum nuchae; and the nuchal lines for the 
Trapezius, Rectus capitis posterior major and minor, Occipitalis, Semispinalis capitis, Longissimus 
capitis, and Splenius capitis muscles (Standring and Gray, 2008) (Fig. 3.1). Many morphological 
features are muscle attachment sites, and therefore merely indicators of muscle mass. For example: 
a distinct nuchal line, large mastoid process, and large occipital eminence may seem to be 
supplementary evidence of remains belonging to a male, however it is important to consider that 
these features are structurally related, with all three being indicative of a muscular neck (Cabo et al., 
2012). 
 
Cranial shape changes were examined by Rosas and Bastir (2002), who isolated variations resulting 
from allometry and those due to sex. They found that the major changes with overall increases in 
size were: relative size increase of the splanchnocranium compared to the basicranium and calotte, 
and a decrease in the gonial angle. Once the effect of allometry is removed, shape differences are 
still present between sexes. The most notable differences found by Rosas and Bastir (2002) 
included a relatively larger nasal cavity, increased angulation of the nasal bones and projection of 
the glabellar region, more inferiorly projecting chin, and more pronounced antegonial notch in 
males. As with ancestry estimation, methods of sex assessment will be considered below in terms of 
morphoscopic and morphometric methodologies. 
 
3.3.1  Morphoscopic Approaches 
Traditional sexually dimorphic morphological traits of the skull were originally illustrated for 
scoring by Broca in 1875 (Garvin, 2012), and were further developed by Acsádi and Nemeskéri 
(1970) into a scoring system for sex estimation. The protocols were then altered, extended to 
represent a more comprehensive variation spectrum, and popularised in the Standards by Buikstra 
and Ubelaker (1994), with five illustrations increasing in masculinity for each trait represented. 
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Statistical classification approaches have been applied to morphoscopic sex assessments since at 
least Konigsberg and Hens (1998), who used logistic and probit regressions, as well as DFA-style 
applications to crania and obtained accuracies up to 83 %. Walker (2008) assessed the precision and 
accuracy of Buikstra and Ubelakers’ trait guide on 304 individuals of varying ancestral descent, and 
achieved 90 % accuracy using quadratic DFA, and slightly lower results using other classification 
statistics. These discriminant equations were later adjusted for use on a South African population, 
achieving similar accuracies (Krüger et al., 2015). 
 
Krogman (1962) suggested that after overall skull size and architecture, the most important 
distinguishing features for sex, in decreasing importance, are the superciliary ridges, mastoid 
processes, external occipital protuberance and general occipital rugosity, the zygomatics, orbits, 
mandible, followed by the palate. Walker (2008) also determined the traits with the highest degree 
of validity to be the glabella and mastoid regions, both of which can be visualised in a lateral skull 
profile. Rogers (2005) comprehensively reviewed 17 morphological traits of the skull and their 
relation to patterns and causes of craniofacial growth. She determined the nasal aperture, 
supramastoid crest/zygomatic extension, and malar size to provide the best distinction of sex (91 
%), with the superciliary ridge and mastoid process still ranking highly for both precision and 
accuracy. Langley and colleagues (2017) recently developed a decision tree approach for sex 
estimation using a contemporary US White sample. They developed a scoring system for the 
supramastoid crest and, combining this trait with the glabella and mastoid process, achieved 
classification accuracy of 94 %. 
 
An in-depth examination of sexual dimorphism of the mandible was conducted by Loth (Loth, 
1996; Loth and Henneberg, 1996), who introduced ramus flexure as a feature with the ability to 
separate sex with high degrees of accuracy (91-99 %). Validity of this trait has been questioned in 
numerous papers (Balci et al., 2005; Donnelly et al., 1998; Hill, 2000; Kemkes-Grottenthaler et al., 
2002; Koski, 1996; Oettlé et al., 2005; Suazo et al., 2008). The majority of those that reported 
classification rates also noted a sex bias with increased accuracy for males (32-71 % for females 
and 66-96 % for males; Balci et al., 2005; Donnelly et al., 1998; Hill, 2000; Kemkes-Grottenthaler 
et al., 2002; Oettlé et al., 2005), likely due to tendency to assign any presence of the occlusal-level 
flexure as male. Rogers (2005) found that out of the comprehensive suite of traits examined, 
mandibular traits (chin form, mandibular symphysis and ramus size) performed mid-range for 
precision and accuracy. Using numerous mandibular traits, not including ramus flexure, Berg 
(2008) observed improved performance of sex estimation compared with traits of the face, and 
comparable results to those obtained using the neurocranium. More recently, mental eminence was 
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not selected by Langley and colleagues’ (2017) decision tree model, and the trait revealed poor 
reliability consistent with conclusions of Lewis and Garvin (2016). In a similar fashion to Table 3.2 
for ancestry traits, characteristics that have been traditionally reported as displaying sexual 
dimorphism are presented in Table 3.3, irrespective of reliability findings. As with ancestry, 
variation of these traits is currently best visualised through isolated morphoscopic trait diagrams or 
more holistically with holotype specimens or type illustrations—however, as none of these formats 
are quantitatively derived, they suffer from subjectivity and bias. 
 
 
 
 
Table 3.3: Commonly used morphological features of skulls for sex differentiation. Adapted 
from Caple and Stephan (2016) with permission from John Wiley and Sons. 
Trait  Female  Male 
Overall skull sizea,b,c,d,e*  Small  Large 
Skull architecture*  Gracile  Robust 
Muscle attachmentsa*  Weakly expressed  Strongly expressed 
Superciliary ridgesb,c,d,e,f*  Small to medium  Medium to large 
Mastoid processesa,b,c,d,f*  Small and pointed  Large and broad 
External occipital 
protuberanceb,c,d,e,f*  Hardly visible  Marked 
Frontal and parietal 
eminencesa,b,c,d,f  Large  Small 
Orbitsa,b,c,d,f  Round and relatively large to rest of skull  
Rhomboid-like, and small 
relative to skull size 
Supraorbital marginsa,f  Thin and sharp  Heavy and blunt (rounded) 
Frontal slopea,b,c,d,e,f*  Vertical  Medium inclined 
Zygomatic regionb,c,d  Lighter  Heavier 
Mandible sizea,b,c,d,f*  Small  Large 
Gonial anglea*  Obtuse  Rectangular 
Mental eminencef*  Small, rounded and not protruding  
Large, square and 
protruding 
a Acsádi and Nemeskéri (1970); b İşcan and Steyn (2013); c Krogman (1962); d Krogman and İşcan (1986); 
e Martin (1928); f Novotný et al. (1993); * Morphological information captured in the outline in norma 
lateralis. 
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3.3.2  Morphometric Approaches 
Metric methods with statistical classification support for assessing sex were reportedly initiated by 
Thieme and Schull (1957; 1957) using caliper measurements of long bones and ox coxae in US 
Blacks. Using four ischiopubic and femoral measurements, they achieved 98 % classification 
accuracy with sample resubstitution. Giles and Elliot (1963) similarly developed discriminant 
functions using cranial measurements from US Black and White groups, resulting in 82-89 % 
classification accuracies. Holland (1986) extended this with the basicranium for applicability with 
fragmented crania, and achieved 70-85 % classification accuracies. Other notable craniometric 
studies include those by Steyn and İşcan (1998), who reported classification rates of 80-86 %; 
Spradley and Jantz (2011), who achieved 90-91 % classification accuracy with 24 cranial 
measurements; and Garvin and colleagues (2014), who reported overall accuracy rate of 85 % and 
concluded that, despite common perceptions to the contrary, neither age or body size need to be 
considered when determining sex. 
 
Metrics on the mandible have performed comparably to the cranium, supporting findings from Berg 
(2008). His study examined both morphoscopic and metric data formats for the mandible, and 
obtained classification accuracies of 85-93 % from discriminant analysis of the two formats 
combined. Giles (1964) supplemented their 1963 study by developing discriminant functions on the 
mandible, with approximately 85 % accuracy. Calcagno (1981) created discriminant functions using 
mandibular measurements, and achieved jackknifed, stepwise variable selected, accuracies of up to 
93-96 % for US Blacks and Whites, respectively. 
 
Outside of the US, population specific discriminant functions perform comparably, such as those 
from Japan with a range of 83-90 % accuracy (Hanihara, 1959; İşcan et al., 1995). Kranioti and 
colleagues (2008) similarly achieved 88 % accuracy on a Cretan population. Using 15 dimensions, 
Tanaka (1979) achieved 95 % correct sex estimation on Japanese skulls, and reported a decline in 
accuracy when focus was given to measurements of the splanchnocranium. As demonstrated with 
morphological traits, discriminant functions based on craniometrics perform less accurately when 
applied to different populations. Calcagno (1981) confirmed a decrease in classification accuracy of 
approximately 10 % when swapping sex estimation discriminant functions derived on US Blacks 
and Whites. Likewise, Franklin and colleagues (2005a) applied discriminant functions from Giles 
and Elliot (1963) to a South African population and achieved 70 % classification accuracy. 
 
As with ancestry, landmark-based GMM methods have been incorporated into sex assessment 
protocols, such as those undertaken on a range of populations by Franklin et al. (2005), Pretorius et 
 39 
al. (2006), Kimmerle et al. (2008), and Green and Curnoe (2009). These methods provide 
classification accuracies of 77-87 %, comparable to those achieved using traditional metrics. More 
advanced 3D modelling methods have also been explored including quantification of frontal bone 
roundness (Bulut et al., 2016) and brow ridge volume (Shearer et al., 2012), although they are 
currently time-intensive by nature and do not provide great increases in classification accuracy. 
 
Laboratory and field manuals recommend a combination of both morphoscopic and morphometric 
methods when evaluating ancestry and sex, to provide a more comprehensive assessment (Bass, 
2005; Buikstra and Ubelaker, 1994; Krogman and İşcan, 1986; White et al., 2011). While they 
deliver comparable accuracies, morphoscopic methods hold the advantage of greater applicability to 
fragmented crania, and metric methods are considered to be more objective and reliable. However, 
current metric methods require numerous measurements or landmarks to be recorded, largely 
limiting analysis to the laboratory. In the next chapter, elliptical Fourier analysis will be explored 
for its potential use in a semi-automated fashion. 
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4. Elliptical Fourier Analysis 
 
This chapter details the theory of elliptical Fourier analysis (EFA), an outline quantification tool 
introduced in Chapter 2. Since ellipses are used, the shape description in EFA is global and suitable 
for approximating natural shapes with curved edges. These features therefore make EFA ideal for 
quantifying skeletal morphology. With the successful application of other morphoscopic and 
morphometric methods to ancestry and sex estimation of the skull (see Chapter 3), EFA holds 
promise for capturing high levels of morphological information from the entire skull outline in 
norma lateralis. In addition to explaining the theory of EFA, this chapter also contains a review of 
its applications in forensic anthropology, as well as currently available software capabilities. 
 
4.1  Introduction 
Kuhl and Giardina first applied EFA to the detection of airplane silhouettes from radar images 
(1982). Since its establishment in 1982, EFA has undergone a slow acceptance in forensic 
anthropology with its first published application almost 20 years later (Tanaka et al., 2000). 
Comparison of EFA with more commonly used methods in a forensic anthropologist’s toolkit (i.e., 
morphoscopic traits or linear measurements) demonstrates the similar or superior performance of 
EFA (see Table 4.1), indicating extensive but currently underappreciated utility. The limited usage 
may be a consequence of the mathematical complexity with which EFA is regularly depicted. 
Numerous descriptions of EFA (e.g., Crampton, 1995; Kuhl and Giardina, 1982; Lestrel, 1989, 
1997a, b; Nixon and Aguado, 2008; Swiderski et al., 2002) infer more than a fundamental level of 
mathematical knowledge, particularly concerning the level of the general biologist, hindering 
understanding where technical terminology is employed (e.g., “piecewise constant derivatives” – 
Kuhl and Giardina, 1982). While there are straightforward and simpler descriptions of regular 
Fourier series for the non-mathematician (e.g., Transnational College of Lex, 2012), there seems to 
be no equivalent for EFA. As a consequence, the resemblances and distinctions between traditional 
Fourier and elliptical Fourier analysis tend not to be clearly explained for non-mathematicians. The 
focus of this chapter is on reviewing EFA in simpler terminology and providing illustrative 
explanations to elucidate the most complicated parts of the mathematical theories. Specific 
examples of the utility of EFA in forensic anthropology will also be explored, as will current 
software capabilities.  
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Table 4.1: Accuracy of classification for select skeletal features using elliptical Fourier 
analysis (EFA), linear metrics, and visual assessment of morphoscopic traits. Bold indicates 
the highest method performer for each skeletal feature derived from any kind of validation 
testing. Adapted from Caple et al. (2017) with permission from Springer Nature. 
Skeletal Element Estimation Category 
Accuracy (%) 
Elliptical Fourier 
Analysis 
Linear 
Measurements 
Visual 
Assessment 
Frontal sinus Individuation 961 ~1002 1003a 
Anterior Nasal Aperture Ancestry 91 – 964 94 – 954 83 – 865b 
Midfacial Contour Ancestry 83 – 876 50-676 83 – 865b 
Mandible Sex 92 – 977 78 – 818; 829; 8510 58 – 8611 
Clavicle Short-list to Assist Individuation 75
12 - 88 – 10013c 
Prox. Humerus Sex 92 – 9514 89 – 9015 83 – 868 
Greater Sciatic Notch Sex 9216 70 – 87
17; 72 – 
7718 80
19; 8620; 8821 
Patella Individuation 9122 - 9722 
1 Christensen (2005); 2 Kullman et al. (1990); 3 Cryer (1907); 4 McDowell et al. (2012); 5 Hefner (2014);  
6 Sholts et al. (2011); 7 Schmittbuhl et al. (2002); 8 Spradley and Jantz (2011); 9 Steyn and İşcan (1998); 10 Giles 
(1964); 11 Williams and Rogers (2006); 12 Stephan et al. (2011a); 13 Stephan et al. (2011b); 14 Tanaka et al. 
(2000); 15 Dittrick and Suchey (1986); 16 Velemínská et al. (2013); 17 Steyn and İşcan (2008); 18 Patriquin et al. 
(2005); 19 Walker (2005); 20 Rogers and Saunders (1994); 21 Patriquin et al. (2003); 22 Niespodziewanski et al. 
(2016) 
a Reported as 100 % accuracy without validation testing 
b Based on a combination of six mid-facial traits and one cranial trait 
c Combination of features from the cervico-thoracic junction (clavicle and C3-T4 vertebrae) 
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4.2  Fourier Analysis 
As previously mentioned, Fourier analysis was initially developed to explain radiant heat transfer 
from solid objects (Herivel, 1975). Resulting from this work, Fourier demonstrated that it is 
possible to approximate any complex curve or function by transforming it into the frequency 
domain, and reducing it to a series of simpler sine and cosine constituents (i.e., simpler waves). A 
special example of this transformation using geometric data is the depiction of a point travelling 
around the perimeter of a unit circle (radius of one) at constant speed (Fig. 4.1a). The x- and y-
coordinates of the point can be plotted as a time series (termed a t-axis) (Lestrel, 1989), with the y-
coordinates generating a sine wave (Fig. 4.1b) and the x-coordinates a cosine wave (Fig. 4.1c). 
These two simple waves can be then combined (summed) to generate a single complex wave that 
encodes both sets of data (Fig. 4.1d), and this complex wave can always be decomposed back into 
its original starting constituents. 
 
Complex waves are efficiently explained by partial differential equations that comprise two terms 
corresponding to the sine and cosine waves. This is straightforward for the unit circle, which is 
completely explained by only one sine and one cosine term; however, supplementary orders of sine 
and cosine terms (harmonics) are necessary for describing more complex patterns as represented by: 
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where y is the wave amplitude (dependent variable), A0 is the constant, An and Bn are the harmonic 
coefficients of the nth order, and t represents the points sampled from the t-axis given by the period 
2π. The constant and coefficients are derived from additional trigonometric functions that are not 
included here (see Lestrel, 1989). The outline of a complex object can be explained using an infinite 
number of harmonics, though the proportion of the information captured declines as the harmonic 
order increases. As a result, the level of detail captured from the original outline in the Fourier 
terms increases with the number of summed harmonics (Fig. 4.2). 
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Figure 4.1—Simplistic example of frequency encoding of spatial data using the Fourier series on a 
unit circle: a) unit circle plotted on a Cartesian grid with x- and y-coordinates (arrow indicates 
direction of travel for subsequent graphs); b) & c) the projection of the y- b) and x- coordinates c) 
of the circle starting at the 1,0 (x,y) and working counter-clockwise (teal dot indicates one point in 
the time series); and d) the summation of b) and c) waves into a single complex wave. Example 
modelled after Transnational College of Lex (Transnational College of Lex, 2012). Plots created 
using R (R Core Team, 2013). Adapted from Caple et al. (2017) with permission from Springer 
Nature. 
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Figure 4.2—Harmonic visualisation for traditional Fourier outline analysis using polar coordinate 
data: Separate — The first five harmonics individually plotted for the shape depicted in grey on the 
right. Relative size information is not retained to aid visualisation. Cumulative — Approximation of 
the original shape outline as subsequent harmonics are combined, showing that the approximation is 
converging on the original shape (grey shading) as the harmonic number increases. Example 
modelled after Rohlf and Archie (1984). Images created using R (R Core Team, 2013). Adapted 
from Caple et al. (2017) with permission from Springer Nature. 
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In traditional Fourier analysis, outline data are first transformed into a one-dimensional shape 
signature variable, which produces a single time series graph when projected to the frequency 
domain by its recalculation about the object in time. The most commonly used shape signature 
method transforms the Cartesian coordinates into radial coordinates using a polar coordinate axis 
(Fig. 4.3). As this method uses a constant polar angle, with equally dispersed radial lines projecting 
from the pole (centre) to intersect with the object outline (for further information see Lestrel, 1997a; 
Rohlf and Archie, 1984), its application is limited to simpler shapes so that multiple intersection 
points are not generated by instances where the outline curves back upon itself (Lestrel, 1989). 
Instances where this would regularly affect the capture of a skull outline in norma lateralis would 
be for the anterior nasal spine and the mandibular ramus—Yasui (1986) illustrates these limitations 
for the cranium. For descriptions of other shape signature methods, see Zahn and Roskies (1972), 
Rohlf and Archie (1984), and Zhang and Lu (2002). 
 
4.3  Elliptical Fourier Analysis 
Instead of encoding outline information in a single one-dimensional signature and projecting it to 
the frequency domain as regular Fourier series does (Fig. 4.3), EFA utilises two signature codes 
(one for the x-coordinates and another for the y-coordinates), and combines the two datasets to form 
a chain of interlinked ellipses that move in time about one another. This facilitates an 
approximation of the original shape by a single point travelling around the highest-order ellipse. 
This is the fundamental difference between traditional Fourier series and EFA, as the latter uses two 
sets of partial differential equations for each harmonic each with sine and cosine terms (i.e., four 
coefficients in total per harmonic: an, bn, cn, dn) so that it can define the harmonic as an ellipse. In 
contrast, the single shape signature function employed by traditional Fourier results in harmonics 
comprising only two coefficients (an, bn). Note here that the Fourier coefficients are often termed 
Fourier descriptors. Figure 4.3 provides a visual comparison of traditional and elliptical Fourier 
analysis methods using the same starting shape. These comparisons can be further clarified by 
visualising outline approximations using both methods, as available in Supplementary Video 1 from 
Caple and colleagues (2017). 
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Figure 4.3—Comparison of traditional Fourier and elliptical Fourier analysis methods. Shape 
Signature Extraction—For traditional, information is combined into a single function; the method 
chosen for this example uses polar coordinates (r = radius, θ = theta angle) between equally spaced 
angled radii. For elliptical, the x- and y-coordinates are analysed in separately against new time (t) 
axes. First Harmonic Fourier Transform—Complex wave (a combination of sine and cosine terms) 
for the first harmonic. Traditional has one complex wave resulting from a single Fourier function, 
compared with two for elliptical (one for each of the x- and y-coordinate functions). Harmonic 
Representation—Reconstructed outline shape approximation depicting the first two harmonics in 
relation to each other. Traditional is in polar coordinate space, whereas elliptical is in Cartesian 
coordinate space. Harmonics are grey, phasors are dashed lines, and the combined outlines are bold 
black lines. Images created using R (R Core Team, 2013). Adapted from Caple et al. (2017) with 
permission from Springer Nature. 
 47 
A more precise description of the ellipse interaction in EFA is that they move in an epicyclic 
manner—the centre point of any given ellipse (corresponding to harmonic n) travels around the 
perimeter of the proceeding ellipse (harmonic n-1), which is larger in most cases. That is, any given 
ellipse travels around the perimeter of the ellipse preceding it, which in turn travels around the 
ellipse that precedes that ellipse, and so on until the ellipse for the first harmonic is reached. The 
elegance of the sum of these mechanics is best illustrated by animation as provided as 
Supplementary Videos 1-3 by Caple and colleagues (2017). 
 
With this overall description of the mechanisms of EFA, it is worth exploring some of the more 
intricate details of the underlying mathematical theory. For EFA, the parametric functions x(t) and 
y(t) are expanded as follows: 
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where t is the collective chord length of the outline points, scaled to range from 0 to 2π; (an, bn) and 
(cn, dn) are the four Fourier coefficients defining each harmonic (nth order); and k is the maximum 
number of harmonics used (Lestrel, 1989). The equations for the constants A0 and C0 that represent 
the weighted x- and y-coordinates of the centre of the form can be found in Kuhl and Giardina’s 
paper (1982) as well as the appendix to Lestrel’s EFA paper (1989). 
 
By setting the period T = 2π, the nth harmonic’s coefficients, which are used for subsequent 
analysis, are represented for the x-projection as: 
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where the number of outline points (p) total to equal q; tp is the length of the step between the 
points p and p+1; and Δxp is the projection of p to p+1. The y-projection Fourier coefficients, cn and 
dn, can be calculated using the same approach as equations (4) and (5), substituting Δxp for Δyp. 
 
For any subsequent quantitative examination of the EFA output, it is the four coefficients (an, bn, 
cn, dn) that are preserved as the outline shape descriptors and can be used either to reconstruct the 
starting shape as an approximation or as the basis for statistical assessment of shape—Table 4.2 lists 
the EFA coefficients for the first 20 harmonics describing the skull outline shape in Figures 4.4-4.6. 
It should be noted that the mathematics of EFA have been extensively verified over the years, and 
are well recognised to be robust. 
 
As previously mentioned, EFA quantifies a form’s shape by examining the x- and the y-coordinates 
separately (Lestrel, 1989; Fig. 4.4) and projecting these data to the frequency domain as waves (Fig. 
4.5). These waves can be represented in their complex form (summed sine and cosine terms) that 
when plotted against one another for a corresponding harmonic value, generate an ellipse (Fig. 4.5). 
As a result of this process, the first harmonic tends to describe the general size and length of the 
object being analysed. 
 
The position of each subsequent harmonic (n + 1) is centred on the current time point, but on the 
previous harmonic (n) (see e.g. Fig. 4.6a). These centre points travel around the ellipse of the 
previously fixed harmonic, establishing a vector from the centre of the previous harmonic that is 
termed a phasor by mathematicians. The harmonic number (n) symbolises the wavelength, and in 
turn, the number of times the point navigates around that harmonic in the total time period—i.e. this 
point travels around the second harmonic twice in the time it takes to traverse the first harmonic. In 
a similar fashion to traditional Fourier, each additional rotation captures a greater amount of shape 
detail, thereby converging on the original outline form as the number of harmonics increases (see 
Supplementary Videos 1-3 in Caple and Colleagues, 2017). Note that the Fourier coefficients are 
not dependent on their counterparts in higher or lower harmonics, and do not change as the 
harmonic number is increased. That is, the first two harmonics will remain the same for a shape 
described by two, three, four or more harmonics. 
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Table 4.2: The Fourier descriptors (coefficients) for the first 20 harmonics 
calculated using Equations 4-5 and the skull outline used in Figures 4.4-4.6a. 
Adapted from Caple et al. (2017) with permission from Springer Nature. 
Harmonic Number an bn cn dn 
1 -330.422 99.73088 -192.586 -296.596 
2 52.83648 6.819893 -61.1977 15.19532 
3 -14.916 -1.63322 0.605295 -41.5449 
4 -8.28668 -25.3474 26.12699 -8.27207 
5 5.008195 -8.50411 8.087178 6.895032 
6 2.169348 -0.84613 -1.9586 -1.87794 
7 0.148094 6.140658 2.77881 -4.87293 
8 -2.78538 -0.11023 5.7206 1.715498 
9 0.597155 -0.41022 0.319893 5.283465 
10 0.489914 -1.44532 -3.7345 2.231514 
11 -0.37304 -0.33243 -2.13588 -0.80122 
12 -2.57681 -0.33451 0.480483 -1.16328 
13 -3.91576 -1.12792 0.170185 1.534124 
14 -3.1378 -0.95338 -1.77637 -0.77887 
15 -2.4876 -0.59796 0.949671 -1.76404 
16 -1.20013 0.367144 1.926024 0.284832 
17 -0.44792 1.146361 -0.59133 0.844731 
18 -0.24043 0.628154 -0.44107 -1.2967 
19 1.205436 0.55456 1.114009 -1.37115 
20 0.943532 0.583383 1.167985 0.527544 
a Following the equations provided by Lestrel (1989), the constants for this inputted shape 
are: A0 = 954.9844; C0 = 1316.721. Consequently, to calculate the x and y projections of the 
original shape (as displayed in Figure 6 c and d) the following would be undertaken for the 
first harmonic by substitution into Equations 2 and 3: x(t) = 954.9844 +   330.422(cos*1*tn) 
+ 99.73088(sin*1*tn-1); y(t) = 1316.721 +  -192.586(cos*1*tn) +  -296.596(sin*1*tn-1). 
When these data are plotted against each other, they form the large ellipse of the first 
harmonic observed in Figure 4.5. 
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Figure 4.4—Starting data for EFA using a left lateral skull outline: a) x- and y-coordinates plotted 
on a Cartesian axis (spatial domain), arrow indicates counter-clockwise direction of travel, time 
series starts at the small filled circle; b) the projection of the y- coordinates of the skull to a new t-
axis; and c) the projection of the x- coordinates of the skull to a new t-axis. The unfilled circle 
depicts an equivalent point in the series (850 out of 1000). Images created using R (R Core Team, 
2013). Adapted from Caple et al. (2017) with permission from Springer Nature. 
 
 
 
  
 
Figure 4.5—Plots of the first three harmonics from the skull in Figure 4.4: Transforms—elliptical Fourier expansion of the x- and y-coordinates. 
Complex Waves—cosine and sine waves combined to form complex waves for the X and Y transforms. Complex waves for first harmonic calculated 
using Equations A1 and A2 from Table 4.2. Harmonic Representation—the two complex waves for each harmonic plotted against one another to form 
an ellipse (reconstructed using the constants (A0, C0) to determine centroid position). Dot depicts equivalent point from the skull outline in each plot 
(point 850 out of 1000). Plots created using R (R Core Team, 2013). Adapted from Caple et al. (2017) with permission from Springer Nature.
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Figure 4.6—Inverse representation of elliptical Fourier series. Harmonic Path—path of travelling 
around 1000 points on the skull from Figure 4.4 using two harmonics, up to point 850. Remaining 
panels: shape achieved with all 1000 points using two, three, and 20 harmonics. Reconstructed 
using the constants (A0, C0) to determine centroid position. Harmonics are grey, phasors are dotted 
lines, and the combined outlines are bold black lines. Plots created using R (R Core Team, 2013). 
Adapted from Caple et al. (2017) with permission from Springer Nature. 
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EFA output comprises a matrix of coefficients four cells wide (corresponding to the four 
coefficients for each harmonic) and as many rows long as harmonics used in the analysis (Table 
4.2). Since ellipses are used, the shape description in EFA is global and suitable for approximating 
natural shapes with curved edges—EFA does not perform as well on straight edges and/or acute 
corners (Fig. 4.7). As mentioned previously, EFA is therefore well suited to analysing the natural 
form of skeletal elements. One of the advantageous properties of these Fourier coefficients resulting 
from EFA is their inverse transformation, which permits conversion of the frequency data back to 
the spatial domain providing a visual reconstruction of the EFA geometrical shape approximation 
(see Fig. 4.6-4.8). This is beneficial since interpreting tables of Fourier descriptors alone is 
challenging— instead their visualisation tends to be much simpler. Such inverse transformations are 
regularly utilised by the majority of EFA studies (see e.g., Gore et al., 2011; Kuhl and Giardina, 
1982; Schmittbuhl et al., 2002). Figure 4.6 depicts how the harmonics combine to approximate a 
skull’s outline, and increase in accuracy with an increased number of harmonics. Inclusion of the 
constants A0 and C0 when plotting an inverse transformation translates the form’s centre from the 
origin to the original location. 
 
4.4  Additional Considerations 
When conducting EFA, one of the main factors to consider is selecting the appropriate number of 
harmonics for analysis, as this defines the accuracy of the EFA approximation. This can be 
achieved by subjecting the harmonics to the Nyquist frequency sampling rate, which requires the 
number of harmonics to be less than half the number of sampled outline points (variables) (Lestrel, 
1989). Alternate methods involve either calculating the percentage of deviation between the 
reconstructed Fourier outline and the original outline using a range of harmonic numbers, or 
calculating the cumulative power of the harmonics as shape measures (see Claude, 2008). EFA can 
also be extended to enable 3D outline analysis by adding the following equation for the z-axis to 
equations (2) and (3): 
 
                                         (6) 
 
This results in six Fourier coefficients for each harmonic, two for each axis, instead of the four 
provided with more traditional 2D EFA. 
 
While EFA can describe shape comprehensively in a global manner, it risks missing details in 
localised shape features. This can be overcome by coupling EFA with the continuous wavelet  
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Figure 4.7—EFA reconstruction using 30 harmonics, of: a) a natural type object (elephant cartoon); 
and b) silhouette of a fighter jet. Original image is shaded grey, EFA reconstructed outline is in 
black. Note the poorer ability of EFA to capture pointed corners and straight edges due to the 
elliptical nature of the EFA capture process. Starting binarised objects adapted from clker.com 
(19/03/15). Elliptical Fourier reconstructions created in R (R Core Team, 2013). Adapted from 
Caple et al. (2017) with permission from Springer Nature. 
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transform (CWT) (Lestrel et al., 2004). CWT can be particularly beneficial when an outline 
contains corners or complex curvatures, as it uses small waves (wavelets), differing in size and 
starting position, that are concentrated on a specific portion of the outline (Neal and Russ, 2012). 
For an in-depth discussion of wavelet theory and its application refer to the theoretical guides 
provided by Daubechies (1992), Lestrel et al. (2005) and Neal and Russ (2012). 
 
To facilitate meaningful comparison of multiple outlines using EFA, the data need to be normalised 
with regards to orientation (Lestrel, 1989) since elliptical Fourier coefficients rely on a coordinate 
system. To normalise, Kuhl and Giardina (1982) advocate aligning based on the major axis of the 
first harmonic (Fig. 4.8a-b). The second optional normalisation is for size differences. This can be 
useful if the aim is to examine shape differences specifically, as considerable size differences (e.g., 
between sexes) could overpower shape differences. Size correction can be undertaken following 
Kuhl and Giardina (1982), by rescaling the semi-major axis of the first harmonic to a value of one 
and adjusting all remaining coefficients by the same factor (Fig. 4.8c). As size is an important factor 
in distinguishing based on both ancestry and sex (Ferrario et al., 1995; Howells, 1973; Lestrel et al., 
2011b; Stewart, 1979) there are advantages for retaining it in forensic anthropology analyses. For 
example, Schmittbuhl and colleagues (2002) reported a reduction of up to 13 % in sex classification 
accuracies when size was removed from the EFA of the mandible. 
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Figure 4.8—EFA conducted on a skull image 
using 40 harmonics. Plots display Fourier 
reconstructed outline superimposed with the 
first harmonic (ellipse) using original a), 
orientation normalised b), and size and 
orientation normalised c) EFA methods. 
Dashed line represents major axis of the first 
harmonic, which is aligned to the x-axis using 
the orientation normalised method. Plots 
created using R (R Core Team, 2013). Adapted 
from Caple et al. (2017) with permission from 
Springer Nature. 
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An alternative method of normalising size, scale, and translation is generalised Procrustes analysis 
(GPA). GPA minimises the sum of the squared differences between a mean and the entire dataset 
(Dryden and Mardia, 2016; Gower, 1975). This is achieved through repeatedly selecting an object 
at random as the mean, before computing a new mean once all samples have been superimposed. 
GPA has been used for normalisation with Fourier methods in studies on artificial cranial 
deformation (Frieß and Baylac, 2003), and human molar identification (Corny and Detroit, 2014). 
Corny and Detroit (2014) specifically compared several normalisation procedures on their data, 
with classification rates calculated using leave-one-out CV. They concluded that GPA was the most 
appropriate method for near-circular outlines, reporting a misclassification rate of 2.8 % of isolated 
molars compared with the traditional Fourier normalisation procedure proposed by Kuhl and 
Giardina (1982), which misclassified 3.3 % of samples. These marginal differences between 
normalisation approaches may be negligible in many contexts. 
 
A crucial question is when to choose EFA as the shape quantifier? When a researcher is interested 
in describing the global shape of a structure as a continuous contour and finds an approximation of 
the original structure to be sufficient, then EFA may be a suitable choice. Under these 
circumstances, the global nature of the shape description is beneficial and provides the flexibility 
that the method can be used when homologous landmarks are scarce, problematic to locate, or (less 
preferably) entirely absent. In some cases, EFA can function as a data reduction technique which 
may be favourable when it is sufficient to use only a small number of harmonics to approximate the 
shape. Outside of these contexts, EFA is simply one of several alternatives for shape quantification. 
In these circumstances, the transformation of spatial data to the frequency domain has been 
considered to be an unnecessary additional step, since the original geometric data can be directly 
evaluated using other methods (MacLeod, 2012). 
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4.5  EFA Applications in Forensic Anthropology 
Since its development, there have been a number of studies using EFA to analyse areas related to 
biological anthropology: orthodontic treatments (Lestrel and Kerr, 1993); age related changes in 
mandibular form (Chen et al., 2000); artificial cranial deformation (Frieß and Baylac, 2003); facial 
form differences in ancestry (Sheridan et al., 1997); sexual dimorphism of the chin (Thayer and 
Dobson, 2010); as well as one attempt to predict the facial profile from the skull (Rose et al., 2003). 
EFA for forensic identification purposes does not appear until 2000, 18 years after it was described 
by Kuhl and Giardina (1982), with Tanaka and colleagues’ study quantifying the proximal humerus 
outline (2000). The following section summarises studies using EFA in a forensic anthropological 
context (see also Table 4.3 for summary), and is structured based on the skeletal element studied to 
aid understanding. 
 
 
 
 
 
Table 4.3: Summary of skeletal studies utilising EFA in a forensic context. Reprinted from Caple et 
al. (2017) with permission from Springer Nature. 
Skeletal Element  Study  Purpose 
Cranial  Frontal sinus  Christensen (2004, 2005)  Identification 
  Cranial vault  Maxwell and Ross (2014)  Identification 
  Craniofacial complex  Lestrel et al. (2011b)  Sex 
  Orbits  Gore et al. (2011)  Sex, Age, Ancestry 
  Anterior nasal aperture  McDowell et al. (2012)  Ancestry 
  Midfacial contour  Sholts et al. (2011)  Ancestry 
Infracranial  Mandible  Schmittbuhl et al. (2002)  Sex 
  Clavicle  Stephan et al. (2011a, 2014)  Identification 
  Vertebrae  Paolello and Cabo-Perez (2008)  Identification 
  Proximal Humerus  Tanaka et al. (2000)  Sex 
  Greater Sciatic Notch  Velemínská et al. (2013)  Sex 
  Patella  Niespodziewanski et al. (2016)  Identification 
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4.5.1  Skull 
Christensen (2004, 2005) explored the utility of frontal sinus pattern variability using EFA as an 
identification tool. This was accomplished by tracing and digitising sinus outlines from radiographs 
with size information retained in the elliptical Fourier coefficients. Christensen (2005) was able to 
conservatively match frontal sinus outlines using 20 harmonics with log likelihood ratios, with the 
odds of a correct match compared with a match from the population reported to be 1021 to 1. 
Although other researchers have previously quantified frontal sinuses prior to Christensen, no 
attempt had been made to measure their individuating power. 
 
Cropped cranial vault outlines were analysed by Maxwell and Ross (2014) from radiographs for use 
as a differential identifying feature. Outlines were manually traced from nasion to the posterior 
border of the mastoid process, and analysed using EFA with 30 harmonics used for analysis and 
normalising for size. Though they recommend EFA as an analytical tool, they concluded that the 
shape of the vault outline alone does not capture enough variation to individuate. Their conclusion 
was supported by a supplementary visual comparison test, in which only 47 % of assessors 
correctly assigned all radiographs. It is worth noting that despite the authors’ own suggestion of 
using EFA with a MANOVA or DFA, this study used multiple univariate t-tests for data analysis. 
 
Lestrel and colleagues (2011b) provided a comprehensive examination of sexual dimorphism in the 
craniofacial complex using EFA. Their study aimed to emphasise shape variations, and was 
therefore conducted on Fourier coefficients normalised for size. Sourcing data from multiple 
studies, statistically significant sexually dimorphic changes were evident in all structures examined; 
namely the nasal bones, cranial base, dental arch, mandibular arch, and cranial vault. The most 
sexually dimorphic region was that of the nasal bones, which were longer and narrower in females; 
whilst the slightest dimorphism was noted for the cranial vault. 
 
The utility of the midfacial region was also assessed by Sholts and colleagues (2011) for ancestry 
estimation. They defined the 2D contour from a plane passing through the nasion and bilateral 
zygomaxillare points obtained from 3D scans, capturing morphology of the nasal bridge and 
zygomaxillary region. DFA was run on data representing absolute values for each order of the x- 
and y-series coefficients, resulting in 83-87 % correct cross-validated classifications. 
Comparatively, DFA of 13 interlandmark distances performed with lower accuracy with 50-67 % 
correct classifications, missing contour detail for nasal bone slope and zygomaxillary projection. 
 
Gore and colleagues (2011) assessed the effect of sex, age, ancestry, and geographical location on 
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size-normalised orbital shape. They captured photographs of orbits from 162 individuals sourced 
from skeletal collections in the US and South Africa. They confirmed that information in orbital 
outlines captured using EFA could successfully differentiate individuals based on sex, ancestry, and 
geographical location. They did not observe any age-related effect on orbit shape as an isolated 
structure, though they speculated that age may affect orbital size relative to the rest of the cranium. 
 
McDowell and colleagues (2012) used EFA to investigate population differences in the shape of the 
anterior nasal aperture in South Africans. This analysis was simultaneously conducted with 
traditional landmark craniometrics and GPA. They digitally traced the aperture outlines from 
photographs before running size-normalised EFA. They were able to successfully classify ancestry 
94 % of the time, which was equivalent to their reported 94-95 % accuracy using craniometrics. 
This is an improvement on the 83-86 % accuracy rates reported for visual assessment (Hefner, 
2014), although morphoscopic analysis would of course hold the advantage of not requiring intact 
nasals. 
 
Individual level variability and sexual dimorphism of the mandible were analysed using EFA by 
Schmittbuhl and colleagues (2002). They defined novel elliptical descriptors as an alternative to the 
customary Fourier coefficients, founding them on axis length, axis orientation, and initial phase 
angle. These descriptors were designed to facilitate ease of association to morphological 
interpretation (Schmittbuhl et al., 2002). They were able to successfully classify males 97 % and 
females 92 % of the time using the shape and size of the lateral mandibular outline. With the 
removal of the size factor, they achieved classification rates of 84 % and 81 % in males and 
females, respectively. The size-retained data thereby provided a noticeable improvement on 
classification accuracies using both visual assessment (58-86 %; Williams and Rogers (2006)) and 
linear measurements (78-85 %; Giles, 1964; Spradley and Jantz, 2011; Steyn and İşcan, 1998). 
 
The EFA-CWT method described previously has been employed in anthropological studies on 
sexual dimorphism in the human basicranium (Lestrel et al., 2004; Lestrel et al., 2005), and calotte 
(Lestrel et al., 2011a), but has not been applied in a forensic setting thus far. The 3D EFA approach 
has been used with skeletal material in a forensic context, in a study evaluating the effect of 
ancestry, sex, and age on orbital margins (Urbanová, 2011). 
 
4.5.2  Clavicle 
Stephan and colleagues (2011a; 2014) recently compared postmortem clavicle outlines with 
antemortem records to aid skeletal identification. Using the sum of squared differences in 
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normalised EFA coefficients between 3D clavicle laser scans and clavicle morphologies recorded 
on antemortem chest radiographs, true-positive matches were present in the top 5 % of the shape 
ranked chest radiograph database 75 % of the time (2011a; 2014). Recently, D’Alonzo and 
colleagues (2017) performed a more comprehensive out-of-group validation test, resulting in 
slightly lower, yet still effective, success rates with true-positive matches being present in the top 10 
% of ranked radiographs 30 % of the time. These results offer major benefits for automated 
searching of large datasets in contrast to manual searches. 
 
4.5.3  Vertebrae 
Paolello and Cabo-Perez (2008) used EFA to assess individuation power of vertebral outlines as 
captured in radiographs. The outlines of the left transverse process of 85 second lumbar vertebra 
were extracted from radiographs that were conducted to simulate antemortem and postmortem 
records. Though correction for size was not specified in the written account, nor were accuracies 
stated, the authors recommended use of their method for forensic casework. 
 
4.5.4  Humerus 
As the first study to apply EFA in a forensic setting, Tanaka and colleagues (2000) assessed sexual 
dimorphism of the proximal humerus in Japanese adults born c. 1900. The humeral outlines were 
traced and digitised from photographs before conducting EFA with 27 harmonics retained. Data 
were analysed using a one-way MANOVA, with Wilk’s lambda scores showing statistically 
significant sex differences. While significant sex differences in size were noted, they still achieved 
classification accuracies of approximately 92-95 % using discriminant functions based on size-
normalised amplitudes. Inverse transformations of the EFA coefficients revealed male humeri 
possess a more pronounced lesser tubercle, but a less pronounced greater tubercle. These results 
also demonstrate that outline analysis performed more accurately than both linear measurement (89-
90 %; Dittrick and Suchey, 1986) and visual assessment (83-86 %; Spradley and Jantz, 2011) 
methods. 
 
4.5.5  Os Coxae 
Velemínská and colleagues’ (2013) study on sexual dimorphism of the greater sciatic notch used 
EFA in addition to the following geometric morphometric methods: (1) with equally angled semi-
landmarks from a centre point; (2) distances between those landmarks and the centre point; (3) 
semi-landmarks equidistant to the curve; (4) polyline distances, and; (5) Legendre coefficients. All 
methods were conducted after size normalisation, and proved to successfully classify sex with the 
EFA coefficients classifying with the highest accuracy—although differences were negligible with 
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the complete range being 90-92 %. EFA also outperformed visual assessment studies, which 
correctly classified sex 80-88 % of the time (Patriquin et al., 2003; Rogers and Saunders, 1994; 
Walker, 2005). Classification accuracy was found to decline as the number of harmonics increased 
above the optimum number (in this case, five), most likely due to a decrease of the biological signal 
to noise ratio. 
 
4.5.6  Patella 
Niespodziewanski and colleagues (2016) recently used EFA to evaluate the individuating power of 
lateral patella outlines. In a similar fashion to the clavicle studies by Stephan and colleagues 
(2011a; 2014), patella outlines were compared between radiographs and rotated shadowgrams 
obtained from 3D laser scans. Based on ranking the sum of squared differences between the 
elliptical Fourier coefficients, 20 of the 22 specimens ranked in the top 5 images (top 1.4 %), with 
16 of the 22 correctly matching the top ranked image. 
 
4.6  EFA Software 
EFA is computationally expensive, making it strenuous to perform manually, particularly when 
large numbers of harmonics are used. As a consequence of this, the method lends itself entirely to 
computerised approaches. Since EFA was first developed in 1982 a number of computer programs 
have been developed to either specifically undertake EFA or have it available within an array of 
other statistical methods. The majority of these programs are available online for free download. 
 
Christensen’s frontal sinus research (2004, 2005) used a program called EFAWin (now known as 
EFAV on the SUNY Stony Brook website) developed by Mike Isaev (1995) for performing EFA 
and obtaining the Fourier coefficients. The EFA calculations for the software were prepared by 
Rohlf and Ferson, who also released their own software a couple years prior (Rohlf, 1993) that can 
be used in combination with their outline coordinate extraction software tpsDig (Rohlf, 1997). 
 
Iwata and Ukai (2002) developed the SHAPE software package that comprises five programs to 
perform image outline extraction, run normalised EFA, principal component analysis, as well as 
visualise inverse transformations at every stage. The image outline is extracted using edge detection 
on an optimised image whereby each image is separated into three based on the RGB channels, and 
the image with the highest object-to-background contrast is selected to undergo automatic threshold 
establishment for binarisation. This program was used by Stephan and colleagues (2011a) in initial 
trials of clavicle matching and by Maxwell and Ross (2014) in their exploration of identification 
from cranial vault outlines. 
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Momocs (Iwata and Ukai, 2002) is an EFA package developed for use within the R (R Core Team, 
2013). The R Project is both a programming language and environment, developed by Bell 
Laboratories as a GNU ‘free software’ project specifically for use with statistical computing and 
graphics. Many user-contributed packages of code functions are freely available for use, negating 
the need to write entire scripts from scratch. The functions written within the Momocs package are 
primarily derived from Claude’s (2008) book Morphometrics with R. It encompasses the majority 
of the required analytical process, including outline extraction, EFA, as well as statistical methods 
such as principal component analysis, MANOVA, and thin plate splines. The benefit of calling 
individual functions within R permits the user to customise the analysis according to their needs; 
however, it also requires a fundamental knowledge of R programming to navigate. Despite its use in 
a wide range of other research areas—for example, sexual dimorphism of bird tails (Felice and 
O'Connor, 2016); phenotypic gene expression patterns (Martínez-Abadías et al., 2015); and a 
comparison of Middle Stone Age assemblages (Archer et al., 2016)—Momocs has not been used in 
the forensic anthropological literature so far. 
 
Stephan and colleagues (2011a) coded equations from Kuhl and Giardina (1982) to conduct their 
chest radiograph comparison studies in R as part of their customised clavicle matching software. 
Rather than facilitating generalised used of EFA, this software instead provides a dedicated 
standalone tool for ranking radiographs based on EFA output. While originally designed for 
clavicles, the program has also been successfully extended to searching lateral knee radiographs 
from 3D scans of patellae (Niespodziewanski et al., 2016). 
 
Paleontological Statistics (PAST) was developed by Hammer (2001) as a comprehensive statistical 
tool for paleontological data analysis, facilitating EFA on outline coordinates obtained through third 
party software. The EFA component of this program has not yet made an appearance in the forensic 
anthropology literature. 
 
There are also some commercially available software packages for conducting EFA. The EFF23 
software is one of the longest available, developed around 30 years ago as a MS-DOS tool for 
running EFA on a matrix of coordinates (Lestrel, 1997a; Wolfe et al., 1998). Once the elliptical 
Fourier coefficients are calculated they are then exported to be analysed in third party statistical 
software. This software has been used in combination with MLmetrics to digitise outlines, also 
available from the EFF23 developers (Lestrel, 1989; Wolfe et al., 1998) and was utilised by Tanaka 
and colleagues (2000) in their study on proximal humeri. Another shape analysis program that 
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includes EFA among several other shape quantification methods is NTSYSpc developed by Rohlf 
(2008), which also requires a third party program to digitise the outline before performing EFA. 
 
The above options provide researchers with a range of solutions. While user preferences are 
expected to vary, programs that provide graphical user interfaces (GUIs) may generally be more 
expedient for investigators without coding experience. The compromise is that these programs offer 
far less flexibility when compared to those that are run from coding consoles. Out of the GUI 
programs available, SHAPE offers a simple, user friendly workflow that incorporates the outline 
extraction in a single suite of programs that some researchers may find useful. 
 
4.7  Research Potential of EFA 
The high processing power of modern-day computers enables EFA to be run in mere seconds. The 
scope to increase the use of EFA in forensic anthropology is therefore immense, partly due to the 
natural and smooth curving outlines of bones. As discussed in Chapters 2 and 3, metric procedures 
that are currently employed in forensic anthropology for estimating ancestry and sex are time-
intensive and require specialised equipment that largely restricts these methods to be laboratory-
based. A similar limitation pertains to the applications presented in this chapter that use EFA as 
they focus on isolated structures that either require manual extraction of outlines, or in the case of 
programs using automated extraction, there are no available reference datasets for out of group 
ancestry and sex estimation. One of the major attractions to EFA is that it can be undertaken using a 
broad array of acquisition equipment from relatively simple digital cameras (e.g., Tanaka et al. 
(2000)) to more complex 3D scanning units (e.g., 3D digitizer used by Urbanová, 2011). All these 
factors award EFA particular value where large samples are concerned and holds potential for 
development of a FORDISC-like morphometric tool based on EFA of skull outlines, as they can be 
extracted with minimal manual user input. 
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5. Aims, Hypotheses, and Practical Application 
 
The overarching aim of this thesis is to determine if outline morphology of the skull can be used to 
accurately estimate ancestry and sex of skeletons to generate a fast, field-friendly capability for 
estimation from skull photographs in norma lateralis. The corresponding hypothesis is that skull 
outlines in norma lateralis will capture sufficient size and shape information to correctly estimate 
ancestry and sex with high (>80 %) degrees of accuracy. A series of specific studies and study aims 
was devised to test this overall hypothesis as follows: 
 
Chapter 6: To review and improve description of craniofacial landmarks, especially as pertains to 
outline assessment of the skull in 2D images in norma lateralis. 
This study examines the relation between the precise midline and the profile line of a skull as seen 
in norma lateralis. Also explored are the implications of locating 3D-defined landmarks on 2D 
photographic images. The outcome is an improved nomenclature for 2D appropriations that provide 
at-a-glance explanations of landmark reliability. An additional output of this study is a 
comprehensive and standardised suite of craniometric landmarks and definitions to serve as a 
reference in future studies. 
 
Chapter 7: To develop a reliable and standardised field photography-based protocol to enable a 
large series of skulls representing different individuals, sexes and ancestries from across the 
globe to be documented. 
If photographs of skulls are to be used for quantitative ancestry and sex estimation methods, the 
optical parameters must be tightly controlled to produce precise and reliable results. This chapter 
details development of the photography protocol to be used in subsequent studies, and assesses the 
associated degrees of intra- and inter-observer error. In addition to reliability, the protocol needs to 
be flexible enough to work for a range of skulls of different size, and ease-of-use to enable efficient 
transport and high throughput of samples. In addition to these aims, this chapter introduces the 
skeletal collections examined for the remaining studies. 
 
Chapter 8: To develop statistically derived photographic quality morphotypes of anterior and 
left lateral skull photographs for ancestry and sex groupings. 
By using the photographs introduced in Chapter 7 and specialised software, this study aims to 
develop photographic quality statistical skull averages. These averages will provide, for the first 
time, the ability to visualise the mean morphological differences between skulls of different 
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ancestry and sex groups and enable differences to be exaggerated (in real-time and dynamically) so 
that differences arising from specific between-group comparisons can be better appreciated. 
 
Chapter 9: To determine if there is enough morphological information captured in skull and 
cranial outlines in norma lateralis to successfully separate by ancestry and sex. 
This chapter focuses on quantification of the skull outlines captured in the photographs and assesses 
the variability in the morphological size and shape using principal component analysis. The analysis 
was undertaken for skull and cranial outlines, and comparing results with and without size 
information retained. It is hypothesised that enough morphological information will be captured in 
the lateral outline to result in statistically significant separation by ancestry and sex. Retention of 
size and mandible information is expected to improve group separation. 
 
Chapter 10: To determine the accuracy of classifying ancestry and sex using morphological 
information captured in skull and cranial outlines in norma lateralis. 
Using the outline information described above, this study aims to determine the robusticity of group 
assignment by ancestry and sex as achieved using discriminant function analysis. Accuracy will be 
determined using both cross-validation and out-of-group testing. In a similar fashion to the previous 
study, results will be compared between skull and cranial outlines, with and without size 
information retained. It is postulated that group assignment will be successful (>80 % correct 
classification between two groups). It is anticipated that retention of size information will result in 
higher rates of correct classifications, and that the entire skull outline will classify better than that of 
just the cranium. Practical applicability of the ancestry and sex estimation method will also be 
assessed by testing on a sample sourced from the DPAA Laboratory. In keeping with the usual 
expectations for test and training samples, it is hypothesised that lower accuracy rates will be 
achieved in the test sample than the training sample, but signal in the methods (as opposed to noise) 
will be strong enough for accuracy of the methods to be maintained at acceptable levels (e.g., 
>70%). 
 
Practical Application 
The results of this thesis have direct applicability to forensic anthropology, where the estimation of 
ancestry and sex to aid identification of skeletal material is required. More specifically, a 
photography-based method that enables fast and reliable quantitative estimation of ancestry and sex 
from the skull holds special value to the DPAA context where the correct identification of US 
versus non-US skulls in the field and in post-conflict zones can theoretically save large costs in the 
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mistaken repatriation of non-US remains, and subsequently requiring further time, effort and 
expense for return of the skeletons to the country of origin. There are certain situations where this 
method would be particularly beneficial, such as travel to post-conflict zones where residents are 
familiar with US interest in finding skeletal remains of fallen US soldiers, and often present skulls 
to DPAA-led recovery teams in return for reimbursement (CN Stephan 2017, personal 
communication, 27 May). This is especially pertinent to DPAA work in Vietnam, where they have 
been leading recovery missions since they were permitted to enter the country in 1986 (Holland et 
al., 2008). As mentioned in Chapter 3, interred skulls usually suffer from high levels of corrosion in 
Vietnam’s acidic soil; however, this does not prevent locals from scouring surface zones of crash 
sites to retrieve skeletal material. 
 
Further, with regards to the selection of reference groups from the continuum of morphology 
discussed in Chapter 1, the groups selected in DPAA contexts could almost be considered to be 
relatively isolated when compared with contemporary forensic case settings. The groups are 
disparate within the population continuum (e.g., US Black or White compared with Vietnamese) 
with restricted gene flow. Even US Black and White groups have experienced limited gene flow, 
with US Blacks mainly travelling from West Africa in the slave trades, and having undergone 
different selective pressures to Europeans (Relethford, 2003; Spradley, 2006). For these reasons, 
distinction of skeletal morphology between groups should be achievable with reasonably high 
accuracy. 
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6. Craniometric Landmark Positioning on Skull Photographs in Norma Lateralis 
 
The focus of this thesis is the examination of skulls from 2D photographs in norma lateralis, with 
the foundation for this analysis requiring establishment of anatomical landmarks. However, as these 
landmarks have primarily been developed for application with skulls for craniometrics, they are 
mostly defined with reference to 3D surface typology. Extending the application of these landmarks 
to static 2D images should be done so cautiously, as they would be established without access to the 
required information. This chapter explores the implications of positioning these 3D craniometric 
landmarks on 2D photographs, particularly as they pertain to skulls in norma lateralis. Of particular 
note is the masking of midline landmarks by more anteriorly projecting bilateral structures. Prior to 
investigating this, landmark terminology and definitions were reviewed to compile a comprehensive 
reference list. 
 
6.1  Craniometric Landmark Standardisation 
While there is an extensive record of standardising landmark terminology and definitions (see 
Chapter 2 for a brief discussion of historic examples), numerous inconsistencies in their application 
have also ensued with regards to nomenclature. Firstly, landmarks that have otherwise been 
precisely defined have been inconsistently misappropriated to nearby landmarks. For example, the 
term supradentale has been used for both alveolare (Cavanagh and Steyn, 2011; George, 1993) and 
prosthion (George, 1987, 1993) landmarks. Other examples include the misuse of gnathion for 
menton (George, 1987; Guyomarc'h et al., 2013) and mid-philtrum for subspinale (Cavanagh and 
Steyn, 2011). Another issue concerns numerous technical terms that exist for a single landmark 
(e.g., alveolare/infradentale superius), with some of these terms being named illogically. 
Infradentale superius, for example, infers a landmark inferior to the teeth that is superior—an 
unintuitive consequence of establishing a complement of infradentale. 
 
A comprehensive, well-defined, and standard list of craniometric landmarks was compiled for 
reference, and can be found in Appendix A. This was heavily constructed from sets provided by 
Martin (1928) and Martin and Knußmann (1988), and supplemented by definitions from White and 
colleagues (2011), Krogman and Sassouni (1957), Buikstra and Ubelaker (1994), Howells (1937; 
1973) and others where indicated. Traditional craniometric names, abbreviations, and definitions 
are kept the same (e.g., glabella = g; Fig. 6.1). Landmarks are accompanied by Bookstein types (I, 
II or III), to aid clarification of their character and degree of reliability (Bookstein, 1991). As 
described by Bookstein (1991), type I landmarks are the most favoured as they are biological 
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homologous points that are locally defined and can typically be consistently located across 
individuals with greater precision. Type II landmarks are defined by geometric criteria and lack 
information in at least one direction. Type III landmarks are extremal points (which often 
correspond to instrumentally determined anthropometric points; Howells, 1937), and though 
measurements using them are reliable and simple to conduct, they are often problematic or 
impossible to locate independently (Bookstein, 1991; Howells, 1937). Furthermore, type III 
landmarks depend on neighbouring structures and/or the overall object orientation, whereas type II 
landmarks are locally defined. In some cases, there is ambiguity of whether landmarks should be 
defined as type II or type III (see Appendix A). Figure 6.1 depicts the anatomical location of each of 
the landmarks defined in Appendix A. These illustrations depict landmarks in their 3D state, as they 
would naturally be determined from the skull through visual inspection. The term norma medialis is 
added to the five existing standard views of the skull (MacCurdy, 1920) to supplement norma 
lateralis and describe the medial view of a skull sectioned in the midsagittal plane (Fig. 6.1). 
 
It is important to note that many anthropometric landmarks stray from perfection since they possess 
intrinsic limitations. A prime example is glabella (g), which is not always discernible in younger 
individuals: metopion (m) often presents as the most anterior position on the frontal bone in the 
median plane in subadults due to prominent frontal bossing, although this is not in the region of the 
superciliary ridges. Additionally, sutural landmarks need to be estimated when sutures are 
obliterated in older individuals, or in cases of partial obliteration, projected from residual suture 
lines (Martin, 1928). Some landmarks may be further obscured in cases of asymmetry (e.g., 
protrusion of one orbit thus obscuring the midline) or dysmorphology. 
 
To clarify some commonly confused landmarks, recommendations of Krogman and Sassouni 
(1957) are adhered to for menton (me) and gnathion (gn): menton being the most inferior median 
point on the mental symphysis, while gnathion is the median point located halfway between 
pogonion and menton (Appendix A). Similarly, ophryon (on) should not be confused for 
supraorbitale (so): ophryon is the median point that intersects the smallest frontal bone chord width 
(Martin, 1928), while supraorbitale is the median point at the intersection of a line joining the most 
superior margins of the orbital rims. Finally, subspinale (ss) should not be confused with acanthion 
(a) as the former is inferior to the latter (Appendix A; Fig. 6.1). 
 
Figure 6.1—Craniometric landmarks for 3D analysis. Definitions are provided in Appendix A, and are depicted in: a) norma lateralis; b) norma 
frontalis; c) norma medialis; d) norma basalis; e) norma occipitalis; and f) norma verticalis. Bold line indicates the Frankfurt horizontal plane. 
Adapted from Caple et al. (2017) with permission from Springer Nature.
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6.2  Establishing Landmarks in Norma Lateralis 
As mentioned previously, the craniometric landmarks included in this reference set are mostly 
defined by their 3D surface typology. However, landmarks down the midline would not be visible 
in norma lateralis in instances where bilateral structures project more anteriorly. For example, 
glabella (most projecting anterior median point on lower edge of the frontal bone, on the brow 
ridge, in between the superciliary arches and above the nasal root; Martin and Knußmann, 1988); 
Appendix A) would be impossible to locate when obscured by prominent superciliary ridges. 
Another prime example is pogonion (most anterior median point on the mental eminence of the 
mandible; Martin and Knußmann, 1988); Appendix A), which would be hidden in instances of 
prominent mental tubercles. 
 
To illustrate the continuous profile line seen around a skull from a lateral view, the most anterior 
path down the middle quarter of a 3D skull scan was mapped using code written in R (R Core 
Team, 2013) (for code see Appendix B). This scan was derived using a NextEngine 3D Laser 
Scanner (NextEngine, Inc., Santa Monica, CA) on a 3D-printed skull, enabling determination of the 
similarities and inconsistencies between the profile line and the midline. Figure 6.2a depicts the 
midline of the skull, while Figure 6.2b contrastingly maps of the most anterior coordinates for the 
3D skull scan. The main deviations from the midline include the superciliary ridges and mental 
tubercles as previously noted, as well as incisor alveolar eminences. While these results represent a 
skull captured orthogonally and at infinite subject-to-camera distance (SCD), this effect would be 
amplified by increased perspective distortion at short SCDs (Kingslake, 1992; Martin, 1914; 
Stephan, 2014, 2015). Though these results demonstrate that the midline cannot be captured 
precisely from a lateral view, some contexts may benefit from these departures from the original 3D 
description. For example, capturing information on the superciliary ridges and mental tubercles 
instead of glabella and pogonion, respectively, can provide additional information to aid sex 
determination (see Chapter 3). 
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Figure 6.2—Mapping (teal-colour fill) for a 3D skull scan of: a) the midline; and b) the most 
anterior points depicting the profile line. Calculated and plotted in R (R Core Team, 2013). 
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Imprecision of locating landmarks on 2D photographs is not limited to those obscured in the 
midline. Locating landmarks defined by either localised curvature (commonly Bookstein type II and 
III landmarks) or from texture or shape-from-shading information is also problematic. This practice 
mostly relies on subjective interpretation since curvature detail is estimated from colour or shading, 
which is further confounded by lighting and exposure. Regardless of their practicable value, these 
2D misappropriations should only be considered quasi at best and are unlikely to precisely or 
accurately represent the intent of the original anatomical definitions. 
 
Similar issues occur with soft tissue anthropometric landmarks as they are analogous to 
craniometric landmarks. Caple and Stephan (2015) provide a review of inconsistencies in soft tissue 
landmark terminology and a proposed list of standard terms and definitions—soft tissue analogues 
of craniometric landmarks were retained where possible. Stemming from this correspondence 
between hard and soft tissue, a study was conducted to locate 3D-defined landmarks on 2D 
photographs using two 3D head scans of ten living subjects (five males, five females; >18 years). 
These scans were taken using a non-contact Di3DTM FTP001 stereo-photogrammetry system. The 
stereo-photogrammetry setup comprises four digital single lens reflex cameras to acquire images of 
subjects in front of a green screen. Each participant was photographed twice using Di3DcaptureTM 
(Dimensional Imaging Ltd, Glasgow, UK) in a standing position with a neutral expression. For the 
second image, landmarks only determinable by palpation (zygion and gonion) were marked with a 
small dot of water-based ink. Accessories that obstruct the face in any manner were removed (e.g., 
reading glasses), and long hair was moved off the face. The unmarked 3D renderings were then 
visualised using Di3DviewTM (Dimensional Imaging Ltd, Glasgow, UK) and positioned into 
anterior and lateral views using the midsagittal (MS) and FH planes for alignment. This was 
achieved through manipulating the renderings in Meshlab v1.3.2 (Visual Computing Lab  ISTI - 
CNR, 2013). 
 
Once all 3D scans were obtained, all participants returned to examine each of the 3D scanned faces 
in anterior and lateral views only, to locate ten well-known anthropometric landmarks: glabella, 
sellion, pronasale, mid-philtrum, sublabiale, pogonion, alar curvature point, cheilion, zygion, and 
gonion. The definitions of each landmark, directly from Farkas’ (1994) classic text Anthropometry 
of the Head and Face, were provided to participants as a hard-copy (see Table 6.1). The ground-
truth positions of each landmark were then determined using rotational viewing of the scans in 3D, 
as well as superimposition with the second scan for the palpation marks for zygion and gonion. 
These positions were then compared with landmark positions established in 2D single views from 
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the participants. Using code written in R (R Core Team, 2013; included in Appendix B), Euclidean 
distances (in mm) were then calculated between the two using the Pythagorean theorem: 
 
. 
 
Results for landmark positioning accuracy supported findings from mapping the profile line of the 
3D skull (Fig. 6.3; Table 6.2). Disparity was detected between the positioning of glabella, mid-
philtrum, and pogonion in 2D equivalent lateral views (up to 11.2 mm) simply due to the ground-
truth positions being obscured in 2D. Even midline landmarks with minimal apparent obstructions 
(e.g., sellion, pronasale) had average deviations of several mm (Table 6.2). This would again be 
compounded by short SCDs, and needs to be considered in terms of the research objective when 
setting the SCD. 
 
In addition to midline deviations, those estimated using texture or shading information also proved 
problematic (see Fig. 6.3a). Zygion and gonion both produced errors greater than 5 mm (Table 6.2). 
While location of these landmarks would likely be more precise on a skull as there would be more 
localised information available, their location would still need to be inferred from shading 
information. The inadequacy of inadvertently or generically labelling landmarks on 2D images as 
craniometric analogues is thereby unequivocally demonstrated. When positioned based on 
insufficient anatomical grounds (see Campomanes-Álvarez et al., 2014; Cummaudo et al., 2013), it 
is not surprising therefore that landmarks like gonion, zygion, glabella and pogonion, display high 
levels of dispersion unacceptable for forensic examination when improperly determined from 2D 
photographs such as those obtained from surveillance footage. 
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Table 6.1: Landmarks with abbreviations and definitions according to Farkas (1994). 
Landmark Definition 
Glabella (g′) Most prominent midline point between the eyebrows 
Sellion (s′) Deepest midline point of the nasofronal angle 
Pronasale (pn′) The most anteriorly protruded point of the apex nasi 
Mid-philtrum (mp′) Point midway between subnasale and labrale superius, in the median plane 
Supramentale (sm′) Deepest midline point of the mentolabial sulcus 
Pogonion (pg′) Most anterior midpoint of the chin 
Alar curvature point (ac′) Most posterolateral point of the curvature of the base of each nasal alar 
Cheilion (ch′) Outer corners of the mouth where the outer edges of the upper and lower 
vermilions meet 
Zygion (zy′) Most lateral point of each zygomatic arch, identified as the point of maximum 
bizygomatic breadth 
Gonion (go′) Most lateral point on the mandibular angle, close to the bony gonion 
 
 
 
Table 6.2: Average Euclidean distances and standard 
deviations (mm) between precisely located 3D landmarks 
and those located in anterior and lateral views. 
Measurements are mean ± standard deviation. Reprinted 
from Caple and Stephan (2015) with permission from 
Springer Nature. 
Landmark Anterior (mm) Lateral (mm) 
g′ 3.4 ± 1.5 11.2 ± 4.4 
s′ 3.5 ± 1.6 2.5 ± 1.0 
pn′ 1.8 ± 0.4 2.9 ± 1.1 
mp′ 1.2 ± 0.3 5.1 ± 2.5 
sm′ 2.4 ± 0.9 8.2 ± 3.8 
pg′ 3.5 ± 1.1 5.1 ± 3.0 
ac′ 4.3 ± 1.5 2.8 ± 1.7 
ch′ 1.1 ± 0.2 4.3 ± 1.2 
zy′ 9.5 ± 5.1 6.8 ± 1.6 
go′ 25.7 ± 8.7 8.0 ± 1.8 
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Figure 6.3—Examples of clustering for landmarks positioned using 2D 
lateral view information only: a) both views of these results; and b) 
anterior view of results. White filled dots represent landmarks positioned 
by different observers. Black filled dots represent ground truth positions. 
Light grey dots represent landmarks obscured by soft tissues. Adapted 
from Caple and Stephan (2015) with permission from Springer Nature. 
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6.3  Improving Description of 2D Landmarks 
Anatomical landmark nomenclature for use on 2D images consequently requires improvement to 
boost standardisation in an anatomically appropriate and meaningful manner. Landmarks that need 
to be estimated due to the inability to visualise their precise location (e.g., all midline landmarks in 
norma lateralis) should be defined as such. These should also be discernible from landmarks that 
are located using shape-from-shading information (e.g., ‘zygion’ in norma lateralis). The new 
nomenclature needs to be simple, compact, and communicate meaning at-a-glance without 
possibility for confusion. Two superscripts are introduced to identify these types of subjectively 
located pseudo landmarks: 
 Superscript ‘p’ (for pseudo) to represent 2D extrapolations of type II/III 3D landmarks to 
particular photographic views, or in cases where the landmark is obscured and therefore 
only determinable as a rough location estimate. For example, any midline landmarks 
located in a lateral view, such as pseudo-glabella in a lateral skull photograph, which 
would be written as gp (Fig. 6.4a).  
 The German scharfes S, or eszett, ‘ß’, to represent estimations based on shape-from-
shading information, such as zyß for pseudo-zygion in a lateral skull photograph (Fig. 
6.4a). Note: the eszett is a convenient and compact representation of ‘ss’ taken from the 
first letters in ‘shape-from-shading’ and its derivation from the German language pays 
tribute to extensive German influence on anthropometry. The eszett should not be confused 
with the Greek beta (β). 
 
Further to considering landmarks established on 2D images, standardised terminology was proposed 
for distinguishing between soft tissue and craniometric landmarks (see Caple and Stephan, 2015). In 
this terminology, all soft tissue points are identified by a prime [′], regardless of their position 
(medial/lateral) or whether or not they possess a craniometric counterpart (e.g., soft tissue glabella 
= g′; sellion = se′; Fig. 6.4b). In addition to improving transparency, this distinction is targeted 
towards limiting errors in comparison of non-homologous hard and soft tissue landmarks. 
 
Addition of these superscripts retains compact notation, practicality and efficiency, whilst 
increasing the explanatory power. The benefit of this system is that all four types of landmarks are 
easily distinguishable, yet they all maintain the intent of being analogues of the original 3D 
anatomical landmark, e.g., pg ≠ pg′ ≠ pgp′ ≠ pgß′. Figure 6.4 illustrates these terms for 2D skull and 
face images. 
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Figure 6.4—Some commonly used anatomical landmarks positioned on lateral 2D images to 
demonstrate the new nomenclature for skull a) and face b) images. Bold line indicates the Frankfurt 
horizontal plane. Note that this terminology may not apply to atypical morphology (e.g., acanthion 
(a) would be better represented as ap in cases with a bifid or ‘spatulate’ anterior nasal spine). 
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6.4  Discussion 
This study clarifies the anatomical detail captured in a profile line in norma lateralis using 2D 
information, and how this deviates from the true midline. The discrepancies between these 2D 
landmarks and those positioned using the original 3D intent highlighted the need to clarify 
restrictions by introducing new nomenclature. Mapping the most anterior points in the middle 
quarter of the skull demonstrates how the deviation between the profile line and midline occurs 
even when the head/skull is captured orthogonally and at infinite SCD. This is important to consider 
when examining skull outlines from a lateral view, as the outline will capture these more anteriorly 
projecting structures. As the primary goal of skull outline analysis in this thesis is to examine 
ancestry and sex variability, capturing features such as prominent superciliary ridges and mental 
tubercles, both of which can indicate sex, is advantageous. Also interesting to note is the relatively 
equal bilateral projection, as depicted with white coordinates plotted for both left and right 
superciliary ridges and anterior nasal aperture edges (Fig. 6.2b). These features should therefore 
receive equal representation in a true lateral image in theory; however, a greater sample size would 
be needed to assess the influence of asymmetry. 
 
An additional outcome from this study was providing an improved classification scheme for 
anthropometry and improved compact nomenclature for craniofacial landmarks that enables their 
class to be clearly differentiated at-a-glance. Using the new notation, a standardised set of 
craniometric landmarks was also provided that enables current confusions of terminology and 
descriptions to be avoided. This notation is used herein for description of landmarks for morphotype 
template design as well as outline extraction. 
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7. Development of Photography Protocol and Skull Photograph Dataset 
 
To facilitate the study of ancestry and sex patterning of lateral skull profiles, a standard set of data 
acquisition methods was required to produce reliable data and generate meaningful results. This 
was achieved by constructing a highly standardised photography protocol which was used to 
photograph a large number of skulls (N = 743). These skulls were sourced from several well-known 
documented skeletal collections from across the globe and as relevant to the DPAA context of the 
identification of fallen US military personnel in the Southeast Asian region (Bass, Hamann-Todd, 
Terry, and Khon Kaen Collections) as detailed below. 
 
7.1  Standardised Photography 
A standardised field photography-based protocol was developed to enable a large series of skulls to 
be easily and reliably documented in norma lateralis. Skull photographs were taken in profile as 
viewed from the left side using a full-frame Canon 6D DSLR camera body fitted with a Canon 100 
mm EF 2.8 speed Macro IS USM lens. The camera was mounted on a Manfrotto 290 tripod kit 
comprising a MT294A3 aluminium stand and a three-way 804RC2 pan tilt head. Skulls were 
situated under the camera, resting on a bean-bag donut, in turn placed on a support board so that 
skulls were not disrespectfully positioned on the floor. Also positioned on the support board was a 
68 mm block on which the scale and label card rested (Fig. 7.1). This distance was calculated to be 
half the average maximum cranial breadth from Howells’ global reference dataset of craniometric 
dimensions (137 mm; Howells, 1973, 1995), approximating the average skull midline position. The 
subject to camera distance of 1.20 m was then measured between the level of the scale and the focal 
plane mark on the camera (Fig. 7.1). 
 
The camera was set to an aperture priority with an f/stop of f/18, yielding a 143 mm depth of field 
(Fleming, 2005). The range of maximum cranial breadth measurements from Howells (1973, 1995) 
was used to estimate whether the midline of each skull would fall within the predetermined depth of 
field. The range of measurements varied by 51 mm, which is by far smaller than the camera’s depth 
of field, permitting the camera to be successfully setup once for multiple skulls. Initial development 
of the protocol involved setting a two second delay to minimise camera disturbance during image 
capture. For ease of photographing multiple skulls in a single session, the protocol was further 
developed to link the camera to a smartphone via an inbuilt Wi-Fi system, to remotely trigger the 
camera shutter in a ‘hands-free’ fashion. 
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While photographs were primarily taken of skulls in a left lateral view (Fig. 7.2), anterior, superior, 
and inferior views were also taken (Fig. 7.3). Skulls were aligned relative to the camera via the FH 
plane, mid-sagittal plane, and superimposition of anatomical structures (e.g., mastoid processes, 
mandibular rami). Mandibles were articulated to crania using a dental utility wax spacer to simulate 
the temporomandibular disc space (~3 mm; Hansson et al., 1977). Where autopsy cuts sectioned the 
cranium, the calotte was positioned and secured using tape. The equipment and camera settings 
used were sufficient to illuminate the specimens with normal room lighting conditions (typically 
fluorescent ceiling lights) without the need for additional light sources (i.e., Speedlights or flashes; 
see e.g., Fig. 7.2-7.4). The photographs were post-processed in Adobe® Photoshop® CS6 (San Jose, 
CA) to carefully remove any pre-existing artificial loops or pins that obstructed the outline as well 
as fill in gaps in the outline due to autopsy cuts (cf. Figs. 7.4a and 7.4b). Occasionally the styloid 
process was overlapped by the posterior ascending ramus border of the mandible. The sample was 
retained if the ramus outline could be clearly visualised, and the styloid process was carefully 
removed using the brush tool at an enlarged image size. 
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Figure 7.1—Photography protocol setup: a) diagram depicting the SCD, depth of 
field (DOF), the theoretical range of midline positions based on Howells’ 
craniometric data (51 mm; Howells, 1973, 1995), and the 68 mm scale support 
block; b) photograph of example setup; c) support board with bean-bag donut and 
scale block; and d) image in c) overlaid with black backdrop, label card and scale. 
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Figure 7.2—Example of a left lateral photograph captured using a US 
Black male skull from the Terry Collection. 
 
 
 
 
  
 
 
 
 
Figure 7.3—Examples of the remaining photographic views captured using the same skull as in Figure 7.2. Views include: a) anterior; b) superior; 
and c) inferior.
 86 
 
 
 
 
 
 
 
 
Figure 7.4—Raw photographic images and post-production editing: a) a raw, unedited 
skull photograph exhibiting blemishes on the background and anatomical articulating 
pins/hooks to hold sectioned segments in position (common for Hamann-Todd Collection 
specimens); and b) the same image with pins digitally removed and background made 
uniform black (for morphotypes in Chapter 8). Reprinted from Caple and Stephan (2016) 
with permission from John Wiley and Sons. 
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7.2  Measurement Error 
The degrees of intra- and inter-observer error associated with the photography protocol were then 
assessed. Intra-observer repeatability was measured for the primary researcher by photographing 
and conducting EFA with orientation normalisation on six skulls of unknown sex and ancestry, as 
well as seven plastic skull models. These skulls were sourced from the University of Queensland 
Gross Anatomy Facility. Inter-observer reproducibility was also assessed on the same thirteen 
skulls by an anthropologist, independent of the primary researcher. To reduce the number of 
variables assessed, amplitudes were used instead of the original Fourier coefficients. Each 
amplitude represents a harmonic, and were calculated according to Stephan and colleagues (2011a): 
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where an, bn, cn and dn represent elliptical Fourier coefficients of the nth harmonic order. 
 
Pearson’s product moment correlation (r) and the relative technical error of measurement (rTEM) 
values were calculated for all observer testing (Franklin et al., 2013; Perini et al., 2005; Stephan et 
al., 2011a). Residual differences were also calculated and visualised with reconstructed EFA 
outlines for each sample. 
 
Satisfactory intra-observer repeatability was demonstrated by superimposing EFA reconstructed 
skull outlines between observations, and calculating the deviation between them (see e.g., Fig. 7.5a-
b). Error was also assessed using rTEM values, with an average across all amplitudes of 9 %, and 
presented a Pearson’s correlation coefficient of 0.99. Nine of the amplitudes demonstrated low (<5 
%) values, which was increased (<10 %) for 15 amplitudes, and larger (<20 %) for the remaining 
amplitudes except for one, which had a value of 32 % (Fig. 7.6a). Observation of the amplitudes for 
these higher order harmonics revealed negligible differences, with raw measurements contributing 
such small amounts (mean difference for amplitude 35 = 0.06). The protocol also displayed 
reasonable inter-observer reproducibility, with Fourier reconstructed outlines presented in Figure 
7.5c-d, and a Pearson’s correlation coefficient of 0.99. The average rTEM value for inter-observer 
testing was 14 %, with 14 amplitudes demonstrating low rTEM (<10 %) values, 16 amplitudes with 
increased (<20 %) values, and the remaining being <30 % (Fig. 7.6b). Relative TEM values for 
both displayed general increasing trends as the harmonic (amplitude) number increased. This was 
anticipated due to lower order harmonics representing global shape and higher order harmonics 
representing more localised detail, which would be more susceptible to changes and noise. 
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While some of the rTEM values appear large, the influence on subsequent classification procedures 
is unknown. Linear discriminant analysis (LDA) on scores from the first two principal components 
(PCs) revealed that differentiation of the plastic model skulls and real skulls for both observers was 
successful, despite high rTEM scores (Fig. 7.7). Though this does not directly indicate the effect 
that measurement error would have on separating ancestry and sex groups, it holds promise that the 
method is reliable. 
  
Further, four of the 13 skulls were photographed in a right lateral view by the second observer. To 
assess the impact this would have on the outline shape, midline deviation markings were drawn on 
the superior aspect of the neurocranium of three skulls, which were then photographed according to 
the protocol. The section captured in the skull profile line was recorded to be an average of 10 mm 
(range = 5-15 mm) from the true midline. Indeed, removal of these skulls from the error analysis 
resulted in a marked reduction in rTEM values (up to 12 %; Fig. 7.6c). The amount of inter-
observer error recorded was therefore an overestimation for cases where the photography protocol 
is adhered to correctly. 
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Figure 7.5—Observer error visualisation of inverse Fourier reconstructed outlines for: a) skull 
demonstrating good intra-observer repeatability; b) skull showing relatively poorer intra-observer 
repeatability; c) skull demonstrating inter-observer reproducibility of the same specimen as a); and 
d) skull showing relatively poorer inter-observer reproducibility due to analysis of right lateral 
photograph. Solid grey line is the observer one day one; dashed line represents comparison 
observation as observer one day two for a) and b), and observer two for c) and d). 
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Figure 7.6—Observer error results 
depicted through a bar plot of relative 
technical error of measurement (rTEM) 
values, based on elliptical Fourier 
amplitudes, for: a) intra-observer error; b) 
inter-observer error; and c) inter-observer 
error with flipped images removed. Plots 
created using R (R Core Team, 2013). 
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Figure 7.7—Plots of discriminant function 
scores highlighting shape differences between 
plastic model skulls and real skulls. Scores 
calculated from the first two principal 
components, based on the elliptical Fourier 
coefficients from: a) the first round of 
photographs taken by observer one; b) the 
second round of photographs taken by 
observer one; and c) photographs taken by 
observer two. Plots created using R (R Core 
Team, 2013). 
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7.3  Sample Details 
Documented skeletal repositories sampled for the remaining studies were primarily selected to 
represent major global populations as relevant to the context of US war dead identification for the 
DPAA Laboratory. This context includes, but is not limited to: World War II (WWII), the Korean 
War, and the Vietnam War. Nearly 90 % of missing US military personnel from these conflicts 
have been reported to be of Black or White origin (Hefner and Ousley, 2014). While many of the 
DPAA cases from WWII are from a closed US sample (e.g., USS Oklahoma), other situations may 
require differentiation from non-ally personnel (e.g., Korea and Vietnam). 
 
For the reference dataset, US Black and White skulls were accessed from the Hamann-Todd Human 
Osteological Collection (HTH), the Robert J. Terry Anatomical Skeletal Collection (TAC), and the 
William M. Bass Donated Skeletal Collection (WBD). Early 20th century Japanese skulls were 
accessed from the Chiba Bone Collection (CBC). Southeast Asian remains are also frequently 
encountered in DPAA casework, and this group was represented in this study by Northeast Thai 
skulls accessed from the Khon Kaen University Osteological Collection (KKC). South African (SA) 
Black and White skulls were also accessed from the Pretoria Bone Collection (PBC) for a 
comparison to the US groups. 
 
The HTH was established in 1893 by Carl A. Hamann at the Western Reserve University Medical 
School, Ohio, USA, through skeletisation of unclaimed bodies from the Cleveland Cuyahoga 
County Morgue and local city hospitals using hot water maceration practices (Cobb, 1932; Kern, 
2006). T. Wingate Todd later replaced Hamann as curator, and extended the collection from 
approximately 100 individuals to the over 3100 individuals that it currently comprises, with birth 
years ranging from 1823-1934 (Kern, 2006; Muller  et al., 2017). The collection was later 
transferred to the Cleveland Museum of Natural History in 1951, where it currently resides 
(Quigley, 2001). 
 
The TAC is housed at the Smithsonian Institution National Museum of Natural History, 
Washington DC, USA, with most of its content now based at the Museum Support Center in 
Suitland, Maryland. It was relocated from the Anatomy Department at Washington University 
Medical School, St. Louis, Missouri, where it was developed in 1910 by Robert J Terry (Hunt and 
Albanese, 2005; Muller  et al., 2017; Quigley, 2001). Being a collection established within an 
anatomy department, the majority of the skeletons are from unclaimed bodies that were sourced 
from local hospitals and morgues (Hunt and Albanese, 2005). When Terry retired, development and 
curation of the collection was taken over by Mildred Trotter, under whom the collection moved to 
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the Smithsonian Institution. Trotter was also responsible for increasing the prevalence of females 
and younger specimens in the collection with the goal of removing the bias towards elderly males. 
The completed collection comprises 1728 skeletons, with birth ranging between 1828 and 1943 
(Hunt and Albanese, 2005). 
 
The WBD Collection is housed in the Anthropology Department at The University of Tennessee, 
Knoxville, Tennessee, USA. It is the most modern of all three US collections, as development 
commenced in 1981 and is currently ongoing, with most birth years occurring after 1940 (Forensic 
Anthropology Center, 2017b; Marks, 1995). Composition of the WBD also differs from that of the 
HTH and TAC in that, as of 2008, unclaimed bodies from the local medical examiner only 
comprised approximately 65 % of contributions (Wilson et al., 2008). The remainder of the 
collection, including all current contributions, consists of body donations organised either prior to 
death or by next-of-kin, resulting in a shift in socioeconomic trends (Marks, 1995; Quigley, 2001; 
Wilson et al., 2008). Craniometric data from all donors are also added to the Forensic Anthropology 
Data Bank to serve as reference data for the program FORDISC (Forensic Anthropology Center, 
2017a). 
 
The CBC is housed in the Department of Anatomy at Chiba University, Chiba, Japan, one of the 
four prefectures that form the Tokyo Metropolitan Region (Lützeler, 2008). The collection 
comprises approximately 200 Japanese individuals, most of whom were former prisoners born in 
the mid-to-late 19th and early 20th centuries (J Manabe 2014, personal communication, 20 
September). While no official record exists for the skeletisation procedures used, soft tissue 
removal followed by natural ground surface decomposition is the most likely method based on 
communication with the collection gatekeeper (Y Matsuno) at the time of access, as well as the 
observed condition of the bones. 
 
The KKC is curated and stored at Khon Kaen University in the Northeast (Isan) region of Thailand 
and comprises skeletons of individuals mostly from within the region (Techataweewan et al., 2017). 
Development of the collection commenced in 1973 and comprises over 700 skeletons from the 
medical school’s body donation program, over 600 of which include a complete skull 
(Techataweewan et al., 2017). While Khon Kaen is a relatively remote and distinct region of 
Northeast Thailand, this collection can confidently be taken to be representative of the overall 
modern Thai population, after Freas (2011) compared three regionally distinct Thai populations and 
did not find significant differences in cranial morphology. 
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The PBC is housed within the Department of Anatomy at the University of Pretoria, Pretoria, South 
Africa, and consists of both donated and unclaimed bodies (L’Abbé et al., 2005). Development of 
the PBC commenced in 1942, becoming available for research in 1987, and collection is ongoing at 
a rate of approximately 40-50 skeletons annually (L’Abbé et al., 2005). As of April, 2016, the PBC 
comprised 1433 skeletons in total, counting cranial, postcranial, or both (GC Krüger 2016, personal 
communication, 14 April). Due to declines in socioeconomic status, younger individuals are 
representative of an increasing portion of the collection (L'Abbé and Steyn, 2012). 
 
These large documented collections are the most appropriate for studying skeletal variability in the 
context of this research, although there are several inherent limitations that need to be considered. 
Firstly, due to the nature of their construction, these collections are rare and constrained by 
geographic location, time, and demographic composition (Komar and Grivas, 2008; Meadows Jantz 
and Jantz, 2008; Ousley and Jantz, 1998; Wilson et al., 2007). Application of collection-based 
analytical models therefore require consideration of contextual differences between the collections 
and the external sample. For example, assigning ancestry and sex of contemporary unknown 
skeletal material based on models built on 19th century data, even if from the same geographic 
location, are expected to be confounded by differences due to secular trends (Jantz and Meadows 
Jantz, 2000; Moore-Jansen, 1989). Differences have been minimised where possible for this thesis 
for relevance to DPAA contexts—inclusion of both turn-of-the-century and contemporary US 
collections should encompass sufficient variability for relevance to multiple conflicts throughout 
the 20th century. Secondly, it is assumed that a priori ancestry and sex assignments of individuals 
were correctly estimated and documented, and that the resulting collections accurately represent 
their given ancestral affinity. 
 
Individuals under 18 years of age were excluded from this study, to minimise confounding effects 
with major growth-related changes. Skulls were also excluded if they exhibited any pathology, 
malformations, or damage to the mid-sagittal area altering the outline shape. Further, completely 
edentulous skulls, or partially edentulous skulls that had less than two teeth in the left upper and 
lower quadrants and that fell within Misch and Judy’s (1987) classification of Division D (severe 
resorption) were excluded. At least one upper and one lower central incisor needed to be present, or 
at least lost postmortem with no evidence of resorption due to tooth loss. Skulls were not excluded 
based on different classes of occlusion. 
 
Photographs were taken of skulls from each collection using the photography protocol detailed 
above (see Table 7.1 for sample sizes and ages). The photographs formed a collection housed 
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within the Laboratory for Human Craniofacial and Skeletal Identification (HuCS-ID Lab) in the 
School of Biomedical Sciences, The University of Queensland. Subsets of this database were then 
used for each study, and were dependent on study-specific exclusion criteria. Ages were only 
unknown for one White male from the WBD and two White males from the HTH, and two Black 
males from the PBC; however, rough age was estimated to ensure they fell within the age 
parameters. These age estimates were excluded from average age calculations. A summary of the 
sample breakdown for each of the subsequent studies is included here as Table 7.2, and are detailed 
more comprehensively in each relevant study chapter. 
 
 
 
 
 
Table 7.1: Overarching raw samples drawn from established collections. 
Collection 
Sample 
Group Size (n) Mean Age ± SD (years) 
Hamann-Todd Human Osteological Collection US Black Female 50 31 ± 12 
(HTH) US Black Male 50 34 ± 11 
 US White Female 48 39 ± 12 
 US White Male 50 45 ± 12 
Robert J. Terry Anatomical Skeletal Collection US Black Female 52 38 ± 11 
(TAC) US Black Male 50 40 ± 12 
 US White Female 18 46 ± 12 
 US White Male 50 50 ± 9 
William M. Bass Donated Skeletal Collection US Black Female 2 39 ± 21 
(WBD) US Black Male 13 46 ± 13 
 US White Female 38 53 ± 13 
 US White Male 50 49 ± 14 
Pretoria Bone Collection (PBC) SA Black Female 20 48 ± 14 
 SA Black Male 50 42 ± 13 
 SA White Female 16 69 ± 13 
 SA White Male 26 64 ± 13 
Chiba Bone Collection (CBC) Japanese Female 11 37 ± 10 
 Japanese Male 59 40 ± 12 
Khon Kaen Osteological Collection (KKC) Thai Female 40 55 ± 11 
 Thai Male 50 57 ± 15 
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Table 7.2: Summary of study-specific sample sizes. 
Chapter Group Size (n) 
8 
 Anterior Left Lateral 
US Black Female 98 98 
US Black Male 105 112 
US White Female 97 97 
US White Male 139 143 
SA Black Female 19 19 
SA Black Male 47 49 
SA White Female 14 13 
SA White Male 26 24 
Japanese Female 11 11 
Japanese Male 58 58 
Thai Female 40 40 
 Thai Male 50 50 
9-10 
US Black Female  87 
US Black Male  109 
US White Female  97 
US White Male  134 
Japanese Male  59 
Thai Female  39 
Thai Male  47 
DPAA Validation  10 
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7.4  Image Size Correction 
To ensure meaningful comparison between photographs among the skeletal collections, a template 
photograph was taken to serve as a baseline image (Fig. 7.8). Twenty photographs from each 
collection were then randomly chosen and differences between their scales and the scale in the 
baseline image (150 mm length) were calculated using Photoshop®. Average differences greater 
than 1.5 % per collection resulted in a rescaling of all photographs from that collection to the 
baseline (see Table 7.3 for differences for each collection). These rescaled images were then used 
for the subsequent studies. 
 
 
 
 
 
 
Table 7.3: Differences in scale between the baseline photograph and each 
collection. Calculations are averages based on 20 randomly selected photographs 
per collection. Bold italics indicates collections greater than 1.5 % that were 
subsequently rescaled. 
Collection Measurement of 150 mm Scale 
Difference from Baseline 
mm % 
CBC 152.12 2.12 1.42 
HTH 150.86 0.86 0.57 
KKC 154.05 4.02 2.70 
PBC 151.22 1.22 0.82 
TAC 154.92 4.90 3.28 
WBD 154.66 4.67 3.11 
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Figure 7.8—Baseline photograph captured following 
standardised protocol. 
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8. Photographic-Quality Skull Morphotypes for Ancestry and Sex Estimation 
 
As current visual depictions of skull morphology rely on subjectively derived illustrations or 
holotype specimens, this study aims to visualise quantitatively-derived mean morphological 
differences between skulls by ancestry and sex. Computer graphics software capabilities have 
existed since the early 1990s for calculating average forms from photographs, while preserving size, 
shape, colour, and texture information. Psychomorph (Perception Laboratory, St Andrews, 
Scotland) is one such tool that was initially developed for use on photographs in face perception 
studies (Benson and Perrett, 1991; Penton-Voak et al., 1999; Perrett et al., 1998; Perrett et al., 1994; 
Rowland and Perrett, 1995; Tiddeman et al., 2001). Psychomorph functions by calculating the 
average position of templates comprising landmarks and contour lines that have been manually 
fitted to individual photographs. The pixel-level colour information for each image within a 
subgroup is then warped to the mean template shape before being averaged. This approach retains 
resolution at the boundaries of morphological characters, which is an issue encountered by other 
averaging procedures as reviewed by Stephan and colleagues (2005). Psychomorph has already 
been used to produce average face morphotypes based on ancestry and sex from standardised 
photographs (Stephan et al., 2005). The close relation of faces and skulls is promising for modifying 
the Psychomorph protocol to apply to skull photographs to develop photographic quality visual 
exemplars of skulls for ancestry and sex. 
 
Further to calculating averages, Psychomorph facilitates caricaturisation (Benson and Perrett, 1991) 
or statistical exaggeration of photographs. Skull morphologies could be altered to more extreme 
conditions using this function; for example, distinguishing characters on male skull averages could 
be exaggerated by using the female average image as a reference. This would produce a statistically 
derived hypermasculinised skull image for ease of communication and understanding, replicating 
the purpose of the well-developed hand-drawn exemplars. These exaggerations would also prove 
useful as visual verifications of morphological traits that are considered important for ancestry and 
sex characterisation, as well as the potential to identify other, previously unrealised, useful group 
traits. 
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8.1  Sample 
A subset of anterior and left lateral photographs from the original dataset were used for this study 
(see Table 7.1). This subsetting occurred due to subtle pathologies and trauma missed during data 
collection, and differ slightly for the two photographic views to maximise sample sizes. Despite 
small sample sizes and subsequent exclusion from the lateral outline research, South African (SA) 
groups and Japanese females were included in this study. The final samples retained for this study 
are summarised in Table 8.1. US groups herein are pooled across the HTH, TAC, and WBD. 
 
 
 
 
Table 8.1: Samples used for the current study. 
 
Collection 
Anterior Left Lateral 
Group Size (n) Mean Age ± SD (years) Size (n) 
Mean Age ± 
SD (years) 
US Black 
Female 
HTH 47 32 ± 12 48 31 ± 12 
TAC 49 38 ± 10 48 38 ± 10 
WBD 2 39 ± 21 2 39 ± 21 
 Subtotal 98 36 ± 15 98 36 ± 15 
US Black 
Male 
HTH 44 33 ± 10 49 33 ± 10 
TAC 48 40 ± 13 50 40 ± 12 
WBD 13 46 ± 13 13 46 ± 13 
 Subtotal 105 41 ± 12 112 41 ± 12 
US White 
Female 
HTH 41 38 ± 12 41 38 ± 12 
TAC 18 46 ± 12 18 46 ± 12 
WBD 38 53 ± 13 38 53 ± 13 
 Subtotal 97 46 ± 12 97 46 ± 12 
US White 
Male 
HTH 47 43 ± 10 48 44 ± 11 
TAC 46 49 ± 8 47 50 ± 8 
WBD 46 48 ± 14 48 49 ± 14 
 Subtotal 139 47 ± 11 143 48 ± 11 
Japanese Female 
CBC 
11 37 ± 10 11 37 ± 10 
Japanese Male 58 40 ± 12 58 40 ± 12 
Thai Female 
KKC 
40 55 ± 11 40 55 ± 11 
Thai Male 50 57 ± 15 50 57 ± 15 
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8.2  Methods 
8.2.1  Psychomorph Averages 
All skull photographs were processed using a .tcl version of Psychomorph, which was adapted by 
Bernard Tiddeman to contain customised functions as described in Stephan and colleagues (2005). 
Template delineation maps were developed for the skull, comprising contour lines and 265 and 185 
landmarks in the anterior and lateral view maps, respectively (Fig. 8.1). The landmarks and lines 
were purposefully selected during map design to preserve feature detail from the original 
photographs in the final average morphotypes (e.g., sutures and the superior and inferior temporal 
lines; Fig. 8.1). Note that the term “morphotype” used here to describe the resulting photographic 
representations for each group is not synonymous with traditional typology as it refers to structures 
generated in a quantitative manner, contrasting with traditional subjectively-derived trait lists.  
Homologous craniometric landmarks were included in the delineation maps where possible, with all 
remaining landmarks being geometrically equivalent points (see Appendix C for comprehensive 
template landmark lists). The first two points of each delineation map were selected so that, when 
positioned on a skull photograph, they could be used to automatically manoeuvre the templates to a 
best fit using the Normalize Eyes function, reducing the need for excessive landmark manipulation. 
For the anterior template, the first two points corresponded to the centre of the right and left orbits, 
respectively (Fig. 8.1a). For the lateral template, the two points corresponded to nasion (np) and left 
porion (poß), respectively (notation following Chapter 6; Fig. 8.1b). 
 
Coordinates for each landmark and contour line in the templates were averaged and plotted in 
Psychomorph for each inputted sample, categorised by sex and ancestry. The pixel-level colour 
information for each image within a subgroup was then warped to the average template shape and 
averaged using the RGB method (red, green, and blue components of each pixel analysed 
separately). Using two individual specimens as an example, Figure 8.2 demonstrates the manner in 
which each is warped using the template to the same overall average shape prior to the texture 
(colour) information becoming averaged. Note how each individual image is stretched to fit the 
average template shape and how texture information from other specimens is added—clearly 
demonstrated with the specimen identification labels on the mandibular ramus—before fading as 
the averaging sequence advances with the addition of eight other specimens. 
 
 
Figure 8.1—Skull delineation maps for: a) anterior view; and b) left lateral view. Demonstrated using the average template shape for US Black 
females. Landmarks 1 and 2 were used for normalisation for each view. Descriptions of all landmarks can be found in Appendix C. Scale is in mm. 
 Figure 8.2—Examples of the 
averaging process in 
Psychomorph: Individuals 
Panel (top)—raw photograph of 
each of two individual US black 
female skulls (A,B); Warps to 
Average Shape Panel 
(middle)—individual skulls A,B 
warped to the average cohort 
shape for US black females; 
Averages Panel (bottom)—
rolling average images created 
using individuals A and B, and 
both plus an additional eight 
individuals (note the overlay of 
specimen labels on the 
mandibular rami as averaging 
advances); and Templates for A, 
B, and Average of A & B Panel 
(far right)—lateral templates 
for individuals A,B (grey lines), 
and average template for A,B 
(bold black line). Adapted from 
Caple and Stephan (2016) with 
permission from John Wiley 
and Sons. 
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Average morphotypes for each group were then post-processed using Adobe® Photoshop® CS6 
(San Jose, CA) to remove superimposed scales and replace them with a scale from one image from 
that group as used in the averaging succession. Further, as many of the HTH skulls had midline 
autopsy bandsaw sections, small sections from the opposite side were cloned and mirrored to fill in 
the resulting line in anterior view average morphotypes for the pooled US groups (see Fig. 8.3 for a 
comparison of pre- and post-processing). 
 
8.2.2  Morphotype Transformations to Generate Extreme Morphologies 
To exaggerate shape differences of or between average morphotypes of different sex and ancestry 
groups, transformations were processed of averages to warp away from another average. For 
example, a male skull could be made hypermasculinised by setting it as the base image and 
transforming its shape away from a female reference skull toward the base. These warps were 
achieved in a stepwise fashion using the Transform Sequence Pyramid function in Psychomorph, 
with steps in 1 % increments up to a final value of 100 %. This permitted the generation of both the 
end-stage warps (100 %) as well as the intermediate stage images (range: 1-99 %). 
 
8.3  Results 
Using Psychomorph, photo-realistic skull averages were developed with high-resolution detail for 
ancestry and sex groups (Figs. 8.4-8.6). They are of a quality comparable to that seen previously for 
standardised facial photographs (Stephan et al., 2005). Differences between different groups were 
generally more readily discernible in lateral compared to anterior view morphotypes, with 
differences appearing subtler in the latter. The morphotypes were mostly consistent with 
characteristics commonly reported as being beneficial for ancestry and sex differentiation (Tables 
3.2 and 3.3), although there are some noteworthy concessions, as discussed below.
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Figure 8.3—Post-image processing illustrated here by anterior view for the pooled US White male 
anterior morphotype: a) prior to editing; and b) after editing to remove medial cranial bandsaw line 
(due to processing for the HTH) and superimposed scales. Adapted from Caple and Stephan (2016) 
with permission from John Wiley and Sons. 
 
 
 
 
 
 
 
  
Figure 8.4—Anterior view morphotypes for US Black, South African (SA) Black, US White, SA White, Japanese, and Thai females and males. Although difficult 
to see here, there is slight upward rotation for the anterior view SA Black male morphotype, which is clearest when scrolling through the warps for this group in the 
SkullXtremes viewer. Adapted from Caple and Stephan (2016) with permission from John Wiley and Sons. 
 
 
Figure 8.5—Left lateral view morphotypes for US Black, US White, SA Black, SA White, Japanese and Thai females. 
 
 
 
Figure 8.6—Left lateral view morphotypes for US Black, US White, SA Black, SA White, Japanese and Thai males. 
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8.3.1  Morphologies Consistent with Prior Literature 
Ancestry 
All morphotypes display general and well-published associated traits, as summarised in Table 3.2. 
While alveolar prognathism is apparent in the morphotypes for both US Black and SA Black groups 
(Fig. 8.5-8.6), also consistent with published descriptions (Brooks et al., 1990; Gill, 1998; L'Abbé 
et al., 2011; Novotný et al., 1993; Rhine, 1990), the trait is more prominent in South Africans. Both 
US and SA groups depict broad anterior nasal apertures and small anterior nasal spines, again 
consistent with reported trait frequencies (Hefner, 2009; L'Abbé et al., 2011). Findings are entirely 
consistent with those of Ousley and L'Abbé (2010), who compared US Black and South African 
Black groups using craniometrics. Both they and the present study demonstrated South Africans to 
have broader and shorter anterior nasal apertures, larger interorbital breadths, and longer crania 
(Figs. 8.4-8.6). They also found that mastoid processes were smaller in South Africans than their 
US counterparts (Ousley and L'Abbé, 2010), again consistent with the present findings. US White 
and SA White morphotypes exhibit shorter cranial lengths compared to the respective Black groups, 
in addition to a prominent mental eminence exaggerated by the absence of alveolar prognathism 
(Brooks et al., 1990; Gill, 1998; L'Abbé et al., 2011; Novotný et al., 1993; Rhine, 1990). In addition 
to the features listed in Table 3.2, US White morphotypes confirmed an s-shaped 
zygomaticomaxillary suture (Gill, 1998; Hefner, 2009; Rhine, 1990) and an absence of 
postbregmatic depression (Hefner, 2009; Rhine, 1990). The presence of a supranasal suture 
(Hefner, 2009) could not, unfortunately, be evaluated on the US morphotypes due to the midline 
bandsaw section from the HTH specimens. 
 
The lower mandibular border shape is quite similar across all ancestry groups with a slight upward 
deviation in the region of the antegonial notch, though more characteristic of a straight border (Fig. 
8.5-8.6). The main departure from this form is for the Thai morphotypes, as they demonstrate a 
slightly more “partial rocker” border shape, compounded by a decreased mandibular angle. These 
observations are consistent with those by Berg (2008) and Parr (2005), but are contrasted with those 
of Rhine (1990), who listed straight mandibular borders as typical of Black and Asian groups, and 
an “undulating” (largely deviating) border for Whites. While zygomaticomaxillary sutures exhibited 
more of an s-shape in the HTH US Black morphotypes compared to SA Black morphotypes (see 
Fig. 4 in Caple and Stephan, 2016), pooling the HTH samples with those of the TAC and WBD 
Collection smooths out the suture making differences with SA suture shape far subtler (Fig. 8.4). 
Despite the subtleties, findings support published trait frequencies for both US (Hefner, 2009) and 
SA groups (Gill, 1998; L'Abbé et al., 2011). 
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Thai morphotypes and, to a lesser extent, Japanese morphotypes exhibit the well-documented short 
cranial length shape with projecting zygomatic bones in relation to the rest of the splanchnocranium 
(Figs. 8.4-8.6; Table 3.2). In addition to the traits listed in Table 3.2, other anatomical features that 
were consistent with prior reports for the Japanese morphotypes include an intermediate interorbital 
breadth, intermediate anterior nasal aperture breadth, and a supranasal suture that is closed but 
visible (Hefner, 2009; Fig. 8.4). The Thai morphotypes present the shortest cranial length of all 
groups included in this study, with a more globular overall cranial shape that is consistent with 
observations by Green (2010). They also exhibit a short and broader anterior nasal aperture, 
whereas the widest point of the aperture in the Japanese morphotypes is more superiorly 
positioned—supporting findings from Heard (2008). 
 
Sex 
For the most part, the morphotypes exhibited traits previously reported to be useful for sex 
differentiation (Table 3.3). These include: overall size increase and robustness in males; larger 
mastoid process, superciliary ridges, and external occipital protuberance in males; more prominent 
frontal and parietal eminences in females, relatively vertical frontal slope and obtuse mandibular 
angle in females (Figs. 8.4-8.6). SA Black groups demonstrated less sexual dimorphism than US 
Black groups, consistent with observations of Ousley and L'Abbé (2010). 
 
Gonial eversion was evident in anterior views for both sexes, though marginally more robust in 
males (Fig. 8.4). This subtle difference supports the two apparently contradicting conclusions in 
previous studies that eversion is both valuable and unreliable as an indicator of sexual dimorphism 
(Kemkes-Grottenthaler et al., 2002; Loth and Henneberg, 2000; Oettlé et al., 2009a). Findings of 
roughly equal presence/absence in females (Kemkes-Grottenthaler et al., 2002) are also supported, 
as the trait is present in the morphotypes for both sexes, just to a smaller degree in females. Another 
trait that has caused controversy in the literature is mandibular ramus flexure, a trait posited by Loth 
and Henneberg (1996) to be useful as a sex indicator. Ramus flexure was observed in most male 
morphotypes from a lateral view, though it is a subtle feature that requires detailed examination 
(Fig. 8.5-8.6). These subtleties may explain varied conclusions of the validity of this trait (Balci et 
al., 2005; Donnelly et al., 1998; Franklin et al., 2007; Hill, 2000; Kemkes-Grottenthaler et al., 2002; 
Koski, 1996; Loth and Henneberg, 1996; Oettlé et al., 2005; Suazo et al., 2008), yet the 
morphotypes confirm mean sex differences using the feature as suggested by Loth and Henneberg 
(1996). However, due to the subtlety of the trait, it is not recommended herein to be used as an 
indicator of sex. The majority of female morphotypes, with the exception of SA White and Thai, 
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also exhibit a subtle lateral narrowing of the superior orbital fissure, thereby supporting Ray’s 
(1955) suggestion of its utility as a sex indicator. 
 
Size normalisation between sexes was undertaken within each ancestry group, using skull height 
(vertex-menton) for anterior view morphotypes, and nasio-occipital length (maximum length from 
nasion) for normalising lateral view morphotypes. Note that maximum cranial length (glabella-
opisthocranion) was used for normalising in a lateral view in Caple and Stephan (2016); however, 
this was found to over exaggerate size differences due to the projection of the superciliary ridges in 
the male morphotype. This normalising procedure is a proxy to size normalisation for differences in 
body size between the sexes, where females are commonly known to be smaller than males (Giles 
and Elliot, 1963; Wells, 2007). The outcome was a mean reduction in male skull size of 5.2 ± 1.4 
%, calculated as a grand mean across all ancestry groups. Superimposition of the size-normalised 
skulls using the inferior orbital margin and the external auditory meatus for registration 
demonstrated the relatively larger orbits of females, exaggerated external occipital protuberances in 
males, larger cranial vault with flatter and more vertical and bossed forehead in females (Bulut et 
al., 2016), and longer facial height in males with an exaggerated antegonial region (Figure 8.7). 
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Figure 8.7—Size normalised superimposition of male (dashed outline) and female (solid 
outline) US White skulls in anterior a) and left lateral b) views. Images aligned using inferior orbital 
margins and the external auditory meatus. ‘F-arrow’ highlights the higher/larger superior orbital 
margin in females, when compared to the ‘M-arrow’ for the male superior orbital margin. Adapted 
from Caple and Stephan (2016) with permission from John Wiley and Sons. 
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8.3.2  Transformation Extremes 
While some of the ancestry and sex transformations are presented here, it is not feasible to present 
all possible group combinations—with 23 groups (pooled US and separate collections for all except 
WBD Black females [n=2]) there are 506 possible skull combinations, each enabling 100 warps for 
a total of 101 200 images. Instead, an R program SkullXtremes with a graphical user interface (GUI) 
was developed to enable user-defined combinations of ancestry or sex groups and any warp 
percentage as used in the current study, and is available at CRANIOFACIALidentification.com. 
SkullXtremes also permits download of user-specified high-resolution colour versions of all 
transformed images—full terms and conditions for image reproduction are available at the website. 
Group combinations currently available for use with the GUI are those reported with the published 
paper (CBC, HTH, and PBC). Figure 8.8 depicts a screenshot from the SkullXtremes GUI, using the 
HTH US Black female morphotype as the base image group to be transformed, and HTH US Black 
male morphotype as the reference image group to transform away from. 
  
Quantitatively produced exaggerations of ancestry emphasise the prominent mental eminence, 
superciliary ridges, nasal bones, anterior nasal spine, and occipital bun for US White males 
compared to all other included groups (see Fig. 8.9). Also noticeable is a more anteriorly oriented, 
and larger, mastoid process as well as smaller teeth in US White males compared to Japanese 
males. The US Black male exhibits increased mandibular ramus breadth and mastoid process size 
compared to the US White male. The Thai male transformation depicts a marked occipital flattening 
compared to Japanese males, with a heavier zygomatic region, larger mastoid process, smaller 
anterior nasal spine and teeth, and a rocker shaped mandible (Fig. 8.9). Differences between 
comparative Black and White groups from the US and SA are presented in Figure 8.10. Both SA 
groups exhibit a larger cranial length with smaller mastoid processes compared to their US 
counterparts. The SA Black transformation also exhibits a wider mandibular ramus and more obtuse 
mandibular angle, heavier zygomatic, and increased alveolar prognathism. The US White and Black 
groups both exhibit more superiorly positioned temporal lines and larger external occipital 
protuberances, with the US Black male portraying larger superciliary ridges (Fig. 8.10). 
Exaggerations of sex notably demonstrate the less robust and more neonatal-like female form, with 
similar degrees of dimorphism exhibited for both US Blacks and Whites (Fig. 8.11). It should be 
noted, however, that these transformations are more comparable to previous depictions using 
holotype specimens (e.g., White et al., 2011)—the average morphotypes depict far subtler 
differences. Of course, these warps only exaggerate traits already present in the averages, and do 
not depict features that may be present in a particular population in lower frequencies.
  
Figure 8.8—Screenshot from the SkullXtremes viewer depicting transformation of the HTH US Black female morphotype against the HTH US Black 
male reference group to exaggerate female characteristics on a female skull. 
  
 
 
 
 
 
 
 
 
Figure 8.9—Examples of 
transformed images in a left 
lateral view to indicate 
ancestry differences for: US 
White males (WM) 
transformed away from US 
Black males (BM) to 
exaggerate US WM 
characteristics relative to US 
BM; US BM transformed 
away from US WM; US WM 
transformed away from 
Japanese males (JM); JM 
transformed away from US 
WM; JM transformed away 
from Thai males (TM); and 
TM transformed away from 
JM. All depicted 
transformations are at 100 %. 
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Figure 8.10—Examples of transformed images in a left lateral view to indicate population 
differences for: US WM transformed away from SA WM; SA WM transformed away from US 
WM; US BM transformed away from SA BM; and SA BM transformed away from US BM. All 
depicted transformations are at 100 %. 
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Figure 8.11—Examples of transformed images in a left lateral view to indicate sex differences for: 
base US Black females (BF) transformed away from reference US BM (i.e., hyperfeminised); US 
BM transformed away from US BF (i.e., hypermasculinised); US White females (WF) transformed 
away from US WM; and US WM transformed away from US WF. All depicted transformations are 
at 100 %. 
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8.3.3  Morphologies Inconsistent with Prior Literature 
Before examining inconsistencies, it should be noted that the morphotypes represent mean trends 
for each of the groups. As a consequence, low trait frequencies (e.g., ≤30 %) that are considered as 
group membership indicators will be unlikely to be expressed in the final morphotypes. This is not 
unfavourable, however, as low trait frequencies cannot be considered norms for any given group, 
despite their utility as distinctive markers when present in some instances. 
 
A very subtle postbregmatic depression is detectable in the female US Black morphotype, but it is 
almost non-existent for the males, and expressed to the same extent as that of US White females 
(Fig. 8.5-8.6). This was unexpected, as Hefner (2009) and Klales and Kenyhercz (2015) determined 
roughly equal presence/absence of the trait in Africans. With such high reported frequencies, it was 
anticipated that the postbregmatic depression would persist more strongly in the lateral average 
morphotypes, indicative of the trait’s subtlety. Presence/absence of the trait was recorded for the 
skulls photographed at the TAC and WBD Collections, and gave combined presence frequencies 
for Black females and males of 35 % and 40 %, respectively. These frequencies are lower than 
those presented by Hefner (2009) and Klales and Kenyhercz (2015), and if they are taken to 
represent of the rest of the sample (i.e. skulls from the HTH), they explain the marginal expression 
of postbregmatic depression in the average outlines. Sampling differences cannot be excluded as a 
potential reason for differences in observed trait frequencies; however, these issues apply to all 
studies and, providing that sampling technique and size are appropriate, do not discount the validity 
of discordant results. It is also important to be mindful that the perceived midline of a skull as 
represented as the outline in a lateral 2D photograph may not necessarily represent the exact median 
plane outline due to issues with point perspectives (Gavan et al., 1952; Kingslake, 1992; see also, 
Chapter 6 of this thesis). For instance, the photography protocol for this study captures the skull 
outline an average of 10 mm from the midline for the neurocranium. With this minimal deviation, 
the postbregmatic depression should be visible with higher trait frequencies. Hefner (2014) even 
comments that lateral photographs should be sufficient to capture this trait, so its minimal 
expression in the morphotypes further suggests minimal manifestation. 
 
The original size (Figs. 8.4-8.6) and size-normalised morphotypes (Fig. 8.7) unmistakably establish 
that females of the samples included in this investigation do not possess a rounded orbit phenotype 
as commonly asserted in previous literature (Acsádi and Nemeskéri, 1970; İşcan and Steyn, 2013; 
Krogman, 1962; Krogman and İşcan, 1986; Novotný et al., 1993). Instead, the female orbit form 
from an anterior view (Fig. 8.4) is simply a relatively taller version of the rhomboid-like pattern 
frequently attributed to males. This is due to the differences in anterior curvature of the margins, 
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which is visible from a lateral view (Fig. 8.5-8.6) and was observed by (Urbanová, 2011) to be the 
primary orbital sex difference. Male zygomatics also tend to be broader and heavier, relative to a 
smaller neurocranium, as clearly apparent when aligned by the mid-facial region (see Fig. 8.7). 
 
Mandibular ramus breadth is noticeably greater in South African Black females and males 
compared to all other groups included in the study (Figs. 8.4-8.6). This diverges from the previously 
documented view that Asian mandibular rami are typically the widest out of the three broad 
ancestry groups (Gill, 1998; Rhine, 1990). SA Black females and males also exhibit smaller vertical 
facial height compared to the US Black morphotypes. 
 
Varying reports of zygomaticomaxillary suture shape have been documented for East Asians—
traditional sources report an arched structure (Table 3.2), whereas Hefner (2009) found the highest 
trait frequency to be that of an s-shaped suture. Both the Japanese and Thai morphotypes herein 
portray an s-shaped suture supporting findings from Hefner (2009), though the inferior end is more 
laterally splayed compared to other groups due to a broader mid-facial region (Fig. 8.4). 
 
Comparisons were also made of the morphotypes and transformations to the traditional, and 
extensively used, Bass (2005) diagrams. These diagrams demonstrate general features of sex and 
ancestry well; however, they are combined with eccentricities that appear to be specific to the 
individual skull they are based upon. For example, all of the Bass diagrams depict more acute 
mandibular angles than exists in the corresponding average morphotypes, as well as unusual overall 
cranial shapes that are not representative of mean trends. The US Black diagram possesses a very 
large antegonial notch and no nasal spine, contradicting morphology present on both the US and SA 
Black morphotypes (see Fig. 8.5-8.6)—the former trait is absent; the latter trait is present. 
 
Due to Green’s (2010) findings that Southeast Asians exhibited a narrower splanchnocranium 
compared to Northeast Asians, similar results were anticipated between the Thai and Japanese 
morphotypes, respectively. However, morphotypes from the two groups presented similar facial 
breadths (Fig. 8.4). This could be a result of different comparative samples, with this study using a 
Japanese sample, whereas Green (2010) utilised a mainland Northeast Asian sample. 
 
8.3.4 New Potentially Distinguishing Features Evident on the Morphotypes 
Transformations of the SA White female and male morphotypes revealed larger neurocrania than 
their US White counterparts, irrespective of sex. It is possible these differences are simply an 
artefact of sample age differences, as previous studies have demonstrated a general trend of 
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increasing cranial dimensions with age (Israel, 1977; Meindl et al., 1985; Walker, 1995)—though 
research into age-related changes in sex estimation have also been inconclusive (Rogers, 2005; 
Williams and Rogers, 2006). Numerous studies also report that cranial dimensions, especially 
cranial height, have increased over time (e.g., Moore-Jansen, 1989; Wescott and Jantz, 2005), and 
the majority of the skulls that constitute the US sample pre-date the South African sample. Other 
observed trait patterns include the supranasal suture being more prevalent in SA White 
morphotypes compared to SA Blacks, and male morphotypes exhibiting a slightly more discernible 
occipital bun than females. There is also evidence of a more pinched nasal bone contour in US 
groups compared to SA, most notably for Blacks (Fig. 8.4)—although this is correlated with the 
larger interorbital breadth observed in South Africans by Ousley and L'Abbé (2010). The height of 
the nasal bones from a lateral view in US Blacks is remarkably less than that of SA Blacks, 
especially at their most rostral ends (Fig. 8.5-8.6). Further, nasal bone height is smallest (to a large 
extent) in both Japanese and Thai morphotypes, with the Thai also exhibiting larger mastoid 
processes than the Japanese (Fig. 8.5-8.6). 
 
8.4  Discussion 
Visual exemplars form a reference standard pillar in forensic anthropology, especially for 
interpretations of morphology of the skull and pelvis. These exemplars are regularly cited in the 
majority of major forensic anthropology texts (see, e.g., Bass, 2005; Buikstra and Ubelaker, 1994; 
Christensen et al., 2013; Dirkmaat, 2012; Gill and Rhine, 1990; İşcan and Helmer, 1993; İşcan and 
Steyn, 2013; Klepinger, 2006; Krogman, 1962; Krogman and İşcan, 1986; Langley and Tersigni-
Tarrant, 2017; Martin, 1928; Reichs, 1998; Stewart, 1979; Tersigni-Tarrant and Shirley, 2012; 
White et al., 2011; White and Folkens, 2005), and also feature in standard operating procedures of 
large, renowned, forensic anthropology laboratories (Warren et al., 2008) where they serve as 
guidance for bench analysts (see e.g., DPAA Laboratory Manual, SOP 3.4: Determining Biological 
Profiles; 2015). 
 
Prior to this study, no statistically derived photorealistic exemplars for ancestry and sex existed, 
instead comprising subjectively derived holotypes. The photographic quality and quantitatively 
determined exemplars presented in the current study objectively exemplify the major distinguishing 
skull features by ancestry and sex for the six ancestry groups explored. Whilst they mostly provide 
confirmation of hallmark ancestry and sex characteristics, there are some important exceptions. The 
rhomboid-like orbit shape in females, postbregmatic depression, and mandibular ramus breadth all 
establish important subtleties that have previously received limited notice. The nasal bone height in 
a lateral view is minimal for Japanese females and males, even relative to the Thai morphotypes 
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(Figs. 8.5-8.6 and 8.9). Differences in sampling procedure cannot be disregarded as a factor that 
could explain some of the disparities observed between the current study and previous findings—
indeed, all investigations are limited by sampling uncertainties. This does not reduce the 
implications of observations from the current study, as they accessed large skeletal collections 
frequently used in other ancestry and sex investigations (Giles and Elliot, 1962, 1963; L'Abbé et al., 
2011; L'Abbé et al., 2013; Mann et al., 2014; McDowell et al., 2015; Walker, 2008) and thereby 
hold comparable weight. Of course, it would be valuable to conduct replication studies with larger 
and randomly selected samples, which would aid in clarifying which findings are most reliable. Part 
of the issue in this context is a continuing lack of information about the ratios at which 
measurement signal to noise warrants generalisations from small samples to broader groups. 
 
The average morphotypes herein deliver insights into potentially useful but seldom reported 
characters including relative mandibular ramus breadth for SA Black females and males, 
manifestation of occipital buns in both Black and White males, and larger mastoid processes in Thai 
relative to Japanese groups. These traits warrant additional examination for strength of group 
differentiation. Warps of the skull morphotypes further emphasise ancestry and sex differences, in a 
comparable, yet quantitative, manner to existing exemplars. They particularly make the overall 
robustness of male morphotypes instantly recognisable (Fig. 8.10), and highlight regional 
differences between US and SA groups (Fig. 8.11). It is interesting to note that traits emphasised in 
the US and SA White warps also exemplify associated consequences of tooth loss with advancing 
age (Enlow et al., 1976; Enlow and Hans, 1996). Demonstration of these traits should not be 
confused for these age-related effects, however, as edentulous individuals were excluded from the 
study samples, and these patterns were observed for both US White and SA White groups, who 
represent closely age-matched samples and non-matched ages, respectively (see Table 8.2). These 
overlaps between traits characterising age and ancestry warrant further examination. 
 
While these morphotypes preserve a great deal of the photographic information, future 
modifications of template design could enhance level of information retained. Examples include: 
individual delineation of each tooth; the lacrimal bone in lateral view; additional points to ensure 
maximised capture of postbregmatic depression; nasal overgrowth; the sphenofrontal suture; and 
temporal line of the frontal bone where it is continuous with the superior temporal line instead of 
the inferior line, adding points to delineate the latter forward to where it diverges from the superior 
line. 
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Development of these morphotypes reduces bias in established visual exemplars, which is otherwise 
introduced through designating a single holotype specimen or hand-drawn illustrations. They 
represent the first quantitatively-based exemplars depicted in the literature to date, and therefore 
also hold major advantages as casework and training reference standards. These depictions of group 
means also theoretically serve as texture mapped versions of anticipated group centroids for skull 
outlines in the ensuing classification study, and thus provide good visual representations for groups 
to which an unknown skull would be compared. 
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9. Ancestry and Sex Variation of Skull Outlines in Norma Lateralis 
 
While ancestry and sex group means were derived in the previous chapter using all colour and 
texture information for visualisation, this study assesses group variation in the skull and cranial 
outlines in norma lateralis using elliptical Fourier analysis and principal component analysis. 
Outline quantification provides a basis for robust statistical analysis of ancestry and sex variations, 
which are assessed using size and shape information, and with size normalised to focus on shape. 
 
9.1  Sample 
A subset of left lateral photographs (n = 572) from the original dataset was used for this study. This 
subsetting occurred due to missing subtle features during data collection (e.g., healed broken nasal 
bones). Samples were further excluded if the styloid process overlapped with the posterior 
ascending ramus border of the mandible, and the outline was not easily visualised for styloid 
removal in Adobe® Photoshop® CS6. The final samples retained for this study are summarised in 
Table 9.1. Small sample sizes resulted in the SA and Japanese female groups being excluded (see 
Table 7.1), as well as the pooling of modern (WBD) and early 20th century (HTH and TAC) US 
groups. Black and White groups for the outline studies in the following chapters therefore refer to 
US only. 
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Table 9.1: Samples used for the current study. 
Group Sample Collection Size (n) Mean Age ± SD (years) 
US Black Female 
HTH 38 31 ± 13 
TAC 47 38 ± 11 
 WBD 2 39 ± 21 
 Subtotal 87 36 ± 15 
US Black Male HTH 48 33 ± 11 
 TAC 49 40 ± 12 
 WBD 12 44 ± 12 
 Subtotal 109 39 ± 12 
US White Female 
HTH 41 39 ± 12 
TAC 18 46 ± 12 
 WBD 38 53 ± 13 
 Subtotal 97 46 ± 12 
US White Male HTH 45 44 ± 12 
 TAC 42 50 ± 8 
 WBD 47 49 ± 14 
 Subtotal 134 48 ± 11 
Japanese Male CBC 59 40 ± 12 
Thai Female KKC 39 55 ± 11 
Thai Male  47 57 ± 16 
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9.2  Methods 
9.2.1  Image Analysis 
The majority of data analysis was completed using code written for the R statistical computing 
environment (R Core Team, 2013)—code is included in Appendix D. Photographs were re-scaled in 
Photoshop® for timely computer processing (3648 x 5472 to 984 x 1476 pixels). After importing a 
JPEG skull image into R, landmarks required for outline extraction were selected. Code for 
landmark selection and outline extraction was adapted from the QuickCapture code available at 
CRANIOFACIALidentification.com (Stephan and Guyomarc'h, 2014), based on Claude’s (2008) 
Conte outline extraction function. This function also binarises the image after landmark selection to 
aid outline extraction, which was achieved with a user-defined threshold level option that was 
added to the custom written R code. The anatomical landmark prosthion (prp; Appendix A) was 
chosen as a starting point for outline extraction, as it is a biologically homologous point that could 
be identified on every specimen. Following the location of prp, 999 additional equally spaced semi-
landmarks were automatically positioned around the outline. A straight line was drawn between prp 
and infradentale (idp; Appendix A) to remove tooth morphology as a variable (Fig. 9.1a). Exclusion 
of the teeth meant that more samples could be studied, as central incisors were not always present 
(see exclusion criteria for details). Similarly, the styloid process was often broken, so points were 
positioned at the intersection of the outline with the anterior and posterior borders of the styloid 
(Fig. 9.1b). As the mandible may not always be recovered with a cranium, analysis was also 
conducted with the mandible excluded from the outline. To avoid including variably present 
maxillary teeth in the cranial outlines, they were extracted between prp and mastoidale (msß; 
Appendix A; Fig. 9.1c, d). 
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Figure 9.1—Outline extraction process: a) skull image depicting points to have 
lines drawn between for removal of the teeth and styloid process; b) binarised 
image with dashed outline; c) skull image depicting points to have line drawn 
between for mandible exclusion; and d) binarised image with dashed outline. 
Arrows indicate starting point for outline extraction (prp). Images created in R 
(R Core Team, 2013). 
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Elliptical Fourier Analysis (EFA) was conducted using 40 harmonics on the Cartesian coordinates 
of 1000 extracted outline points. The elliptical Fourier functions were also adapted from Claude’s 
code (Claude, 2008). The maximum number of harmonics is dependent on the Nyquist frequency 
restrictions that state the number of harmonics must not exceed half the number of outline points 
(Lestrel, 1997a). The optimal number of harmonics was initially determined by the calculating 
residual differences between the original outline of a randomly selected skull and the outlines 
created using a varying number of harmonics (Fig. 9.2). The harmonic number that was the first to 
result in less than 5 % residual error was determined to be the minimum, being 18 harmonics. This 
was double-checked by visual inspection, which showed that only using 18 harmonics caused a loss 
of detail in areas of highly varied curvature (e.g., anterior nasal spine) (Fig. 9.3a). A reconstruction 
using 40 harmonics depicted a good fit to the original outline, with negligible differences resulting 
from 50 harmonics (Fig. 9.3c, d). Therefore, to minimise noise, 40 harmonics were conservatively 
chosen for subsequent analysis, which still falls under the Nyquist specifications. 
 
 
Figure 9.2—Residual error between the original outline and EFA 
harmonic reconstruction. Calculated using a randomly selected skull 
photograph. Grey points represent harmonics with which the residual 
error is less than 5 %. Plot created in R (R Core Team, 2013). 
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Figure 9.3—Plots depicting the original skull shape shaded in grey, with 
black lines representing elliptical Fourier reconstructions using: a) 18 
harmonics; b) 30 harmonics; c) 40 harmonics; and d) 50 harmonics. 
Images created in R (R Core Team, 2013). 
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To facilitate meaningful comparison of specimens, all outlines were normalised for orientation. 
Two different methods provided this capability, the results of which were then compared before 
proceeding with the remainder of analysis. The first normalisation method used was partial 
generalised Procrustes analysis (pGPA), which employs a number of biologically homologous 
landmarks and translates and rotates to minimise the sum of squares distances for the chosen 
landmarks across all specimens (Dryden and Mardia, 2016; Kent, 1992). This differs from the more 
commonly used GPA, which also includes rescaling to normalise size (Dryden and Mardia, 2016). 
The pGPA process was achieved in R using the shapes package (Dryden, 2017). The second 
normalisation method used was proposed by Kuhl and Giardina (1982) to use with their 
development of EFA, and involves rotating the outline to align the major axis of the first harmonic 
with the x-axis (Fig. 4.9). To assess the influence of size on classification rates, particularly for 
sexual dimorphism, analysis was conducted using both original size and size-normalised outlines. 
This was achieved by resizing the semi-major axis of the first harmonic to a value of 1, and scaling 
all remaining coefficients by the same factor (Kuhl and Giardina, 1982; Fig. 4.9). Note that original 
size data is in size-and-shape space (Dryden and Mardia, 2016), with size embedded into all 
coefficients rather than treated as a separate variable. EFA normalisation is typically done in an all-
encompassing fashion, normalising for orientation and starting point as well as size within a single 
function. This normalisation procedure provides an output with standardised coefficients from the 
first harmonic (a1 = 1; b1 = c1 = 0), resulting in a smaller number of meaningful coefficients (40*4-
3 = 157). The EFA function herein was customised to only normalise size, and therefore retained 
the same number of coefficients as original EFA (40*4 = 160). 
 
9.2.2  Statistical Analysis 
Squared Mahalanobis distances were plotted against quantiles of the Chi-square distribution for the 
elliptical Fourier coefficients from the first three harmonics to check for potential outliers. This was 
done as an additional screen of samples as per the exclusion criteria; otherwise, potential outliers 
were retained to incorporate maximum variation of morphology. The squared Mahalanobis 
distances and Chi-square distribution information for each group was also used in conjunction with 
Mardia’s test for multivariate normality (Korkmaz et al., 2014; Mardia, 1970), an assumption of 
MANOVA testing. These analyses were completed using the psych (Revelle, 2017) and MVN 
(Korkmaz et al., 2014) R packages. 
 
The subsequent analysis was conducted on both original size and size-normalised elliptical Fourier 
coefficients, for both skull and cranial outlines. Due to the high number of variables generated using 
EFA with 40 harmonics, principal component analysis (PCA) was used on a covariance matrix of 
  130 
the elliptical Fourier coefficients to simplify the data and define the skeletal regions of highest 
variance (Rohlf and Archie, 1984). PCA was conducted using the base R prcomp function (R Core 
Team, 2013). A covariance matrix was chosen over a correlation matrix as it gives more weight to 
larger measurements (i.e. global shape changes as explained by lower order harmonics) than smaller 
measurements (i.e. localised shape changes as explained by higher order harmonics) (Jolliffe, 
2002). The number of principal component (PC) scores retained for further analysis was determined 
using the Kaiser-Guttman stopping rule as a guide, whereby the eigenvalues with a value greater 
than the average eigenvalue are included (Jackson, 1993). This approach has previously been 
criticised for being too conservative in the retention of PCs with data that are not highly correlated; 
however, this was not perceived to be an issue in the present study, as EFA coefficients are not 
mathematically independent of each other (Haines and Crampton, 2000). The Kaiser-Guttman 
criterion was chosen over less conservative methods in an effort to retain subtler variations between 
ancestry groups, though some noise also risks being captured. Variations accounted for by the PCs 
were visualised using inverse Fourier transformations of predicted Fourier coefficients using the 
mean PCs and values ±2 standard deviations. Differences in the PC scores based on ancestry, sex, 
and the interaction of ancestry and sex, were tested for statistical significance using a MANOVA 
with Wilks’ lambda (Hothorn and Everitt, 2006). Multivariate effect sizes were reported in the form 
of partial eta-squared values, calculated as follows: 
 
Partial η2 = 1 – Λ1/s 
 
where Λ is Wilks’ lambda, and s is either the number of dependent variables, or the lesser degrees 
of freedom, whichever value is lower (Green and Salkind, 2005). In cases of statistical significance, 
subsequent pairwise comparisons with Holm-Bonferroni post-hoc correction (Holm, 1979) to 
account for type I error were completed for the following groups: JM-TM, BM-WM, JM-WM, TM-
WM, BF-BM, TF-TM, and WF-WM. These groups were chosen as a comprehensive suite of both 
ancestry and sex comparisons. The MANOVA and post-hoc tests were run using functions in the 
base stats package (R Core Team, 2013). 
 
9.3  Results 
9.3.1  Normalisation Method Comparison 
Using the traditional EFA method for normalising orientation presented by Kuhl and Giardina 
(1982) orients based on geometric information only, without consideration of biological 
information. This is evident in Figure 9.4a, where a marked change in cranial shape, and subsequent 
change in the major axis of the first harmonic, has caused over-rotation in the average Thai male 
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skull outline. Using pGPA for alignment resulted in a seemingly more biologically relevant 
alignment across the groups (Fig. 9.4b). This conclusion has also been reached in previous EFA 
studies (see e.g., Lestrel et al., 2013). In addition to visual comparisons, group classifications were 
compared using the two normalisation methods, with both methods performing comparably (see 
Chapter 10 for more details). Due to improved visual interpretation, the remainder of analysis was 
conducted using coordinates that have been normalised for orientation using pGPA. 
 
After checking for outliers, multivariate normality was tested for all groups using the squared 
Mahalanobis distances and Chi-square distribution information with Mardia’s normality test 
(Korkmaz et al., 2014; Mardia, 1970; see Table 9.2). Black males and White males gave a skewed 
result; however, they follow the trend line reasonably well (see e.g., plot for Black Males in Fig. 
9.5), and were treated as multivariate normal for subsequent analysis. 
 
 
 
 
Figure 9.4—Comparison of orientation normalising methods using the average skull outline shapes 
of Black, Thai, and White males: a) traditional EFA method by rotating for the long axis of the first 
harmonic to be parallel to the x-axis; and b) before EFA using partial generalised Procrustes 
analysis. Outlines reconstructed using inverse elliptical Fourier analysis with 40 harmonics. Plots 
created in R (R Core Team, 2013). 
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Table 9.2: Skewness and kurtosis values using Mardia’s test for 
multivariate normality. Bold indicates p < 0.05. 
Group Skewness (p-value) Kurtosis (p-value) 
Black Female 27.9 (0.06) 170.8 (0.48) 
Black Male 23.2 (0.02) 165.0 (0.39) 
Japanese Male 38.4 (0.30) 163.9 (0.39) 
Thai Female 62.1 (0.07) 167.0 (0.87) 
Thai Male 47.9 (0.33) 163.2 (0.37) 
White Female 22.6 (0.46) 165.6 (0.51) 
White Male 21.3 (<0.01) 170.6 (0.41) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9.5—Chi-square quantile-quantile plot for Black males. 
Mardia’s test indicates that the data are not multivariate normal (p < 
0.05) (note the skewed tail). Plot created in R (R Core Team, 2013). 
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Homogeneity of Variance-Covariance Matrices (VCVMs) is another assumption for MANOVAs, 
and is often assessed using the Box’s M test (Timm, 2007), which is also the test used in the 
popular software IBM SPSS Statistics for Windows (Version 24.0; IBM Corp., Armonk, NY, USA) 
(Green and Salkind, 2005); however, this test is sensitive to non-normality and large sample sizes. 
Homogeneity was instead checked using Kullback’s homogeneity test on the VCVMs of the PC 
scores for each sex and ancestry group, achieved using the asbio R package (Aho, 2014). 
Comparison of the log determinants of the group sample covariance and pooled covariance matrices 
was also completed (Huberty, 2002). No significant difference was found between the VCVMs for 
the groups using the Kullback homogeneity test (p > 0.05), and all log determinant values were 
similar (range: 36-44; Table 9.3). 
 
 
 
 
 
 
 
Table 9.3: Log determinant values for covariance 
matrices. 
Group Log Determinant 
Black Female 39 
Black Male 42 
Japanese Male 41 
Thai Female 36 
Thai Male 40 
White Female 39 
White Male 44 
Pooled within-groups 42 
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9.3.2  Ancestry Variation 
Shape information captured in the lateral skull outlines is mostly consistent with characteristics 
previously reported as being useful for ancestry estimation (see Table 3.1). Differences in the skull 
outline shape due to ancestral origin are portrayed for males and females in Figures 9.6 and 9.7. 
Marked differences were observed between the Japanese and Thai male outlines (Fig. 9.6a). The 
key differences between the two are the overall increase in size of the cranial vault for the average 
Japanese male outline compared to the Thai male outline, as well as a more obtuse mandibular 
angle for Japanese males resulting in an inferiorly positioned mental eminence and increased total 
skull height (Fig. 9.6a). The Japanese male outline is more similar to that of White males than the 
Thai males, particularly in the cranial vault, with the major differences being less projecting nasal 
bones, increased alveolar prognathism, and increased mandibular angle (Fig. 9.6b). While 
differences in mandibular angle were evident, the lower mandibular border is similar across all 
ancestry groups, supporting findings with the average morphotypes from Chapter 8 and those of 
Berg (2014). 
 
For both sexes, distinct alveolar prognathism is manifested in Japanese, Thai and Black outlines, 
and absent in the White outlines (Fig. 9.7). The minimal alveolar prognathism in White skulls likely 
exaggerates the relatively prominent mental eminence. For cranial vault shape, Thai groups display 
the shortest cranial length and tallest cranial height, with the opposite evident for Black groups, and 
an intermediate position for White outlines. The basioccipital region in the Black skull outlines is 
also more sloped towards the occipital region compared to all other groups, further evidence 
supporting the traditional brachycephalic shape. Both male and female Black skull outlines display 
a more posteriorly protruding mandibular ramus compared to the other ancestral groups, likely due 
to its greater breadth as evident in the average morphotypes (Caple and Stephan, 2016; Chapter 8). 
One trait that unexpectedly did not manifest itself in any outlines is the postbregmatic depression. 
This trait was reported to have approximately equal presence/absence in Africans by Hefner (2009) 
and Klales and Kenyhercz (2015), which would suggest its presence, however subtle, in the outlines 
of Black males and females. 
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Figure 9.6—Average skull outline shapes: a) comparison of Japanese male and Thai male; and b) 
comparison of Japanese male and White male. Outlines reconstructed using inverse elliptical 
Fourier analysis with 40 harmonics. Plots created in R (R Core Team, 2013). 
 
 
 
 
Figure 9.7—Average skull outline shape comparisons by ancestry group for: a) males and b) 
females. Outlines reconstructed using inverse elliptical Fourier analysis with 40 harmonics. Plots 
created in R (R Core Team, 2013). 
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Cranial outlines without the mandible naturally displayed the same patterns with overall shape, 
including increased cranial length in Black males and females compared with Thai groups, and with 
Japanese and White outlines taking an intermediate form (Fig. 9.8). The Japanese male cranial vault 
is again noticeably similar to that of the White male, with the main differences between the two 
appearing in the facial region. The Black cranial outlines also demonstrate the sloping basioccipital 
region. As the cutoff point for mandible exclusion is prosthion, the maxillary component of alveolar 
prognathism is still captured, and is evident in a moderate-to-marked fashion in all outlines except 
for White males and females (Fig. 9.8). 
 
 
 
 
 
 
Figure 9.8—Average cranial outline shape comparisons by ancestry group for: a) males and b) 
females. Outlines reconstructed using inverse elliptical Fourier analysis with 40 harmonics. Plots 
created in R (R Core Team, 2013). 
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9.3.3  Sexual Dimorphism 
Most of the relevant previously established sex distinction traits listed in Table 3.2 are present in the 
average skull outlines. As expected, male outlines are larger than female outlines for all ancestral 
groups examined (Fig. 9.9a, c, e). When the outlines are normalised for size, they become very 
similar (Fig. 9.9b, d, f). The major shape difference is the less protruding mandibular angle in 
females, although this is still a subtle difference. Oettlé and colleagues (2009b) found a large range 
of overlap between males and females with mandibular angle, and suggested that this made it an 
unreliable indicator for sex. Other subtle differences are also observed, including a relatively lower 
mid-facial region paired with a relatively larger cranial vault; evidence of the more juvenile-like 
structure associated with earlier maturation of females (Bogin, 1999). White females also display a 
relatively vertical frontal slope compared to White males, again agreeing with the literature (Table 
3.2). These differences are consistent in the cranial outlines (Fig. 9.10). Apart from the frontal slope 
difference in White males compared to females, removal of the mandible results in the major shape 
differences being in the nasal region and a subtle change along the base line (Fig. 9.10b, d, f). This 
line travels more superiorly in females, likely due to a smaller mastoid process as the base line runs 
from mastoidale (Acsádi and Nemeskéri, 1970; Krogman, 1962; Novotný et al., 1993). 
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Figure 9.9—Average skull outline shape comparisons by sex for: a-b) Black, c-d) Thai, and e-f) 
White ancestry groups. Displayed both with and without size normalisation. Outlines reconstructed 
using inverse elliptical Fourier analysis with 40 harmonics. Plots created in R (R Core Team, 2013). 
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Figure 9.10 — Average cranial outline shape comparisons by sex for: a-b) Black, c-d) Thai, and e-
f) White ancestry groups. Displayed both with and without size normalisation. Outlines 
reconstructed using inverse elliptical Fourier analysis with 40 harmonics. Plots created in R (R Core 
Team, 2013). 
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9.3.4  Concordance Between Average Morphotypes and Outlines 
The photographic-quality average morphotypes developed the previous chapter were superimposed 
with the average outlines for each corresponding group to assess the level of concordance between 
them. Superimposition was conducted in Photoshop®, and, as the outlines were normalised for 
orientation, they were rotated until best fit with the morphotype was achieved. Research conducted 
for developing average human faces in Psychomorph software discovered that negligible 
differences arise from adding further samples once a subgroup has approximately 32 individuals 
(Stephan, 2003, Shaweesh et al., 2006). If this is taken as a proxy for skull variation, slight 
differences in sample composition between the current study and development of the average 
morphotypes should not be an issue. As would be expected, there is a high level of concordance 
between the Fourier reconstructed outlines and average morphotypes (Fig. 9.11). Deviations 
between the two are observed in areas with higher levels of curvature—note the loss of detail 
around the nasal root, mandibular ramus flexure, and external occipital protuberance. These regions 
have not been fully captured in the EFA using 40 harmonics; though, as noted previously, they were 
captured in the test sample used to determine the harmonic number (Fig. 9.3). Increasing the 
number of harmonics also risks the introduction of noise into the data. The regions with this loss of 
detail are, however, known to be important for ancestry and sex differentiation (see Tables 3.1 and 
3.2, and average morphotypes in Chapter 8), so capturing them sufficiently in the outlines in the 
present study is imperative for method optimisation. Further analyses in this study will determine if 
sufficient detail is captured of these localised traits to successfully distinguish between ancestry and 
sex groups. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
Figure 9.11—Superimposition of average morphotypes and average inverse Fourier transformed outlines (white lines) for: a) Black females; b) Black 
males; c) Japanese males; d) Thai females; e) Thai males; f) White females; and g) White males.
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9.3.5  Principal Component Analysis 
The average eigenvalue using PCA for original size skull outline data was 8.0, which resulted in the 
first 12 PCs being retained under the Kaiser-Guttman stopping rule (Jackson, 1993; Fig. 9.12a). The 
first 12 PCs cumulatively account for approximately 95 % of all variation. Loadings of the EFA 
coefficients for each PC follow a trend of decreasing exponentially, as illustrated with the first PC 
in Figure 9.12b. PCA conducted on a covariance matrix gives more weight to variables with larger 
values. This trend is not surprising then, as lower order harmonic coefficients are on a much larger 
scale (e.g., mean coefficient 1a = -356 compared to mean coefficient 40a = -0.03). 
 
 
 
 
 
Figure 9.12—Principal component (PC) summary using original size skull data: a) eigenvalues for 
the first 15 PCs. The first 12 PCs are retained as they fall above the average eigenvalue of 8.0 
(dashed line); and b) loadings of PC1 for each elliptical Fourier coefficient for 40 harmonics. Plot 
created in R (R Core Team, 2013). 
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Reconstructed EFA outlines are provided in Figure 9.13 to visualise variation in the average skull 
outline for the entire sample as explained by each PC by plotting ±2 standard deviations. The plots 
in Figure 9.14 depict the mean PC scores and 95 % confidence interval for each sex and ancestry 
group for the first five PCs. The reconstructed outlines for each PC are again plotted alongside each 
graph to serve as a visual guide for the PC scores. These are included for the first five PCs only, as 
there were progressively decreasing levels of separation between groups. As a result of the way 
PCA reduces data (Dryden and Mardia, 2016; Jolliffe, 2002), most shape differences are described 
by multiple PCs; for example, variations in alveolar prognathism are evident in PCs 2-9 (Fig. 9.13). 
Subtle differences in vault shape are also present in most PCs, however the focus here will be on the 
main differences, described as follows: 
 
The PC that explains the most variation (45 %) is PC1, which mainly describes overall size 
differences (Fig. 9.13). PC1 scores are directly proportional to size, and are higher for all male 
groups than female groups with no overlap (Fig. 9.14). Black skull outlines are also larger than 
White and Thai outlines. PC2 accounts for 21 % of all variation observed in the sample, and mainly 
describes changes in cranial vault size as well as alveolar prognathism, mandibular protrusion, and 
the width of the space between the condylar process and temporal bone, which will be referred to 
herein as the temporomandibular junction (Fig. 9.13). There is good separation by ancestry for PC2, 
with White males and females presenting a larger cranial vault, more obtuse mandibular angle, and 
greater mental protrusion than other groups (Fig. 9.14). PC3 (8 % of variation) describes changes in 
cranial length, mandibular angle, and alveolar prognathism (Fig. 9.13). Thai skull outlines have the 
highest scores for PC3, corresponding with a combination of shorter cranial length, acute 
mandibular angle, and reduced alveolar prognathism (Fig. 9.14). PC4 shows variation in the frontal 
slope, alveolar prognathism, and cranial height and length, accounting for 6 % of variation (Fig. 
9.13). Black skull outlines demonstrate higher PC scores with decreased height and increased length 
in the vault, alveolar prognathism (Fig. 9.14). PC5 (5 % of variation) describes changes with nasal 
projection, alveolar prognathism, and the mandibular angle and associated ramus height with its 
influence on relative cranial base position (Fig. 9.13). PC5 demonstrates good separation of the 
Asian groups from the Black and White outlines (Fig. 9.14). PC6 (3 % of variation) shows changes 
in mandibular angle, mandibular eminence, and maxillary alveolar prognathism. The major variant 
in PC7 (2 % of variation) is that of alveolar prognathism and nasal projection. PC8 (2 % of 
variation) shows changes in maxillary and nasal height and projection, where PC9 (1 % of 
variation) shows subtle changes in nasal projection and the mental eminence. PCs 9-12 all show 
variation in the temporomandibular region: PC9 (1 % of variation) describes changes in the height 
of the junction; PC10 (1 % of variation) regards this to a greater degree and is associated with 
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mastoid projection; PC11 (1 % of variation) describes the height relation with what is likely 
projection of the occipital condyles; and PC12 (<1 % of variation) with the anteroposterior 
positioning of the junction. PC12 also shows changes in nasal root depth (<1 % of variation; Fig. 
9.13). PCs 2-5 all demonstrate clear shape differences between ancestry groups, with both sexes 
displaying a similar pattern (Fig. 9.14). The remaining PCs have high degrees of overlap, with 
many not presenting similar trends for males and females, likely representing noise in the dataset.
  
  
Figure 9.13—Plots 
of the variability 
accounted for by 
PCs 1-12 for size-
retained skull data. 
Solid grey lines 
indicate mean 
shape; dotted lines 
represent -2 
standard deviations; 
dashed lines 
represent +2 
standard deviations. 
Amount of variation 
accounted for is 
displayed as a 
percentage. Plots 
created in R (R 
Core Team, 2013). 
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Figure 9.14—Scores for PCs 1-5 for separate sex and ancestry groups using size-retained skull 
outline data. Error bars represent 95 % confidence interval. Also includes visualisation of variation 
in the average skull outline for the entire sample as explained by each PC by plotting ±2 standard 
deviations. Plots created in R (R Core Team, 2013). 
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Figure 9.14 continued. 
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Figure 9.14 continued. 
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The MANOVA results supported the hypothesis that there are differences between the size-retained 
skull outlines based on ancestry, sex, and the interaction between the two (Table 9.4). The 
proportion of the variance in the PCs attributable to sex and ancestry is substantial, as indicated by 
medium effect sizes. The interaction of ancestry and sex had a negligible effect size, suggesting that 
overall degrees of variation due to ancestry do not largely differ depending on sex. A breakdown of 
the MANOVA results indicates all PCs are significantly different based ancestry except for PC9 (p 
> 0.05; Table 9.5). All isolated shape variations in PC9 are represented elsewhere, indicating that 
this particular combination of traits manifested is not important for ancestry differentiation. A 
smaller number of PCs are significantly different between males and females (p < 0.05; PCs 1, 3-5, 
8, and 12). The interaction between ancestry and sex was statistically significant for PCs 10 and 12, 
which describe variations in temporomandibular junction and nasal root depth. Pairwise 
comparisons show significant differences for all groups compared (p < 0.01; Table 9.6). 
 
 
 
 
 
 
 
 
Table 9.4: Two-way factorial Multivariate analysis of variance (MANOVA) for statistical 
evaluation of PC scores of size-retained skull outlines for ancestry, sex, and the interaction between 
the two. 
 Wilks’ Lambda Approximate F Pr(>F) Partial Eta2 
Ancestry 0.14 42.94 <0.01 0.48 
Sex 0.54 40.06 <0.01 0.46 
Ancestry*Sex 0.91 2.19 <0.01 0.05 
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Table 9.5: Univariate breakdown of MANOVA results for statistical evaluation of PC scores of 
size-retained skull outlines for ancestry, sex, and the interaction between the two. Bold indicates p-
value less than 0.05. 
Variable 
Ancestry Sex Ancestry*Sex 
F Pr(>F) F Pr(>F) F Pr(>F) 
PC1 34.05 <0.01 312.14 <0.01 3.05 0.05 
PC2 68.84 <0.01 0.06 0.81 0.43 0.65 
PC3 57.12 <0.01 13.22 <0.01 1.67 0.19 
PC4 71.49 <0.01 4.95 0.03 1.28 0.28 
PC5 47.78 <0.01 20.16 <0.01 0.66 0.52 
PC6 6.57 <0.01 0.05 0.82 1.50 0.22 
PC7 31.38 <0.01 1.35 0.25 0.10 0.90 
PC8 5.24 <0.01 29.61 <0.01 0.89 0.41 
PC9 2.07 0.10 2.05 0.15 0.16 0.85 
PC10 4.20 <0.01 0.20 0.66 12.66 <0.01 
PC11 3.88 <0.01 1.72 0.19 0.41 0.66 
PC12 3.48 0.02 5.13 0.02 3.88 0.02 
 
 
 
Table 9.6: Pairwise comparisons for select groups using PC scores from size-
retained skull outline data. P-values adjusted using Holm-Bonferroni correction. 
Groups Wilks’ Lambda Approximate F Pr(>F) 
JM-TM 0.32 16.14 <0.01 
BM-WM 0.36 33.88 <0.01 
JM-WM 0.38 24.97 <0.01 
TM-WM 0.36 25.04 <0.01 
BF-BM 0.47 17.51 <0.01 
TF-TM 0.45 7.32 <0.01 
WF-WM 0.48 19.90 <0.01 
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For the size normalised skull data, the average eigenvalue was 3×10-5, which would result in the 
first 14 PCs subsequently being retained (Jackson, 1993). However, variation accounted for in the 
PC outlines from size-normalised outline data revealed marked similarities with the original size 
outlines with a shift of one position. The only exception was PC1 from size-retained data as it 
mainly describes overall size differences. For instance, PC2 of original size data corresponded with 
PC1 of the size-normalised data (Pearson’s correlation = 0.93). Figure 9.15 contains correlation 
plots and Pearson’s correlation coefficients (R) for all comparable PCs. Because of these high 
correlations (mean absolute R ± SD = 0.96 ± 0.03), the Kaiser-Guttman stopping rule was adhered 
to only for size-retained data, and the first 11 PCs were retained for normalised size data for 
equivalency (Fig. 9.16). 
 
Differences based on sex and ancestry grouping were still statistically significant with the removal 
of size information (Table 9.7). Reported effect size for ancestry was similar to that of size retained 
data (0.46 compared with 0.48); however, there was a decrease in effect size for sex (0.26 compared 
with 0.46). This was anticipated with size being the primary sexually dimorphic feature. On closer 
examination, there was a similar pattern of statistical significance as that for size-retained data, with 
all PCs significant for ancestry, less so for sex, and almost none for the interaction between ancestry 
and sex—although these correspond to the significant PCs for size-retained outlines (Table 9.8). 
This is to be expected as PCs were principally the same except for the size information of the first 
PC. All pairwise comparisons were again statistically significant (p < 0.01; Table 9.9). 
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Figure 9.15—Correlation plots of original size skull outline PCs with those obtained using 
size-normalised outlines. Values are Pearson’s correlation coefficients (R); colour intensity 
and circle size indicate strength of correlation.
  
Figure 9.16—Plots of 
the variability 
accounted for by PCs 
1-11 for size-
normalised skull data. 
Solid grey lines 
indicate mean shape; 
dotted lines represent 
-2 standard deviations; 
dashed lines represent 
+2 standard 
deviations. Amount of 
variation accounted 
for is displayed as a 
percentage. Plots 
created in R (R Core 
Team, 2013). 
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Table 9.7: Two-way factorial MANOVA for statistical evaluation of PC scores of size-normalised 
skull outlines for ancestry, sex, and the interaction between the two. 
 Wilks’ Lambda Approximate F Pr(>F) Partial Eta2 
Ancestry 0.16 43.54 <0.01 0.46 
Sex 0.74 18.04 <0.01 0.26 
Ancestry*Sex 0.92 2.27 <0.01 0.04 
 
 
 
Table 9.8: Univariate breakdown of MANOVA results for statistical evaluation of PC scores of 
size-normalised skull outlines for ancestry, sex, and the interaction between the two. Bold indicates 
p-value less than 0.05. 
Variable 
Ancestry Sex Ancestry*Sex 
F Pr(>F) F Pr(>F) F Pr(>F) 
PC1 70.48 <0.01 38.32 <0.01 2.04 0.13 
PC2 49.28 <0.01 32.10 <0.01 2.03 0.13 
PC3 64.83 <0.01 0.33 0.57 2.13 0.12 
PC4 52.52 <0.01 59.57 <0.01 0.56 0.57 
PC5 12.19 <0.01 1.24 0.27 0.73 0.48 
PC6 42.60 <0.01 20.73 <0.01 0.38 0.69 
PC7 3.27 0.02 23.07 <0.01 0.96 0.39 
PC8 3.73 0.01 0.01 0.93 0.30 0.74 
PC9 5.58 <0.01 0.88 0.35 11.54 <0.01 
PC10 3.14 0.02 0.35 0.55 1.57 0.21 
PC11 5.90 <0.01 0.12 0.73 3.98 0.02 
 
 
 
Table 9.9: Pairwise comparisons for select groups using PC scores from size-normalised 
skull outline data. P-values adjusted using Holm-Bonferroni correction. 
Groups Wilks’ Lambda Approximate F Pr(>F) 
JM-TM 0.41 12.14 <0.01 
BM-WM 0.36 37.13 <0.01 
JM-WM 0.38 26.16 <0.01 
TM-WM 0.35 28.50 <0.01 
BF-BM 0.70 7.28 <0.01 
TF-TM 0.67 3.36 <0.01 
WF-WM 0.65 10.92 <0.01 
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For the cranial outlines with size information included, the first 10 PCs were retained with an 
average eigenvalue of 5.24. The first PC accounts for 22 % of variation and mainly describes 
overall size differences, as well as mastoid projection (Fig. 9.17). This PC separates well by sex and 
for Thai groups, but not for the remaining ancestry groups (Fig. 9.18). PC2 (11 % of variation) 
describes elongation of the vault, as well as nasal projection and alveolar prognathism. PC3 (9 % of 
variation) describes changes in the cranial height to length ratio and relative nasal projection. The 
major variation in PC4 is that of the frontal slope, and accounts for 7 % of all sample variation. PC5 
(5 % of variation) describes what is most likely mastoid projection and relative basicranial shape, as 
well as superciliary ridge projection. PC6 (5 % of variation) mainly describes projection of the 
superciliary ridges and vertex positioning. PCs 7-9 all capture variation of basicranial projection as 
relative to that of the mastoid process, with the most distinct variation captured by PC9 (3 % of 
variation). In addition to this, PC7 (4 % of variation) describes antero-posterior positioning of the 
entire nasal region (nasal root, nasal bones, anterior nasal aperture and anterior nasal spine; PC8 (3 
% of variation) describes subtle changes in the vertical positioning of the nasal bones, and PC10 (2 
% of variation) shows changes in nasal root depth with relative nasal projection. 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
Figure 9.17—Plots 
of the variability 
accounted for by 
PCs 1-10 for size-
retained cranial 
data. Solid grey 
lines indicate mean 
shape; dotted lines 
represent -2 
standard deviations; 
dashed lines 
represent +2 
standard deviations. 
Amount of variation 
accounted for is 
displayed as a 
percentage. Plots 
created in R (R 
Core Team, 2013). 
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Figure 9.18—Scores for PCs 1-5 for separate sex and ancestry groups using size-retained cranial 
outline data. Error bars represent 95 % confidence interval. Also includes visualisation of variation 
in the average skull outline for the entire sample as explained by each PC by plotting ±2 standard 
deviations. Plots created in R (R Core Team, 2013). 
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Figure 9.18 continued. 
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Figure 9.18 continued. 
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Variance-covariance matrices of each sex and ancestry group using the cranial PC scores were not 
found to be different using the Kullback homogeneity test (p > 0.05). Further, determinant log 
values for each group were all similar (mean: 30; SD: 2). MANOVA results of the cranial outlines 
from each sex and ancestry group demonstrated statistically significant difference, but the 
interaction between the two factors was not significant (Table 9.10). Despite this, two of the PCs 
were significant for the interaction, explaining similar variation to those that were significant for 
skull outlines. The majority of PCs were significantly different based on ancestry (p < 0.05), with 
the exceptions being PCs 6 and 7 (Table 9.11). Six of the PCs were significantly different based on 
sex (Table 9.11), comparable to that of outlines with the mandible included. PC6 explains marked 
variation in superciliary ridge projection, a trait which has long been reported to be useful for sex 
estimation (İşcan and Steyn, 2013; Martin, 1928; Novotný et al., 1993); however, it is as an isolated 
feature, whereas it is described along with frontal slope in PC4. Similarly, the traits depicted in PC7 
are evident in other PCs, suggesting the combination of anteroposterior positioning of the nasal 
region and basicranial projection relative to the mastoid process are not useful on their own for 
distinguishing between sex and ancestry groups. Pairwise comparisons with Holm-Bonferroni post-
hoc correction again revealed significant differences between the groups examined (p < 0.01) 
(Table 9.12). 
 
 
 
 
 
Table 9.10: Two-way factorial MANOVA for statistical evaluation of PC scores of size-retained 
cranial outlines for ancestry, sex, and the interaction between the two. 
 Wilks’ Lambda Approximate F Pr(>F) Partial Eta2 
Ancestry 0.15 49.67 <0.01 0.47 
Sex 0.55 45.24 <0.01 0.45 
Ancestry*Sex 0.95 1.48 0.08 0.03 
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Table 9.11: Univariate breakdown of MANOVA results for statistical evaluation of PC scores of 
size-retained cranial outlines for ancestry, sex, and the interaction between the two. Bold indicates 
p-value less than 0.05. 
Variable 
Ancestry Sex Ancestry*Sex 
F Pr(>F) F Pr(>F) F Pr(>F) 
PC1 39.77 <0.01 272.46 <0.01 0.82 0.44 
PC2 212.05 <0.01 15.07 <0.01 0.10 0.90 
PC3 150.01 <0.01 1.13 0.29 0.10 0.90 
PC4 3.23 0.02 30.80 <0.01 0.52 0.60 
PC5 13.01 <0.01 1.06 0.30 0.23 0.79 
PC6 0.78 0.50 0.17 0.68 0.62 0.54 
PC7 0.40 0.75 0.85 0.36 0.32 0.72 
PC8 7.06 <0.01 13.64 <0.01 4.10 0.02 
PC9 7.05 <0.01 3.87 0.05 6.95 <0.01 
PC10 6.55 <0.01 10.58 <0.01 1.00 0.37 
 
 
 
 
Table 9.12: Pairwise comparisons for select groups using PC scores from size-
retained cranial outline data. P-values adjusted using Holm-Bonferroni correction. 
Groups Wilks’ Lambda Approximate F Pr(>F) 
JM-TM 0.37 16.31 <0.01 
BM-WM 0.36 40.66 <0.01 
JM-WM 0.41 25.85 <0.01 
TM-WM 0.34 32.51 <0.01 
BF-BM 0.48 20.09 <0.01 
TF-TM 0.42 10.37 <0.01 
WF-WM 0.51 20.87 <0.01 
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When both the mandible and size information are excluded, the average eigenvalue is 1.7 × 10-5. 
Like with the skull outline data, most PCs are comparable to those with size information retained; 
however, this is not the case for the first size normalised PC (cf. Figs. 9.17 and 9.19). Despite this, 
the same stopping rule as that of the size normalised skull data was applied, where the number of 
PCs retained equals one less than the number retained under the Kaiser-Guttmann stopping rule for 
size-retained data. This resulted in retention of the first nine PCs, which cumulatively account for 
90 % of the total sample variance. PC1 is similar to PC2 of the original size cranial data, but with a 
larger range of superoinferior variation and slightly smaller range of anteroposterior elongation. 
Shape differences based on the sex and ancestry groups for these nine PCs were again found to be 
statistically significant for ancestry and sex, with more modest effect sizes than data with size 
information retained (Table 9.13). There is no significant difference for the interaction between the 
two, though the two PCs corresponding to those that were significant from size-retained data have 
significant effect. Examination of the shape variation between groups based on the individual PCs 
revealed significant differences for most PCs (p < 0.05), with the exceptions being PCs 5 and 6 for 
ancestry and PC5 for sex (Table 9.14). As expected, the corresponding PCs for original size data 
were also not significant. There is evidently still enough information captured in the outlines 
without size or mandible information, with all pairwise comparisons presenting statistically 
significant differences (Table 9.15). 
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Figure 9.19—Plots of the variability accounted for by PCs 1-9 for size-normalised cranial data. 
Solid grey lines indicate mean shape; dotted lines represent -2 standard deviations; dashed lines 
represent +2 standard deviations. Amount of variation accounted for is displayed as a percentage. 
Plots created in R (R Core Team, 2013). 
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Table 9.13: Two-way factorial MANOVA for statistical evaluation of PC scores of size-normalised 
cranial outlines for ancestry, sex, and the interaction between the two. 
 Wilks’ Lambda Approximate F Pr(>F) Partial Eta2 
Ancestry 0.17 50.50 <0.01 0.45 
Sex 0.68 28.77 <0.01 0.32 
Ancestry*Sex 0.95 1.50 0.08 0.02 
 
 
 
Table 9.14: Univariate breakdown of MANOVA results for statistical evaluation of PC scores of 
size-normalised cranial outlines for ancestry, sex, and the interaction between the two. Bold 
indicates p-value less than 0.05. 
 
Variable 
Ancestry Sex Ancestry*Sex 
F Pr(>F) F Pr(>F) F Pr(>F) 
PC1 187.60 <0.01 6.91 <0.01 0.54 0.58 
PC2 178.29 <0.01 31.04 <0.01 0.01 0.99 
PC3 5.39 <0.01 50.15 <0.01 0.60 0.55 
PC4 12.55 <0.01 15.15 <0.01 0.27 0.76 
PC5 0.91 0.43 0.17 0.68 0.53 0.59 
PC6 2.32 0.07 17.13 <0.01 0.19 0.83 
PC7 9.22 <0.01 32.90 <0.01 3.63 0.03 
PC8 9.47 <0.01 14.80 <0.01 7.19 <0.01 
PC9 4.91 <0.01 19.33 <0.01 1.24 0.29 
 
 
 
Table 9.15: Pairwise comparisons for select groups using PC scores from size-
normalised cranial outline data. P-values adjusted using Holm-Bonferroni 
correction. 
Groups Wilks’ Lambda Approximate F Pr(>F) 
JM-TM 0.46 12.58 <0.01 
BM-WM 0.37 44.92 <0.01 
JM-WM 0.42 28.03 <0.01 
TM-WM 0.35 35.95 <0.01 
BF-BM 0.60 13.96 <0.01 
TF-TM 0.57 6.25 <0.01 
WF-WM 0.65 13.40 <0.01 
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9.4  Discussion 
This study reveals the variability in shape and size of entire lateral skull outlines. Whilst there have 
been previous studies examining outlines of isolated features including, but not limited to, the 
cranial vault (Lestrel and Brown, 1976; Lestrel et al., 2011b; Maxwell and Ross, 2014) and 
mandible (Chen et al., 2000; Schmittbuhl et al., 2002), this global assessment provides more 
comprehensive insight into variations at an individual level with principal components as well as 
patterning according to pre-defined sex and ancestry groupings. Global assessment here refers to 
examination of outlines from entire crania and articulated mandibles in a holistic manner instead of 
isolated traits; it does not suggest all variability of the skull has been captured and quantified. 
Whilst capturing more detail than traditional morphometric methods, even the outline only captures 
a small portion of morphological information present in the skull. Further, as the analysis is limited 
to one view, the portion of information captured does not include any measures of skull breadths, 
which are also useful markers for assessing ancestry variation (see Table 3.2). Results from this 
study are therefore not suitable as a comprehensive indicator of human variation; however, this was 
not the goal of the current undertaking. This research question has been addressed elsewhere (e.g., 
Reyes-Centeno et al., 2017; Roseman and Weaver, 2004; Urbanová and Ross, 2016). Rather, the 
current study aimed to capture a sufficient level of morphological information for high degrees of 
separation for ancestry and sex groupings from a fast and user-friendly capability—in this context, 
the project was successful. 
 
The morphology of the basicranium, cranial vault, and splanchnocranium have been demonstrated 
to have differing influences: the former two having higher genetic heritability (Holló et al., 2010; 
Martínez-Abadías et al., 2009; von Cramon-Taubadel, 2011) and the latter having higher climatic 
and other environmental influences (Harvati and Weaver, 2006; Reyes-Centeno et al., 2017; Strauss 
and Hubbe, 2010). Irrespective of this, all regions have repeatedly exhibited successful correlation 
with ancestry groupings (Giles and Elliot, 1962; Gore et al., 2011; Hanihara, 1993a, b, 1996; 
Howells, 1973, 1989, 1995; Krogman and İşcan, 1986; Relethford, 1994). Of all standard skull 
views, norma lateralis is the only one that captures information from all three of these divisions in 
the outline. Multiple features captured in the outline of the splanchnocranium from this study 
demonstrate comparable differences between ancestry groups with the neurocranium (Fig. 9.7). 
Analysis in a classificatory capacity is needed to examine this concept further. 
 
For the most part, traits captured in the lateral skull outline were consistent with those reported in 
the literature (see Tables 3.1 and 3.2). They are naturally also consistent with the results for the 
average morphotypes from the previous study (Chapter 8). One notable discrepancy with reported 
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traits was the lack of postbregmatic depression in the Black female and male outlines, despite 
reported roughly equal presence/absence frequencies (Hefner, 2009; Klales and Kenyhercz, 2015). 
As discussed for the morphotypes, this could potentially be explained by either the subtlety of the 
trait, or the lower sample-specific trait frequencies appropriated from the skulls photographed at the 
TAC and WBD collections, or a combination thereof. 
 
PC1 obtained from skull outlines separates Black and White females well, but not Black and White 
males, suggesting the former are more different in overall size than the latter. This difference 
disappears with PC1 for cranial outlines, suggesting the major driving factor for the size difference 
is in the mandible. Using landmark-based GMM, Kimmerle and colleagues (2008) also found that 
centroid size of the cranium did not differ between Blacks and Whites from the same sex. 
Inspection with the colour/texture information included from the morphotypes in Figure 9.11 
reveals that, whilst both US Black females and males have broader mandibular rami than their US 
White counterparts, there is more difference in mandibular robusticity between females than males. 
This, combined with slightly higher levels of sexual dimorphism in US Whites (cf. Figs. 9.9a-b and 
9.9e-f; see also Table 9.9), is the most likely explanation of the observed size increase in Black 
females compared with White females. These results coincide with Giles’s (1964) craniometric 
study on the mandible, which indicated that US Black females have larger mandibles than US 
White females (except for breadth measurements), and even larger than US White males for several 
measurements including symphyseal height and ramus breadth. 
 
For size-included data, the first PC for skull outlines mostly explained size variation, whereas the 
first PC for cranial outlines had a combination of size variation and mastoid projection. These are 
well-documented sex differences (see e.g., Acsádi and Nemeskéri, 1970; İşcan and Steyn, 2013), 
and their presence in PC1 as sex distinguishing features is supported by PC1 accounting for 
approximate half of all variation. Mastoid process projection was not captured as successfully in the 
skull outlines as the processes that are smaller do not project beyond the perimeter of the cranial 
base. The cranial outlines are cut-off at mastoidale, meaning that its projection is captured 
regardless of whether it projects past the cranial base. The average morphotypes also demonstrate 
that the mastoid process does not project beyond the occipital condyle in most cases, with the only 
exceptions being for the US Black male and Thai male groups. 
 
Analyses of population differences have repeatedly demonstrated that shape variations are more 
prevalent than changes in size (Franklin et al., 2005b; Kimmerle et al., 2008; Roseman and Weaver, 
2004). For this reason, morphometric data are commonly scaled or normalised for size. However, as 
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this mostly holds for separating ancestry groups, it is the opposite for sex determination, with a 5-9 
% size increase typically observed in male skulls compared to female skulls (Caple and Stephan, 
2016; Gonzalez et al., 2011; Rosas and Bastir, 2002). Where linear measurements are largely 
influenced by size (unless converted to ratios), size information can be sufficiently removed from 
EFA through normalisation of either centroid size or the first harmonic. Correcting for size in this 
manner should not, however, be mistaken for entirely removing the effect of size. In biology, size 
and shape are typically correlated in an allometric fashion, with shape changing in response to size 
(Dryden and Mardia, 2016; Klingenberg, 2016; Lestrel, 1974). 
 
In their raw format, elliptical Fourier coefficients are not intuitively simple to understand. This can 
be overcome by visualising the outlines through an inverse transformations of the coefficients. As a 
result, PCA scores based on EFA coefficients are also not directly interpretable, but can be similarly 
transformed to visualise for easy appreciation. The size and shape variation described by each PC 
can then be interpreted through this inverse Fourier transformation, as long as the limitations placed 
on these interpretations through the data reduction process are understood and appreciated. PCA 
creates new variables that are linear combinations of original variables that best describe the 
observed sample variance. Particularly with EFA coefficients, which are continuous highly co-
dependent variables, differing linear combinations make their interpretation somewhat difficult and 
arbitrary. It would be a mistake to assume that traits depicted in nonsignificant PCs are 
consequently not important for either ancestry or sex distinction. For example, the major shape 
changes accounted for by PC6 for size-retained cranial data are the superciliary ridge and frontal 
slope, which are well-documented as major sexually dimorphic features (Acsádi and Nemeskéri, 
1970; İşcan and Steyn, 2013; Novotný et al., 1993). These features, however, are present in other 
PCs in different combinations. With the frontal slope example, this trait is also present in PCs 3, 4, 
5, and 8 (Fig. 9.17), two of which do demonstrate statistically significant difference for sex (Table 
9.10). 
 
Loadings of the PCs on each original variable are routinely examined to determine the influence of 
each variable. A potential constraint with this holds when PCA is conducted on the covariance 
matrix instead of a correlation matrix, as more weight is given to variables with larger variances. As 
a covariance matrix was used for this study, it is not surprising then that lower order harmonic 
coefficients were prevalent in the PC loadings (Fig. 9.12b) as their values are on a much larger 
scale. This then weights global changes, such as overall size or cranial length and height, more 
heavily than subtler localised changes. Using a correlation matrix would standardise the variance, 
giving equal weighting to higher order harmonics as those that describe global changes to permit 
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assessment of localised variations. A correlation matrix was successfully employed in PCA of 
elliptical Fourier coefficients for this purpose by Suzuki et al. (2015), in a study quantifying sand 
grain shape for discrimination between different grain types. Of course, human skull morphology is 
far more complex than sand grains, and its variation is subject to a large array of factors, not all of 
which are focuses in this study—age (Albert et al., 2007) and secular trends (Jantz and Meadows 
Jantz, 2000; Wescott and Jantz, 2005) are just two examples. Inflating the impact on sample 
variation of these factors combined with measurement error risks masking biological signal, at least 
in part, by noise. Despite all this, variation of localised traits important for both ancestry and sex 
differentiation (Tables 3.1 and 3.2), which are described by higher order harmonics, is successfully 
captured in the PCs based on the covariance matrix (see e.g., Fig. 9.13). 
 
Interpretation of the PCs is only applicable for the sample included in this study. These variations 
will change, albeit likely in a subtle manner, if more samples are added in the future. This contrasts 
with studies using raw measurement data, which remain constant and directly comparable between 
studies with differing samples. A major advantage of PCA of continuous outline data, however, is 
that there is a greater amount of morphological variation information encoded into these PCs than 
there would be in an equivalent number of linear measurements or landmark coordinates. 
 
In all, this study demonstrates that lateral skull and cranial outlines, both with and without size 
information retained, contain enough biological information to be successfully separated based on 
ancestry and sex. These results provide confidence that accurate classification of individual skulls 
based on this outline information into ancestry and sex groupings can potentially be achieved, as 
will be explored in the next chapter. 
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10. Ancestry and Sex Estimation from Skull Outlines in Norma Lateralis 
 
Using the skull and cranial outline variation patterning by ancestry and sex assessed in Chapter 9, 
this chapter focuses on determining the accuracy of ancestry and sex estimation. This is first 
achieved using cross-validation methods within the reference sample, and comparing the rates of 
correct classification to the current benchmark standard FORDISC. Practical applicability of this 
classification method is then assessed on an out-of-group skeletal sample from the DPAA 
Laboratory. 
 
10.1  Sample 
Cross-validated classification analysis for this study was conducted on the PC scores from the 
samples detailed in the previous chapter (Table 9.1). The out-of-group sample for testing the 
classification model comprises ten active cases photographed at the DPAA Laboratory. These skulls 
are from either the Korean War or from the USS Oklahoma, a US battleship sunk in the Pearl 
Harbor attack of 1941 (see Table 10.1). Nine of these skulls have since been identified as White 
males, with identification confirmed by the DPAA Pathologist and Scientific Director following 
evaluation of all relevant lines of evidence (i.e., circumstantial and biological). All identifications 
were attained in part using DNA and dental record comparisons, though some of the Korean War 
identifications were also contributed to by chest radiograph comparison (CXR) and anthropological 
analysis (Table 10.1). The remaining skull has not yet been identified; however, DNA haplogroup 
results indicate that the individual is of Black/American Indian mix. 
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Table 10.1: Summary of recovery and identification details for DPAA out-of-group validation test 
sample. CXR = chest radiograph comparison. 
Sample ID Recovery Location Formats of Identification 
01 USS Oklahoma DNA; dental 
02 USS Oklahoma DNA; dental 
03 USS Oklahoma DNA; dental 
04 USS Oklahoma DNA; dental 
05 Korean War DNA; dental; CXR; anthropology 
06 Korean War DNA; dental; CXR 
07 Korean War DNA; dental; CXR 
08 Korean War DNA; dental; CXR; anthropology 
09 Korean War DNA; dental 
10 USS Oklahoma DNA Haplogroup test* 
* Not yet identified 
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10.2  Methods 
10.2.1  Statistical Analysis 
Discriminant function analysis (DFA) was employed for classification of ancestry and sex from the 
skull and cranial outlines. As all statistical assumptions of linear discriminant analysis (LDA) are 
the same as those of MANOVAs and were tested and met in the previous chapter, the LDA format 
of DFA was used instead of its quadratic form. Variables entered into the LDA were the PC scores, 
which can either be achieved using the entire set of PCs, or a subset selected based on levels of 
discriminatory power. While variable selection procedures maximise power with minimal variables, 
they risk reducing the range of meaningful variation observed in the training data (Huberty and 
Olejnik, 2006). The full range of variables was retained in the classification process for this study, 
as the number of PCs retained meets recommended case to predictor ratio guidelines of having a 
minimum of three times the number of cases in the smallest group compared to the number of 
predictor variables (Fielding, 2007; Huberty, 1994). This also maximises information retained in the 
model, though risks introducing noise into the dataset. Data redundancy in the retained variables 
was checked using the natural log of the determinant of the pooled variance-covariance matrix 
(VCVM); with a general rule being that values greater than zero indicate enough variation captured, 
and values well below zero indicating data redundancy (Ousley and Jantz, 2012). The natural log of 
the determinant for the pooled VCVM from skull outlines was 42 (Table 9.3), supporting the 
decision to retain all PCs from the subset defined in Chapter 9. The use of cross-validation (CV) 
and out-of-group validation procedures should also aid in circumventing issues of possible retention 
of noise that arise from including all variables. 
 
Five-fold CV was used to calculate the rate of erroneous group assignment. To achieve this, each 
ancestry and sex group was randomly partitioned into five subsets, before running LDA with each 
subset having an opportunity to serve as a testing set with the remaining four groups combined into 
a training set. As introduced in Chapter 2, the run that resulted in the median classification accuracy 
was used as the final accuracy estimate. This way, accuracy rates were not imaginary numbers 
calculated by averaging multiple runs, but rather represented a real rate in approximately the middle 
of the accuracy range produced from the tests. If there was a repeat classification accuracy within 
the five iterations, the CV method was repeated until all five values were different. In instances 
where several k runs gave 100 % correct classification, as was the case for many of the two-group 
comparisons, the more conservative result was selected. This process was conducted on the original 
size skull outline data for each sex and ancestry group combination examined. The resulting median 
k run for each group combination then served as the training and testing partition model for LDA 
classification comparing the two orientation normalising methods discussed in the previous chapter 
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(Chapter 9). These models were then used for k-nearest neighbour (kNN) classification of original 
size skull data (see below), for LDA of size-normalised skull data, and original size and size-
normalised cranial data. Sample size corrected Mahalanobis square distances (𝐷𝐷𝑐𝑐2) were calculated 
to establish overall similarity among each ancestry and sex group using the training set from the 
median k-run. The separation of the groups using the sample size-corrected distances was tested for 
statistical significance, using Holm-Bonferroni post-hoc correction (Holm, 1979) for p-values to 
control for type I error. 
 
Classification rates attained using LDA were compared to those achieved using kNN analysis. To 
determine the optimal k-value, five-fold CV was run 1000 times to achieve accuracy rates using a 
range of k-values from 1 to 48. This upper limit was selected as it is double the square root of the 
total sample size (√572 = 23.9), a value reported as an appropriate ‘rule of thumb’ k-value (Lantz, 
2015). The mode k-value that achieved the highest accuracy through all iterations was 9 (Fig. 10.1). 
 
 
 
 
Figure 10.1—Density plot of k-values that achieved the highest accuracy through 1000 iterations of 
five-fold cross validation. Mode k-value = 9. Assessed using PC scores based on elliptical Fourier 
coefficients from skull outlines with size information retained. Plot created in R (R Core Team, 
2013). 
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10.2.2  Software Capability 
As with the previous chapter, analysis was conducted using code written in R (R Core Team, 2013). 
LDA was run using the lda function from the MASS package (Venables and Ripley, 2002). Group 
classification using the lda.predict function is achieved using the maximum a posteriori (MAP) 
approach, whereby the mode of the posterior distribution is selected. With uniform prior 
probabilities specified, this MAP estimation becomes identical to the maximum likelihood 
estimation (Ruanaidh and Fitzgerald, 1996). Group assignment using the smallest 𝐷𝐷𝑐𝑐2 value would 
provide the same results as the MAP estimation. The five-fold CV function used was modified from 
the function presented by Tsagris (2016). The major modification was to randomly divide each 
subgroup into the k number of folds separately instead of treating the entire sample as one group, 
resulting in a more evenly spread and stable sample representation for each k group. The kNN 
classification was achieved using the class package, also developed by Venables and Ripley (2002). 
A custom function was written to calculate corrected Mahalanobis square distance (𝐷𝐷𝑐𝑐2) values 
based on equations in Sjøvold (1975) and Nikita (2016), and tested using example data from the 
latter source for quality control. An R software capability was developed to analyse photographs of 
unidentified skulls and estimate sex and ancestry assignment based on the sample database (see 
Appendix E). This code was also used for testing the external DPAA validation sample. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  174 
10.3  Results 
10.3.1  Classification Method Comparison 
Ancestry and sex classification was initially run on original size partial generalised Procrustes 
(pGPA)-aligned skull outline PC scores using LDA with the MASS package. This was done for the 
group comparisons presented in Figure 10.2, using five-fold CV to determine the median 
classification accuracy and associated training sample for each. These training samples were then 
used to classify using data with orientation normalised with the harmonic method proposed by Kuhl 
and Giardina (1982). Classification accuracies were comparable between pGPA and harmonic axis 
normalising methods (<1 % average difference; Fig. 10.2a). As a result, pGPA was used for 
alignment as more meaningful visual comparisons were achieved (see Chapter 9). Group 
classification also achieved higher accuracy rates using LDA compared with kNN (9 ± 4 %; Fig. 
10.2b). This was anticipated as LDA magnifies the group differences rather than assessing the 
original data structure based on neighbouring samples as achieved with kNN; however, both 
methods were included here for a more comprehensive assessment. 
 
 
 
Figure 10.2—Classification accuracy rates for multiple group combinations with original size skull 
outline data using different methods: a) linear discriminant analysis (LDA) with orientation 
normalised using either partial Procrustes alignment or the harmonic axis method; and b) LDA with 
partial Procrustes-aligned outlines compared with kNN classification. Plots created in R (R Core 
Team, 2013). 
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10.3.2  Skull with Original Size 
For outlines with size information retained, skulls were correctly classified 73 % of the time with all 
seven groups included, and is well above correct classification rates that would be expected by 
chance (100/7 = 14 %)—see Table 10.2 for a breakdown of the classifications for each group. 
Differences between 𝐷𝐷𝑐𝑐2 values for all groups were statistically significant (p < 0.01), and are 
presented in Table 10.3 with relative shading for easier interpretation. Black females had a small 
number misclassify as White females and none as Black males, whereas Black males mostly 
misclassified as Black females and Japanese males. The former result is surprising as examination 
of the 𝐷𝐷𝑐𝑐2 values reveals that Black females and males are more similar, with Black and White 
females having a moderate distance between them. The latter result was also unexpected, as the 
average global morphology of Black and Japanese skulls differ more than White and Japanese 
skulls, though the splanchnocranium is more similar between the former two (Fig. 9.7). The 𝐷𝐷𝑐𝑐2 
value between Japanese and Thai males is also small, with Japanese males mostly misclassifying as 
Thai males. Thai females and males misclassified as each other, with one male also misclassifying 
as a Japanese male. Out of all ancestry groups, Thai display the least sexual dimorphism, with a 𝐷𝐷𝑐𝑐2 
value of only 2.54 (Table 10.3). White females and males also mostly misclassified as each other, 
although they display the most amount of sexual dimorphism, with a 𝐷𝐷𝑐𝑐2 value of 5.06. Figure 10.3 
is a scatterplot of values for the first two discriminant functions for all samples, predicted using the 
discriminant loading calculated based on the median five-fold run. As expected with the inclusion 
of a large number of groups, there is a high degree of overlap. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  176 
 
 
 
 
 
Table 10.2: Classification rates for all seven separate ancestry and sex groups using original size skull data. Bold 
indicates correct classification. 
Group 
 Sample Sizes (n)  Classification Summary  % 
Correct  Training Set Test Set  BF BM JM TF TM WF WM  
BF  69 18  16 - - - - 2 -  89 
BM  87 22  3 12 6 - - - 1  55 
JM  47 12  - 1 8 - 2 1 -  67 
TF  31 8  - - - 5 3 - -  63 
TM  37 10  - - 1 2 7 - -  70 
WF  77 20  1 - - 1 - 14 4  70 
WM  107 27  - - 1 - 1 2 23  85 
 
 
 
 
Table 10.3: Mahalanobis square distances (𝐷𝐷𝑐𝑐2) corrected for sample sizes for ancestry and sex 
groupings with original size skull data; tested for significance using F-tests; all distances significant 
at p<0.01 (Holm-corrected p-values). Distances are shaded along a continuous gradient according to 
their value (between the maximum and minimum), with shading becoming darker as the distance 
increases. 
 BF BM JM TF TM WF WM 
BF -       
BM 3.15 -      
JM 7.37 4.84 -     
TF 9.79 14.89 10.42 -    
TM 10.56 10.09 4.99 2.54 -   
WF 7.95 9.69 8.33 8.80 8.87 -  
WM 14.38 8.69 7.86 16.65 10.40 5.06 - 
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Figure 10.3— Plot of the first two discriminant functions for lateral skull outlines with size 
information retained for all seven groups. Derived from the first 12 PC scores from the elliptical 
Fourier coefficients. Scatterplot of all samples with discriminant values predicted based on the 
median five-fold run. Ellipses represent 90 % confidence intervals. Plot created in R (R Core Team, 
2013). 
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In a forensic context, it is unlikely that all seven groups will be included in the comparison against 
an unidentified skull, particularly in the DPAA context of skeletal analysis for which these methods 
were principally derived. Consequently, the following group combinations were selected: a four-
way comparison between the male groups was completed assuming that sex was either known or 
estimated a priori; Black and White groups with sexes pooled, to assess the success of separating 
by ancestry only; and sex estimation for each of the Black and White groups separately. 
 
The four-way male comparison resulted in 82 % of samples correctly classifying overall (Table 
10.4), more than three times the expected rate due to chance. Black, Japanese, and White males 
misclassified as each other, with White males also misclassifying as Thai males. Thai males only 
misclassified as Japanese males, although the reverse did not occur. This is explained through the 
𝐷𝐷𝑐𝑐
2 values, with distances being the greatest between Thai males and Black and White males, and 
Japanese males presenting the smallest distances from all three of the other groups (Table 10.3). 
Figure 10.4 depicts the separation between the groups based on the first two discriminant functions. 
 
Classification of Black and White skulls with pooled sex achieved an overall accuracy rate of 94 %, 
with Black skulls classifying better than White skulls (Table 10.5). Their separation is depicted in 
Figure 10.5a. Sex estimation for Black and White groups resulted in slightly lower accuracy at 81-
88 %, with a slight bias towards females (Table 10.6; Fig. 10.5b-c). 
 
 
 
Table 10.4: Classification rates for the four male groups using original size skull data. Bold indicates 
correct classification. 
Group 
 Sample Sizes (n)  Classification Summary  % 
Correct  Training Set Test Set  BM JM TM WM  
BM  87 22  18 2 - 2  82 
JM  47 12  2 9 - 1  75 
TM  37 10  - 2 8 -  80 
WM  107 27  1 1 2 23  85 
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Figure 10.4—Plot of the first two discriminant functions for lateral skull outlines with size 
information retained for the four male groups. Derived from the first 12 PC scores from the 
elliptical Fourier coefficients. Ellipses represent 90 % confidence intervals. Plot created in R (R 
Core Team, 2013). 
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Table 10.5: Classification rates for Black and White groups with sexes pooled, using 
original size skull data. Bold indicates correct classification. 
Group 
 Sample Sizes (n)  Classification Summary  % 
Correct  Training Set Test Set  B W  
B  157 39  38 1  97 
W  185 46  4 42  91 
 
 
 
 
 
 
Table 10.6: Classification rates for sex estimation for Black and White groups, using 
original size skull data. Bold indicates correct classification. 
Group 
 Sample Sizes (n)  Classification Summary  % 
Correct  Training Set Test Set  F M  
BF  70 17  15 2  88 
BM  88 21  4 17  81 
WF  78 19  16 3  84 
WM  107 27  5 22  81 
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Figure 10.5—Plot of the discriminant 
function for the lateral skull outlines with 
size information retained for the following 
group combinations: a) Black (B) and White 
(W) groups with sex pooled; b) BF and BM; 
and c) WF and WM. Derived from the first 
12 PC scores from the elliptical Fourier 
coefficients. Plots created in R (R Core 
Team, 2013). 
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10.3.3  Skull with Size Normalised 
When size information is normalised for the skull outlines, 60 % of all samples correctly classify, a 
decrease of 13 % from outlines with size information retained (Table 10.7). The greatest decreases 
were observed for Black and White females, who mostly misclassified as their respective male 
counterparts—though the latter also misclassified into several additional groups. Black and Thai 
males also misclassified as their respective female counterparts, yet there was no change to the 
number of White males that misclassified as White females. Changes in among group distances 
reflected these accuracy decreases, as 𝐷𝐷𝑐𝑐2 values reduced between sexes within each ancestry group; 
however, this occurred in a more marked fashion for White groups (Table 10.8). The trend in these 
results was expected, with size being an important factor for both ancestry and sex—though 
especially for sex as the extended pubertal growth spurt in males can cause a 5-9 % size increase 
(Bogin, 1999; Ferrario et al., 1995; Gonzalez et al., 2011; Howells, 1973; Lestrel et al., 2011b; 
Rosas and Bastir, 2002; Stewart, 1979). The greater overlap between sexes is made more apparent 
by plotting the discriminant function scores (Fig. 10.6). Comparison of this plot with the original 
size plot (Fig. 10.3) suggests the first discriminant function of the latter is somewhat influenced by 
size. The only 𝐷𝐷𝑐𝑐2 values that increased compared to those for size-retained data were for all 
combinations of female groups. 
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Table 10.7: Classification rates for all seven separated sex and ancestry groups 
using size-normalised skull data. Training and test sample sizes are listed in Table 
10.2. Bold indicates correct classification. 
 
Group 
 Classification Summary  % 
Correct  BF BM JM TF TM WF WM  
BF  11 4 2 - - 1 -  61 
BM  5 10 5 - 1 - 1  45 
JM  - 1 7 1 2 1 -  58 
TF  - - - 5 3 - -  63 
TM  - - 1 4 5 - -  50 
WF  1 1 1 2 - 9 6  45 
WM  - - 2 - - 2 23  85 
 
 
 
Table 10.8: 𝐷𝐷𝑐𝑐2 values for ancestry and sex groupings with normalised size skull data (below 
diagonal). Distances are shaded along a continuous gradient according to their value (between the 
maximum and minimum), with shading becoming darker as the distance increases. Values above 
the diagonal represent the 𝐷𝐷𝑐𝑐2 obtained using original size skull data subtracted from size-
normalised 𝐷𝐷𝑐𝑐2. These values are shaded in a similar manner to distances below the diagonal, though 
negative values are shaded in the sand colour. 𝐷𝐷𝑐𝑐2 values tested for significance using F-tests; all 
distances significant at p<0.01 (Holm-corrected p-values). 
  BF BM JM TF TM WF WM 
BF - -1.69 -3.23 0.80 -0.67 0.43 -2.39 
BM 1.45 - -0.42 -2.29 -0.21 -2.12 -0.35 
JM 4.13 4.42 - -4.57 -0.78 -3.83 -0.41 
TF 10.60 12.60 5.86 - -1.71 1.12 -3.08 
TM 9.90 9.88 4.21 0.83 - -0.86 -0.40 
WF 8.37 7.57 4.49 9.93 8.01 - -3.00 
WM 11.98 8.34 7.45 13.57 10.00 2.06 - 
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Figure 10.6—Plot of the first two discriminant functions for lateral skull outlines with size 
information normalised for all seven groups. Derived from the first 11 PC scores from the elliptical 
Fourier coefficients. Scatterplot of all samples with discriminant values predicted based on the 
median five-fold run. Ellipses represent 90 % confidence intervals. Plot created in R (R Core Team, 
2013). 
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10.3.4  Cranium with Original Size 
Removing the mandible to examine cranial size and shape alone results in an overall correct 
classification accuracy of 73 %, the same overall accuracy as that obtained with the mandible 
included (Table 10.9). There was a moderate decrease (~5 %) in correct classifications for Black 
females and White males. There was a marked decrease (13 %) in accuracy for Thai females, 
though this was only due to one additional misclassification (as White female) with a small test 
sample size. Despite this decrease in accuracy, 𝐷𝐷𝑐𝑐2 values increased slightly between Thai females 
and all other groups except for White females (Table 10.10). This can be observed in Figure 10.7, 
where the scores for the first two discriminant functions for Thai females appear to spread out in the 
opposite directions from all other groups when compared to scores based on skull data (Fig. 10.3). 
A larger degree of variation was also observed in skull outline PCs for Thai females compared to 
other groups, which then lessened for cranial outlines (cf. Figs. 9.14 and 9.18). Thai females and 
males also each had a misclassification into White female and male groups, respectively, 
contrasting with none observed for skull data. 𝐷𝐷𝑐𝑐2 values were reduced between Japanese males and 
all groups (apart from Thai females), though for the most part this did not influence classifications. 
Removal of the mandible also caused Black males to misclassify more as White males, and less as 
Black females and Japanese males, resulting in an overall increase in accuracy by 9 %. The 5 % rise 
in accuracy for White females is attributed to one less misclassification as White male, although 𝐷𝐷𝑐𝑐2 
values for White females presented the greatest reductions. 
 
10.3.5  Cranium with Size Normalised 
Loss of both the mandible shape and overall size information causes classification accuracy to 
decrease further, with an overall accuracy of 62 % (Table 10.11). Loss of size information caused 
the discriminant functions to restructure, as evident in the inverse group positions when the first two 
functions are plotted (Fig. 10.8). Based on these first two functions, a slight increase in overlap of 
sexes within each ancestry group are evident compared with size-retained data, though not to the 
extent observed for skull outlines. Like with size-retained cranial data, there was a further increase 
in 𝐷𝐷𝑐𝑐2 values between Thai females and all groups except for White females (Table 10.12), though 
this differs from the pattern observed between size-retained and size-normalised skull outlines (cf. 
Tables 10.8 and 10.12). Black and White females misclassified more as their respective male 
counterparts. Black females also misclassified as Japanese males as explained by smaller 𝐷𝐷𝑐𝑐2 values. 
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Table 10.9: Classification rates for all seven separated sex and ancestry groups 
using original size cranium data. Training and test sample sizes are listed in Table 
10.2. Bold indicates correct classification. 
Group 
 Classification Summary  % 
Correct  BF BM JM TF TM WF WM  
BF  15 1 - - - 2 -  83 
BM  1 14 4 - - - 3  64 
JM  - - 8 - 3 1 -  67 
TF  - - - 4 3 1 -  50 
TM  - - 1 1 7 - 1  70 
WF  1 - - 1 - 15 3  75 
WM  - - 2 - - 3 22  81 
 
 
 
Table 10.10: 𝐷𝐷𝑐𝑐2 values corrected for sample sizes for ancestry and sex groupings with original size 
cranium data (below diagonal). Distances are shaded along a continuous gradient according to their 
value (between the maximum and minimum), with shading becoming darker as the distance 
increases. Values above the diagonal represent the 𝐷𝐷𝑐𝑐2 obtained using original size skull data 
subtracted from the original size cranium 𝐷𝐷𝑐𝑐2. These values are shaded in a similar manner to 
distances below the diagonal, though negative values are shaded in the sand colour. 𝐷𝐷𝑐𝑐2 values tested 
for significance using F-tests; all distances significant at p<0.01 (Holm-corrected p-values). 
  BF BM JM TF TM WF WM 
BF - -0.42 -1.29 0.37 -0.39 -0.53 0.76 
BM 2.73 - -1.65 0.67 -0.52 -2.03 0.14 
JM 6.08 3.19 - 0.85 -0.23 -1.88 -0.75 
TF 10.16 15.56 11.27 - 0.26 0.09 2.03 
TM 10.17 9.57 4.76 2.80 - -1.61 0.00 
WF 7.42 7.66 6.44 8.89 7.26 - -0.86 
WM 15.14 8.82 7.11 18.68 10.40 4.20 - 
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Figure 10.7—Plot of the first two discriminant functions for lateral cranial outlines with size 
information retained for all seven groups. Derived from the first 10 PC scores from the elliptical 
Fourier coefficients. Scatterplot of all samples with discriminant values predicted based on the 
median five-fold run. Ellipses represent 90 % confidence intervals. Plot created in R (R Core Team, 
2013). 
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Table 10.11: Classification rates for all seven separated sex and ancestry groups 
using size-normalised cranium data. Training and test sample sizes are listed in 
Table 10.2. Bold indicates correct classification. 
Group 
 Classification Summary  % 
Correct  BF BM JM TF TM WF WM  
BF  11 3 2 - - 2 -  61 
BM  2 14 2 - - 1 3  64 
JM  - 1 6 - 4 1 -  50 
TF  - - - 4 3 1 -  50 
TM  - - 1 3 5 - 1  50 
WF  - 2 - 1 - 12 5  60 
WM  - - 1 - - 5 21  78 
 
 
 
 
Table 10.12: 𝐷𝐷𝑐𝑐2 values for ancestry and sex groupings with normalised size cranium data (below 
diagonal). Distances are shaded according to their value, with shading becoming darker as the 
distance increases. Values above the diagonal represent the 𝐷𝐷𝑐𝑐2 obtained using original size cranium 
data subtracted from size-normalised 𝐷𝐷𝑐𝑐2. These values are shaded in a similar manner to distances 
below the diagonal, though negative values are shaded in the sand colour. 𝐷𝐷𝑐𝑐2 values tested for 
significance using F-tests; all distances significant at p<0.01 (Holm-corrected p-values). 
  BF BM JM TF TM WF WM 
BF - 0.23 -1.20 0.34 -0.03 -0.60 1.39 
BM 1.68 - -1.93 1.46 -0.38 -1.09 0.09 
JM 2.93 2.49 - 0.97 -0.29 -1.31 -0.72 
TF 10.94 14.06 6.82 - 0.57 0.00 2.74 
TM 9.87 9.50 3.93 1.40 - -1.02 0.19 
WF 7.77 6.49 3.18 9.92 6.98 - 0.18 
WM 13.37 8.43 6.73 16.31 10.19 2.24 - 
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Figure 10.8—Plot of the first two discriminant functions for lateral cranial outlines with size 
information normalised for all seven groups. Derived from the first 9 PC scores from the elliptical 
Fourier coefficients. Scatterplot of all samples with discriminant values predicted based on the 
median five-fold run. Ellipses represent 90 % confidence intervals. Plot created in R (R Core Team, 
2013). 
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Evaluation of the cross-validated classification performance reveals that both skull and cranial 
outlines retain sufficient information to estimate ancestry and sex with high degrees of accuracy. 
This accuracy then decreases with the removal of size information, primarily from greater overlap 
of scores for sexes within each ancestry group. Retention of size and shape information from the 
skull outlines performs better for ancestry than sex, with the former attaining correct classification 
rates 8-16 % higher than the latter (cf. Tables 10.5 and 10.6). With the success of this method for 
estimating ancestry and sex being established, the next investigation was to assess accuracy rates 
against a benchmark as discussed below. 
 
10.3.6  Comparison with FORDISC 3.1 
Performance of classifying skull outlines with size information retained was assessed by 
comparison with a similar analysis conducted in the popular ancestry and sex estimation capability 
FORDISC 3.1 (Jantz and Ousley, 2005). This comparison was achieved using a four-way 
assessment of ancestry and sex for Black and White females and males. Skull outline analysis 
achieved 67-89 % correct classifications, with an overall accuracy of 78 % (Table 10.13). Note that 
there is a sex bias present, with improved classification for females (see also Table 10.6). However, 
bias-induced disparities should be minimal using LDA in comparison to quadratic discriminant 
analysis and kNN (Walker, 2008). 
 
The first comparison with FORDISC was achieved using 14 measurements as visible in norma 
lateralis. These measurements were selected to evenly represent the neurocranium and 
splanchnocranium (see Table 10.14). Using leave-one-out CV, these measurements attained 66-80 
% correct classifications, with an overall accuracy of 74 % (Table 10.15), performing slightly less 
accurately than the outline data. These results provide a comparison of the performance of linear 
measurements and the outline data, though this can only be interpreted as an approximate 
comparison due to sampling differences, and differences in variable number and statistical methods 
used. Outline results were also compared to an optimised run of FORDISC for the best possible 
outcome. This was achieved by initially selecting all variables, and conducting Forward Wilks 
stepwise selection, resulting in the retention of eight variables (see Table 10.16). The stepwise 
analysis achieved 70-84 % correct classifications, with an overall accuracy of 79 %. These results 
are comparable to those achieved using outline data, providing confidence in the method’s success. 
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Table 10.13: Classification rates for the skull outline data with size retained. Bold indicates correct 
classification. 
Group 
 Sample Sizes (n)  Classification Summary  % 
Correct  Training Set Test Set  BF BM WF WM  
BF  70 17  14 2 1 -  82 
BM  88 21  4 14 1 2  67 
WF  78 19  - - 17 2  89 
WM  108 26  - 1 5 20  77 
 
 
 
 
Table 10.14: Measurements included in analyses conducted in FORDISC. For descriptions of 
measurements, see the FORDISC 3.0 Help File (Jantz and Ousley, 2005) and Langley and 
colleagues (2016). 
 Variables Included 
Norma Lateralis Basion-Bregma Height, Cranial Base Length, Basion-Prosthion 
Length, Frontal Chord, Chin Height, Maximum Cranial Length, 
Mandibular Angle, Mastoid Height, Mandibular Length, Nasal 
Height, Occipital Chord, Parietal Chord, Upper Facial Height, 
Maximum Ramus Height 
  
Forward Wilks Selected Bizygomatic Breadth, Nasal Breadth, Cranial Base Length, Basion-
Prosthion Length, Interorbital Breadth, Orbital Height, Chin Height, 
Orbital Breadth 
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Table 10.15: Leave-one-out CV classification rates from FORDISC using 14 measurements 
visible in norma lateralis. Bold indicates correct classification. 
Group 
 Sample 
Sizes (n) 
 Classification Summary  % 
Correct   BF BM WF WM  
BF  29  21 4 3 1  72 
BM  32  4 21 1 6  66 
WF  64  5 2 46 11  72 
WM  65  1 4 8 52  80 
 
 
 
 
 
 
Table 10.16: Leave-one-out CV classification rates from FORDISC using eight Forward 
Wilks selected measurements. Bold indicates correct classification. 
Group 
 Sample 
Sizes (n) 
 Classification Summary  % 
Correct   BF BM WF WM  
BF  60  47 7 5 1  78 
BM  71  9 50 1 11  70 
WF  118  7 1 99 11  84 
WM  161  3 10 19 129  80 
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10.3.7  Out-of-Group Validation 
Out-of-group sex and ancestry classification accuracy was assessed using photographs of the nine 
identified skulls and one skull with DNA haplogroup results from the DPAA Laboratory. After 
extracting the outline coordinates, they were superimposed onto the mean outline coordinates of the 
reference dataset obtained using partial ordinary Procrustes analysis (pOPA), before running EFA. 
The PC scores were predicted using the EFA coefficients and the sample PC dataset. LDA was run 
on the PC scores using the subsetted sample that gave the median classification accuracy in the 
five-fold CV. Performances of the group classifications were then assessed using rates of correct 
classification, posterior probabilities, and typicality probabilities. All analysis was again conducted 
in R, based on the code written for the cross-validation analysis. Posterior probabilities were 
calculated within the MASS package’s lda function (Venables and Ripley, 2002), and typicality 
probabilities were calculated using the typprobClass function from the Morpho package. 
Mahalanobis square distances (D2) reported for individual cases are the traditional values, not 
corrected for sample size as those between groups are. Outline analyses were conducted for both 
skull and cranial data, with size information retained. Data from these samples were then compared 
to the following group combinations for classification: all seven separate ancestry and sex groups, 
and all four male groups. While the a priori likelihood of these skulls being female is somewhat 
low, inclusion of a comparison with all seven groups retained is performed as a conservative 
evaluation of group assignment. If the skulls classify correctly with all groups retained it would 
attest to the success of the method. 
 
Using skull outline data with all seven separate ancestry and sex groups resulted in eight out of the 
nine identified skulls correctly classifying as White male (89 % accuracy; Table 10.17). One skull 
misclassified as White female, with a marked increase in D2 presented for White males. While the 
posterior probability strongly suggests the skull is White female (>0.9), and there is an obvious 
difference in typicality probabilities (0.3 for WF; <0.1 for WM; <0.001 for all remaining groups; 
Appendix F), this typicality is still relatively low suggesting the skull morphology is unusual 
compared to all reference groups. Despite this, it is still encompassed within the range of variation 
observed in the reference sample for White males (Fig. 10.9). One sample (ID # 03) presented a 
strikingly low typicality probability for White male (0.01), though it was still distinct from all other 
groups with a posterior greater than 0.8. Removal of female comparison groups resulted in 100 % 
correct classifications (Table 10.18; Fig. 10.10). An extended version of classification results for the 
nine identified skulls is provided in Appendix F. 
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Table 10.17: Classification results for validation sample skull outline data with a comparison of all 
seven separate ancestry and sex groups. 
a Actual group results: Mahalanobis2 Distance = 19.09; Posterior Probability = 0.072; Typicality Probability 
= 0.086 
 
 
 
 
 
 
 
 
 
 
 
Sample 
ID 
Actual Group 
Membership 
 Predicted Group Membership 
 
Group 
Mahalanobis2 
Distance 
Posterior 
Probability 
Typicality 
Probability 
01 WM  WM 7.69 0.689 0.809 
02 WM  WM 13.04 0.888 0.366 
03 WM  WM 27.80 0.828 0.006 
04 WM  WFa 13.98 0.925 0.302 
05 WM  WM 6.64 0.782 0.880 
06 WM  WM 10.50 0.624 0.572 
07 WM  WM 12.85 0.791 0.380 
08 WM  WM 14.02 0.805 0.299 
09 WM  WM 6.81 0.979 0.870 
  195 
 
 
 
 
 
 
 
 
Figure 10.9—Plot of the first two discriminant functions for the out-of-group validation test 
samples and all seven groups. Derived from the first 12 PC scores from the EFA of lateral skull 
outlines with size information retained. Ellipses represent 90 % confidence intervals. Plot created in 
R (R Core Team, 2013). 
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Table 10.18: Classification results for validation sample skull outline data with a comparison of all 
four male groups. 
 
 
 
 
 
 
 
 
 
 
 
 
Sample 
ID 
Actual Group 
Membership 
 Predicted Group Membership 
 
Group 
Mahalanobis2 
Distance 
Posterior 
Probability 
Typicality 
Probability 
01 WM  WM 7.60 0.997 0.816 
02 WM  WM 11.49 0.910 0.488 
03 WM  WM 21.76 0.935 0.040 
04 WM  WM 21.46 0.929 0.044 
05 WM  WM 6.28 0.738 0.902 
06 WM  WM 9.93 0.995 0.622 
07 WM  WM 13.12 0.779 0.361 
08 WM  WM 14.03 0.996 0.299 
09 WM  WM 6.20 0.953 0.906 
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Figure 10.10—Plot of the first two discriminant functions for the out-of-group validation test 
samples and all four male groups. Derived from the first 12 PC scores from the EFA of lateral skull 
outlines with size information retained. Ellipses represent 90 % confidence intervals. Plot created in 
R (R Core Team, 2013). 
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DNA haplogroup testing of the unidentified skull (ID # 10) at the DPAA Laboratory returned 
results indicating Black/American Indian mix. Discriminant analysis of the skull outline in this 
study with all seven groups included for comparison returned highest probability of being Black 
male, though this probability was not much higher than for Black and White females or for 
Japanese and Thai males (Table 10.19). Comparison with the four male groups produced the same 
result, with the most similar group being Black male and the least similar being White male (Table 
10.20). Figure 10.8 depicts the first two discriminant functions plotted as before, though with the 
unidentified sample marked, depicting the inconclusive results. This mixed probability of group 
membership for Black, Japanese, and Thai groups suggests consistency with the haplogroup results 
(Spradley et al., 2008), as the present study’s reference dataset does not contain individuals that 
self-identify as American Indian. 
 
 
Table 10.19: Classification results for the unidentified skull with a 
comparison of all seven groups. 
 
 
 
 
 
 
 
 
 
 
 
Table 10.20: Classification results for the unidentified skull with a 
comparison of all four male groups. 
 
 
 
 
 
 
 
 
Group 
Mahalanobis2 
Distance 
Posterior 
Probability 
Typicality 
Probability 
BM 12.37 0.337 0.416 
BF 13.40 0.201 0.340 
WF 14.10 0.142 0.295 
JM 14.48 0.117 0.271 
TM 14.62 0.109 0.263 
WM 15.62 0.066 0.209 
TF 17.41 0.027 0.135 
Group 
Mahalanobis2 
Distance 
Posterior 
Probability 
Typicality 
Probability 
BM 9.21 0.519 0.685 
JM 10.65 0.253 0.559 
TM 12.01 0.128 0.445 
WM 12.50 0.100 0.407 
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Figure 10.11—Plot of the first two discriminant functions for the unidentified test sample (X) and 
all four male groups. Derived from the first 12 PC scores from the EFA of lateral skull outlines with 
size information retained. Ellipses represent 90 % confidence intervals. Plot created in R (R Core 
Team, 2013). 
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Testing of the nine identified cranial outlines with comparison to all seven reference groups again 
resulted in eight of the nine samples correctly classifying (Table 10.21; Fig. 10.12). One sample 
misclassified as White female, though a different sample to the one that misclassified using the 
entire skull outline. The skull that misclassified now correctly classified as White male, and with a 
striking increase in probability (cf. typicality of 0.086 with 0.848) this indicates that the mandible is 
the primary cause for misclassification—indeed, inspection of the skull photograph reveals an 
uncommonly small mandible relative to the cranium for a male. Compared with distances from 
other groups, the relative distance between the test sample and White females decreased with 
removal of the mandible on several occasions (ID # 02, 03, 05). This decrease in relative distance 
was not a common trend though, with no changes observed for two samples (ID # 01, 07), and a 
relative increase observed in several cases (ID # 04, 08, 09). The latter finding could possibly be 
due to increased levels of variation in skull outlines compared with cranial outlines. As with skull 
outlines, removal of female reference groups from the comparison resulted in 100 % correct 
classifications (Table 10.22; Fig 10.13). 
 
 
 
Table 10.21: Classification results for validation sample cranial outline data with a comparison of 
all seven separate ancestry and sex groups. 
a Actual group results: Mahalanobis2 Distance = 5.86; Posterior Probability = 0.350; Typicality Probability = 
0.827 
 
 
 
 
Sample 
ID 
Actual Group 
Membership 
 Predicted Group Membership 
 
Group 
Mahalanobis2 
Distance 
Posterior 
Probability 
Typicality 
Probability 
01 WM  WM 10.58 0.684 0.391 
02 WM  WM 11.92 0.969 0.290 
03 WM  WM 8.17 0.413 0.612 
04 WM  WM 5.59 0.700 0.848 
05 WM  WM 6.19 0.336 0.799 
06 WM  WFa 4.70 0.625 0.910 
07 WM  WM 12.29 0.935 0.266 
08 WM  WM 7.73 0.962 0.656 
09 WM  WM 2.85 0.861 0.985 
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Figure 10.12—Plot of the first two discriminant functions for the out-of-group validation test 
samples and all seven groups. Derived from the first 10 PC scores from the EFA of lateral cranial 
outlines with size information retained. Ellipses represent 90 % confidence intervals. Plot created in 
R (R Core Team, 2013). 
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Table 10.22: Classification results for validation sample cranial outline data with a comparison of 
all four male groups. 
 
 
 
 
 
 
 
 
 
 
 
 
Sample 
ID 
Actual Group 
Membership 
 Predicted Group Membership 
 
Group 
Mahalanobis2 
Distance 
Posterior 
Probability 
Typicality 
Probability 
01 WM  WM 9.01 0.996 0.531 
02 WM  WM 11.61 0.980 0.312 
03 WM  WM 6.76 0.731 0.748 
04 WM  WM 4.56 0.917 0.919 
05 WM  WM 5.10 0.390 0.885 
06 WM  WM 5.16 0.901 0.880 
07 WM  WM 11.82 0.980 0.297 
08 WM  WM 6.74 0.996 0.750 
09 WM  WM 2.83 0.860 0.985 
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Figure 10.13—Plot of the first two discriminant functions for the out-of-group validation test 
samples and all four male groups. Derived from the first 10 PC scores from the EFA of lateral 
cranial outlines with size information retained. Ellipses represent 90 % confidence intervals. Plot 
created in R (R Core Team, 2013). 
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Removal of the mandible for the unidentified sample returned results even less conclusive than for 
the entire skull. Comparison with all seven groups resulted in the first four posterior probabilities 
for White females, Black females, Japanese males, and Black males ranging from 0.29 to 0.15 
(Table 10.23). Comparison with the four male groups produced similar results, with comparable 
distances from both Japanese and Black males, though with the least similar now being Thai males 
(Table 10.24). Figure 10.14 depicts the first two discriminant functions plotted in a similar fashion 
to Figure 10.14, depicting the inconclusive results. 
 
 
 
Table 10.23: Classification results for the unidentified cranium with a 
comparison of all seven groups. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 10.24: Classification results for the unidentified cranium with a 
comparison of all four male groups. 
 
 
 
 
 
 
 
 
 
Group 
Mahalanobis2 
Distance 
Posterior 
Probability 
Typicality 
Probability 
WF 9.15 0.287 0.518 
BF 9.23 0.276 0.511 
JM 9.80 0.207 0.458 
BM 10.44 0.150 0.402 
WM 12.01 0.069 0.284 
TM 16.42 0.008 0.088 
TF 18.29 0.003 0.050 
Group 
Mahalanobis2 
Distance 
Posterior 
Probability 
Typicality 
Probability 
BM 8.94 0.390 0.538 
JM 9.05 0.370 0.528 
WM 10.23 0.205 0.421 
TM 13.72 0.036 0.186 
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Figure 10.14—Plot of the first two discriminant functions for the unidentified test sample (X) and 
all four male groups. Derived from the first 12 PC scores from the EFA of lateral cranial outlines 
with size information retained. Ellipses represent 90 % confidence intervals. Plot created in R (R 
Core Team, 2013). 
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10.4  Discussion 
The results from this study demonstrate that the lateral skull outline with size information retained 
can successfully be used to reliably estimate ancestry and sex. Higher accuracy rates for ancestry 
indicate that more distinguishing information is captured in the outline for ancestry than sex, as 
repeatedly demonstrated in other studies (e.g., Krogman and İşcan, 1986; Spradley and Jantz, 
2011). Normalisation of size caused an increase in overlap of sexes within each ancestry group (cf. 
Figs. 10.3 and 10.6). These findings support results from the previous chapter as skull outlines for 
females and males within a single ancestry group are similar in shape with size information 
removed (Fig. 9.9), much more so than comparing ancestry-specific outlines for each sex separately 
(Fig. 9.7). Calcagno (1981) deliberated that sex estimation using shape alone could not correctly 
classify more than 60 % of cases, which is the overall cross-validated accuracy for skull outlines in 
the present study, though markedly higher rates were attained for White males (85 %)—note that 
their sample size was larger than all other groups (Table 9.1). The only increases in 𝐷𝐷𝑐𝑐2 values 
compared to those for size-retained skull data were for all combinations of female groups (Table 
10.8). This was likely caused by the tendency for shape differences to be overpowered by size 
differences, permitting discriminant functions to maximise separation of groups with shape alone. 
This caused variation observed in female groups to become more encompassed within their 
respective male groups, and ultimately causing separation to a greater extent in the former group 
(Fig. 10.6).  
 
Greater degrees of variation were observed in males than females for all ancestry groups, as 
supported by larger variances for males sourced from the individual group VCVMs. Plots of the 
first two discriminant functions for all groups illustrate that females are almost entirely encased 
within the range of scores for males (Figs. 10.3 and 10.6). These findings are consistent with Algee-
Hewitt (2011), who observed that males represent both extremes of the pooled-sex spectrum, with 
females being situated into a smaller portion of that range. There is also a larger distinction in levels 
of sexual dimorphism for Black and White groups compared with Thai groups. This was reflected 
in inter-group distances, with a 𝐷𝐷𝑐𝑐2 value of only 2.54 for Thai females and males, compared with 
3.15 and 5.06 for Black and White groups, respectively (Table 10.3). While smaller sample sizes 
for Thai groups cannot be discounted, lower levels of sexual dimorphism have also been theorised 
in previous studies (e.g., Green and Curnoe, 2009). Causes of differing levels of dimorphism can be 
attributed to factors such as genetic drift, sexual selection, nutritional stresses, and biomechanical 
loadings (Baab et al., 2010; Buikstra and Ubelaker, 1994; Frayer and Wolpoff, 1985). 
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With the documented shape differences in the mandible for both ancestry and sex distinction (Berg, 
2008; Calcagno, 1981; Giles, 1964; Schmittbuhl et al., 2002), and the trend of slight distance 
decreases among groups in the present study, it is surprising that there was not a marked decrease in 
classification accuracy from skull outlines to cranial outlines, with the overall accuracy remaining 
the same (cf. Tables 10.2 with 10.9 and 10.7 with 10.11). However, Hanihara (1959) similarly 
found that classification accuracy only dropped slightly when mandibular measurements were 
removed (86-90 % with five skull measurements versus 83-86 % without the mandible). The only 
exceptions to decreases in among group distances were for Thai females, which increased with all 
other groups except for White females (Table 10.10). Morphology of the mandible appears more 
varied in Thai females compared to other groups, as demonstrated in the PC plots in Chapter 9 (cf. 
Figs. 9.14 and 9.18). Removal of the mandible outline is not the only difference between the two 
however, as information has been gained on the mastoid process, a trait that has repeatedly 
demonstrated its value in sex estimation (Krogman, 1962; Langley et al., 2017; Rogers, 2005; 
Walker, 2008). It is also feasible that, whilst there are demonstrated shape differences in an isolated 
mandible, articulation with the cranium could introduce noise. This noise is unlikely introduced by 
the dental wax spacer used for approximating the temporomandibular disc, as this was positioned in 
a consistent manner. It is conceivable though that, while care was taken to occlude the teeth with 
the best possible fit, different occlusal positions and patterns of tooth wear may mask some of the 
demonstrated group differences of the mandible. 
 
Regardless of this, there is evidently sufficient information captured in the lateral cranial outline to 
estimate ancestry and sex with high degrees of accuracy. Addition of outlines from other views of 
the skull or cranium (e.g., anterior, inferior, or superior) would likely not provide large enough 
increases in classification accuracy to justify the extra processing time and potentially introducting 
additional measurement error. With the high level of patterning of morphological variability in the 
lateral cranial outline, it also holds potential for distinguishing variability at an individual level. 
Maxwell and Ross (2014) concluded that the vault outline alone did not capture enough information 
to be used successfully as a tool to aid individuation; however, inclusion of the outline of the facial 
skeleton, as well as retention of size information, may be a sufficient boost to enable success of the 
method, and warrants further exploration. 
 
Specimens that did not display alveolar resorption due to the loss of central incisors were included, 
although some had other evidence of resorption, likely due to age and poor oral hygiene. The 
locations of prosthion and infradentale in these cases therefore had to be estimated. This resorption 
could potentially mask small amounts of alveolar prognathism, influencing the average shapes for 
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each sex and ancestry group. It would more-so influence cranial shape as the cut-off line travels 
from prosthion to mastoidale. Despite this, a moderate degree of alveolar prognathism is still 
evident in some groups, namely the Japanese, Thai, and Black ancestry groups (see also Chapters 8 
and 9), and the relatively strong classificatory power of the method suggests it is of little 
consequence. 
 
A four-way Black and White female and male classification was compared between the size-
retained skull outline data and results from FORDISC, which further confirmed success of the 
method. The outline data performed with slightly higher overall accuracy compared with 14 
measurements visible in norma lateralis, though direct comparison of groups revealed different 
patterns, with outlines classifying 89 % of White females correctly, and only 72 % for linear 
measurements (cf. Tables 10.13 and 10.15). Evaluation was also completed with an optimised 
format for FORDISC, through stepwise selection of variables, attaining comparable accuracy to that 
achieved with the outlines (cf. Tables 10.13 and 10.16). The eight variables selected for maximum 
accuracy mostly comprised breadth measurements from the splanchnocranium visible in norma 
frontalis, with three influencing morphology visible in norma lateralis (cranial base length, basion-
prosthion length, chin height). These results, however, are only approximate guides for comparison, 
as FORDISC results are derived with different sample compositions, sample sizes, and slightly 
different statistical approaches. The CV approach utilised in FORDISC is leave-one-out, which, 
while still conservative compared to replacement methods, can produce optimistically biased results 
compared with k-fold CV and hold-out methods. Direct comparison of results would require within 
sample experimental design and use of similar statistical methods. Stepwise selection of variables 
was not undertaken in the present study as sample size and variable number adhere to the 
recommended case to predictor ratio guideline (3m:n; Fielding, 2007; Huberty, 1994) as 
recommended for FORDISC (Jantz and Ousley, 2005). Inclusion of all PCs (up to the stopping 
point; see Chapter 9) were determined to not comprise data redundancy, as the natural log of the 
determinant of the pooled VCVM was 42 (Table 9.3). This is another major difference between the 
analytical processes of the current study and FORDISC for an external sample, as the former does 
not require consideration or selection of variables, and all reference groups already satisfy 
recommended ratio guidelines. 
 
The default prior setting for the MASS R package uses the sample size ratios (Venables and Ripley, 
2002); however, this is not informative of case scenarios as a large amount of contextual 
information is not considered. While census data are representative of country population 
proportions and are recommended by Konigsberg and colleagues (2009) for use as priors due to 
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success in a case study, they are not representative of the specific population from which the 
unidentified persons originate. There is a multitude of other unknown influencing factors that are 
not considered—at least not in a quantifiable prior (see Konigsberg and colleagues, 2009, for a 
discussion on how forensic anthropologists are implicit Bayesians). Even if it were possible to 
consider and quantify all contextual properties, the skeletal analysis would be misdirected if any of 
the information was incorrect, and is likely, by nature, predisposed to receiving unwarranted 
confidence. An alternative is to set uniform priors, as used in the present study and by FORDISC 
(Jantz and Ousley, 2005), though this should not be mistaken for meaning uninformed as they are 
still statistically interpreted as being meaningful proportions. As previously discussed, however, 
MAP classification with uniform priors becomes equivalent to using the maximum likelihood 
estimation (Ruanaidh and Fitzgerald, 1996), with group assignment results being akin to the 
smallest Mahalanobis distance. Instead of setting “informed” and unequal priors, forensic 
anthropology practitioners typically draw on their expertise to select a subset of reference groups 
for comparison against the unidentified sample—however, this uses information based on 
observation of the sample instead of attempting to control for all scenarios beforehand. 
 
While alignment using pGPA resulted in similar classification accuracies to that using Kuhl and 
Giardina’s (1982) harmonic axis method, the former results in outlines being more readily 
comparable visually (Fig. 9.4). However, the least squares approach of Procrustes methods suffers 
from the “Pinocchio effect”, whereby a large displacement of even one landmark influences the 
entire alignment through distribution the differences throughout the remaining landmarks (Slice, 
2005). Future development of this study will explore different alignment methods, such as resistant 
fitting, which instead relies on median values (Rohlf and Slice, 1990). 
 
EFA of other isolated skeletal features for ancestry and sex estimation have demonstrated 
comparable accuracy to that of the skull outlines in this study (for a summary, see Table 4.1). While 
isolated features such as the anterior nasal aperture (McDowell et al., 2012) or orbital margins 
(Gore et al., 2011; Urbanová, 2011) hold the advantage that they can potentially be used on 
fragmentary remains, they require time-intensive manual outline tracing. Instead, skull outlines can 
be extracted from images with contrasting backgrounds with minimal user input. Current resources 
that contain reference datasets for quantitatively estimating ancestry and sex of unidentified skeletal 
material such as FORDISC 3.1 (Jantz and Ousley, 2005; Ousley and Jantz, 2012), CRANID 
(Wright, 1992), and 3D-ID (Ross et al., 2010), all also involve time- and labour-intensive analysis, 
restricting their use to the laboratory. 
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The user-friendly nature of the imaging protocol from this study, as well as minimal manual input 
with outline extraction and analysis, make this method suitable for use at the site of skeletal 
recovery. This is encouraging for use in forensic casework, especially in contexts where estimating 
ancestry for remains should be given careful consideration before transportation. For example, 
transporting non-ally remains to the DPAA Laboratory would result in extra cost for repatriating 
remains back to the country of origin. To enable use of this method with unidentified skeletal 
material, an R script, SkullProfiler, was written to include the entire analytical process from outline 
extraction to LDA, and stores the reference dataset of known sex and ancestry for comparison. 
SkullProfiler is available for free download at CRANIOFACIALidentification.com. The 
SkullProfiler R code is included herein as Appendix G. Practical applicability of the method was 
tested using the sample of nine identified skulls photographed at the DPAA Laboratory. The out-of-
group validation test results indicate that using either skull or cranial outlines gives highly accurate 
estimations of ancestry and sex in DPAA contexts, with 89 % accuracy when all seven groups are 
included and 100 % accuracy when compared to male groups only. Mahalanobis square distances 
among groups are, for the most part, slightly larger when the mandible outline is included, and 
therefore advocate for its inclusion if available. As with the cross-validated results, the out-of-group 
test outcomes indicate that this method is better suited to ancestry estimation, with the only 
misclassifications being as White females for both skull and cranial data. Estimating ancestry is 
recommended first before estimating sex—though a priori sex estimation (e.g., using the pelvis) is 
recommended if feasible (Phenice, 1969; Spradley and Jantz, 2011). While the validation sample 
composition appears biased, with all nine identified skulls being US White male, this is 
representative of DPAA casework as nearly 90 % of cases have been reported to be of US Black 
and White origin (Hefner and Ousley, 2014). Though the cross-validation results indicate that US 
White and Southeast Asian skulls can be distinguished between with high degrees of accuracy 
(Table 10.4), practical applicability of the classification model to DPAA settings could be further 
assessed by testing on skulls from mid-late 20th century North Korea and Vietnam for Korean and 
Vietnam War contexts, respectively.  
 
While the samples selected for the reference dataset in this study are well suited to the DPAA 
Laboratory in some circumstances (e.g., Vietnam War), caution still needs to be taken when 
analysing samples that are not well represented in the reference dataset. Half of the validation test 
sample comprised skulls from the Korean War, though no Korean sample is included in the 
reference dataset. Discriminant analysis methods assume that a test sample belongs to one of the 
reference groups, and will therefore always assign group membership. Even with the Vietnam War 
example, no Vietnamese skulls were included in the reference sample, with Southeast Asians 
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instead being represented by the Thai sample. Typicality probabilities are critical in these instances 
to assess absolute group distances instead of relative distances (Jantz and Ousley, 2005; McLachlan, 
1992). FORDISC reports three formats of the typicality probability, through F and Chi-square 
distributions, and through rankings (Jantz and Ousley, 2005). The current study incorporated 
typicality probabilities based on the Chi-square distribution as they are not as sensitive to sample 
sizes as both F distribution and ranked probabilities (Jantz and Ousley, 2005). With small sample 
sizes in some groups, slight differences in misclassification counts can also result in large 
percentage differences (e.g., one Thai female is 12.5 % of the cross-validation test sample). While 
the five-fold method used here provides accuracies that truly represent the corresponding sample, 
its apparent instability warrants consideration of more traditional cross-validation means, which 
would also result in boosting sample sizes. 
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11. General Discussion and Conclusions 
 
This thesis examined the variability of skull morphology based on ancestry and sex as captured in 
2D photographs. First, information retained in 2D lateral views was described and landmark 
terminology was revised regarding 3D morphology. Full colour information was preserved with 
quantitative development of the average morphotypes and transformations in norma frontalis and 
norma lateralis using Psychomorph. Skull outline information in norma lateralis was then 
extracted and quantified using EFA. While the morphotype results were interpreted visually, outline 
quantification permitted robust statistical analysis of size and shape variation. These outline data 
were then used to develop classification functions for ancestry and sex, before assessing practical 
applicability using an out-of-group sample from DPAA. 
 
To permit meaningful comparison of skull photographs, a standardised and reliable protocol was 
developed. Reliability was tested for intra- and inter-observer use of the protocol, which, when 
adhered to, performed reasonably well. Conducting testing on skulls from known ancestry and sex 
groups would be advantageous to see how error rates influence group classification, and including 
landmark selection will provide more complete insight into the overall error. Refinement of 
parameters for the photography protocol would also be beneficial. For example, testing the 
sensitivity of skull position using set incremental rotations to gauge the influence on final predicted 
PC scores and subsequent group classification. The photography protocol will also be slightly 
modified for future use to reduce manual image processing and make the protocol more user-
friendly. For instance, attaching the calotte with dental wax in the midsagittal plane eliminates the 
need to fill in the outline in Photoshop®, when dealing with skulls with a separated cranial vault 
roof as is commonplace in documented collections. 
 
Variations of skull morphology, as quantitatively demonstrated in photographic quality using 
Psychomorph and for outlines using EFA, presented ancestry and sex-based patterning based on a 
priori ancestry and sex assignments of individuals within each skeletal collection. It is assumed that 
these assignments have been correctly estimated and documented, resulting in an accurate 
representation of their given population—though there are limitations to this assumption: self-
reported biological race as used by skeletal collections does not necessarily reflect biological 
ancestry as, while the two categories are largely correlated, race is a discrete classification system 
that is also subject to social factors such as cultural heritage, language, or location (see Hispanic 
example in Chapter 1). These factors are further compounded by dependence on classification 
terminology (e.g., US Census Bureau, 2017). 
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Development of statistically based graphic exemplars of skull morphology based on the assigned 
ancestry and sex information demonstrated variations mostly consistent with previous findings. 
Incorporating the pixel-based colour information into the quantitative description preserved the 
photo-realistic quality of the inputted photographs. These morphotypes represent the first 
quantitatively-derived visual exemplars of skulls depicted in the literature up to now, holding 
advantage over subjectively selected single holotype specimens or exaggerated hand-drawn 
illustrations. 
 
Initial sample selection for this thesis was stringent as samples with trauma or pathology 
influencing the profile line were excluded. While the South African PBC sample was retained for 
developing average morphotypes, it, as well as Japanese females from the CBC, was excluded from 
the skull outline studies as small sample sizes violated the statistical requirements. The main 
limiting factor was the need to locate prosthion, with common antemortem loss of central incisors 
and associated alveolar bone resorption. This was likely due to the bias towards increased age of 
individuals in collections comprising body donors, and lower socioeconomic status in collections 
comprising unclaimed bodies. These limitations are inherent in the nature of documented skeletal 
collections; however, the advantages of these collections far outweigh the limitations—as they 
provide the most extensive and well-documented physical source of data available for studying 
skeletal variability. 
 
The strict nature of sample requirements also means that fragmentary skeletal material cannot be 
included. Although, this also means that variable selection (i.e. the PCs) for classification is not 
contingent on the data collection process, and sample sizes therefore do not change, as there are no 
missing data. This contrasts with methods that analyse linear measurements or morphoscopic traits, 
which provide flexibility with inclusion of fragmentary material. Subsetting of samples then occurs 
at the variable selection stage at the user’s discretion, being governed by skull preservation quality. 
Limitations on sample selection and practical applicability will be a major focus of future research 
with the goal of relaxing this criterion and boosting sample sizes. The portions of outline extracted 
will be reassessed, particularly in reference to alveolar resorption and the inclusion of prosthion. 
Several data imputation methods will also be explored to assess performance of estimating the 
coordinates of different portions of the skull outline. Kenyhercz and Passalacqua (2016) recently 
compared several imputation methods in a craniometric biodistance study, concluding that the kNN 
approach performed most accurately. While they found that midfacial measurements were more 
accurately predicted than those of the vault, it is anticipated that the reverse will be the case for 
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outline data, as the midface contains areas of higher curvature detail such as the anterior nasal 
aperture and spine. 
 
Future extensions of this research will also aim to optimise classification results with reference to 
the number of EFA harmonics and PCs retained. The impact of alternate orientation normalising 
functions such as resistant fitting (Rohlf and Slice, 1990) would also be useful to investigate. 
Additionally, statistical classification alternatives to the well-established linear discriminant 
analysis could be explored for their influence on accuracy rates. Specifically, machine learning 
methods have demonstrated high classification performance (Alunni et al., 2015; Hefner and 
Ousley, 2014; Mahfouz et al., 2007)—particularly with stabilisation for use with new data (Navega 
et al., 2015) and minimising sex bias (du Jardin et al., 2009). 
 
For intact skulls however, the outline captured in norma lateralis contains enough morphological 
information to enable ancestry and sex estimation with high degrees of cross-validated accuracy 
(>80 % for four-way comparisons; >90 % for two-way comparisons). Practical applicability was 
also demonstrated with 100 % correct classification of the DPAA validation sample when compared 
with four male groups. This method therefore holds promise for accurate estimation of ancestry and 
sex of unidentified samples. The portable and user-friendly nature of the entire protocol make this 
method suitable for use at the site of skeletal recovery and minimises opportunities for 
measurement or transcription error. The real time advantage of this method compared with 
traditional or pre-established geometric morphometric methods becomes apparent when either 
multiple skulls are analysed in a single session, or the photographic equipment remains setup 
between uses—or at least that the tripod is previously set at 1.20 m as setting this is the most time-
intensive part of the protocol. 
 
The photography protocol and R script SkullProfiler are already available for free download at 
CRANIOFACIALidentification.com. This capability encompasses the entire analytical process, 
permitting comparison of a photograph of an unidentified skull with the reference dataset for 
ancestry and sex estimation. With the accessibility of this method to other practitioners, additional 
inter-observer error testing will be made possible to further establish the protocol’s reliability. 
Moving into the future, one aim will be to increase the size of the reference dataset so that a greater 
range of morphological variability from numerous collections can be included. Furthermore, one of 
the immediate goals would be to extend its application to lateral radiographs, and assess the ability 
of skull outlines in aiding individuation. 
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Appendix A 
Craniometric landmarks including their abbreviations, definitions, and various classifications. 
Landmarks are positioned assuming the FH position. Definitions are sourced from Martin (1928) 
and Martin and Knußmann (1988) unless otherwise noted. Reprinted from Caple and Stephan 
(2015) with permission from Springer Nature. 
 
Landmark 3D 
Notation 
Definition Bookstein Type 
Median Points    
Alveolarea ale Median point at the inferior tip of the bony septum between the upper central 
incisors. Equivalent to Infradentale superius 
II 
Alveolon alv Median point, at the rear of the hard palate, of a line joining the posterior most 
alveolar margins 
II 
Acanthionb a Most anterior tip of the anterior nasal spine II 
Apexa ap Instrumentally determined median point on the superior surface of the cranial 
vault at the coronal plane connecting left and right po 
III 
Basion ba Basion encompasses a small region, on the median plane at the anterior most 
extent of the foramen magnum. Its position as a landmark varies slightly 
depending on the measurement being taken. It can be the most posterior aspect 
of the foramen magnum’s anterior rim or the most inferior median point on the 
foramen magnum’s anterior rim (such as used for taking cranial height 
measurements) 
II 
Bregma b Where the sagittal and coronal sutures meet. Impossible to determine in juvenile 
skulls with anterior fontanelle, or with complete suture obliteration 
I 
Genion ge Most projecting tip of the internal mental spine on the lingual surface of the 
mandible 
II 
Glabella g Most projecting anterior median point on lower edge of the frontal bone, on the 
brow ridge, in between the superciliary arches and above the nasal root. In 
adults, glabella usually represents the most anterior point of the frontal bone 
II 
Gnathionc gn Median point halfway between pg and me III 
Hormion ho Median point where the vomer and sphenoid bones meet I 
Incisiona inc Point at the occlusal surface where the upper central incisors meet II 
Infradentaled id Median point at the superior tip of the septum between the mandibular central 
incisors 
II 
Inion i Median point between the apices of the superior nuchal lines and at the base of 
the external occipital protuberance (not the tip of the protuberance) 
II 
Klition kl Median endocranial point at the centre of the highest extent of the posterior 
margin of the sella turcica 
II 
Lamda l Point at which the two legs of the lambdoid suture and sagittal suture meet 
(project from the main direction of the sutures in cases of obliteration or 
presence of wormian bones) 
I 
Linguale li Median most superior point of the mandibular symphysis, on the lingual surface II 
Mentonc me Most inferior median point of the mental symphysis (may not be the inferior 
point on the mandible as the chin is often clefted on the inferior margin) 
III 
Metopiona m Median point, instrumentally determined on the frontal bone as the greatest 
elevation from a cord between n and b. In juveniles, the m, rather than the g, 
may be the most anterior point of the frontal bone. 
III 
Mid-philtrume mp Median point midway between ss and pr II 
Nasion n Intersection of the nasofrontal sutures in the median plane I 
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Nasospinale ns The point where a line drawn between the inferior most points of the nasal 
aperture crosses the median plane. Note that this point is not necessarily at the 
tip of the nasal spine 
II 
Obelion ob Median point where the sagittal suture intersects with a transverse line 
connecting parietal foramina 
II 
Ophryon on Median point that intersects the smallest frontal bone chord width II 
Opisthion o Median point on the anterior side of the foramen magnum’s posterior rim II 
Opisthocranion op Most posterior median point of the occipital bone, instrumentally determined as 
the greatest chord length from g. Usually above the external occipital 
protuberance 
III 
Orale ol Median most inferior point of the maxillary symphysis, on the lingual surface II 
Pogonion pg Most anterior median point on the mental eminence of the mandible III 
Prosphenion ps Median endocranial point, at the centre of the sphenoethmoidal suture I 
Prosthion pr Median point between the central incisors on the anterior most margin of the 
maxillary alveolar rim 
II 
Rhinion rhi Most rostral (end) point on the internasal suture. Cannot be determined 
accurately if nasal bones are broken distally 
I 
Sphenobasion sphba Median point at the spheno-occipital synchondrosis I 
Sphenoidale sphen Median endocranial point on the anterior clinoid process, marking the anterior 
margin of the sella turcica 
I 
Staphylion sta Median point of a line drawn between the anterior most apices of the posterior 
notches (free edges) in the horizontal plates of the palatine bones 
I 
Subspinaleb ss The deepest point seen in the profile view below the anterior nasal spine 
(orthodontic point A) 
II 
Supraglabellare sg Deepest part of the supraglabella fossa in the median plane (cannot be 
determine in skulls without a supraglabella fossa) 
II 
Supramentalef sm Deepest median point in the groove superior to the mental eminence 
(orthodontic point B) 
II 
Supraorbitale so Median point at the height of the line joining the most superior points of the left 
and right superior orbital rims 
II 
Vertex v Most superior point on the skull III 
    
Bilateral Points    
Alared al Instrumentally determined as the most lateral point on the nasal aperture in a 
transverse plane 
III 
Alar curvature pointg ac Hard tissue approximation of soft tissue ac, approximately 5 mm lateral to al II 
Antegonionh ag Apex of the antegonial notch II 
Asterion ast Where the lambdoidal, parietomastoid, and occipitomastoid suture meet I 
Auriculare au On the zygomatic root, vertically above the centre of the external auditory 
meatus 
II 
Condylion laterale cdl Most lateral point on the mandibular condyle III 
Condylion mediale cdm Most medial point on the mandibular condyle III 
Coronale co Most lateral point on the coronal suture III 
Coronion cr The tip of the coronoid process of the mandible II 
Dacryond d The point on the medial border of the orbit where the lacrimomaxillary suture 
meets the frontal bone. There is often a small foramen at this point 
I 
Ectoconchion ec Lateral point on the orbit at a line that bisects the orbit transversely II 
Ectomolareg ecm Most lateral point on the buccal alveolar margin, at the centre of the second 
molar position. Superscript number designates the maxillary landmark; 
subscript number designates the mandibular landmark 
III 
Endomolareg enm Most lateral point on the lingual alveolar margin, at the centre of the second 
molar position. Superscript number designates the maxillary landmark; 
subscript number designates the mandibular landmark 
III 
Entomion en Where the squamous and parietomastoid sutures meet I 
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Euryon eu Instrumentally determined as the most lateral point of the cranial vault, on the 
parietal bone 
III 
Frontomalare orbitale fmo Point on the orbital rim marked by the zygomaticofrontal suture II 
Frontomalare 
temporale 
fmt Most lateral part of the zygomaticofrontal suture III 
Frontotemporale ft Most anterior and medial point of the inferior temporal line, on the zygomatic 
process of the frontal bone 
II 
Gonion go Point on the rounded margin of the angle of the mandible, bisecting two lines 
one following vertical margin of ramus and one following horizontal margin of 
corpus of mandible 
II 
Infranasion in Intersection of the maxillonasal and nasofrontal sutures I 
Infratemporale it Most medial point on the infratemporal crest of sphenoid II 
Jugale ju Vertex of posterior zygomatic angle, between the vertical edge and horizontal 
part of the zygomatic arch 
II 
Krotaphion k Posterior end of sphenoparietalis suture, where it meets the squamosal part of 
the temporal bone 
I 
Lacrimalea la Intersection of the posterior lacrimal crest with the frontolacrimal suture I 
Lingulare lg Superior most point of the lingula of the mandible II 
Mastoidale ms The inferior most projecting point of the tip of the mastoid process II 
Maxillofrontale mf Intersection of the anterior lacrimal crest with the frontomaxillary suture I 
Medial orbitg mo Point on the anterior lacrimal crest at the same level as ectoconchion II 
Mentale ml Most inferior point on the margin of the mandibular mental foramen II 
Mid-infraorbitale mio Point on the anterior aspect of the inferior orbital rim, at a line that vertically 
bisects the orbit 
II 
Mid-mandibular 
bordere 
mmb Point on the inferior border of the corpus of the mandible midway between pg 
and go 
II 
Mid-ramuse mr Midpoint along the shortest antero-posterior depth of the ramus, in the 
masseteric fossa, and usually close to the level of the occlusal plane 
III 
Mid-supraorbitale mso Point on the anterior aspect of the superior orbital rim, at a line that vertically 
bisects the orbit 
II 
Orbitale or Most inferior point on the inferior orbital rim. Usually falls along the lateral half 
of the orbital margin 
II 
Porion po Most superior point on the upper margin of the external auditory meatus II 
Pterion pt A circular region, marked by the sphenoparietalis suture at its centre. This 
region marks the thinnest part of the cranial vault 
I 
Sphenion sphn Anterior end of the sphenoparietalis suture, where it meets the frontal bone I 
Stenion ste Most medial point on the sphenosquamosal suture (near foramen ovale) II 
Stephanion st The point at which the inferior temporal line crosses the coronal suture I 
Temporale inferiusg ti Most superior point on the arc of the inferior temporal line III 
Temporale superiusg ts Most superior point on the arc of the superior temporal line III 
Zygion zy Instrumentally determined as the most lateral point on the zygomatic arch III 
Zygomaxillare zm Most inferior point on the zygomaticomaxillary suture III 
Zygoorbitaleb zo Intersection of the orbital margin and the zygomaticomaxillary suture II 
a after White et al. (2011); b after Howells (1973; 1937); c after Krogman & Sassouni (1957); d after Buikstra and Ubelaker (1994); 
e after Stephan and Simpson (2008); f after Phulari (2013) and George (1993); g defined by the authors; h after Legrell et al. (2000) 
and Stephan (2010) 
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Appendix B 
R code written for landmark positioning data analysis in Chapter 6. 
 
library(tcltk) 
landmarks<-10 
subjects<-10 
##run for each individual 
working.path<-tclvalue(tkchooseDirectory(title="Select the folder with the Ground Truth 
Landmark Coordinate file.")) 
setwd(working.path) 
original_truth<-read.csv('001.csv',header=FALSE) 
ground_truth<-data.frame(matrix(NA,landmarks,3)) 
for (i in 1:landmarks){ 
 x1<-original_truth[i,3] 
 y1<-original_truth[i,1] 
 z1<-original_truth[i,2] 
 ground_truth[i,3]<-x1*1000 
 ground_truth[i,1]<-y1*1000 
 ground_truth[i,2]<-z1*1000 
} 
working.path2<-tclvalue(tkchooseDirectory(title="Select the folder with the Landmark 
Coordinate files.")) 
setwd(working.path2) 
file_names<-mixedsort(list.files(path=working.path2)) 
number_of_subjects<-length(file_names) 
for(i in file_names){ 
 assign(i,read.csv(i,header=FALSE)) 
} 
distance_df<-data.frame(matrix(NA, landmarks, subjects)) 
x2_m<-matrix(NA, landmarks, subjects) 
y2_m<-matrix(NA, landmarks, subjects) 
z2_m<-matrix(NA, landmarks, subjects) 
for(j in 1:subjects){ 
 for(h in 1:landmarks){ 
  x2_m[h,j]<-(as.numeric(get(file_names[j])[h,3])*1000) 
  y2_m[h,j]<-(as.numeric(get(file_names[j])[h,1])*1000) 
  z2_m[h,j]<-(as.numeric(get(file_names[j])[h,2])*1000) 
 } 
} 
for(j in 1:subjects){ 
 for(k in 1:landmarks){ 
  distance_df[k,j]<-sqrt((((ground_truth[k,3])-
(x2_m[k,j]))^2)+(((ground_truth[k,1])-(y2_m[k,j]))^2)+(((ground_truth[k,2])-
(z2_m[k,j]))^2)) 
 } 
} 
names_1<-c("g","s","pn","mp","sm","pg","ac","ch","zy","go") 
rownames(average_distance)<-names_1 
setwd("C:/Users/s4342843/Documents/Study 1/Landmarks/Euclidean Distances/Lateral") 
write.csv(average_distance,"Average_Euclidean_Distances_001_lat.csv") 
##get average across all scans 
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working.path3<-tclvalue(tkchooseDirectory(title="Select the folder with the Average 
Distance files.")) 
setwd(working.path3) 
file_names<-mixedsort(list.files(path=working.path3)) 
number_of_subjects<-length(file_names) ## number of coordinate files 
for(i in file_names){ 
 assign(i,read.csv(i,header=FALSE)) 
} 
pooled_distances_df<-data.frame(matrix(NA, landmarks, subjects)) 
for(j in 1:subjects){ 
 for(h in 1:landmarks){ 
  pooled_distances_df[h,j]<-(as.numeric(get(file_names[j])[h,])) 
 } 
} 
pooled_distances_df<-data.matrix(pooled_distances_df) 
pooled_average_distance<-data.frame(matrix(NA, landmarks, 1)) 
for(l in 1:landmarks){ 
 pooled_average_distance[l,]<-mean(as.numeric(pooled_distances_df[l,])) 
} 
names_1<-c("g","s","pn","mp","sm","pg","ac","ch","zy","go") 
rownames(pooled_average_distance)<-names_1 
setwd("C:/Users/s4342843/Documents/Study 1/Landmarks/Euclidean Distances") 
write.csv(average_distance,"Average_Euclidean_Distances_lat_pooled.csv") 
##MIDLINE CODE 
library(rgl) 
data<-read.csv("C:/Users/s4342843/Documents/PhD Studies/Study 1/ Skull Model/Skull 
Model Anterior 3.csv",header=FALSE) 
half_dist<-(max(data[,1])-min(data[,1]))/2#approximate midline 
midline<-min(data[,1])+half_dist 
q_face_width<-half_dist/4 
l_limit<-midline-q_face_width# set midline search limits - middle quarter of face (1/8 
of each side) 
r_limit<-midline+q_face_width 
sub1<-rbind(data[which(data[,1]>=l_limit & data[,1]<=r_limit),])#subset data within 
limits 
sub1<-round(sub1,digits=0)#round x-coord data to remove outliers/noise 
ref<-unique(sub1[,2])#get vector of values (without replicates) 
l_limit2<-midline-2 
r_limit2<-midline+2 
mid_pts<-data[which(data[,1]>=l_limit2 & data[,1]<=r_limit2),]#determine midline points 
mid_pts[,3]<-mid_pts[,3]+0.0001#offset points from rest of scan 
profile_pts<-c()#determine most anterior points from subset 
for(i in 1:length(ref)){ 
X<-subset(sub1,sub1[,2]==ref[i]) 
 profile_pts<-rbind(profile,X[which(X[,3]==max(X[,3])),]) 
} 
profile_pts[,3]<-profile_pts[,3]+0.0001 
# 
plot_col<-rgb(0,149,177,150,max=255) 
#pp <- par3d(no.readonly=TRUE) # to save current viewpoint 
open3d(zoom=pp$zoom,userMatrix=pp$userMatrix,windowRect=pp$windowRect) 
plot3d(data) 
points3d(mid_pts,col=plot_col,size=5,add=TRUE)#midline 
points3d(profile_pts,col=plot_col,size=4,add=TRUE)#profile line 
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Appendix C 
The following tables contain descriptions of the anterior and left lateral template landmarks in 
accordance with Figure 8.1 (L = left; R = right). Italics indicate pre-established landmarks—see the 
table in Appendix A for descriptions. Note that directional instructions are according to the 2D 
photographic view, and does not necessarily agree with the 3D anatomical information (e.g., most 
superior point on orbital margin from a lateral view). 
 
Anterior Template 
Number Landmark Name/Description 
1 Centre of R orbit 
2 Centre of L orbit 
3 Incision 
4 Vertex 
5-11 Equally spaced semi-landmarks between Vertex and Point 12 
12 Point on minimum curvature superior to Point 13 
13 Point on maximum curvature of temporal squama 
14 Junction on outline between L zygomatic arch and temporal squama 
15-16 Equally spaced semi-landmarks between Point 14 and Point 17 
17 Most superior point on L zygomatic arch 
18 Zygion 
19 Point midway between Zygion and Point 20 
20 Junction on outline between L zygomatic bone and mastoid process 
21 Point midway between Point 20 and Point 22 
22 Junction on outline between L zygomatic bone and mandible 
23-24 Semi-landmarks positioned to follow contour of mastoid process between Point 22 and Point 
25 
25 Junction on outline between L mastoid process and mandible 
26 Point midway between Point 25 and L Gonion 
27 L Gonion 
28 Point midway between L Gonion and L Antegonion 
29 L Antegonion 
30-32 Equally spaced semi-landmarks between L Antegonion and Point 33 
33 Point at most inferior portion of outline of L mental tubercle 
34 Menton 
35 Point at most inferior portion of outline of R mental tubercle 
36-38 Equally spaced semi-landmarks between Point 35 and R Antegonion 
39 R Antegonion 
40 Point midway between R Antegonion and R Gonion 
41 R Gonion 
42 Point midway between R Gonion and Point 43 
43 Junction on outline between R mastoid process and mandible 
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44-45 Semi-landmarks positioned to follow contour of mastoid process between Point 43 and Point 
48 
46 Junction on outline between R zygomatic bone and mandible 
47 Point midway between Point 46 and Point 48 
48 Junction on outline between R zygomatic bone and mastoid process 
49 Point midway between Point 48 and Point 50 
50 R Zygion 
51 Most superior point on R zygomatic arch 
52-53 Equally spaced semi-landmarks between Point 51 and Point 54 
54 Junction on outline between R zygomatic arch and temporal squama 
55 Point on maximum curvature of temporal squama 
56 Point on minimum curvature superior to Point 55 
57-63 Equally spaced semi-landmarks between Point 56 and Vertex 
64 R Sphenion 
65-70 Equally spaced semi-landmarks between R Sphenion and Bregma 
71 Bregma 
72-77 Equally spaced semi-landmarks between Bregma and L Sphenion 
78 L Sphenion 
79-82 Equally spaced semi-landmarks along metopic suture between Bregma and Nasion 
83 Nasion 
84 Point midway between Point 51 and R Jugale 
85 R Jugale 
86-87 Semi-landmarks positioned to follow contour of lateral border of frontal process of 
zygomatic between R Jugale and R Frontomalare temporale 
88 R Frontomalare temporale 
89 Semi-landmark positioned to follow contour of temporal line of R frontal bone between 
Frontomalare temporale and Frontotemporale 
90 R Frontotemporale 
91 Point on temporal line of R frontal bone 
92 Point midway between R Frontomalare temporale and R Frontomalare orbitale following 
line of R zygomaticofrontal suture 
93 R Frontomalare orbitale 
94-95 Equally spaced semi-landmarks along R superior orbital margin between R Frontomalare 
orbitale and Point 96 
96 Point at lateral limit of R supraorbital notch 
97 Point in middle of R supraorbital notch or at location of supraorbital foramen 
98 Point at medial limit of R supraorbital notch 
99-101 Equally spaced semi-landmarks along R medial orbital margin between Point 98 and R 
Dacryon 
102 R Dacryon 
103 Point midway between R Dacryon and Point 104 
104 Point at intersection of R orbital margin and R lacrimal bone inferiorly 
105-110 Equally spaced semi-landmarks along R orbital margin between Point 104 and R 
Frontomalare orbitale 
111 Point on the zygomaticofrontal suture within the R orbit, near the lateral orbital margin 
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112 Point at the intersection of the sphenozygomatic suture within the R orbit and superior 
margin of the inferior orbital fissure 
113 Point midway between Point 112 and Point 114 
114 Point at the intersection of the R zygomaticofrontal, sphenozygomatic, and sphenofrontal 
sutures within the orbit 
115 Point midway between Point 114 and Point 116 
116 Point at the intersection of the sphenofrontal suture within the R orbit and lateral margin of 
the superior orbital fissure 
117 Most superior point on superomedial margin of R superior orbital fissure 
118 Point midway between Point 117 and Point 119 
119 Most medial point on superomedial margin of R superior orbital fissure 
120-121 Points at minimal and maximal curvatures of inferomedial margin of R inferior orbital fissure 
122 Most inferior point on inferomedial margin of R inferior orbital fissure 
123 R Maxillofrontale 
124 R Infranasion 
125-126 Equally spaced semi-landmarks between R Infranasion and Nasion 
127-128 Equally spaced semi-landmarks between Nasion and L Infranasion 
129 L Infranasion 
130 L Maxillofrontale 
131 L Dacryon 
132-134 Equally spaced semi-landmarks along L medial orbital margin between L Dacryon and Point 
135 
135 Point at medial limit of L supraorbital notch 
136 Point in middle of L supraorbital notch or at location of supraorbital foramen 
137 Point at lateral limit of L supraorbital notch 
138-139 Equally spaced semi-landmarks along L superior orbital margin between Point 93 and L 
Frontomalare orbitale 
140 L Frontomalare orbitale 
141-146 Equally spaced semi-landmarks along R orbital margin between L Frontomalare orbitale and 
Point 147 
147 Point at intersection of L orbital margin and L lacrimal bone inferiorly 
148 Point midway between Point 147 and L Dacryon 
149 Point on the zygomaticofrontal suture within the L orbit, near the lateral orbital margin 
150 Point at the intersection of the sphenozygomatic suture within the L orbit and superior 
margin of the inferior orbital fissure 
151 Point midway between Point 150 and Point 152 
152 Point at the intersection of the L zygomaticofrontal, sphenozygomatic, and sphenofrontal 
sutures within the orbit 
153 Point midway between Point 152 and Point 154 
154 Point at the intersection of the sphenofrontal suture within the L orbit and lateral margin of 
the superior orbital fissure 
155 Most superior point on superomedial margin of L superior orbital fissure 
156 Point midway between Point 155 and Point 157 
157 Most medial point on superomedial margin of L superior orbital fissure 
158-159 Points at minimal and maximal curvatures of inferomedial margin of L inferior orbital fissure 
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160 Most inferior point on inferomedial margin of L inferior orbital fissure 
161 Point midway between L Frontomalare temporale and L Frontomalare orbitale following 
line of L zygomaticofrontal suture 
162 Point on temporal line of L frontal bone 
163 L Frontotemporale 
164 Semi-landmark positioned to follow contour of temporal line of L frontal bone between 
Frontomalare temporale and Frontotemporale 
165 L Frontomalare temporale 
166-167 Semi-landmarks positioned to follow contour of lateral border of frontal process of 
zygomatic between L Jugale and L Frontomalare temporale 
168 L Jugale 
169 Point midway between L Jugale and Point 17 
170 Point midway between Nasion and Mid-nasal 
171 Mid-nasal 
172 Point midway between Mid-nasal and Rhinion 
173 Rhinion 
174-177 Equally spaced semi-landmarks between L Infranasion and Point 178 
178 Point at intersection of anterior nasal aperture margin and L nasomaxillary suture 
179-180 Semi-landmarks positioned to follow contour of anterior nasal aperture margin between 
Rhinion and Point 181 
181 Intersection of nasal aperture margin and superior limit of L inferior nasal concha 
182 L Alare 
183 Point midway between L Alare and Point 184 
184 Most inferior point of L anterior nasal aperture margin 
185 Most superior point at L base of anterior nasal spine 
186 Acanthion 
187 Most superior point at R base of anterior nasal spine 
188 Most inferior point of R anterior nasal aperture margin 
189 Point midway between R Alare and Point 188 
190 R Alare 
191-192 Semi-landmarks positioned to follow contour of anterior nasal aperture margin between Point 
192 and Rhinion 
193 Point at intersection of anterior nasal aperture margin and R nasomaxillary suture 
194-197 Equally spaced semi-landmarks between Point 192 and R Infranasion 
198-200 Equally spaced semi-landmarks between Rhinion and Acanthion 
201 Intersection of nasal aperture margin and superior limit of R inferior nasal concha 
202-203 Equally spaced semi-landmarks following the contour of the medial border of the R inferior 
nasal concha between Point 201 and Point 204 
204 Inferior limit of R inferior nasal concha 
205-206 Equally spaced semi-landmarks following the contour of the medial border of the L inferior 
nasal concha between Point 181 and Point 207 
207 Inferior limit of L inferior nasal concha 
208 Most inferior point on L infraorbital foramen 
209 Point 1/3 around margin of L infraorbital foramen from Point 208, in a clockwise direction 
210 Point 2/3 around margin of L infraorbital foramen from Point 208, in a clockwise direction 
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211 L Zygoorbitale 
212-214 Equally spaced semi-landmarks along L zygomaticomaxillary suture between L Zygoorbitale 
and L Zygomaxillare 
215 L Zygomaxillare 
216 Point at intersection of L inferior margin of maxilla with lateral edge of anterior border of L 
mandibular ramus/coronoid process 
217-218 Equally spaced semi-landmarks following the lateral edge of anterior border of L mandibular 
ramus/coronoid process between Point 216 and Point 29 
219 Most inferior point on R infraorbital foramen 
220 Point 1/3 around margin of R infraorbital foramen from Point 219, in a clockwise direction 
221 Point 2/3 around margin of R infraorbital foramen from Point 219, in a clockwise direction 
222 R Zygoorbitale 
223-225 Equally spaced semi-landmarks along R zygomaticomaxillary suture between R Zygoorbitale 
and R Zygomaxillare 
226 R Zygomaxillare 
227 Point at intersection of R inferior margin of maxilla with lateral edge of anterior border of R 
mandibular ramus/coronoid process 
228-229 Equally spaced semi-landmarks following the lateral edge of anterior border of R mandibular 
ramus/coronoid process between Point 227 and Point 39 
230 Point at intersection of R inferior margin of maxilla with medial edge of anterior border of R 
mandibular ramus/coronoid process 
231-232 Equally spaced semi-landmarks following the medial edge of anterior border of R 
mandibular ramus/coronoid process between Point 230 and Point 233 
233 Point on R lateral alveolar margin at level of most posterior tooth border 
234 Point on mandibular alveolar margin between R PM2 and M1 
235 Point on mandibular alveolar margin between R I2 and C 
236 Infradentale 
237 Point on mandibular alveolar margin between L I2 and C 
238 Point on mandibular alveolar margin between L PM2 and M1 
239 Point on L lateral alveolar margin at level of most posterior tooth border 
240-241 Equally spaced semi-landmarks following the medial edge of anterior border of L mandibular 
ramus/coronoid process between Point 239 and Point 242 
242 Point at intersection of L inferior margin of maxilla with medial edge of anterior border of L 
mandibular ramus/coronoid process 
243 Point at intersection of L inferior margin of maxilla with medial mandibular margin 
244 Point at intersection of L medial mandibular margin/alveolar process with teeth 
245 Semi-landmark positioned to follow contour of L maxillary margin between Point 243 and 
Point 246 
246 Most medial point on L maxillary border in superior part of alveolar process  
247 Most lateral point of maxillary alveolar process on L side 
248 Point on maxillary alveolar margin on L side at intersection with most lateral molar 
249 Point on maxillary alveolar margin between L PM2 and M1 
250 Point on maxillary alveolar margin between L I2 and C 
251 Prosthion 
252 Point on maxillary alveolar margin between R I2 and C 
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253 Point on maxillary alveolar margin between R PM2 and M1 
254 Point on maxillary alveolar margin on R side at intersection with most lateral molar 
255 Most lateral point of maxillary alveolar process on R side 
256 Most medial point on R maxillary border in superior part of alveolar process 
257 Semi-landmark positioned to follow contour of R maxillary margin between Point 256 and 
Point 258 
258 Point at intersection of R inferior margin of maxilla with medial mandibular margin 
259 Point at intersection of R medial mandibular margin/alveolar process with teeth 
260 L Mentale 
261-262 Equally spaced semi-landmarks around L mental foramen from Mentale, travelling clockwise 
263 R Mentale 
264-265 Equally spaced semi-landmarks around R mental foramen from Mentale, travelling 
clockwise 
 
Lateral Template 
Number Landmark Name/Description 
1 Nasion 
2 Porion 
3 Orbitale 
4 Point midway between Nasion and Glabella 
5 Glabella 
6 Point midway between Glabella and Supraglabella 
7 Supraglabella 
8 Point midway between Supraglabella and Metopion 
9 Metopion 
10 Point midway between Metopion and Point 9 
11 Point midway between Metopion and Bregma 
12 Bregma 
13 Vertex 
14 Point midway between Vertex and Point 15 
15 Point midway between Vertex and Lambda 
16 Point midway between Point 15 and Lambda 
17 Point midway between Point 16 and Lambda 
18 Lambda 
19 Point midway between Lambda and Opisthocranion 
20 Opisthocranion 
21 Point midway between Opisthocranion and Point 19 
22 Point at superior limit of curvature for external occipital protuberance 
23 Inion 
24 Point at inferior limit of curvature for external occipital protuberance 
25-29 Semi-landmarks positioned to follow contour of occipital margin between Point 24 and Point 
30 
30 Point on outline at start of occipital condyle 
31-33 Semi-landmarks positioned to follow outline contour between Point 30 and Point 34 
34 Point at junction between posterior margin of styloid process and outline 
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35-36 Semi-landmarks positioned to follow posterior margin of styloid process between Point 34 
and Point 37 
37 Point on apex of styloid process 
38 Point midway between Point 37 and Point 39 
39 Point at junction between anterior margin of styloid process and outline 
40-41 Equally spaced semi-landmarks between Points 38 and 41 
42 Point on outline at junction of cranial base and mandible 
43 Semi-landmark positioned to follow posterior margin of mandibular ramus between Point 42 
and Point 44 
44 Point midway between Point 43 and Gonion 
45 Gonion 
46 Point midway between Gonion and Antegonion 
47 Antegonion 
48 Mid-mandibular border 
49 Point midway between Mid-mandibular border and Menton 
50 Menton 
51 Gnathion 
52 Pogonion 
53 Supramentale 
54 Infradentale 
55 Point midway down mandibular central incisor 
56 Point at tip of mandibular central incisor 
57 Incision 
58 Point midway down maxillary central incisor 
59 Prosthion 
60 Mid-philtrum 
61 Subspinale 
62 Acanthion 
63 Point midway between Acanthion and Point 50 
64 Point at minimum curvature between base and lateral wall of nasal aperture 
65 Alare 
66 Point 1/3 between Point 57 and Rhinion 
67 Point 2/3 between Point 57 and Rhinion, at nasomaxillary suture 
68 Rhinion 
69 Midnasal 
70 Point on mandibular alveolar margin between lateral incisor & canine 
71 Point on mandibular alveolar margin between PM2 and M1 
72 Point on mandibular alveolar margin at junction of oblique line 
73 Point midway between Point 64 and Point 66 
74 Point on mandibular margin at junction with maxilla 
75 Point midway between Points 66 and 68 
76 Point on curvature anterior to Coronale 
77 Coronale; if obscured by maxilla, position on inferior maxillary border 
78 Point on curvature posterior to Coronale 
79 Point midway between Coronale and Point 80 
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80 Most inferior point in mandibular notch 
81-82 Semi-landmarks positioned to follow contour of anterior border of mandibular condylar 
process between Point 80 and Point 83 
83 Most superior visible point on mandibular condyle 
84 Semi-landmark positioned to follow contour of posterior border of mandibular condylar 
process between Point 83 and Point 42 
85 Point on maxillary alveolar margin between lateral incisor & canine 
86 Point on maxillary alveolar margin between PM2 and M1 
87 Point on maxillary alveolar margin vertically aligned with Point 72 
88 Most superior point on inner margin of external auditory meatus 
89 Most posterior point on inner margin of external auditory meatus 
90 Most inferior point on inner margin of external auditory meatus 
91 Most anterior point on inner margin of external auditory meatus 
92 Most inferior point on outer margin of external auditory meatus 
93 Most anterior point on outer margin of external auditory meatus 
94 Most posterior point on outer margin of external auditory meatus 
95 Point at junction between inferior margin of tympanic plate and anterior margin of mastoid 
process 
96 Semi-landmark positioned to follow contour of anterior margin of mastoid process between 
Point 95 and Mastoidale 
97 Mastoidale 
98-100 Equally spaced semi-landmarks along posterior border of mastoid process 
101 Point at anterior base of styloid process 
102 Point at posterior base of styloid process 
103 Infranasion 
104-106 Equally spaced semi-landmarks between Infranasion and Point 67 
107 Dacryon 
108-110 Equally spaced semi-landmarks along medial orbital margin between Point 107 and Orbitale 
111 Most superior point on orbital margin 
112 Point midway between Point 111 and Point 113 
113 Frontomalare orbitale 
114-116 Semi-landmarks positioned to follow the lateral orbital margin between Point 113 and 
Orbitale 
117-118 Equally spaced semi-landmarks between Orbitale and Zygomaxillare 
119 Zygomaxillare 
120-122 Semi-landmarks positioned to follow the inferior zygomatic margin between Zygomaxillare 
and Point 123 
123 Most inferior point on zygomaticotemporal suture 
124 Most superior point on inferior margin of temporal bone zygomatic process 
125 Point midway between Point 124 and 126 
126 Most inferior point on temporal bone articular tubercle 
127 Point midway between Point 126 and Point 83 
128-129 Equally spaced semi-landmarks on supramastoid crest 
130 Point on supramastoid crest, vertically aligned with Porion 
131 Point on superior edge of posterior root of zygomatic process, vertically aligned with Point 83 
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132 Point on superior edge of zygomatic process, vertically aligned with Point 127 
133 Semi-landmark positioned to follow the superior zygomatic arch margin between Point 132 
and Point 134 
134 Point on superior zygomatic arch margin at zygomaticotemporal suture 
135 Jugale 
136 Most anterior point of curvature of frontal process of zygomatic superior to Jugale 
137 Most posterior point of curvature of frontal process of zygomatic 
138 Point midway between Point 137 and Frontomalare temporale 
139 Frontomalare temporale 
140 Frontotemporale 
141-143 Equally spaced semi-landmarks following temporal line of frontal bone between 
Frontotemporale and Stephanion 
144 Stephanion 
145-150 Equally spaced semi-landmarks on inferior temporal line 
151 Intersection of coronal suture with superior temporal line 
152-157 Equally spaced semi-landmarks on superior temporal line 
158-159 Equally spaced semi-landmarks following coronal suture between Stephanion and Sphenion 
160 Sphenion 
161 Krotaphion 
162-164 Equally spaced semi-landmarks following squamosal suture between Krotaphion and 
Entomion 
165 Entomion 
166-168 Equally spaced semi-landmarks following parietomastoid suture between Entomion and 
Asterion 
169 Asterion 
170-172 Equally spaced semi-landmarks following lambdoidal suture between Asterion and Lambda 
173-175 Equally spaced semi-landmarks following sphenosquamosal between Krotaphion and Point 
176 
176 Most inferior point on sphenosquamosal suture; may lie on superior margin of zygomatic 
arch 
177-179 Equally spaced semi-landmarks on zygomaticofrontal suture, travelling posteriorly 
180-182 Equally spaced semi-landmarks on zygomaticotemporal suture, travelling inferiorly 
183 Mentale 
184-185 Equally spaced semi-landmarks around mental foramen from Mentale, travelling clockwise 
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Appendix D 
R code written for skull and cranial outline extraction and analysis for Chapter 9. 
 
#Packages for both Chapters 9 and 10 
required.packages<-
c("tcltk","pixmap","jpeg","stats","corrplot","MVN","gtools","psycho","asbio","MASS","el
lipse","TeachingDemos","rgl","Morpho") 
new.packages<-required.packages[!(required.packages %in% 
installed.packages()[,"Package"])] 
if(length(new.packages))install.packages(new.packages) 
library(tcltk)##GUI 
library(pixmap)##image manipulations 
library(jpeg)##image import 
library(stats)##PCA 
library(corrplot)##correlation plot 
library(MVN)##Mardia test 
library(psych)##outlier detection 
library(asbio)#Kullback test 
library(MASS)##DFA 
library(ellipse)##LDA plot confidence intervals 
library(TeachingDemos)##shadowtext in LDA plots 
library(rgl)##3D plot 
library(Morpho)##chi-square typicality probability 
library(shapes)##partial Procrustes 
library(gtools)##for mixedsort 
library(abind)##to bind arrays 
# 
#Conte function written by J. Claude in Morphometrics with R (Springer: New York, 
2008), extracts coordinates of pixels defining an outline from a picture file 
Conte<-function(x,imagematrix){ 
 I<-imagematrix 
 x<-rev(x) 
 x[1]<-dim(I)[1]-x[1] 
 while(abs(I[x[1],x[2]]-I[x[1],(x[2]-1)])<(0.1)){x[2]<-x[2]-1} 
  {a<-1} 
 M<-matrix(c(0,-1,-1,-1,0,1,1,1,1,1,0,-1,-1,-1,0,1),2,8,byrow=T) 
 M<-cbind(M[,8],M,M[,1]) 
 X<-0;Y<-0; 
 x1<-x[1];x2<-x[2] 
 SS<-NA;S<-6 
 while((any(c(X[a],Y[a])!=c(x1,x2))|length(X)<3)) 
  {if(abs(I[x[1]+M[1,S+1],x[2]+M[2,S+1]]-I[x[1],x[2]])<0.1) 
   {a<-a+1;X[a]<-x[1];Y[a]<-x[2];x<-x+M[,S+1]; 
   SS[a]<-S+1;S<-(S+7)%%8} 
  else if(abs(I[x[1]+M[1,S+2],x[2]+M[2,S+2]]-I[x[1],x[2]])<0.1) 
   {a<-a+1;X[a]<-x[1];Y[a]<-x[2];x<-x+M[,S+2]; 
   SS[a]<-S+2;S<-(S+7)%%8} 
  else if(abs(I[x[1]+M[1,(S+3)],x[2]+M[2,(S+3)]]-I[x[1],x[2]])<0.1) 
   {a<-a+1;X[a]<-x[1];Y[a]<-x[2];x<-x+M[,(S+3)] 
   SS[a]<-S+3;S<-(S+7)%%8} 
  else S<-(S+1)%%8} 
  list(X=(Y[-1]),Y=((dim(I)[1]-X))[-1]) 
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} 
#efourier function written by J. Claude in Morphometrics with R (Springer: New York, 
2008) 
EFA<-function(M,k){ 
 p<-dim(M)[1] 
 Dx<-M[,1]-M[c(p,(1:p-1)),1] 
 Dy<-M[,2]-M[c(p,(1:p-1)),2] 
 Dt<-sqrt(Dx^2+Dy^2) 
 t1<-cumsum(Dt) 
 t1m1<-c(0,t1[-p]) 
 T<-sum(Dt) 
 ak<-bk<-ck<-dk<-numeric(k) 
 for(i in 1:k){ 
  ak[i]<-(T/(2*pi^2*i^2))*sum((Dx/Dt)*(cos(2*i*pi*t1/T)-cos(2*pi*i*t1m1/T))) 
  bk[i]<-(T/(2*pi^2*i^2))*sum((Dx/Dt)*(sin(2*i*pi*t1/T)-sin(2*pi*i*t1m1/T))) 
  ck[i]<-(T/(2*pi^2*i^2))*sum((Dy/Dt)*(cos(2*i*pi*t1/T)-cos(2*pi*i*t1m1/T))) 
  dk[i]<-(T/(2*pi^2*i^2))*sum((Dy/Dt)*(sin(2*i*pi*t1/T)-sin(2*pi*i*t1m1/T))) 
 } 
 ao<-2*sum(M[,1]*Dt/T) 
 co<-2*sum(M[,2]*Dt/T) 
 list(ao=ao,co=co,ak=ak,bk=bk,ck=ck,dk=dk) 
} 
#normalised EFA function for orientation only 
NEF.rotate<-function(M,k,start=TRUE){ 
 ef<-EFA(M,k) 
 A1<-ef$ak[1] 
 B1<-ef$bk[1] 
 C1<-ef$ck[1] 
 D1<-ef$dk[1] 
 theta<-0.5*atan(2*(A1*B1+C1*D1)/(A1^2+C1^2-B1^2-D1^2))%%pi 
 Aa<-A1*cos(theta)+B1*sin(theta) 
 Cc<-C1*cos(theta)+D1*sin(theta) 
 psi<-atan(Cc/Aa) 
 size<-1 
 rotation<-matrix(c(cos(psi),-sin(psi),sin(psi),cos(psi)),2,2) 
 A<-B<-C<-D<-numeric(k) 
 if(start){theta<-0} 
 for(i in 1:k){ 
  mat<-
size*rotation%*%matrix(c(ef$ak[i],ef$ck[i],ef$bk[i],ef$dk[i]),2,2)%*%matrix(c(cos(i*the
ta),sin(i*theta),-sin(i*theta),cos(i*theta)),2,2) 
  A[i]<-mat[1,1] 
  B[i]<-mat[1,2] 
  C[i]<-mat[2,1] 
  D[i]<-mat[2,2] 
 } 
 list(A=A,B=B,C=C,D=D,theta=theta,psi=psi,ao=ef$ao,co=ef$co) 
} 
#normalised EFA function for size only 
NEF.size<-function(M,k,start=TRUE){ 
 ef<-EFA(M,k) 
 A1<-ef$ak[1] 
 B1<-ef$bk[1] 
 C1<-ef$ck[1] 
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 D1<-ef$dk[1] 
 theta<-0.5*atan(2*(A1*B1+C1*D1)/(A1^2+C1^2-B1^2-D1^2)) 
 Aa<-A1*cos(theta)+B1*sin(theta) 
 Cc<-C1*cos(theta)+D1*sin(theta) 
 scaled<-sqrt(Aa^2+Cc^2) 
 psi<-atan(Cc/Aa)%%pi 
 size<-(1/scaled) 
 A<-B<-C<-D<-numeric(k) 
 if(start){theta<-0} 
 for(i in 1:k){ 
  mat<-
size*matrix(c(ef$ak[i],ef$ck[i],ef$bk[i],ef$dk[i]),2,2)%*%matrix(c(cos(i*theta),sin(i*t
heta),-sin(i*theta),cos(i*theta)),2,2) 
  A[i]<-mat[1,1] 
  B[i]<-mat[1,2] 
  C[i]<-mat[2,1] 
  D[i]<-mat[2,2] 
 } 
 list(A=A,B=B,C=C,D=D,size=scaled,theta=theta,psi=psi,ao=ef$ao,co=ef$co) 
} 
#Get screen resolution for Windows 
lscr_width<-suppressWarnings(as.numeric(system("wmic path Win32_VideoController get 
CurrentHorizontalResolution",intern=TRUE))) 
lscr_height<-suppressWarnings(as.numeric(system("wmic path Win32_VideoController get 
CurrentVerticalResolution",intern=TRUE))) 
lscr_dpi<-suppressWarnings(as.numeric(system("wmic desktopmonitor get 
PixelsPerXLogicalInch",intern=TRUE))) 
scr_width<-lscr_width[which(lscr_width>0)[1]] 
scr_height<-lscr_height[which(lscr_height>0)[1]] 
scr_dpi<-lscr_dpi[which(lscr_dpi>0)[1]] 
#Set variables 
font_topline<-tkfont.create(family="Arial",size=12,weight="bold") 
font_body<-tkfont.create(family="Arial",size=10) 
plot_col<-"red" 
harm<-40 
n<-1000 
# 
##OUTLINE EXTRACTION FOR SKULL AND CRANIUM## 
fileName<-tclvalue(tkgetOpenFile(filetypes="{{JPEG Files} {.jpg .jpeg}} {{All files} 
*}"))) 
filePath<-gsub("(.*\\/)([^.]+)(\\.[[:alnum:]]+$)","\\1",fileName) 
skull_id<-gsub("(.*\\/)([^.]+)(\\.[[:alnum:]]+$)","\\2",fileName) 
setwd(filePath) 
skull<-readJPEG(fileName) 
skull<-pixmapGrey(skull,cellres=1) 
par(mai=rep(0,4)) 
plot(skull) 
skull_height<-nrow(getChannels(skull)) 
skull_width<-ncol(getChannels(skull)) 
# 
threshold<-tclVar(0.1) 
styloidWin<-tktoplevel() 
win_width<-360 
win_height<-170 
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win_x_start<-(scr_width/2)-(win_width/2) 
win_y_start<-(scr_height/2)-(win_height/2) 
size<-paste0(win_width,"x",win_height,"+",win_x_start,"+",win_y_start) 
tkwm.geometry(styloidWin,size) 
tkwm.title(styloidWin,"Image Options") 
t.entry<-tkentry(styloidWin,textvariable=threshold) 
styloidYes<-tkradiobutton(styloidWin) 
styloidNo<-tkradiobutton(styloidWin) 
styloidValue<-tclVar("yes") 
tkconfigure(styloidYes,variable=styloidValue,value="yes") 
tkconfigure(styloidNo,variable=styloidValue,value="no") 
# 
submit.but<-tkbutton(styloidWin,text="Submit",  
command=function(){ 
 threshold<-as.numeric(tclvalue(threshold)) 
 styloidVal<-as.character(tclvalue(styloidValue)) 
 tkdestroy(styloidWin) 
 if(styloidVal=="yes"){ 
  styloidButValue<-1 
  styloidButValue<-
assign("styloidButValue",styloidButValue,envir=.GlobalEnv) 
 } 
 if(styloidVal=="no"){ 
  styloidButValue<-0 
  styloidButValue<-
assign("styloidButValue",styloidButValue,envir=.GlobalEnv) 
 } 
}) 
quit.but<-tkbutton(styloidWin,text="Close Session",  
command=function(){ 
 tkdestroy(styloidWin) 
 q(save="no") 
}) 
# 
tkgrid(tklabel(styloidWin,text="Image Binarisation 
Threshold:"),t.entry,pady=10,padx=10) 
tkgrid(tklabel(styloidWin,text="Remove the styloid process?"),pady=10,padx=10) 
tkgrid(tklabel(styloidWin,text="Yes"),styloidYes) 
tkgrid(tklabel(styloidWin,text="No"),styloidNo) 
tkgrid(submit.but,quit.but,pady=10,padx=10) 
tkbind(styloidWin,"<Return>",submit) 
tkbind(styloidWin,"<Destroy>",function(){tkgrab.release(styloidWin)}) 
tkfocus(styloidWin) 
tkwait.window(styloidWin) 
threshold<-as.numeric(tclvalue(threshold)) 
# 
##Skull 
#tkmessageBox(message="Click on the following landmark:\n\nProsthion\nMedian point 
between the central incisors on the anterior most margin of the maxillary alveolar 
rim.\n\n\nBe sure to click on the outermost pixel of the skull for each landmark, not 
on the background.",icon="info",type="ok") 
L1<-locator(1)## Find the starting point for outline capture 
prosthion<-rbind(round(L1$x),round(L1$y));rownames(prosthion)<-c("x","y") 
points(L1,pch=20,col=plot_col,cex=1) 
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#tkmessageBox(message="Click on the following landmark:\n\nInfradentale\nMedian point 
at the superior tip of the septum between the mandibular central incisors.\n\nIf the 
bone has resorbed, use the cemento-enamel junction instead.\n\n\nBe sure to click on 
the outermost pixel of the skull for each landmark, not on the background.", icon = 
"info",type="ok") 
L2<-locator(1) 
infradentale<-rbind(round(L2$x),round(L2$y));rownames(infradentale)<-c("x","y") 
points(L2,pch=20,col=plot_col,cex=1) 
lines(x=c(L1$x,L2$x),y=c(L1$y,L2$y),lwd=0.5,col=plot_col) 
if(any(styloidButValue==1)){ 
 #tkmessageBox(message="Now select the following four landmarks:\n\n1) Junction 
between the anterior surface of the styloid process and cranial outline.\n\n2) Junction 
between posterior surface of styloid process and cranial outline.\n\n3-4) Points that 
encompass the styloid process in a polygon (continuing in a clockwise 
direction).",icon="info", type="ok") 
 L3<-locator(1) 
 ant_styloid<-rbind(round(L3$x),round(L3$y));rownames(ant_styloid)<-c("x","y") 
 ant_styloid<-assign("ant_styloid",ant_styloid,envir=.GlobalEnv) 
 points(L3,pch=20,col=plot_col,cex=1) 
 L4<-locator(1) 
 post_styloid<-rbind(round(L4$x),round(L4$y));rownames(post_styloid)<-c("x","y") 
 post_styloid<-assign("post_styloid",post_styloid,envir=.GlobalEnv) 
 points(L4,pch=20,col=plot_col,cex=1) 
 lines(x=c(L3$x,L4$x),y=c(L3$y,L4$y),lwd=0.5,col=plot_col) 
 L5<-locator(1) 
 styloid_3<-rbind(round(L5$x),round(L5$y));rownames(styloid_3)<-c("x","y") 
 styloid_3<-assign("styloid_3",styloid_3,envir=.GlobalEnv) 
 points(L5,pch=20,col=plot_col,cex=1) 
 lines(x=c(L4$x,L5$x),y=c(L4$y,L5$y),lwd=0.5,col=plot_col) 
 L6<-locator(1) 
 styloid_4<-rbind(round(L6$x),round(L6$y));rownames(styloid_4)<-c("x","y") 
 styloid_4<-assign("styloid_4",styloid_4,envir=.GlobalEnv) 
 points(L6,pch=20,col=plot_col,cex=1) 
 lines(x=c(L5$x,L6$x),y=c(L5$y,L6$y),lwd=0.5,col=plot_col) 
 lines(x=c(L3$x,L6$x),y=c(L3$y,L6$y),lwd=0.5,col=plot_col) 
}else{} 
#Delete teeth 
poly_coord_1a<-matrix(NA,4,2) 
poly_coord_1a[1,]<-c(M1[1,lmk1[1]],M1[2,lmk1[1]]) 
poly_coord_1a[2,]<-c(M1[1,lmk2[1]],M1[2,lmk2[1]]) 
poly_coord_1a[3,]<-c(0,M1[2,lmk2[1]]) 
poly_coord_1a[4,]<-c(0,M1[2,lmk2[1]]+(skull_height/32)) 
poly_coord_1b<-matrix(NA,4,2) 
poly_coord_1b[1,]<-c(M1[1,lmk1[1]],M1[2,lmk1[1]]) 
poly_coord_1b[2,]<-c(M1[1,lmk2[1]],M1[2,lmk2[1]]) 
poly_coord_1b[3,]<-c(M1[1,lmk1[1]]+(skull_width/14),M1[2,lmk2[1]]) 
poly_coord_1b[4,]<-c(M1[1,lmk2[1]]+(skull_width/14),M1[2,lmk2[1]]+(skull_height/32)) 
polygon(poly_coord_1a,col="white",border=NA) 
polygon(poly_coord_1b,col="black",border=NA) 
lines(x=c(closest_lmk_1_coord[1],closest_lmk_2_coord[1]),y=c(closest_lmk_1_coord[2],clo
sest_lmk_2_coord[2]),col="black") 
#Delete styloid process 
if(any(styloidButValue==1)){ 
 poly_coord_2<-matrix(NA,4,2) 
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 poly_coord_2[1,]<-c(M1[1,lmk3[1]],M1[2,lmk3[1]]) 
 poly_coord_2[2,]<-c(M1[1,lmk4[1]],M1[2,lmk4[1]]) 
 poly_coord_2[3,]<-c(styloid_3[1],styloid_3[2]) 
 poly_coord_2[4,]<-c(styloid_4[1],styloid_4[2]) 
 polygon(poly_coord_2,col="white",border=NA) 
 lines(x=c(closest_lmk_3_coord[1],closest_lmk_4_coord[1]),y=c(closest_lmk_3_coord[
2],closest_lmk_4_coord[2]),col="black") 
}else{} 
dev.off() 
# 
skull_2<-readJPEG(temp_image) 
skull_2<-pixmapGrey(skull_2,cellres=1) 
par(mai=rep(0,4)) 
plot(skull_2) 
Rc2<-Conte(c(round(L1$x),round(L1$y)),skull_2@grey) 
lines(Rc2$X,Rc2$Y,lwd=2,col=plot_col) 
arrows(0,Rc2$Y[1],Rc2$X[1],Rc2$Y[1],length=0.1) 
layout(matrix(c(1,2),1,2)) 
ldmx<-(Rc2$X[seq(1,length(Rc2$X),length=n)])[-1] 
ldmy<-(Rc2$Y[seq(1,length(Rc2$Y),length=n)])[-1] 
ldm_row<-rbind(ldmx,ldmy) 
rownames(ldm_row)<-c("x","y") 
coord.skull<-cbind(ldmx,ldmy) 
Sys.sleep(2) 
graphics.off() 
# 
##Cranium 
graphics.off() 
setwd(filePath) 
skull_3<-readJPEG(fileName) 
skull_3<-pixmapGrey(skull_3,cellres=1) 
dev.new(width=scr_width/scr_dpi,height=scr_height/scr_dpi) 
par(mai=rep(0,4)) 
plot(skull_3) 
points(L1,pch=20,col=plot_col,cex=1) 
#tkmessageBox(message="Click on the following landmark:\n\nMastoidale\nThe inferior 
most projecting point of the tip of the mastoid process.",icon="info",type="ok") 
L7<-locator(1) 
mastoidale<-rbind(round(L7$x),round(L7$y));rownames(mastoidale)<-c("x","y") 
points(L7,pch=20,col=plot_col,cex=1) 
lines(x=c(L1$x,L7$x),y=c(L1$y,L7$y),lwd=0.5,col=plot_col) 
Sys.sleep(1) 
# 
graphics.off() 
temp_image_2<-tempfile(fileext=".jpeg") 
jpeg(temp_image_2,width=skull_width,height=skull_height,quality=100,res=250) 
skull_3@grey[which(skull_3@grey>=threshold)]<-1 
skull_3@grey[which(skull_3@grey<threshold)]<-0 
skull_3@grey[which(skull_3@grey==1)]<-0.01 
skull_3@grey[which(skull_3@grey==0)]<-1 
par(mai=rep(0,4)) 
plot(skull_3) 
Rc3<-Conte(c(prosthion[1],prosthion[2]),skull_3@grey) 
M1<-rbind(Rc3$X,Rc3$Y);rownames(M1)<-c("x","y") 
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M2<-matrix(prosthion,2,length(Rc$X)) 
M3<-M1-M2 
M3<-rbind(M3,abs(M3[1,])+abs(M3[2,])) 
closest<-min(M3[3,]) 
lmk1<-which(M3[3,]==closest) 
closest_lmk_1<-as.numeric(lmk1[1]) 
closest_lmk_1_coord<-M1[,closest_lmk_1] 
#Delete image below two landmarks 
poly_coord_3<-matrix(NA,5,2) 
poly_coord_3[1,]<-c(M1[1,lmk1[1]],M1[2,lmk1[1]]) 
poly_coord_3[2,]<-c(mastoidale[1],mastoidale[2]) 
poly_coord_3[3,]<-c(mastoidale[1],0) 
poly_coord_3[4,]<-c(M1[1,lmk1[1]],0) 
poly_coord_3[5,]<-c(0,M1[2,lmk1[1]]+(skull_height/40)) 
polygon(poly_coord_3,col="white",border=NA) 
lines(x=c(closest_lmk_1_coord[1],mastoidale[1]),y=c(closest_lmk_1_coord[2],mastoidale[2
]),col="black",lwd=1.5) 
# 
dev.off() 
skull_4<-readJPEG(temp_image_2) 
skull_4<-pixmapGrey(skull_4,cellres=1) 
par(mai=rep(0,4)) 
plot(skull_4) 
Rc4<-Conte(c(round(L1$x),round(L1$y)),skull_4@grey) 
lines(Rc4$X,Rc4$Y,lwd=1.5,col=plot_col) 
arrows(0,Rc4$Y[1],Rc4$X[1],Rc4$Y[1],length=0.1) 
layout(matrix(c(1,2),1,2)) 
ldmx<-(Rc4$X[seq(1,length(Rc4$X),length=n)])[-1] 
ldmy<-(Rc4$Y[seq(1,length(Rc4$Y),length=n)])[-1] 
ldm_row<-rbind(ldmx,ldmy) 
rownames(ldm_row)<-c("x","y") 
coord.cran<-cbind(ldmx,ldmy) 
Sys.sleep(2) 
graphics.off() 
##ORIENTATION NORMALISATION USING PARTIAL PROCRUSTES ONCE ALL COORDS ARE SAVED - RUN 
FOR SKULL AND CRANIUM## 
groupabbrev<-
c("HTHBF","PBCBF","TACBF","WBDBF","HTHBM","PBCBM","TACBM","WBDBM","CBCJF","CBCJM"
,"KKCTF","KKCTM","HTHWF","PBCWF","TACWF","WBDWF","HTHWM","PBCWM","TACWM","WBDWM") 
# 
for(i in 1:length(groupabbrev)){ 
setwd(paste0("C:/Users/s4342843/Documents/PhD Studies/Study 2 - Sex and Ancestry 
Estimation/Skull Profiler/",groupabbrev[i],"/Outline Coordinates/Skull")) 
 file_names<-mixedsort(list.files()) 
 n_subjects<-length(file_names) 
 for(j in file_names){ 
  assign(j,read.csv(j,header=TRUE)) 
 } 
 all_coord<-array(NA,dim=c(999,2,n_subjects)) 
 for(k in 1:n_subjects){ 
  all_coord[,1,k]<-get(file_names[k])[,2] 
  all_coord[,2,k]<-get(file_names[k])[,3] 
 } 
 assign(paste0("all_coord",groupabbrev[i]),all_coord,envir=.GlobalEnv) 
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} 
# 
ALL_COORD <- 
abind(get(paste0("all_coord",groupabbrev[1])),get(paste0("all_coord",groupabbrev[
2])),get(paste0("all_coord",groupabbrev[3])),get(paste0("all_coord",groupabbrev[4
])),get(paste0("all_coord",groupabbrev[5])),get(paste0("all_coord",groupabbrev[6]
)),get(paste0("all_coord",groupabbrev[7])),get(paste0("all_coord",groupabbrev[8])
),get(paste0("all_coord",groupabbrev[9])),get(paste0("all_coord",groupabbrev[10])
),get(paste0("all_coord",groupabbrev[11])),get(paste0("all_coord",groupabbrev[12]
)),get(paste0("all_coord",groupabbrev[13])),get(paste0("all_coord",groupabbrev[14
])),get(paste0("all_coord",groupabbrev[15])),get(paste0("all_coord",groupabbrev[1
6])),get(paste0("all_coord",groupabbrev[17])),get(paste0("all_coord",groupabbrev[
18])),get(paste0("all_coord",groupabbrev[19])),get(paste0("all_coord",groupabbrev
[20])),along=3) 
ppa<-procGPA(ALL_COORD,scale=FALSE,pcaoutput=FALSE,distances=FALSE)# run partial 
Procrustes analysis 
# 
##EFA ON BOTH ORIENTATIONS FOR BOTH SKULL AND CRANIUM## 
M<-as.matrix(coord.skull);colnames(M)<-NULL 
#M<-as.matrix(coord.cran);colnames(M)<-NULL 
ef<-EFA(M=M,k=harm) 
ief<-iEFA(ef$ak,ef$bk,ef$ck,ef$dk,k=harm,n,ef$ao,ef$co) 
nef<-NEF.rotate(M,k=harm,start=TRUE) 
inef<-iEFA(nef$A,nef$B,nef$C,nef$D,k=harm,n,nef$ao,nef$co) 
nef2<-NEF.size(M,k=harm,start=TRUE) 
inef2<-iEFA(nef2$A,nef2$B,nef2$C,nef2$D,k=harm,n,nef2$ao,nef2$co) 
# 
plot(M,type="l",frame=FALSE,main=(paste0("Harmonic Visualisation for 
",skull_id)),col="white",axes=FALSE,xlab=NA,ylab=NA,asp=1) 
polygon(M,col="grey",border=NA) 
lines(ief$x,ief$y,type="l") 
# 
##POOLED COEFFICIENT DATAFRAME## 
FD<-harm*4 
coef<-data.frame(matrix(NA,1,FD)) 
# 
for(j in 1:harm){ 
 for(k in 1:4){ 
  coef[j]<-ef$ak[j] 
  coef[j+(harm*1)]<-ef$bk[j] 
  coef[j+(harm*2)]<-ef$ck[j] 
  coef[j+(harm*3)]<-ef$dk[j] 
 } 
} 
coef[161]<-ef$ao 
coef[162]<-ef$co 
# 
for(p in 1:4){ 
 num.reorder<-c(1,1+(harm*1),1+(harm*2),1+(harm*3)) 
} 
for(q in 1:(harm-1)){ 
 r<-rep(c(1:(harm-1)),each=4) 
 num.reorder.2<-c(num.reorder,r+num.reorder,161:162) 
} 
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# 
coef<-coef[num.reorder.2] 
# 
names_1<-rep(NA,FD) 
for(x in 1:harm){ 
 names_1[(x*4)-3]<-paste0(x,"A") 
 names_1[(x*4)-2]<-paste0(x,"B") 
 names_1[(x*4)-1]<-paste0(x,"C") 
 names_1[(x*4)-0]<-paste0(x,"D") 
} 
names_1<-c(names_1,"A0","C0") 
colnames(coef)<-names_1 
# 
num.reorder.3<-c(161,162,1:160) 
coef<-coef[,num.reorder.3] 
# 
##MULTIVARIATE NORMALITY TESTING AND OUTLIER DETECTION## 
setwd("C:/Users/s4342843/Documents/PhD Studies/Study 2 - Sex and Ancestry 
Estimation/Data Analysis/Pooled Coefficients") 
setwd("/Users/jodicaple/Documents/UQ/PhD Studies/Study 2/Data Analysis/Pooled 
Coefficients") 
 
pcoef<-read.csv("Pooled Skull Orig Coef.csv",header=TRUE) 
pcoef$Pooled_Group<-factor(pcoef$Pooled_Group) 
groupsizes<-data.frame(table(pcoef$Pooled_Group)) 
# 
for (i in 1:length(unique(pcoef$Pooled_Group))){ 
 nam1<-paste("Sub_",unique(pcoef$Pooled_Group)[i],sep="") 
 assign(nam1,subset(pcoef,Pooled_Group==unique(pcoef$Pooled_Group)[i]),envir=.Glob
alEnv) 
} 
#do for each subgroup 
mardiaTest(Sub_BF[,7:18],qqplot=TRUE) 
outlier(Sub_BF[,7:18]) 
# 
##PLOT MEAN OUTLINE FOR EACH GROUP## 
A1<-rep(NA,41) 
B1<-rep(NA,41) 
C1<-rep(NA,41) 
D1<-rep(NA,41) 
for (i in 1:41) { 
 A1[i]<-i*4-1 
 B1[i]<-i*4 
 C1[i]<-i*4+1 
 D1[i]<-i*4+2 
} 
# 
msubcoefBF<-apply(Sub_BF[,c(A1[2:41],B1[2:41],C1[2:41],D1[2:41])],2,mean) 
msubcoefBM<-apply(Sub_BM[,c(A1[2:41],B1[2:41],C1[2:41],D1[2:41])],2,mean) 
msubcoefJM<-apply(Sub_JM[,c(A1[2:41],B1[2:41],C1[2:41],D1[2:41])],2,mean) 
msubcoefTF<-apply(Sub_TF[,c(A1[2:41],B1[2:41],C1[2:41],D1[2:41])],2,mean) 
msubcoefTM<-apply(Sub_TM[,c(A1[2:41],B1[2:41],C1[2:41],D1[2:41])],2,mean) 
msubcoefWF<-apply(Sub_WF[,c(A1[2:41],B1[2:41],C1[2:41],D1[2:41])],2,mean) 
msubcoefWM<-apply(Sub_WM[,c(A1[2:41],B1[2:41],C1[2:41],D1[2:41])],2,mean) 
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# 
meanBF<-
iEFA(msubcoefBF[1:40],msubcoefBF[41:80],msubcoefBF[81:120],msubcoefBF[121:160],harm,n) 
meanBM<-
iEFA(msubcoefBM[1:40],msubcoefBM[41:80],msubcoefBM[81:120],msubcoefBM[121:160],harm,n) 
meanJM<-
iEFA(msubcoefJM[1:40],msubcoefJM[41:80],msubcoefJM[81:120],msubcoefJM[121:160],harm,n) 
meanTF<-
iEFA(msubcoefTF[1:40],msubcoefTF[41:80],msubcoefTF[81:120],msubcoefTF[121:160],harm,n) 
meanTM<-
iEFA(msubcoefTM[1:40],msubcoefTM[41:80],msubcoefTM[81:120],msubcoefTM[121:160],harm,n) 
meanWF<-
iEFA(msubcoefWF[1:40],msubcoefWF[41:80],msubcoefWF[81:120],msubcoefWF[121:160],harm,n) 
meanWM<-
iEFA(msubcoefWM[1:40],msubcoefWM[41:80],msubcoefWM[81:120],msubcoefWM[121:160],harm,n) 
# 
plotcol<-
c("darkorange2","red2","gold","limegreen","forestgreen","dodgerblue","mediumblue") 
plotlty<-c(2,1,1,2,1,2,1) 
grps<-c("BF","BM","JM","TF","TM","WF","WM") 
# 
plot(NA,type="l",col=plotcol[1],lty=0,asp=1,xlim=c(-500,500),ylim=c(-
500,500),bty="n",xaxt="n",yaxt="n",xlab=NA,ylab=NA) 
axis(side=1,at=c(-500,0,500),pos=-500,las=1) 
axis(side=2,at=c(-500,0,500),pos=-500,las=1) 
for(i in 1:length(grps)){ 
 lines(get(paste0("mean",grps[i])),col=plotcol[i],lty=plotlty[i],lwd=1.5) 
} 
legend("topright",legend=grps,col=plotcol,lty=plotlty,bty="n") 
# 
##REST OF THE CODE IN THIS APPENDIX IS RUN FOR SIZE RETAINED AND NORMALISED EFA 
COEFFICIENTS, FOR SKULL AND CRANIUM (FOR BOTH ORIENTATION METHODS)## 
##PCA## 
PCA<-prcomp(pcoef[7:166]) 
eigenval<-PCA$sdev^2 
#Kaiser-Guttman Stopping Rule (Jackson, 1993) 
eigenval<-PCA$sdev^2 
cutoff<-mean(eigenval) 
pc_incl<-length(which(eigenval>cutoff)) 
#Scree Plot 
plot(c(0,15),c(0,550),bty="n",type="n",xaxt="n",yaxt="n",xlab="Principal 
Components",ylab="Eigenvalues") 
axis(side=1,at=c(0.5,1:15,15.5),labels=c(NA,1:15,NA),pos=0) 
axis(side=2,at=c(0,275,550),labels=c(0,275,550),pos=0.5,las=2) 
lines(eigenval) 
points(eigenval,pch=1) 
points(1:pc_incl,eigenval[1:pc_incl],pch=16) 
abline(h=cutoff,lty=2) 
# 
PCnum<-tclVar("") 
pcincl<-tktoplevel() 
win_width<-320 
win_height<-170 
win_x_start<-(scr_width/2)-(win_width/2) 
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win_y_start<-(scr_height/2)-(win_height/2) 
size<-paste(win_width,"x",win_height,"+",win_x_start,"+",win_y_start) 
tkwm.geometry(pcincl,size) 
tkwm.title(pcincl,"Principal Components") 
pc.entry<-tkentry(pcincl,textvariable=PCnum) 
reset<-function(){ 
    tclvalue(PCnum)<-"" 
} 
reset.but<-tkbutton(pcincl,text="Reset",command=reset) 
submit<-function(){ 
    tkdestroy(pcincl) 
 graphics.off() 
 PCnum<-as.numeric(tclvalue(PCnum)) 
}   
submit.but<-tkbutton(pcincl,text="Submit",command=submit)      
quit.but<-tkbutton(pcincl,text="Close Session",  
    command=function(){ 
  q(save="no") 
  tkdestroy(pcincl) 
    } 
) 
tkgrid(tklabel(pcincl,text="Specify the number of Principal Components to 
include:"),columnspan=3,pady=10) 
tkgrid(tklabel(pcincl),pc.entry,pady=10,padx=10) 
tkgrid(tklabel(pcincl,text=paste0("Number of PCs above average Eigenvalue = 
",pc_incl)),columnspan=3,pady=10) 
tkgrid(submit.but,reset.but,quit.but,pady=10,padx=10) 
tkbind(pcincl,"<Return>",submit) 
tkbind(pcincl,"<Destroy>",function(){tkgrab.release(pcincl)}) 
tkfocus(pcincl) 
tkwait.window(pcincl) 
PCnum<-as.numeric(tclvalue(PCnum)) 
exclude<-PCnum+1 
col_num<-ncol(PCA$x) 
exclude<-exclude:col_num 
PCs<-as.data.frame(subset(PCA$x,select=-(exclude))) 
# 
PCs[[PCnum+1]]<-pcoef[,1] 
names(PCs)[PCnum+1]<-"ID" 
PCs[[PCnum+2]]<-pcoef[,2] 
names(PCs)[PCnum+2]<-"Pooled_Group" 
PCs[[PCnum+3]]<-pcoef[,3] 
names(PCs)[PCnum+3]<-"Ancestry" 
PCs[[PCnum+4]]<-pcoef[,4] 
names(PCs)[PCnum+4]<-"Sex" 
colreorder<-c(PCnum+1,PCnum+2,PCnum+3,PCnum+4,1:PCnum) 
PCs<-PCs[,colreorder] 
# 
##PC PLOTS## 
# 
A2<-rep(NA,41) 
B2<-rep(NA,41) 
C2<-rep(NA,41) 
D2<-rep(NA,41) 
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for (i in 1:41){ 
 A2[i]<-i*4-3 
 B2[i]<-i*4-2 
 C2[i]<-i*4-1 
 D2[i]<-i*4 
} 
meancoef<-apply(pcoef[,c(A1[2:41],B1[2:41],C1[2:41],D1[2:41])],2,mean) 
ev<-PCA$rotation 
for(i in 1:PCnum){ 
 meanx<-paste0("Mean",i) 
 sdpx<-paste0("SDp",i) 
 sdmx<-paste0("SDm",i) 
 assign(meanx,meancoef+mean(PCs[,4+i])*c(ev[A2[1:40],i],ev[B2[1:40],i],ev[C2[1:40]
,i],ev[D2[1:40],i])) 
 assign(sdpx,meancoef+(sd(PCs[,4+i])*c(ev[A2[1:40],i],ev[B2[1:40],i],ev[C2[1:40],i
],ev[D2[1:40],i])*2)) 
 assign(sdmx,meancoef+(sd(PCs[,4+i])*c(ev[A2[1:40],i],ev[B2[1:40],i],ev[C2[1:40],i
],ev[D2[1:40],i])*-2)) 
 assign(meanx,iEFA(get(meanx)[1:40],get(meanx)[41:80],get(meanx)[81:120],get(meanx
)[121:160],40,1000)) 
 assign(sdpx,iEFA(get(sdpx)[1:40],get(sdpx)[41:80],get(sdpx)[81:120],get(sdpx)[121
:160],40,1000)) 
 assign(sdmx,iEFA(get(sdmx)[1:40],get(sdmx)[41:80],get(sdmx)[81:120],get(sdmx)[121
:160],40,1000)) 
} 
for(i in c(1:PCnum)){ 
pdf(paste0("PC ",i,".pdf")) 
par(mai=c(0.5,0.1,0.5,0.1)) 
plot(get(paste("Mean",i,sep="")),type="l",col="grey60",asp=1,frame=F,ylim=c(-
450,450),axes=F,main=paste0("PC",i),xlab="",ylab="",lwd=2)# for original size 
#plot(get(paste("Mean",i,sep="")),type="l",col="grey60",asp=1,frame=F,xlim=c(-
1.25,1.25),ylim=c(-1,1),axes=F,main=paste0("PC",i),xlab="",ylab="",lwd=2)# for size 
normalised 
points(get(paste0("SDp",i)),type="l",asp=1,lwd=2,lty=5) 
points(get(paste0("SDm",i)),type="l",asp=1,lwd=2,lty=3) 
text(0,0,paste0(round((summary(PCA)$importance[2,i])*100)," %")) 
dev.off() 
} 
# 
for (i in 1:length(grps)){ 
 PCnam1<-subset(PCs,Pooled_Group==grps[i]) 
 PCgrp<-cbind(apply(PCnam1[,-4:-1],2,mean),apply(PCnam1[,-4:-1],2,sd)) 
 PCgrp<-cbind(PCgrp,qnorm(0.975)*PCgrp[,2]/sqrt(nrow(PCnam1))) 
 assign(paste0("PC",grps[i]),cbind(PCgrp,PCgrp[,1]-PCgrp[,3],PCgrp[,1]+PCgrp[,3])) 
} 
#done for each PC 
i<-1#for PC1 
grporder<-c("BF","WF","TF","JM","BM","WM","TM") 
PCmin<-min(PCBF[1,4],PCBM[1,4],PCJM[1,4],PCTF[1,4],PCTM[1,4],PCWF[1,4],PCWM[1,4]) 
PCmax<-max(PCBF[1,5],PCBM[1,5],PCJM[1,5],PCTF[1,5],PCTM[1,5],PCWF[1,5],PCWM[1,5]) 
plot(8,0,type="l",lty=0,xlim=c(0,8),ylim=c(round(PCmin-1),round(PCmax+1)),bty="n",xaxt 
= "n",yaxt="n",xlab=NA,ylab=paste0("PC",i)) 
axis(side=1,at=c(0,1,2,3,4,5,6,7,8),labels=c(NA,grporder,NA),pos=round(PCmin-1),las=1) 
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axis(side=2,at=c(round(PCmin-1),round(mean(c(PCmax+1,PCmin-
1))),round(PCmax+1)),pos=0,las=1) 
points(1,get(paste0("PC",grporder[1]))[1,1],pch=16,cex=1.1) 
arrows(1,get(paste0("PC",grporder[1]))[1,4],1,get(paste0("PC",grporder[1]))[1,5],length
=0.05,angle=90,code=3) 
points(2,get(paste0("PC",grporder[2]))[1,1],pch=16,cex=1.1) 
arrows(2,get(paste0("PC",grporder[2]))[1,4],2,get(paste0("PC",grporder[2]))[1,5],length
=0.05,angle=90,code=3) 
lines(c(1,2),c(get(paste0("PC",grporder[1]))[1,1],get(paste0("PC",grporder[2]))[1,1])) 
points(3,get(paste0("PC",grporder[3]))[1,1],pch=16,cex=1.1) 
arrows(3,get(paste0("PC",grporder[3]))[1,4],3,get(paste0("PC",grporder[3]))[1,5],length
=0.05,angle=90,code=3) 
lines(c(2,3),c(get(paste0("PC",grporder[2]))[1,1],get(paste0("PC",grporder[3]))[1,1])) 
points(4,get(paste0("PC",grporder[4]))[1,1],pch=16,cex=1.1) 
arrows(4,get(paste0("PC",grporder[4]))[1,4],4,get(paste0("PC",grporder[4]))[1,5],length
=0.05,angle=90,code=3) 
points(5,get(paste0("PC",grporder[5]))[1,1],pch=16,cex=1.1) 
arrows(5,get(paste0("PC",grporder[5]))[1,4],5,get(paste0("PC",grporder[5]))[1,5],length
=0.05,angle=90,code=3) 
lines(c(4,5),c(get(paste0("PC",grporder[4]))[1,1],get(paste0("PC",grporder[5]))[1,1])) 
points(6,get(paste0("PC",grporder[6]))[1,1],pch=16,cex=1.1) 
arrows(6,get(paste0("PC",grporder[6]))[1,4],6,get(paste0("PC",grporder[6]))[1,5],length
=0.05,angle=90,code=3) 
lines(c(5,6),c(get(paste0("PC",grporder[5]))[1,1],get(paste0("PC",grporder[6]))[1,1])) 
points(7,get(paste0("PC",grporder[7]))[1,1],pch=16,cex=1.1) 
arrows(7,get(paste0("PC",grporder[7]))[1,4],7,get(paste0("PC",grporder[7]))[1,5],length
=0.05,angle=90,code=3) 
lines(c(6,7),c(get(paste0("PC",grporder[6]))[1,1],get(paste0("PC",grporder[7]))[1,1])) 
# 
##VCVM## 
dof<-table(PCs$Pooled_Group)-1#degrees of freedom for the groups 
vcvm_all<-by(PCs[,-4:-1],PCs$Pooled_Group,var) 
vcvm_temp<-array(NA,c(PCnum,PCnum,length(unique(PCs$Pooled_Group)))) 
for(i in 1:length(vcvm_all)){ 
 vcvm_temp[,,i]<-as.matrix(as.data.frame(vcvm_all[i]))*dof[i] 
} 
rows<-dim(vcvm_temp)[1] 
cols<-dim(vcvm_temp)[2] 
vcvm<-data.frame(matrix(0,nrow=rows,ncol=cols)) 
for(i in seq(rows)){ 
 for(j in seq(cols)){ 
  vcvm[i,j]<-sum(vcvm_temp[i,j,])/sum(dof) 
 } 
} 
vcvm<-as.matrix(vcvm) 
# 
M<-do.call(rbind,by(PCs[,-4:-1],PCs$Pooled_Group,colMeans)) 
#Kullback test of homogeneity 
vcvm_hom<-Kullback(PCs[-4:-1],PCs$Pooled_Group) 
hom_p<-vcvm_hom$Kullback[,3] 
if(hom_p < 0.01){ 
 print(paste0("**** Significant difference was found between the Variance-
Covariance Matrices for the groups (p = ",round(hom_p,digits=3),") ****")) 
}else if(hom_p > 0.01){ 
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 print(paste0("NO significant difference was found between the Variance-Covariance 
Matrices for the groups (p = ",round(hom_p,digits=3),")")) 
}else{ 
 print("Error") 
} 
# 
##PC CORRELATION PLOT## 
setwd("C:/Users/s4342843/Documents/PhD Studies/Study 2 - Sex and Ancestry 
Estimation/Data Analysis/Comparable PC Number/Original Skull/PCA") 
pc_or<-read.csv("PCA_Skull_Orig.csv",header=TRUE) 
pc_or2<-pc_or[-4:-1] 
setwd("C:/Users/s4342843/Documents/PhD Studies/Study 2 - Sex and Ancestry 
Estimation/Data Analysis/Comparable PC Number/Size Normalised Skull/PCA") 
pc_norm<-read.csv("PCA_Skull_Norm.csv",header=TRUE) 
pc_norm2<-pc_norm[-4:-1] 
cortest<-cor(pc_or2,pc_norm2) 
corcol<- 
colorRampPalette(c(rgb(254,235,215,120,max=255),"white",rgb(0,134,159,150,max=255)))(10
) 
pdf("PC_corrplot.pdf") 
corrplot(cortest,tl.col="black",tl.srt=45,col=corcol) 
dev.off() 
# 
##LOG DETERMINANT VALUES## 
logs<-rep(NA,length(unique(PCs$Pooled_Group))) 
for(i in 1:length(unique(PCs$Pooled_Group))){ 
 nam1<-paste0("log",i) 
 assign(nam1,determinant(vcvm_temp[,,i],logarithm=TRUE)) 
 logs[i]<-get(nam1)$modulus 
} 
# 
##MANOVA## 
man<-manova(as.matrix(PCsIncl[,-4:-1])~PCsIncl$Ancestry*PCsIncl$Sex) 
wilks<-summary(man,test="Wilks")# Wilk's Lambda 
anovas<-summary.aov(man) 
# 
##MULTIVARIATE EFFECT SIZES## 
# 
pes.ancestry<-1-(wilks$stats[1,2]^(1/wilks$stats[1,1])) 
pes.sex<-1-(wilks$stats[2,2]^(1/wilks$stats[2,1])) 
pes.both<-1-(wilks$stats[3,2]^(1/wilks$stats[3,1])) 
# 
##PAIRWISE COMPARISONS## 
# 
manJMTM<-summary(manova(as.matrix(PCs[,-4:-1])~PCs$Pooled_Group,subset=PCs$Pooled_Group 
%in% c("JM","TM")),test="Wilks") 
manBMWM<-summary(manova(as.matrix(PCs[,-4:-1])~PCs$Pooled_Group,subset=PCs$Pooled_Group 
%in% c("BM","WM")),test="Wilks") 
manJMWM<-summary(manova(as.matrix(PCs[,-4:-1])~PCs$Pooled_Group,subset=PCs$Pooled_Group 
%in% c("JM","WM")),test="Wilks") 
manTMWM<-summary(manova(as.matrix(PCs[,-4:-1])~PCs$Pooled_Group,subset=PCs$Pooled_Group 
%in% c("TM","WM")),test="Wilks") 
manBFBM<-summary(manova(as.matrix(PCs[,-4:-1])~PCs$Pooled_Group,subset=PCs$Pooled_Group 
%in% c("BF","BM")),test="Wilks") 
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manTFTM<-summary(manova(as.matrix(PCs[,-4:-1])~PCs$Pooled_Group,subset=PCs$Pooled_Group 
%in% c("TF","TM")),test="Wilks") 
manWFWM<-summary(manova(as.matrix(PCs[,-4:-1])~PCs$Pooled_Group,subset=PCs$Pooled_Group 
%in% c("WF","WM")),test="Wilks") 
# 
pval<-c(2.2e-16,2.2e-16,2.2e-16,2.2e-16,2.2e-16,1.297e-08,2.2e-16) 
pvaladjust<-p.adjust(pval,"holm") 
# 
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Appendix E 
R code written for ancestry and sex estimation with validation testing for Chapter 10. 
 
setwd("C:/Users/s4342843/Documents/PhD Studies/Study 2 - Sex and Ancestry 
Estimation/Data Analysis/Comparable PC Number/Original Skull/PCA") 
PCs<-read.csv("PCA_Skull_Orig.csv",header=TRUE,na.strings="") 
# 
PCs<-subset(PCs,subset=Pooled_Group!="JM")#change group label as required 
PCs$Pooled_Group<-factor(PCs$Pooled_Group) 
groupsizes<-data.frame(table(PCs$Pooled_Group)) 
# 
##K-FOLD CV## 
remove(list=ls(pattern="Sub")) 
for (i in 1:length(unique(PCs$Pooled_Group))){ 
 nam1<-paste0("Sub_",i) 
 assign(nam1,subset(PCs,Pooled_Group==unique(PCs$Pooled_Group)[i]),envir=.GlobalEn
v) 
} 
# 
kfold.da<-function(x,ina,fraction=0.2,R=5){#x=data;ina=groups;fraction=partition 
fraction;R=number of runs 
 for(i in 1:length(unique(PCs$Pooled_Group))){ 
  nam2<-paste0("grps_",i) 
assign(nam2,cut(1:nrow(get(paste0("Sub_",i))),5,labels=FALSE)[sample(1:nro
w(get(paste0("Sub_",i))))]) 
 } 
 grps<-NA 
 for(i in 1:length(unique(PCs$Pooled_Group))){ 
  grps<-append(grps,get(paste0("grps_",i))) 
 } 
 grps<-grps[-1] 
 x<-as.matrix(PCs[,-4:-1]) 
 p=numeric(5);n=nrow(x) 
tab<-
array(NA,dim=c(length(unique(PCs$Pooled_Group)),length(unique(PCs$Pooled_Group)),
R)) 
 ina<-as.factor(PCs$Pooled_Group) 
 for(i in 1:5){ 
  omit<-which(grps==i) 
  assign(x=paste0("omit",i),omit,envir=.GlobalEnv) 
  id<-ina[-omit] 
  assign(x=paste0("id",i),id,envir=.GlobalEnv) 
  train<-x[-omit,];test<-x[omit,] 
  kdfa<-lda(train,id,prior=rep(1,length(unique(ina)))/length(unique(ina))) 
  assign(x=paste0("kdfa"),value=kdfa,envir=.GlobalEnv) 
  g<-predict(kdfa,test) 
  assign(x=paste0("g",i),value=g,envir=.GlobalEnv) 
  g_all<-predict(kdfa,x) 
  assign(x=paste0("g_all"),value=g_all,envir=.GlobalEnv) 
  tab[,,i]<-table(ina[omit],g$class) 
p[i]<-
round((sum(diag(table(ina[omit],g$class)))/length(omit))*100,digits=4) 
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 } 
 p<-assign("p",p,envir=.GlobalEnv) 
 per=mean(p) 
 s1=sd(p);s2=sqrt(abs(per*(1-per)/5)) 
 list(grps=grps,percentages=p,average=per,tab=tab,conservative=min(p),middle=media
n(p)) 
} 
# 
print(kRun<-kfold.da(x=PCs[,-4:-1],ina=PCs$Pooled_Group)) 
p 
print(selection<-which(p==median(p))) 
#Create objects to save out 
kRun_sizes<-rbind(table(id1),table(id2),table(id3),table(id4),table(id5)) 
kRun_sizes2<-rbind(groupsizes[,2]-table(id1),groupsizes[,2]-table(id2),groupsizes[,2]-
table(id3),groupsizes[,2]-table(id4),groupsizes[,2]-table(id5)) 
omitn<-max(length(omit1),length(omit2),length(omit3),length(omit4),length(omit5)) 
length(omit1)<-length(omit2)<-length(omit3)<-length(omit4)<-length(omit5)<-omitn 
kgroup_breakdown<-cbind(omit1,omit2,omit3,omit4,omit5) 
dfcoef<-
rbind(kdfa1$scaling,NA,kdfa2$scaling,NA,kdfa3$scaling,NA,kdfa4$scaling,NA,kdfa5$scaling
) 
dfscores<-rbind(g1$x,NA,g2$x,NA,g3$x,NA,g4$x,NA,g5$x) 
dfpredictall<-
rbind(cbind(as.character(g_all1$class),NA,g_all1$posterior,NA,g_all1$x),NA,cbind(as.cha
racter(g_all2$class),NA,g_all2$posterior,NA,g_all2$x),NA,cbind(as.character(g_all3$clas
s),NA,g_all3$posterior,NA,g_all3$x),NA,cbind(as.character(g_all4$class),NA,g_all4$poste
rior,NA,g_all4$x),NA,cbind(as.character(g_all5$class),NA,g_all5$posterior,NA,g_all5$x)) 
dfaccuracy<-
rbind(kRun$tab[,,1],NA,p[1],NA,kRun$tab[,,2],NA,p[2],NA,kRun$tab[,,3],NA,p[3],NA,kRun$t
ab[,,4],NA,p[4],NA,kRun$tab[,,5],NA,p[5],NA) 
colnames(dfaccuracy)<-unique(PCs$Pooled_Group) 
pred<-predict(get(paste0("kdfa",selection)),PCs[,-4:-1]) 
pred_all<-predict(get(paste0("kdfa",selection)),PCs[,-4:-1]) 
prop<-
round(get(paste0("kdfa",selection))$svd^2/sum(get(paste0("kdfa",selection))$svd^2),4) 
# 
##LDA PLOT FROM MEDIAN K-FOLD RUN## 
groupsizes_sub<-cbind(data.frame(table(PCs$Pooled_Group))) 
if(nrow(groupsizes_sub)==2){#Histogram for two-group comparisons 
 group1<-pred_all$x[pred_all$class==groupsizes_sub[1,1]] 
 group2<-pred_all$x[pred_all$class==groupsizes_sub[2,1]] 
hist(group1,xlim=c(min(c(group1,group2))-
0.5,max(c(group1,group2))+0.5),ylim=c(0,1),xlab="Discriminant Function 
1",col=rgb(254,235,215,120,max=255),breaks=10,freq=FALSE,main=NA,xaxt="n") 
axis(side=1,pos=0,at=seq(round(min(c(group1,group2))-
0.5,0),round(max(c(group1,group2))+0.5,0),1),labels=seq(round(min(c(group1,group2
))-0.5,0),round(max(c(group1,group2))+0.5,0),1)) 
 hist(group2,add=TRUE,col=rgb(0,134,159,150,max=255),breaks=10,freq=FALSE) 
 lines(density(group1,adjust=2),lwd=1) 
 lines(density(group2,adjust=2),lwd=1) 
legend(2.5,0.9,legend=groupsincl,fill=c(rgb(254,235,215,120,max=255),rgb(0,134,15
9,150,max=255)),bty="n") 
 Sys.sleep(2) 
 dev.off() 
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}else{#2D plot for >2 groups 
 df_x<-1 
 df_y<-2 
 ell<-array(NA,c(100,2,dim(groupsizes_sub)[1])) 
 centroid<-matrix(NA,dim(groupsizes_sub)[1],2) 
 CI<-0.9 
 # 
 for(i in 1:dim(groupsizes_sub)[1]){ 
  if(i==1){ 
ell[,,i]<-
ellipse(cor(pred_all$x[,df_x][1:groupsizes_sub[1,2]],pred_all$x[,df
_y][1:groupsizes_sub[1,2]]),scale=c(sd(pred_all$x[,df_x][1:groupsiz
es_sub[1,2]]),sd(pred_all$x[,df_y][1:groupsizes_sub[1,2]])),level=C
I,centre=c(mean(pred_all$x[,df_x][1:groupsizes_sub[1,2]]),mean(pred
_all$x[,df_y][1:groupsizes_sub[1,2]]))) 
centroid[i,]<-
c(mean(pred_all$x[,df_x][1:groupsizes_sub[1,2]]),mean(pred_all$x[,d
f_y][1:groupsizes_sub[1,2]])) 
  }else{ 
ell[,,i]<-ellipse(cor(pred_all$x[,df_x][sum(groupsizes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])],pred_all$x[,df_y][sum(groupsizes_
sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])]),scale=c(sd(pred_all$x[,df_x][sum
(groupsizes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])]),sd(pred_all$x[,df_y][sum(groupsi
zes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])])),level=CI,centre=c(mean(pred_all
$x[,df_x][sum(groupsizes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])]),mean(pred_all$x[,df_y][sum(group
sizes_sub[1:i-1,2]):sum(groupsizes_sub[1:i,2])]))) 
centroid[i,]<-c(mean(pred_all$x[,df_x][sum(groupsizes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])]),mean(pred_all$x[,df_y][sum(group
sizes_sub[1:i-1,2]):sum(groupsizes_sub[1:i,2])])) 
  } 
 } 
 plotpchall<-c(0,15,18,1,16,2,17) 
plotcolall<-
c("darkorange2","red2","gold","limegreen","forestgreen","dodgerblue","mediumblue"
) 
 plotpch<-plotcol<-c() 
 for(i in 1:dim(groupinfo)[1]){ 
  plotpch<-append(plotpch,plotpchall[i]) 
  plotcol<-append(plotcol,plotcolall[i]) 
 } 
 # 
plot(NA,xlim=c(min(c(ell[,1,],pred_all$x[,df_x]))-
0.25,max(c(ell[,1,],pred_all$x[,df_x]))+0.25),ylim=c(min(c(ell[,2,],pred_all$x[,d
f_y]))-
0.25,max(c(ell[,2,],pred_all$x[,df_y]))+0.25),xaxt="n",yaxt="n",xlab="",ylab="",c
ol=NA,bty="n") 
axis(side=1,at=c(min(c(ell[,1,],pred_all$x[,df_x]))-
0.25,round(min(c(ell[,1,],pred_all$x[,df_x])+0.75)),0,round(max(c(ell[,1,],pred_a
ll$x[,df_x]))-
0.75),max(c(ell[,1,],pred_all$x[,df_x]))+0.25),labels=c(NA,round(min(c(ell[,1,],p
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red_all$x[,df_x])+0.75)),0,round(max(c(ell[,1,],pred_all$x[,df_x]))-
0.75),NA),pos=min(c(ell[,2,],pred_all$x[,df_y]))-0.25,las=1) 
axis(side=2,at=c(min(c(ell[,2,],pred_all$x[,df_y]))-
0.25,round(min(c(ell[,2,],pred_all$x[,df_y])+0.75)),0,round(max(c(ell[,2,],pred_a
ll$x[,df_y]))-
0.75),max(c(ell[,2,],pred_all$x[,df_y]))+0.25),labels=c(NA,round(min(c(ell[,2,],p
red_all$x[,df_y])+0.75)),0,round(max(c(ell[,2,],pred_all$x[,df_y]))-
0.75),NA),pos=min(c(ell[,1,],pred_all$x[,df_x]))-0.25,las=1) 
title(xlab=paste0("Discriminant Function ",df_x,"   (",round(prop[df_x]*100)," % 
Variance)"),mgp=c(1,1,0)) 
title(ylab=paste0("Discriminant Function ",df_y,"   (",round(prop[df_y]*100)," % 
Variance)"),mgp=c(1,1,0)) 
 i<-1 
points(pred_all$x[1:groupsizes_sub[1,2],df_x],pred_all$x[1:groupsizes_sub[1,2],df
_y], pch = plotpch[i], cex=0.8, col = plotcol[i]) 
 lines(ell[,,1],type="l",col=plotcol[i]) 
 for(i in 2:nrow(groupsizes_sub)){ 
points(pred_all$x[sum(groupsizes_sub[1:i-
1,2]+1):sum(groupsizes_sub[1:i,2]),df_x],pred_all$x[sum(groupsizes_sub[1:i
-
1,2]+1):sum(groupsizes_sub[1:i,2]),df_y],pch=plotpch[i],cex=0.8,col=plotco
l[i],bg=plotcol[i]) 
  lines(ell[,,i],type="l",col=plotcol[i]) 
 } 
 for(i in 1:nrow(groupsizes_sub)){ 
shadowtext(centroid[i,1],centroid[i,2],levels(pred_all$class)[i],font=2,co
l="black",bg="white") 
 } 
text((min(c(ell[,1,],pred_all$x[,1]))-
0.25),(max(c(ell[,2,],pred_all$x[,2]))+0.4),paste0("Classification Accuracy: 
",round(p[selection])," %"),pos=4) 
 legend("topright",legend=groupsizes_sub[,1],col=plotcol,pch=plotpch) 
} 
#3D Plot 
df_x<-1 
df_y<-2 
df_z<-3 
centroid3d<-matrix(NA,dim(groupsizes_sub)[1],3) 
CI<-0.9 
for(i in 1:dim(groupsizes_sub)[1]){ 
 if(i==1){ 
cordat<-
cor(data.frame(DF1=pred_all$x[,1][1:groupsizes_sub[1,2]],DF2=pred_all$x[,2
][1:groupsizes_sub[1,2]],DF3=pred_all$x[,3][1:groupsizes_sub[1,2]])) 
scaledat<-
c(sd(pred_all$x[,1][1:groupsizes_sub[1,2]]),sd(pred_all$x[,2][1:groupsizes
_sub[1,2]]),sd(pred_all$x[,3][1:groupsizes_sub[1,2]])) 
cent<-
c(mean(pred_all$x[,1][1:groupsizes_sub[1,2]]),mean(pred_all$x[,2][1:groups
izes_sub[1,2]]),mean(pred_all$x[,3][1:groupsizes_sub[1,2]])) 
  ell3dnam<-paste0("Ell3d_",groupsizes_sub[1,1]) 
assign(ell3dnam,ellipse3d(cordat,scale=scaledat,level=CI,centre=cent),envi
r=.GlobalEnv) 
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centroid3d[1,]<-
c(mean(pred_all$x[,1][1:groupsizes_sub[1,2]]),mean(pred_all$x[,2][1:groups
izes_sub[1,2]]),mean(pred_all$x[,3][1:groupsizes_sub[1,2]])) 
 }else{ 
cordat<-cor(data.frame(DF1=pred_all$x[,1][sum(groupsizes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])],DF2=pred_all$x[,2][sum(groupsizes_sub[1:
i-
1,2]):sum(groupsizes_sub[1:i,2])],DF3=pred_all$x[,3][sum(groupsizes_sub[1:
i-1,2]):sum(groupsizes_sub[1:i,2])])) 
scaledat<-c(sd(pred_all$x[,1][sum(groupsizes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])]),sd(pred_all$x[,2][sum(groupsizes_sub[1:
i-
1,2]):sum(groupsizes_sub[1:i,2])]),sd(pred_all$x[,3][sum(groupsizes_sub[1:
i-1,2]):sum(groupsizes_sub[1:i,2])])) 
cent<-c(mean(pred_all$x[,1][sum(groupsizes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])]),mean(pred_all$x[,2][sum(groupsizes_sub[
1:i-
1,2]):sum(groupsizes_sub[1:i,2])]),mean(pred_all$x[,3][sum(groupsizes_sub[
1:i-1,2]):sum(groupsizes_sub[1:i,2])])) 
  ell3dnam<-paste0("Ell3d_",groupsizes_sub[i,1]) 
assign(ell3dnam,ellipse3d(cordat,scale=scaledat,level=CI,centre=cent),envi
r=.GlobalEnv) 
centroid3d[i,]<-c(mean(pred_all$x[,1][sum(groupsizes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])]),mean(pred_all$x[,2][sum(groupsizes_sub[
1:i-
1,2]):sum(groupsizes_sub[1:i,2])]),mean(pred_all$x[,3][sum(groupsizes_sub[
1:i-1,2]):sum(groupsizes_sub[1:i,2])])) 
 } 
} 
ellcoordx<-ellcoordy<-ellcoordz<-c() 
for(i in 1:dim(groupsizes_sub)[1]){ 
 ellcoordx<<-append(ellcoordx,get(paste0("Ell3d_",groupsizes_sub[i,1]))$vb[1,]) 
 ellcoordy<<-append(ellcoordy,get(paste0("Ell3d_",groupsizes_sub[i,1]))$vb[2,]) 
 ellcoordz<<-append(ellcoordz,get(paste0("Ell3d_",groupsizes_sub[i,1]))$vb[3,]) 
} 
plot3d(NA,xlim=c(min(ellcoordx)-0.5,max(ellcoordx)+0.5),ylim=c(min(ellcoordy)-
0.5,max(ellcoordy)+0.5),zlim=c(min(ellcoordz)-
0.5,max(ellcoordz)+0.5),xlab=paste0("Discriminant Function ",df_x,"   
(",round(prop[1]*100)," % Variance)"),ylab=paste0("Discriminant Function 2 ",df_y,"   
(",round(prop[2]*100)," % Variance)"),zlab=paste0("Discriminant Function ",df_z,"   
(",round(prop[3]*100)," % Variance)"),col=NA) 
i<-1 
points3d(pred_all$x[1:groupsizes_sub[1,2],df_x],pred_all$x[1:groupsizes_sub[1,2],df_y],
pred_all$x[1:groupsizes_sub[1,2],df_z],pch=plotpch[i],size=5,color=plotcol[i]) 
shade3d(get(paste0("Ell3d_",groupsizes_sub[1,1])),color=plotcol[i],alpha = 
0.05,lit=FALSE) 
for (i in 2:nrow(groupsizes_sub)){ 
points3d(pred_all$x[sum(groupsizes_sub[1:i-
1,2]+1):sum(groupsizes_sub[1:i,2]),df_x],pred_all$x[sum(groupsizes_sub[1:i-
1,2]+1):sum(groupsizes_sub[1:i,2]),df_y],pred_all$x[sum(groupsizes_sub[1:i-
1,2]+1):sum(groupsizes_sub[1:i,2]),df_z],pch=plotpch[i],size=5,color=plotcol[i]) 
shade3d(get(paste0("Ell3d_",groupsizes_sub[i,1])),color=plotcol[i],alpha = 
0.05,lit=FALSE) 
} 
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for(i in 1:nrow(groupsizes_sub)){ 
 text3d(centroid3d[i,1],centroid3d[i,2],centroid3d[i,3],levels(pred_all$class)[i],
font=2) 
} 
# 
####OUT-OF-GROUP VALIDATION#### 
##SELECT WHICH GROUPS TO INCLUDE## 
grName<-c("BF","BM","JM","TF","TM","WF","WM") 
aName<-c("B","J","T","W") 
sName<-c("F","M") 
grAll<-pcoef$Pooled_Group 
aAll<-pcoef$Ancestry 
sAll<-pcoef$Sex 
for(i in 1:length(grName)){ 
 grAll<-as.factor(sub(unique(grAll)[i],grName[i],grAll,fixed=TRUE)) 
} 
for(i in 1:length(aName)){ 
 aAll<-as.factor(sub(unique(aAll)[i],aName[i],aAll,fixed=TRUE)) 
} 
for(i in 1:length(sName)){ 
 sAll<-as.factor(sub(unique(sAll)[i],sName[i],sAll,fixed=TRUE)) 
} 
# 
suppressWin<-tclServiceMode(FALSE) 
groupsWin<-tktoplevel() 
win_width<-280 
win_height<-286 
win_x_start<-(scr_width/2)-(win_width/2) 
win_y_start<-(scr_height/2)-(win_height/2) 
size<-paste0(win_width,"x",win_height,"+",win_x_start,"+",win_y_start) 
tkwm.geometry(groupsWin,size) 
tkwm.title(groupsWin,"SkullProfiler") 
BF_Val<-tclVar("1") 
BF_but<-ttkcheckbutton(groupsWin,text="Black Female",variable=BF_Val) 
BM_Val<-tclVar("1") 
BM_but<-ttkcheckbutton(groupsWin,text="Black Male",variable=BM_Val) 
JM_Val<-tclVar("1") 
JM_but<-ttkcheckbutton(groupsWin,text="Japanese Male",variable=JM_Val) 
TF_Val<-tclVar("1") 
TF_but<-ttkcheckbutton(groupsWin,text="Thai Female",variable=TF_Val) 
TM_Val<-tclVar("1") 
TM_but<-ttkcheckbutton(groupsWin,text="Thai Male",variable=TM_Val) 
WF_Val<-tclVar("1") 
WF_but<-ttkcheckbutton(groupsWin,text="White Female",variable=WF_Val) 
WM_Val<-tclVar("1") 
WM_but<-ttkcheckbutton(groupsWin,text="White Male",variable=WM_Val) 
# 
allf<-function(){ 
 tclvalue(BF_Val)<<-tclvalue(BM_Val)<<-tclvalue(JM_Val)<<-tclvalue(TF_Val)<<-
tclvalue(TM_Val)<<-tclvalue(WF_Val)<<-tclvalue(WM_Val)<<-"1" 
} 
all_but<-ttkbutton(groupsWin,text="Select all",command=allf) 
# 
nonef<-function(){ 
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 tclvalue(BF_Val)<<-tclvalue(BM_Val)<<-tclvalue(JM_Val)<<-tclvalue(TF_Val)<<-
tclvalue(TM_Val)<<-tclvalue(WF_Val)<<-tclvalue(WM_Val)<<-"0" 
} 
none_but<-ttkbutton(groupsWin,text="Deselect all",command=nonef) 
# 
allfemalef<-function(){ 
 tclvalue(BF_Val)<<-tclvalue(TF_Val)<<-tclvalue(WF_Val)<<-"1" 
 tclvalue(BM_Val)<<-tclvalue(JM_Val)<<-tclvalue(TM_Val)<<-tclvalue(WM_Val)<<-"0" 
} 
allf_but<-ttkbutton(groupsWin,text="Female Only",command=allfemalef) 
# 
allmalef<-function(){ 
 tclvalue(BF_Val)<<-tclvalue(TF_Val)<<-tclvalue(WF_Val)<<-"0" 
 tclvalue(BM_Val)<<-tclvalue(JM_Val)<<-tclvalue(TM_Val)<<-tclvalue(WM_Val)<<-"1" 
} 
allm_but<-ttkbutton(groupsWin,text="Male Only",command=allmalef) 
# 
groupsincl<-c() 
submit<-function(){ 
 tkdestroy(groupsWin) 
 for(i in 1:length(grName)){ 
  if(as.numeric(tclvalue(get(paste0(grName[i],"_Val"))))==1){ 
   groupsincl<<-append(groupsincl,grName[i]) # keep in lda 
  }else{ 
  } 
 } 
} 
submit.but<-ttkbutton(groupsWin,text="Submit",command=submit) 
# 
quit.but<-ttkbutton(groupsWin,text="Close Session",  
command=function(){ 
 tkdestroy(groupsWin) 
 q(save="no") 
}) 
# 
tkgrid(ttklabel(groupsWin,text="Select which groups to include in 
analysis:",font=font_emphasis),pady=20,padx=20,columnspan=2) 
tkgrid(BF_but,all_but,sticky="w",padx=20) 
tkgrid(BM_but,none_but,sticky="w",padx=20) 
tkgrid(JM_but,allf_but,sticky="w",padx=20) 
tkgrid(TF_but,allm_but,sticky="w",padx=20) 
tkgrid(TM_but,sticky="w",padx=20) 
tkgrid(WF_but,sticky="w",padx=20) 
tkgrid(WM_but,sticky="w",padx=20) 
tkgrid(submit.but,quit.but,pady=20,padx=20) 
tkbind(groupsWin,"<Return>",submit) 
tkbind(groupsWin,"<Destroy>",function(){tkgrab.release(groupsWin)}) 
tclServiceMode(suppressWin) 
tkfocus(groupsWin) 
tkwait.window(groupsWin) 
## 
for(i in length(grName):2){ 
 combo<-combn(grName,i) 
 for(j in 1:ncol(combo)){ 
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  assign(paste0("combo_",i,"_",j),combo[,j]) 
 } 
} 
# 
for(i in 1:length(grName)){ 
 if(any(groupsincl==grName[i])){ 
 }else{ 
  PCs<-PCs[which(grAll!=grName[i]),] 
  grAll<-factor(grAll[which(grAll!=grName[i])]) 
  aAll<-factor(aAll[which(grAll!=grName[i])]) 
  sAll<-factor(sAll[which(grAll!=grName[i])]) 
 } 
} 
# 
if(identical(groupsincl,combo_7_1)){ 
subsetnum<<-
c(14,15,17,20,22,36,38,42,43,44,46,50,57,58,60,66,83,86,97,99,100,101,105,106,111
,113,115,130,133,139,143,146,150,154,157,164,175,186,188,191,198,209,212,221,224,
227,228,233,238,239,248,252,266,269,270,275,278,281,284,293,295,312,317,318,319,3
25,327,332,333,334,355,357,361,362,363,370,372,386,389,405,410,411,413,418,421,42
5,430,432,434,436,439,440,443,446,452,466,469,477,487,489,492,497,498,505,515,517
,524,531,536,540,542,547,557,561,562,567,572) 
}else if(identical(groupsincl,combo_4_10)){ 
subsetnum<<-
c(2,4,18,19,25,26,28,33,41,49,50,58,60,67,71,73,87,90,97,101,118,120,125,128,130,
134,136,142,144,153,154,155,158,160,165,173,174,185,197,199,208,210,213,218,220,2
27,233,242,245,247,252,257,266,276,278,288,290,303,311,314,322,325,328,336,339,34
0,347,351,352,358,359,364,370,374,376,386,388,395,396,399,417,418,422) 
}else if(identical(groupsincl,combo_4_25)){ 
subsetnum<<-
c(3,5,7,10,12,23,26,31,34,53,54,57,58,60,68,75,81,84,89,105,108,109,121,125,130,1
34,148,151,153,154,156,158,161,163,169,170,185,187,188,191,197,198,199,209,218,22
8,229,230,231,234,244,245,247,248,253,259,270,275,278,288,294,295,297,298,306,309
,322,327,333,334,336) 
}else if(identical(groupsincl,combo_2_1)){ 
subsetnum<<-
c(14,18,20,23,26,27,29,36,41,44,46,48,56,62,70,77,79,94,98,103,113,117,119,122,12
4,129,140,144,148,150,155,158,159,161,167,168,171,190) 
}else if(identical(groupsincl,combo_2_21)){ 
subsetnum<-
c(8,17,30,33,35,43,53,55,57,61,64,70,73,79,82,87,88,93,94,99,105,109,112,118,120,
127,128,133,134,136,140,141,160,177,178,184,188,191,192,201,203,208,219,223,225,2
28) 
} 
# 
PCsub<-PCs[-subsetnum,]#k-foldsubsettedPCs 
idtrain<-PCs$ID[-subsetnum] 
grtrain<-as.factor(PCs$Pooled_Group)[-subsetnum] 
PCA2<-PCA 
PCA2$x<-PCsub[,-4:-1] 
#predict PC scores of external sample based on EFA coefficients (sample_coef = single 
row data matrix of EFA A0, C0, and 160 coefficients) 
unknownPC<-predict(PCA2,newdata=sample_coef[-2:-1])[1:PCnum] 
# 
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dfa<-lda(PCA2$x,grtrain,prior=rep(1,length(groupsincl))/length(groupsincl)) 
pred<-predict(dfa,PCA2$x) 
unknown_pred<-predict(dfa,new=unknownPC) 
prop<-round(dfa$svd^2/sum(dfa$svd^2),4) 
#New VCVM 
dof<-table(grtrain)-1 
vcvm_all<-by(PCA2$x,grtrain,var) 
vcvm_temp<-array(NA,c(PCnum,PCnum,length(unique(grtrain)))) 
for(i in 1:length(vcvm_all)){ 
 vcvm_temp[,,i]<-as.matrix(as.data.frame(vcvm_all[i]))*dof[i] 
} 
rows<-dim(vcvm_temp)[1] 
cols<-dim(vcvm_temp)[2] 
vcvm<-data.frame(matrix(0,nrow=rows,ncol=cols)) 
for(i in seq(rows)){ 
 for(j in seq(cols)){ 
  vcvm[i,j]<-sum(vcvm_temp[i,j,])/sum(dof) 
 } 
} 
vcvm<-as.matrix(vcvm) 
# 
M<-do.call(rbind,by(PCA2$x,grtrain,colMeans))#group means for each PC 
# 
##MAHALANOBIS DISTANCES## 
#Distances between group centroids 
m2dist<-function(dataset,label,meanPC,vcvm){ 
 r<-ncol(dataset) 
 g<-length(unique(label)) 
 N<-nrow(dataset) 
 md<-c()#generalised mahalahobis distances 
 m2d<-c()#mahalanobis squared distances 
 m2dp<-c()#with asterisks for p<0.05 
 m2d.F<-c()#F-distribution values based on cm2d values 
 m2d.p<-c()#p-values from F-test based on cm2d values 
cm2d<-c()#corrected mahalanobis squared distances (based on Nikita Eqn 5.1.10 
from Sjøvold 1975) 
 cm2dp<-c()#with asterisks for p<0.05 
 DFd<-N-g-r+1#denominator degrees of freedom for F-test 
 cm2d.F<-c()#F-distribution values based on cm2d values 
 cm2d.p<-c()#p-values from F-test based on cm2d values 
 distances<-matrix(0,g,g)#table of m2d and cm2d 
 groupsizes<-data.frame(table(label)) 
 combos<-combn(unique(label),2) 
 for(i in 1:ncol(combos)){ 
  n1<-groupsizes[combos[1,i],2] 
  n2<-groupsizes[combos[2,i],2] 
md[i]<-
sqrt(diff(meanPC[c(combos[1,i],combos[2,i]),])%*%solve(vcvm)%*%t(diff(mean
PC[c(combos[1,i],combos[2,i]),]))) 
  m2d[i]<-md[i]^2 
cm2d[i]<-
diff(meanPC[c(combos[1,i],combos[2,i]),])%*%solve(vcvm)%*%t(diff(meanPC[c(
combos[1,i],combos[2,i]),]))*((N-g-r-1)/(N-g))-(((n1+n2)/(n1*n2))*r) 
  if(cm2d[i]<0){ 
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   cm2d[i]<-0 
  }else{ 
  } 
  m2d.F[i]<-((DFd)*(n1*n2*m2d[i]))/((N-g)*r*(n1+n2)) 
  m2d.p[i]<-pf(q=m2d.F[i],df1=r,df2=DFd,lower.tail=FALSE) 
  m2d.ph<-p.adjust(m2d.p,method="holm") # Holm-corrected p-values 
  cm2d.F[i]<-((DFd)*(n1*n2*cm2d[i]))/((N-g)*r*(n1+n2)) 
  cm2d.p[i]<-pf(q=cm2d.F[i],df1=r,df2=DFd,lower.tail=FALSE) 
  cm2d.ph<-p.adjust(cm2d.p,method="holm") # Holm-corrected p-values 
 } 
 for(i in 1:ncol(combos)){ 
  if(m2d.ph[i]<0.05){ 
   m2dp[i]<-paste0(round(m2d[i],digits=2),"*") 
  }else{ 
  } 
  if(cm2d.ph[i]<0.05){ 
   cm2dp[i]<-paste0(round(cm2d[i],digits=2),"*") 
  }else{ 
  } 
  distances[combos[2,i],combos[1,i]]<-m2dp[i] 
  distances[combos[1,i],combos[2,i]]<-cm2dp[i] 
 } 
list(generalised.dist=md,sq.dist=m2d,unbiased.sq.dist=cm2d,cm2d.F.value=cm2d.F,cm
2d.p.value=cm2d.p,cm2d.p.holm=cm2d.ph,dist.table=distances) 
} 
m_dists<-m2dist(dataset=PCA2$x,label=grtrain,meanPC=meanPC,vcvm=vcvm) 
mtab<-cbind(groupsincl,m_dists$dist.table) 
colnames(mtab)<-c("Groups",groupsincl) 
mtab[mtab=="0"]<-"-" 
#Calculate Mahalanobis distance between unknown and each group centroid 
M2D<-rep(NA,length(unique(grtrain))) 
for(i in 1:length(unique(grtrain))){ 
 M2D[i]<-mahalanobis(unknownPC,as.numeric(meanPC[i,]),vcvm) 
} 
# 
##POSTERIOR PROBABILITY## 
# 
post.P<-round(unknown_pred$posterior,digits=5) 
print(paste0("Classified into: ",colnames(post.P)[which(post.P==max(post.P))])) 
# 
##TYPICALITY PROBABILITY## 
# 
typ.P<-
round(typprobClass(unknownPC,PCA2$x,group=grtrain,method="chisquare")$probs,digits=5) 
# 
##OUTPUT## 
# 
output<-data.frame(cbind(as.vector(round(M2D,2)),as.vector(post.P),as.vector(typ.P))) 
output<-cbind(unique(grtrain),output) 
colnames(output)<-c("Groups","Distances","Post P","Typ P") 
output<-output[order(output$Distances),] 
# 
##LDA PLOT FOR UNKNOWN## 
#Same as before but with the following changes/additions: 
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groupsizes_sub<-data.frame(table(grtrain)) 
#substitute "pred_all" for "pred" 
shadowtext(unknown_pred$x[df_x],unknown_pred$x[df_y],"X",font=2,col="black",bg="white",
r=0.15)#plot unknown on existing 2D LDA plot 
points3d(unknown_pred$x[1],unknown_pred$x[2],unknown_pred$x[3],size=10,color="black")#p
lot unknown on existing 3D LDA plot 
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Appendix F 
This appendix contains an extended version of the classification results for the out-of-group 
validation test using the nine identified active cases from the DPAA Laboratory (see Chapter 10). 
Results within each group analysis are listed in order of increasing Mahalanobis square distances, 
with the top result being the classification, and the bold result being the correct group. 
 
 
 
 
Sample #01: 
 Group Mahalanobis2 
Distance 
Posterior 
Probability 
Typicality 
Probability 
Skull – All 
Seven 
Groups 
WM 7.69 0.689 0.809 
WF 9.28 0.311 0.678 
JM 22.36 <0.001 0.034 
BM 23.54 <0.001 0.023 
TM 27.09 <0.001 0.008 
BF 28.76 <0.001 0.004 
TF 31.87 <0.001 0.001 
Skull – Four 
Male Groups 
WM 7.60 0.997 0.816 
JM 20.28 0.002 0.062 
BM 20.70 0.001 0.055 
TM 25.45 <0.001 0.013 
Cranium – 
All Seven 
Groups 
WM 10.58 0.684 0.391 
WF 12.14 0.315 0.276 
JM 23.58 0.001 0.009 
BM 26.42 <0.001 0.003 
TM 29.17 <0.001 0.001 
BF 31.55 <0.001 <0.001 
TF 35.25 <0.001 <0.001 
Cranium – 
Four Male 
Groups 
WM 9.01 0.996 0.531 
JM 20.97 0.003 0.021 
BM 22.99 0.001 0.011 
TM 25.04 <0.001 0.005 
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Sample #02: 
 Group Mahalanobis2 
Distance 
Posterior 
Probability 
Typicality 
Probability 
Skull – All 
Seven 
Groups 
WM 13.04 0.888 0.366 
JM 18.12 0.070 0.112 
TM 20.45 0.022 0.059 
WF 21.44 0.013 0.044 
BM 22.87 0.007 0.029 
BF 29.77 <0.001 0.003 
TF 32.55 <0.001 0.001 
Skull – Four 
Male Groups 
WM 11.49 0.910 0.488 
JM 16.66 0.068 0.163 
BM 19.95 0.013 0.068 
TM 20.72 0.009 0.055 
Cranium – 
All Seven 
Groups 
WM 11.92 0.969 0.290 
WF 19.54 0.022 0.034 
JM 21.95 0.006 0.015 
TM 24.40 0.002 0.007 
BM 26.33 0.001 0.003 
BF 33.05 <0.001 <0.001 
TF 35.64 <0.001 <0.001 
Cranium – 
Four Male 
Groups 
WM 11.61 0.980 0.312 
JM 20.22 0.013 0.027 
BM 22.56 0.004 0.013 
TM 23.12 0.003 0.010 
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Sample #03: 
 Group Mahalanobis2 
Distance 
Posterior 
Probability 
Typicality 
Probability 
Skull – All 
Seven 
Groups 
WM 27.80 0.828 0.006 
BM 31.31 0.143 0.002 
WF 34.60 0.028 0.001 
BF 41.72 0.001 <0.001 
JM 43.32 <0.001 <0.001 
TM 51.53 <0.001 <0.001 
TF 58.56 <0.001 <0.001 
Skull – Four 
Male Groups 
WM 21.76 0.935 0.040 
BM 27.11 0.064 0.007 
JM 38.30 <0.001 <0.001 
TM 45.07 <0.001 <0.001 
Cranium – 
All Seven 
Groups 
WM 8.17 0.413 0.612 
WF 8.27 0.395 0.603 
BM 10.39 0.136 0.407 
BF 13.52 0.029 0.196 
JM 13.76 0.025 0.184 
TM 20.02 0.001 0.029 
TF 23.34 <0.001 0.010 
Cranium – 
Four Male 
Groups 
WM 6.76 0.731 0.748 
BM 9.36 0.199 0.498 
JM 11.65 0.063 0.309 
TM 16.29 0.006 0.092 
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Sample #04: 
 Group Mahalanobis2 
Distance 
Posterior 
Probability 
Typicality 
Probability 
Skull – All 
Seven 
Groups 
WF 13.98 0.925 0.302 
WM 19.09 0.072 0.086 
JM 27.15 0.001 0.007 
BM 27.25 0.001 0.007 
BF 28.69 0.001 0.004 
TM 32.55 <0.001 0.001 
TF 37.68 <0.001 <0.001 
Skull – Four 
Male Groups 
WM 21.46 0.929 0.044 
BM 27.61 0.043 0.006 
JM 28.68 0.025 0.004 
TM 33.10 0.003 0.001 
Cranium – 
All Seven 
Groups 
WM 5.59 0.700 0.848 
WF 7.57 0.261 0.671 
BM 12.86 0.019 0.232 
JM 13.32 0.015 0.206 
TM 16.25 0.003 0.093 
BF 17.18 0.002 0.070 
TF 23.13 <0.001 0.010 
Cranium – 
Four Male 
Groups 
WM 4.56 0.917 0.919 
BM 10.80 0.041 0.373 
JM 11.13 0.034 0.347 
TM 13.96 0.008 0.175 
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Sample #05: 
 Group Mahalanobis2 
Distance 
Posterior 
Probability 
Typicality 
Probability 
Skull – All 
Seven 
Groups 
WM 6.64 0.782 0.880 
TM 9.86 0.157 0.628 
WF 13.44 0.026 0.338 
BM 13.68 0.023 0.321 
JM 16.37 0.006 0.175 
TF 16.77 0.005 0.159 
BF 20.49 0.001 0.058 
Skull – Four 
Male Groups 
WM 6.28 0.738 0.902 
TM 8.85 0.204 0.716 
BM 11.90 0.044 0.454 
JM 14.19 0.014 0.289 
Cranium – 
All Seven 
Groups 
WM 6.19 0.336 0.799 
JM 6.99 0.225 0.726 
WF 7.37 0.186 0.690 
TM 7.50 0.175 0.678 
BM 9.49 0.065 0.486 
BF 13.79 0.008 0.183 
TF 14.49 0.005 0.152 
Cranium – 
Four Male 
Groups 
WM 5.10 0.390 0.885 
JM 5.84 0.269 0.829 
TM 6.01 0.247 0.814 
BM 7.97 0.093 0.632 
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Sample #06: 
 Group Mahalanobis2 
Distance 
Posterior 
Probability 
Typicality 
Probability 
Skull – All 
Seven 
Groups 
WM 10.50 0.624 0.572 
WF 11.54 0.372 0.484 
BM 22.74 0.001 0.030 
JM 22.75 0.001 0.030 
BF 24.81 <0.001 0.016 
TM 27.60 <0.001 0.006 
TF 29.60 <0.001 0.003 
Skull – Four 
Male Groups 
WM 9.93 0.995 0.622 
BM 21.38 0.003 0.045 
JM 22.49 0.002 0.032 
TM 27.72 <0.001 0.006 
Cranium – 
All Seven 
Groups 
WF 4.70 0.625 0.910 
WM 5.86 0.350 0.827 
BM 13.21 0.009 0.212 
TM 13.43 0.008 0.200 
JM 14.23 0.005 0.163 
BF 15.99 0.002 0.100 
TF 17.36 0.001 0.067 
Cranium – 
Four Male 
Groups 
WM 5.16 0.901 0.880 
BM 11.18 0.044 0.343 
TM 12.12 0.028 0.277 
JM 12.15 0.027 0.275 
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Sample #07: 
 Group Mahalanobis2 
Distance 
Posterior 
Probability 
Typicality 
Probability 
Skull – All 
Seven 
Groups 
WM 12.85 0.791 0.380 
WF 16.14 0.152 0.185 
BM 19.21 0.033 0.084 
JM 19.94 0.023 0.068 
BF 27.61 <0.001 0.006 
TM 30.45 <0.001 0.002 
TF 36.10 <0.001 <0.001 
Skull – Four 
Male Groups 
WM 13.12 0.779 0.361 
BM 17.03 0.110 0.148 
JM 17.04 0.110 0.148 
TM 26.92 0.001 0.008 
Cranium – 
All Seven 
Groups 
WM 12.29 0.935 0.266 
WF 18.43 0.043 0.048 
JM 20.85 0.013 0.022 
BM 21.81 0.008 0.016 
BF 30.65 <0.001 0.001 
TM 31.91 <0.001 <0.001 
TF 41.02 <0.001 <0.001 
Cranium – 
Four Male 
Groups 
WM 11.82 0.980 0.297 
BM 20.91 0.010 0.022 
JM 21.02 0.010 0.021 
TM 28.80 <0.001 0.001 
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Sample #08: 
 Group Mahalanobis2 
Distance 
Posterior 
Probability 
Typicality 
Probability 
Skull – All 
Seven 
Groups 
WM 14.02 0.805 0.299 
WF 16.87 0.194 0.155 
JM 27.56 0.001 0.006 
BM 32.26 <0.001 0.001 
TM 37.49 <0.001 <0.001 
BF 38.69 <0.001 <0.001 
TF 44.08 <0.001 <0.001 
Skull – Four 
Male Groups 
WM 14.03 0.996 0.299 
JM 25.55 0.003 0.012 
BM 29.17 0.001 0.004 
TM 34.58 <0.001 0.001 
Cranium – 
All Seven 
Groups 
WM 7.73 0.962 0.656 
WF 14.25 0.037 0.162 
BM 22.23 0.001 0.014 
JM 24.00 <0.001 0.008 
TM 24.99 <0.001 0.005 
BF 30.64 <0.001 0.001 
TF 33.74 <0.001 <0.001 
Cranium – 
Four Male 
Groups 
WM 6.74 0.996 0.750 
BM 18.87 0.002 0.042 
JM 20.45 0.001 0.025 
TM 21.42 0.001 0.018 
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Sample #09: 
 Group Mahalanobis2 
Distance 
Posterior 
Probability 
Typicality 
Probability 
Skull – All 
Seven 
Groups 
WM 6.81 0.979 0.870 
BM 15.20 0.015 0.231 
WF 17.51 0.005 0.131 
JM 20.35 0.001 0.061 
TM 23.90 <0.001 0.021 
BF 26.77 <0.001 0.008 
TF 32.73 <0.001 0.001 
Skull – Four 
Male Groups 
WM 6.20 0.953 0.906 
BM 12.41 0.043 0.413 
JM 17.05 0.004 0.148 
TM 20.92 0.001 0.052 
Cranium – 
All Seven 
Groups 
WM 2.85 0.861 0.985 
BM 8.29 0.057 0.601 
WF 8.65 0.047 0.565 
JM 9.70 0.028 0.467 
TM 13.06 0.005 0.220 
BF 15.71 0.001 0.108 
TF 23.35 <0.001 0.010 
Cranium – 
Four Male 
Groups 
WM 2.83 0.860 0.985 
BM 7.17 0.098 0.709 
JM 9.26 0.034 0.508 
TM 12.23 0.008 0.270 
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Appendix G 
This appendix contains the R code to run SkullProfiler. This code, along with the required support 
files, can also be found at CRANIOFACIALidentification.com. 
 
##################################################################### 
##                      SkullProfiler v2017.0                      ## 
##              by JM Caple, JE Byrd, & CN Stephan 2017            ## 
##################################################################### 
 
##Import libraries 
required.packages<-
c("tcltk","pixmap","jpeg","shapes","stats","MASS","ellipse","TeachingDemos","rgl","Morp
ho") 
new.packages<-required.packages[!(required.packages %in% 
installed.packages()[,"Package"])] 
if(length(new.packages))install.packages(new.packages) 
library(tcltk)##GUI 
library(pixmap)##image manipulations 
library(jpeg)##image import 
library(shapes)##procrustes 
library(stats)##PCA 
library(MASS)##DFA 
library(ellipse)##LDA plot confidence intervals 
library(TeachingDemos)##shadowtext in LDA plots 
library(rgl)##3D plot 
library(Morpho)##chi-square typicality probability 
# 
## Display Logo Window 
R.base.dir<-paste0(system.file(),"/../../doc/html") 
setwd(R.base.dir) 
image<-
as.numeric(file.access(paste0(R.base.dir,"/../../doc/html/SkullProfiler_logo.gif"), 
mode=0)) 
if(image==-1){ 
 tkmessageBox(title="SkullProfiler",message=paste0("You are missing the 
SkullProfiler logo. \n\nTo use SkullProfiler you must save the SkullProfiler logo to 
the following path:\n\n",paste0(system.file(),"/../../doc/html"),"\n\nSee 
CRANIOFACIALidentification.com for more information."),icon="warning") 
 q(save="no") 
} 
 
#Adapted from Conte function written by J. Claude in Morphometrics with R (Springer: 
New York, 2008), extracts coordinates of pixels defining an outline from a picture file 
Conte<-function(x,imagematrix){ 
 I<-imagematrix 
 x<-rev(x) 
 x[1]<-dim(I)[1]-x[1] 
 while(abs(I[x[1],x[2]]-I[x[1],(x[2]-1)])<(0.1)){x[2]<-x[2]-1} 
  {a<-1} 
 M<-matrix(c(0,-1,-1,-1,0,1,1,1,1,1,0,-1,-1,-1,0,1),2,8,byrow=T) 
 M<-cbind(M[,8],M,M[,1]) 
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 X<-0;Y<-0; 
 x1<-x[1];x2<-x[2] 
 SS<-NA;S<-6 
 while((any(c(X[a],Y[a])!=c(x1,x2))|length(X)<3)) 
  {if(abs(I[x[1]+M[1,S+1],x[2]+M[2,S+1]]-I[x[1],x[2]])<0.1) 
   {a<-a+1;X[a]<-x[1];Y[a]<-x[2];x<-x+M[,S+1]; 
   SS[a]<-S+1;S<-(S+7)%%8} 
  else if(abs(I[x[1]+M[1,S+2],x[2]+M[2,S+2]]-I[x[1],x[2]])<0.1) 
   {a<-a+1;X[a]<-x[1];Y[a]<-x[2];x<-x+M[,S+2]; 
   SS[a]<-S+2;S<-(S+7)%%8} 
  else if(abs(I[x[1]+M[1,(S+3)],x[2]+M[2,(S+3)]]-I[x[1],x[2]])<0.1) 
   {a<-a+1;X[a]<-x[1];Y[a]<-x[2];x<-x+M[,(S+3)] 
   SS[a]<-S+3;S<-(S+7)%%8} 
  else S<-(S+1)%%8} 
 list(X=(Y[-1]),Y=((dim(I)[1]-X))[-1])  
} 
# 
errorcall<-function(){ 
 errWin<-tktoplevel() 
 win_width<-396 
 win_height<-100 
 win_x_start<-(scr_width/2)-(win_width/2) 
 win_y_start<-(scr_height/2)-(win_height/2) 
 size<-paste0(win_width,"x",win_height,"+",win_x_start,"+",win_y_start) 
 tkwm.geometry(errWin,size) 
 tkwm.title(errWin,"SkullProfiler") 
 # 
 submit<-function(){ 
  tkdestroy(errWin) 
  efa_run() 
  if(exists("sample_coef")){ 
   graphics.off() 
   class_run() 
  }else{} 
 } 
 submit.but<-ttkbutton(errWin,text="Ok",command=submit) 
 quit.but<-ttkbutton(errWin,text="Close Session",  
 command=function(){ 
  tkdestroy(errWin) 
  q(save="no") 
 })  
 tkgrid(ttklabel(errWin,text="Outline extraction did not work. Click Ok to select 
landmarks again."),pady=10,padx=20,columnspan=2) 
 tkgrid(submit.but,quit.but,pady=20,padx=20) 
 tkbind(errWin,"<Return>",submit) 
 tkbind(errWin,"<Destroy>",function(){tkgrab.release(errWin)}) 
 tkfocus(errWin) 
} 
#efourier function written by Claude (2008) 
EFA<-function(M,k){ 
 p<-dim(M)[1] 
 Dx<-M[,1]-M[c(p,(1:p-1)),1] 
 Dy<-M[,2]-M[c(p,(1:p-1)),2] 
 Dt<-sqrt(Dx^2+Dy^2) 
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 t1<-cumsum(Dt) 
 t1m1<-c(0,t1[-p]) 
 T<-sum(Dt) 
 ak<-bk<-ck<-dk<-numeric(k) 
 for(i in 1:k){ 
  ak[i]<-(T/(2*pi^2*i^2))*sum((Dx/Dt)*(cos(2*i*pi*t1/T)-cos(2*pi*i*t1m1/T))) 
  bk[i]<-(T/(2*pi^2*i^2))*sum((Dx/Dt)*(sin(2*i*pi*t1/T)-sin(2*pi*i*t1m1/T))) 
  ck[i]<-(T/(2*pi^2*i^2))*sum((Dy/Dt)*(cos(2*i*pi*t1/T)-cos(2*pi*i*t1m1/T))) 
  dk[i]<-(T/(2*pi^2*i^2))*sum((Dy/Dt)*(sin(2*i*pi*t1/T)-sin(2*pi*i*t1m1/T))) 
 } 
 ao<-2*sum(M[,1]*Dt/T) 
 co<-2*sum(M[,2]*Dt/T) 
 list(ao=ao,co=co,ak=ak,bk=bk,ck=ck,dk=dk) 
} 
#iefourier function written by Claude (2008) 
iEFA<-function(ak,bk,ck,dk,k,n,ao=0,co=0){ 
 theta<-seq(0,2*pi,length=n+1)[-(n+1)] 
 harmx<-matrix(NA,k,n) 
 harmy<-matrix(NA,k,n) 
 for(i in 1:k){ 
  harmx[i,]<-ak[i]*cos(i*theta)+bk[i]*sin(i*theta) 
  harmy[i,]<-ck[i]*cos(i*theta)+dk[i]*sin(i*theta) 
 } 
 x<-(ao/2)+apply(harmx,2,sum) 
 y<-(co/2)+apply(harmy,2,sum) 
 list(x=x,y=y) 
} 
# 
#Set variables 
font_topline<-tkfont.create(family="Arial",size=11,weight="bold") 
font_emphasis<-tkfont.create(family="Arial",size=9,weight="bold") 
font_body<-tkfont.create(family="Arial",size=9) 
point_col<-rgb(0,134,159,max=255) # colour of point in plot 
harm<-40 
n<-1000 
# 
## Check Windows Version for screen resolution 
if(sub("\\s.*","",Sys.info()["release"])==10){ 
 lscr_width<-suppressWarnings(as.numeric(system("wmic path Win32_VideoController 
get CurrentHorizontalResolution",intern=TRUE))) 
 lscr_height<-suppressWarnings(as.numeric(system("wmic path Win32_VideoController 
get CurrentVerticalResolution",intern=TRUE))) 
 lscr_dpi<-suppressWarnings(as.numeric(system("wmic desktopmonitor get 
PixelsPerXLogicalInch",intern=TRUE))) 
}else{ 
 lscr_width<-suppressWarnings(as.numeric(system("wmic desktopmonitor get 
screenwidth",intern=TRUE))) 
 lscr_height<-suppressWarnings(as.numeric(system("wmic desktopmonitor get 
screenheight",intern=TRUE))) 
 lscr_dpi<-suppressWarnings(as.numeric(system("wmic desktopmonitor get 
PixelsPerXLogicalInch",intern=TRUE))) 
} 
scr_width<-lscr_width[which(lscr_width>0)[1]] 
scr_height<-lscr_height[which(lscr_height>0)[1]] 
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scr_dpi<-lscr_dpi[which(lscr_dpi>0)[1]] 
## Splash banner 
sp_logo<-tktoplevel() 
tkconfigure(sp_logo,cursor="watch") 
win_width<-568 
win_height<-280 
win_x_start<-(scr_width/2)-(win_width/2) 
win_y_start<-(scr_height/2)-(win_height/2) 
size<-paste0(win_width,"x",win_height,"+",win_x_start,"+",win_y_start) 
tkwm.geometry(sp_logo,size) 
tkwm.title(sp_logo,"SkullProfiler") 
splash<-tclVar() 
tcl("image","create","photo",splash,file="SkullProfiler_logo.gif") 
imgAsLabel<-tklabel(sp_logo,image=splash,bg="white") 
tkpack(imgAsLabel) 
## Get reference files 
setwd(R.base.dir) 
URL<-"http://www.craniofacialidentification.com/SkullProfiler_support/" 
refFilenames<-
c("SkullProfiler_coef_1.csv","SkullProfiler_coef_2.csv","SkullProfiler_mshape_1.csv","S
kullProfiler_mshape_2.csv") 
refFilenames2<-gsub("|\\.[[:alnum:]]+$","",refFilenames) 
refFilenames3<-gsub("SkullProfiler_|\\.[[:alnum:]]+$","",refFilenames) 
for(i in 1:length(refFilenames)){ 
 assign(refFilenames2[i],as.numeric(file.access(refFilenames[i],mode=0)),envir=.Gl
obalEnv) 
} 
for(i in 1:length(refFilenames2)){ 
 if(get(refFilenames2[i])==-1){ 
 
 download.file(paste0(URL,refFilenames[i]),refFilenames[i],mode="wb",method="auto"
,quiet=TRUE) 
 
 assign(refFilenames3[i],read.csv(refFilenames[i],header=TRUE),envir=.GlobalEnv) 
 }else if(get(refFilenames2[i])==0){ 
 
 assign(refFilenames3[i],read.csv(refFilenames[i],header=TRUE),envir=.GlobalEnv) 
 } 
}  
# 
startup<-function(){ 
 ## Options 
 suppressWin<-tclServiceMode(FALSE) 
 runtype<-tktoplevel() 
 win_width<-286 
 win_height<-230 
 win_x_start<-(scr_width/2)-(win_width/2) 
 win_y_start<-(scr_height/2)-(win_height/2) 
 size<-paste0(win_width,"x",win_height,"+",win_x_start,"+",win_y_start) 
 tkwm.geometry(runtype,size) 
 tkwm.title(runtype,"SkullProfiler") 
 run_choice<-tclVar("Image") 
 comboBox<-ttkcombobox(runtype,values=c("Image","Outline Coordinates","EFA 
Coefficients"), textvariable=run_choice, state="readonly", width = 30) 
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 shapeSkull<-ttkradiobutton(runtype) 
 shapeCran<-ttkradiobutton(runtype) 
 shapeValue<-tclVar("Skull") 
 tkconfigure(shapeSkull,variable=shapeValue,value="Skull") 
 tkconfigure(shapeCran,variable=shapeValue,value="Cranium") 
 # 
 submit<-function(){ 
  shapeVal<-as.character(tclvalue(shapeValue)) 
  if(shapeVal=="Skull"){ 
   shapeButValue<-1 
   shapeButValue<-
assign("shapeButValue",shapeButValue,envir=.GlobalEnv) 
  }else if(shapeVal=="Cranium"){ 
   shapeButValue<-0 
   shapeButValue<-
assign("shapeButValue",shapeButValue,envir=.GlobalEnv) 
  } 
  runchoice<-tclvalue(run_choice) 
  runchoice<-assign("runchoice",runchoice,envir=.GlobalEnv) 
  tkdestroy(runtype) 
 } 
 submit.but<-ttkbutton(runtype,text="Submit",command=submit) 
 # 
 quit.but<-ttkbutton(runtype,text="Close Session",  
 command=function(){ 
  tkdestroy(runtype) 
  q(save = "no") 
 }) 
 #  
 tkgrid(ttklabel(runtype,text="Select which data format to 
run:"),pady=10,padx=20,columnspan=2) 
 tkgrid(comboBox,columnspan=2,pady=10) 
 tkgrid(ttklabel(runtype,text="Select whether to run on the skull or 
cranium:"),pady=10,padx=20,columnspan=2) 
 tkgrid(ttklabel(runtype,text="Skull"),shapeSkull) 
 tkgrid(ttklabel(runtype,text="Cranium"),shapeCran) 
 tkgrid(submit.but,quit.but,pady=20,padx=20) 
 tkbind(runtype,"<Return>",submit) 
 tkbind(runtype,"<Destroy>",function(){tkgrab.release(runtype)}) 
 tclServiceMode(suppressWin) 
 tkfocus(runtype) 
 tkwait.window(runtype) 
 ## 
} 
# 
efa_run<-function(){ 
 if(runchoice=="Image"){ 
  ## RUN ANALYSIS FROM IMAGE 
  graphics.off() 
  fileName<-tclvalue(tkgetOpenFile(filetypes="{{JPEG Files} {.jpg .jpeg}} 
{{All files} *}"))# select image 
  fileName<-assign("fileName",fileName,envir=.GlobalEnv) 
  filePath<-gsub("(.*\\/)([^.]+)(\\.[[:alnum:]]+$)","\\1",fileName) 
  filePath<-assign("filePath",filePath,envir=.GlobalEnv) 
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  setwd(filePath) 
  samp_im<-readJPEG(fileName) 
  samp_im<-pixmapGrey(samp_im,cellres=1) 
  par(mai=rep(0,4)) 
  plot(samp_im) 
  samp_im<-assign("samp_im",samp_im,envir=.GlobalEnv) 
  im_height<-nrow(getChannels(samp_im)) 
  im_width<-ncol(getChannels(samp_im)) 
  ## 
  if(any(shapeButValue==1)){ # Skull 
   threshVal<-tclVar(0.1) 
   invButValue<-tclVar("1") 
   stylButValue<-tclVar("1") 
   parWin<-tktoplevel() 
   win_width<-310 
   win_height<-220 
   win_x_start<-(scr_width/2)-(win_width/2) 
   win_y_start<-(scr_height/2)-(win_height/2) 
   size<-
paste0(win_width,"x",win_height,"+",win_x_start,"+",win_y_start) 
   tkwm.geometry(parWin,size) 
   tkwm.title(parWin,"SkullProfiler") 
   invBut<-ttkcheckbutton(parWin,variable=invButValue) 
   stylBut<-ttkcheckbutton(parWin,variable=stylButValue) 
   # 
   submit<-function(){ 
    threshold<<-as.numeric(tclvalue(threshVal)) 
    invButValue<<-as.numeric(tclvalue(invButValue)) 
    stylButValue<<-as.numeric(tclvalue(stylButValue)) 
    tkdestroy(parWin) 
   } 
   submit.but<-ttkbutton(parWin,text="Submit",command=submit) 
   # 
   quit.but<-ttkbutton(parWin,text="Close Session",  
   command=function(){ 
    tkdestroy(parWin) 
    q(save="no") 
   }) 
   # 
   tkgrid(ttklabel(parWin,text=" ")) 
   tkgrid(ttklabel(parWin,text="Image Binarisation Threshold: 
"),tkscale(parWin,from=0.01,to=0.99,showvalue=TRUE,variable=threshVal,resolution=0.01,o
rient="horizontal"),pady=10,padx=10) 
   tkgrid(ttklabel(parWin, text="Invert 
image:"),invBut,pady=10,padx=10) 
   tkgrid(ttklabel(parWin,text="Remove the styloid 
process:"),stylBut,pady=10,padx=10) 
   tkgrid(submit.but,quit.but,pady=20,padx=10) 
   tkbind(parWin,"<Return>",submit) 
   tkbind(parWin,"<Destroy>",function(){tkgrab.release(parWin)}) 
   tkraise(parWin) 
   tkwait.window(parWin) 
   ## 
   pts_win<-tktoplevel() 
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   win_width<-378 
   win_height<-424 
   win_x_start<-(scr_width/2)-(win_width/2) 
   win_y_start<-(scr_height/2)-(win_height/2) 
   size <- 
paste0(win_width,"x",win_height,"+",win_x_start,"+",win_y_start) 
   tkwm.geometry(pts_win,size) 
   tkwm.title(pts_win,"Landmarks") 
   tkgrid(ttklabel(pts_win,text="Click on the following 
landmarks:",font=font_topline),pady=20,padx=20) 
   tkgrid(ttklabel(pts_win,text="1) 
Prosthion",font=font_emphasis),sticky="w",padx=20) 
   tkgrid(ttklabel(pts_win,text="Median point between the central 
incisors on the anterior",font=font_body),sticky="w",padx=20) 
   tkgrid(ttklabel(pts_win,text="most margin of the maxillary alveolar 
rim.",font=font_body),sticky="w",padx=20) 
   tkgrid(ttklabel(pts_win,text="\nBe sure to click on the outermost 
pixel of the skull,",font=font_body),sticky="w",padx=20) 
   tkgrid(ttklabel(pts_win,text="not on the 
background.",font=font_body),sticky="w",padx=20) 
   tkgrid(ttklabel(pts_win,text="\n2) 
Infradentale",font=font_emphasis),sticky="w",padx=20) 
   tkgrid(ttklabel(pts_win,text="Median point at the superior tip of 
the septum between the",font=font_body),sticky="w",padx=20) 
   tkgrid(ttklabel(pts_win,text="mandibular central 
incisors.",font=font_body),sticky="w",padx=20) 
   tkgrid(ttklabel(pts_win,text="\n3-6) Styloid 
Process",font=font_emphasis),sticky="w",padx=20) 
   tkgrid(ttklabel(pts_win,text="3) Junction between the anterior edge 
of the styloid process",font=font_body),sticky="w",padx=20) 
   tkgrid(ttklabel(pts_win,text="and cranial 
outline.",font=font_body),sticky="w",padx=20) 
   tkgrid(ttklabel(pts_win,text="4) Junction between the posterior 
edge of the styloid process",font=font_body),sticky="w",padx=20) 
   tkgrid(ttklabel(pts_win,text="and cranial 
outline.",font=font_body),sticky="w",padx=20) 
   tkgrid(ttklabel(pts_win,text="5-6) Points that encompass the 
styloid process in a polygon",font=font_body),sticky="w",padx=20) 
   tkgrid(ttklabel(pts_win,text="(continuing in a clockwise 
direction).\n\n",font=font_body),sticky="w",padx=20) 
   # 
   L1<-locator(1) ## Find the starting point for outline capture 
   prosthion<-rbind(round(L1$x),round(L1$y));rownames(prosthion)<-
c("x","y") 
   points(L1,pch=20,col=point_col,cex=1) 
   L2<-locator(1) 
   infradentale<-
rbind(round(L2$x),round(L2$y));rownames(infradentale)<-c("x","y") 
   points(L2,pch=20,col=point_col,cex=1) 
   lines(x=c(L1$x,L2$x),y=c(L1$y,L2$y),lwd=0.5,col=point_col) 
   if(any(stylButValue==1)){ 
    L3<-locator(1) 
    ant_styloid<-
rbind(round(L3$x),round(L3$y));rownames(ant_styloid)<-c("x","y") 
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    ant_styloid<-
assign("ant_styloid",ant_styloid,envir=.GlobalEnv) 
    points(L3,pch=20,col=point_col,cex=1) 
    L4<-locator(1) 
    post_styloid<-
rbind(round(L4$x),round(L4$y));rownames(post_styloid)<-c("x","y") 
    post_styloid<-
assign("post_styloid",post_styloid,envir=.GlobalEnv) 
    points(L4,pch=20,col=point_col,cex=1) 
    lines(x=c(L3$x,L4$x),y=c(L3$y,L4$y),lwd=0.5,col=point_col) 
    L5<-locator(1) 
    styloid_3<-
rbind(round(L5$x),round(L5$y));rownames(styloid_3)<-c("x","y") 
    styloid_3<-assign("styloid_3",styloid_3,envir=.GlobalEnv) 
    points(L5,pch=20,col=point_col,cex=1) 
    lines(x=c(L4$x,L5$x),y=c(L4$y,L5$y),lwd=0.5,col=point_col) 
    L6<-locator(1) 
    styloid_4<-
rbind(round(L6$x),round(L6$y));rownames(styloid_4)<-c("x","y") 
    styloid_4<-assign("styloid_4",styloid_4,envir=.GlobalEnv) 
    points(L6,pch=20,col=point_col,cex=1) 
    lines(x=c(L5$x,L6$x),y=c(L5$y,L6$y),lwd=0.5,col=point_col) 
    lines(x=c(L3$x,L6$x),y=c(L3$y,L6$y),lwd=0.5,col=point_col) 
   }else{} 
   Sys.sleep(1) 
   # 
   ## Outline extraction ## 
   tkdestroy(pts_win) 
   graphics.off() 
   temp_image<-tempfile(fileext=".jpeg") 
  
 jpeg(temp_image,width=im_width,height=im_height,quality=100,res=250)# makes a 
temporary file using size information from original image 
   samp_im@grey[which(samp_im@grey>=threshold)]<-1# set threshold to 
binarise image 
   samp_im@grey[which(samp_im@grey<threshold)]<-0 # set threshold to 
binarise image 
   if(any(invButValue==1)){# invert image 
    samp_im@grey[which(samp_im@grey==1)]<-0.01 
    samp_im@grey[which(samp_im@grey==0)]<-1 
    samp_im<-assign("samp_im",samp_im,envir=.GlobalEnv) 
   }else{}  
   # 
   par(mai=rep(0,4)) 
   plot(samp_im) 
   Rc<-try(Conte(c(prosthion[1],prosthion[2]),samp_im@grey)) 
   if("try-error" %in% class(Rc)) errorcall() 
   M1<-rbind(Rc$X, Rc$Y); rownames(M1)<-c("x", "y")## matrix of x/y 
coordinates 
   ##Find the FIRST fixed landmark on an outline 
   M2<-matrix(prosthion,2,length(Rc$X))## create mouse click matrix of 
equal dimensions to Rc 
   M3<-M1-M2 
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   M3<-rbind(M3,abs(M3[1,])+abs(M3[2,]))## get distances of mouse 
click from each point on outline 
   closest <- min(M3[3,])## find smallest deviation from mouse click 
   lmk1<-which(M3[3,]==closest) 
   closest_lmk_1<-as.numeric(lmk1[1]) 
   closest_lmk_1_coord<-M1[,closest_lmk_1] 
   ##Find the SECOND fixed landmark on an outline 
   M4<-matrix(infradentale,2,length(Rc$X))## create mouse click matrix 
of equal dimensions to Rc 
   M5<-M1-M4 
   M5<-rbind(M5,abs(M5[1,])+abs(M5[2,]))## get distances of mouse 
click from each point on outline 
   closest<-min(M5[3,])## find smallest deviation from mouse click 
   lmk2<-which(M5[3,]==closest) 
   closest_lmk_2<-as.numeric(lmk2[1]) 
   closest_lmk_2_coord<-M1[,closest_lmk_2] 
   # 
   if(any(stylButValue==1)){ 
    ##Find the THIRD fixed landmark on an outline 
    M6<-matrix(ant_styloid,2,length(Rc$X))## create mouse click 
matrix of equal dimensions to Rc 
    M7<-M1-M6 
    M7<-rbind(M7,abs(M7[1,])+abs(M7[2,]))## get distances of 
mouse click from each point on outline 
    closest<-min(M7[3,])## find smallest deviation from mouse 
click 
    lmk3<-which(M7[3,]==closest) 
    closest_lmk_3<-as.numeric(lmk3[1]) 
    closest_lmk_3_coord<-M1[,closest_lmk_3] 
    closest_lmk_3_coord<-
assign("closest_lmk_3_coord",closest_lmk_3_coord,envir=.GlobalEnv) 
    ##Find the FOURTH fixed landmark on an outline 
    M8<-matrix(post_styloid,2,length(Rc$X))## create mouse click 
matrix of equal dimensions to Rc 
    M9<-M1-M8 
    M9<-rbind(M9,abs(M9[1,])+abs(M9[2,]))## get distances of 
mouse click from each point on outline 
    closest<-min(M9[3,])## find smallest deviation from mouse 
click 
    lmk4<-which(M9[3,]==closest) 
    closest_lmk_4<-as.numeric(lmk4[1]) 
    closest_lmk_4_coord<-M1[,closest_lmk_4] 
    closest_lmk_4_coord<-
assign("closest_lmk_4_coord",closest_lmk_4_coord,envir=.GlobalEnv) 
   }else{} 
   # 
   #Delete teeth 
   poly_coord_1a<-matrix(NA,4,2) 
   poly_coord_1a[1,]<-c(M1[1,lmk1[1]],M1[2,lmk1[1]]) 
   poly_coord_1a[2,]<-c(M1[1,lmk2[1]],M1[2,lmk2[1]]) 
   poly_coord_1a[3,]<-c(0,M1[2,lmk2[1]]) 
   poly_coord_1a[4,]<-c(0,M1[2,lmk2[1]]+(im_height/32)) 
   poly_coord_1b<-matrix(NA,4,2) 
   poly_coord_1b[1,]<-c(M1[1,lmk1[1]],M1[2,lmk1[1]]) 
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   poly_coord_1b[2,]<-c(M1[1,lmk2[1]],M1[2,lmk2[1]]) 
   poly_coord_1b[3,]<-c(M1[1,lmk1[1]]+(im_height/14),M1[2,lmk2[1]]) 
   poly_coord_1b[4,]<-
c(M1[1,lmk2[1]]+(im_height/14),M1[2,lmk2[1]]+(im_height/32)) 
   polygon(poly_coord_1a,col="white",border=NA) 
   polygon(poly_coord_1b,col="black",border=NA) 
  
 lines(x=c(closest_lmk_1_coord[1],closest_lmk_2_coord[1]),y=c(closest_lmk_1_coord[
2],closest_lmk_2_coord[2]),col="black") 
   # 
   #Delete styloid process 
   if(any(stylButValue==1)){ 
    poly_coord_2<-matrix(NA,4,2) 
    poly_coord_2[1,]<-c(M1[1,lmk3[1]],M1[2,lmk3[1]]) 
    poly_coord_2[2,]<-c(M1[1,lmk4[1]],M1[2,lmk4[1]]) 
    poly_coord_2[3,]<-c(styloid_3[1],styloid_3[2]) 
    poly_coord_2[4,]<-c(styloid_4[1],styloid_4[2]) 
    polygon(poly_coord_2,col="white",border=NA) 
   
 lines(x=c(closest_lmk_3_coord[1],closest_lmk_4_coord[1]),y=c(closest_lmk_3_coord[
2],closest_lmk_4_coord[2]),col="black") 
   }else{} 
   # 
   dev.off() 
   samp_im_2<-readJPEG(temp_image) 
   samp_im_2<-pixmapGrey(samp_im_2,cellres=1) 
   samp_im_2<-assign("samp_im_2",samp_im_2,envir=.GlobalEnv) 
   par(mai=rep(0,4)) 
   plot(samp_im_2) 
   Rc2<-try(Conte(c(round(L1$x),round(L1$y)),samp_im_2@grey)) 
   if("try-error" %in% class(Rc2)) errorcall() 
   Rc2<-assign("Rc2",Rc2,envir=.GlobalEnv) 
   lines(Rc2$X,Rc2$Y,lwd=3,col=point_col) 
   arrows(Rc2$X[1]-80,Rc2$Y[1],Rc2$X[1],Rc2$Y[1],length=0.1,lwd=2) 
   layout(matrix(c(1,2),1,2)) 
   ldmx<-(Rc2$X[seq(1,length(Rc2$X),length=n)])[-1] 
   ldmy<-(Rc2$Y[seq(1,length(Rc2$Y),length=n)])[-1] 
   ldm_row<-rbind(ldmx,ldmy) 
   rownames(ldm_row)<-c("x","y") 
   M<-cbind(ldmx,ldmy) 
   M<-assign("M",M,envir=.GlobalEnv) 
   Sys.sleep(2) 
   graphics.off() 
  }else{# Cranium 
   threshVal<-tclVar(0.1) 
   invButValue<-tclVar("1") 
   parWin<-tktoplevel() 
   win_width<-310 
   win_height<-190 
   win_x_start<-(scr_width/2)-(win_width/2) 
   win_y_start<-(scr_height/2)-(win_height/2) 
   size<-
paste0(win_width,"x",win_height,"+",win_x_start,"+",win_y_start) 
   tkwm.geometry(parWin,size) 
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   tkwm.title(parWin,"SkullProfiler") 
   invBut<-ttkcheckbutton(parWin,variable=invButValue) 
   # 
   submit<-function(){ 
    threshold<<-as.numeric(tclvalue(threshVal)) 
    invButValue<<-as.numeric(tclvalue(invButValue)) 
    tkdestroy(parWin) 
   } 
   submit.but<-ttkbutton(parWin,text="Submit",command=submit) 
   # 
   quit.but<-ttkbutton(parWin,text="Close Session",  
   command=function(){ 
    tkdestroy(parWin) 
    q(save="no") 
   }) 
   # 
   tkgrid(ttklabel(parWin,text=" ")) 
   tkgrid(ttklabel(parWin,text="Image Binarisation Threshold: 
"),tkscale(parWin,from=0.01,to=0.99,showvalue=TRUE,variable=threshVal,resolution=0.01,o
rient="horizontal"),pady=10,padx=10) 
   tkgrid(ttklabel(parWin, text="Invert 
image:"),invBut,pady=10,padx=10) 
   tkgrid(submit.but,quit.but,pady=20,padx=10) 
   tkbind(parWin,"<Return>",submit) 
   tkbind(parWin,"<Destroy>",function(){tkgrab.release(parWin)}) 
   tkraise(parWin) 
   tkwait.window(parWin) 
   ## 
   pts_win<-tktoplevel() 
   win_width<-316 
   win_height<-270 
   win_x_start<-(scr_width/2)-(win_width/2) 
   win_y_start<-(scr_height/2)-(win_height/2) 
   size<-
paste0(win_width,"x",win_height,"+",win_x_start,"+",win_y_start) 
   tkwm.geometry(pts_win,size) 
   tkwm.title(pts_win,"Landmarks") 
   tkgrid(ttklabel(pts_win,text="Click on the following 
landmarks:",font=font_topline),pady=20,padx=20) 
   tkgrid(ttklabel(pts_win,text="1) 
Prosthion",font=font_emphasis),sticky="w",padx=20) 
   tkgrid(ttklabel(pts_win,text="Median point between the central 
incisors on the",font=font_body),sticky="w",padx=20) 
   tkgrid(ttklabel(pts_win,text="anterior most margin of the maxillary 
alveolar rim.",font=font_body),sticky="w",padx=20) 
   tkgrid(ttklabel(pts_win,text="\nBe sure to click on the outermost 
pixel of the skull,",font=font_body),sticky="w",padx=20) 
   tkgrid(ttklabel(pts_win,text="not on the 
background.",font=font_body),sticky="w",padx=20) 
   tkgrid(ttklabel(pts_win,text="\n2) 
Mastoidale",font=font_emphasis),sticky="w",padx=20) 
   tkgrid(ttklabel(pts_win,text="The inferior most projecting point of 
the tip of",font=font_body),sticky="w",padx=20) 
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   tkgrid(ttklabel(pts_win,text="the mastoid 
process.\n\n",font=font_body),sticky="w",padx=20) 
   # 
   L1<-locator(1) ## Find the starting point for outline capture 
   L1<-assign("L1",L1,envir=.GlobalEnv) 
   prosthion<-rbind(round(L1$x),round(L1$y));rownames(prosthion)<-
c("x","y")## "unlist" coordinates of mouse click and put into 2:1 matrix 
   points(L1,pch=20,col=point_col,cex=1) 
   L2<-locator(1) 
   mastoidale<-rbind(round(L2$x),round(L2$y));rownames(mastoidale)<-
c("x","y") 
   points(L2,pch=20,col=point_col,cex=1) 
   lines(x=c(L1$x,L2$x),y=c(L1$y,L2$y),lwd=0.5,col=point_col) 
   Sys.sleep(1) 
   ## Outline extraction ## 
   tkdestroy(pts_win) 
   graphics.off() 
   temp_image<-tempfile(fileext=".jpeg") 
   jpeg(temp_image,width 
=im_width,height=im_height,quality=100,res=250)# makes a temporary file using size 
information from original image 
   samp_im@grey[which(samp_im@grey>=threshold)]<-1 
   samp_im@grey[which(samp_im@grey<threshold)]<-0 
   if(any(invButValue==1)){ 
    samp_im@grey[which(samp_im@grey==1)]<-0.01 
    samp_im@grey[which(samp_im@grey==0)]<-1 
    samp_im<-assign("samp_im",samp_im,envir=.GlobalEnv) 
   }else{} 
   # 
   par(mai=rep(0,4)) 
   plot(samp_im) 
   # 
   Rc<-try(Conte(c(prosthion[1],prosthion[2]),samp_im@grey)) 
   if("try-error" %in% class(Rc)) errorcall() 
   M1<-rbind(Rc$X, Rc$Y); rownames(M1) <- c("x", "y") 
   ##Find the FIRST fixed landmark on an outline 
   M2<-matrix(prosthion,2,length(Rc$X)) 
   M3<-M1-M2 
   M3<-rbind(M3,abs(M3[1,])+abs(M3[2,])) 
   closest<-min(M3[3,]) 
   lmk1<-which(M3[3,]==closest) 
   closest_lmk_1<-as.numeric(lmk1[1]) 
   closest_lmk_1_coord<-M1[,closest_lmk_1] 
   # 
   ##Delete image below two landmarks 
   poly_coord<-matrix(NA,5,2) 
   poly_coord[1,]<-c(M1[1,lmk1[1]],M1[2,lmk1[1]]) 
   poly_coord[2,]<-c(mastoidale[1],mastoidale[2]) 
   poly_coord[3,]<-c(mastoidale[1],0) 
   poly_coord[4,]<-c(M1[1,lmk1[1]],0) 
   poly_coord[5,]<-c(0,M1[2, lmk1[1]]+(im_height/40)) 
   polygon(poly_coord,col="white",border=NA) 
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 lines(x=c(closest_lmk_1_coord[1],mastoidale[1]),y=c(closest_lmk_1_coord[2],mastoi
dale[2]),col="black",lwd=1.5) 
   # 
   dev.off() 
   samp_im_2<-readJPEG(temp_image) 
   samp_im_2<-pixmapGrey(samp_im_2,cellres=1) 
   samp_im_2<-assign("samp_im_2",samp_im_2,envir=.GlobalEnv) 
   par(mai=rep(0,4)) 
   plot(samp_im_2) 
   Rc2<-try(Conte(c(round(L1$x),round(L1$y)),samp_im_2@grey)) 
   if("try-error" %in% class(Rc2)) errorcall() 
   lines(Rc2$X,Rc2$Y,lwd=3,col=point_col) 
   arrows(Rc2$X[1]-80,Rc2$Y[1],Rc2$X[1],Rc2$Y[1],length=0.1,lwd=2) 
   layout(matrix(c(1,2),1,2)) 
   ldmx<-(Rc2$X[seq(1,length(Rc2$X),length=n)])[-1] 
   ldmy<-(Rc2$Y[seq(1,length(Rc2$Y),length=n)])[-1] 
   ldm_row<-rbind(ldmx,ldmy) 
   rownames(ldm_row)<-c("x","y") 
   M<-cbind(ldmx,ldmy) 
   M<-assign("M",M,envir=.GlobalEnv) 
   Sys.sleep(2) 
   graphics.off() 
  } 
  ## Align coordinates with mean shape from partial procrustes aligned 
dataset (from Claude, 2008) 
  centsiz<-function(M){ 
   p<-dim(M)[1] 
   size<-sqrt(sum(apply(M,2,var))*(p-1)) 
   list("centroid_size"=size,"scaled"=M/size) 
  } 
  transl<-function(M){scale(M,scale=FALSE)} 
  ild2<-function(m1,m2){sqrt(apply((m1-m2)^2,1,sum))} 
  pPsup<-function(M1,M2){ 
   k<-ncol(M1) 
   z1<-scale(M1,scale=FALSE) 
   z2<-scale(M2,scale=FALSE) 
   sv<-svd(t(z2) %*% z1) 
   U<-sv$v 
   V<-sv$u 
   Delt<-sv$d 
   sig<-sign(det(t(z2) %*% z1)) 
   Delt[k]<-sig*abs(Delt[k]) 
   V[,k]<-sig*V[,k] 
   U[,k]<-sig*U[,k] 
   Gam<-U %*% t(V) 
   list(Mp1=z1 %*% Gam,Mp2=z2,rotation=Gam,DP=sqrt(sum(ild2(z1 %*% 
Gam,z2)^2))) 
  } 
  if(any(shapeButValue==1)){ 
   ppa_M<-pPsup(M1=M,M2=mshape_1)# Skull 
  }else{ 
   ppa_M<-pPsup(M1=M,M2=mshape_2)# Cranium 
  } 
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  pM<-ppa_M$Mp1 
  pM<-assign("pM",pM,envir=.GlobalEnv) 
  # 
  ef<-EFA(M=pM,k=harm) 
  ef<-assign("ef",ef,envir=.GlobalEnv) 
  ief<-iEFA(ef$ak,ef$bk,ef$ck,ef$dk,k=harm,n,ef$ao,ef$co) 
  ief<-assign("ief",ief,envir=.GlobalEnv)  
  # 
  graphics.off() 
  par(mai=c(0.4,0.4,0.7,0.3)) 
  plot(pM,type="l",frame=FALSE,main=("EFA Outline 
Approximation"),col="white",axes=FALSE,xlab=NA,ylab=NA,asp=1) 
  polygon(pM,col="grey92",border=NA) 
  lines(ief$x,ief$y,type="l") 
  # 
 }else if(runchoice=="Outline Coordinates"){ #### RUN FROM OUTLINE COORDINATES 
#### 
  fileName<-tclvalue(tkgetOpenFile(filetypes="{{CSV Files} {.csv}}")) 
  fileName<-assign("fileName",fileName,envir=.GlobalEnv) 
  filePath<-gsub("(.*\\/)([^.]+)(\\.[[:alnum:]]+$)","\\1",fileName) 
  filePath<-assign("filePath",filePath,envir=.GlobalEnv) 
  setwd(filePath) 
  M<-read.csv(fileName,header=TRUE) 
  M<-assign("M",M,envir=.GlobalEnv) 
  # 
  ## Align coordinates with mean shape from partial procrustes aligned 
dataset (from Claude, 2008) 
  centsiz<-function(M){ 
   p<-dim(M)[1] 
   size<-sqrt(sum(apply(M,2,var))*(p-1)) 
   list("centroid_size"=size,"scaled"=M/size) 
  } 
  transl<-function(M){scale(M,scale=FALSE)} 
  ild2<-function(m1,m2){sqrt(apply((m1-m2)^2,1,sum))} 
  pPsup<-function(M1,M2){ 
   k<-ncol(M1) 
   z1<-scale(M1,scale=FALSE) 
   z2<-scale(M2,scale=FALSE) 
   sv<-svd(t(z2) %*% z1) 
   U<-sv$v 
   V<-sv$u 
   Delt<-sv$d 
   sig<-sign(det(t(z2) %*% z1)) 
   Delt[k]<-sig*abs(Delt[k]) 
   V[,k]<-sig*V[,k] 
   U[,k]<-sig*U[,k] 
   Gam<-U %*% t(V) 
   list(Mp1=z1 %*% Gam,Mp2=z2,rotation=Gam,DP=sqrt(sum(ild2(z1 %*% 
Gam,z2)^2))) 
  } 
  if(any(shapeButValue==1)){ 
   ppa_M<-pPsup(M1=M,M2=mshape_1)# Skull 
  }else{ 
   ppa_M<-pPsup(M1=M,M2=mshape_2)# Cranium 
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  } 
  pM<-ppa_M$Mp1 
  pM<-assign("pM",pM,envir=.GlobalEnv) 
  # 
  ef<-EFA(M=pM,k=harm) 
  ef<-assign("ef",ef,envir=.GlobalEnv) 
  ief<-iEFA(ef$ak,ef$bk,ef$ck,ef$dk,k=harm,n,ef$ao,ef$co) 
  ief<-assign("ief",ief,envir=.GlobalEnv) 
  # 
  graphics.off() 
  plot(pM,type="l",frame=FALSE,main=("EFA Outline 
Approximation"),col="white",axes=FALSE,xlab=NA,ylab=NA,asp=1) 
  polygon(pM,col="grey92",border=NA) 
  lines(ief$x,ief$y,type="l") 
  # 
 }else if(runchoice=="EFA Coefficients"){ 
  fileName<-tclvalue(tkgetOpenFile(filetypes="{{CSV Files} {.csv}}")) 
  fileName<-assign("fileName",fileName,envir=.GlobalEnv) 
  filePath<-gsub("(.*\\/)([^.]+)(\\.[[:alnum:]]+$)", "\\1",fileName) 
  filePath<-assign("filePath",filePath,envir=.GlobalEnv) 
  setwd(filePath) 
  ef<-read.csv(fileName,header=TRUE) 
 } 
 ### reorganise EFA coefficients to be in single line 
 FD<-harm*4 
 sample_coef<-data.frame(matrix(NA,1,FD)) 
 for(j in 1:harm){## each harmonic row (# coef/4) is j 
  for(k in 1:4){## each coef is k 
   sample_coef[j]<-ef$ak[j] 
   sample_coef[j+(harm*1)]<-ef$bk[j] 
   sample_coef[j+(harm*2)]<-ef$ck[j] 
   sample_coef[j+(harm*3)]<-ef$dk[j] 
  } 
 } 
 sample_coef[161]<-ef$ao[1] 
 sample_coef[162]<-ef$co[1] 
 # 
 for(p in 1:4){ 
  num.reorder<-c(1,1+(harm*1),1+(harm*2),1+(harm*3)) 
 } 
 for(q in 1:(harm-1)){ 
  r<-rep(c(1:(harm-1)),each=4) 
  num.reorder.2<-c(num.reorder,r+num.reorder,161:162) 
 } 
 sample_coef<-sample_coef[,num.reorder.2] 
 # 
 names_1<-rep(NA, FD) 
 for (x in 1:harm){ 
  names_1[(x*4)-3]<-paste0("X",x,"A") 
  names_1[(x*4)-2]<-paste0("X",x,"B") 
  names_1[(x*4)-1]<-paste0("X",x,"C") 
  names_1[(x*4)-0]<-paste0("X",x,"D") 
 } 
 names_1<-c(names_1,"A0","C0") 
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 colnames(sample_coef)<-names_1 
 num.reorder.3<-c(161,162,1:160) 
 sample_coef<-sample_coef[num.reorder.3] 
 sample_coef<-assign("sample_coef",sample_coef,envir=.GlobalEnv) 
 ## save output 
 setwd(filePath) 
 if(file.exists("SkullProfiler Output")){ 
 }else{ 
  dir.create(file.path(paste0(filePath,"SkullProfiler 
Output")),showWarnings=FALSE) 
 } 
 outputPath<-paste0(filePath,"SkullProfiler Output") 
 outputPath<-assign("outputPath",outputPath,envir=.GlobalEnv) 
 setwd(outputPath) 
 # 
 if(runchoice=="Image"){ 
  write.csv(file="Outline_coord.csv",x=M,row.names=FALSE) 
  write.csv(file="Procrustes_coord.csv",x=pM,row.names=FALSE) 
  write.csv(file="EFA_coef.csv",x=ef,row.names=FALSE) 
  # 
  pdf("Outline_plot.pdf") 
  par(mai=rep(0,4)) 
  plot(samp_im_2) 
  lines(Rc2$X,Rc2$Y,lwd=3,col=point_col) 
  arrows(Rc2$X[1]-80,Rc2$Y[1],Rc2$X[1],Rc2$Y[1],length=0.1,lwd=2) 
  dev.off() 
  # 
  pdf("Procrustes_plot.pdf") 
  plot(pM,type="l",frame=FALSE,col="white",axes=FALSE,xlab=NA,ylab=NA,asp=1) 
  polygon(mshape_1,col="grey92",border=NA) 
  lines(pM[,1],pM[,2],type="l") 
  dev.off() 
  # 
  pdf("EFA_plot.pdf") 
  plot(pM,type="l",frame=FALSE,main="EFA Outline 
Approximation",col="white",axes=FALSE,xlab=NA,ylab=NA,asp=1) 
  polygon(pM,col="grey92",border=NA) 
  lines(ief$x,ief$y,type="l") 
  dev.off() 
  # 
  tkmessageBox(message=paste0("Output files have been saved to the following 
directory:\n\n",outputPath),icon="info",type="ok") 
  # 
 }else if(runchoice=="Outline Coordinates"){ 
  write.csv(file="Procrustes_coord.csv",x=pM,row.names=FALSE) 
  write.csv(file="EFA_coef.csv",x=ef,row.names=FALSE) 
  # 
  pdf("Procrustes_plot.pdf") 
  plot(pM,type="l",frame=FALSE,col="white",axes=FALSE,xlab=NA,ylab=NA,asp=1) 
  polygon(mshape_1,col="grey92",border=NA) 
  lines(pM[,1],pM[,2],type="l") 
  dev.off() 
  # 
  pdf("EFA_plot.pdf") 
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  plot(pM,type="l",frame=FALSE,main="EFA Outline 
Approximation",col="white",axes=FALSE,xlab=NA,ylab=NA,asp=1) 
  polygon(pM,col="grey92",border=NA) 
  lines(ief$x,ief$y,type="l") 
  dev.off() 
  # 
  tkmessageBox(message=paste0("Output files have been saved to the following 
directory:\n\n",outputPath),icon="info",type="ok") 
  # 
 }else if(runchoice=="EFA Coefficients"){ 
 } 
} 
# 
############### PRINCIPAL COMPONENT ANALYSIS ############### 
class_run<-function(){ 
 graphics.off() 
 if(exists("lda_out")){tkdestroy(lda_out)} 
 if(exists("plotextra")){tkdestroy(plotextra)} 
 suppressWarnings(rm("groupsincl")) 
 if(any(shapeButValue == 1)){# skull 
  pcoef<-coef_1 
  PCnum<-12 
 }else{# cranium 
  pcoef<-coef_2 
  PCnum<-10 
 } 
 # 
 PCA<-prcomp(pcoef[7:166]) 
 PCs<-as.data.frame(PCA$x[,1:PCnum]) 
 # 
 grName<-c("BF","BM","JM","TF","TM","WF","WM") 
 aName<-c("B","J","T","W") 
 sName<-c("F","M") 
 grAll<-pcoef$Pooled_Group 
 aAll<-pcoef$Ancestry 
 sAll<-pcoef$Sex 
 for(i in 1:length(grName)){ 
  grAll<-as.factor(sub(unique(grAll)[i],grName[i],grAll,fixed=TRUE)) 
 } 
 for(i in 1:length(aName)){ 
  aAll<-as.factor(sub(unique(aAll)[i],aName[i],aAll,fixed=TRUE)) 
 } 
 for(i in 1:length(sName)){ 
  sAll<-as.factor(sub(unique(sAll)[i],sName[i],sAll,fixed=TRUE)) 
 } 
 # 
 suppressWin <- tclServiceMode(FALSE) 
 groupsWin <- tktoplevel() 
 win_width<-308 
 win_height<-332 
 win_x_start<-(scr_width/2)-(win_width/2) 
 win_y_start<-(scr_height/2)-(win_height/2) 
 size <- paste0(win_width,"x",win_height,"+",win_x_start,"+",win_y_start) 
 tkwm.geometry(groupsWin,size) 
  310 
 tkwm.title(groupsWin,"SkullProfiler") 
 BF_Val<-tclVar("1") 
 BF_but<-ttkcheckbutton(groupsWin,text="Black Female",variable=BF_Val) 
 BM_Val<-tclVar("1") 
 BM_but<-ttkcheckbutton(groupsWin,text="Black Male",variable=BM_Val) 
 JM_Val<-tclVar("1") 
 JM_but<-ttkcheckbutton(groupsWin,text="Japanese Male",variable=JM_Val) 
 TF_Val<-tclVar("1") 
 TF_but<-ttkcheckbutton(groupsWin,text="Thai Female",variable=TF_Val) 
 TM_Val<-tclVar("1") 
 TM_but<-ttkcheckbutton(groupsWin,text="Thai Male",variable=TM_Val) 
 WF_Val<-tclVar("1") 
 WF_but<-ttkcheckbutton(groupsWin,text="White Female",variable=WF_Val) 
 WM_Val<-tclVar("1") 
 WM_but<-ttkcheckbutton(groupsWin,text="White Male",variable=WM_Val) 
 # 
 allf<-function(){ 
  tclvalue(BF_Val)<<-tclvalue(BM_Val)<<-tclvalue(JM_Val)<<-
tclvalue(TF_Val)<<-tclvalue(TM_Val)<<-tclvalue(WF_Val)<<-tclvalue(WM_Val)<<-"1" 
 } 
 all_but<-ttkbutton(groupsWin,text="Select all",command=allf) 
 # 
 nonef<-function(){ 
  tclvalue(BF_Val)<<-tclvalue(BM_Val)<<-tclvalue(JM_Val)<<-
tclvalue(TF_Val)<<-tclvalue(TM_Val)<<-tclvalue(WF_Val)<<-tclvalue(WM_Val)<<-"0" 
 } 
 none_but<-ttkbutton(groupsWin,text="Deselect all",command=nonef) 
 # 
 allfemalef<-function(){ 
  tclvalue(BF_Val)<<-tclvalue(TF_Val)<<-tclvalue(WF_Val)<<-"1" 
  tclvalue(BM_Val)<<-tclvalue(JM_Val)<<-tclvalue(TM_Val)<<-
tclvalue(WM_Val)<<-"0" 
 } 
 allf_but<-ttkbutton(groupsWin,text="Female Only",command=allfemalef) 
 # 
 allmalef<-function(){ 
  tclvalue(BF_Val)<<-tclvalue(TF_Val)<<-tclvalue(WF_Val)<<-"0" 
  tclvalue(BM_Val)<<-tclvalue(JM_Val)<<-tclvalue(TM_Val)<<-
tclvalue(WM_Val)<<-"1" 
 } 
 allm_but<-ttkbutton(groupsWin,text="Male Only",command=allmalef) 
 # 
 groupsincl<-c() 
 submit<-function(){ 
  tkdestroy(groupsWin) 
  for(i in 1:length(grName)){ 
   if(as.numeric(tclvalue(get(paste0(grName[i],"_Val"))))==1){ 
    groupsincl<<-append(groupsincl,grName[i]) # keep in lda 
   }else{ 
   } 
  } 
 } 
 submit.but<-ttkbutton(groupsWin,text="Submit",command=submit) 
 # 
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 quit.but<-ttkbutton(groupsWin,text="Close Session",  
 command=function(){ 
  tkdestroy(groupsWin) 
  q(save="no") 
 }) 
 # 
 tkgrid(ttklabel(groupsWin,text="Select which groups to include in 
analysis:",font=font_emphasis),pady=20,padx=30,columnspan=2) 
 tkgrid(BF_but,all_but,sticky="w",pady=2,padx=30) 
 tkgrid(BM_but,none_but,sticky="w",pady=2,padx=30) 
 tkgrid(JM_but,allf_but,sticky="w",pady=2,padx=30) 
 tkgrid(TF_but,allm_but,sticky="w",pady=2,padx=30) 
 tkgrid(TM_but,sticky="w",pady=4,padx=30) 
 tkgrid(WF_but,sticky="w",pady=4,padx=30) 
 tkgrid(WM_but,sticky="w",pady=4,padx=30) 
 tkgrid(submit.but,quit.but,pady=20,padx=30) 
 tkbind(groupsWin,"<Return>",submit) 
 tkbind(groupsWin,"<Destroy>",function(){tkgrab.release(groupsWin)}) 
 tclServiceMode(suppressWin) 
 tkfocus(groupsWin) 
 tkwait.window(groupsWin) 
 ## 
 for(i in length(grName):2){ 
  combo<-combn(grName,i) 
  for(j in 1:ncol(combo)){ 
   assign(paste0("combo_",i,"_",j),combo[,j]) 
  } 
 } 
 # 
 for(i in 1:length(grName)){ 
  if(any(groupsincl==grName[i])){ 
  }else{ 
   PCs<-PCs[which(grAll!=grName[i]),] 
   grAll<-factor(grAll[which(grAll!=grName[i])]) 
   aAll<-factor(aAll[which(grAll!=grName[i])]) 
   sAll<-factor(sAll[which(grAll!=grName[i])]) 
  } 
 } 
 # 
 #subset to the PC scores used in the median kfold run 
 if(identical(groupsincl,combo_7_1)){ 
  subsetnum<<-
c(14,15,17,20,22,36,38,42,43,44,46,50,57,58,60,66,83,86,97,99,100,101,105,106,111,113,1
15,130,133,139,143,146,150,154,157,164,175,186,188,191,198,209,212,221,224,227,228,233,
238,239,248,252,266,269,270,275,278,281,284,293,295,312,317,318,319,325,327,332,333,334
,355,357,361,362,363,370,372,386,389,405,410,411,413,418,421,425,430,432,434,436,439,44
0,443,446,452,466,469,477,487,489,492,497,498,505,515,517,524,531,536,540,542,547,557,5
61,562,567,572) 
 }else if(identical(groupsincl,combo_6_1)){ 
  subsetnum<<-
c(1,9,23,25,28,31,36,44,49,52,54,61,65,67,70,81,82,89,90,93,96,106,117,119,120,122,128,
136,144,151,152,161,163,168,172,174,177,178,179,217,218,219,223,224,229,230,235,249,251
,253,255,256,261,262,264,266,282,289,292,295,303,306,312,317,319,320,337,341,343,345,35
5,368,373,377,385,386,390,393,398,399,401,404,411,423,430,437,438) 
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 }else if(identical(groupsincl,combo_6_2)){ 
  subsetnum<<-
c(5,6,11,13,16,25,32,37,46,50,52,54,56,57,58,60,66,85,90,94,99,110,115,117,127,133,136,
137,147,148,152,164,165,167,169,172,177,190,192,194,200,203,205,206,210,212,216,220,224
,225,233,255,258,259,261,274,277,278,287,289,302,304,317,321,324,328,331,332,339,341,34
3,347,355,361,362,364,368,380,381,384,386,393,411,412,418,422,423,428,432,437,445,449,4
51,456,461,469,471) 
 }else if(identical(groupsincl,combo_6_3)){ 
  subsetnum<<-
c(1,9,21,25,27,36,37,40,56,61,69,71,76,77,79,86,87,92,99,101,112,114,119,120,133,144,14
6,147,150,154,161,162,165,171,172,174,177,181,194,198,204,211,216,218,224,229,235,247,2
48,251,254,258,260,271,276,278,282,286,289,295,302,305,309,321,323,328,334,341,350,351,
358,361,362,364,373,375,378,383,396,408,411,417,418,419,435,437,440,444,452,461,466,468
,470,481,482,494,497,498,499,502,512,513,521,522,524) 
 }else if(identical(groupsincl,combo_6_4)){ 
  subsetnum<<-
c(12,14,15,17,23,28,43,45,50,53,57,63,67,70,79,80,81,82,88,90,93,95,97,101,107,114,120,
125,131,135,144,161,163,166,170,175,177,183,188,194,197,204,220,223,231,239,241,247,251
,252,254,255,259,260,266,267,274,277,289,294,298,299,303,310,311,312,316,317,319,321,32
8,342,352,361,363,370,371,375,377,389,393,395,401,402,405,408,421,422,435,439,442,448,4
56,458,461,466,468,474,475,481,486,487,496,499,501,508,526,527,530) 
 }else if(identical(groupsincl,combo_6_5)){ 
  subsetnum<<-
c(3,5,14,16,31,32,34,36,38,39,43,56,60,62,78,81,82,91,93,102,108,115,119,124,132,141,14
2,143,144,149,155,170,174,175,183,185,187,191,194,199,200,211,212,214,215,219,227,246,2
50,253,256,264,272,273,274,280,288,304,308,309,311,316,317,322,325,328,334,340,344,347,
359,361,363,367,379,383,389,392,394,399,401,403,405,410,411,412,413,417,418,421,426,450
,459,460,464,480,483,487,493,496,507,508) 
 }else if(identical(groupsincl,combo_6_6)){ 
  subsetnum<<-
c(5,12,18,19,20,23,27,33,37,40,53,63,70,75,76,81,85,96,106,122,124,125,126,129,130,134,
135,136,141,149,150,151,152,159,177,182,185,198,202,204,207,213,214,215,217,218,234,249
,250,252,255,259,265,269,270,277,281,284,286,292,296,301,304,309,316,333,334,337,342,34
4,346,350,351,356,361,365,371,373,377,381,391,396,397,400,409,422,424,425,428,447,450,4
62) 
 }else if(identical(groupsincl,combo_6_7)){ 
  subsetnum<<-
c(2,4,9,15,23,28,29,30,36,46,48,51,57,61,81,87,90,92,97,99,104,108,117,118,120,127,128,
141,142,152,153,155,159,161,173,190,194,196,198,201,202,204,210,213,215,220,231,233,240
,241,249,250,255,263,265,267,268,270,275,277,285,286,296,302,307,333,337,341,343,346,34
7,348,356,358,359,362,364,365,372,376,389,391,395,398,402,410,414,425,431,436,439,455,4
63,465,473,474,477,480,481) 
 }else if(identical(groupsincl,combo_5_1)){ 
  subsetnum<<-
c(1,5,12,14,15,17,27,40,50,53,56,59,62,67,68,83,84,94,97,98,118,120,126,139,141,143,147
,152,153,154,160,174,176,179,183,185,188,195,197,198,212,215,228,231,234,236,246,250,25
3,264,265,267,271,274,289,294,295,301,304,315,316,318,324,332,335) 
 }else if(identical(groupsincl,combo_5_2)){ 
  subsetnum<<-
c(2,4,10,17,22,28,30,32,35,40,46,55,63,66,72,80,82,102,111,118,127,133,140,142,147,149,
150,152,154,159,162,164,165,173,179,184,192,193,206,207,209,218,223,226,230,236,240,244
,252,260,269,271,273,276,283,294,297,301,303,304,323,324,326,332,344,351,366,369,372,37
5,377,378,379,387,388) 
 }else if(identical(groupsincl,combo_5_3)){ 
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  subsetnum<<-
c(3,6,12,17,29,36,40,43,44,52,56,58,63,66,71,78,85,89,90,95,96,100,102,114,131,132,136,
140,146,147,150,152,155,156,163,167,171,175,180,211,212,216,217,218,224,226,230,236,238
,251,254,256,259,262,264,277,280,284,292,295,326,327,328,331,334,346,360,361,362,363,36
6,371,372,375,382,386,387,393,400,402,410,414,418,424,426,428) 
 }else if(identical(groupsincl,combo_5_4)){ 
  subsetnum<<-
c(1,2,7,11,15,16,18,24,26,31,32,39,46,47,63,73,85,87,89,97,104,107,111,114,135,136,141,
142,143,148,150,159,161,164,168,173,175,181,193,194,204,207,210,211,234,237,243,246,248
,249,252,254,257,259,280,283,285,286,289,291,293,299,303,304,307,310,324,326,328,329,33
0,341,349,354,367,373,377,378,379,388,390,391) 
 }else if(identical(groupsincl,combo_5_5)){ 
  subsetnum<<-
c(6,9,15,25,26,29,34,42,52,55,57,60,76,78,79,84,85,98,102,106,111,112,114,117,125,129,1
34,137,138,152,156,163,172,186,188,191,192,194,196,197,199,206,208,219,221,226,227,232,
236,240,251,258,265,273,274,281,294,298,299,302,303,310,314,318,332,349,351,357,359,364
,367,373,374,391,394,396,403,404,405,406,413,415,417,422,430,433,436) 
 }else if(identical(groupsincl,combo_5_6)){ 
  subsetnum<<-
c(8,10,11,13,24,29,32,33,41,44,57,63,75,76,77,80,83,85,97,98,99,100,106,117,118,122,128
,130,132,141,148,149,155,158,159,160,167,177,178,190,199,202,205,210,220,221,222,235,23
6,238,248,255,256,257,268,271,275,277,284,298,299,304,307,317,320,322,324,325,335,345,3
46,351,362,366,367,372,374,379,387,395,400,414,418,424,426,428,431,434,437,440,443,444,
458,462,466,469,474,482,484) 
 }else if(identical(groupsincl,combo_5_7)){ 
  subsetnum<<-
c(2,5,6,10,19,22,26,27,31,34,40,53,55,59,65,74,78,89,91,100,104,107,113,117,123,129,138
,139,140,152,153,160,174,179,184,187,190,195,200,204,205,210,211,224,226,238,256,260,26
2,263,264,266,270,277,283,288,297,302,309,312,321,327,332,337,339,346,354,356,360,362,3
66,374,376) 
 }else if(identical(groupsincl,combo_5_8)){ 
  subsetnum<<-
c(2,3,7,10,15,17,27,31,33,49,55,57,62,72,73,75,76,78,91,100,101,102,105,110,114,118,120
,123,132,135,143,145,153,158,159,160,164,165,178,189,199,215,218,221,223,225,227,232,25
8,259,261,264,270,271,275,277,281,282,283,284,287,291,302,304,309,317,318,324,327,333,3
45,349,353,358,369,372,374,395,396,397,401,404,406,410,416) 
 }else if(identical(groupsincl,combo_5_9)){ 
  subsetnum<<-
c(3,8,12,17,20,27,34,41,47,48,50,51,68,69,71,77,80,84,94,95,104,106,109,111,112,116,119
,123,127,128,129,130,150,158,161,164,177,179,184,190,203,221,222,223,226,230,233,235,23
7,240,252,255,258,264,268,276,296,302,304,305,306,307,310,313,321,323,324,327,334,340,3
44,347,356,361,362,375,376,384,390,395,399,400,406,409,427,431,433,435,437,438,439,446,
450,459,461) 
 }else if(identical(groupsincl,combo_5_10)){ 
  subsetnum<<-
c(2,5,7,17,23,31,36,41,44,45,50,65,70,71,75,80,84,87,97,98,107,114,115,121,127,128,130,
134,137,139,143,145,146,156,158,159,174,176,188,196,200,206,213,214,219,220,223,225,234
,237,249,252,253,255,265,270,273,277,283,285,290,295,296,298,300,301,304,317,323,324,34
3,346,348,351,353,354,361,364,365,375,384,399,406,411,414,421,422,425,430,434,447,454,4
55,459,460,465,470) 
 }else if(identical(groupsincl,combo_5_11)){ 
  subsetnum<<-
c(2,10,14,15,18,19,25,32,37,38,52,57,64,65,69,75,79,82,93,100,101,102,103,106,108,120,1
  314 
25,131,141,145,166,171,173,174,177,179,184,185,186,187,190,191,198,200,202,214,224,230,
233,237,240,243,244,246,252,271,275,277,284,290,294,305,309,312,322,324,325,327) 
 }else if(identical(groupsincl,combo_5_12)){ 
  subsetnum<<-
c(9,13,14,19,21,29,33,34,38,40,44,45,62,69,70,77,81,89,94,95,97,120,121,125,126,127,136
,142,146,148,151,153,156,168,169,170,173,188,190,191,193,194,208,214,217,223,244,246,24
7,249,255,259,261,268,272,276,294,302,304,306,311,318,321,324,329,336,338,340,341,342,3
48,349,363) 
 }else if(identical(groupsincl,combo_5_13)){ 
  subsetnum<<-
c(1,10,13,14,29,42,46,49,56,60,62,64,65,69,78,83,84,87,95,98,108,114,116,122,124,126,12
8,130,134,137,150,152,153,161,162,165,173,184,191,199,203,208,209,211,213,218,219,226,2
29,235,240,242,249,250,261,264,272,277,284,286,289,292,295,299,301,303,312,317,323,329,
334,335,336,345,346,359,361,362,373,380,382,400,405,409,414) 
 }else if(identical(groupsincl,combo_5_14)){ 
  subsetnum<<-
c(2,3,6,11,17,20,35,43,44,45,49,58,69,72,74,77,84,90,91,95,97,111,112,122,123,126,127,1
39,146,147,148,150,160,161,175,184,191,192,195,198,199,209,215,216,218,229,242,247,249,
253,263,265,268,274,282,285,286,293,294,296,300,314,318,320,322,325,328,330,336,338,346
,348,350,357,359,364,365,366,369,409,410,411,414,415) 
 }else if(identical(groupsincl,combo_5_15)){ 
  subsetnum<<-
c(4,5,7,12,14,26,30,35,39,40,44,54,63,69,73,75,86,96,97,107,111,118,121,125,128,129,132
,142,145,158,159,164,166,174,179,188,191,194,200,212,213,217,221,235,241,245,247,256,25
9,261,262,269,272,293,303,310,315,316,321,323,324,330,338,344,357,362,367,368,370,378,3
79,380,382,387,389,397,400,402) 
 }else if(identical(groupsincl,combo_5_16)){ 
  subsetnum<<-
c(2,10,14,17,18,19,27,31,34,41,43,45,50,51,53,55,62,65,68,84,92,95,110,111,128,140,141,
148,149,150,154,157,163,168,171,173,174,181,184,192,206,207,215,229,230,235,237,243,244
,251,253,264,270,271,281,285,288,289,292,295,297,298,304,305,307,312,320,325,340,346) 
 }else if(identical(groupsincl,combo_5_17)){ 
  subsetnum<<-
c(12,17,20,22,27,37,40,42,43,51,55,58,62,65,66,67,73,89,92,103,109,110,113,118,129,131,
133,138,139,150,155,163,170,176,178,184,195,203,206,213,219,232,233,239,241,246,250,251
,255,267,268,269,271,272,275,276,281,290,292,296,301,306,312,315,322,323,326,333,342,34
3,348,352,355,374) 
 }else if(identical(groupsincl,combo_5_18)){ 
  subsetnum<<-
c(15,25,26,30,39,40,41,42,51,54,56,60,64,71,75,82,93,95,97,98,104,111,122,123,134,135,1
37,141,143,151,160,165,176,181,184,185,187,196,201,210,214,217,223,228,234,242,245,246,
252,257,261,267,274,279,290,293,302,303,307,309,319,320,321,323,324,325,335,346,349,353
,359,363,377,378,381,400,401,410,412,414,419,420,425,434) 
 }else if(identical(groupsincl,combo_5_19)){ 
  subsetnum<<-
c(2,5,18,22,28,33,43,47,48,58,62,63,69,73,74,75,82,89,92,96,97,100,110,119,126,135,141,
143,150,151,153,160,161,163,169,176,178,186,192,193,202,205,211,217,218,224,229,230,234
,241,245,259,261,268,270,273,278,288,289,290,291,307,318,319,327,328,348,357,365,366,37
0,371,376,382,384,392,393,395,398,400,413,421,422,423,428,440,442,444,446) 
 }else if(identical(groupsincl,combo_5_20)){ 
  subsetnum<<-
c(10,13,16,21,30,35,49,51,56,67,71,73,77,92,93,95,96,97,98,99,101,109,111,118,127,134,1
35,140,142,143,154,157,162,164,165,169,187,188,193,208,212,218,220,224,225,230,231,236,
  315 
240,247,251,257,262,264,267,270,275,283,301,302,304,306,308,314,318,321,324,328,336,356
,361,367,370,374,376,380,388,392,393,394,395,408,414,418,425) 
 }else if(identical(groupsincl,combo_5_21)){ 
  subsetnum<<-
c(1,5,7,8,15,22,27,28,29,34,47,59,68,69,70,75,78,81,83,93,102,103,110,113,117,133,134,1
35,141,143,150,152,161,163,168,172,173,180,182,193,195,199,200,203,204,206,209,213,233,
235,246,249,251,252,254,255,258,269,276,277,280,282,283,290,293,298,301,305,315,325,332
,339,345,348,358,362,365) 
 }else if(identical(groupsincl,combo_4_1)){ 
  subsetnum<<-
c(9,17,18,27,28,29,30,39,48,56,58,74,75,78,81,82,87,89,93,98,104,106,109,121,122,123,12
5,126,127,128,131,137,143,147,160,165,174,177,194,198,204,208,209,217,224,241,245,250,2
51,253,254,256,262,275,278,283,284,285,294) 
 }else if(identical(groupsincl,combo_4_2)){ 
  subsetnum<<-
c(6,7,13,18,28,29,33,38,40,45,51,57,59,61,63,65,72,88,89,91,101,112,123,129,135,138,162
,163,164,166,167,169,172,173,174,177,180,196,211,212,216,219,224,232,233,235,243,251,25
3,256,267,284,285,286,289,295,298,299) 
 }else if(identical(groupsincl,combo_4_3)){ 
  subsetnum<<-
c(1,15,20,21,28,30,31,32,35,39,51,54,61,64,73,79,84,85,88,91,94,100,104,105,113,120,124
,128,129,143,144,149,151,154,156,164,176,188,192,193,201,213,214,217,223,228,231,236,24
3,245,248,249,258,259,264,268,270,277,279,288,291,293,301,302,308,318,330,333,336,338,3
42,343) 
 }else if(identical(groupsincl,combo_4_4)){ 
  subsetnum<<-
c(3,11,16,24,33,34,47,48,49,53,55,59,67,71,72,76,82,85,89,91,126,128,135,138,148,149,15
2,154,155,162,163,164,165,167,169,171,181,182,190,194,199,206,208,209,213,214,220,222,2
24,227,240,254,264,271,283,286,288,292,293,306,311,318,319,320,328,332,342,344,345,355,
357,361,362,363,375,377,378,379,385) 
 }else if(identical(groupsincl,combo_4_5)){ 
  subsetnum<<-
c(16,21,28,29,33,35,37,45,47,61,62,65,66,67,69,74,78,89,90,92,97,98,101,102,104,113,117
,118,136,145,149,150,157,162,170,172,189,190,202,203,205,215,221,230,231,238,239,245,24
6,251,260,264,271,275) 
 }else if(identical(groupsincl,combo_4_6)){ 
  subsetnum<<-
c(7,12,25,28,33,34,42,49,52,54,64,68,69,70,75,81,85,86,106,109,119,121,128,130,131,132,
134,142,145,147,152,154,159,160,163,166,168,177,187,191,200,202,218,219,223,227,232,234
,243,247,250,251,253,257,263,266,277,278,283,294,297,300,308,310,314,325,327,328) 
 }else if(identical(groupsincl,combo_4_7)){ 
  subsetnum<<-
c(4,10,14,15,25,36,41,44,55,60,63,66,67,72,74,79,85,95,115,116,118,119,124,127,129,130,
131,139,143,144,146,151,160,168,177,178,179,181,195,200,203,207,209,219,225,232,235,245
,256,260,261,267,270,275,282,286,287,315,316,324,326,327,329,336,339,341,342,344,346,35
6,357,360,361,362) 
 }else if(identical(groupsincl,combo_4_8)){ 
  subsetnum<<-
c(3,18,21,23,30,31,32,37,40,42,62,65,68,70,71,74,77,78,95,98,102,108,111,115,116,129,14
1,143,152,158,159,164,171,172,177,178,184,186,188,190,197,198,199,203,208,210,213,224,2
25,237,247,255,256,261,278,281,283,289,291,301,302,310,312,314,319,321,322,325,326,329) 
 }else if(identical(groupsincl,combo_4_9)){ 
  subsetnum<<-
c(3,13,16,20,26,29,36,48,56,57,62,64,66,67,80,82,85,97,99,103,109,113,117,119,132,133,1
  316 
35,137,144,152,153,160,162,165,166,180,181,182,187,204,205,213,215,218,224,227,231,241,
245,250,259,261,262,274,275,278,280,285,288,291,295,299,303,308,315,327,334,335,344,349
,355,370,372,374,376) 
 }else if(identical(groupsincl,combo_4_10)){ 
  subsetnum<<-
c(2,4,18,19,25,26,28,33,41,49,50,58,60,67,71,73,87,90,97,101,118,120,125,128,130,134,13
6,142,144,153,154,155,158,160,165,173,174,185,197,199,208,210,213,218,220,227,233,242,2
45,247,252,257,266,276,278,288,290,303,311,314,322,325,328,336,339,340,347,351,352,358,
359,364,370,374,376,386,388,395,396,399,417,418,422) 
 }else if(identical(groupsincl,combo_4_11)){ 
  subsetnum<<-
c(4,6,16,23,24,25,26,29,30,33,39,41,45,54,57,66,67,78,88,92,99,109,113,116,117,120,123,
128,131,138,148,160,162,165,171,178,179,181,187,203,206,207,213,214,224,226,227,230) 
 }else if(identical(groupsincl,combo_4_12)){ 
  subsetnum<<-
c(8,14,23,27,33,38,41,44,51,52,54,55,58,60,61,70,71,82,93,94,96,100,102,116,120,128,135
,136,138,145,148,153,158,159,165,167,174,180,188,192,201,202,210,224,225,238,239,245,25
1,252,257,258,260,265,266,268,271,275) 
 }else if(identical(groupsincl,combo_4_13)){ 
  subsetnum<<-
c(10,19,20,22,29,35,41,50,53,58,60,61,63,69,70,72,73,77,103,104,105,106,109,111,115,126
,127,128,138,143,147,156,157,172,178,182,183,185,198,199,202,207,211,217,218,221,225,22
8,232,234,251,254,258,262,263,265,270,280,284,285,288,295,296,301,311) 
 }else if(identical(groupsincl,combo_4_14)){ 
  subsetnum<<-
c(2,10,13,19,21,26,29,44,49,52,53,54,59,62,63,66,69,90,101,109,111,118,125,129,140,141,
144,146,148,151,155,156,159,166,175,183,184,195,200,207,208,209,211,212,213,221,229,231
,245,247,254,265,269,271,275,283) 
 }else if(identical(groupsincl,combo_4_15)){ 
  subsetnum<<-
c(12,17,20,22,24,27,28,32,44,48,49,53,55,61,70,77,79,87,90,93,98,112,113,118,119,120,12
5,127,133,136,148,151,153,155,165,166,175,184,187,188,198,202,205,206,210,211,214,225,2
27,230,236,238,241,245,247,255,263,269,271,273,278,303,305,307,309,317,327) 
 }else if(identical(groupsincl,combo_4_16)){ 
  subsetnum<<-
c(8,10,12,14,15,26,28,30,32,33,46,47,49,52,57,64,67,88,94,96,97,112,119,122,123,137,140
,143,153,154,163,173,188,190,192,194,195,197,200,205,216,221,227,231,236,241,242,251,27
8,281,282,286,294,296,300,304,306,323,324,328,332,336,338,350,351,352,356,362,366,367,3
68,371,374) 
 }else if(identical(groupsincl,combo_4_17)){ 
  subsetnum<<-
c(10,14,18,22,23,31,38,40,43,47,50,51,57,58,71,76,78,80,88,89,90,95,96,108,114,123,129,
134,139,145,152,160,161,164,168,173,176,180,186,201,211,217,224,229,231,233,235,238,242
,248,249,250,255,257,263,268) 
 }else if(identical(groupsincl,combo_4_18)){ 
  subsetnum<<-
c(1,4,10,11,12,13,14,25,29,38,53,55,64,65,72,76,78,82,90,91,95,96,98,110,118,124,129,13
2,135,137,144,149,152,153,155,167,176,180,183,184,185,187,194,207,209,222,225,235,236,2
38,244,245,252,253,261,269,280,284,289,294,297,305,306) 
 }else if(identical(groupsincl,combo_4_19)){ 
  subsetnum<<-
c(5,7,14,20,22,27,33,37,45,47,52,53,54,55,72,75,86,89,107,108,112,115,119,123,126,136,1
39,140,141,142,145,147,151,156,161,162,172,180,188,192,199,201,213,216,224,231,237,239,
  317 
250,251,256,257,261,264,273,276,283,284,289,295,296,297,308,313,314,321,324,333,337,344
,352) 
 }else if(identical(groupsincl,combo_4_20)){ 
  subsetnum<<-
c(6,24,26,31,32,33,35,40,48,53,54,56,70,72,73,76,78,93,97,100,108,114,115,127,132,133,1
49,155,156,159,169,170,172,175,179,182,193,194,210,213,214,215,216,224,228,242,243,247,
248,250,251,260,261,263,272,275,282,283,290,291,294,301,308,311,317,328,337,340,343,345
,351,363) 
 }else if(identical(groupsincl,combo_4_21)){ 
  subsetnum<<-
c(2,5,16,19,38,44,51,54,65,68,72,74,78,81,87,88,89,93,101,105,106,108,114,115,117,120,1
21,122,129,140,142,146,160,165,169,171,174,176,178,198,205,207,208,214,218,229,232,237,
241,248,254) 
 }else if(identical(groupsincl,combo_4_22)){ 
  subsetnum<<-
c(12,15,24,28,31,38,43,51,54,55,57,62,64,71,74,77,81,82,88,89,106,115,116,117,126,127,1
35,146,155,160,163,167,169,171,175,189,191,200,204,212,216,218,221,223,225,226,241,247,
255,265,267,268,277,278,283,286,300,303) 
 }else if(identical(groupsincl,combo_4_23)){ 
  subsetnum<<-
c(3,7,11,14,16,18,22,35,46,51,53,54,57,58,61,68,75,78,87,91,97,98,118,123,124,125,129,1
37,144,152,157,161,164,167,171,179,183,187,193,197,202,206,213,218,224,234,241,257,259,
260,265,266,267,268,269,271,275,283,288,296,317,319,320,321,326,336,337,338,341) 
 }else if(identical(groupsincl,combo_4_24)){ 
  subsetnum<<-
c(2,6,12,18,22,24,29,35,41,44,54,55,58,60,63,67,77,83,97,106,107,113,119,123,126,137,14
1,144,154,158,162,164,173,177,179,181,183,192,206,207,215,221,232,233,242,245,246,248,2
49,250,259,261,265,275,277,287,293,303,309,311) 
 }else if(identical(groupsincl,combo_4_25)){ 
  subsetnum<<-
c(3,5,7,10,12,23,26,31,34,53,54,57,58,60,68,75,81,84,89,105,108,109,121,125,130,134,148
,151,153,154,156,158,161,163,169,170,185,187,188,191,197,198,199,209,218,228,229,230,23
1,234,244,245,247,248,253,259,270,275,278,288,294,295,297,298,306,309,322,327,333,334,3
36)  
 }else if(identical(groupsincl,combo_4_26)){ 
  subsetnum<<-
c(7,13,14,17,19,22,37,39,41,47,54,55,63,72,75,78,81,82,89,95,100,107,120,124,129,130,13
5,136,138,151,157,160,162,165,172,182,186,191,197,198,200,205,208,210,217,227,229,234,2
41,247,248,249,255,264,269,277,283,284,294,296,297,299,313,314,315,317,319,321,334,354,
359,361,363,368,376,377,382,387,393,396,399) 
 }else if(identical(groupsincl,combo_4_27)){ 
  subsetnum<<-
c(4,7,14,17,18,25,26,30,40,41,48,55,59,60,71,75,79,91,92,98,103,106,113,116,130,131,133
,138,144,147,154,163,174,175,177,178,183,186,191,195,197,207,218,221,224,234,235,239,24
0,245,250,252,260,263,265,269,279,281,286,290) 
 }else if(identical(groupsincl,combo_4_28)){ 
  subsetnum<<-
c(1,2,6,23,25,26,35,36,37,48,54,55,58,75,79,87,89,96,98,102,105,107,113,115,130,136,137
,139,146,147,151,156,160,162,173,176,177,184,189) 
 }else if(identical(groupsincl,combo_4_29)){ 
  subsetnum<<-
c(8,15,16,21,29,41,42,50,53,54,57,60,66,71,76,88,90,95,104,106,107,108,112,115,132,133,
137,138,140,145,151,153,160,174,178,179,180,184,202,204,208,212,215,216,226,232,238,240
  318 
,244,245,247,251,255,256,258,264,271,273,274,278,280,288,290,303,305,306,308,317,322,32
3,331,332,345,347,368,370,371) 
 }else if(identical(groupsincl,combo_4_30)){ 
  subsetnum<<-
c(6,7,15,22,37,42,43,44,46,47,48,49,51,52,56,65,70,71,74,83,98,103,121,125,133,137,140,
141,145,147,150,151,158,160,166,173,176,181,183,185,196,198,206,209,210,223,224,228,234
,239,240,246,260,264,273,276,279,281,282,291,292,315,318,320,321,327,335,341,343,349,35
1,352,354,355,357,370,372,373,379) 
 }else if(identical(groupsincl,combo_4_31)){ 
  subsetnum<<-
c(1,3,5,6,12,34,37,38,40,48,51,70,76,79,90,91,93,94,99,104,106,116,118,120,121,123,125,
154,159,169,176,184,186,189,196,203,207,213,214,220,221,232,234,238,241,242) 
 }else if(identical(groupsincl,combo_4_32)){ 
  subsetnum<<-
c(3,10,14,16,20,22,23,25,32,34,50,52,61,64,65,66,74,81,86,96,104,115,118,120,122,133,14
1,143,144,146,149,150,151,161,166,172,173,175,176,177,178,180,181,183,190,191,192,198,2
13,216,234,239,252,269,270,276) 
 }else if(identical(groupsincl,combo_4_33)){ 
  subsetnum<<-
c(1,4,8,11,13,22,35,36,37,41,49,57,62,64,76,80,83,91,95,96,99,103,104,105,109,112,113,1
16,122,131,136,143,157,161,167,179,180,182,189,194,197,201,206,211,226,227,228,234,237,
243,252,253,260,265,271,279,280,285,286,297,299,302,308,311,314,323,327) 
 }else if(identical(groupsincl,combo_4_34)){ 
  subsetnum<<-
c(4,6,7,10,13,24,30,32,48,50,55,57,60,62,73,79,84,88,94,102,104,113,115,116,117,130,131
,141,144,148,153,163,164,179,180,181,189,190,195,201,209,212,214,221,232,251,254,261,26
6,267,270,274,282,283,285,286,292,294,302,312,316,320,322,327,333,335,336) 
 }else if(identical(groupsincl,combo_4_35)){ 
  subsetnum<<-
c(14,21,24,26,28,32,34,39,50,51,53,56,60,63,66,69,70,90,92,95,100,108,119,121,125,136,1
38,142,154,159,163,165,166,167,173,180,192,196,203,216,217,226,237,242,244,245,246,249,
252,253,254,255,260,266,276,282,284,289,291,294,295,305,308) 
 }else if(identical(groupsincl,combo_3_1)){ 
  subsetnum<<-
c(2,19,22,23,25,29,32,42,46,52,55,63,68,74,78,81,83,94,98,108,117,118,123,124,126,134,1
37,143,154,156,158,165,167,173,176,179,189,193,196,197,202,211,216,221,227,235,238,240,
241,250,251) 
 }else if(identical(groupsincl,combo_3_2)){ 
  subsetnum<<-
c(5,6,7,8,15,28,34,35,36,39,42,45,47,57,69,76,85,90,92,95,96,103,111,115,117,125,126,12
7,128,133,137,147,151,157,166,170,179,181,183,198,205,216,220,221,224,230,231) 
 }else if(identical(groupsincl,combo_3_3)){ 
  subsetnum<<-
c(1,11,12,13,16,29,30,34,36,42,44,45,58,71,74,75,83,92,95,109,110,115,116,121,133,140,1
43,151,159,164,169,171,174,175,178,183,191,195,197,203,208,210,218,219,224,234,238) 
 }else if(identical(groupsincl,combo_3_4)){ 
  subsetnum<<-
c(8,15,17,19,24,35,38,47,58,62,63,65,67,81,83,84,85,89,90,93,103,107,119,134,136,139,14
0,141,142,150,154,159,162,163,167,169,180,181,189,198,201,202,205,206,210,214,220,223,2
26,227,228,235,249,255,257,258,271,292) 
 }else if(identical(groupsincl,combo_3_5)){ 
  subsetnum<<-
c(11,20,22,28,34,35,39,47,50,54,56,61,63,78,80,81,82,86,89,94,95,97,99,101,106,112,113,
  319 
121,127,131,135,150,152,157,161,179,183,187,190,191,203,209,212,213,226,231,238,240,241
,244,249,259,270,274,286,287,288,289,296,302,304,313,318,321,322,324,330) 
 }else if(identical(groupsincl,combo_3_6)){ 
  subsetnum<<-
c(7,9,10,14,17,18,21,22,23,28,30,43,49,62,66,71,75,85,93,94,95,97,115,117,119,122,125,1
27,139,146,153,158,159,166,173,178,180,183) 
 }else if(identical(groupsincl,combo_3_7)){ 
  subsetnum<<-
c(2,3,5,7,9,17,22,25,29,40,54,55,64,65,66,70,79,80,89,96,103,105,113,116,117,121,126,13
9,140,146,147,150,151,153,154,160,163,164,166,178) 
 }else if(identical(groupsincl,combo_3_8)){ 
  subsetnum<<-
c(3,9,20,21,22,25,26,28,35,36,42,43,50,51,55,73,78,83,89,90,92,96,97,104,106,114,115,13
3,141,145,156,162,164,167,169,170,182,200,202,204,206,211,214,221,222,223,228,230,234,2
38) 
 }else if(identical(groupsincl,combo_3_9)){ 
  subsetnum<<-
c(1,3,4,5,8,11,12,31,37,44,45,64,70,72,73,77,83,86,89,92,97,103,104,111,115,118,122,128
,129,144,151,161,165,170,172,174,182,188,192,193,196,209,212,218,223,224,235,239,244,24
7,256,258,259,262,266,267,272) 
 }else if(identical(groupsincl,combo_3_10)){ 
  subsetnum<<-
c(14,15,16,21,24,27,29,32,38,51,52,57,58,63,79,82,85,94,96,102,106,119,120,126,133,135,
136,139,148,155,167,170,171) 
 }else if(identical(groupsincl,combo_3_11)){ 
  subsetnum<<-
c(4,14,16,17,20,21,22,23,33,35,38,50,51,58,67,78,87,90,99,100,103,105,110,120,123,130,1
40,141,145,148,155,160,166,169,172,173,175,179,180,185,208,214,216,218) 
 }else if(identical(groupsincl,combo_3_12)){ 
  subsetnum<<-
c(12,16,24,25,29,44,46,48,51,55,63,68,71,79,81,82,83,91,97,101,109,111,120,122,126,143,
144,148,150,154,168,169,170,176,183,186,188,189,193,199,200,202,204,214,222,223,229,237
,238,243,253,254) 
 }else if(identical(groupsincl,combo_3_13)){ 
  subsetnum<<-
c(1,12,26,34,35,37,41,43,44,45,47,49,53,59,61,69,74,86,92,102,105,106,117,122,127,128,1
29,133,136,143,162,166,170,171,174,175,181,185,198,200,201,209,214,218,220,221,225,228) 
 }else if(identical(groupsincl,combo_3_14)){ 
  subsetnum<<-
c(2,12,16,19,23,34,42,45,50,59,60,62,64,65,67,72,82,87,88,90,91,97,99,118,122,127,128,1
30,144,146,147,159,161,162,163,165,176,179,180,186,191,193,204,207,211,215,223,235,236,
238,242,243,252,262,263) 
 }else if(identical(groupsincl,combo_3_15)){ 
  subsetnum<<-
c(3,11,16,23,29,30,31,32,34,39,51,53,65,72,80,81,83,102,106,115,122,126,129,134,142,151
,152,160,163,166,169,172,174,178,183,184,189,190,192,195,198,208,225,228,231,245,246,24
7,248,249,252,258,271,277,282,288,289,295,305,313,314,315) 
 }else if(identical(groupsincl,combo_3_16)){ 
  subsetnum<<-
c(2,5,9,23,26,30,33,37,45,49,51,58,64,70,79,83,84,86,97,100,105,109,111,121,123,125,126
,138,143,144,145,147,153,154,174,177,184,185,186,196,199,201) 
 }else if(identical(groupsincl,combo_3_17)){ 
  320 
  subsetnum<<-
c(6,7,8,9,13,29,32,39,51,61,76,78,79,80,83,84,86,87,93,94,103,105,118,119,122,123,124,1
27,133,138,141,149,154,161,175,176,178,179,183,184,187,196,201,215) 
 }else if(identical(groupsincl,combo_3_18)){ 
  subsetnum<<-
c(10,14,20,29,31,32,38,39,56,72,74,79,81,84,85,86,87,90,91,97,98,103,121,123,124,131,13
2,134,140,141,148,153,157,168,174,178,183,187,191,197,199,202,211,212,213,214,217,222,2
25,229,238,240,251,262) 
 }else if(identical(groupsincl,combo_3_19)){ 
  subsetnum<<-
c(8,13,18,20,23,32,39,40,48,52,53,56,58,62,72,78,83,84,94,96,106,108,112,126,127,129,13
7,139,141,145,147,149,159,167,183,190,191,201,202,208,212,219,221,222,225,226,233,238,2
43,244,256,258,261,272,282,288,295,298,299,301,302) 
 }else if(identical(groupsincl,combo_3_20)){ 
  subsetnum<<-
c(1,2,3,4,12,22,50,52,58,59,60,64,71,72,74,83,85,88,89,90,91,110,116,120,123,128,143,14
5,153,159,163,170,173,179,180,181,195) 
 }else if(identical(groupsincl,combo_3_21)){ 
  subsetnum<<-
c(8,9,16,19,25,27,32,34,36,37,40,52,57,60,61,66,79,82,88,99,100,101,111,127,128,132,133
,137,139,143,152,155,156,161,164,166,187,190,191,195,205,209,221,224,227,228,234,239,24
1) 
 }else if(identical(groupsincl,combo_3_22)){ 
  subsetnum<<-
c(3,4,6,11,15,16,17,21,32,43,48,51,53,63,71,74,84,99,100,104,105,108,111,113,116,118,12
0,139,140,146,149,152,153,186,187,192,198,206,211,213,218,219,232,242,243,247,248,249,2
52,254,259,260,264,273,274,280,282) 
 }else if(identical(groupsincl,combo_3_23)){ 
  subsetnum<<-
c(1,6,8,9,22,23,25,27,28,39,50,63,64,68,70,83,88,97,99,100,102,111,115,118,120,123,128,
132,138,139,162,164,166,187,188,196,198,201,202,206,208,217,220,233,234,235,244,247,251
) 
 }else if(identical(groupsincl,combo_3_24)){ 
  subsetnum<<-
c(9,12,20,24,30,33,36,41,43,45,46,48,60,63,64,69,85,95,102,103,105,119,122,123,124,132,
137,141,146,152,173,176,178,180,183,187,188,189,190,200,201,217,229,231,232,245,253,261
,263,270,276,279,281,283,284,285) 
 }else if(identical(groupsincl,combo_3_25)){ 
  subsetnum<<-
c(3,7,12,16,22,26,29,30,34,41,46,48,53,55,56,58,73,75,84,85,104,105,113,114,131,133,137
,138,140,142,145,148,150,154,167,180,182,184,186,192,193,202,213,217,224,231,232,233,23
9,243,246,252,255,256,262,263,272,276,278,308,312,318,322,323,327,329,333,334,338) 
 }else if(identical(groupsincl,combo_3_26)){ 
  subsetnum<<-
c(1,6,8,12,13,15,18,21,25,36,42,50,61,64,68,79,80,89,94,95,105,107,110,115,120,128,137,
142,145) 
 }else if(identical(groupsincl,combo_3_27)){ 
  subsetnum<<-
c(3,10,12,24,29,32,37,38,41,46,54,56,63,69,71,84,89,92,95,98,101,107,109,110,114,128,13
2,137,148,152,153,156,162,163,165,167,178,185,190,193) 
 }else if(identical(groupsincl,combo_3_28)){ 
  subsetnum<<-
c(4,5,16,18,29,37,38,40,44,45,46,49,61,66,67,70,74,79,90,91,111,115,120,124,127,131,132
,147,155,156,157,166,167,168,172,179,183,185,189,195,197,198,201,204,206,211,214) 
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 }else if(identical(groupsincl,combo_3_29)){ 
  subsetnum<<-
c(1,4,8,9,21,25,27,35,44,54,55,56,62,64,71,73,74,92,96,97,101,103,108,111,113,114,115,1
24,128,139,149,152,169,176,181,185,190,191,195,200,201,202) 
 }else if(identical(groupsincl,combo_3_30)){ 
  subsetnum<<-
c(1,7,17,25,26,30,39,43,47,51,52,53,65,68,73,81,85,89,96,97,99,100,107,111,116,126,129,
130,133,135,138,140,144,152,169,176,182,187,189,193,199,202,203,207,225,227,231,236,237
) 
 }else if(identical(groupsincl,combo_3_31)){ 
  subsetnum<<-
c(2,7,14,16,23,24,28,29,30,39,42,56,64,72,74,75,87,88,96,101,102,105,108,115,122,132,13
5,137,139,148,152,157,166,167,171,172,174,180,185,193,206,208,212,222,224,228,237,243,2
45,248,253,255,263,271,272,284,287,289) 
 }else if(identical(groupsincl,combo_3_32)){ 
  subsetnum<<-
c(3,5,11,13,20,24,27,42,49,56,61,65,68,80,82,86,89,91,101,104,109,112,124,128,130,133,1
42,150,155,157,165,169,178,180,182) 
 }else if(identical(groupsincl,combo_3_33)){ 
  subsetnum<<-
c(1,3,7,12,20,24,25,31,40,43,49,62,68,75,80,82,86,99,100,106,110,111,116,121,126,128,13
4,144,145,150,151,160,161,166,169,173,183,190,197,198,202,204,213,214) 
 }else if(identical(groupsincl,combo_3_34)){ 
  subsetnum<<-
c(3,9,17,19,20,29,31,38,55,65,69,70,73,74,75,79,83,85,91,96,100,101,102,109,113,127,128
,131,142,144,151,159,160,166,171,172,173,176,178,184,189,197,205,213,228,236,238,242,24
5,256,260,261,264,269,270) 
 }else if(identical(groupsincl,combo_3_35)){ 
  subsetnum<<-
c(3,21,27,30,36,37,40,43,44,54,58,65,70,71,80,84,99,101,109,112,115,117,118,119,126,127
,134,139,149,158,162,172,180,185,192,193,200,201,202,208,212,215,222,227,232,240,250,25
5,257,259,263,267,268,277) 
 }else if(identical(groupsincl,combo_2_1)){ 
  subsetnum<<-
c(14,18,20,23,26,27,29,36,41,44,46,48,56,62,70,77,79,94,98,103,113,117,119,122,124,129,
140,144,148,150,155,158,159,161,167,168,171,190) 
 }else if(identical(groupsincl,combo_2_2)){ 
  subsetnum<<-
c(3,6,7,9,12,16,25,28,47,48,49,55,64,67,80,83,85,88,90,92,94,103,112,120,127,133,136,14
2) 
 }else if(identical(groupsincl,combo_2_3)){ 
  subsetnum<<-
c(2,4,5,6,15,37,39,46,47,52,64,65,70,73,79,80,85,90,95,98,111,112,124,126) 
 }else if(identical(groupsincl,combo_2_4)){ 
  subsetnum<<-
c(2,3,6,7,15,21,39,40,41,45,51,59,65,68,74,79,84,90,92,101,103,121,123,125,130,133) 
 }else if(identical(groupsincl,combo_2_5)){ 
  subsetnum<<-
c(9,13,14,16,17,23,30,47,49,57,60,62,68,71,74,77,82,100,106,110,113,128,130,133,134,137
,142,145,147,149,150,151,153,160,169,173) 
 }else if(identical(groupsincl,combo_2_6)){ 
  subsetnum<<-
c(19,28,33,35,36,39,42,45,46,48,50,61,62,65,69,85,87,89,91,101,103,106,118,123,127,128,
130,134,135,139,145,152,158,159,163,164,178,188,189,196,202,205,208,219) 
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 }else if(identical(groupsincl,combo_2_7)){ 
  subsetnum<<-
c(6,9,10,26,36,37,45,46,50,51,57,65,69,76,82,84,95,97,98,103,109,114,115,126,129,138,13
9,142,144,150,153,166) 
 }else if(identical(groupsincl,combo_2_8)){ 
  subsetnum<<-
c(5,8,10,15,16,27,29,31,37,46,52,66,72,73,77,79,92,94,95,97,98,103,111,121,124,128,134,
138,146,147) 
 }else if(identical(groupsincl,combo_2_9)){ 
  subsetnum<<-
c(3,12,20,22,23,29,32,33,35,38,42,56,63,67,76,82,84,88,90,93,104,112,115,129,130,132,13
3,145) 
 }else if(identical(groupsincl,combo_2_10)){ 
  subsetnum<<-
c(7,11,17,28,29,31,32,38,44,51,54,61,68,69,72,74,76,85,91,95,101,104,115,119,122,129,13
1,133,140,144,147,148,153,157,164,167,176,180,184,189,197,200) 
 }else if(identical(groupsincl,combo_2_11)){ 
  subsetnum<<-
c(7,8,17,21,26,41,50,51,55,65,77,78,79,81,83,84,87,89,102,105,107,109,113,115,119,123,1
28,133,137,139,142,146,155,158,163,172,181,184,185,199,202,203,204,205,206,211,212,216,
219) 
 }else if(identical(groupsincl,combo_2_12)){ 
  subsetnum<<-c(8,9,11,13,17,20,24,32,36,41,47,56,63,66,69,73,78,81,82,94) 
 }else if(identical(groupsincl,combo_2_13)){ 
  subsetnum<<-
c(4,10,18,22,23,26,28,29,33,44,51,57,66,67,69,74,77,86,89,93,96,101) 
 }else if(identical(groupsincl,combo_2_14)){ 
  subsetnum<<-
c(1,5,10,12,26,28,32,43,47,48,49,52,61,70,72,82,85,87,92,97,104,112,116,118,121,127,130
,135,139,140,146,148) 
 }else if(identical(groupsincl,combo_2_15)){ 
  subsetnum<<-
c(19,29,31,34,35,37,39,42,45,52,56,59,65,67,75,83,89,93,100,102,109,117,118,128,130,133
,134,135,136,137,140,142,146,161,178,180,181,187,190) 
 }else if(identical(groupsincl,combo_2_16)){ 
  subsetnum<<-c(1,15,22,32,33,36,37,39,42,43,45,54,57,73,76,79,81,84) 
 }else if(identical(groupsincl,combo_2_17)){ 
  subsetnum<<-
c(1,12,19,22,26,30,32,38,42,43,46,49,68,70,71,75,76,86,94,98,99,109,112,115,121,132,134
) 
 }else if(identical(groupsincl,combo_2_18)){ 
  subsetnum<<-
c(4,15,17,18,24,32,34,40,44,45,51,60,64,73,76,86,87,89,93,94,96,103,107,109,112,113,119
,121,128,137,145,150,151) 
 }else if(identical(groupsincl,combo_2_19)){ 
  subsetnum<<-
c(9,14,15,16,21,23,29,31,46,59,66,67,72,78,79,81,82,83,91,93,94,112,114,115,121,126,127
,139) 
 }else if(identical(groupsincl,combo_2_20)){ 
  subsetnum<<-
c(10,12,14,15,17,19,32,39,47,48,55,59,64,66,71,79,80,81,83,86,88,90,91,100,105,109,117,
118,121,132,135,136,155,157,165,167) 
 }else if(identical(groupsincl,combo_2_21)){ 
  323 
  subsetnum<<-
c(8,17,30,33,35,43,53,55,57,61,64,70,73,79,82,87,88,93,94,99,105,109,112,118,120,127,12
8,133,134,136,140,141,160,177,178,184,188,191,192,201,203,208,219,223,225,228) 
 } 
 # 
 PCsub<-PCs[-subsetnum,] 
 grtrain<-grAll[-subsetnum] 
 PCA2<-PCA 
 PCA2$x<-PCsub 
 meanPC<-do.call(rbind,by(PCA2$x,grtrain,colMeans))#group means for each PC 
 #CV 
 PCtest<-PCs[subsetnum,] 
 grtest<-grAll[subsetnum] 
 # 
 groupsizes_sub<-cbind(data.frame(table(grtrain))) 
 #predict PC scores of external sample based on EFA coefficients (sample_coef = 
single row data matrix of EFA A0, C0, and 160 coefficients) 
 unknownPC<-predict(PCA2,newdata=sample_coef[-2:-1])[1:PCnum] 
 # 
 dfa<-lda(PCA2$x,grtrain,prior=rep(1,length(groupsincl))/length(groupsincl)) 
 #Unknown 
 pred<-predict(dfa,PCA2$x) 
 pred_all<-predict(dfa,PCs) 
 unknown_pred<-predict(dfa,new=unknownPC) 
 prop<-round(dfa$svd^2/sum(dfa$svd^2),4) 
 #CV 
 testpred<-predict(dfa,PCtest) 
 testtab<-table(grtest,testpred$class) 
 testacc<-c() 
 for(i in 1:length(groupsincl)){ 
  testacc<-append(testacc,round((testtab[i,i]/sum(testtab[i,]))*100)) 
 } 
 testtab2<-cbind(groupsincl,groupsizes_sub[,2],table(grtest),testtab,testacc) 
 colnames(testtab2)<-c("Groups","Training","Test",groupsincl,"% Correct") 
 rownames(testtab2)<-NULL 
 pcv <- round((sum(diag(testtab))/length(subsetnum))*100) 
 #VCVM 
 dof<-table(grtrain)-1 
 vcvm_all<-by(PCA2$x,grtrain,var) 
 vcvm_temp<-array(NA,c(PCnum,PCnum,length(unique(grtrain)))) 
 for(i in 1:length(vcvm_all)){ 
  vcvm_temp[,,i]<-as.matrix(as.data.frame(vcvm_all[i]))*dof[i] 
 } 
 rows<-dim(vcvm_temp)[1] 
 cols<-dim(vcvm_temp)[2] 
 vcvm<-data.frame(matrix(0,nrow=rows,ncol=cols)) 
 for(i in seq(rows)){ 
  for(j in seq(cols)){ 
   vcvm[i,j]<-sum(vcvm_temp[i,j,])/sum(dof) 
  } 
 } 
 vcvm<-as.matrix(vcvm) 
 colnames(vcvm)<-colnames(meanPC) 
 # 
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 meanDF<-do.call(rbind,as.list(by(pred$x,grtrain,colMeans)))#group means for each 
DF 
 # 
 ##MAHALANOBIS DISTANCES## 
 #Distances between group centroids 
 m2dist<-function(dataset,label,meanPC,vcvm){ 
  r<-ncol(dataset) 
  g<-length(unique(label)) 
  N<-nrow(dataset) 
  md<-c()#generalised mahalahobis distances 
  m2d<-c()#mahalanobis squared distances 
  m2dp<-c()#with asterisks for p<0.05 
  m2d.F<-c()#F-distribution values based on cm2d values 
  m2d.p<-c()#p-values from F-test based on cm2d values 
  cm2d<-c()#corrected mahalanobis squared distances (based on Nikita Eqn 
5.1.10 from Sjøvold 1975) 
  cm2dp<-c()#with asterisks for p<0.05 
  DFd<-N-g-r+1#denominator degrees of freedom for F-test 
  cm2d.F<-c()#F-distribution values based on cm2d values 
  cm2d.p<-c()#p-values from F-test based on cm2d values 
  distances<-matrix(0,g,g)#table of m2d and cm2d 
  groupsizes<-data.frame(table(label)) 
  combos<-combn(unique(label),2) 
  for(i in 1:ncol(combos)){ 
   n1<-groupsizes[combos[1,i],2] 
   n2<-groupsizes[combos[2,i],2] 
   md[i]<-
sqrt(diff(meanPC[c(combos[1,i],combos[2,i]),])%*%solve(vcvm)%*%t(diff(meanPC[c(combos[1
,i],combos[2,i]),]))) 
   m2d[i]<-md[i]^2 
   cm2d[i]<-
diff(meanPC[c(combos[1,i],combos[2,i]),])%*%solve(vcvm)%*%t(diff(meanPC[c(combos[1,i],c
ombos[2,i]),]))*((N-g-r-1)/(N-g))-(((n1+n2)/(n1*n2))*r) 
   if(cm2d[i]<0){ 
    cm2d[i]<-0 
   }else{ 
   } 
   m2d.F[i]<-((DFd)*(n1*n2*m2d[i]))/((N-g)*r*(n1+n2)) 
   m2d.p[i]<-pf(q=m2d.F[i],df1=r,df2=DFd,lower.tail=FALSE) 
   m2d.ph<-p.adjust(m2d.p,method="holm") # Holm-corrected p-values 
   cm2d.F[i]<-((DFd)*(n1*n2*cm2d[i]))/((N-g)*r*(n1+n2)) 
   cm2d.p[i]<-pf(q=cm2d.F[i],df1=r,df2=DFd,lower.tail=FALSE) 
   cm2d.ph<-p.adjust(cm2d.p,method="holm") # Holm-corrected p-values 
  } 
  for(i in 1:ncol(combos)){ 
   if(m2d.ph[i]<0.05){ 
    m2dp[i]<-paste0(round(m2d[i],digits=2),"*") 
   }else{ 
   } 
   if(cm2d.ph[i]<0.05){ 
    cm2dp[i]<-paste0(round(cm2d[i],digits=2),"*") 
   }else{ 
   } 
   distances[combos[2,i],combos[1,i]]<-m2dp[i] 
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   distances[combos[1,i],combos[2,i]]<-cm2dp[i] 
  } 
 
 list(generalised.dist=md,sq.dist=m2d,unbiased.sq.dist=cm2d,cm2d.F.value=cm2d.F,cm
2d.p.value=cm2d.p,cm2d.p.holm=cm2d.ph,dist.table=distances) 
 } 
 m_dists<-m2dist(dataset=PCA2$x,label=grtrain,meanPC=meanPC,vcvm=vcvm) 
 mtab<-cbind(groupsincl,m_dists$dist.table) 
 colnames(mtab)<-c("Groups",groupsincl) 
 mtab[mtab=="0"]<-"-" 
 #Calculate Mahalanobis distance between unknown and each group centroid 
 M2D<-rep(NA,length(unique(grtrain))) 
 for(i in 1:length(unique(grtrain))){ 
  M2D[i]<-mahalanobis(unknownPC,as.numeric(meanPC[i,]),vcvm) 
 } 
 # 
 ##POSTERIOR PROBABILITY## 
 post.P<-round(unknown_pred$posterior,digits=5) 
 print(paste0("Classified into: ",colnames(post.P)[which(post.P==max(post.P))])) 
 # 
 ##TYPICALITY PROBABILITY## 
 typ.P<-
round(typprobClass(unknownPC,PCA2$x,group=grtrain,method="chisquare")$probs,digits=5) 
 # 
 ##OUTPUT## 
 output<-
data.frame(cbind(as.vector(round(M2D,2)),as.vector(post.P),as.vector(typ.P))) 
 output<-cbind(unique(grtrain),output) 
 colnames(output)<-c("Groups","Distances","Posterior","Typicality") 
 output<-output[order(output$Distances),] 
 # 
 tclRequire("Tktable") 
 # 
 cv_tab<-tclArray()  
 for (i in 0:(dim(testtab2)[1])) {  
  for (j in 0:(dim(testtab2)[2]-1)) { 
   if (i==0) { 
    cv_tab[[i,j]]<-colnames(testtab2)[j+1] 
   } else { 
    temp1<-testtab2[i,j+1]  
    cv_tab[[i,j]]<-ifelse(is.na(temp1),".",  
     ifelse(is.numeric(temp1),round(temp1,digits=3),  
     as.character(temp1)))  
   }  
  }  
 }  
 # 
 output_tab<-tclArray()  
 for (i in 0:(dim(output)[1])) {  
  for (j in 0:(dim(output)[2]-1)) { 
   if (i==0) { 
    output_tab[[i,j]]<-colnames(output)[j+1] 
   } else { 
    temp2<-output[i,j+1]  
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    output_tab[[i,j]]<-ifelse(is.na(temp2),".",  
     ifelse(is.numeric(temp2),round(temp2,digits=3),  
     as.character(temp2))) 
   }  
  }  
 } 
 # 
 md_tab<-tclArray()  
 for (i in 0:(dim(mtab)[1])) {  
  for (j in 0:(dim(mtab)[2]-1)) { 
   if (i==0) { 
    md_tab[[i,j]]<-colnames(mtab)[j+1] 
   } else { 
    temp3<-mtab[i,j+1]  
    md_tab[[i,j]]<-ifelse(is.na(temp3),".",  
     ifelse(is.numeric(temp3),round(temp3,digits=3),  
     as.character(temp3))) 
   }  
  }  
 } 
 # 
 plota<-function(df_x,df_y,CI,pts,prnt){ 
  if(nrow(groupsizes_sub)==2){#Histogram for two-group comparisons 
   group1<-pred$x[pred$class==groupsizes_sub[1,1]] 
   group2<-pred$x[pred$class==groupsizes_sub[2,1]] 
   hist(group1,xlim=c(min(c(group1,group2))-
0.5,max(c(group1,group2))+0.5),ylim=c(0,1),xlab="Discriminant Function 
1",col=rgb(254,235,215,120,max=255),breaks=10,freq=FALSE,main=NA,xaxt="n") 
   axis(side=1,pos=0,at=seq(round(min(c(group1,group2))-
0.5,0),round(max(c(group1,group2))+0.5,0),1),labels=seq(round(min(c(group1,group2))-
0.5,0),round(max(c(group1,group2))+0.5,0),1)) 
  
 hist(group2,add=TRUE,col=rgb(0,134,159,150,max=255),breaks=10,freq=FALSE) 
   lines(density(group1,adjust=2),lwd=1) 
   lines(density(group2,adjust=2),lwd=1) 
  
 shadowtext(unknown_pred$x[df_x],0.01,"X",font=2,col="black",bg="white",r=0.15) # 
plot unknown 
   text((min(c(group1,group2))-0.5),1,paste0("Classification Accuracy: 
",pcv," %"),pos=4) 
  
 legend("topright",legend=groupsizes_sub[,1],fill=c(rgb(254,235,215,120,max=255),r
gb(0,134,159,150,max=255)),bty="n") 
  }else{#2D plot for >2 groups 
   ell<-array(NA,c(100,2,dim(groupsizes_sub)[1])) 
   centroid<-matrix(NA,dim(groupsizes_sub)[1],2) 
   # 
   for(i in 1:dim(groupsizes_sub)[1]){ 
    if(i==1){ 
     ell[,,i]<-
ellipse(cor(pred$x[,df_x][1:groupsizes_sub[1,2]],pred$x[,df_y][1:groupsizes_sub[1,2]]),
scale=c(sd(pred$x[,df_x][1:groupsizes_sub[1,2]]),sd(pred$x[,df_y][1:groupsizes_sub[1,2]
])),level=CI,centre=c(mean(pred$x[,df_x][1:groupsizes_sub[1,2]]),mean(pred$x[,df_y][1:g
roupsizes_sub[1,2]]))) 
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     centroid[i,]<-
c(mean(pred$x[,df_x][1:groupsizes_sub[1,2]]),mean(pred$x[,df_y][1:groupsizes_sub[1,2]])
) 
    }else{ 
     ell[,,i]<-
ellipse(cor(pred$x[,df_x][sum(groupsizes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])],pred$x[,df_y][sum(groupsizes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])]),scale=c(sd(pred$x[,df_x][sum(groupsizes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])]),sd(pred$x[,df_y][sum(groupsizes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])])),level=CI,centre=c(mean(pred$x[,df_x][sum(groupsizes
_sub[1:i-1,2]):sum(groupsizes_sub[1:i,2])]),mean(pred$x[,df_y][sum(groupsizes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])]))) 
     centroid[i,]<-
c(mean(pred$x[,df_x][sum(groupsizes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])]),mean(pred$x[,df_y][sum(groupsizes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])])) 
    } 
   } 
   if(any(prnt==1)){#print friendly 
    BF_info<-c("0","grey25") 
    BM_info<-c("15","grey40") 
    JM_info<-c("18","black") 
    TF_info<-c("1","grey35") 
    TM_info<-c("16","grey15") 
    WF_info<-c("2","grey55") 
    WM_info<-c("17","grey10") 
   }else{#colour 
    BF_info<-c("0","darkorange2") 
    BM_info<-c("15","red2") 
    JM_info<-c("18","gold") 
    TF_info<-c("1","limegreen") 
    TM_info<-c("16","forestgreen") 
    WF_info<-c("2","dodgerblue") 
    WM_info<-c("17","mediumblue") 
   } 
   plotpch<-plotcol<-c() 
   for(i in 1:nrow(groupsizes_sub)){ 
    plotpch<-
append(plotpch,as.numeric(get(paste0(groupsizes_sub[i,1],"_info"))[1])) 
    plotcol<-
append(plotcol,get(paste0(groupsizes_sub[i,1],"_info"))[2]) 
   } 
   # 
   par(mai=rep(0.6,4)) 
   plot(NA,xlim=c(min(c(ell[,1,],pred$x[,df_x]))-
0.25,max(c(ell[,1,],pred$x[,df_x]))+0.25),ylim=c(min(c(ell[,2,],pred$x[,df_y]))-
0.25,max(c(ell[,2,],pred$x[,df_y]))+0.25),xaxt="n",yaxt="n",xlab="",ylab="",col=NA,bty=
"n") 
   axis(side=1,at=c(min(c(ell[,1,],pred$x[,df_x]))-
0.25,round(min(c(ell[,1,],pred$x[,df_x])+0.75)),0,round(max(c(ell[,1,],pred$x[,df_x]))-
0.75),max(c(ell[,1,],pred$x[,df_x]))+0.25),labels=c(NA,round(min(c(ell[,1,],pred$x[,df_
x])+0.75)),0,round(max(c(ell[,1,],pred$x[,df_x]))-
0.75),NA),pos=min(c(ell[,2,],pred$x[,df_y]))-0.25,las=1) 
  328 
   axis(side=2,at=c(min(c(ell[,2,],pred$x[,df_y]))-
0.25,round(min(c(ell[,2,],pred$x[,df_y])+0.75)),0,round(max(c(ell[,2,],pred$x[,df_y]))-
0.75),max(c(ell[,2,],pred$x[,df_y]))+0.25),labels=c(NA,round(min(c(ell[,2,],pred$x[,df_
y])+0.75)),0,round(max(c(ell[,2,],pred$x[,df_y]))-
0.75),NA),pos=min(c(ell[,1,],pred$x[,df_x]))-0.25,las=1) 
   title(xlab=paste0("Discriminant Function ",df_x,"  
(",round(prop[df_x]*100)," % Variance)"),mgp=c(1,1,0)) 
   title(ylab=paste0("Discriminant Function ",df_y,"  
(",round(prop[df_y]*100)," % Variance)"),mgp=c(1,1,0)) 
   i<-1 
   if(any(pts==1)){ 
   
 points(pred$x[1:groupsizes_sub[1,2],df_x],pred$x[1:groupsizes_sub[1,2],df_y],pch=
plotpch[i],cex=0.8,col=plotcol[i]) 
   }else{} 
   for(i in 2:nrow(groupsizes_sub)){ 
    if(any(pts==1)){ 
     points(pred$x[sum(groupsizes_sub[1:i-
1,2]+1):sum(groupsizes_sub[1:i,2]),df_x],pred$x[sum(groupsizes_sub[1:i-
1,2]+1):sum(groupsizes_sub[1:i,2]),df_y],pch=plotpch[i],cex=0.8,col=plotcol[i],bg=plotc
ol[i]) 
    }else{} 
   } 
   lines(ell[,,1],type="l",col=plotcol[1]) 
   for(i in 2:nrow(groupsizes_sub)){ 
    lines(ell[,,i],type="l",col=plotcol[i]) 
   } 
   for(i in 1:nrow(groupsizes_sub)){ 
   
 shadowtext(centroid[i,1],centroid[i,2],levels(pred$class)[i],font=2,col="black",b
g="white") 
   } 
  
 shadowtext(unknown_pred$x[df_x],unknown_pred$x[df_y],"X",font=2,col="black",bg="w
hite",r=0.15) # plot unknown 
   text((min(c(ell[,1,],pred$x[,df_x]))-
0.25),(max(c(ell[,2,],pred$x[,df_y]))+0.4),paste0("Classification Accuracy: ",pcv," 
%"),pos=4) 
  
 legend("topright",legend=groupsizes_sub[,1],col=plotcol,pch=plotpch) 
  } 
 }  
 # 
 plotb<-function(df_x,df_y,df_z,CI,pts){ 
  if(nrow(groupsizes_sub)<4){ 
   tkmessageBox(message = "3D plots can only be viewed when there are 
four or more groups selected for comparison.", icon = "warning", type = "ok") 
  }else if (nrow(groupsizes_sub)>=4){  
   centroid3d<-matrix(NA,dim(groupsizes_sub)[1],3) 
   for(i in 1:dim(groupsizes_sub)[1]){ 
    if(i==1){ 
     cordat<-
cor(data.frame(DF1=pred$x[,df_x][1:groupsizes_sub[1,2]],DF2=pred$x[,df_y][1:groupsizes_
sub[1,2]],DF3=pred$x[,df_z][1:groupsizes_sub[1,2]])) 
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     scaledat<-
c(sd(pred$x[,df_x][1:groupsizes_sub[1,2]]),sd(pred$x[,df_y][1:groupsizes_sub[1,2]]),sd(
pred$x[,df_z][1:groupsizes_sub[1,2]])) 
     cent<-
c(mean(pred$x[,df_x][1:groupsizes_sub[1,2]]),mean(pred$x[,df_y][1:groupsizes_sub[1,2]])
,mean(pred$x[,df_z][1:groupsizes_sub[1,2]])) 
     ell3dnam<-paste0("Ell3d_",groupsizes_sub[1,1]) 
    
 assign(ell3dnam,ellipse3d(cordat,scale=scaledat,level=CI,centre=cent),envir=.Glob
alEnv) 
     centroid3d[1,]<-
c(mean(pred$x[,df_x][1:groupsizes_sub[1,2]]),mean(pred$x[,df_y][1:groupsizes_sub[1,2]])
,mean(pred$x[,df_z][1:groupsizes_sub[1,2]])) 
    }else{ 
     cordat<-
cor(data.frame(DF1=pred$x[,df_x][sum(groupsizes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])],DF2=pred$x[,df_y][sum(groupsizes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])],DF3=pred$x[,df_z][sum(groupsizes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])])) 
     scaledat<-c(sd(pred$x[,df_x][sum(groupsizes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])]),sd(pred$x[,df_y][sum(groupsizes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])]),sd(pred$x[,df_z][sum(groupsizes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])])) 
     cent<-c(mean(pred$x[,df_x][sum(groupsizes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])]),mean(pred$x[,df_y][sum(groupsizes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])]),mean(pred$x[,df_z][sum(groupsizes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])])) 
     ell3dnam<-paste0("Ell3d_",groupsizes_sub[i,1]) 
    
 assign(ell3dnam,ellipse3d(cordat,scale=scaledat,level=CI,centre=cent),envir=.Glob
alEnv) 
     centroid3d[i,]<-
c(mean(pred$x[,df_x][sum(groupsizes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])]),mean(pred$x[,df_y][sum(groupsizes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])]),mean(pred$x[,df_z][sum(groupsizes_sub[1:i-
1,2]):sum(groupsizes_sub[1:i,2])])) 
    } 
   } 
   BF_info<-c("0","darkorange2") 
   BM_info<-c("15","red2") 
   JM_info<-c("18","gold") 
   TF_info<-c("1","limegreen") 
   TM_info<-c("16","forestgreen") 
   WF_info<-c("2","dodgerblue") 
   WM_info<-c("17","mediumblue") 
   plotpch<-plotcol<-c() 
   for(i in 1:nrow(groupsizes_sub)){ 
    plotpch<-
append(plotpch,as.numeric(get(paste0(groupsizes_sub[i,1],"_info"))[1])) 
    plotcol<-
append(plotcol,get(paste0(groupsizes_sub[i,1],"_info"))[2]) 
   } 
   ellcoordx<-ellcoordy<-ellcoordz<-c() 
   for(i in 1:dim(groupsizes_sub)[1]){ 
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    ellcoordx<-
append(ellcoordx,get(paste0("Ell3d_",groupsizes_sub[i,1]))$vb[1,]) 
    ellcoordy<-
append(ellcoordy,get(paste0("Ell3d_",groupsizes_sub[i,1]))$vb[2,]) 
    ellcoordz<-
append(ellcoordz,get(paste0("Ell3d_",groupsizes_sub[i,1]))$vb[3,]) 
   } 
   open3d(zoom=0.59,userMatrix=matrix(c(0.99999,-
0.00084,0.000049,0,0.00084,0.99948,-
0.03221,0,0.000076,0.03221,0.99948,0,0,0,0,1),nrow=4,ncol=4,byrow=TRUE),windowRect=c(42
,39,838,826)) 
   plot3d(NA,xlim=c(min(ellcoordx)-
0.5,max(ellcoordx)+0.5),ylim=c(min(ellcoordy)-
0.5,max(ellcoordy)+0.5),zlim=c(min(ellcoordz)-
0.5,max(ellcoordz)+0.5),xlab=paste0("Discriminant Function ",df_x,"  
(",round(prop[1]*100)," % Variance)"),ylab=paste0("Discriminant Function 2 ",df_y,"  
(",round(prop[2]*100)," % Variance)"),zlab=paste0("Discriminant Function ",df_z,"  
(",round(prop[3]*100)," % Variance)"),col=NA) 
   i<-1 
   if(any(pts==1)){ 
   
 points3d(pred$x[1:groupsizes_sub[1,2],df_x],pred$x[1:groupsizes_sub[1,2],df_y],pr
ed$x[1:groupsizes_sub[1,2],df_z],pch=plotpch[i],size=5,color=plotcol[i]) 
   }else{} 
  
 shade3d(get(paste0("Ell3d_",groupsizes_sub[1,1])),color=plotcol[i],alpha=0.05,lit
=FALSE) 
   for (i in 2:nrow(groupsizes_sub)){ 
    if(any(pts==1)){ 
     points3d(pred$x[sum(groupsizes_sub[1:i-
1,2]+1):sum(groupsizes_sub[1:i,2]),df_x],pred$x[sum(groupsizes_sub[1:i-
1,2]+1):sum(groupsizes_sub[1:i,2]),df_y],pred$x[sum(groupsizes_sub[1:i-
1,2]+1):sum(groupsizes_sub[1:i,2]),df_z],pch=plotpch[i],size=5,color=plotcol[i]) 
    }else{} 
   
 shade3d(get(paste0("Ell3d_",groupsizes_sub[i,1])),color=plotcol[i],alpha = 
0.05,lit=FALSE) 
   } 
   for(i in 1:nrow(groupsizes_sub)){ 
   
 text3d(centroid3d[i,1],centroid3d[i,2],centroid3d[i,3],levels(pred$class)[i],font
=2) 
   } 
  
 text3d(unknown_pred$x[df_x],unknown_pred$x[df_y],unknown_pred$x[df_z],"X",font=2,
cex=1.5) # plot unknown 
  } 
 } 
 # 
  
  # 
 doplota=function(...){ 
  df_x<-as.numeric(tclvalue(xax)) 
  df_y<-as.numeric(tclvalue(yax)) 
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  CI<-as.numeric(tclvalue(CIVal)) 
  pts<-as.numeric(tclvalue(ptButVal)) 
  prnt<-as.numeric(tclvalue(prntButVal)) 
  plota(df_x,df_y,CI,pts,prnt) 
  if(exists("plotextra")){tkraise(plotextra)} 
 } 
 # 
 doplotb=function(...){ 
  if(rgl.cur()>0){rgl.close()}else{} 
  df_x<-as.numeric(tclvalue(xax)) 
  df_y<-as.numeric(tclvalue(yax)) 
  df_z<-as.numeric(tclvalue(zax)) 
  CI<-as.numeric(tclvalue(CIVal)) 
  pts<-as.numeric(tclvalue(ptButVal)) 
  plotb(df_x,df_y,df_z,CI,pts) 
  if(exists("plotextra")){tkraise(plotextra)} 
 } 
 # 
 ## Output GUI ## 
 suppressWin<-tclServiceMode(FALSE) 
 lda_out<<-tktoplevel() 
 tkwm.geometry(lda_out,"+300+150") 
 tkwm.title(lda_out,"Classification Results") 
 table1<-
tkwidget(lda_out,"table",variable=cv_tab,rows=dim(testtab2)[1]+1,cols=dim(testtab2)[2],
titlerows=1,titlecols=3,selectmode="extended",colwidth=10,background="white") 
 table2<-
tkwidget(lda_out,"table",variable=output_tab,rows=dim(output)[1]+1,cols=dim(output)[2],
titlerows=1,titlecols=1,selectmode="extended",colwidth=10,background="white") 
 tkconfigure(table1,state="disabled") 
 tkconfigure(table2,state="disabled") 
 xax<-tclVar(1) 
 yax<-tclVar(2) 
 zax<-tclVar(3) 
 CIVal<-tclVar(0.9) 
 ptButVal<-tclVar("1") 
 prntButVal<-tclVar("0") 
 # 
 plota.but<-ttkbutton(lda_out,text="2D Plot",command=function(){ 
  doplota() 
  if(nrow(groupsizes_sub)>2){ 
   plotextra<-tktoplevel() 
   tkwm.geometry(plotextra,"+700+350") 
   tkwm.title(plotextra,"Plot Options") 
   ptBut<-ttkcheckbutton(plotextra,variable=ptButVal) 
   prntBut<-ttkcheckbutton(plotextra,variable=prntButVal) 
   x_ent<-ttkentry(plotextra,textvariable=xax) 
   y_ent<-ttkentry(plotextra,textvariable=yax) 
   tkbind(x_ent, "<Return>", doplota) 
   tkbind(y_ent, "<Return>", doplota) 
   tkconfigure(ptBut,command=doplota) 
   tkconfigure(prntBut,command=doplota) 
   h<-0 
   # 
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   save.but<-ttkbutton(plotextra,text="Save",command=function(){ 
    h<<-h+1 
    setwd(outputPath) 
    if(any(prnt==1)){#print friendly 
     pdf(paste0("LDA_plot_",h,"_print.pdf")) 
    }else{ 
     pdf(paste0("LDA_plot_",h,".pdf")) 
    } 
   
 plota(as.numeric(tclvalue(xax)),as.numeric(tclvalue(yax)),as.numeric(tclvalue(CIV
al)),as.numeric(tclvalue(ptButValue)),as.numeric(tclvalue(prntButVal))) 
    dev.off() 
    tkmessageBox(message="Current LDA plot has been 
saved.",icon="info",type="ok") 
   }) 
   # 
   return.but<-ttkbutton(plotextra,text="Return to 
Results",command=function(){ 
    tkdestroy(plotextra) 
    graphics.off() 
    tkraise(lda_out) 
   }) 
   tkgrid(ttklabel(plotextra,text="X-axis Discriminant 
Function:"),x_ent,pady=10,padx=10) 
   tkgrid(ttklabel(plotextra,text="Y-axis Discriminant 
Function:"),y_ent,pady=10,padx=10) 
   tkgrid(ttklabel(plotextra,text="Include individual 
points?"),ptBut,pady=10,padx=10) 
   tkgrid(ttklabel(plotextra,text="Print 
Friendly"),prntBut,pady=10,padx=10) 
   tkgrid(ttklabel(plotextra,text="Confidence Interval Ellipses: 
"),tkscale(plotextra, from=0, 
to=0.95,showvalue=TRUE,variable=CIVal,resolution=0.05,orient="horizontal",command=doplo
ta),pady=10,padx=10) 
   tkgrid(save.but,return.but,pady=10,padx=10) 
   tkraise(plotextra) 
  }else{} 
 }) 
 # 
 plotb.but<-ttkbutton(lda_out,text="3D Plot",command=function(){ 
  doplotb() 
  if (nrow(groupsizes_sub)>=4){ 
   plotextra<-tktoplevel() 
   tkwm.geometry(plotextra,"+700+350") 
   tkwm.title(plotextra,"Plot Options") 
   ptBut<-ttkcheckbutton(plotextra,variable=ptButVal) 
   x_ent<-tkentry(plotextra,textvariable=xax) 
   y_ent<-tkentry(plotextra,textvariable=yax) 
   z_ent<-tkentry(plotextra,textvariable=zax) 
   tkbind(x_ent,"<Return>",doplotb) 
   tkbind(y_ent,"<Return>",doplotb) 
   tkbind(z_ent,"<Return>",doplotb) 
   tkconfigure(ptBut,command=doplotb) 
   l<-0 
  333 
   # 
   save.but<-ttkbutton(plotextra,text="Save",command=function(){ 
    l<<-l+1 
    setwd(outputPath) 
    rgl.snapshot(paste0("3dLDA_plot_",l,".png")) 
    tkmessageBox(message="Current LDA plot has been 
saved.",icon="info",type="ok") 
   }) 
   # 
   return.but<-ttkbutton(plotextra,text="Return to 
Results",command=function(){ 
    tkdestroy(plotextra) 
    if(rgl.cur()>0){rgl.close()}else{} 
    tkraise(lda_out) 
   }) 
   #    
   tkgrid(ttklabel(plotextra,text="X-axis Discriminant 
Function:"),x_ent,pady=10,padx=10) 
   tkgrid(ttklabel(plotextra,text="Y-axis Discriminant 
Function:"),y_ent,pady=10,padx=10) 
   tkgrid(ttklabel(plotextra,text="Z-axis Discriminant 
Function:"),z_ent,pady=10,padx=10) 
   tkgrid(ttklabel(plotextra,text="Include individual 
points?"),ptBut,pady=10,padx=10) 
   tkgrid(ttklabel(plotextra,text="Confidence Interval Ellipses: 
"),tkscale(plotextra,from=0,to=0.95,showvalue=TRUE,variable=CIVal,resolution=0.05,orien
t="horizontal",command=doplotb),pady=10,padx=10) 
   tkgrid(save.but,return.but,pady=10,padx=10) 
   tkraise(plotextra) 
  }else{} 
 }) 
 # 
 rerunall.but<-ttkbutton(lda_out,text="Rerun Analysis",command=function(){ 
  if(rgl.cur()>0){rgl.close()}else{} 
  graphics.off() 
  rerunall<<-tktoplevel() 
  win_width<-234 
  win_height<-128 
  win_x_start<-(scr_width/2)-(win_width/2) 
  win_y_start<-(scr_height/2)-(win_height/2) 
  size <- paste0(win_width,"x",win_height,"+",win_x_start,"+",win_y_start) 
  tkwm.geometry(rerunall,size) 
  tkwm.title(rerunall,"") 
  # 
  image.but<-ttkbutton(rerunall,text="New Sample",command=function(){ 
   if(exists("rerunall")){tkdestroy(rerunall)} 
   if(exists("lda_out")){tkdestroy(lda_out)} 
  
 suppressWarnings(rm("sample_coef","M","ief","ef","subsetnum","fileName","filePath
")) 
   startup() 
   graphics.off() 
   efa_run() 
   graphics.off() 
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   class_run() 
  }) 
  # 
  lda.but<-ttkbutton(rerunall,text="Rerun LDA",command=function(){ 
   tkdestroy(rerunall) 
   graphics.off() 
   class_run() 
  }) 
  # 
  tkgrid(ttklabel(rerunall,text="Select option to rerun 
analysis."),pady=20,padx=20,columnspan=2) 
  tkgrid(image.but,lda.but,pady=20,padx=20) 
 }) 
 # 
 extras.but<-ttkbutton(lda_out,text="View Additional Results",command=function(){ 
  suppressWin<-tclServiceMode(FALSE) 
  extras<<-tktoplevel() 
  tkwm.geometry(extras,"+300+150") 
  tkwm.title(extras,"Additional Results") 
  table3<-
tkwidget(extras,"table",variable=md_tab,rows=dim(mtab)[1]+1,cols=dim(mtab)[2],titlerows
=1,titlecols=1,selectmode="extended",colwidth=10,background="white") 
  tkconfigure(table3,state="disabled") 
  # 
  save.but<-ttkbutton(extras,text="Save Output",command=function(){ 
   setwd(outputPath1) 
  
 write.csv(file=paste0("Group_dists_",paste(groupsincl,collapse="+"),".csv"),x=mta
b,row.names=FALSE) 
   tkmessageBox(message="Extra output has been 
saved.",icon="info",type="ok") 
  }) 
  # 
  return.but<-ttkbutton(extras,text="Return to Main 
Results",command=function(){ 
   tkdestroy(extras) 
   tkraise(lda_out) 
  }) 
  # 
  tkgrid(tklabel(extras,text="Group Mahalanobis Square 
Distances",font=font_emphasis),pady=10,padx=10,columnspan=2) 
  tkgrid(table3,padx=30,columnspan=2) 
  tkgrid(tklabel(extras,text="\nValues below the diagonal are traditional 
generalised Mahalanobis square distances"),sticky="w",padx=30,columnspan=2) 
  tkgrid(tklabel(extras,text="Values above the diagonal are corrected for 
sample size as recommended by Sjøvold (1975)"),sticky="w",padx=30,columnspan=2) 
  tkgrid(tklabel(extras,text="*p<0.05 using Holm-Bonferroni post-hoc 
correction"),sticky="w",padx=30,columnspan=2) 
  tkgrid(tklabel(extras,text="\nMore results will be added in the near 
future, including assumption test results\n"),sticky="w",padx=30,columnspan=2) 
  tkgrid(save.but,return.but,pady=10,padx=10) 
 }) 
 # 
 quit.but<-ttkbutton(lda_out,text="Close Session",  
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 command=function(){ 
  tkdestroy(lda_out) 
  q(save="no") 
 }) 
 # 
 tkgrid(ttklabel(lda_out,text="Classification 
Results",font=font_topline),pady=20,padx=10,columnspan=5) 
 tkgrid(ttklabel(lda_out,text=paste0("Validation Test Classification Matrix 
(overall correct classification rate: ",pcv," 
%)"),font=font_body),padx=10,columnspan=5) 
 tkgrid(table1,padx=30,columnspan=5) 
 tkgrid(ttklabel(lda_out,text=paste0("Classified into: 
",colnames(post.P)[which(post.P==max(post.P))]),font=font_body),pady=10,padx=10,column=
0,columnspan=2) 
 tkgrid(table2,pady=10,padx=10,row=3,column=2,columnspan=3) 
 tkgrid(plota.but,plotb.but,rerunall.but,extras.but,quit.but,padx=10,pady=10) 
 tclServiceMode(suppressWin) 
 tkfocus(lda_out) 
 Sys.sleep(1) 
 # 
 ## SAVE FILES ## 
 setwd(outputPath) 
 if(file.exists(paste(groupsincl,collapse="+"))){ 
 }else{ 
 
 dir.create(file.path(paste0(outputPath,paste0("/",paste(groupsincl,collapse="+"))
)),showWarnings=FALSE) 
 } 
 outputPath1<-paste0(outputPath,paste0("/",paste(groupsincl,collapse="+"))) 
 setwd(outputPath1) 
 # 
 write.csv(file=paste0("PC_scores_",paste(groupsincl,collapse="+"),".csv"),x=cbind
(c(groupsincl,NA,"Sample"),rbind(meanPC,NA,unknownPC)),row.names=FALSE) 
 write.csv(file=paste0("DF_scores_",paste(groupsincl,collapse="+"),".csv"),x=cbind
(c(groupsincl,NA,"Sample"),rbind(meanDF,NA,unknown_pred$x)),row.names=FALSE) 
 write.csv(file=paste0("Pooled_VCVM_",paste(groupsincl,collapse="+"),".csv"),x=cbi
nd(colnames(meanPC),vcvm),row.names=FALSE) 
 write.csv(file=paste0("CV_",paste(groupsincl,collapse="+"),".csv"),x=testtab2,row
.names=FALSE) 
 write.csv(file=paste0("Class_output_",paste(groupsincl,collapse="+"),".csv"),x=ou
tput,row.names=FALSE) 
 # 
 pdf(paste0("LDA_plot_",paste(groupsincl,collapse="+"),".pdf"))#default plot 
 plota(1,2,0.9,1,0) 
 dev.off() 
 # 
 tkmessageBox(message=paste0("Output files have been saved to the following 
directory:\n\n",outputPath1),icon="info",type="ok") 
} 
# 
tkdestroy(sp_logo) 
tkmessageBox(title="SkullProfiler",message="By using this program you agree to 
CRANIOFACIALidentification.com's 'Terms of Use'.\n\nNO WARRANTIES OR GUARANTEES OF ANY 
KIND are provided with SkullProfiler. You use SkullProfiler completely, and entirely, 
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at your own risk. \n\nSee www.CRANIOFACIALidentification.com for further 
details.\n",icon="info",type="ok") 
startup() 
graphics.off() 
efa_run() 
# 
if(exists("sample_coef")){ 
 graphics.off() 
 class_run() 
}else{} 
 
