ABSTRACT
Introduction
The adoption of image analysis in digital pathology has recently received significant attention due to the availability of digital slide scanners and the increasing importance of tissue-based biomarkers in stratified medicine [1] . Advances in software development and an upwards trend in computational capacity have also caused an upsurge of interest in digital pathology.
Breast Cancer (BCa) is the most commonly diagnosed cancer among women, and the second leading cause of death worldwide [2] . According to Cancer Research UK, the risk for women being diagnosed with breast cancer is 1 out of 8 in the UK, and approximately 11,600 women died from breast cancer in 2012 [3] . In routine diagnostic practice of BCa, tumour tissue is stained with Haematoxylin and Eosin (H&E) and then examined under the optical microscope for morphological assessment including grade. In addition, tissues are stained by immunohistochemistry (IHC) to evaluate biomarker expression for prognostic and predictive purposes. This conventional method of diagnosis by visual examination is considered accurate in most areas but is known to suffer from inter-observer and intra-observer variability in some areas such as diagnosis of atypical hyperplasia and reporting of histological grade [4] [5] [6] . Digital pathology offers significant potential for improvement to overcome the subjectivity and improve reproducibility. The human epidermal growth factor receptor 2 (Her2) gene is amplified in approximately 15-20% of breast cancers [7] . Gene amplification can also be identified through Fluorescence In Situ Hybridisation (FISH). Alternatively, since Her2 amplification results in increased protein expression, IHC may be used. Given the technical ease of performing IHC, it has become the preferred test and FISH is usually only performed when the IHC is equivocal. In practice, an expert histopathologist will report a score between 0 and 3+ and cases scoring 0 or 1+ are classified negative whilst cases with a score of 3+ are classed as positive. Cases with score 2+ are classified as equivocal and are further assessed by FISH to test for gene amplification.
Examples of the four different Her2 scores (0 to 3+) are shown in Fig 1. A summary of recommended guidelines for Her2 IHC scoring criteria [7] is shown in Table 1 .
Score
Cell Table 1 : Recommended Her2 scoring criteria for IHC stained breast cancer tissue slides [7] Historically, up to 20% of the Her2 IHC results may contain inaccuracies [8] due to variations in the technical quality and the subjective nature of scoring. Although adoption of Her2 guidelines and recommendations [7] , have served to improve standards in Her2 testing, there remain challenging cases especially with Her2 scores deemed borderlines between categories.
Automated IHC scoring of Her2 carries promise to overcome the existing problems in conventional methods. Automated scoring methods are not prone to subjective bias and can provide precise quantitative analysis which can assist the expert pathologist to reach a reproducible score.
The Her2 Scoring Contest, documented in this paper, was organized by the University of for Her2 scoring. This may be considered as an initial step towards the development of a reliable computer-assisted diagnosis tool for Her2 scoring of digitised BCa histology slides.
Materials and Methods

Ethics
The 
Image Data Acquisition and Ground Truth
The histology slides for this contest were scanned on a Hamamatsu NanoZoomer C9600
enabling the image to be viewed from a ×4 to a ×40 magnification, making the process comparable to a clinician's standard microscope. Generally, WSIs are gigapixel images stored in a multi-resolution pyramid structure where the highest resolution is ×40. The contest dataset entailed 172 whole slide images (WSI) extracted from 86 cases of invasive breast carcinomas and included both the H&E and Her2 stained slides. The actual Her2 scoring is normally done on the IHC stained slides whilst the H&E slides assist the expert pathologist to identify the areas of invasive tumour and discriminate these from areas of in situ disease. 
Contestants
A total of 105 teams from more than 28 countries registered to access the training dataset before the end of the registration deadline. By the end of submission deadline (off-site contest), a total of 18 submissions from 14 teams were received for evaluation. The organizers provided an opportunity to each of the 14 teams for presenting their approach in the contest workshop and 6 teams chose to present. For the Man vs Machine contest, we received the markings from 4
pathologists. The contest website was reopened for new submissions after concluding the workshop. Further details regarding various stages of the contest is described in Supplementary Material A.
Evaluation
The performance of each submitted algorithm was evaluated based on three criteria: 1) agreement points, 2) weighted confidence, and 3) combined points. Each assessment criterion has a separate leader-board.
The evaluation criteria were rationalised according to the clinical significance and implications should not be regarded as that serious an error. These have been summarised in Table 2 .
For agreement points, a penalty method was employed whereby each erroneous prediction is penalised with respect to its deviation from the GT as shown in Table 2 (a). It can be envisaged that the agreement points may end in a tie, where the accumulative points of two or more teams may be the same. To resolve the tie, a bonus criterion was devised as shown in 
The third assessment criterion is a combination of both agreement points and weighted confidence based evaluations. The combined points were calculated by taking the product of two assessment criteria for each case.
Results
Contest Leaderboards
Comprehensive results comprising all the submissions for automated methods are shown in Table 3 . The teams in were ranked with respect to the combined-point based assessment with bonus points. For the off-site contest, the total possible points were 420 (28 cases with a maximum of 15 points each) whereas for weighted confidence, the maximum points were 28, Comprehensive tables for all three leaderboards are available for download from the contest website.
Summary of Proposed Automated Methods
Most of the automated methods (described in Supplementary Material B) applied a supervised patch based classification approach to solve this problem. The most common pipeline was based on three main components: 1) pre-processing including the methods to identify the 
Man vs Machine Event Organization
One way of evaluating the automated algorithms for IHC (Her2) scoring is to perform comparative analysis of the assessment of expert pathologists and automated methods for a handful of cases as compared to the scores for those cases as agreed by at least two consultant breast-pathologists (GT). On the day of contest workshop, we organized an event called as Man vs Machine. The main aim of this event was to analyse the performance of automatic methods and to explore the disagreements among conventional and automatic methods. This kind of analysis can lead us to a more sophisticated protocol for automatic Her2 scoring and to overcome the inter-and intra-observer agreements that can be found in normal practice.
The analysis between the expert's agreement and the evaluation of the automatic Her2 scoring method was performed with a subset (15 cases) of the off-site test dataset. For this event, we set up an online webpage for the pathologists. The webpage enabled the experts to load and navigate (including pan and zoom) through the WSI of those cases. Both IHC (Her2) and H&E stained digital images were made available to mimic the conventional scoring environment.
We requested the expert pathologists on the contest day at PathSoc 2016 to score each case by providing the Her2 score, PCMS and a confidence value. Table 4 summarizes the overall evaluation scores achieved by each participant for this event.
Man vs Machine Results Comparison
Each table entry gives the cumulative score for all 15 cases, which indicates the overall performance. The agreement-points based assessment was used to evaluate the performance for this event. In total, we received 4 responses from expert pathologists and as shown in Table   4 , we ranked the top 6 submissions including the top 3 automated methods. From submitted responses, three participant pathologists reported themselves as 'Consultant Pathologist' and one as 'Trainee Pathologist' and all three of them marked breast pathology as a subspecialty.
As can be seen in Table 4 , one of the automated methods slightly outperformed the topperforming participant pathologist. These results point to the potential significance of automated scoring methods and the recent advancements in digital pathology. It's worth mentioning that automated Her2 scoring algorithms submitted in this contest are not ready to deploy in their current form, as they will require extensive validation on a significantly largescale data and also plenty of input from experts to prepare the GT on the larger data. according to the contest criteria as described in Evaluation Section. Table 5 shows pooled data for Her2 scoring among the three top-ranked automated methods and the scores from three participant pathologists and comparison with the GT. The Table 5 was determined for the 15 cases selected from the off-site contest dataset. On the basis of Her2 scores, a 100% agreement with the GT was observed for score 3+ among the participant pathologists and the automated methods. For the scores of 1+ and 2+, there were disparities between the GT and the new scores. In all cases bar one, for both man and machine, the error resulted from overcalling the score. Thus, for the score 1+, on 6/9 (67%) were overcalled as 2+
Rank
by humans whilst 4/9 (44%) were overcalled by the machine algorithms. For the score of 2+, 7/15 (46%) were overcalled as 3+ by humans whilst machines overcalled 1/15 (6%) as 3+ and 1/15 (6%) was undercalled as 1+. Clinically, score of 2+ is critical, as in routine practice cases of score 2+ are recommended to go through FISH testing. It's equally important to avoid predicting the score 2+ as 1+ or 0, cases such erroneous prediction will deny the further assessment of Her2. As it can be seen in Table 5 , none of the cases with score 2+ was misclassified by the participant pathologists as either 1+ or 0 whereas for one of the case an automated method wrongly predicted a score of 2+ as 1+. Most of the incorrect predictions by the participant pathologists were found to be in cases where there was considerable heterogeneity. Two such examples are shown in Fig 4 (a-d) . In tumour cells of Her2 score 2+, a pattern of weak to moderate complete membrane staining is observed whereas for score 3+, an intense (uniform) complete membrane staining is observed.
Case
Estimating the complete membrane staining is a difficult and highly subjective process especially for score 2+ and 3+, as it is extremely hard to pick up subtle differences in the morphological appearance for those cases. 
Discussion
A major aim of organizing this contest was to provide a platform for computer scientists and researchers to contribute and to evaluate the performance of their computer algorithms for automated IHC scoring of Her2 in images from BCa tissue slides. Automated scoring can significantly overcome the subjectivity found due to varying standards adopted by different diagnostics labs. There is a current wealth of literature [11, 12] using individual platforms (both freely and commercially available) for digital analysis of Her2 in BCa. This, however, was the first comparison of platforms and algorithms and provides a pilot for independent comparison of computing algorithms for Her2 assessment on a benchmark dataset. The contest highlights the wealth of potential carried by Artificial Intelligence (AI) techniques for assessment of IHC slides.
The contest "training dataset" was deliberately selected in a way that it contained a reasonable number of cases from all Her2 scores bearing in mind the need for the training algorithms to learn features for each score. For the test dataset (both off-site and on-site), the GT was withheld at the time of image evaluation. Results showed that the automated analysis performed comparable to histopathologists. Many of the algorithms achieved high accuracyoften close to the maximum. Our main objective was to analyse the performance of algorithms based on clinical relevance and hence the three particular evaluation criteria described above were chosen. It may be possible that other assessment criteria may influence the ranking of comparative results.
The data from the Man vs Machine comparison showed that, reassuringly, all participants (whether human or computer) correctly identified cases with GT score of 3+. This means that no-one in the category would have been denied treatment. Similarly, for the cases with a score of 0 or 1+, although there was some over-calling, this never exceeded 2+ and thus none would have received treatment without further testing. The most problematic category was, not unexpectedly, cases with a score of 2+; in both human and machine evaluations. If overcalled as 3+, the FISH negative subset would be over-treated. The GT information for the FISH results
were not released to the participants as the contest was aimed just at comparing interpretation of Her2 IHC results. Hence, most of the automated algorithms aimed at predicting the equivocal cases as 2+. This study shows that automated IHC scoring algorithms can provide a quantitative assessment of morphological features that can assist in objective computer-assisted diagnosis and predictive modelling of the outcome and survival [14] . We have demonstrated the potential significance of digital imaging and automated tools in histopathology. In the context of breast histopathology, whereby almost all the invasive tumour cases are considered for Her2 testing, an automated or semi-automated scoring method has potential for deployment in routine practice. Despite of all these advancements, several challenges remain for the AI algorithms to be optimised and to become the part of routine diagnosis. It is worth noting that serious optimization will be needed for automated methods while processing a whole-slide image.
Some methods required more than three hours per case, which, in the "real world" of diagnostic service delivery is not feasible. Another limitation of this contest was that the image data were collected from a single site using a single scanner. A potential extension would be to collect data from multiple pathology laboratories with Her2 scores marked by different experts and images scanned using a variety of different machines. This would also test the differences inherent in staining quality that may affect such procedures. Such enhancements could significantly overcome the overfitting to one particular dataset that may occur in the automated scoring methods. In moving across systems, other laboratories for example, have acknowledged the challenges in reaching the optimum Aperio algorithm parameters to provide results that were equivalent to those of the 'Automated Cellular Imaging System' (ACIS) or 'Cell Analysis System' (CAS 200) quantitation systems [15] , which are fully automated environments for detecting cells based on intensity characteristics and handcrafted features found in IHC stained images. Therefore, there is a need to learn across comparative systems for which the current study provided a valid starting point. Also, the study highlights the need of dialogue between histopathologists and informaticians to understand correct identification of tissue compartments relevant for assessment, correct morphology (normal vs in situ vs invasive) and stromal stain vs tumour stain. Algorithms will also need to be trained to the natural acceptable variation in staining hues and intensities (intra and inter-laboratories) to work effectively during routine practice. 
Supplementary Material A Contest Format
The contest involved four stages, as described below. WSIs without the GT information to ensure a fair evaluation. Source code for performance assessment in both MATLAB and Python languages were also released to the registrants. The registrants were given more than a month after releasing the test data to finalize and submit their scoring methods for announced tasks. 
Supplementary Material B Related Work on Automated IHC Scoring
Automated image analysis is observed as a solution [1, 2] to overcome the inter-and intraobserver variations found in conventional assessment of tissue slides. Hence, the automated scoring of routine H&E and IHC stained slides has received huge interest in recent years. In literature, several classical machine learning approaches [3] [4] [5] have been presented but recently deep learning based approaches have been profoundly employed for H&E and IHC histology image analysis [6, 7] .
In literature, a wide range of handcrafted features was proposed for IHC scoring algorithms [4, 5] . For instance, Choudhury et al. [8] proposed an averaged threshold measure (ATM) for scoring of digitized images of IHC stained tissue microarrays. A set of arbitrary chosen thresholds was selected, whereby an optimal threshold using the ATM is used for calculating the percentage of stained area. The proposed ATM statistic presented as a generalization of the HSCORE [9] statistic for scoring IHC slides. Reyes-Aldasoro et al. [10] presented an alternative approach for automated segmentation of microvessels in IHC tumor slides. For segmentation, distinguishing hues of stained vascular endothelial nuclei and tissue regions were explored to extract the seeds for a 'region-growing' model. Their post-processing of segmented microvessels from CD31 immunostaining contained three steps, closing morphological objects from tumour margins, combining isolated objects, and splitting objects into individual vessels with having multiple lumina. Although the thresholding approaches perform well on a specific dataset, they are likely to fare not as well on an unseen dataset as distinctive hues can be significantly varying. A potential reason of such variation lies in staining process, as the histology slides normally stained at different occasions with inconsistent concentrations often exhibit large variations in colour and appearance. Such differences in slide preparation make the colour and morphological appearance of tissue components more unpredictable.
Kuse et al. [11] used local isotropic phase symmetry measure as a significant feature for beta cell detection and lymphocytes. By calculating the peak of median phase energy after stain normalization but due to heterogeneous appearance and often-clumped structure makes nuclei segmentation a non-trivial task. Khan et al. [5] 
Description of Automated Methods
The concise description of automated methods employed by top-ranked teams are described below.
Team Indus
In this approach, a deep convolutional neural network (CNN) was employed for predicting the Her2 score whereas for estimating the percentage of complete membrane staining, a set of handcrafted morphological features were extracted from H&E and IHC stained slides.
Pre-processing:
The patches with average edge strength lies higher then certain threshold were selected for training CNN.
Her2 Score Prediction:
The presented CNN architecture contains five convolutional layers, one concatenation layer with following two fully connected and one classification layer. After each convolution and fully connected layer, a ReLu activation was performed whereas for classification layer a softmax activation was placed. After convolution layers a concatenation layer was positioned. The concatenation layer combines the activation maps from the convolution layers and the average control tissue intensity for the corresponding WSI from which the patches were originated. The weights for training CNN were initialized using H&E normal initializations [13] and updated using mini batch gradient descent (learning rate = 0.00015, weight decay = 10 -6 , Nesterov momentum = 0.95, batch size = 32). The CNN was trained over 41K patches generated each of size 224x224 from 52 training WSIs for 65 epochs.
During testing, the trained network assigned a score to each patch of a WSI and to aggregate the patch scores into a single Her2 score following criteria was proposed. Let n0, n1, n2 and n3 be the number of patches scored as 0, 1+, 2+ and 3+ respectively and N be the total number of patches generated from a WSI. After performing stain normalisation [14] , the hematoxylin channel was extracted to segment the nuclei using Otsu thresholding. Further, nuclei contours were fit around each individual structure and filtered on basis of area and eccentricity. This resulted in tumor identification regions by detecting the tumour nuclei based on their roundness and size. In order to estimate the extent of membrane staining, the morphological features were extracted from an IHC image. In addition, a contagious chicken-wire pattern was observed for complete membrane stained regions whereas other tissue components result in a fragmented/broken-up skeleton.
Further, by filling holes in the chicken-wire skeleton and by measuring similarity with the original binary image the extent of membrane staining was estimated.
The PCMS is estimated by calculating the ratio between extent of membrane staining and tumor identification regions as given below. 
MUCS
In this submission, the well-known neural networks Alexnet [15] and GoogLeNet [16] were adapted by adjusting the layer specific parameters, such as kernel size, stride, and padding.
There were three submissions from the MUCS team with two submissions using Alexnet (MUCS-1 and MUCS-2) and one using GoogLeNet (MUCS-3).
Training: The training dataset was obtained by hand-picking the regions of interest from 52
training IHC images that were considered to contain the most representative samples from each class. The regions were selected from the low resolution (0.625×) and mapped to the highest resolution (40×) whereupon each region was divided into 128 x 128 pixel patches.
The MUCS-1 trained network had four output classes with corresponding Her2 scores from 0 to 3+. MUCS-2 and MUCS-3 had an additional output class for the background. The background class contained the regions with texture having only a weak appearance of nuclei (without blueish or brownish colour). The training dataset for MUCS-2 was extended by data augmentation (rotation and mirroring) and by adding the hand-picked regions from test images (without knowing the classification of the slide it originated from). The total patches for MUCS-1, MUCS-2 and MUCS-3 were 29000, 319000 and 33500, respectively. The training images were divided between actual training data (75%) and validation data (25%). For all three submissions, the base learning rate was set to 0.001, and the learning rate was dropped every one-third of the maximum iterations by a factor of 10 (γ=0.1). The mean pixel value was subtracted from the training dataset.
Classification: For testing, the common regions from H&E and IHC were selected at a low resolution and those regions were mapped to maximum resolution to generate the patches for testing. Further, adaptive thresholding was applied to each patch, with an offset of 10, to produce a binary image. If the proportion of ones in the binary image was smaller than a factor of 0.9, then patch was classified with the trained neural network model, otherwise the patch was marked as background and therefore did not require classification. The Her2 score for a WSI was determined using the classified patches as follows:
• Score 3+, if patches with class 3 was greater than or equal to 10% of total patches
• Score 2+, if patches with class 2 was greater than or equal to 10%, or patches with class 3 was between 1% and 10%, of total patches
• Score 1+, if patches with class 1 was greater than or equal to 10% of total patches
• Score 0, otherwise
The confidence value for each WSI was calculated by averaging the confidence values of each patch. PCMS was calculated by summing the number of Score 3+ and 2+ patches and dividing the sum by total number of patches (excluding the background) as
where n is the number of patches given score s, s ∈ {0,1,2,3}
MTB NLP
A CNN was trained to predict the Her2 score for 128 x 128 patches of the WSI. Furthermore, as a post-processing step, a Random Forest model was trained to aggregate an estimated Her2 score and percentages of cell membrane for the WSI.
Pre-Processing:
In the first, tissue regions were manually annotated at 40× by drawing regions from IHC stained slide images. A class label was assigned to each annotated region that corresponds to WSI GT score. In total, there were 272 annotated regions with an average size of 800 x 800.
Patch Classification:
The architectures similar to Alexnet [15] and VGG-16 [17] were trained to predict the Her2 scores but the results were only submitted for the architecture similar to The 5-fold cross validation was done on all of the 52 training images. In each fold, all of the test images were scored and the predicted scores and percentage estimates were averaged over all folds to produce the final estimates.
VISILAB
In this method, the state-of-the-art GoogLeNet [16] was implanted to predict the Her2 score and the percentage of complete cell membrane.
Data Preparation: A handcrafted dataset was built. For this purpose, a set of representative patches of the four Her2 scoring classes were extracted from the ground truth WSIs.
Additionally, an extra class was employed to collect background samples. These extracted patches from training WSIs were 68 x 68 pixels size each. A total of 5750 patches were selected with an average of 1150 patches per class. The dataset was further split in to training (75%) and validation (25%) dataset.
Training: Among several state-of-art CNNs, GoogLeNet was finally selected for submission according to the results on validation dataset. The prepared dataset was used for training, by selecting 0.01 as base learning rate, with a decreasing policy over 50 epochs, using the Stochastic Gradient Descent.
Classification:
The algorithm takes a WSI and applies a grid technique to obtain the corresponding patches, with a similar size than the ones from the training dataset. These are later classified with the trained model, whose output is a class prediction and a percentage of confidence over that decision.
Her2 Scoring: Once every single patch is classified, a single class score is provided for the WSI. The decision rule takes into account the percentage of patches that belongs to each class (omitting the background, which was treated as a separate class) using the following criteria:
starting from class 3+ to class 1+, the first one to achieve at least 10% of patches is chosen as final decision. Regarding the percentage of cells with full membrane staining, an expert rule was developed. The knowledge basis came from the alternative techniques that were also developed, such as the calculation of the staining density for the nuclei. As a result, a relationship between the classes percentage distribution and the percentage of membrane cell staining was discovered.
UCCSSE
This method is based on characteristics curves, a novel feature descriptor for predicting the Her2 score. In pre-processing phase, five regions of interest (ROI) were extracted from each WSI, each of size 1800 x 1200 at 20×. The only condition for selecting the ROIs was to select those regions that should not contain more than 30 % pixels as background.
The segmentation step consists of identifying the tissue portion including the IHC stained membrane. The selected ROIs were first segmented in HSB and CIELab colour spaces. In addition, some colour filters and neighbourhood masks were used to segment the connective tissues and fat lobules that should be separated before calculating the PCMS. The curve always represents a smooth polynomial curve that can be accurately modelled using a cubic polynomial (best fit).
It was also observed during experimental analysis that when the Her2 score is 1+, the starting region of the curve always starts above the 10% mark depicting the presence of weak and incomplete membrane staining of regions. For 3+ score, the curves were lying above the 30% mark that shows the existence of an intense and uniform membrane staining areas.
RumRocks
In this approach, the two-dimensional (2D) CNN [15, 19] models were trained for preprocessing and classification. First, as pre-processing step each WSI processed using deconvolution neural network (DCNN) and following by a CNN1 to select the desired patches.
Furthermore, the selected patches were processed through a CNN2 to predict the Her2 score and the PCMS. 
The notation of the architecture is as follows, 1 represents the down-sampling convolutional whereas 1 represents the up-sampling convolutional layer with 3 as kernel size and 1 as stride.
After convolutional operations batch normalization, ReLu and max pooling operations were applied. represents fully connected layers and represents sigmoid function. 
The CNN models were trained using the mean squared error loss function and the Adam stochastic gradient decent optimization method with initial learning rate of 10 -3 . The learning rate was reduced every 15,000 iterations by a factor of 1.5 and trained each network for between 200,000 -300,000 iterations. The average was calculated for each networks prediction to form an ensemble based score.
FSUJena
The algorithm for automated Her2 scoring was based on Alexnet [15] CNN. In this method, an activation matrix was extracted after convolution layers to compute the bilinear filters for predicting the Her2 score and PCMS. , , . The matrix contains the second-order statistics of the CNN features and have been found to be extremely useful for fine-grained recognition tasks. Then the square root and 2 normalization of were employed to increase the numerical stability of further processing steps [22] . To differentiate among four scoring classes a multi-class logistic regression was used. It was also observed that using a pre-trained network on ImageNet dataset is also beneficial to avoid the overfitting issues. In preliminary results the bilinear features approach outperformed the conventional CNN activations.
For testing a WSI and to predict the Her2 score, an average was calculated for all the random crops patches. To predict the PCMS the mean tumour cell percentage seen in the training set of for a particular class as an estimate.
Huang's Method (Huangch)
In this approach, a range of handcrafted features extracted from the IHC stained slides after performing the stain deconvolution. The handcrafted features were then fed in to a model of multi-class AdaBoosted decision trees.
Sampling: At the first, control tissue was extracted to developed a pseudo color space for stain deconvolution [23] to obtain the two staining vectors. Further, mean filtering was performed to record the local maximal points. The patches were selected from each WSI on the basis of local maximal points as they were representing the strongest Her2 stained over-expression signals Feature Extraction and Classification: A combined but numerically independent features vector space constructed by including Gabor Filtering, Features of Fractal Dimension by Differential Box-Counting [23] , multi-wavelet methods, histogram statics methods, grey-level (over all colour channels) co-occurrence based methods [24, 25] etc.
For predicting the Her2 score and the PCMS, a model of multi-class AdaBoosted decisiontrees was employed to map the features vector of each patch to a predicted value. This model is known as Stagewise Additive Modelling using a Multi-class Exponential [26] loss function (SAMME). The model composed by a series of decision-trees by assigning a weight to each decision-tree. Whereas while training, a pool of decision-trees generated and after each iteration the best decision-tree was selected with its corresponding weight. After certain iterations, a group of decision-trees was selected for testing phase.
