In this paper new test statistics are introduced and studied for the important problem of testing hypothesis that involves inequality constraint on proportions when the sample comes from independent binomial random variables: Wald type and phi-divergence based teststatistics. As a particular case of phi-divergence based test-statistics, the classical likelihood ratio test is considered. An illustrative example is given and the performance of all of them for small and moderate sample sizes is analyzed in an extensive simulation study.
Introduction
Ordinal categorical data appear frequently in the biomedical research literature, for example, in the analysis of I independent binary random variables related to an increasing ordered categorical variable. It is well-known that for such data it is not possible to use the classical test-statistics such as chi-square or likelihood ratio with chi-squared asymptotic distribution, but there exist appropriate order-restricted test-statistics with chi-squared-bar asymptotic distribution. To illustrate this problem a modification of an example given in Silvapulle and Sen (2005) is considered in this introductory section. Table 1 contains a subset of data from a prospective study of maternal drinking and congenital malformations. Women completed a questionnaire, early in their pregnancy, concerning alcohol use in the first trimester; complete data and details are available elsewhere ( Table 1 : Number of individuals with (j=1) and without (j=0) congenital sex-organ malformation cross-classified according to the maternal alcohol consumption level (i=1,2,3,4).
and Korn, 1987) . Specifically, women were asked what was the amount of alcohol taken during the first three months of their pregnancy and four categories of drink doses are considered (I = 4), no alcohol consumption (i = 1), average number of alcoholic drinks per day less than one but greater than zero (i = 2), one or more and less than three alcoholic drinks per day (i = 3) and three or more alcoholic drinks per day (i = 4). In terms of a binary random variable with n i individuals in total (see the second column in Table 1 ) with independent behavior with respect to having congenital malformations, the individuals not having congenital malformations are considered to be unsuccessful (j = 2, see the last column in Table 1 ) and successful otherwise (j = 1, see the third column in Table 1 ). Let π i be the probability of a success associated with the i-th alcohol dose. Let us consider some statistical inference questions that may arise in this example and in similar ones with binomial probabilities.
1. Is there any evidence of maternal alcohol consumption being related to malformation of sex organ? To answer this question, the null and alternative hypotheses may be formulated as
respectively. However, this formulation is unlikely to be appropriate because the main issue of interest is the possible increase in the probability of malformation as alcohol consumption increases.
2. Is there any evidence that an increase in maternal alcohol consumption is associated with an increase in the probability of malformation?. This question, as it stands, is quite broad
to give a precise formulation of the null and the alternative hypotheses. One possibility is to formulate the problem in the following way,
with at least one inequality being strict.
(
Consider an experiment with I increasing ordinal categories for a variable X. Suppose that n i prefixed individuals are assigned to the i-th category and n = I i=1 n i . The individuals are 2 followed over time for the development of an event of interest Y and the events related to the individuals are independent. Let N i1 be the random variable that represents the number of individuals related to successful events (Y = 1) out of the total assigned to the i-th category, n i , i = 1, ..., I. If we denote by π i = Pr(Y = 1|X = i) the probability of a success associated with the i-th category, we have that N i1 is a Binomial random variable with parameters n i and π i , i = 1, ..., I. Let N i2 denote the number of unsuccessful events associated with the i-th category, i.e. N i2 = n i − N i1 , then the contingency table of a realization of (N i1 , N i2 ), i = 1, ..., I, is in the last two columns of the following table
Our purpose in this paper is to propose new order-restricted test statistics, Wald-type and phi-divergence based test-statistics for testing
H 1 : π 1 ≤ π 2 ≤ · · · ≤ π I with at least one inequality being strict.
The classical likelihood ratio test statistic will appear as a particular case of phi-divergence based test-statistics. A log-linear formulation of (1) 
be the probability vector of the following saturated log-linear model
with
being the identifiability constraints,
the unknown parameters vector and u = (u, u 1(1) , ..., u 1(I−1) ) T with
the redundant parameters, obtained through θ taking into account p i1 (θ) + p i0 (θ) = n i n , i = 1, ..., I. In terms of the log-linear formulation, (2) is equivalent to
H 1 : θ 12(11) ≤ θ 12(21) ≤ · · · ≤ θ 12(I−1,1) ≤ 0 with at least one inequality being strict.
Notice that θ 2(1) is a nuisance parameter since it does not interfere in (9) . In particular, under the null hypothesis of π 0 = π 1 = π 2 = · · · = π I , the value of the nuisance parameter is θ 2(1) = logit(π 0 ) = log[π 0 /(1 − π 0 )], and thus it contains all the information about the homogeneous probability vector.
In matrix notation, we can express the vector of parameters of the log-linear model in terms of the following logistic regression
where
I a is the the identity matrix of order a, 1 a is the a-vector of ones and 0 a is the a-vector of zeros.
Since a saturated model has been considered, X is a full rank matrix and thus we can consider
and on the other hand (9) in matrix notation is given by We shall consider three parameter spaces for θ
i.e. while Θ is the restricted parameter space,Θ is unrestricted, and Θ 0 becomes the parameter space under the null hypothesis. It is well known that, the Fisher information matrix for θ ∈ Θ in the logistic regression is given by
The following result provides the explicit expression of the Fisher information matrix under the null hypothesis given in (2) or (9) . (4) or (10), the Fisher information matrix is given by
Proof. It is immediate by plugging π i = π 0 , i = 1, ..., I, to (13).
If θ, θ and θ represent the maximum likelihood estimator (MLE) of θ focussed on the parameter spaces, Θ 0 , Θ, Θ respectively, according to Silvapulle 
These test-statistics, have according to Proposition 4.4.1 in Silvapulle and Sen (2005), the same asymptotic distribution as the likelihood ratio test-statistic.
Proposition 2 Under the null hypothesis given in (2) or (9), the expression of W ( θ, θ), given in (15), is as follows
Proof. From Theorem 1 the 2 × 2 block structure of the Fisher information matrix is
Therefore,
There is an explicit formula for the MLEs of θ under the null hypothesis,
For the calculation of θ = (
it is much easier to calculate first the corresponding MLE for the probability vector, π =
.., π I ) T , and plugging it to (11). There is an explicit formula for π = (
and for calculating π the following PAVA algorithm can be used.
Algorithm 3 (Order restricted estimation of probabilities)
The MLE of π = (π 1 , π 2 , · · · , π I ) T under the restriction of π 1 ≤ π 2 ≤ · · · ≤ π I , π = ( π 1 , π 2 , · · · , π I ) T ,
is calculated in the following
way:
STEP 1: Do π := π, where π is (19).
n π i+1 and π i+1 := π i .
Phi-divergence test statistics
The classical order-restricted likelihood ratio test for testing (2) is given by
(see for instance Mancuso et al (2001)). The Kullback-Leibler divergence measure between two 2I-dimensional probability vectors p = (p 11 , p 12 , ..., p I1 , p I2 ) T and q = (q 11 , q 12 , ..., q I1 , q I2 ) T , is given by
It is an easy exercise to verify that
The classical order-restricted chi-square test statistic for testing (2), known as Bartholomew's test-statistic, is given by
which can be written as
where d P earson (p, q) is the Pearson divergence measure defined by
.
Details about this test-statistic can be found in Fleiss et al. (2003, Section 9.3).
More general than the Kullback-Leibler divergence and Pearson divergence measures are φ-divergence measures, defined as
, where φ : R + −→ R is a convex function such that φ(1) = φ (1) = 0, φ (1) > 0, 0φ( Based on φ-divergence measures we shall consider in this paper two families of order-8 restricted φ-divergence test statistics valid for testing (2) or (9) . The first one generalizes the order-restricted likelihood ratio test given in (20) in the sense that we replace on it the Kullback-Leibler divergence measure by a phi-divergence measure and its expression is
For φ(x) = x log x − x + 1, we get the likelihood ratio test.
The second one generalizes the order-restricted Pearson test statistic given in (22) in the sense that we replace on it the Pearson divergence measure by a phi-divergence measure and its expression is
we get the Pearson test-statistics.
The following theorem provides the link between the both test-statistics,
and S φ (p( θ), p( θ)), and Wald-type test-statistics.
Theorem 4 For testing (2) or (9), the asymptotic distribution of
is common and is given by
and {w i (I − 1, V )} I−1 i=0 is the set of weights such that Proof. Let θ be the I-dimensional vector given in (18). The second order Taylor expansion of
, where π is (19). In particular, for θ = θ we have
and then taking into account that lim n→∞ I (n 1 ,...,n I ) F (θ) = I F (θ),
In a similar way it is obtained
According to Proposition 4.4.1 in Silvapulle and Sen (2005)
which means that the asymptotic distribution of
is common. Such a distribution can be established from the likelihood ratio test-statistic used for the problem formulated in (6.13) of Silvapulle and Sen (2005)
Using the partitioned structure of B and ν, (25) is obtained.
The following result is based on the third way for computation of weights given in page 79
of Silvapulle and Sen (2005) . I−1 is an upper triangular matrix of 1-s, Σ ν * = diag(ν * ) − ν * (ν * ) T , and to simulate the probability according to the following algorithm. For simulation
are needed rather than V and V −1 respectively.
Algorithm 6 (Estimation of weights)
The estimators of the weights given in Theorem 5, 
Example
In this section the data set of the introduction (Table 1) If we take φ λ (x) = 1 λ(1+λ) (x λ+1 − x − λ(x − 1)), where for each λ ∈ R − {−1, 0}, the "power divergence family" is obtained
It is also possible to cover the real line for λ, by defining
. This is very interesting since this means that the power divergence based family of test-statistics contain as special cases G 2 and X 2 .
Finally, the expressions of the test-statistics are summarized in Table 2 . It can be seen that the null hypothesis cannot be rejected for
. Even though the sample size seems to be large enough, this is a case of small values of π 1 , π 2 , π 3 , π 4 which is known to have not reliable behavior in the values calculated for the p-values in order to make decisions. In the simulation study we shall study such a case and according to the results the rejection of the null hypothesis is supported since
,1} are obtained the most realiable test-statistics. As conclussion, an increase in maternal alcohol consumption is associated with an increase in the probability of malformation. 
Simulation study
For testing (1) , by considering I = 4 binomial random variables, the following scenarios will be considered:
• scenario A (small/big proportions): n 1 = 40, n 2 = 30, n 3 = 20, n 4 = 10.
-scenario A-0: π 1 = π 2 = π 3 = π 4 = 0.05.
-scenario A-1: π 1 = 0.05, π 2 = π 3 = π 4 = 0.1.
-scenario A-2: π 1 = 0.05, π 2 = 0.1, π 3 = π 4 = 0.125.
-scenario A-3: π 1 = 0.05, π 2 = 0.1, π 3 = 0.125, π 4 = 0.135.
• scenario B (small/big proportions): n 1 = 60, n 2 = 45, n 3 = 30, n 4 = 15.
-scenario B-0: π 1 = π 2 = π 3 = π 4 = 0.05.
-scenario B-1: π 1 = 0.05, π 2 = π 3 = π 4 = 0.1.
-scenario B-2: π 1 = 0.05, π 2 = 0.1, π 3 = π 4 = 0.125.
-scenario B-3: π 1 = 0.05, π 2 = 0.1, π 3 = 0.125, π 4 = 0.135.
• scenario C (small/big proportions): n 1 = 100, n 2 = 75, n 3 = 50, n 4 = 25.
-scenario C-0: π 1 = π 2 = π 3 = π 4 = 0.05.
-scenario C-1: π 1 = 0.05, π 2 = π 3 = π 4 = 0.1. • scenario E (intermediate proportions): n 1 = 60, n 2 = 45, n 3 = 30, n 4 = 15.
-scenario E-0: π 1 = π 2 = π 3 = π 4 = 0.35.
-scenario E-1: π 1 = 0.35, π 2 = π 3 = π 4 = 0.45.
-scenario E-2: π 1 = 0.35, π 2 = 0.45, π 3 = π 4 = 0.475.
-scenario E-3: π 1 = 0.35, π 2 = 0.45, π 3 = 0.475, π 4 = 0.485.
• scenario F (intermediate proportions): n 1 = 100, n 2 = 75, n 3 = 50, n 4 = 25.
-scenario F-0: π 1 = π 2 = π 3 = π 4 = 0.35.
-scenario F-1: π 1 = 0.35, π 2 = π 3 = π 4 = 0.45. The simulation experiment is performed with R = 50000 replications and in each of them, apart from the Wald type test-statistics 
where I{•} represents the indicator function. The scenarios ending in 0 represent that the null hypothesis is true, and are useful to obtain the simulated significance levels, 
or the Bartholomew's test (S 1 (p( θ), p( θ)) = X 2 )
are considered. In Table 3 , the efficiency of S 1 = X 2 is compared with respect to T 0 = G 2 , and then if ρ S 1 < 0, since T 0 = G 2 is better than S 1 = X 2 , the plot of the efficiencies in Figures 3 and 4 will be only focussed on (32). Similarly, if ρ S 1 > 0, since T 0 = G 2 is worse than S 1 = X 2 , the plot of the efficiencies in Figures 3 and 4 will be only focussed on (33).
sc A sc B sc C sc D sc E sc F 1 ρ S 1 < 0 ρ S 1 < 0 ρ S 1 < 0 ρ S 1 < 0 ρ S 1 < 0 ρ S 1 < 0 2 ρ S 1 < 0 ρ S 1 > 0 ρ S 1 < 0 ρ S 1 < 0 ρ S 1 < 0 ρ S 1 < 0 3 ρ S 1 < 0 ρ S 1 > 0 ρ S 1 < 0 ρ S 1 < 0 ρ S 1 < 0 ρ S 1 < 0 In view of the plots, it is possible to propose test-statistics with better performance in comparison with G 2 and X 2 . From Figures 1 and 3 , the so-called Cressie-Read test-statistic, T 2 3 (p, p( θ), p( θ)), can be recommended for small/big proportions either for small or moderate sample sizes. On the other hand, W ( θ, θ), H( θ, θ) and the test-statistic based on the Hellinger distance, T −0.5 (p, p( θ), p( θ)), can be recommended for intermediate proportions and moderate sample sizes, however for small sample sizes the likelihood ratio test-statistic still remains being the best one.
