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Performance for a variety of visual tasks improves with practice. The purpose of this study was to determine the nature of the
processes underlying perceptual learning of identifying letters in peripheral vision. To do so, we tracked changes in contrast thresh-
olds for identifying single letters presented at 10 in the inferior visual ﬁeld, over a period of six consecutive days. The letters (26
lowercase Times-Roman letters, subtending 1.7) were embedded within static two-dimensional Gaussian luminance noise, with
rms contrast ranging from 0% (no noise) to 20%. We also measured the observers response consistency using a double-pass method
on days 1, 3 and 6, by testing two additional blocks on each of these days at luminance noise of 3% and 20%. These additional blocks
were the exact replicates of the corresponding block at the same noise contrast that was tested on the same day. We analyzed our
results using both the linear ampliﬁer model (LAM) and the perceptual template model (PTM). Our results showed that following
six days of training, the overall reduction (improvement across all noise levels) in contrast threshold for our seven observers aver-
aged 21.6% (range: 17.2–31%). Despite fundamental diﬀerences between LAM and PTM, both models show that learning leads to
an improvement of the perceptual template (ﬁlter) such that the template is more capable of extracting the crucial information from
the signal. Results from both the PTM analysis and the double-pass experiment imply that the stimulus-dependent component of the
internal noise does not change with learning.
 2005 Elsevier Ltd. All rights reserved.
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Performance for a variety of visual tasks improves
with practice (e.g. Ball & Sekuler, 1982, 1987; Beard,
Levi, & Reich, 1995; Fahle & Edelman, 1993; Fiorentini
& Berardi, 1980, 1981; Karni & Sagi, 1991; McKee &
Westheimer, 1978; Poggio, Fahle, & Edelman, 1992;
Saarinen & Levi, 1995). This improvement is often
termed ‘‘perceptual learning’’. Perceptual learning oc-
curs in foveal vision, as well as in peripheral vision0042-6989/$ - see front matter  2005 Elsevier Ltd. All rights reserved.
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E-mail address: schung@optometry.uh.edu (S.T.L. Chung).(Beard et al., 1995; Chung, 2002; Chung, Legge, & Che-
ung, 2004). For instance, in the fovea, the ability to
judge whether or not two lines are perfectly aligned im-
proves by about 40% after 2000–2500 trials of practice
(McKee & Westheimer, 1978). At 5 eccentricity in the
periphery, performance for the same task improves by
approximately 20% following 6120 trials of practice
(Beard et al., 1995).
While strong perceptual learning has been well docu-
mented with unfamiliar tasks, e.g. identifying random
texture patterns (Gold, Bennett, & Sekuler, 1999) or
unfamiliar faces (see Fine & Jacobs, 2002 for a recent re-
view), it is less clear whether learning occurs when the
task is highly familiar, such as letter identiﬁcation.
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the acuity of his observers for identifying the gap of the
C stimulus in peripheral vision did not improve with
practice. Despite the fact that observers do not habitu-
ally use their peripheral vision for identifying letters
(which should favor a learning eﬀect), when letter size
was used as the metric of performance, there was no
improvement with practice. In contrast, when using per-
cent-correct identiﬁcation as the performance measure-
ment, Chung et al. (2004) reported an improvement in
performance for identifying the 26 lowercase letters that
were approximately twice the acuity-size, following
training at 10 eccentricity in the upper or lower visual
ﬁelds. Thus, improvement in performance is possible
even with the highly familiar letter identiﬁcation task.
However, what underlies this improvement? The pur-
pose of this study was to determine the nature of the
processes underlying perceptual learning of letter identi-
ﬁcation in peripheral vision.
Our interest in studying perceptual learning of letter
identiﬁcation in peripheral vision stems from our inter-
est in understanding the limitations and potentialities
of peripheral vision in relation to reading. Reading is
slow in peripheral vision, and millions of people who
lose their central vision as a result of macular diseases
such as age-related macular degeneration have to rely
on their residual peripheral vision to read. Letter identi-
ﬁcation is the ‘‘bottleneck’’ for reading (Legge, Mans-
ﬁeld, & Chung, 2001). Pelli, Farell, and Moore (2003)
have shown that despite a lifetime of reading, word rec-
ognition for even the most common three-letter words is
limited by the necessity to ‘‘rigorously and indepen-
dently’’ detect the features (letters) that comprise the
words. Chung et al. (2004) have shown that practice in
identifying letters can lead to an improvement in periph-
eral reading speed. Therefore, an understanding of the
nature of the processes underlying perceptual learning
in letter identiﬁcation in peripheral vision might enable
the development of strategies to train people with cen-
tral vision loss to read faster using their residual periph-
eral vision.
In foveal vision, it has long been suggested that per-
ceptual learning results from a ‘‘ﬁne tuning’’ of the
mechanisms underlying the visual task (McKee & West-
heimer, 1978). Fiorentini and Berardi (1980, 1981) fur-
ther suggested that this ‘‘ﬁne tuning’’ of the
mechanisms is likely to take place at the early stages
of visual processing. Using a simultaneous spatial mask-
ing paradigm to unveil the properties of the spatial
mechanism underlying Vernier discrimination following
training, Saarinen and Levi (1995) found that the
improvement in Vernier acuity following training is
accompanied by an approximately proportional narrow-
ing of the orientation tuning characteristics of Vernier
acuity. However, it was the incorporation of the external
noise paradigm into perceptual learning studies in recentyears that enabled us to isolate the mechanism underly-
ing perceptual learning. The basis of the external noise
paradigm is that the addition of external noise to a sig-
nal has a characteristic impact on task performance. To
relate the external noise to task performance, very often,
we choose to represent task performance by the signal
strength required for the observers to reach a threshold
criterion of accuracy of performing the task. When plot-
ting the threshold as a function of the external noise on
log–log axes, the function shows the characteristic
threshold vs. noise curve (TvN), often referred to as
the noise-masking function. Essentially, when the exter-
nal noise is low, threshold is relatively independent of
the external noise because it is limited by the noise inter-
nal to the system. When the external noise exceeds the
internal noise of the system, threshold increases in pro-
portion to the external noise (or nearly so). The propor-
tional constant, when compared to that of an ideal
observer, reveals how well the system utilizes stimulus
information when the internal noise is no longer a limit-
ing factor. The TvN approach thus aﬀords us a way to
measure and monitor changes in the internal noise of
the system, as well as its ability to extract crucial stimu-
lus information.
In this study, we applied the TvN approach to evalu-
ate learning of letter identiﬁcation in peripheral vision.
In a second experiment we also examined observers
consistency in making their responses when identifying
letters embedded in external noise. Burgess and Col-
borne (1988) ﬁrst applied a double-pass method to ana-
lyze observers consistency in detecting signals in visual
noise. The method measures observers performance
through the same sequence of signal-noise combinations
(stimuli) twice. Because the stimuli are identical in both
passes, any diﬀerence in observers performance can be
attributed to observers consistency, instead of the stim-
ulus. An increase in consistency as a result of learning,
particularly in the high external noise condition, would
imply a reduction in the internal variability of an obser-
ver that was induced by the stimulus (as opposed to
internal noise independent of the stimulus). To antici-
pate, the principal ﬁndings from both experiments sug-
gest that improvements in performance due to learning
can be attributed to the template (or ﬁlter) becoming
more capable of extracting the crucial information from
the stimuli, but not to a reduction in the observers inter-
nal noise.2. Methods
To determine the mechanism underlying perceptual
learning in identifying letters in peripheral vision, we
tracked changes in contrast thresholds for identifying
single letters presented in visual noise, at 10 eccentricity
in the inferior visual ﬁeld, over a period of six consecu-
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the Times-Roman alphabet. Letter size was 1.7 (x-
height), which was about twice the acuity at 10 eccen-
tricity in the inferior visual ﬁeld, for our group of
observers. We presented the letters, embedded in a
two-dimensional noise ﬁeld composed of Gaussian lumi-
nance noise, against a gray background of 65 cd/m2. The
noise ﬁeld was generated by creating an array of 78 · 78
checks, with each check subtending an angle of 4 · 4 0.
The gray level of each check was drawn randomly from
a Gaussian distribution with a mean of zero and vari-
ance that depends on the amount of external noise for
each noise condition. Six external noise (rms) contrasts
were examined: 0 (no-noise), 3%, 5%, 8%, 12% and
20% relative to the background luminance. Fig. 1 shows
the letter ‘‘q’’, at a letter contrast of 30%, embedded in
each of the six levels of external noise. Each noise con-
trast was examined in a separate block of trials. The
order of examining these six noise contrasts was presented
in a random order for each observer and in each session.
In each block of trials, we used the Method of Con-
stant Stimuli to present letters at six levels of letter con-
trast, in a random order. Each letter contrast was tested
25 times, thus there were a total of 150 trials in each
block. Stimulus presentation duration was 200 ms.
Observers were asked to maintain ﬁxation on a small
red ﬁxation target throughout the testing, while identify-
ing the letter presented on each trial. Audio feedback
was provided for each correct response. A cumulative
Gaussian function was used to ﬁt the data from each
block. We deﬁned thresholds as the letter contrast thatFig. 1. The letter ‘‘q’’, at a letter contrast of 30%, is rendeyields 50% correct letter identiﬁcation on the ﬁtted psy-
chometric function, after correction for guessing (corre-
sponding to a d 0 of 2.0).
Seven observers, aged 16–27 participated in this
study. All had normal or corrected-to-normal vision
(20/20 or better in each eye), and were not aware of
the purpose of the study. Testing was performed binoc-
ularly in a well-lit room. None of the observers had
prior experience in visual psychophysical experiments.
Each observer granted oral and written consent (in the
case of the 16 year-old, consent was obtained from her
parents), after the procedures of the experiment were ex-
plained. All seven observers completed the entire study,
which consisted of six sessions, scheduled on six consec-
utive days.
2.1. Data analyses
We analyzed our TvN data using the linear ampliﬁer
model (LAM: Barlow, 1956; Barlow, 1957; Pelli, 1990),
which is the most commonly used model for this type of
data. The LAM is essentially an ideal observer model
(Pelli, 1990). The advantage of this model lies in its sim-
plicity, as it models human performance in terms of only
two parameters: equivalent internal noise (Neq) and sam-
pling eﬃciency (g). We use these parameters to charac-
terize the improvements due to learning. We are also
interested in changes in the optimal contrast threshold
(Th0, corresponding to the threshold obtained without
noise), which co-varies with Neq and g. Equivalent inter-
nal noise (Neq) refers to the variance (or spectral density)red in the presence of the six levels of external noise.
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threshold (proportional to the square of contrast thresh-
old) to be twice the optimal contrast-energy threshold. It
is therefore equal to the amount of noise internal to an
observer, if we assume such internal noise to be additive
and independent of the stimulus. Sampling eﬃciency (g)
refers to the ability of human observers, relative to the
ideal observer, to extract the crucial information from
the stimulus, taking into account the fundamental limits
imposed by the internal and external noise. It is propor-
tional to N eq=Th
2
0. Since we are interested in whether
training leads to a change in sampling eﬃciency (i.e., rel-
ative sampling eﬃciency), we do not need to compute
the performance of the ideal observer in order to derive
the proportional constant (b in the equation below). The
following is a mathematical description of the LAM
model:
Contrast threshold2 ¼ 1
bg
ðN ext þ N eqÞ
where b is the proportional constant that relates noise
variance to contrast energy, as determined by the ideal
observer for whom g equals to one and Neq is zero; Next
is the variance of the external noise.
If learning leads to an improvement in thresholds,
then, according to LAM, one of the following three sce-
narios might account for the improvement (Fig. 2): (1)
An improvement only at low-noise levels but not at
high-noise levels. In this case, Th0 improves and Neq be-
comes smaller, but g remains unchanged. (2) No
improvement at low-noise levels but improvements at
high-noise levels. In this case, Th0 remains unchanged,
Neq increases and g also increases. Dosher and Lu+stimulus
N ext
Ideal observer
observer
+
N eq
η
ηSubsampling : 0<   <1
before
after
Optimal threshold (Th0 ) decreases,
equivalent noise (Neq) decreases,
sampling efficiency (η) unchanged.
Optimal threshold unchanged,
equivalent noise increases,
sampling efficiency increases.
Optimal threshold decreases,
equivalent noise unchanged,
sampling efficiency increases.
Fig. 2. A schematic ﬁgure showing the linear ampliﬁer model (LAM).
The bottom panels illustrate the three scenarios (contrast threshold vs.
external noise on log–log axes) in which improvement in performance
can occur as a result of training: (left) an improvement only at the low
noise levels; (middle) an improvement only at the high noise levels and
(right) uniform improvement across all noise levels. Predictions as to
how the parameters of the model changes for the three scenarios are
given below each of the three panels.(1999) refer to this as external noise exclusion. (3) A uni-
form improvement in threshold across all noise levels, so
that the entire TvN function shifts vertically downward
along the y-axis, when plotted on log–log axes. In this
case, Th0 improves, Neq remains unchanged and g
increases.2.2. Double-pass measurements
LAM assumes that the internal noise is additive and
independent of the stimulus. The model is blind to any
internal noise that scales with stimulus strength.
Changes in such stimulus-dependent noise will be re-
ﬂected as a change in sampling eﬃciency with respect
to LAM. To further evaluate if the internal noise (stim-
ulus-independent or dependent) changes with learning,
we adopted the double-pass method 1 developed by Bur-
gess and Colborne (1988) to assess the observers consis-
tency. An improvement in observers consistency in the
low-noise condition represents a reduction in internal
noise of both the stimulus-independent and dependent
kind. High external noise overwhelms the stimulus-inde-
pendent internal noise, thus any improvement in observ-
ers consistency in the high-noise condition reﬂects a
reduction in the stimulus-dependent kind of the internal
noise. Observers were tested with two runs of the identi-
cal set of stimuli (letter-plus-noise patterns). In this
study, we retested each observer at two noise con-
trast––3% (low-noise level) and 20% (high-noise level),
at the ﬁrst, third and sixth sessions. Thus, instead of
six blocks of trials, each observer completed eight blocks
of trials in each of these three sessions. Observers did
not know the purpose of the extra testing, they were
only informed that these three sessions lasted longer
than the other sessions. In each of these sessions, the ori-
ginal set of six noise contrast was tested ﬁrst, before the
additional two blocks of trials. Each of the two addi-
tional blocks was the exact replicate of their respective
ﬁrst run of the same noise contrast within the session.
In other words, the noise pattern, stimulus letter and let-
ter contrast were identical for the same trial number in
the ﬁrst and the second run of the same noise contrast
within the same session. By putting the second run of
the same condition at the end of the session, observers
performance might be degraded due to fatigue; but it
is equally possible that observers performance might
improve due to the additional training within the
session.1 The original ‘‘double-pass’’ method was developed based on a
two-alternative forced choice paradigm. To apply the method to our
experiment, which consisted of 26 alternatives, we assumed that all 26
letters are equally detectable.
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Contrast threshold for letter identiﬁcation is plotted
as a function of noise contrast (noise-masking function)
for the seven observers in Fig. 3. In each panel, data are
plotted for the same observer, for the ﬁrst (day 1) and
the last (day 6) day of training. Fitted curves represent
the best-ﬁt curves as given by LAM. The goodness-of-
ﬁt (reduced Chi-square) of these curves ﬁt to each day
of each observers data is given in Table 1. If learning
leads to an improvement in letter identiﬁcation perfor-
mance, then the contrast thresholds obtained on day 1
should be the highest, and should improve (decrease)
as training progresses. This is the case for ﬁve of the
seven observers (observers RC and CC did not show
much change in thresholds across the six days of train-
ing). The proportion of observers who did not show
any learning eﬀect in this study (28%) is similar to that
reported by Fahle and Henke-Fahle (1996). Note also
that in a few cases, the curves do not provide a good
ﬁt to the data (e.g. those for RS).
In Fig. 4, we replot the threshold contrast as a func-
tion of training days, for each individual noise level, to
show how learning progresses with time. In each panel
(a given noise level), data are plotted for all seven
observers, with the average thresholds connected by
the thick solid line. There is a progressive reduction in
threshold contrast as training progresses, although the
overall reduction (improvement across all noise levels)
averages only 21.6% (range: 17.2–31%). This magnitude
of improvement is similar to that reported by Li, Levi,
and Klein (2004) who examined perceptual learning in
a position discrimination task at the fovea.
To determine the nature of the processes underlying
perceptual learning, we compared the parameters of
LAM (as derived from the best-ﬁt curves to the data
of each day), as a function of training days in Fig. 5.
Averaged across the six observers, there is a signiﬁcant
decrease in optimal contrast threshold between the ﬁrst
and the last day (0.045 vs. 0.035: paired-t(df=6) = 7.08,
p = 0.0004), no change in equivalent internal noise
(0.043 vs. 0.036: paired-t(df=6) = 1.07, p = 0.33), and an
improvement in the relative sampling eﬃciency
(t(df=6) = 3.01, p = 0.024). The signiﬁcance of these
changes with respect to LAM will be discussed in Sec-
tion 4.
3.1. Double-pass
Data obtained using the double-pass method in this
study, for the 3% and 20% external noise level, are
shown in Figs. 6 and 7, respectively. Following Burgess
and Colborne (1988) and Gold et al. (1999), we pres-
ent the data as percent-correct performance vs. per-
cent-agreement of responses between the two runs.
Percent-correct performance refers to the averagedpercent-correct performance of letter identiﬁcation of
the two runs. Percent-agreement of responses was deter-
mined by comparing the responses to the same stimuli
(and noise pattern) between the two runs, regardless of
whether the response was correct or not. If learning re-
sults from a reduction in the observers internal noise
(stimulus-independent and/or stimulus-dependent), then
we would expect that with training, observers would be-
come more consistent in making their responses. This
would result in an increase in the percent agreement be-
tween the two runs, for a given percent-correct letter
identiﬁcation performance. In other words, the per-
cent-correct vs. percent-agreement function should shift
systematically toward the right as training progresses.
We ﬁt each set of data using a straight line on log–log
axes that passes through the point (100,100). The slope
of this line represents the relationship between percent-
correct and percent-agreement. To quantify whether
learning results in a change in the percent-correct vs.
percent-agreement function, we compare the slopes of
these lines obtained on diﬀerent training days. A re-
peated measures ANOVA performed on the slopes of
these lines conﬁrms that these lines do not shift as a
function of training day (F(df=2,12) = 2.01, Greenhouse–
Geisser corrected p = 0.19). This result implies that the
internal noise (stimulus-independent and stimulus-
dependent) does not change with training.4. Discussion
Following six consecutive days of repeated testing (at
least 900 trials per day), ﬁve of our seven observers
showed a sizeable improvement (a reduction in contrast
threshold) in their letter identiﬁcation performance at
the trained eccentric retinal location (10 eccentricity
in the inferior visual ﬁeld). This ﬁnding is consistent with
that of Chung et al. (2004) in which percent-correct per-
formance of letter identiﬁcation at 10 eccentricity was
shown to improve with training.
Westheimer (2001) showed that peripheral Landolt C
acuity does not beneﬁt from training. While these results
may seem to be at odds with ours, there are several rea-
sons why they might be expected to diﬀer. First, we mea-
sured contrast thresholds for identifying letters from
amongst a large array (26); a more demanding task than
identifying the orientation of a C. Second, our letters
were a ﬁxed size, about twice the acuity limit. Because
the slope of the high spatial frequency limb of the con-
trast sensitivity function is very steep, a 20% change in
sensitivity (i.e., a 20% change along the contrast axis)
translates into a very small (6.4%) change along the
size (spatial frequency) axis. Thus, even if learning oc-
curred, it would be expected to produce only very tiny
changes in acuity. Third, it is also possible that Westhei-
mer did not see learning because the size of the stimulus
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Fig. 3. Threshold letter contrast is plotted as a function of external noise contrast, for the seven observers. For clarity, in each panel, data are shown
for the same observer, obtained on the ﬁrst (day 1) and the last (day 6) day only. Error bars represent ±1 SEM. Curves ﬁt through data points
represent the best-ﬁt curves using the LAM.
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needed to perform the task) was the parameter used to
increase task diﬃculty. This would make it diﬃcult tolearn a speciﬁc template since it would be changing over
time. Finally, peripheral acuity is likely to be limited by
anatomical constraints of the retina, e.g. the density of
Table 1
Goodness of ﬁt of the LAM and PTM curve-ﬁta
Day MV JH KV KW RC RS CC
LAM: v2/4
1 1.182 3.183 3.979 4.732 5.897 8.274 1.143
2 0.730 1.542 2.775 2.947 1.993 5.085 4.299
3 2.722 2.437 0.393 1.863 2.591 3.542 3.801
4 1.738 2.351 3.150 2.242 0.928 8.770 5.006
5 5.042 2.597 3.893 3.131 4.955 9.053 1.716
6 1.118 0.552 0.530 0.769 3.497 18.223 4.107
PTM: Day 1=Sum(v2)/14, days 2–6: Sum(v2)/15
1 0.534 0.478 0.761 1.316 1.512 2.290 1.393
2 0.233 1.225 0.825 0.663 0.448 0.642 1.914
3 0.599 0.827 0.601 1.497 0.699 0.581 0.516
4 0.786 0.582 1.179 0.921 0.889 1.365 0.630
5 1.565 0.684 1.014 0.331 0.864 2.386 1.664
6 1.511 0.809 0.248 0.504 0.446 2.261 0.934
a Here, the goodness-of-ﬁt was deﬁned as the reduced v2, i.e. the v2 as given by the curveﬁt normalized by the degrees of freedom, which is the
diﬀerence between the number of data points and the number of free parameters in a model. A reduced v2 close to unity indicates a good ﬁt. We used
reduced v2 to represent the goodness-of-ﬁt because the degrees of freedom diﬀer between LAM and PTM. For PTM, a set of four (for day 1) and
three (for days 2–6) parameters were used to simultaneously ﬁt three TvN curves of each observer at three diﬀerent threshold criteria (d0 of 1.0, 2.0
and 2.9) on each day. This is because at least two TvN curves obtained at two diﬀerent criteria are needed to constrain PTM, and three to test if PTM
is criterion-independent. The total number of data points for each day was 18 per observer. In contrast, parameters of LAM often depend on the
criterion used. A single set of LAM parameters could not simultaneously ﬁt TvN curves of multiple criteria for our task. The goodness-of-ﬁt
measurements for LAM were computed with the TvN curve obtained at a d0 of 2.0. There were six data points and two model parameters in this case.
2 Instead of using the term ‘‘sampling eﬃciency’’, Gold et al. (1999)
used the term ‘‘calculation eﬃciency’’ in their paper, which is taken to
quantify the degree of optimality in terms of accuracy of the
deterministic computation used to reach a perceptual decision. We
prefer the less assumption-laden term ‘‘sampling eﬃciency’’.
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onto ganglion cells (e.g. Levi, Klein, & Aitsebaomo,
1985), therefore, improvement in acuity might not be
possible because the retinal anatomy is unlikely to
change with training.
Recently, Dosher and Lu (2004) examined whether
perceptual learning at the fovea occurred at the ﬁrst or
second stage of visual processing. They measured con-
trast thresholds for discriminating the letter K from its
mirror images for ﬁrst (luminance-deﬁned) and sec-
ond-order (texture-deﬁned) stimuli embedded in exter-
nal Gaussian noise following ﬁve days of training. For
ﬁrst-order stimuli, they reported no improvement in
contrast threshold. However, for second-order stimuli,
there was a reduction (improvement) in contrast thresh-
old, with the magnitude of improvement similar to the
average magnitude reported in the present paper.
Dosher and Lu argued that their results hint at a site
for perceptual learning to be located at the second (non-
linear) stage of visual processing, at least for foveal
tasks. Within the general context of a linear–nonlin-
ear–linear model, our results suggest that for peripheral
(ﬁrst-order) letter identiﬁcation task, learning is possible
at the ﬁrst (linear) stage of visual processing. Because
nonlinearities can be combined to form a linear system,
our results, although parsimoniously modeled by linear
factors alone, do not guarantee the site of learning must
be at a linear stage of visual processing, nor do they
guarantee that the physiological site of learning must
be early. Although diﬀerences in perceptual learning be-
tween the fovea and periphery (e.g. Chung, 2002) may
be due to diﬀerence in the learning sites, they may sim-ply reﬂect the fact that foveal letter identiﬁcation is over-
trained through years of reading, while peripheral vision
is inexperienced in this task. In other words, with regard
to letter-identiﬁcation, peripheral vision may be
amblyopic.
We found that the improvement in contrast threshold
for letter identiﬁcation following training occurs almost
uniformly across all levels of external noise. To derive
the nature of the processes underlying the improvement,
we applied the LAM to analyze our data. Analysis using
the LAM shows that training leads to an increase in the
relative sampling eﬃciency, but no changes to the equiv-
alent internal noise. As a result, the optimal contrast
threshold was reduced. These ﬁndings are very similar
to those reported by Gold et al. (1999), who showed that
learning to identify faces and random texture in the
fovea is due to an increase in the sampling eﬃciency 2
but not a reduction in the equivalent noise. Our results
are also similar to the changes seen in foveal position
discrimination following learning (Li et al., 2004). Like
Gold et al. (1999), Li et al. found that practice improved
performance more or less uniformly across (positional)
noise levels––consistent with an improvement in sam-
pling eﬃciency. In a second experiment, Li et al.
(2004) measured the observers perceptual template
using the classiﬁcation image technique, and found that
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1406 S.T.L. Chung et al. / Vision Research 45 (2005) 1399–1412learning re-tuned the observers template (i.e., it became
more ideal) resulting in improved sampling eﬃciency.
Here, using a diﬀerent task (letter identiﬁcation) and
in a peripheral retinal location (10 eccentricity inferior
visual ﬁeld), we also attribute learning to an increase in
the sampling eﬃciency. In plain words, an increase in
sampling eﬃciency means that observers template for
the task becomes closer to that of the ideal observer,
so that the template is more capable of extracting the
crucial information from the signal.4.1. The perceptual template model
The LAM analysis, although popular (e.g. Gold
et al., 1999; Legge, Kersten, & Burgess, 1987; Tjan,
Braje, Legge, & Kersten, 1995), may be an over simpli-
ﬁcation. First, when threshold contrast energy is plotted
as a function of external noise variance, the function is
assumed to be a straight line. This restriction, however,
has very little impact on our data since the deviation
from linearity in our results was slight, and when pre-
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gime. Second, the LAM analysis is criterion-dependent,
thus the changes in sampling eﬃciency and equivalent
internal noise as analyzed by the model are also crite-
rion-dependent. To ascertain that our qualitative ﬁnd-
ings are not speciﬁc to the criterion used, we
reanalyzed our data using two approaches. First, we
reanalyzed our data using LAM for thresholds speciﬁed
at two other criteria––d 0 of 1.0 and 2.9, corresponding to
20% and 80% correct performance (after correction for
guessing) on our psychometric functions. Analyses using
these two criteria yielded qualitatively similar results
(Tjan, Chung, & Levi, 2002). Second, we reanalyzed
our data using the perceptual template model (PTM:
Dosher & Lu, 1998; Dosher & Lu, 1999; Lu & Dosher,
2004). The PTM extends LAM to include a nonlinear
transducer function and a stimulus-dependent noise
component. The added machinery allows us to ﬁt the
data at more than one criterion simultaneously. Details
of this model can be found elsewhere (Dosher & Lu,
1998; Dosher & Lu, 1999; Lu & Dosher, 2004). In brief,
PTM attributes the improvement as a result of learning
to three mechanisms in isolation or in combination:
stimulus enhancement, external noise exclusion and
internal multiplicative noise suppression (Fig. 8).
According to the model, if learning is a consequence
of stimulus enhancement, which is equivalent to turn-
ing-up the gain of the perceptual template (ﬁlter) or
equivalently reducing the internal additive (stimulus-
independent) noise, then it will be reﬂected as an
improvement primarily at low noise levels. With respect
to the model, there will be a reduction in the parameter
Aa (proportional change in stimulus-independent inter-
nal noise) following learning. Another possibility is that
learning results from external noise exclusion, which
simply means that the perceptual template becomes
more appropriately tuned to include only the signal,
thus eliminating the irrelevant noise in the stimulus. In
this case, the improvement due to learning will occur
primarily at high noise levels. Accordingly, parameter
Af (proportional change in the eﬀective external noise
perceived by the observer) will become smaller in value
following learning. The third possibility for an improve-
ment in performance is a result of a reduction in the
internal multiplicative (stimulus-dependent) noise,
which will lead to improvement at both low and high
noise levels. If so, then the parameter Am (proportional
change in stimulus-dependent internal noise) will be re-
duced following learning. The following is the mathe-
matical description of the model:
Contrast threshold ¼ 1
b
ð1þ AmNmÞAfN cext þ ðAaN aÞ
1
d 02  AmNm
" # 1
2c
where b is a proportional constant, c is the transducer non-
linearity, Nm and Na are the variance (or spectral density)
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Fig. 6. Percent-correct of letter identiﬁcation is plotted as a function of percent-agreement between the two runs of the identical signal-noise
combination (the double-pass method), for an external noise level of 3% contrast. Straight lines through the data-set represent the curve-ﬁt (see text for
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1408 S.T.L. Chung et al. / Vision Research 45 (2005) 1399–1412of the multiplicative (stimulus-dependent) and the additive
(stimulus-independent) internal noise, respectively.When applying the PTM to analyze our data, the
curve-ﬁt to our plots of contrast threshold vs. external
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Fig. 7. Similar to Fig. 6, except that the external noise level was 20% contrast.
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pares the goodness-of-ﬁt of the curves ﬁtted by LAM
and PTM, taking into account the diﬀerent degrees of
freedom in each model.To summarize the major ﬁndings of the PTM analysis
(Fig. 9), we found that learning leads to a reduction in
both the ratios Aa (internal additive noise:
t(df=6) = 3.78, p = 0.009) and Af (external additive noise:
before
after
Stimulus enhancement: Aa
becomes smaller, performance
improves at low noise levels.
External noise exclusion: A f
becomes smaller, performance
improves at high noise levels.
Internal noise reduction: Am
becomes smaller, performance
improves at all noise levels.
+stimulus
Next
+ +
practice
template nonlinearity
Nm Na
decision
observer
Af
Aa
Am
γf
Fig. 8. A schematic ﬁgure showing the perceptual template model (PTM), and how practice can lead to an improvement in performance by
modifying the various components in the model. The bottom panels illustrate the three scenarios (contrast threshold vs. external noise on log–log
axes) in which improvement in performance can occur as a result of training: (left) an improvement only at the low noise levels; (middle) an
improvement only at the high noise levels and (right) improvement across all noise levels. Predictions as to how the parameters of the model changes
for the three scenarios are given below each of the three panels.
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cative noise: t(df = 6) = 0.05, p = 0.96). These ﬁndings are
identical to those of Dosher and Lu (1998, 1999) even
though the task was diﬀerent (they used an orientation
discrimination task). According to the model, a reduc-
tion in Aa following training is consistent with an
improvement in observers ability to enhance the stimu-
lus by reducing the additive internal noise. A reduction
in Af following training means that observers are more
capable of excluding the external noise in the stimulus,
by ﬁne-tuning the shape of the perceptual template.
Therefore, even with the PTM which is criterion-free,
we obtained the same conclusion for our data on learn-
ing to identify letters in peripheral vision––that the
improvements in learning is primarily attributable to
an increased in the observers ability to extract and use
the relevant information in the stimulus. However, we
also found a reduction in Aa following learning, which
according to the model, is consistent with an improve-
ment in observers ability to enhance the stimulus by
reducing the additive internal noise. This seems to con-
tradict the results from the LAM and the double-pass
analyses, which suggested no changes in internal noise.
As we shall elaborate next, this apparent contradiction
is superﬁcial.
4.2. Diﬀerences between LAM and PTM
According to LAM, there is no change in the equiv-
alent noise (assumed to be additive), whereas the PTManalysis leads to the conclusion that there is a reduction
in the additive internal noise (but not the multiplicative
noise). As has been shown elsewhere (Gold, Sekuler, &
Bennett, 2004; Tjan et al., 2002), this diﬀerence in results
is superﬁcial and arises solely because of the relative
placement of the various components in the two mod-
els––an argument we shall restate here.
The position of the equivalent noise component (Neq)
in the LAM (Fig. 2) and the additive internal noise com-
ponent (Na) in the PTM (Fig. 8) are not the same in their
respective models; therefore, these two components can-
not be treated as identical. The traditional formulation
of LAM places the internal noise at the stimulus. This
is why it is referred to as the ‘‘equivalent noise’’––a noise
if added to the stimulus is equivalent to the noise inter-
nal to an observer. In this formulation, sampling
eﬃciency corresponds to the fraction of the net signal-
to-noise ratio (SNR) utilized by an otherwise ideal
observer to make perceptual decisions, where net SNR
equals signal energy (E) divided by the sum of the spec-
tral densities of the external noise (Next) and the equiva-
lent internal noise (Neq). That is, the eﬀective SNR
utilized by an observer is equal to sampling eﬃciency
(g) times net SNR, or, eﬀective SNR = g(E/(Next + Neq)).
Because the noise and the sampling processes in LAM
are linear operators, their relative positions can be
swapped relative to each other. Therefore, an equivalent
formulation of LAM is that a fraction (equal to the sam-
pling eﬃciency) of the stimulus SNR is passed on to the
observer. The observers internal noise, which shall be
+stimulus
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Ideal observer
observer
+
Neq
η
Subsampling : 0<    <1
+stimulus
Next
Ideal observer
observer
+
Nint
η
Subsampling:
0< η
η
(a)
(b)
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Fig. 10. The two formulations of the LAM, with diﬀerent placements
of the internal noise relative to the sampling process.
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to the sampled input. Thus, in this formulation, the
eﬀective SNR is equal to E/(Next/g + Nint). The diﬀerence
between these two formulations of LAM is illustrated inFig. 10a and b. Mathematically, the two formulations
are identical up to a change of the variable (Nint =
Neq/g), and no empirical test can distinguish between
the two. However, since Nint = Neq/g, if sampling eﬃ-
ciency increases but no change is found in equivalent
noise according to the ﬁrst formulation, then the internal
noise of the second formulation will show an increase by
a ratio precisely equal to the reciprocal of the ratio of
change in sampling eﬃciency. Refer to Fig. 10, the sec-
ond formulation of LAM (panel b) resembles that of
PTM (Fig. 8) in that sampling (template operation) pre-
cedes internal additive noise. That is, the reason that
PTM shows a decrease in internal additive noise (Na)
is because this component corresponds to Nint in the sec-
ond formulation of LAM, which decreases when sam-
pling eﬃciency increases if Neq is held constant.
Although there are similarities in conclusions drawn
from the analyses presented above, there are also sub-
stantial diﬀerences between PTM and LAM from a
model point of view. PTM diﬀers from LAM (either for-
mulation) because of its non-linear components (non-
linear transducer function and internal multiplicative
noise). With these non-linear components, it is not pos-
sible to have an equivalent formulation of PTM by mov-
ing its additive internal noise component before the
template computation to provide a component closely
resembling Neq in the ﬁrst formulation of LAM. Also,
PTM models the entire psychometric function and thus
its conclusions (reduction in Aa and Af, no change in
Am) can be generalized qualitatively and quantitatively
to all performance criteria (Tjan et al., 2002; Lu &
Dosher, 2004). In contrast, the conclusion based on
LAM (increase in sampling eﬃciency, no change in
equivalent noise) is quantitatively true only at the crite-
rion tested. There is a restricted set of conditions that if
met, will allow conclusions from LAM to generalize
qualitatively to other criterion levels as well. The set of
conditions and their derivations are outside the scope
of the present paper.
1412 S.T.L. Chung et al. / Vision Research 45 (2005) 1399–1412Despite the fundamental diﬀerences between LAM
and PTM, both models imply that the mechanism
underlying perceptual learning of letter identiﬁcation
in peripheral vision is a consequence of the template
(or ﬁlter) becoming more capable of extracting the cru-
cial information from the stimulus.Acknowledgment
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