We define nonautonomous graphs as a class of dynamic graphs in discrete time whose time-dependence consists in connecting or disconnecting edges. We study periodic paths in these graphs, and the associated zeta functions. Based on the analytic properties of these zeta functions we obtain explicit formulae for the number of n-periodic paths, as the sum of the nth powers of some specific algebraic numbers.
Introduction
Though graphs have been initially studied as static objects, in the applications of graph theory it has long been recognized that graphs should change in time to better reflect the reality of interactions among elements in several natural and man-made systems (see [13] and references therein).
A graph is dynamic when some of the graph entities (vertices, edges, weights) change with time. The most usual time-dependent changes are in the edge weights, which can also model edge connection/disconnection (see [10] ).
Nonautonomous graphs and its periodic paths are the main subject of this work. Our motivation comes from nonautonomous dynamical systems. Naturally, a deterministic autonomous dynamical system, determined by a map f : X → X, can be regarded as a graph with vertices x ∈ X and edges (x, f (x)) ∈ X × X. From this point of view, it makes sense to define a nonautonomous graph as a sequence of graphs (with the same set of vertices) just as deterministic nonautonomous dynamical systems (or nonautonomous difference equations) are determined by sequences of maps, see [1, 2, 4, [6] [7] [8] .
The study of the Artin-Mazur and other dynamical zeta functions of a map is a classical problem in dynamical systems and was deeply studied by numerous authors (see [5, 12] and references therein). The nonautonomous case has different specificities and was discussed in [2, 4] . Here we will introduce and study zeta functions of nonautonomous graphs.
Though our motivation come essentially from discrete nonautonomous dynamical systems, it is not difficult to think about examples of potential application of these models in the framework of applied graph theory. This is the case, for example, if we want to model the mood changes taking into account day and night, the variations of a population taking into account the seasons, or the possible cyclic trips between planets, taking into account the distances and the level of fuel in the ships. Let G = (V, E) be a graph. As usual we define the adjacency matrix A of G as the k × k matrix with entries in {0, 1}, such that A(i, j) = 1 if and only if (i, j) ∈ E.
A walk of length n ∈ Z + = {1, 2, . . .
The set of paths in G is denoted by S G . For each n ∈ Z + , we use P G (n) for denoting the set of n-periodic paths.
Notice that, since V is a finite set, the sets P G (n) are finite too and therefore it makes sense to define the zeta function of G as the following invertible formal power series
As one knows, for a graph
Here and for the remainder of the paper, by a formal power series we mean an element of C[[z]] (the commutative ring of formal power series with complex coefficients in the indeterminate z). As usual, the exponential of a noninvertible element denotes the concatenation of v 0 , . . . , v n−1 with itself infinitely many times, is a bijection between the set of closed walks of length n in G and P G (n). Therefore, taking into account that the number of n periodic paths starting at j ∈ V is precisely the entry (j, j) of A n , we have the equality
where tr(A n ) denotes the trace of the nth power of the adjacency matrix A, and consequently
where λ 1 , . . . , λ k are the eigenvalues of A counted as many times as their algebraic multiplicities.
The previous formulae are the main motivation for this work and can be reformulated in terms of the zeta function of G. Indeed, from the well known identity between formal power series
where I denotes the k × k identity matrix, one gets
which proves that ζ G (z) is a non zero rational function.
The main goal of this work is to discuss the possibility of obtaining analogous of formulas (1) and (2) in the wider context of nonautonomous graphs. As we shall see, the problem of counting periodic paths on a nonautonomous graph raises several relevant questions that justify this discussion.
Basically, the idea behind nonautonomous graphs is to introduce a sequential time-dependency on the possible transitions between vertices. 
Definition 2. A nonautonomous graph G is a sequence of graphs (G
Just as before, the set of paths in G is denoted by S G . For each n ∈ Z + , we use P G (n) for denoting the finite set of n-periodic paths. The invertible formal power series
is called the zeta function of G. Our study will focus mainly on the subclass of periodic nonautonomous graphs.
Identifying a graph G with the 1-periodic nonautonomous graph The main problem when we want to count periodic paths in nonautonomous graphs is due to the fact that we usually do not have a biunivocal correspondence between closed walks of length n and n-periodic paths, therefore the equality
where A 0 A 1 · · · A n−1 refers to the usual product of matrices, fails in general.
This fact has important consequences with respect to the analytic properties of the zeta function. In contrast with the zeta function of a graph G, the zeta function of a nonautonomous graph G is not in general a rational function. Consequently, there cannot exist algebraic numbers λ 1 , . . . , λ q satisfying the equalities
The next simple example illustrates this situation. Example 1. In order to stress that, for nonautonomous graphs, it is not possible to characterize the numbers #P G (n) in terms of the traces
consider the following 2-periodic nonautonomous graphs,
where
But, in one hand, as 1, 1, 1, . . . = (1) ∞ is the only periodic path in G , one gets #P G (n) = 1 for all n ∈ Z + . On the other hand, since the sequences
∞ are the only paths in G , one gets #P G (n) = 1 if n is even and #P G (n) = 0 otherwise. Therefore this eliminates any hope of finding a general way to characterize the numbers #P G (n) in terms of the traces in (5). Moreover, we have
which clearly is not rational. Having this, it is easy to show that there are no algebraic numbers such that
Indeed, since the equality between formal power series
holds for any λ ∈ C, we would have
which clearly contradicts (6).
The main objective of this paper is to show that, for any nonautonomous graph G there exists a sequence of matrices (H n ) ∞ n=1 that contains all the information needed for characterizing the numbers #P G (n). As we will prove, the matrices H n satisfy:
Thus, for a p-periodic nonautonomous graph G, there exists a finite family of matrices (H d ) d|p (indexed in the set of positive divisors of p) such that
The above formula is an extension of (1) and will help us to understand why the zeta function of a p-periodic nonautonomous graph is not rational. To circumvent this difficulty, we present the main result of this paper, which shows that, if 
In the case of usual graphs, i.e., when p = 1, the formula in the previous theorem reduces to (4) . In this case the zeta function has no zeros, in contrast with the p > 1 case where we may have zeros and poles interacting.
With the previous theorem we are finally able to present an extension of formula (2) 
and by (7) and some trivial manipulation of the exponentials we arrive to
The rest of the paper is devoted to the proof of Theorem 1.
The matrices H n
As mentioned above, the proof of Theorem 1 is based on the sequence of matrices H n . To define it, we need to introduce some more notation.
From now on, by a k × k-matrix we mean a matrix with entries in N. Given k × k-matrices B and C, we use BC for denoting the usual product and B * C for the Hadamard's product, that is
(B * C)(i, j) = B(i, j)C(i, j).
Naturally, if the entries of the k × k-matrices B i lie in {0, 1} , the infinite product
be a nonautonomous graph with sequence of transition matrices,
For each n ∈ Z + and i ∈ N define the matrices
The following theorem establishes that the matrices H n play in the case of nonautonomous graphs, the same role as the matrices A n play in the case of usual graphs.
Theorem 2. Let
G = (G i ) ∞ i=0 = (V; E i ) ∞ i=0
be a nonautonomous graph. Then one has #P
Proof. Fix an arbitrary n ∈ Z + . As the entries of the matrices H n,0 , . . . , H n,n−1 lie in {0, 1}, one has
and so we just need to prove that
Let π :
As π is injective on P G (n), to prove (9) we just need to show that π (P G (n)) = C n .
First we prove the inclusion π (P
we can write
for all l ∈ N and this implies that π ( Let (y 0 , y 1 , . . . , y n ) ∈ C n . As y 0 = y n , there exists one and only one sequence ( y 0 , y 1 , . . . , y n ) and x j = x j+n , for all j ∈ N. Having this, we just need to prove that (x i ) ∞ i=0 is a path of G and this is an immediate consequence of the definition of the sets C n . Indeed, if q ∈ N and r ∈ {0, . . . , n − 1} denote, respectively, the quotient and the rest of the division of i by n, one gets
for all i ∈ N, as desired.
The next theorem states that, in the case of a periodic nonautonomous graph G, we only need to determine a finite number of matrices H i in order to calculate the numbers #P G (n). To prove Theorem 3 we just need to combine Theorem 2 with the following lemma. Two simple results are needed for proving the previous lemma.
Claim 1. If the nonautonomous graph
Proof. Let i ∈ N, n ∈ Z + and d = gcd(n, p). As
we just need to prove the equality
Finally, as G is p-periodic, one gets
Claim 2. If the nonautonomous graph
Proof. Let i, q ∈ N and n ∈ Z + . As
we just need to prove the inclusion
Now we can prove Lemma 1.
Proof (Lemma 1).
Let n ∈ Z + and d = gcd(p, n). As d divides n, one can write
By Claims 1 and 2 one has
as desired.
Proof of Theorem 1
Based on Theorem 3, we present in this final section an explicit formula for computing the zeta function of a p-periodic nonautonomous graph. As we will see, that formula will lead us directly to the proof of Theorem 1.
Let us begin by recalling the definition of the number theoretical Möbius function μ : Z + → {−1, 0, 1}, given by:
(ii) μ(n) = 0 if n has a squared factor; (10) where I denotes the k × k identity matrix.
Now we have what we need to state the main result of this section: For proving Theorem 4 we need an extension of the trace formula 3.
Let A be a k × k matrix. For each q ∈ Z + define the formal power series
As before, μ : Z + → {−1, 0, 1} denotes the Möbius function.
Lemma 2. Let A be a k × k matrix and q ∈ Z + . Then we have that
Proof. For q = 1, the lemma is equivalent to (3), so we can assume q = q So we just need to prove the equality
We use induction on l for proving (11) .
For l = 1, we have gcd(n, q 1 ) = 1 if and only if n = mq 1 because q 1 is prime. By (3) one obtains
and consequently We finish with an example of a nonautonomous graph which zeta function exhibits zeros together with poles. , for all n ∈ Z + .
