Abstract. The Quadratic Unconstrained Binary Optimization problem (QUBO) has become a unifying model for representing a wide range of combinatorial optimization problems, and for linking a variety of disciplines that face these problems. A new class of quantum annealing computer that maps QUBO onto a physical qubit network structure with specific size and edge density restrictions is generating a growing interest in ways to transform the underlying QUBO structure into an equivalent graph having fewer nodes and edges. In this paper we present rules for reducing the size of the QUBO matrix by identifying variables whose value at optimality can be predetermined. We verify that the reductions improve both solution quality and time to solution and, in the case of metaheuristic methods where optimal solutions cannot be guaranteed, the quality of solutions obtained within reasonable time limits.
INTRODUCTION
Given is the graph G = [N, E] with node set N = {1, 2, …, i, … n} and edge set E = {(i,j): i, j  N }. Denoting the weight of edge (i, j) by c ij , we define the Quadratic Unconstrained Binary Optimization Problem (QUBO) as:
Maximize: ∑ ∈ + ∑ ( , )∈ subject to = {0,1} where i  N
The equivalent compact definition with the coefficients of (1) represented as a matrix is:
n where is an n-by-n square symmetric matrix of coefficients.
LITERATURE
QUBO has been extensively studied [12] and is used to model and solve numerous categories of optimization problems including important instances of network flows, scheduling, max-cut, max-clique, vertex cover and other graph and management science problems, integrating them into a unified modeling framework [11] . Many NP-complete problems such as graph and number partitioning, covering and set packing, satisfiability, matching, spanning tree as well as others can be converted into the Ising form as shown in [14] . Ising problems replace x ∈ {0, 1}
n by x ∈ {−1, 1} n and can be put in the form of (1) by defining x ' j = (x j + 1)/2 and then redefining x j to be x j ' . 1 Ising problems are often solved with annealing approaches in order to find a lowest energy state.
Although QUBO problems are NP-complete, good solutions to large problems can be found using modern metaheuristics [8] . In addition, a new type of quantum computer based on quantum annealing with an integrated physical network structure of qubits known as a Chimera graph has also been demonstrated to very quickly find good solutions to QUBO [4] . The Chimera structure is a connected network of qubits with groups of densely connected nodes sparsely connected to other groups of densely connected nodes, having a structure similar to that of social network visualizations or to a collection of densely connected cities sparsely linked to other cities via fiber optic backbones (see Figure 1 ). Transforming a given problem graph by mapping it onto all or part of the Chimera hardware graph requires minor-embedding and is described in [7] .
A set of rules for reducing multi-commodity networks based on the structure of the network [9] has generated interest in investigating whether similar rules could be found for QUBO. For certain classes of very structured problems such as vertex cover, max-cut and max-clique, the work of [6] shows that complete reduction can be achieved via computation of the roof duals of the associated capacitated implication network in association with rules involving first and second order derivatives. Similarly, maximum flow and multi-commodity flow networks can be used to help determine QUBO optimal variable assignments and lower bounds [1, 19] . In comparison, we present and test four basic rules, iteratively applying them to reduce the size of the Q matrix until no further reductions are possible. We also explore transformations to reduce a node's edge density (with application to hardware graphs such as the Chimera) and discuss applications to sensitivity analysis.
Figure1. Example Chimera Network Structure
Benchmark QUBO problems are often highly structured, or have uniform coefficient distributions, or are dense, or are randomly connected [2, 16] . Classic problems with wide application such as the maximum cut problem are highly structured, e.g., all quadratic coefficients are negative and all linear coefficients are positive, or quadratic coefficients are -1s and linear coefficients are positive sums of quadratic coefficients. The rules presented here for predetermining the optimal assignment of variables are applicable to any QUBO, but in this paper we apply them to Q matrices having structural characteristics associated with real-world graphs (sometimes called complex networks [10] ) grounded on assumptions from experimental design [18] , namely that there are random elements with a small percentage of variables having strong effects. This is known as the "sparsity of variable effects" [15] and states that, in general, when many factors are examined for their effect on a performance parameter (i.e., objective function), a relatively small percent have large effects. The Pareto Principle is similar, stating that a small percent of causes account for the majority of effects.
Thus, we investigate problems in which Q is connected, generally sparse but with some densely connected nodes, mostly uniform in distribution but containing a small percent of linear and quadratic elements falling outside the limits of the majority uniformly distributed elements. A histogram of a typical distribution based on 1000 nodes and 5000 edges is shown as the columns in Figure 2 . The original Q has most elements uniformly distributed between -10 and 10, with a small number of outliers with magnitudes between 25 and 250. The reduced Q distribution (dashed line) has removed many of these outliers to yield a Q with a reduced number of nodes and edges. This is the first time problems of this type have been studied in the literature. The Q generator code and the experimentally designed test set and network generator are available at the first author's website. The remainder of this paper is organized as follows. Section 3 presents the rules for reducing Q. Section 4 discusses network transformations when nodes have an upper limit on the number of incident edges. Modifications of the rules to define the range over which coefficients can change while enabling a transformation to remain valid are presented in Section 4.2. Section 5 provides the pseudocode used to implement the rules which we have embodied in our preprocessor, named QPro, and Section 6 presents the experimental design factors, tests run parameters and analyzes the test results based on Cplex and a path relinking metaheuristic. -35  -20  -5  10  25  40  55  70  85  100  115  130  145  160  175  190  205  220  235  250   Count   of   magnitude   Q element magnitude Original Q Reduced Q
RULES FOR REDUCING Q TO SHRINK QUBO
The major rules for reducing Q are provided below. After stating the rules, we provide an efficient implementation followed by testing. Future research will investigate further enhancements and implementation trade-offs. We employ the following notation.
Let The justification of Rule 4 derives from an analysis related to the arguments justifying the preceding rules. Rule 4 does not predetermine a variable's value and was not implemented in this investigation; however future research will investigate the transformation of c ih to penalize the occurrence of x i = x h = 1.
Rule 5: This is the trivial case when a row in the Q matrix is all 0s. In this case neither = 0 nor = 1 has an objective value effect and can be eliminated from Q. Although you would not expect to create a QUBO with this condition, it may occur during preprocessing transformations.
GRAPH EXPANSION AND SENSITIVITY ANALYSIS

Graph Expansion via Strongly Coupled Nodes
In practice it is possible that a node may be restricted in the number of incident edges. This occurs in quantum annealing computers as well as in communication networks where nodes have edge capacity limitations. In these cases, the over-capacity node moves some of its edges to additional nodes that are strongly coupled to it so that all have the same value at optimality. Let m be the maximum allowable number of edges incident to any given node in the set of nodes N. Let E i be the subset of node pairs in E that contain the node i, E i = {(k, l): k = i or l = i}. So |E i | is the number of edges incident to node i and the restriction is |E i | < m.
If there exist nodes in G having |E i | > m, then G can be transformed to an expanded graph G* = [N*, E*] via the introduction of additional nodes n* that are strongly coupled to those nodes having more than the allowable edges |E i | > m. Thus N* = {1, 2, …, i, … n, (n+1)*, (n+2)*, …, n*} contains the original nodes in N up to n, but we will rearrange the edges between nodes in N* to accommodate the additional nodes (n+1) to n*.
When mapping to a physical graph such as the Chimera graph used in quantum annealing computers [17] , we assume that G* is also subject to |E i | < m and transformations can be continued, if necessary, until |E i | = m. The optimal solution to the QUBO problem based on the original G will be equivalent to the optimal solution based on G*.
In order to strongly couple a collection of nodes we make use of penalty functions described in [11] . Specifically, if we wish to strongly couple nodes i and j in G*, then we use the penalty function M(x i -2 x i x j + x j ) in the objective function, where M is a large negative number in a maximization. Note that the distinction between strong coupling and our Rule 3 is that the latter forces the corresponding variables to be equal to 1 in the optimal solution while strong coupling forces them to have the same value, either 0 or 1 at optimality.
A small example is presented to illustrate the transformation of G to G* via the addition of strongly coupled nodes. Figure 3 shows the edges between nodes of a small graph G with 5 nodes. Let m = 3, that is, a node can have at most 3 edges. However node 1 has 4 edges, therefore the graph will be transformed by adding a node (or nodes) with penalty functions that guarantee that the optimal solution to both G and G* are equivalent. Note that there can be multiple ways to add nodes n* and the edges linking the original and new nodes. Figure 3 illustrates two transformations; the first adds a single node x 6 with the maximum 3 edges (strongly coupled edge is bolded). The second transformation adds two nodes x 6 and x 7 leaving an open edge on node 7 to which other nodes can be added. In practice, we add an element x n+1 to the Q matrix that is strongly coupled to any node i with the following elements modified based on the value of penalty term M. Figure 4 provides an example of the changes made when adding node 6 that is strongly coupled to node 1. 1  2  3  4  5  1  2  3  4  5  6  1  5  2  2  2  2  1 -45  2  2  100  2  8  2  2  2  8  2  2  3  3  3 Future work will investigate the application of Rules 1-5 in conjunction with strong coupling in order to transform a given graph to one that meets a target graph's node and edge specifications [5] .
Use of the Rules in Sensitivity Analysis
Robust optimization [3] is concerned with the fact that most data sets have a random element and thus contain inaccuracies and should not be treated as precise. Since models using inaccurate data can lead to suboptimal solutions, the robustness of a solution to changes in the data should be examined. Knowing the range of values over which a variable is determined as well as the relationship between that range of values and the interacting elements is a fundamental component of robustness.
We examine Rules 1-4 to see how they are useful for analyzing the sensitivity of a determined variable to changes in elements of Q. The rules provide the magnitude of change needed for a variable to become determined, or to stay indeterminate. For a given i where R1 is valid, based on R1a the allowable decrease  to for a given j and still having x i = 1 determined is
Thus, the right hand side of R1b is the difference in magnitude between the linear coefficient of a row and the sum of the negative quadratic coefficients for that row. Conversely if an x i is not determined, then R1b provides the amount that either must increase, or the amount that a  must decrease in order for x i to be set to 1 as shown in R1c. By extension the sum of the negative changes to all negative interactions can only decrease by the amount of the right hand side of R1b in order for x i to remain set to 1.
Similar expressions can be developed for Rules 2 and 3. Although we did not specifically investigate sensitivity analysis and robustness in this paper, we did perform some repeated testing using a random Q matrix to verify the robustness of certain results (see Section 6).
PSEUDOCODE
An implementation of rules 1-5 is outlined below and then described in more detail. Adjust_objective_function_value; 10. Save_reduced_G*;
Step 1 is provided to address the various formats for describing nodes and edges in a file and various methods for working with the Q matrix, e.g., input is provided as a full matrix or in rowcol-value format and stored in memory as a full or upper triangular matrix, hash table, or linked list. Step Step 4 initializes an array recording whether a variable has been set to 0 or 1 or has not been determined (set to -1).
Step 7 implements the Rules 1-5 and maintains the array of determined variables.
Step 8 reduces Q based on the results of Step 7 and updates the sums calculated in Steps 2 and 3. Any variables determined to equal 1 require that the objective function be adjusted by a constant in Step 9. As Q is transformed, new determinable variables can be discovered, which continues until none are determined (Steps 6 -9).
TESTING
As noted in [6] "the border separating successful from unsuccessful preprocessing cases is very thin." To gain an understanding of what separates successful from unsuccessful preprocessing, an experimental design approach was used to identify the main Q characteristics affecting QPro efficacy. Six Q factors, or characteristics, were considered for their effect on three outputs of interest: percent Q reduction, objective value quality and time to best solution. The factors and their settings used in the experimental design are described in Table 1 . We created a 2 fractional factorial design resulting in 16 tests for each of the 3 problem sizes and 2 problem densities, creating a total of 96 test problems with detailed results provided in the Appendices. The six factors in the table affect the magnitude, distribution and density of the in Q. During problem generation these quantities are set to one of two values. A description of the six factors and their effect follows. The first factor sets the range of the uniform random number generator; for example a setting of 10 indicates that random coefficients are uniformly distributed between -10 and +10. The second factor is multiplied times the number generated within the bounds of factor 1 according to the probability percent of factor 5. For example, setting factors 2 and 6 to their low settings means 5% of the linear elements are multiplied by 5 when generating the Q matrix, where factor 6 indicates what percentage of the Q matrix will have linear elements. Factor 3 is similar to factor 2 except it is used for quadratic elements and factor 4 determines the percentage of quadratic elements that will become outliers. Thus the majority of Q elements are drawn from a uniform distribution but with a percentage of them moved outside the limits of uniformity.
For the three problem sizes we defined two different edge densities with characteristics provided in Table 2 . A description of the 16 test runs based on the parameter settings in Table 1 are listed  in Table 3 . The column headings refer to the parameter descriptions in Table 1 . The problem generator creates edges similar to the Q coefficients, in that they are uniformly distributed except that 1% of the nodes are densely connected. While the average densities may seem small, they represent up to 50 edges per node (P6), implying a binary decision quantifiably interacting with 50 other decisions. All problems generated are connected graphs, but it is apparent that during preprocessing the graph could become disconnected, which would create multiple independently solvable smaller problems and future research will explore how to best leverage this fact. Linear  1  10  10  20  5%  10%  25%  2  100  10  20  15%  20%  25%  3  10  5  20  15%  10%  5%  4  100  5  20  5%  20%  5%  5  10  10  10  5%  20%  5%  6  100  10  10  15%  10%  5%  7  10  5  10  15%  20%  25%  8  100  5  10  5%  10%  25%  9  100  5  10  15%  20%  5%  10  10  5  10  5%  10%  5%  11  100  10  10  5%  20%  25%  12  10  10  10  15%  10%  25%  13  100  5  20  15%  10%  25%  14  10  5  20  5%  20%  25%  15  100  10  20  5%  10%  5%  16 10 10 20 15% 20% 5%
Test Results Using Cplex
The 96 problems were first solved by default Cplex (with the quadratic-to-linear parameter turned off so that the problems were not linearized) and compared to using QPro followed by solution of the reduced problem using Cplex. Default Cplex presolve was used for both approaches (except the quadratic-to-linear parameter was set to zero) and the average percent reductions found by QPro alone and by Cplex are summarized in Table 4 with detailed test results available in Appendix A. Tests were performed using 64 bit Windows 7 on an 8-core i7 3.4 GHz processor with 12 GB RAM. Table 4 summarizes the data from the 16 test runs for the 3 problem sizes and 2 densities and provides the time taken by QPro to perform the reduction (first column), the total QPro + Cplex time and the percent reduction of Q. For example, the first row shows that the average QPro time was 0.01 seconds, with total QPro + Cplex time being 4 seconds and the average reduction to Q was 36%. The average speed up in time for QPro + Cplex was 7x, QPro's reductions were on average 3x greater and the average objective difference was zero. Table 4 shows that QPro reduced all Q matrices on average by 30% while Cplex's percent reduction was about 5%. The table also shows that QPro + Cplex was faster to obtain the same, or better, solutions. The objective differences reported in Table 4 for the 10000 variable 100000 edge problems are noticeably higher because of two tests (84 and 95 in Appendix A) where QPro+ Cplex found much better answers to problems with large objectives. However, removing those two tests still yields an average improvement in the objective of about 8000 for 10000 variable 10000 edge problems and QPro + Cplex finds a better solution to every problem.
The reduction ratios for QPro were very good overall and extremely good for a few problems in each size. For example, the QPro percent reduction was on average 160x greater than that achieved by Cplex on problems 4, 15, 67 and 80, and the time to best solution for QPro + Cplex was 160x faster for problems 29, 67 and 80. Problems 67 and 80 (10000 variables) were solved to optimality by Cplex in 0.01 seconds after about 2 seconds when coupled with QPro versus 600+ seconds for the default version of Cplex. These two problems have factors 1, 3 and 4 in common and analysis provided in the next section indicates that these three factors are the most significant for predicting percent reduction. Figure 5 slices the data by Problem ID (Table 2 ) and provides the average Q reduction and time factor multiple of QPro+Cplex over default Cplex. It identifies problem IDs 3, 13 and 16 as having over 50x more percent reductions and being solved 30x faster than default Cplex. These three problem types have factors 3 and 4 (high percentage of large quadratic outliers) in common. As anticipated, there is a positive correlation between percent reduction and time to best solution. While dramatic improvements were found when solving QUBO with non-uniform distributions, sample testing of the benchmark maxcut problems available at http://www.stanford.edu/~yyye/yyye/Gset/ could not determine value assignments for any variables using these rules because the QUBO models created for maxcut problems are very highly structured with each diagonal coefficient equalling  ∑ , ≠ , while each nonzero {−1, 1} and there are no positive off diagonal elements. Our rules did not yield reductions on the 10% dense and uniformly distributed ORLIB 2500 variable problems [2] due to distribution uniformity and density.
On average about four passes were made through the loop described in Section 5 Pseudocode with the number of variables fixed declining with each pass, and with the number of passes ranging from 0 to 17. For this problem set with an average reduction of 30%, Rule 3 yielded about twice the number of reductions as Rules 1 and 2 which might be expected since Rule 3 sets two variables at a time equal to one. The majority of the variables reduced were set to 1, however, the number of reductions per rule is very much dependent on the values in the Q matrix.
Interpretation of Cplex Results
Results show that the primary (linear) factors most affecting percent reduction are: Magnitude of coefficient range, Size of Quadratic multiplier, and % Quadratics multiplied (factors 1, 3 and 4 in Table 1 ). Thus, when collecting data and modeling a problem it would be desirable to emphasize these three factors so that it is more likely that large problems can be reduced and more quickly solved.
In general, increasing the range of coefficients tended to slightly decrease the percent reduction. The explanation is that increasing the range of coefficients makes the distributions more uniform than if the range is smaller. For example, if the linear multiplier is 10x and the linear coefficient randomly generated is between [-100, 100] then there are more possibilities of not producing outliers because numbers such as 10, 20, 30, … 100 are likely not to be outliers. However, if the range is between [-10,10] then the number of outliers is increased, which allows more reductions.
Increasing the percentage of large quadratics (factors 3 and 4) tends to increase the percent reduction because it increases the use of Rule 3 that determines values for two variables at a time. It also adds to the corresponding and for variables that were not determined, possibly changing them into determined variables. Factor 4 increases the percentage of large quadratics and it was the most significant factor in five of the six problem types. Table 5 summarizes the effects of the six factors on the six problem types by listing the amount change to Q percent reduction when going from a low to a high factor setting. For example, Factor 1 changes the range of the uniform distribution from (-10,10) to (-100, 100) and the average effect is a slight decrease in percent reduction. Table 5 shows factor 4 (percent quadratic outliers) had the largest impact for all six problem types. 1  6  1  3  1  2  2  20  2  3  0  0  0  0  0  0  2  4  0  0  0  0  0  0  2  5  1  3  1  2  2  20  2  6  0  0  0  0  0  0  3  4  1  3  1  2  2 Table 5 also shows there is some confounding of the interaction between factors due to the setup of the experimental design. For example, factor interactions 1-6 and 2-5 and 3-4 are confounded, meaning that they have the same test setups. An approach used to resolve confounding is to look at the primary effects of the interactions and disregard interactions having small primary effects. In this case factors 1, 2, 5 and 6 have relatively small individual effects and so we would not expect their interactions to be large. Therefore, the 20% reduction in P6 of Table 5 is most likely associated with the interaction between factors 3 and 4, both of which are individually large. Table 5 provides data for a surface response equation generated by multiple linear regression that can be used to estimate the percent reduction that will occur when setting the six factors at a value between their defined bounds. Averaging effects and taking into account confounding and disregarding small interaction effects, an estimate of the average percent reduction for these problems is [-10, 10] , the quadratic multiplier is 15% and percent quadratic multiplied is 20%.
Robustness of Results under Randomness
To support that our conclusions are based on results that were typical and not "cherry picked" or out of the ordinary, we ran repeated randomized tests on some problems. We randomly selected test number 15 for the 1000 variable problem with 5000 and 10000 edges then generated 100 instances using a current time seeded random number generator, applied QPro and recorded the percent reduction in Q. The distribution of the count of the percent reductions found is shown in Figure 6 . For the original run, the percent reductions were 18% for the 10000 edge problem and 20% for the 5000 edge problem and for the 100 random instances for test fifteen, the average number of reductions for 10000 edges was 15% ± 5% and for 5000 edges 20% ± 3%, indicating that the problems used in analysis were not out of the ordinary. The 10000 edge problems had a wider distribution (± 5% vs ± 3%) because 10% of the problems yielded no reductions, revealing that reductions can be sensitive to random changes in Q. An early article recognizing that small changes to Q can have large effects on problem difficulty is that of [16] . Two problems (3 and 16) for the largest and densest problems (P6) showed dramatic reductions and decreases in time to best solution. After QPro these problems were solved to optimality in 0.01 seconds versus not even entering the branch-and-cut phase of Cplex after 600 seconds without QPro. For problems with these characteristic Q matrices, Cplex found fewer than 40 reductions while QPro found over 7000. As a test of robustness of these results, 100 random samples of 10000 variable 500000 edge problems were generated using the characteristics for Problem IDs 3 and 16. The narrow frequency distribution of count of percent reduction shown in Figure 7 illustrates that these problem types are robust to the reduction rules and consistently yield very large reductions when random changes are made to the elements of Q. 
Test Results Using Path Relinking Metaheuristic
The same testing approach was used with a tabu search metaheuristic with path relinking as described in [20] , denoted by PR2 and made available for use in this paper. PR2 has three parameters affecting performance: run time limit, number of iterations, and tabu tenure. For each size problem, all test runs were performed in the same computing environment as with Cplex, each was given the same PR2 input parameters, and the best solution along with time to best solution recorded. The average time to best solution for each set of problems is shown in Figure 8 averages the time factor improvements over Q size and density for each of the 16 problem types, e.g., for Problem Type 2 from Table 3 (over all sizes and densities) QPro + PR2 was about 10x faster than PR2 alone. Figure 8 illustrates that problems of type 16 had significantly better improvements in PR2 time to solution, which is also consistent with the Cplex results. Figure 9 drills down by problem size and shows that the majority of improvement in time was in the 1000 variable problems, which may be due to input parameter selections not being tuned for the larger problems. The purpose of this research was not to compare heuristic and exact methods, however we found that QPro had more of an objective function value impact on Cplex than on PR2 because PR2 is already very good at quickly finding near optimal solutions. 
SUMMARY & CONCLUSIONS
In summary, this research is motivated by the fact that the QUBO framework constitutes a type of network that is useful for modeling many types of optimization problems, and by the recent development that gives QUBO a prominent role in the evaluation of modern quantum annealing computers. Accordingly, it becomes valuable to discover more effective preprocessing methods that can reduce the size of the Q matrix to reduce the time to find good solutions. Our work builds on the recognition that many business problems modeled using big data are unstructured and subject to randomness, and we have accompanied our research into reducing Q by developing a new set of test problems to more accurately reflect these types of models. The resulting problems have elements that are sparsely connected with the majority of Q elements being uniformly distributed but with varying amounts of outlier elements.
The principal contribution of our research is the creation and justification of five rules for reducing the size of QUBO. We have presented basic pseudocode for combining the rules into a rapid preprocessor called QPro and have tested the results of using our preprocessor with the exact solver Cplex and with a tabu search metaheuristic incorporating path relinking. Careful testing and analysis shows that the Q characteristics most influencing reduction are the range of the uniformly distributed elements and the number and magnitude of the quadratic outliers
In conclusion, we have established that the QPro preprocessing implementation is very fast and effective at reducing the time to obtain high quality solutions. We have additionally identified ways to apply the rules to carry out sensitivity analysis and achieve robustness, as well as identifying transformations that increase the size, but reduce edge density per node. A2. 1000 variable time to best solution and percent reductions
