Migración de servicios de escritorio virtual en una multinacional by Valera Arjona, Manel
1 
 
DATOS DEL PROYECTO 
 
Título del Proyecto: Migración de servicios de escritorio Virtual en una 
multinacional 
Nombre del estudiante: MANEL VALERA ARJONA 
Titulación: ENGINYERIA TÈCNICA EN INFORMÀTICA DE SISTEMES  
Créditos: 22,5  




MIEMBROS DEL TRIBUNAL  
 
Secretario (Director): LUIS DOMINGO VELASCO ESTEBAN 
Presidente: RUBÉN TOUS LIESA 
















1.- INTRODUCCIÓN Y OBJETIVOS ----------------------------------------------------------------------------------------------- 4 
1.1- EL CLIENTE ¿QUIÉN ES? ------------------------------------------------------------------------------------------------------- 4 
1.2- CÓMO SE TRABAJA ------------------------------------------------------------------------------------------------------------- 4 
1.3- NECESIDAD ACTUAL ------------------------------------------------------------------------------------------------------------ 6 
1.4- PROPÓSITO DEL PROYECTO ---------------------------------------------------------------------------------------------------- 6 
2.- PROBLEMÁTICA ----------------------------------------------------------------------------------------------------------------- 7 
2.1- DESCRIPCIÓN DEL ENTORNO -------------------------------------------------------------------------------------------------- 7 
2.2- ANÁLISIS DE REQUISITOS ------------------------------------------------------------------------------------------------------ 8 
2.3- SITUACIÓN ACTUAL ------------------------------------------------------------------------------------------------------------ 8 
2.4- NECESIDAD DE CAMBIO -------------------------------------------------------------------------------------------------------- 9 
2.5- OBJETIVOS ------------------------------------------------------------------------------------------------------------------- 10 
3.- TECNOLOGÍAS ----------------------------------------------------------------------------------------------------------------- 11 
3.1- INTRODUCCIÓN -------------------------------------------------------------------------------------------------------------- 11 
3.2- ALTERNATIVAS --------------------------------------------------------------------------------------------------------------- 11 
3.2.1- VMware infrastucture -------------------------------------------------------------------------------------------- 12 
3.2.2- 2X Application Server XG ---------------------------------------------------------------------------------------- 12 
3.2.3- HYPER V -------------------------------------------------------------------------------------------------------------- 12 
3.2.4- GOGlobal ------------------------------------------------------------------------------------------------------------ 13 
3.2.5- Citrix Xenapp 6.0 -------------------------------------------------------------------------------------------------- 13 
3.3- TABLA COMPARATIVA ------------------------------------------------------------------------------------------------------- 14 
3.4- DECISIÓN FINAL -------------------------------------------------------------------------------------------------------------- 16 
4.- SOLUCIÓN PROPUESTA ----------------------------------------------------------------------------------------------------- 17 
4.1- CITRIX XENAPP 6 ------------------------------------------------------------------------------------------------------------ 17 
4.1.1- ¿Qué es? ------------------------------------------------------------------------------------------------------------- 17 
4.1.2- Arquitectura de XENAPP ----------------------------------------------------------------------------------------- 18 
4.1.3- Funcionamiento---------------------------------------------------------------------------------------------------- 20 
5.- PILOTO --------------------------------------------------------------------------------------------------------------------------- 23 
5.1- INTRODUCCIÓN -------------------------------------------------------------------------------------------------------------- 23 
5.2- DISEÑO DEL PILOTO ---------------------------------------------------------------------------------------------------------- 23 
5.3- SOFTWARE NECESARIO ------------------------------------------------------------------------------------------------------- 25 
5.4- OPCIONES DE CONFIGURACIÓN XENAPP ----------------------------------------------------------------------------------- 26 
5.5- ROLES ------------------------------------------------------------------------------------------------------------------------ 26 
5.6- SERVICIOS AUXILIARES ------------------------------------------------------------------------------------------------------- 27 
5.6.1Controladores de Active Directory ------------------------------------------------------------------------------ 28 
5.6.2 DNS --------------------------------------------------------------------------------------------------------------------- 28 
5.6.3 Servidores de Licencias -------------------------------------------------------------------------------------------- 28 
5.6.4 Cluster de Recursos ------------------------------------------------------------------------------------------------ 29 
5.7- ESPECIFICACIONES TÉCNICAS ------------------------------------------------------------------------------------------------ 30 
5.8- IMPLEMENTACIÓN DEL PILOTO --------------------------------------------------------------------------------------------- 31 
5.8.1- Configuración Plantilla Sistema Operativo ----------------------------------------------------------------- 31 
5.8.2- Creación Máquina Virtual Base -------------------------------------------------------------------------------- 32 
5.8.3- Web Interface ------------------------------------------------------------------------------------------------------ 37 
3 
 
5.8.4- Características de la instalación de plugins ---------------------------------------------------------------- 45 
5.8.5- Implementación de Xenapp6 ----------------------------------------------------------------------------------- 48 
5.9- PRUEBAS DEL PILOTO -------------------------------------------------------------------------------------------------------- 55 
5.9.1- Procedimiento para la implementación en los centros -------------------------------------------------- 56 
5.9.2- Actualización Cliente WEB -------------------------------------------------------------------------------------- 56 
5.9.3- Centro piloto -------------------------------------------------------------------------------------------------------- 57 
5.9.4- Respuesta del centro piloto ------------------------------------------------------------------------------------- 57 
6.- ADMINISTRACIÓN DEL PROCESO DE COPIA DE SEGURIDAD ---------------------------------------------------- 60 
6.1- INTRODUCCIÓN -------------------------------------------------------------------------------------------------------------- 60 
6.2- TIPO DE SOPORTE DE LAS COPIAS DE SEGURIDAD -------------------------------------------------------------------------- 60 
6.3- CONFIGURACIÓN DEL SISTEMA DE COPIAS ---------------------------------------------------------------------------------- 61 
6.4- DECISIÓN DE LOS HORARIOS DE LAS COPIAS DE SEGURIDAD --------------------------------------------------------------- 62 
6.5- ROTACIÓN DE COPIAS DE SEGURIDAD --------------------------------------------------------------------------------------- 62 
6.6- ALMACENAMIENTO DE LAS CINTAS ----------------------------------------------------------------------------------------- 63 
7.- SEGURIDAD -------------------------------------------------------------------------------------------------------------------- 64 
7.1- INTRODUCCIÓN -------------------------------------------------------------------------------------------------------------- 64 
7.2- CONFIGURACIÓN ROUTER CISCO -------------------------------------------------------------------------------------------- 65 
8.- VIABILIDAD DEL PROYECTO, TIEMPO DE AMORTIZACIÓN ------------------------------------------------------- 66 
8.1- INTRODUCCIÓN -------------------------------------------------------------------------------------------------------------- 66 
8.2- VIABILIDAD DEL PROYECTO -------------------------------------------------------------------------------------------------- 66 
8.2.1- Implementación --------------------------------------------------------------------------------------------------- 66 
8.2.2- Cálculo del ROI ----------------------------------------------------------------------------------------------------- 73 
8.3- BENEFICIOS INDIRECTOS ----------------------------------------------------------------------------------------------------- 75 
8.3.1- Equipos informáticos --------------------------------------------------------------------------------------------- 75 
8.3.2- Consumo eléctrico ------------------------------------------------------------------------------------------------- 75 
9- PLANIFICACIÓN DEL PROYECTO ------------------------------------------------------------------------------------------- 76 
9.1 ALCANCE DEL PROYECTO DE CITRIX XENAPP 6 ------------------------------------------------------------------------------ 76 
9.2 FASES DEL PROYECTO --------------------------------------------------------------------------------------------------------- 77 





1.- Introducción y objetivos 
1.1- El cliente ¿Quién es? 
 
La empresa para la cual se hace el proyecto, es para una multinacional que trabaja en el sector 
“sanitario” desde hace más de 60 años. Trabaja con el objetivo de mejorar la calidad de vida de 
las personas, a través de la atención personalizada de sus servicios, seguimiento periódico y la 
utilización de las últimas tecnologías. La sede central se encuentra en Barcelona y dispone de 
más de 500 centros repartidos por todo el mundo; Suramérica, Asia y Europa. Es la única 
empresa del sector que dispone de fábrica propia en España. 
Con el paso del tiempo, la empresa se ha ido adaptando a las nuevas tecnologías. Desde el 
inicio con equipos básicos a el uso de aplicaciones online, pasando por el correo electrónico y 
la implementación y uso de tecnologías 3G para conectarse desde fuera de la empresa y poder 
realizar teletrabajo, creando de este modo la figura del trabajador “venta externa”, hasta el 
uso de la tecnología más actual, como IPAD, IPHONE y diferentes dispositivos con ANDROID, 
que permiten, fácilmente, el uso de todas las aplicaciones de que disponen para el desarrollo 
de su trabajo. 
El equipo humano de esta empresa, lo forman más de 1500 personas entre trabajadores de 
Fábrica, Reparaciones, I+D, Marketing, Compras, Formación, etc. No dependen de trabajadores 
ni empresas externas, para crear, implementar y adaptar su producto al cliente final.  
 
1.2- Cómo se trabaja 
Concretamente, el área de informática cuenta con un equipo de 32 trabajadores, en la central 
de Barcelona, más un pequeño número de técnicos de campo repartidos por la península y los 
diferentes países en los que se encuentra presente.  
Este equipo de técnicos mantiene un parque informático con una capacidad de más de 2000 
usuarios centralizados en un edificio de Barcelona, que cuenta con una sofisticada 
configuración de red por zonas y en el que disponen de un moderno CPD. Han creado y 
gestionan su propio ERP, software de gestión para las tiendas, etc. Además, controlan y 
supervisan de forma remota las más de 500 delegaciones que pertenecen a la empresa. Estas 
delegaciones trabajan en su mayoría, con un router que establece un túnel VPN a los 
servidores y que proporciona conectividad para un mínimo de 5 equipos conectados en grupo 
de trabajo. 
Desde las oficinas centrales se gestionan y coordinan todos los centros. En los centros, es 
donde se realizan las visitas médicas, la adaptación y venta de los diferentes productos. 
Además, se cuenta con la presencia de trabajadores móviles, que se desplazan entre centros 
propios de la empresa y centros, como podrían ser hospitales, que necesiten de los servicios 
que se ofrecen.  
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Así que podemos diferenciar en tres categorías o tipos trabajador; Oficinas, en centro y móvil. 
Los trabajadores de oficina, están conectados directamente a la red interna de la organización 
y no requieren de ningún sistema especial para poder trabajar en las aplicaciones de gestión, 
entre otras. 
En cambio, para los usuarios que trabajan en los centros y de forma móvil, la cosa es muy 
diferente: 
En cuanto a la comunicación de los centros hacia la central, se realiza mediante una conexión 
segura, VPN, sobre una línea de datos convencional.  
La configuración dispuesta en los centros se basa en la utilización de dos tipos de equipos; 
Equipos médicos y un equipo principal. 
 
 
   1.Esquema general de un centro 
Los equipos médicos, son equipos con las herramientas físicas necesarias para tomar nota de 
las necesidades y las pruebas realizadas a los clientes. Disponen de una aplicación instalada de 
forma local que interpreta y trata toda la información introducida por el profesional, que 
atiende al cliente.  
El equipo principal, se encarga de recoger toda la información de la aplicación instalada en los 
equipos médicos y desde donde se realizan las labores de facturación, en el caso de aceptación 
de presupuestos, venta de material, etc...  
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 Concretamente, en este equipo se centraliza toda la gestión comercial, además de ser 
el responsable de enviar todos los movimientos realizados a la base de datos de la central a 
una hora determinada del día. Además, es el único equipo que puede imprimir los albaranes, 
etiquetas de transporte, de artículos, recibos, etc… 
Las necesidades del trabajador móvil, es poder disponer en cualquier sitio una conexión 
segura, rápida y fiable. Para ello, dispone de un ordenador portátil el cual puede conectarse a 
internet mediante 3G o Wifi. Una vez conectados, establecen una conexión VPN con el centro 
de datos. 
 
1.3- Necesidad actual 
Actualmente, tienen la necesidad de modernizar tanto su software como su hardware, debido 
a que parte de éste se encuentra desactualizado, se ha enfrentado a problemas para gestionar 
el volumen de datos en expansión, no pudiendo dar respuesta, de forma eficiente, a los 
diferentes problemas y necesidades que aparecen con las nuevas tecnologías.  
Se prevé que con estas actualizaciones, se abaraten costes ya que en la central de Barcelona se 
dispone de un moderno CPD en el que quieren adquirir e instalar un nuevo hardware para 
virtualizar la mayor parte de sus servidores y ahorrar tanto en mantenimiento, consumo 
eléctrico, como en alquiler de las máquinas, además de asegurar el aprovisionamiento para un 
futuro crecimiento. 
 
1.4- Propósito del proyecto 
Con este proyecto se quiere modernizar el sistema, con las últimas tecnologías, con la 
previsión de abaratar costes centralizando los servicios, y de este modo poder mejorar la 
experiencia del usuario final, facilitando y mejorando la calidad de las funciones que ofrece el 





2.1- Descripción del entorno 
 
El entorno en el que nos encontramos, se basa en un entorno redundante en dos CPD’s, un 
CPD en Barcelona y un segundo CPD situado en otra zona. El CPD de Barcelona, se encuentra 
en las oficinas centrales donde reside el sistema informático principal; Servidor de Correo, 
Servidor de datos, etc… a parte de una red operativa de unos 500 equipos entre, impresoras, 
scanners y PC’s. En el CPD de respaldo encontramos el mismo número de servidores, sin un 
conjunto de equipo para usuarios que trabajen en la misma red. 








     2.Esquema dos CPD’s  
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Cabe decir, que los servidores que se encontraban en el CDP de Barcelona, al realizar la 
virtualización pasaron a formar parte de un conjunto de servidores que se encuentran en la 
zona de respaldo, por lo que se cuenta con un CPD donde predomina el número de servidores 
virtualizados y un CPD con, tan solo, equipos físicos. 
 
2.2- Análisis de Requisitos  
Debido a la actualización del ERP y la puesta en marcha de nuevas aplicaciones, entre otras 
vías de expansión que está estudiando la empresa, es necesaria una herramienta versátil que 
permita a los trabajadores poder trabajar de forma rápida y segura con las aplicaciones 
necesarias para poder desarrollar las labores en cualquier puesto de trabajo. Es decir, que no 
se quiere depender de tener equipos muy sofisticados que dependan de ninguna instalación 
en local de las herramientas de trabajo. 
Por este mismo motivo, se buscan soluciones WEB, altamente seguras, que permitan a los 
trabajadores conectarse a una URL y mediante unas credenciales poder acceder a todas las 
aplicaciones, teniendo en cuenta de la limitación de las ADSL convencionales de que se 
dispone en los centros. 
Los puntos más importantes a tener en cuenta son la necesidad de conexiones fiables, rápidas 
y seguras, mejorando la facilidad para administración de los recursos de que se dispone. Se 
destaca la necesidad de tener los servicios centralizados, que la forma de acceder y los nuevos 
cambios sean intuitivos para los trabajadores evitando, en lo posible, la formación o 
reeducación del trabajador para llevar a cabo sus labores del día a día. 
 
2.3- Situación actual 
El tradicional despliegue de aplicaciones distribuido se ha convertido en un sistema complejo y 
caro. 
El área de Informática ha de esforzarse para instalar constantes actualizaciones y parches para 
las nuevas versiones de las aplicaciones, en cientos de dispositivos. Por eso, muchos 
dispositivos de usuario no disponen de las últimas versiones. Por otra parte, las aplicaciones y 
datos almacenados en dispositivos de usuario no son seguros y pueden generar conflictos que 
ralentizan o provocan fallos en los dispositivos, lo que aumenta las costosas llamadas al 
departamento de informática y reducen la productividad. Esto provoca que el gasto en TI siga 
aumentando a pesar de que el personal cada vez tiene más dificultades para asegurar los 
datos, mantener la experiencia del usuario con una alta calidad y cumplir las expectativas de la 
empresa. 
El gran número de aplicaciones utilizadas y la complejidad de las mismas exigen un coste de 
administración y mantenimiento del puesto cliente muy elevado. Por otra parte, los cambios 




La comunicación entre cliente y servidor a través de Internet no es el óptimo, ya que debido al 
ancho de banda que ocupan las comunicaciones con el ERP, se deben realizar de forma 
puntual, por lo que se pone en riesgo la consistencia de los datos. 
El entorno de trabajo del usuario es bastante complejo, ya que dispone de un escritorio con 
gran número de accesos directos a las diferentes aplicaciones.  
Es bastante frecuente los traslados de personal entre los centros y los procesos de migración 
de los usuarios y las aperturas de nuevos centros resultan más complejos de lo que debería 
ser. 
 
2.4- Necesidad de cambio 
Existe la necesidad de un cambio en el modo en el que se utilizan las herramientas de 
comunicación y trabajo. Debido al crecimiento de la empresa empieza a ser insostenible la 
forma en la que se despliegan las herramientas para resolver las incidencias.  
Es necesaria una herramienta de trabajo mediante la cual, se pueda disponer de todo el 
software de gestión desde cualquier equipo, de modo que se puedan solventar problemas 
como la centralización de los recursos en un solo equipo, por lo que sería posible atender de 
igual modo desde cualquier equipo, poder realizar impresiones de tickets y albaranes, 
manteniendo todo el sistema actualizado. 
La aplicación de gestión ha crecido y cada vez resulta más necesario disponer de equipos con 
altas prestaciones, de algún modo se busca una alternativa que permita disponer de equipos 
más económicos con los se pueda trabajar sin problemas de lentitud y compatibilidad, con el 






- Reducir los costes de mantenimiento y administración asociados al puesto cliente y a 
los servidores. 
- Reducir la complejidad de los pasos a Producción de Aplicaciones y disminuir su 
impacto.  
- Optimizar el uso de las líneas de comunicaciones. 
- Mejorar la calidad de servicio ofrecida y garantizarla. 
- Independizar la arquitectura de sistemas, de la distribución geográfica de los usuarios. 
- Mejorar los servicios de Teletrabajo a los empleados.  
- Disminuir la complejidad del entorno de trabajo del usuario  
- Conseguir un sistema fácil y rápido de implementar para dotar a la organización de 
flexibilidad en la apertura de nuevos centros. 
- Disminuir la complejidad en la resolución de incidencias del equipo Técnico 
- Incrementar la seguridad con control total sobre las aplicaciones instaladas y 
asignación de estas en base a perfiles de usuarios. 
- Conseguir un sistema capaz de instalar de forma automática y controlada parches y 
actualizaciones  
- Garantizar la continuidad de servicios, con redundancia de sistemas a nivel físico y 






 3.1- Introducción  
 
Los centros de trabajo del siglo XXI están experimentando una transformación notable, 
motivada en parte por la innovación en las tecnologías de consumo. Cada vez son más las 
personas que llevan a su lugar de trabajo los Smartphone, las tabletas y otros dispositivos que 
utilizan habitualmente en su vida personal, esperando contar con la misma experiencia de 
usuario que tienen en casa. Esta consumerización está impulsando un cambio acelerado en las 
TI empresariales, que hace desaparecer las fronteras entre el trabajo y el ocio, la oficina, el 
hogar y cualquier otro lugar. El “centro de trabajo” de hoy ya no es un edificio al que 
acudimos, sino cualquier lugar en el que encontramos inspiración 
 
 3.2- Alternativas  
Actualmente en el mercado existen varias compañías que tiene como objetivo presentar 
herramientas de distribución de aplicaciones que lo hagan de forma rápida y simple, que a su 
vez ofrecen acceso seguro e instantáneo de las aplicaciones centralizadas de Windows desde 
cualquier lugar. De este modo, se han estudiado las siguientes soluciones como posibles 
alternativas: 
• VMWare Infrastructure de VMWare  
• 2X Application Server XG 
• Virtual Server e Hyper-V de Microsoft 
• GoGlobal de GraphOn 
• Citrix XenApp 6.0 
 
Para que nos hagamos una idea, a continuación tenemos una breve descripción del tipo de 




3.2.1- VMware infrastucture 
VMWare ESX y ESXi funciona sobre un núcleo de Linux como sistema operativo del host y 
resulta muy sencillo de instalar. El hecho de funcionar directamente sobre el hardware, sin 
necesidad de un sistema operativo anfitrión le proporciona, según sus defensores, un mayor 
rendimiento, pero dificulta determinadas labores de gestión para los que no están 
familiarizados con los entornos Linux. 
VMWare Server ESXi se pude obtener como producto independiente de forma gratuita, pero el 
Server ESX sólo se puede obtener como parte de “VMWare Infrastructure 3”, que además del 
Server ESX se compone del “VirtualCenter Management Server” que es el punto común desde 
el que administraremos de forma centralizada todos nuestros hosts y máquinas virtuales 
 
3.2.2- 2X Application Server XG 
2x ApplicationServer XG, trabaja sobre un sistema operativo anfitrión Windows Server, se 
puede implementar desde la versión Windows 2000 Server/Adcanced pasando por Windows 
2003 Server/Enterprise Server hasta Windows 2008 Server R2 en la versión Enterprise, todos 
ellos con los Servicios de Terminal Server habilitado. 
La administración de la granja no resulta nada complicada desde la consola de administración, 
que ha sido concebida para facilitar la gestión del día a día de las máquinas virtuales.  
Permite la conexión de los usuarios desde cualquier parte mediante un sencillo e intuitivo 
Portal WEB y el acceso a las aplicaciones y escritorios de forma sencilla desde cualquier 
Smartphone y Tablet. 
2x ApplicationServer XG ofrece licencias por servidor, no por usuario. Dispone de una versión 
gratuita para 5 conexiones, con algunas limitaciones “importantes” como el hecho de no poder 
imprimir, sin pasar por caja (700€) pasados los 120 días de prueba de Terminal Server. 
 
3.2.3- HYPER V 
Aunque Microsoft llevaba ya tiempo ofreciendo soluciones de virtualización como Virtual 
Server o Virtual PC, estas se consideraban poco competitivas por su bajo rendimiento, con el 
lanzamiento de Windows Server 2008 e Hyper-V la situación ha cambiado y es cuando 
verdaderamente Microsoft se ha adentrado dentro de la virtualización en entornos 
productivos.  
Como requisitos, Hyper-V sólo está disponible en las versiones de 64 bits de Windows Server 
2008, por lo que necesita que el host donde se ejecute disponga de un procesador basado en 
x64 y de virtualización asistida por hardware y protección de ejecución de datos por hardware, 
características disponibles en prácticamente todos los servidores recientes. 
Hyper-V funciona sobre un sistema operativo anfitrión, aunque en el caso de Windows Server 
2008 existe la posibilidad de hacer una instalación “server core”, que básicamente es una 
versión de Windows sin entorno gráfico. 
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El funcionamiento, es realmente sencillo y la gestión de las máquinas virtuales se realiza a 
través de la consola de administración de Windows Server 2008, desde la que podemos 
configurar todas las opciones de las máquinas virtuales. 
Para administrar los host y las máquinas virtuales que alojan, Microsoft dispone del System 
Center Virtual Machine Manager. 
En cuanto al licenciamiento, cabe destacar que la licencia de Windows Server 2008 Estándar es 
válida tanto para la máquina real como para la virtualizada, es decir podemos utilizar una 
licencia de Windows Server 2008 Estándar, para instalar tanto el sistema operativo del host, 
como el de una máquina virtual. En el caso de otras versiones de Windows Server 2008, como 
la Enterprise, se dispone incluso de más licencias para las máquinas virtuales. 
 
3.2.4- GOGlobal 
En su última versión, Go-Global Host 4.0, soporta aplicaciones en 32-bit y 64-bit, ejecutadas en 
las versiones x64 de Windows Server 2008 y Windows7. Para la instalación de este producto, 
es necesario tener el sistema Windows servers instalado en cualquiera de las versiones de 
Windows server 2003 y 2008. 
La instalación es realmente rápida, en cuestión de minutos podemos tener las herramientas de 
administración instaladas, configuradas y listas para publicar cualquier aplicación, exceptuando 
escritorios completos, que no está permitido. 
Se puede ejecutar en diferentes versiones de navegador, siempre y cuando se tenga instalado 
el Adobe Flash Player, herramienta indispensable para el correcto funcionamiento en los 
equipos cliente o mediante un cliente nativo. 
En cuanto al licenciamiento, no requiere Windows Terminal Server Cals. No se basa en la 
tecnología tradicional de RDP, sino que utiliza un protocolo propio llamado RXP (Rapid X 
Protocol). 
 
3.2.5- Citrix Xenapp 6.0 
Xenapp 6.0, esta versión de Xenapp trabaja exclusivamente sobre un sistema operativo 
anfitrión Windows Server 2008 R2, aunque sus componentes como la “Delivery Services 
Console” y “Web Interface” pueden instalarse en equipos con sistemas operativos desde 
Windows7 hasta Windows 2008 R2 tanto en 32 como en 64 bits. Soporta clientes MAC, 
Windows, Linux y java. Puede publicar aplicaciones en 32 bits y 64 bits tanto Linux como 
Windows. 
Su instalación puede realizarse mediante línea de comandos o desde un sencillo asistente que 
nos facilitará la vida ya que de forma automática, irá instalando todos los requisitos previos 
durante la instalación. 
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La consola de administración de Xenapp6, nos permite controlar de forma sencilla las 
aplicaciones a las que debe acceder cada usuario, servidor, etc.. Permite un control exhaustivo 
de todos los recursos de forma muy intuitiva  
Una de las grandes ventajas de Xenapp6.0 es el protocolo de comunicación propio que utiliza, 
permite acceso rápido y seguro a las aplicaciones y escritorios de forma sencilla desde 
cualquier dispositivo. 
El licenciamiento es un tanto costoso, ya que se debe pagar tanto por las CAL como por las 
licencias citrix que pueden ser tanto por usuario como por dispositivo, según convenga. 
 
3.3- Tabla comparativa 
En esta tabla comparativa veremos de forma resumida, las características más importantes 
que se han tenido en cuenta a la hora de decir que producto es el que se ajustaba mejor a las 
necesidades de la empresa: 
 
Funciones / Características del producto 
2X Application 
 Server XG MS Hyper V VMWare GoGlobal Citrix 
Publicación de Aplicaciones           
Aplicaciones Windows 32 bits X x x x x 
Aplicaciones Windows 64 bits X x x x x 
Aplicaciones UNIX       x x 
Soporte Cliente           
Cliente Windows X x x x x 
Cliente Unix X x x x x 
Cliente MAC       x x 
Cliente Java     x x x 
Acceso a las Aplicaciones           
Suministro de Escritorios y Aplicaciones X       x 
Presenta Lista de Aplicaciones X   x x x 
Seguridad Cliente           
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Soporta Encriptacion 128-bit ó RC4   x   x x 
Seguridad SSL X x   x x 
Soporta Encriptacion 56-bit DES a 168-bit 
3DES ó 256-bit AES           
Facilidad de uso y eficiencia           
Impresora Universal X   x x x 
Acceso mediante Portal WEB X       x 
Fácil de Instalar, Configurar & Gestionar     x x x 
Solución de aplicaciones centralizadas   x x x x 
Cliente para móviles, tablets y equipos X       x 
Rendimiento en la RED           
Intermediario de conexiones VDI X       x 
Eficiencia en escenarios de poco ancho 
de banda       x x 
Licenciamiento           
No requiere TS CALS       x   
Versiones gratuitas X   x     
Otros           




3.4- Decisión Final  
Una vez valoradas las diferentes posibilidades de cada una de las herramientas que nos ofrecía 
el mercado, se decidió apostar sobre la experiencia de una corporación multinacional que lleva 
desde 1989 en el mercado y que actualmente atiende a unas 230.000 organizaciones de todo 
el mundo. 
Citrix cumple con los requisitos necesarios para llevar a cabo la implementación de los cambios 
que se tienen previstos. Además, cuenta con una gran infraestructura que da un excelente 
soporte y ayuda ante problemas de configuración, compatibilidad, etc… ofreciendo la 
posibilidad de abrir casos especiales, para estudiar los problemas específicos que nos 
encontremos para el correcto funcionamiento. Distribuyendo de forma privada o pública, 
según el número de empresas que hayan tenido el mismo problema, un parche con la 
solución. 
Se ha tenido en gran consideración que nos encontremos ante un producto que se despliega 
en su sexta versión y que dispone de un fuerte y gran soporte técnico, además de valorar las 
posibilidades que ofrece el producto, se ha tenido en cuenta la trayectoria de la empresa. 
Por último, la empresa se ha decantado por este producto por el feedback positivo que hemos 
recibido de otras empresas que trabajan con este producto y no por la nada menospreciable 
alianza entre citrix y Microsoft. La gran mayoría de las herramientas de que dispone esta 




4.- Solución propuesta 
 
Una vez contemplada la forma de trabajar, la situación de la empresa y la problemática en la 
que se encuentra, se ha optado por Citrix Xenapp 6; una herramienta innovadora, que se 
ajusta a las características y funciones de los objetivos perseguidos. 
4.1- Citrix Xenapp 6 
4.1.1- ¿Qué es? 
 
Citrix Xenapp 6 es una plataforma de servicios que permite gestionar de forma centralizada 
aplicaciones heterogéneas y ofrece acceso a éstas desde cualquier ubicación, en cualquier 
momento y a través de cualquier dispositivo. 
Es una tecnología que responde a un modelo en el cual las aplicaciones se instalan, gestionan, 
soportan y ejecutan únicamente en un servidor 
Se basa en un sistema operativo multiusuario y un método para distribuir la presentación de la 
interface de la aplicación en el cliente. Es un sistema basado en un gran Servidor Central en el 
que corren todas las aplicaciones. 
Los servidores pueden ser únicos o pueden constituir clúster o en el argot del mundo Citrix, en 
granjas, que dotan de potencia, fiabilidad y escalabilidad a nuestro servicio. Los cableados dan 
paso a “la red”, todo está conectado con todo. Los terminales disponen ahora de toda la 
capacidad gráfica y de acceso a dispositivos que se pueden encontrar en un PC, un tablet PC e 
incluso un teléfono móvil de última generación.  
En definitiva, se trata de centralizar los procesos y servicios de aplicaciones dotando de 
conectividad y accesibilidad a los diferentes tipos de dispositivos a través de cualquier canal de 




4.1.2- Arquitectura de XENAPP 
 
 
    3.Esquema arquitectura Xenapp 
Una granja de servidores XenApp es un grupo de servidores lógicos que se pueden administrar 
como una sola entidad. Las aplicaciones se pueden poner a disposición para la instalación o en 
tiempo real a un servidor o dispositivo cliente. 
Los principales componentes arquitectónicos de una granja de servidores XenApp son los 
siguientes: 
 
4.1.2.1- XenApp Servers 
Los XenApp Servers ofrecen aplicaciones online y offline bajo demanda. Disponen de las 





4.1.2.2- Data Collector 
Se encargan de recoger el seguimiento de los datos dinámicos en una zona, como el período 
de sesiones y la información de la carga del servidor. En las granjas con más de una zona, los 
Data Collectors, pueden actuar como puertas de enlace de comunicación entre las zonas. 
 
4.1.2.3- Data Store Database 
Los Data Stores, son un repositorio de información persistente de la granja XenApp, incluyendo 
los datos de configuración de la granja, aplicaciones publicadas, servidores, usuarios 
administradores e impresoras. 
 
4.1.2.4- Servidor de Licencias 
El servidor de licencias se encarga de comprobar las licencias de XenApp, asignando cada una 
de ellas a los usuarios que se conectan.  
La Consola de administración de licencias es una utilidad basada en navegador que permite a 
los administradores gestionar las licencias de forma más sencilla. 
 
4.1.2.5- Web Interface 
Proporciona a los usuarios el acceso a los recursos publicados en una o varias granjas de 
servidores a través de un navegador web o la línea de Citrix plug-in.  
El Web interface emplea tecnología Java y .NET que se ejecuta en el servidor Web para crear 
dinámicamente una representación HTML de las comunidades de servidores para sitios Web 
Xenapp. Los usuarios ven en su pantalla todos los recursos (aplicaciones, contenido y 
escritorios) publicados para ellos. 
Se puede configurar el Web interface para descargar un plug-in para dispositivos cliente y 
realizar comprobaciones de autenticación de usuarios que utilizan RSA SecurID, RADIUS o 
SafeWord de Secure Computing. 
 
4.1.2.6 Worker Groups 
Constan de servidores o unidades organizativas del dominio, permiten la agrupación de varios 
servidores para facilitar la administración. Los Worker Group, proporcionan la capacidad de 
gestionar las aplicaciones publicadas y las políticas en varios servidores al mismo tiempo. Los 





Las zonas mejoran el rendimiento en las granjas distribuidas a través de WANs mediante la 
agrupación de servidores geográficamente relacionados entre sí. Las Zonas recopilan datos de 
los servidores miembros de una estructura jerárquica de modo que se puedan distribuir de 
forma eficiente cualquier cambio a toda la comunidad. Cada zona contiene un servidor 
designado como Data Collector. 
 
4.1.3- Funcionamiento  
Una vez vistos los principales componentes arquitectónicos que componen una granja de 
servidores XenApp, veamos una visión general de cómo un Web Interface se comunica entre 
los dispositivos cliente y los servidores citrix al iniciar una sesión: 
 
   4.Esquema tráfico conexion cliente servidor Xenapp 
1-  En primer lugar, un usuario envía las credenciales de inicio de sesión a través de una 
página de inicio de sesión del Web Interfaz. 
2-  El Web Interface envía las credenciales de inicio de sesión mediante el servicio Citrix 
XML al servidor XenApp. 
3-  Las credenciales se envían al controlador de dominio para la autenticación 
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4-  El servicio Citrix XML se encarga de recuperar una lista de las aplicaciones del 
subsistema IMA. 
5-  El Web Interface presenta las aplicaciones mediante una página dinámica con los 
iconos que proporciona el Data Store según los permisos de acceso que tenga asignado 
el usuario, en el dispositivo cliente. 
El usuario hace clic en un icono de la aplicación en la página web. 
6- El Web Interface mediante el servicio Citrix XML, busca el servidor menos ocupado de la 
comunidad. El servicio Citrix XML solicita un ticket de seguridad para el usuario desde 
el servidor menos ocupado. 
7-  El servicio Citrix XML devuelve la dirección del servidor menos ocupado y el ticket de 
seguridad para el usuario del Web Interface. Con esta información el Web Interface 
genera dinámicamente un archivo ICA personalizado y lo envía al navegador web del 
dispositivo cliente. 
8- Por último, el dispositivo cliente inicia una conexión con el servidor especificado en la 
información de conexión del archivo ICA. 
 
4.1.3.1- Protocolo IMA 
El sistema de comunicación que utilizan los servidores para comunicarse entre ellos es el 
Protocolo IMA, un protocolo diseñado para la comunicación entre los diferentes servidores 
citrix. 
 
5.Esquema funcionamiento protocolo IMA 
El protocolo IMA (Independent Management Architecture), consta de dos componentes: 
En primer lugar, una base de datos que almacena toda la información de configuración de los 
Xenapp servers como; las aplicaciones publicadas, las licencias totales, la configuración de 




En segundo lugar, es un protocolo para la transferencia de la información de fondo que cambia 
entre los servidores Xenapp, incluyendo la carga del servidor, las licencias en uso y los usuarios 
actuales y conexiones. 
El protocolo IMA se utiliza para la comunicación de servidor a servidor en el desempeño de 
funciones, tales como actualizaciones de carga de concesión de licencias y el servidor, todo lo 
cual ocurre "entre bastidores". 
 
4.1.3.2- Protocolo ICA 
La clave para el alto rendimiento logrado por el Servidor Citrix y el cliente ICA es el avanzado 
protocolo ICA (Arquitectura de computación independiente) de Citrix. Este protocolo está 
optimizado y transmite únicamente los movimientos de ratón y teclado basándose en eventos 
ICA establece la comunicación con el servidor Citrix mediante la utilización de un cliente y un 
dispositivo gráfico independiente GDI que realiza la interpretación de las llamadas y 
actualización de elementos necesarios. Este protocolo es más eficiente debido al uso de un 
buffer de pantalla. 
ICA es un protocolo de presentación, porqué opera independiente del protocolo de 
transmisión utilizado. Puede ser utilizado con TCP, IPX, SPX, NetBIOS, y conexiones asíncronas, 
permitiendo trabajar con redes Ethernet, Tokenring, FDDI, Whireless, Internet, Intranet y dial-
up, entre otras. 
El protocolo ICA se ha diseñado especialmente para transmitir datos de pantalla gráfica de 
Windows y entradas de teclado y ratón a través de una conexión de red. El consumo de ancho 
de banda del protocolo ICA puede variar de 4/8KB a 20KB como máximo de consumo de ancho 
de banda por conexión existente, para que nos hagamos una idea, RDP tiene un consumo fijo 
de 26KB de ancho de banda por conexión establecida. 
Las características clave del protocolo ICA que ayudan a lograr este alto rendimiento son las 
siguientes: 
- Comando inteligente y compresión específica del objeto 
- Caché inteligente de los objetos Windows, incluidos mapas de bit, pinceles, glyphs y 
punteros. 
- Codificación de longitud de ejecución 
El protocolo ICA está diseñado para ser independiente del cliente y por ello, los Clientes ICA se 





5.- Piloto  
5.1- Introducción 
 
La realización de un proyecto piloto es necesaria para poder evaluar tanto la viabilidad como 
las alternativas técnicas, para suministrar un mejor servicio, en un entorno mayor o de 
producción. 
El proyecto piloto, se ha desarrollado con la idea de realizar un prototipo sencillo pero no 
básico, es decir, un prototipo que sea totalmente normalizado con las funciones que se deben 
ejecutar. Una vez finalizado el piloto y se hayan testeado todas las aplicaciones por nuestros 
técnicos en el nuevo entorno, se configurará un centro para que pueda trabajar con el nuevo 
sistema y así ver los fallos o necesidades que van surgiendo tanto por parte del sistema como 
por parte de los empleados que trabajan sobre él y aplicar las mejoras o cambios que sean 
necesarios hasta que el centro pueda trabajar con total normalidad. 
Utilizar un centro donde se está trabajando con normalidad como entorno de pruebas para el 
nuevo sistema puede influir en el estado de ánimo y la producción en los trabajadores, por lo 
que en el período de pruebas la atención y respuesta de nuestros operadores sobre las 
posibles incidencias que puedan surgir en el centro serán prioritarias. 
Una vez tengamos claro cuál debe ser la configuración idónea de los servidores. Se diseñará un 
procedimiento de instalación del cliente Web, para poder distribuir y configurar el cliente 
Web, necesario para el uso de la granja Xenapp, en un número mayor de centros. Superado 
este punto, se pasará a un entorno de producción mayor, pero siempre de forma escalada. 
 
5.2- Diseño del piloto 
En el diseño del piloto vamos a definir los recursos que se van a utilizar para la 
implementación, tales como; Tipo de sistema operativo, Máquinas Virtuales o físicas, Número 
de máquinas necesarias según el ROL que van a cumplir, entre otros. 
En el proceso del diseño del piloto, la elección del sistema operativo sobre el cual se va a 
implementar Citrix Xenapp 6.0 es sencilla, puesto que esta versión tan solo puede trabajar en 
servidores con un Sistema Operativo Windows 2008 R2 de 64 bits.  
Teniendo la posibilidad de configurar los servidores mediante máquinas físicas o máquinas 
virtuales se ha optado por utilizar la virtualización ya que existen grandes ventajas ante el uso 
de máquinas físicas, como la Compatibilidad, el Aislamiento, el Encapsulamiento, la 
Independencia del Hardware y el Ahorro energético: 
 Compatibilidad: Una máquina virtual, al igual que un ordenador físico, aloja su propio 
sistema operativo y aplicaciones, y dispone de los mismos componentes (Placa base, Tarjeta 
VGA, controladora de red, etc...). Las máquinas virtuales son totalmente compatibles con la 
totalidad de sistemas operativos, aplicaciones y controladores de dispositivos estándar. 
24 
 
 Aislamiento: Si hay varias máquinas virtuales en un mismo servidor físico y una de ellas 
falla, las otras siguen estando disponibles, ya que las máquinas virtuales pueden compartir los 
recursos físicos de un único ordenador, pero permanecen completamente aisladas las unas de 
las otras, como si se tratara de máquinas independientes. 
 Encapsulamiento: El encapsulamiento hace a las máquinas virtuales 
extraordinariamente portables y fáciles de gestionar. Por ejemplo, puede mover y copiar una 
máquina virtual de un lugar a otro como lo haría con cualquier otro archivo de software, o 
guardar una máquina virtual en cualquier medio de almacenamiento de datos estándar, desde 
una memoria USB de tamaño de bolsillo hasta las redes de área de almacenamiento (SAN) de 
una empresa. 
 Independencia del Hardware: Se puede configurar una máquina virtual con 
componentes virtuales (CPU, tarjeta de red, controlador SCSI, pongamos por caso) que difieren 
totalmente de los componentes físicos presentes en el hardware subyacente. La 
independencia del hardware proporciona la libertad para mover una máquina virtual de un 
tipo de ordenador a otro sin necesidad de efectuar ningún cambio en los controladores de 
dispositivo, en el sistema operativo o en las aplicaciones. 
 Ahorro Energético: El consumo de electricidad requerida para el funcionamiento de los 
Centro de Procesamiento de Datos es elevado. El número de equipos físicos y la refrigeración 
necesaria para su mantenimiento aumenta el coste de forma significativa por cada nuevo 
servidor que se integra. Utilizando la virtualización, podemos aprovechar los recursos de los 
equipos físicos de forma que podemos aumentar el número de servidores virtuales sin 
necesidad de adquirir nuevos equipos. Al fusionar 10 o más máquinas físicas en un único 




5.3- software necesario 
 
Para implementar software tanto del Web Interface como de los servidores Xenapp desde los 
que se van a publicar las aplicaciones que tienen instaladas, es necesario preparar los 
servidores con un software mínimo requerido. Este software será la base sobre la que se 
implementará Citrix Xenapp. 
  Requerimientos mínimos 
Web Interface Windows Server 2008 R2 
  
Internet Information Services (IIS) 
La autenticación de Windows 
Autenticación de asignaciones de certificado de cliente 
ASP.NET 3.5 
Visual J # 
. NET Framework 3.5 SP1 
  
Xenapp Windows Server 2008 R2 
  
.NET Framework 3.5 SP1 
Función servicios de Escritorio remoto de Windows 
Función de servidor de aplicaciones de Windows 
Microsoft Visual C++ 2005 SP1 x64 
Microsoft Visual C++ 2008 SP1 x64 
  





5.4- Opciones de Configuración Xenapp 
Cuantas granjas o Zonas se van a configurar? La respuesta a esta pregunta debe ser clara, ya 
que esta decisión se debe tomar durante la configuración de Citrix Xenapp y es la base del 
entorno que queremos montar.  
- Granjas 
Una granja es un grupo de servidores XenApp que se puede administrar como una sola 
entidad, puede utilizar una única base de datos (Data Store) y puede equilibrar la carga 
resultante de las solicitudes de recursos publicados en la granja. De modo, que dada la 
funcionabilidad que le vamos a dar, tan solo va a ser necesario configurar  una única granja con 
todos los servidores Xenapp. 
- Zonas 
Las zonas múltiples trabajan mejor cuando los servidores Xenapp están separados 
geográficamente. Por este motivo, al disponer de dos CPD, uno central y otro de respaldo se 
configurarán dos zonas situadas en diferentes puntos geográficos. 
 
5.5- Roles 
Para poder definir el número de máquinas virtuales que va a ser necesario que se desplieguen, 
es fundamental pensar cuál va a ser el ROL de cada una de estas. Para ello, tenemos que 
identificar cada uno de los componentes arquitectónicos y decidir si va a ser necesario dedicar 
una máquina virtual o si es posible que una misma máquina virtual comparta los dos 
componentes. 
- Servidor Web Interface 
- Servidor XenApp  
- Servidor Data Collector 
- Servidor Data Store 
- Servicios Auxiliares 
Si quisiéramos tener una arquitectura en la cual cada rol tuviese un servidor dedicado, 
necesitaríamos un mínimo de cinco servidores más el número de servidores Xenapp necesarios 
para poder soportar la carga de los usuarios que se conectan. Ya que uno de los objetivos del 
proyecto es ahorrar gastos, se ha considerado que algunos de los servidores pueden compartir 
responsabilidades, por lo que al final el número de servidores necesarios para el piloto sería de 









6.Servidores plataforma xenapp 
Debido a la importancia de la seguridad y al carácter sensible de los datos que se almacenan 
en el Data Store, es necesario dedicar un único servidor para la gestión de la Base de Datos 
configurando las medidas de seguridad necesarias para que cualquier usuario ni aplicación 
pueda tener acceso. 
El Web Interface y el servidor de Licencias puedan compartir servidor debido a que el consumo 
de recursos por parte del Servidor de licencias es mínimo y la carga que pueda llegar a tener 
no interferiría en lo más mínimo al correcto desarrollo de las funciones del Web Interface. 
En cuanto a los Servidores XenApp, al ser los servidores que deben soportar mayor carga no 
pueden compartir funciones delicadas de las que dependa el funcionamiento de toda la Granja 
de servidores y debido a un posible bloqueo o caída por la carga de trabajo, aún siendo los 
servidores que van a tener más recursos, puedan hacer peligrar el sistema. Aún así, se ha 
considerado que el ROL de Data Collector se configurará en un servidor con XenApp ya que 
una vez esté todo en marcha, si cae el servidor que tenga configurada la función de Data 
Collector no pasaría nada, en el tiempo que se tardase en configurar otro Servidor Xenapp con 
este ROL, siempre que el LHC (Local Host Caché) de todos los Servidores Xenapp esté al día. Se 
configurarán dos servidores con este ROL, de este modo se podrá configurar el balanceo de los 
usuarios entre los dos servidores y realizar las pruebas pertinentes para su correcto 
funcionamiento. 
 
5.6- Servicios Auxiliares 
De forma adicional a los servicios puramente orientados a citrix, dentro del entorno existen 
otros sistemas auxiliares que proporcionan servicios básicos, estos son: 
- Controladores de Active Directory 
- Servidores de Licencias de Citrix 
- Servidores de Licencias RDS 
- Cluster de recursos: 
o Recurso de Base de Datos 




5.6.1Controladores de Active Directory 
Se ha implementado dentro del proyecto un nuevo directorio activo denominado CITRIX, este 
tiene la finalidad de abstraer a la plataforma Citrix de los diferentes dominios donde residen 
las cuentas de usuario.  
Se ha realizado de este modo debido a que existen de forma paralela otros proyectos en los 
cuales se quiere crear dominios de accounting para cada país o zona geográfica donde se 
encuentra presente la empresa. 
 
5.6.2 DNS 
El servicio de DNS se ha externalizado en los servicios corporativos Infoblox en la zona dns 
“citrix” 
Esta zona se ha configurado de la siguiente forma: 
- Delegación a los controladores de dominio la creación de todos los objetos. 
- Deshabilitar la creación automática de las zonas_msdcs por parte de Inflobox 
Para la correcta resolución de los dominios de usuario se ha creado una entrada CNAME para 
el dominio sobre el que se validan los usuarios. 
 
5.6.3 Servidores de Licencias 
Dentro del Entorno son necesarios los siguientes servidores de licencias: 
- Servidor de licencias de RDS (terminal Server de Microsoft) 
- Servidor de licencias de Xenapp (citrix) 
Xenapp utiliza licencias de usuarios concurrentes, de modo que las licencias no están 
vinculadas a determinados usuarios. Cuando un servidor solicita una licencia, que está 
reservada para un cliente específico, cuando el usuario cierra la sesión, la licencia se devuelve 
al grupo de licencias y queda a disposición de otro usuario. Los usuarios que se conectan desde 
diferentes dispositivos a la vez, consumirán varias licencias. 
En cambio, las licencias de acceso de cliente a un servidor Windows las podemos configurar de 
modo que se otorguen por equipo conectado o por usuario. Para seguir con la misma filosofía 
de funcionamiento de XenApp, se configurarán por usuario. 
Por lo que tendremos en cuenta, que el servidor Terminal Server no supervisa las licencias CAL 
por usuario. Esto significa que incluso si existe un identificador CAL por usuario en la base de 
datos del servidor de licencias, el identificador CAL por usuario no disminuye cuando se utiliza. 
Además, si utiliza el modo de licencia por usuario, cuando un cliente inicia sesión en un 
servidor Terminal Server por segunda vez, la licencia temporal no se actualiza a un 
identificador CAL permanente. 
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Debido a que son servicios consultivos, que no implican un consumo de recursos demasiado 
elevados, se han consolidado dentro del mismo servidor. 
 
5.6.4 Cluster de Recursos 
De cara a alojar los recursos de ficheros y base de datos necesarios para el entorno, se ha 
implementado un Cluster de failover de Microsoft. 
Este formato se ha evaluado como el más adecuado debido a que toda la plataforma de 
servidores se encuentra alojada en el CPD de la central de Barcelona, además de poder repartir 
los servicios virtuales entre los dos nodos que componen el clúster. 
El Clúster está alojado de forma virtualizada, con recursos de almacenamiento dedicados 
(presentados por VMWare, pero accediendo de forma RAW) 
No se ha asociado afinidad a los recursos respecto a los nodos, la instalación quedará 
balanceada, con un nodo con los recursos de ficheros y el otro con el de base de datos. 
En caso de necesidad de operaciones de mantenimiento, se podrá realizar el balanceo de los 
recursos o configuración de afinidad de los mismos. 
 
5.6.4.1 Cluster de Recursos 
 
El motor de la base de datos es Microsoft SQL Server 2008R2 Standard Edition, la instalación se 
realizó como Cluster sobre la unidad L: 
A nivel de instancia se ha limitado el consumo de RAM a 4GB cara a evitar problemas de 
consumo de RAM del SQL Server en el nodo donde se encuentre el servicio. 
Se ha incorporado una unidad M: con 100GB donde realizar Backup a discos de las diferentes 
bases de datos. 
Las Bases de Datos alojadas son: 
- Datacollector XenApp 6  Almacén de base de datos para la granja de servidores 
XenApp 6 





5.6.4.2 Cluster de Ficheros 
Dentro de este Cluster se ha realizado la configuración de un recurso de ficheros destinado a 
proporcionar alojamiento a los perfiles de usuarios que acceden a una determinada aplicación 
y el alojamiento de todos los paquetes de aplicaciones que utiliza una parte del equipo de 
desarrollo para generar sus aplicaciones 
 
5.6.4.3 Cluster de Ficheros 
Se han aplicado optimizaciones para este tipo de servidores siguiendo las recomendaciones 
marcadas según el siguiente artículo de Citrix: 
http://blogs.citrix.com/2010/10/21/smb-tuning-for-xenapp-and-file-servers-on-windows-server-2008/ 
Estas optimizaciones persiguen optimizar el throutput de los servidores hacia los servidores de 
ejecución de aplicaciones basados en W2008R2 
La aplicación de las mismas se ha realizado en base a GPO de directorio activo, configurando 
los parámetros desde la misma, esto permite optimizar todos los servidores de forma 
centralizada sin margen de error. 
 
5.7- Especificaciones técnicas 
A la hora de crear los servidores, es necesario realizar una estimación de cuáles van a ser los 
recursos que se van a tener que dedicar a cada uno. Teniendo clara la cantidad de servidores 
necesarios para realizar el piloto, para que sea totalmente normalizado con las funciones que 
se deben ejecutar, hay que valorar la cantidad de recursos de que se disponen, debemos 
asignar estos recursos de la forma más sostenible posible. 
Al tratarse de servidores virtualizados, el hardware que se contempla como recurso para 
asignar según la carga o necesidad del servidor serán; la Memoria RAM, el espacio en Disco y el 
número de procesadores (Intel Xeon E7540 2.00GHz). 
Para el servidor que alojará el Web interface se le van a asignar 4GB de RAM y un disco virtual 
de 20 GB. En cuanto a los servidores con Xenapp 6, los requerimientos mínimos que aconseja 
citrix son 512 MB de RAM y 32 de Disco. Dado el uso que se le va a dar, se ha considerado que 




Las estimaciones se han realizado para que los servidores Xenapp 6 puedan dar servicio a un 
mínimo de 40 usuarios por servidor, es decir, que podríamos extender las pruebas hasta un 
número de 80 usuarios, 40 por servidor, donde el sistema continuaría funcionando de modo 
que los usuarios no notasen latencia de ningún tipo al trabajar con las aplicaciones publicadas 
y acceder al Web Interface. 
En total, los requerimientos son los siguientes: 
  RAM (GB) HDD (GB) 
Web Interface 4 20 
Xenapp1 4 50 
Xenapp2 4 50 
Total 10 120 
 
Durante las pruebas será necesario ajustar el la cantidad de RAM y el tamaño de disco que van 
a ser necesarios ya que es un recurso que se consume fácilmente en el despliegue de nuevos 
servidores y muy costoso ampliarlo 
 
5.8- Implementación del Piloto 
Para implementar el piloto se ha trabajado con VMware ESXi 4.1. En oposición a otros 
productos, no se ejecuta sobre un sistema operativo externo sino que está embebido en el 
núcleo del mismo. Para su ejecución, ESX se apoya en un sistema Linux basado en Red Hat 
Enterprise modificado para la ejecución del hipervisor y los componentes de virtualización de 
VMware. A partir de esta versión, la 4.1, se basa en código ejecutable de 64 bits, por lo que sus 
requerimientos pasan a ser mayores ofreciendo a su vez un rendimiento superior. 
 
5.8.1- Configuración Plantilla Sistema Operativo 
Todos los servidores se implementarán con el mismo sistema operativo, Windows server 2008 
R2 x64 STD, de modo que al estar trabajando con un sistema de virtualización nos será muy 
sencillo clonar las máquinas una vez tengan la configuración básica ahorrando tiempo en el 
despliegue. Para facilitar el despliegue, se ha creado una plantilla con el Sistema operativo 
limpio (sin ningún programa externo) a partir del cual desplegar las diferentes funciones que 




5.8.2- Creación Máquina Virtual Base 
Para crear una plantilla, debemos generar una Máquina Virtual que después convertiremos en 
plantilla. En el proceso de creación debemos detallar la configuración de la Máquina virtual: 
- Introducir el nombre que se le quiere dar a la plantilla 
- Seleccionar el Host donde se va a ejecutar la Máquina virtual 
- Seleccionar el Resource Pool desde donde se ejecutará la Máquina Virtual 
- El DataStore en el que se guardarán los ficheros de la MV 
- Elegir el Sistema Operativo que se va a instalar para proporcionar los valores 
predeterminados apropiados para la instalación 
- Especificar el tamaño virtual y el tipo de política de aprovisionamiento: 
Al configurar la máquina virtual, es importante que en la opción de formato de disco se 
marque la opción “Thin Providioned format”. Si bien esto nos obliga a tener un control sobre el 
espacio de almacenamiento, nos permite crear más máquinas virtuales en menos espacio de 
disco y posteriormente recolocarlos si fuese necesario. 
Una vez creada la Máquina virtual, se deben editar algunas características comunes para todos 
los servidores: 
- Memoria RAM 
- Número de CPU 
- CD “Connected at power ON” 
- La Red donde van a conectarse los servidores 
- Eliminar Disquetera 
Para poder modificar la BIOS del servidor, tenemos que seleccionar “Force BIOS Setup” para 
que arranque la BIOS en el siguiente inicio. Las modificaciones serían: 
- Deshabilitar la disquetera 
- Deshabilitar Serial Paralell y Floppy Disk Controller 
- Seleccionar Hard Drive como primer medio en el arranque 





5.8.2.1- Instalación del Sistema Operativo 
Desplegamos una plantilla y editamos la características de la Máquina virtual para configurar la 
unidad de CD de modo que arranque cuando se encienda la MV con ISO de Windows server 
2008 R2 x64. 
 
7.Pantalla instalación S.O 1 
 




9.Pantalla instalación S.O 3 
La instalación no tiene mayor dificultad que seleccionar el S.O correctamente y seguir los pasos 
de instalación que vienen acompañados con mensajes de ayuda de Microsoft. 
Instalado el S.O, es conveniente otorgar a la Máquina virtual que va a convertirse en plantilla 
las VMware Tools.  
Las VMware Tools, son un conjuntos de controladores del hardware virtual que optimizan el 
uso del hardware por parte del sistema operativo de la Máquina Virtual y la mayor integración 
entre anfitrión y S.O virtualizado. 





10. Instalación VMware Tools 
 




Con la Máquina virtual base acabada, ya podemos configurar la plantilla a partir de la cual 
generaremos todas las Máquinas virtuales que podamos ir necesitando. Para ello, desde la 
consola del vSphere tan solo debemos parar la Máquina virtual y seleccionar la opción 
“Convert to template”. Una vez creada la plantilla, en el caso de necesitarlo, para poder 




5.8.3- Web Interface 
La instalación y configuración del Web Interface se realizará sobre la plantilla de Windows 
server 2008 R2 x64 base. Para instalar la aplicación del Web interface, debemos realizar una 
instalación de XenAPP Server, Microsoft Visual J#.NET 2.0, el ROL IIS y por último la aplicación 
Web Interface. 
De forma predeterminada, IIS 7,5 no está instalada en Windows Server 2008 R2. Para instalarlo 
utilizaremos el asistentes para agregar roles en el Administrador de servidores. La 
configuración del IIS, quedaría de la siguiente  manera. 
 
12. Instalación roles para para preparer WI 
 Una vez configurado el ROL IIS, lo más prudente es que nos descarguemos de la página oficial 
de citrix la última versión de WI, ya que la comunidad citrix
actualizan frecuentemente todas las versiones de sus productos con nuevas soluciones a 
problemas que se han ido encontrando las empresas que utilizan este producto y lo han 
publicado. 
5.8.3.1- Administración del Web Interface
Descargada la última versión revisada de Web Interface, la instalaremos siguiendo los pasos 
que nos va indicando el sencillo Wizard.
13. Consola administración Web Interface
Una vez instalado, abrimos la ven
los dos sitios, Xenapp y PNAGENT.
- Web XenApp: Para los usuarios que acceden a recursos publicados usando un 
explorador Web. Con este método accederán todos los centros. Estos se conectarán a 
la url del Web Interface y podrán utilizar las aplicaciones sin necesidad de tenerlas 
instaladas en local. 
- Servicios XenApp: Para los usuarios que acceden a recursos publicados usando Citrix 
XenApp Plugin. Este método será utilizado, principalmente, por los administradores 
que se vayan a encargar de actualizar aplicaciones, utilicen los escritorios, etc…
Configuraremos los dos sitios, empezando por el Sitio Web XenApp:
 es una comunidad muy activa y 
 
 En nuestro caso “Web Interface version
 







 5.8.3.2- Web XenApp 
 
   
Una vez pulsemos sobre una de estas opciones, iniciaremos el proceso de creación del nuevo 
site. 
 15. configuracón nuevo site 
Especificaremos el site como site predeterminado para el sitio IIS, y marcamos la opción 
“Definir como página predeterminada
escribir sólo el nombre del servidor (o un alias) en su navegador para ver la página de inicio de 
esta web. 
Por último, especificaremos el punto de autenticación, es decir, dónde tiene lugar la 
autenticación del usuario. Se puede elegir entre varios métodos de autenticación integrados, 
incluidas las credenciales explícitas, el paso de credenciales y tarjeta inteligente. En nuestro 
caso especificaremos “En el Web Interface” como punto de autenticaci
 
 
14. consola WI 




  16.creando site 
Una vez finalizado, procederemos a configurar el sitio
Configuración de Web XenApp
El primer paso para configurar el sitio es indicar el nombre que va a recibir la granja, el puerto 
XML que se va a utilizar y el tipo de transporte; HTTP, HTTPS o SSL Relay
   17.configuración WI
Una elección muy importante es cómo los usuarios van a ini
caso vamos a querer permitir utilizar anónimo y como no se van a utilizar tarjetas inteligentes, 
las opciones “Paso de credenciales con tarjeta inteligente” y “Tarjeta Inteligente” quedan 
descartadas. Los más habituales 
El Método de autenticación “Explícita” pedirá a los usuarios un nombre de usuario y 
contraseña  antes de darles sus accesos directos a las aplicaciones publicadas.
El método “Paso de credenciales” utilizará la sesi
de usuario y contraseña de Windows para autenticar automáticamente. Esta opción no es 
aplicable ya que, obviamente, requiere que todos los usuarios inicien sesión con su cuenta de 






ciar sesión en la granja. En ningún 
son “Explicita” y “Paso de credenciales”. 




    18.selección método autenticación en WI
El método que mejor se ajusta a las características y necesidades de la organización he dejado 
sólo como explícito. En el caso de necesitarlo, podríamos elegir más de un método y decidir 
más tarde cual es el que utilizaríamos como predeterminado.
Introducimos el dominio al que se restringe el acceso y a continuación procedemos a elegir el 
diseño del entorno web.  
La apariencia de la pantalla de inicio de sesión puede ser completa o reducida. No hay gran 
diferencia entre las dos opciones, sobre todo si no se van utilizar los botones de Mensajes y 
preferencias. 







 Dado que en nuestra configuración haremos uso de estas herramientas, elegimos 
“completo”.Por último, debemos indicar el tipo
sitio servirá aplicaciones con conexión, sin conexión o modo Dual.
  20. Configuración tipo de recursos publicado.
El modo sin conexión, es para aplicaciones que están especialmente preparadas para realiza
streaming En este modo, la aplicación se descarga al cliente y se puede ejecutar cuando se 
carece de acceso a la red o está restringido por un tiempo.
El modo con conexión, son para aplicaciones normales ejecutadas en el servidor donde el 
cliente debe estar conectado para poder utilizarlas.
 
Ahora ya tenemos la configuración mínima para poder conectarnos al Web Interface, 
validarnos y ejecutar las aplicaciones publicadas a las que tengamos acceso.









 21. vista final WI 
Creado el sitio Web XenApp
sesión necesarias para que los accesos se ajusten a las necesidades del proyecto.
 
Sitio Servicios XenApp 
Para crear el Sitio XenApp deberemos:
- Especificar la configuración de IIS de nuevo, e
ninguna opción, ya que en este caso no utilizaremos un navegador Web para acceder a 
las aplicaciones. 
- Introducimos el nombre de la granja.
- Elegimos el tipo de recursos publicados en modo “con conexión”
 
Por último, se configurará el área de trabajo de los usuarios utilizando el Control del área de 
trabajo y las preferencias de sesión. 
En el control del área de trabajo permitimos que los usuarios se desconecten rápidamente de 
todos los recursos publicados (aplicaciones,
recursos desconectados y cierren la sesión de todos los recursos. Esto permite a los usuarios 
, quedaría crear el Sitio Servicios XenApp y las preferencias de 
 










moverse entre dispositivos cliente y obtener acceso a todos sus recursos publicados (ya estén 
desconectados, o desconectados y activos) automáticamente cuando inician la sesión, o 
manualmente en cualquier momento que lo deseen. De este modo, conseguimos que los 
trabajadores puedan moverse entre estaciones de trabajo y acceder a al mismo conjunto de 
recursos publicados cada vez que inician una sesión. 
En las preferencias de sesión determinamos los parámetros parametros de personalización 
para optimizar el rendimiento de las sesiones remotas, el período de tiempo transcurrido tras 
el cual se cerrará la sesión del Web de los usuarios inactivos, la velocidad de conexión de los 
usuarios y se habilitará la asignación de impresoras. 
 
Es conveniente asegurar los ficheros de configuración del Web Interface una vez lo tengamos 
completamente adaptado a nuestras necesidades ya que es una forma fiable y rápida de 
volver a un punto anterior de confianza sin necesidad de recuperar la máquina por completo. 
Por norma general, los ficheros de configuración los encontraremos en las siguientes rutas: 
C:\inetpub\wwwroot\citrix\pnagent\conf\config.xml 
C:\inetpub\wwwroot\citrix\xenapp\conf\webinterface.conf 
En el caso de querer recuperar la configuración con alguno de estos ficheros, tan solo 
tendríamos que sobrescribir los existentes y reiniciar el servicio IIS. Una vez reiniciado ya 





5.8.4- Características de la instalación de plugins 
5.8.4.1- Instalación web de plugins 
 
Cuando un usuario visita un sitio Web Xenapp, el Web interface detecta el tipo de dispositivo y 
de explorador WEB que está utilizando y pide al usuario que instale el plugin adecuado, si hay 
alguno disponible. Las restricciones de seguridad en los sistemas operativos y los exploradores 
Web son cada vez mayores y los usuarios pueden tener problemas a la hora de descargar e 
instalar los plugins de Citrix. Para facilitar el proceso, la Interface Web ofrece n proceso de 
detección y descarga de plugins que guía a los usuarios durante la instalación del plugin 
(incluida, cuando es necesario, la reconfiguración del explorador Wb). Esta facilita el trabajo de 
los usuarios cuando tienen que acceder a sus recursos publicados incluso desde los entornos 
más protegidos. 
 Copia de los archivos de instalación de plugins en el Web Interface 
Para usar la instalación Web de plugins, el sitio Web XenApp debe contener los archivos de 
instalación de los plugins. 
Durante la instalación del Web Interface, el programa de instalación pide acceso al soporte de 
instalación. En IIS, el programa de instalación copia el contenido del directorio \clients del 
soporte de instalación en un directorio denominado \clients en el directorio raíz.  
Debemos descargar la última versión del cliente citrix que queremos desplegar en todos los 
dispositivos y copiarlas en la ruta adecuada, por ejemplo: 
 
 




5.8.4.2- Configuración de la distribución de plugins (Cliente Citrix) 
El Web Interface ofrece un proceso de detección y descarga de plugins que detecta qué plugins 
pueden instalarse en los entornos de los usuarios y guía a estos a través del proceso de 
instalación (incluida, cuando es necesario, la reconfiguración del explorador Web). 
De modo, que si intentamos conectarnos al Web Interface sin el plugin instalado o con una 
versión de inferior a la que tenemos predeterminada como buena, nos aparecerá una ventana 
advirtiendo de la necesidad obligatoria de actualizar nuestro software para poder acceder. 
 
 
 23. Alerta del plugin instalado es una version anterior 
Se puede configurar el proceso de detección y descarga de plugins para que se ejecute 
automáticamente cuando los usuarios entren en el Web Interface. Cuando esto ocurre, el 
proceso de instalación de plugins se inicia automáticamente ayudando a los usuarios a 
identificar e instalar el plugin más apropiado para acceder a sus recursos publicados. 
Los parámetros que debemos tener configurados en nuestro Web Interface son los siguientes: 
 
 24. Configuración Deteción de Clientes 
De este modo, detectaremos si el usuario que se está conectando tiene la versión correcta de 





5.8.4.3- Adaptación del Cliente citrix 
Los dispositivos que en su mayoría, van a utilizar el Web Interface, son equipos que carecen de 
privilegios suficientes para poder realizar modificaciones en el sistema. De modo, que aún 
teniendo la opción de realizar la distribución de forma totalmente desatendida para este 
proyecto vamos a necesitar realizar una serie de modificaciones en el paquete del plugin, para 
elevar los privilegios y así poder instalar correctamente el Cliente Citrix. 
Esta adaptación, no nos servirá tan solo para poder instalar correctamente en todos los 
equipos el plugin necesario para poder acceder a las aplicaciones publicadas del Web 
Interface, sinó que gracias a este método de distribución de citrix, podremos realizar otro tipo 
de operaciones que de otro modo el usuario por desinterés no realizaría, como podría ser; 
Actualizar el antivirus, añadir modificaciones en los registros o simplemente realizar un 
chequeo del sistema y enviar esta información a la central para poder tomar medidas al 
respecto. 
Entre otras modificaciones, se han incluido unos cambios en el registro que hacen que el 
cliente ICA no pida autorización al usuario al realizar las conexiones, de modo que anulamos la 
posibilidad que el usuario configure la seguridad de forma incorrecta. 
 
  25,26. Alerta seguridad acceso a disco del cliente      
Con estos cambios, el acceso para el usuario será totalmente transparente. 
Para poder realizar esto, tan solo debemos renombrar el paquete “plugin” con el nombre 
CitrixOnlinePluginWeb y substituirlo por el original en la siguiente ruta: 
“C:\Program Files(x86)\Citrix\Web Interface\5.4.0\Clients\Windows\Online Plug-in” 
  
 5.8.5- Implementación de Xenapp6
Para instalar los servidores de Xenapp 6.0 se utilizará la plantilla que se ha creado previamente 
con el sistema Windows 2008 Server R2, la cual se actualizará con el software de XenApp
poder desplegar en un futuro todas las máquinas que vayamos a ir necesitando de forma más 
rápida. 
El programa de instalación, de forma automática, instalará todos los prerrequisitos necesarios 
de software. Tan solo debemos preparar el servidor con un
dominio donde vamos a trabajar y la configuración de red.
En primer lugar, se monta la ISO y se carga el programa de instalación. 
 27. Pantalla instalación XenApp Server
Elegida la opción de “Instalar XenApp Server”, apa
necesidad de instalar el .NET 3.5 para poder continuar.
   28. Alerta requerimiento .NET 
 
  














Una vez instalado, arrancará la consola de instalación de XenApp Role Manager. Pulsamos 
sobre “Agregar funciones de servidor” para configurar el nuevo rol en el servidor. 
 
 29. Selección version XenApp 
En este caso, se instalaremos la versión “Advanced Edition”. Elegiremos la función “XenApp” y 
el subcomponente de función “Adminitración de XenApp”. 
 
 
  30. Funciones Xenapp a instalar 
Seleccionadas estas dos opciones, el Wizzard nos mostrará todos los prerrequisitos que va a 





 31. Funciones y herramientas que  van a ser instaladas 
 
 32. Funciones Xenapp Instaladas 
51 
 
Como norma general, el servidor necesitará reiniciar en varias ocasiones, según vayan 
necesitando los requisitos que se han instalado. Una vez instalados todos los componentes y 
antes de configurar XenApp, se ha decidido crear una plantilla del servidor, con sólo los 
binarios instalados. 
 
5.8.5.1- Crear una comunidad de servidores 
Al ser la primera instalación, deberemos crear una comunidad de servidores, de modo que los 
siguientes servidores que se desplieguen se puedan unir a ella. 
 
 33. Pantalla creación comunidad de servidores 
Durante la instalación deberemos indicar: 
- Nombre de la nueva comunidad de servidores XenApp 
- Cuenta del primer administrador Citrix 
- Introducir la información sobre el servidor de licencias de Citrix 
- Introducir el servidor de la base de datos de Microsoft SQL Server, la base de datos 
y el tipo de autenticación. 
- Configurar el tipo de remedo permitiendo el remedo de sesiónes de usuario en los 
servidores Citrix 
- Zona a la que queremos que pertenezca el servidor. Al tener dos Zonas, tantas 
como CPD’s, indicaremos el nombre de la primera zona. 




    34. Chekeando instalación del servidor 
Ahora ya tenemos nuestro primer servidor Xenapp configurado. 
Según el modelo de prototipo que hemos dispuesto, será necesario crear un segundo servidor 
Xenapp. Este segundo servidor se configurará a partir de la plantilla que se hemos creado en 
esta instalación y se unirá a la granja que se acaba de crear. El tiempo necesario para desplegar 
un servidor se verá muy reducido.  
 
5.8.5.2- Delivery Service Console 
La Delivery Services Console es una consola que amplía las posibilidades de administración del 
sistema integrando muchas de las funciones administrativas de los productos Citrix en la 
Microsoft Management Console (MMC). Delivery Service Console es un complemento 
autónomo de MMC. 
Mediante la Delivery Service Console se determinan los permisos que van a tener todos los 
usuarios que van a tener acceso a citrix y las directivas bajo las cuales van a funcionar todos los 
recursos publicados. 
Esta herramienta la deberán tener instalada todos aquellos técnicos que vayan a gestionar los 
servidores citrix. Para ello, es necesario determinar los privilegios de los grupos y usuarios que 




Directivas de equipo/usuario 
Para poder optimizar el uso de los recursos que nos ofrece citrix Xenapp 6.0, disponemos de 
una serie de Directivas de equipo y de usuario. La diferencia entre las directivas de equipo y las 
directivas de usuario reside en el objetivo donde se aplican; Las directivas de equipo las 
comparten todos los usuarios que accedan al sistema, en cambio las de usuario se aplican a la 
cuenta que accede, siendo estas últimas más restrictivas. 
Para conseguir que la granja de servidores que vamos a configurar funcionen, tal y como 
tenemos planeado, es necesario aplicar alguna de las directivas: 
Directivas de equipo configuradas 
 Relacionadas con el mantenimiento de los servidores 
- Advertencia de reinicios para los usuarios 
- Advertencia personalizada de reinicio 
- Comienzo de advertencia de reinicio 
- Fecha de comienzo del reinicio programado 
- Frecuencia de reinicio programado 
- Hora de inhabilitación de inicios de sesión 
- Hora del reinicio programado 
- Intervalo de advertencia de reinicio 
- Reinicios programados 
- Supervisión de estado 
- Texto personalizado de advertencia de reinicio 
Relacionadas con la configuración de los servidores 
- Conexiones de fiabilidad de la sesión 
- Edición del producto XenApp 
- Nombre del host del servidor de licencias 
- Pruebas de supervisión de estado 
- Puerto del servidor de licencias 
- Remedando 
 
Directivas de usuario configuradas 
- Conectar automáticamente puertos COM del cliente 
- Conservar las letras de unidad del cliente 
- Notificar al usuario sobre conexiones de remedo pendientes 




Disponemos de un gran número de directivas tanto de equipo como de usuario que podemos 
aplicar. Según se vayan realizando modificaciones en el uso del sistema o recursos, podremos 
ir modificando las directivas aplicadas existentes o incluir de nuevas siempre que lo 
consideremos necesario.  
 
5.8.5.3- Configuración Impresoras 
La configuración de la impresora afecta directamente al tiempo que necesitan las sesiones 
para iniciarse y al tráfico de red. El diseño de esta configuración incluye la determinación de la 
ruta de comunicación de impresión que se utilizará, cómo aprovisionar las impresoras en las 
sesiones y cómo mantener los controladores de impresora. 
 
Driver universal 
Utilizaremos el controlador de impresora universal de citrix. De este modo, no necesitaremos 
instalar los controladores de todas las impresoras que se vayan a utilizar. Consiguiendo reducir 
el número de posibles problemas de compatibilidad con las diferentes versiones e una misma 
impresora. Como resultado obtenemos una mayor flexibilidad a la hora de elegir el modelo de 
impresora que mejor se pueda adaptar a las necesidades de un centro sin preocuparnos de 
nada más y a la vez, ahorramos en tiempo de gestión. 
Para llevar a cabo este planteamiento en cuanto a impresoras, se han tenido que llevar a cabo 
las siguientes acciones: 
- Desactivar la instalación automática de controladores de impresora. 
- Ajustar el ancho de banda de la impresora mediante directivas de XenApp. 
- Configurar la directiva de enrutamiento de trabajos de impresión de XenApp para 
redirigir los trabajos a través del dispositivo cliente. 
- Las impresoras que se vayan a utilizar, deben ser compatibles con PCL o PS y no 
estar basadas en host. 
Directivas de impresora 
Como hemos visto anteriormente, es necesario aplicar una serie de directivas para 
asegurarnos del correcto funcionamiento del driver universal, estas políticas asegurarán el 
mapeo de las impresoras y el uso del driver universal como tal. Las directivas que se aplicarán 
son directivas de usuario: 
- Asignación y compatibilidad de controladores de impresora 
- Crear automáticamente las impresoras del cliente 
- Impresión universal 




5.9- Pruebas del piloto 
 
Una vez finalizada la configuración de todos los elementos para poder hacer funcionar el 
sistema citrix según las necesidades de la empresa, es el momento de realizar las pruebas 
necesarias para poder determinar el correcto funcionamiento y empezar con la distribución 
del cliente citrix, a pequeña escala, e ir ajustando aquellas cosas que veamos que pueden 
ayudar a mejorar el rendimiento y facilitar el trabajo a los usuarios. 
Para ello, junto con la ayuda del equipo de desarrollo, se han instalado las todas aplicaciones 
que correrán en los nuevos servidores citrix y se han realizado pruebas de estrés para 
determinar la capacidad de procesamiento, si la cantidad de memoria RAM disponible en los 
servidores es la adecuada según los requisitos de procesamiento de las aplicaciones instaladas, 
el tiempo total del procesador, el tamaño de la cola de subprocesos, etc… 
Una vez se ha comprobado que los servidores son completamente aptos para trabajar con las 
aplicaciones necesarias para la gestión de los centros, es necesario comprobar si la 
configuración de las directivas, los accesos al Web Interface, etc… que se han configurado son 
suficientes o, por lo contrario, es necesario aplicar nuevas directivas, modificar directivas 
existentes o realizar algún otro tipo de ajuste en los servidores. De esta manera, se ha llegado 
a la conclusión que la mejor manera de realizar esta prueba es implementar esta nueva 
herramienta de trabajo en un centro y que sean los propios trabajadores los que nos ayuden a 
determinar que todo es correcto y de esta manera, aumentar el número de centros y 
servidores hasta extender el uso a toda la organización. 
De este modo, se debe elegir un centro piloto y estudiar el modo en el que se va a 
implementar la nueva herramienta de trabajo para que sea lo menos traumática posible y así 




5.9.1- Procedimiento para la implementación en los centros 
Gracias a la arquitectura de citrix, la implementación en los centros no resultará muy 
complicada.  
En primer lugar, debemos adaptar los equipos de trabajo de los centros para el nuevo uso que 
se les va a dar, para ello, de forma remota se eliminarán las aplicaciones de gestión que están 
utilizando actualmente para que, de algún modo, se vean obligados a trabajar de forma 
exclusiva en Citrix y no comentan el error de trabajar en paralelo con los dos métodos ahora 
existentes. 
Posteriormente, se generará un script con los comandos necesarios para realizar un backup de 
la información de todas las gestiones realizadas y la eliminación de los aplicativos que van a 
dejar de utilizarse. 
En segundo lugar, se enviará a los centros un correo informando de los cambios que se van a 
realizar, de la importancia del nuevo proyecto, los beneficios que les aportarán al utilizarlo, las 
facilidades que les ofrece esta nueva forma de trabajar y sobre todo agradecer el uso de la 
nueva aplicación y que reporten cualquier problema que tengan o mejora que consideren 
oportuna para que entre todos, podamos seguir mejorando e innovando como empresa. En el 
correo, se incluirá un enlace al Web Interface y se le explicará cómo deben validarse, las 
herramientas de que disponen en caso de bloqueo de su usuario de dominio, cambio de 
contraseñas, etc...  
Además, este correo incluirá un segundo enlace que apunta a al paquete, que previamente se 
ha adaptado scripts adicionales, de instalación del cliente citrix para que puedan acceder al 
Web Interface. 
 
5.9.2- Actualización Cliente WEB 
En futuras actualizaciones del cliente WEB, se seguirá el mismo procedimiento de distribución 
explicado anteriormente, mediante correo electrónico. Como los equipos no están en dominio, 
para desplegar una aplicación se debe acceder a un FTP desde el cual los usuarios se descargan 
los paquetes de instalación, previamente modificados para elevar sus privilegios y así poder 




5.9.3- Centro piloto 
Para la elección del centro piloto, se han tenido en cuenta factores tales como, el volumen de 
trabajo diario con el que deben lidiar a diario los trabajadores del centro, la experiencia y/o 
conocimiento que tienen de la empresa, que sea un centro de alguna manera proactivo y se 
tenga la suficiente confianza con los empleados de éste como para que puedan trasladarnos 
todas la información de la forma más transparente posible, el número de empleados de este y 
la proximidad a la sede central, en el caso de que sea necesaria la personación de algún 
técnico para ayudar en el caso de que aparezca algún problema crítico y que de algún modo, 
los trabajadores del centro no se vean desamparados ante lo desconocido. 
 
5.9.4- Respuesta del centro piloto 
Gracias a la puesta en marcha del proyecto Citrix XenApp 6 en un centro piloto, en los 
primeros días obtuvimos un feedback muy positivo en cuanto a la facilidad en el uso de las 
herramientas de gestión, gracias a la descentralización de estas herramientas en un único 
equipo y en mayor medida el tiempo y la agilidad que han ganado al poder imprimir cualquier 
tipo de documento desde cualquier equipo. 
Se pudieron corregir problemas que no se descubrieron con los primeros juegos de pruebas 
realizados, como por ejemplo; La impresión de en blanco de cierto tipo de documentos con 
determinados modelos de impresoras. 
A lo largo de los días se han podido ir realizando modificaciones para poder aumentar la 
satisfacción del usuario en el uso de las herramientas y facilitar así su trabajo. De modo, que se 
realizaron peticiones como por ejemplo, la posibilidad de mantener diferentes sesiones citrix 
con un mismo usuario en más de un equipo a la vez. En un principio, había configurado la 
granja de modo que un trabajador podía moverse por todo el centro sin necesidad de tener 
que estar abriendo los mismos programas publicados en citrix una y otra vez. Esto se debe a 
que un trabajador debe llevar a los pacientes a diferentes salas donde realizan todo tipo de 
pruebas, las cuales, generan documentación que deben ir guardando en la ficha de cada 
paciente. Por lo visto, los trabajadores atienden a más de un paciente a la vez y en estos casos, 




5.9.4.1- Script de Impresoras 
El problema de los fallos de impresión es debido a la utilización de unas fuentes especiales que 
se utilizan para imprimir códigos de barras. Estas fuentes, entran en conflicto con la 
configuración del driver universal que tenemos configurado y esto se traduce en la impresión 
en blanco de las páginas de los documentos que contienen dichas fuentes. 
 
 35.código registro para modificar comportamiento impresoras 
Para poder solucionar el problema, se tuvo que crear un script para modificar el registro e 
introducir dichas impresoras en el registro ReprocessEMFDriverList en todos los equipos que 
tuviesen necesidad de imprimir por dichas impresoras. 
 




5.9.4.2- Workspace control 
 
El WorkSpace Control o Área de trabajo, permite que los usuarios se desconecten rápidamente 
de todos los recursos (aplicaciones, contenido y escritorios), vuelvan a conectarse con recursos 
desconectados y cierren sesión en todos los recursos. Este permite a os usuarios moverse 
entre dispositivos y obtener acceso a todos sus recursos (desconectados únicamente, o 
desconectados y activos) al iniciar sesión o manejarse manualmente en el momento en que lo 
deseen.  
Por defecto, esta configuración debería adaptarse a la perfección al método de trabajo en los 
centros de la organización, pero con el día a día ha surgido la necesidad de poder tener varias 
sesiones abiertas con el mismo usuario en distintos equipos. De modo, que era un problema el 
hecho de que cada vez que un usuario se validase en un nuevo equipo la sesión los perseguía y 
esto les producía un retraso y la correspondiente molestia.  
De modo, que para poder satisfacer las peticiones de los trabajadores en cuanto el número de 
sesiones que podían tener abiertas de forma simultánea con un mismo usuario, se modificó el 
Workspace control: 
 
  37. Pantalla Workspace control 
De este modo, cuando un usuario conecta a varios equipos tiene la posibilidad de iniciar más 
de una misma sesión con su usuario, a la vez que puede recuperar si lo desea, las sesiones que 
han quedado desconectadas. 
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6.- Administración del proceso de copia de seguridad 
6.1- Introducción 
Las copias de seguridad hacen referencia a la copia de la información que se genera día a día 
con el objetivo de poder ser recuperada en el caso de pérdida de datos o si fuese necesario 
regresar a un estado anterior de la forma más segura y fiable. 
Normalmente los datos se copian en un medio de almacenamiento diferente al de origen de 
los datos. En nuestro caso se utilizará un sistema copia basado en la librería de cintas “EVA” 
con capacidad de 112 TB en comprimido y software para la gestión y planificación de copias de 
seguridad desatendidas “HP Storage Works Data Protector” 
Este software gestiona la copia de seguridad desde discos y cintas de modo que se obtiene la 
máxima protección de los datos mientras se mantiene un funcionamiento continuo las 24 
horas al día 7 días a la semana. 
Las copias de seguridad que se realizan son exclusivamente del servidor de datos, ya que 
debido al gran número de servidores citrix que se han desplegado el coste de TB necesarios 
para realizar copias de cada una de las máquinas sería muy elevado. Por este motivo, entre 
otros, se dispone de un segundo CPD de respaldo en caso de caída completa del sistema. 
La copia de seguridad se realizará a una determinada hora de la noche para poder salvar los 
últimos cambios producidos. 
 
6.2- Tipo de soporte de las copias de seguridad 
Tener copias de seguridad de los datos en una empresa es totalmente necesario, ya que si no 
se dispone de un buen sistema de copias de seguridad podemos arriesgarnos a perder 
información vital por muchos factores; Virus, sobrecargas eléctricas, inundaciones, incendios, 
errores humanos… Un servidor siempre se puede substituir en caso de mal funcionamiento, 
pero los datos son insustituibles, por este mismo motivo, se debe elegir con cuidado en qué 
tipo de soporte queremos almacenar nuestros datos. 
El mercado ofrece un gran número de alternativas de almacenamiento; CD, DVD, HDD, Cintas… 
Aunque solo hemos valorado aquellos que de alguna forma, son más resistentes, duraderos y 
reutilizables. 
Actualmente, los discos duros tienen un precio muy asequible. Se pueden adquirir discos de 
2TB por no más de 100€. El hecho de poderlos reciclar, la capacidad para realizar todo tipo de 
copias y la velocidad tanto para escribir en él como leer de él lo hacen un gran candidato. Uno 
de los mayores inconvenientes reside en la ubicación física del dispositivo, normalmente 
dentro del propio servidor. Resulta poco práctico en el caso de querer trasladar varios discos a 





Por otro lado, tenemos las unidades de cinta, que son una solución clásica para realizar copias 
de seguridad. La capacidad de las cintas es muy superior a la de los HDD, el precio es un mucho 
más elevado pero disponemos de la ventaja de poder transportar fácilmente las cintas a otros 
lugares con mayor seguridad. 
Aunque la idea de realizar las copias de seguridad en HDD o una cabina de discos, es 
completamente válida, se ha optado por aprovechar la librería de cintas de que ya dispone la 
empresa para almacenar las copias de seguridad que sean necesarias para el correcto 
funcionamiento de este proyecto. Por este motivo, se adquirirá un nuevo número de cintas 
para poder realizar las copias de seguridad tanto en el CPD principal como en el CPD de 
soporte. 
 
6.3- Configuración del sistema de copias 
Si hacemos una vista global de cómo están montados físicamente los servidores citrix, 
podemos ver que de lo que se debe hacer copia en cuanto a la granja de servidores 
corresponde, es el conjunto de programas y configuraciones necesarias para que la granja 
pueda continuar ofreciendo los diferentes servicios y aplicaciones para que la empresa trabaje 
con normalidad en caso de sufrir algún tipo de incidente que requiera la recuperación de dicha 
información. 
 
    38. esquema configuración copias 
La disposición física de los datos que se deben salvar, se recogen en un único servidor de 
Datos, de modo que a la hora de realizar una copia de seguridad, debemos dirigirnos a este 




6.4- Decisión de los horarios de las copias de seguridad 
Para hacer las copias de seguridad de la manera más correcta y asegurando la consistencia de 
los datos, se harán copias en cinta de forma diaria, copia semanal y copia mensual. 
Las copias que se realizarán serán totales, por lo que debemos tener en cuenta el tiempo que 
se tarda en realizar todo el procedimiento de la copia. De este modo, se ha estimado que las 
copias se realizaran a partir de las 2:00 a.m, tiempo suficiente como para que los datos se 
hayan salvado antes de volver a ser modificados. 
El motivo de realizar copias totales tanto diaria como de forma semanal y mensual, es por el 
hecho de poder recuperar toda la información necesaria dependiendo el día de la semana 
donde estemos. Esto nos proporciona algo de flexibilidad a la hora de recuperar datos, 
pudiendo disponer de la información completa de un mes, de una semana o del día del que es 
necesario recuperar la información. 
Cabe decir, que en el centro que disponemos de soporte, en caso necesario, las cópias se 
realizarían siguiendo el mismo procedimiento hasta que se pudiese volver a la total 
normalidad. 
 
6.5- Rotación de copias de seguridad 
Como disponemos de un número suficiente de cintas para realizar copias totales tanto diarias, 
semanales como mensuales, se ha dispuesto el siguiente sistema de rotación con el que 
consideremos que disponemos de un alto nivel de seguridad en cuanto a la protección de 
nuestros datos. 
Conjunto de cintas diarias, son un conjunto de cintas para cada uno de los días de la semana 
exceptuando el domingo. Este conjunto de cintas es rotatorio y dichas cintas no saldrán nunca 
de la librería de copias. La protección de dichas cintas es de 4 semanas, es decir, a la cuarta 
semana estas cintras serán sobrescritas. 
Conjunto de cintas semanales, se utilizará un conjunto de cintas para cada domingo del mes, 
día en el que se harán dos copia del contenido de la cinta del sábado, en dos cintas distintas. 
Conjunto de cintas mensuales, se utilizará un conjunto de cintas para el primer domingo, en el 
que se copiará en dos cintas independientes la copia de seguridad realizada el sábado anterior. 
La protección tanto de las cintas diarias como las semanales será de 4 semanas, es decir, a la 
cuarta semana están cintas serán formateadas y pasaran a ser reescritas en el ciclo que 
corresponda. En cambio, las cintas mensuales tendrán una protección de 12 meses, una vez 





El motivo de realizar dos copias idénticas semanales y mensuales, es para poder disponer de 
una de estas copias en una caja fuerte en nuestra propia empresa y una segunda copia fuera 
del edificio. En el peor de los casos, siempre se dispondría de una copia actualizada de toda 
nuestra información en un lugar protegido. 
 
6.6- Almacenamiento de las cintas 
En un mundo de amenazas, la seguridad de la información, nuestro principal activo, se 
convierte en una prioridad. Sin duda, donde podremos proteger dicha información, de manera 
más eficaz, es en nuestro propio centro de datos, pero por distintos motivos (principalmente la 
previsión ante desastres) estamos forzados a sacar copias fuera del mismo, por más que nos 
pese a veces. 
Es igual de importante el hecho de realizar copias de seguridad de todos los datos de la 
empresa, como el hecho de mantener estas copias a salvo de cualquier agente que pueda 
dañar el medio donde se encuentran. Por este mismo motivo, se utilizaran 2 sistemas de 
almacenaje diferentes para salvaguardar los medios físicos donde se almacenan las copias de 
seguridad. 
El primero de ellos, consiste en una caja fuerte grado IV capaz de resistir elevadas 
temperaturas, asegurando el perfecto estado de las cintas que se dispondrán en su interior. 
Esta caja fuerte, se situará a distancia del CPD, de modo que en el caso de incendio de este, la 
probabilidad de que el fuego se extienda hasta el lugar donde se encuentra la caja fuerte sea 
mínima. Además, disponer de una caja fuerte nos evita posibles robos de información. 
El segundo sistema de almacenaje consiste en la contratación de una empresa externa que se 
dedica específicamente a la protección de datos sensibles. Al disponer de una empresa externa 
que se encargue de almacenar las cintas en un lugar seguro, evitamos que en el peor de los 
casos se pierda todo, pudiendo recurrir a ella para recuperar toda la información necesaria 




7.- Seguridad  
7.1- Introducción 
Las comunicaciones entre los equipos cliente y las aplicaciones y/o escritorios publicados en 
citrix se realizan, en su mayoría, mediante un ADSL convencional. Tan solo los usuarios que se 
conectan desde el edificio de la central pueden acceder a estos recursos por las vías 
convencionales de una red privada, en cambio, todos los centros que se encuentran repartidos 
por el mundo necesitan contratar un proveedor de internet que les ofrece un ancho de banda 
convencional a partir del cual realizan las conexiones con los servidores. 
De este modo, se ha dispuesto a cada centro con un router cisco configurado por el 
departamento de sistemas y networking que utiliza la configuración ADSL de los proveedores 
convencionales con una configuración adicional que permite el control y la configuración de 
este, además, de establecer una red privada virtual. 
En la configuración de cada uno de estos routers, se ha reservado parte del ancho de banda 
para “afianzar” las conexiones ya que en algunos centros se disponen de aplicaciones como IP 
Communicator que ocupan un gran ancho de banda y de este modo aseguramos una cantidad 
de KB suficiente para establecer las comunicaciones ICA de calidad necesarias. 
Los usuarios que trabajan con portátiles, considerados perfiles móviles, disponen de 
conexiones mediante tarjetas PCMCIA, USB o en algunos casos utilizando la BB para realizar la 
conexión. En todos estos casos, una vez conectados a internet deben conectarse al cisco VPN, 




7.2- Configuración Router cisco 
Dado que en cada uno de los centros existen diferentes dispositivos que necesitan de un 
acceso a internet, se debe controlar el uso que hacen estos dispositivos y aplicaciones del 
ancho de banda que dispone cada centro.  
Para ello, para asegurar la calidad de las comunicaciones entre los diferentes dispositivos y 
centros con los servidores citrix, se ha reservado un porcentaje del ancho de banda para las 
comunicaciones ICA. Este porcentaje dependerá del ancho total, anteriormente hemos visto 
que el ancho de banda necesario para realizar las comunicaciones ICA es de 20kb de media. 
 
 
De modo, que parte de la nueva configuración de los routers corresponde a la reserva del 25 




8.- Viabilidad del proyecto, tiempo de amortización  
8.1- Introducción 
En este apartado de la documentación analizaremos la viabilidad de este proyecto, ya que es la 
manera más sencilla de justificar nuestro trabajo con resultados, y un pequeño estudio de cuál 
será el ahorro monetario de las resoluciones de este proyecto y los costes para llevarlo a cabo. 
Para calcular los costes del proyecto utilizaré el TCO (Total Cost of Ownership o “TCO” Coste 
total de propiedad), que es un método de cálculo diseñado para ayudar a los usuarios y a los 
gestores empresariales a determinar los costes directos e indirectos, así como los beneficios 
relacionados con la compra de equipo o programas informáticos 
El TCO ofrece un resumen final que refleja no sólo el coste de la compra sino aspectos del uso 
y mantenimiento. Esto incluye formación para el personal de soporte y para usuarios, el coste 
de operaciones y de los equipos o trabajos de consultaría necesarios, etc… 
 
8.2- Viabilidad del proyecto  
8.2.1- Implementación 
En este apartado veremos los costes generados para la implementación del proyecto en 
cuanto a recursos físicos, precio de licencias y coste anual de un certificado SSL. 
Para llevar a cabo este proyecto, no ha habido una inversión económica importante, ya que se 
ha utilizado parte de la estructura y el hardware que ya se disponía en los CPD’s para otros 
proyectos. De modo, que tan solo se contabilizará el uso de los recursos existentes que han 
sido necesarios para la consecución del piloto y una estimación de los recursos que serían 
necesarios para poder implementar el proyecto piloto de Citrix XenApp 6.0 en toda la 





8.2.1.1- Resumen del Coste del proyecto  
En el resumen de Costes, podemos ver el valor de la inversión inicial que se ha tenido que 
realizar. El Coste de administración, los costes de Operación y de Soporte son estimaciones 
para el período de un año en un entorno de producción real.  
 
Resumen de Costes de la Solución 
Inversión inicial 5.552,87 € 
Costes de Administración 6.202,00 € 
Costes de Operación 201,36 € 
Costes de Soporte 805,44 € 
Total del proyecto citrix  12.761,68 € 
 
Por lo tanto, el proyecto de implementación de citrix tiene un coste de 12.761,68 en el 
primer año. Para los años consecutivos, tan solo se tendrán en cuenta aquellos 
valores relativos como los costes de administración, operación y soporte. 
En la tabla de supuestos se especifican los costes estimados de un Técnico de sistemas, salario 
neto anual, y se contabilizará en 1 el tiempo estimado de funcionamiento de la solución para 
realizar los cálculos. 
Tabla de Supuestos utilizados en diversas categorías 
Coste promedio anual de un Técnico de Sistemas 17.720,00 € 
Coste promedio por hora de un Técnico de Sistemas 8,39 € 
Número de años estimados de funcionamiento de la 
solución 1 
 





8.2.1.2- Inversión inicial del proyecto 
Dadas las pruebas realizadas en los centros piloto, se ha llegado a la conclusión que 
manteniendo la misma configuración en cuanto a recursos la cantidad total de servidores no 
debería sobrepasar los 30, para poder dar un servicio óptimo a toda la organización De este 
modo, los costes estimados para llevar a cabo el despliegue del proyecto en todos los centros a 
partir del proyecto piloto, son los siguientes: 
 
8.2.1.3- Costes Iniciales del Proyecto 
La tabla de costes iniciales del proyecto refleja los costes tanto de Hardware como de Software 
que se ha debido de adquirir o han sido necesarios para la consecución del proyecto. La suma 
de estos dos costes da como resultado el Total del coste inicial del proyecto. 
 
Tabla de costes iniciales del proyecto 
Costes del Hardware 1.877,59 € 
Costes del Software 3.675,28 € 
Total costes iniciales 5.552,87 € 
 





8.2.1.4- Costes del Hardware 
En la tabla de costes del Hardware se han añadido los conceptos de Espacio en Disco y 
Memoria RAM. Aunque son recursos por los que no se ha tenido que realizar un gasto 
específico se deben valorar como recursos que, aunque ya disponían de ellos, vamos a utilizar 
en este proyecto y no van a poder estar disponibles para ningún otro. 
Se ha tenido en cuenta que el número total de servidores necesarios para dar servicio óptimo 
a toda la organización es de 30. Cada servidor estará configurado con un espacio en disco de 
20 GB y tendrán asignadas 8 GB de memoria RAM. 
 
Tabla de Costes del Hardware 
Concepto Cantidad Coste Unitario Coste total 
Espacio en 
disco (GB) 600 0,57 € 339,19 € 
RAM (GB) 240 6,41 € 1.538,40 € 
Total Hardware 1.877,59 € 
 
Otra cosa que se debe tener en cuenta, es que el tipo de aprovisionamiento será “Thin 
provisioning” que en VMWare no quiere decir otra cosa, que se configurarán esas 20GB por 
servidor pero tan solo se utilizará la cantidad que sea estrictamente necesaria del conjunto 





8.2.1.5- Costes del Software 
En los costes del Software se han valorado los conceptos de Licenciamiento de Citrix XenApp 6. 
Aunque la aplicación debe estar montada sobre un S.O Windows Server 2008 R2, no se han 
contabilizado pues se posee licenciamiento Datacenter, es decir, derecho de instalación de 
ilimitadas instancias virtuales ( se licencia por procesador físico y no por número de cores ). 
Para calcular el coste de las licencias, deberíamos tener en cuenta que para cada conexión a un 
servidor citrix es necesario una licencia para TS y una licencia Citrix.  
Pack de 375 licencias incluyendo las Microsoft RDS CAL’s = +/- 918.82 € 
Al tratarse de una empresa con un número importante de usuarios, no se adquirirían la 
totalidad de las licencias necesarias, pues se ha realizado una pequeña estimación, según 
horarios y teniendo en cuenta las horas punta, el número de usuarios que puede estar 
conectado es de unos 1500.  
 
Tabla de Costes del Software 
Concepto Cantidad Coste Unitario Coste total 
 Licencias 1500 2,45 € 3.675,28 € 
Total Software 3.675,28 € 
 
Para el piloto se adquirirán tan solo 15 licencias.  





8.2.1.6- Costes de Administración 
El coste de administración está definido por el coste anual que tiene todo el personal para 
poder mantener el buen funcionamiento diario del proyecto; desde la administración de 
usuarios y permisos, hasta las operaciones diarias de mantenimiento de respaldo, etc. 
Para calcularlo: 
CA = Coste promedio anual de un Técnico de Sistemas * Número de Ingenieros que se 
van a dedicar * porcentaje de tiempo dedicado 
Costes de Administración 
Coste promedio anual de un 
Técnico de Sistemas 17.720,00 € 
Número de Técnicos de Sistemas 1 
Porcentaje del tiempo dedicado a la 
administración de Citrix 35% 
Coste Promedio Por Año 6.202,00 € 
 
8.2.1.7- Costes de Operación 
Los costes de operación están construidos por aquellos factores de mantenimiento preventivo 
y correctivo, tanto de hardware como de software, como es el caso de limpieza del hardware 
(en caso de ser requerido), cambio de cintas, discos, memoria, actualización de software. 
Todos los gastos incurridos por pérdida de operación o soporte reactivo de la solución se 
incluirían aquí, por ejemplo caídas por virus, intrusos y demás problemas. 
Para calcularlo: 
CO= Número promedio de incidentes al año * Coste promedio por hora de un Técnico de 
sistemas * Tiempo aproximado para resolver una incidencia (en horas) 
Costes de Operación 
Coste promedio por hora de un 
Técnico de Sistemas 8,39 € 
Número de incidentes promedio al año 12 
Tiempo aproximado para resolver la 
incidencia (en horas) 1 
Coste Promedio Por Año 201,36 € 
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Se ha considerado que el tiempo máximo que podemos dedicar de media a una incidencia 
grave es de una hora, pues en el peor de los caso, es el tiempo que se tarda en substituir un 
servidor de la granja de servidores virtuales. 
 
8.2.1.8- Costes de Soporte Técnico 
El coste de Soporte técnico se compone de todos los costes generados de cualquier tipo de 
soporte dado a los usuarios finales de la solución en cuestión. 
 
Costes de Soporte Técnico 
Coste promedio por hora de un 
Técnico de Sistemas 8,39 € 
Número de incidentes promedio al 
año 96 
Tiempo aproximado para dar 
soporte técnico por incidente (en 
horas) 1 
Coste Promedio Por Año 805,44 € 
 




8.2.1.9- Costes de Administración del sistema Actual 
Para calcular el coste de administración del sistema actual, valoraremos el tiempo que cada 
uno de ellos debe invertir para la resolución de las incidencias más cotidianas que, por otra 
parte, han quedado totalmente solventadas gracias a las ventajas que nos ofrece Citrix XenApp 
6. 
El coste de administración de los centros según las incidencias más cuotidianas; Incidencias 
tipo del programa de gestión, Instalación de nuevas aplicaciones, Problemas de impresión y 
problemas de accesos por un técnico: 
 
Costes de Administración 
Coste promedio anual de un 
Técnico de Sistemas 17.720,00 € 
Número de Técnicos de sistemas 3 
Porcentaje del tiempo dedicado a la 
administración de Citrix 43,75% 
Coste Promedio Por Año 23.257,50 € 
 
Según las estimaciones anteriores este sería el coste anual para el mantenimiento de los 
centros.  
 
8.2.2- Cálculo del ROI 
El ROI es un valor que mide el rendimiento de una inversión, para evaluar qué tan eficiente es 
el gasto que estamos haciendo o que planeamos realizar. Existe una fórmula que nos da este 
valor calculado en función de la inversión realizada y el beneficio obtenido, o que pensamos 
obtener. 
 
ROI =( (Beneficio – Inversión) / Inversión ) *100 
 
Es decir, al beneficio que hemos obtenido de una inversión (o que planeamos obtener) le 
restamos el coste de inversión realizada. Luego eso lo dividimos entre el coste de la inversión y 




Tal y como hemos visto en el apartado anterior, la inversión para desplegar y administrar citrix 
en un primer año es de 12.761,68 €, siendo de 6.202 € los gastos de administración que se han 
estimado años posteriores. 
 
Si aplicamos la fórmula del ROI donde, según hemos visto anteriormente: 
Beneficio obtenido    23257,5 € 
Inversión Inicial  12761,68 € 
Coste resto de años 6202 € 
 
Quedaría de la siguiente forma: 
ROI 
Primer Año 82,3 %  
Resto de Años 275 %  
 
8.2.2.1- Conclusión 
Consideramos que llegados a este punto, no es necesario realizar ningún cálculo adicional. Es 
evidente que el ahorro en el primer año proporcionará la capacidad de amortizar toda la 
inversión y a partir del segundo año, se obtienen beneficios. Estos beneficios son en el tiempo 
que los Técnicos no deberán invertir en la antigua plataforma de trabajo pudiendo así dedicar 
esas horas en tareas mucho más productivas. Sin tener en cuenta el hecho de tener la 






8.3- Beneficios Indirectos 
8.3.1- Equipos informáticos 
Gracias a Citrix, no es necesario que se adquieran PC’s con muchos recursos, pues las 
aplicaciones son ejecutadas en los servidores y cualquier equipo con la configuración adecuada 
puede hacer uso de estas sin un requerimiento mínimo. Si antes era necesario disponer, en un 
centro medio, de 4 PC’s; Dos equipos médicos y el equipo principal con su Backup. Ahora tan 
solo serán necesarios un mínimo de 3 equipos sin existir, además, la necesidad de diferenciar 
entre equipo principal y equipos médicos, pues ahora todos pueden trabajar del mismo modo 
con las mismas aplicaciones, en cualquier lugar. Teniendo en cuenta esto, en las nuevas 
aperturas de centros y los nuevos equipos que se deban substituir por equipos que han dejado 
de funcionar por cualquier motivo, se pueden utilizar equipos Thin Client, o de recursos más 
ajustadas para las necesidades actuales: 
Un equipo Thin Client lo podemos encontrar por unos 100€. En cuanto a los equipos que se 
estaban utilizando hasta ahora de la casa DELL están valorados en 400€. 
 
8.3.2- Consumo eléctrico 
Los servidores suelen ser los equipos más potentes de una organización empresarial, Sin 
embargo, suelen estar francamente infra-utilizados con respecto a sus capacidades reales. 
Así la vitalización de servidores permite llevar su eficiencia de un 15-20% (más habitual de lo 
que pensamos en muchas empresas, en las que se usa un equipo como servidor web para 
intranet, otro para Desarrollo, otro para la realización de pruebas, etc. ) hasta alcanzar un 80-
90% de productividad. 
Un estudio realizado por VMware, sobre el ahorro de energía que genera para sus clientes 
muestra que las soluciones de vitalización reducen los costes económicos y emisiones de CO2. 
Este ahorro se produce ya que los usuarios pueden fusionar 10 o más máquinas físicas en un 
único servidor, con lo que disminuye el consumo energético y los cotes entre un 80 y un 90 por 
ciento. 
Los PCs virtualizados y alojados en servidores en un centro de datos también pueden reducir el 
consumo de energía y los costes en un 35 por ciento. Hoy en día, la mayor parte de los 
servidores  ordenadores siguen consumiendo entre un 70 y un 80 por ciento de su energía 
estimada, incluso cuando no están en uso. 
El ahorro energético contribuirá a la mejora del medio ambiente, pero además la virtualización 
permitirá ganar espacio físico en la empresa, generar menos calor disipado por los equipos, 




9- Planificación del proyecto 
9.1 Alcance del proyecto de Citrix XenApp 6 
A continuación vemos un esquema conceptual de todos los procesos que se han ido 
cumpliendo para realizar el proyecto piloto y posteriormente el pase a producción del mismo: 
Diseño del piloto 
 Revisión de la granja actual a migrar 
  Topología 
  Políticas 
  Aplicativos 
  Impresión 
Migración aplicativa a Piloto 
  Definición de necesidades del sistema Windows 2008 R2 64 bits 
  Aplicaciones a instalar en el piloto 
  Diseño de la granja final 
 Cliente de citrix 
  Diseño del procedimiento de actualización de cliente WEB 
Implantación del piloto 
 Implantación de los elementos del piloto 
  Implantación del servidor Windows 2008 R2 
  Implantación de XenApp 6 
  Implantación de Web Interface 
  Implantación de aplicaciones 
Pruebas del Piloto 
 Validación de los aplicativos sobre 64 bits 
 Validación de los rendimientos 




9.2 Fases del Proyecto 
Se ha decidido que el ciclo de vida del proyecto conste de cuatro fases separadas por hitos: 
Primera Fase: Visión y alcance. Identificación de los requerimientos de negocio, definición del 
alcance concreto del proyecto, establecimiento de las restricciones que afectan al proyecto e 
identificación y valoración de los riesgos iniciales que puedan impactar en el mismo, 
 Esta Fase culmina con la elaboración de una Propuesta y alternativas que una vez 
aceptada, da paso a la siguiente fase. 
Segunda Fase: Planificación. Diseño de cómo pueden cumplirse los objetivos, calendarios, 
costes y calidad. 
Esta fase comienza con la elaboración de una Propuesta, que presenta el marco general del 
proyecto y constituye, una vez aprobado, la herramienta de control del proyecto. 
En esta fase se constituirá el plan general del proyecto, que incorpora los requerimientos de 
diseño y calidad, el diseño técnico de alto nivel, una planificación detallada de la siguiente fase 
y una revisión del registro de riegos del proyecto. Durante el desarrollo de esta fase será 
necesario realizar pruebas de concepto. 
Tercera Fase: Desarrollo e integración. Durante el desarrollo de esta fase, se realizarán todas 
las pruebas necesarias antes de acometer la implantación de la solución aportada en el Piloto. 
Se entiende por Piloto a la implantación limitada de la solución en un entorno real, de forma 
que permita la validación del diseño técnico y la aceptación mediante la ejecución del juego de 
pruebas pertinente. El juego de pruebas, es la herramienta de control del Piloto. 
En esta fase se realizará el plan de despliegue, que incorpora las restricciones de impacto en 
los usuarios y los procedimientos de despliegue. El plan de despliegue constituye, una vez 
aprobado, la herramienta de control de la siguiente fase. La aceptación del piloto y del plan de 
despliegue es el hito que da paso a la siguiente fase. 
Cuarta Fase: Despliegue y estabilización. Ejecución del despliegue masivo de la solución. Esta 
fase puede requerir el establecimiento de un sistema de soporte a usuarios, para resolver, los 
incidentes que puedan producirse. 
Una vez concluido el despliegue y solucionado los incidentes ocasionados por el impacto de la 
solución, se dará por concluido el proyecto. 
A continuación, se muestra un diagrama de Gantt con la planificación en general de las tareas 
e hitos del proyecto; así como el detalle de las mismas a lo largo de las Fases.: 
  
78 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
79 
 
10- Bibliografía 
 
http://www.sai.es 
http://www.2x.com 
https://ctxdom.wordpress.com 
http://www.ieaisa.es/virtualizacion.htm 
http://blogs.msdn.com/b/eduardop/archive/2006/05/29/610441.aspx 
http://www.imaginar.org/docs/P_TCO_ROI_SL.pdf 
