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Abstract
We provide general sufficient conditions for branching out of a time-
periodic family of solutions from steady-state solutions to the two-
dimensional Navier-Stokes equations in the exterior of a cylinder. To
this end, we first show that the problem can be formulated as a cou-
pled elliptic-parabolic nonlinear system in appropriate function spaces.
This is obtained by separating the time-independent averaged compo-
nent of the velocity field from its “purely periodic” one. We then
prove that time-periodic bifurcation occurs, provided the linearized
time-independent operator of the parabolic problem possess a simple
eigenvalue that crosses the imaginary axis when the Reynolds number
passes through a (suitably defined) critical value. We also show that
only supercritical or subcritical bifurcation may occur. Our approach
is different and, we believe, more direct than those used by previous
authors in similar, but distinct, context.
1 Introduction
One of the most classical phenomena in fluid dynamics is the spontaneous
oscillation of the wake in the flow of a viscous liquid past a circular cylinder.
More precisely, suppose that a cylinder, C , of diameter d is placed with
its axis a orthogonal to the flow of a viscous liquid having an upstream
constant velocity v∞. Let λ := |v∞|/(νd) be the relevant Reynolds number
of the flow, with ν kinematic viscosity of the liquid. It is then experimentally
observed that there is a critical value, λ0 ∼ 50, such that if λ < λ0 the motion
of the liquid in a region sufficiently far from the ends of C that includes C ,
is planar, steady and stable, whereas as soon as λ > λ0, the motion is still
planar, but its regime becomes oscillatory, as evidenced by the time-periodic
∗Department of Mechanical Engineering and Materials Science, University of Pitts-
burgh, PA 15261. Work partially supported by NSF DMS Grant-1311983.
1
motion of the wake behind C ; [37, Chapter 3]. It is worth emphasizing that
the unsteadiness of the flow arises spontaneously even though the imposed
condition –uniform flow at far distances– is time-independent.
This is a beautiful and clear example of what, in mathematical terms, is
defined as time-periodic bifurcation. The main objective of this paper is to
provide a rigorous analysis of this interesting phenomenon.
In this respect, we begin to recall that, from the mathematical viewpoint,
this means to investigate the following set of (dimensionless) equations
∂tV + λ(V − e1) · ∇V = ∆V −∇P
divV = 0
}
in Ω× R
V = e1 at ∂Ω ×R ,
(1.1)
with the further condition
lim
|x|→∞
V (x, t) = 0 , t ∈ R . (1.2)
Here V and P are velocity and pressure fields of the liquid, Ω is the relevant
two-dimensional unbounded region of flow (the entire portion of the plane
outside the normal cross-section of C ), and e1 is a unit vector parallel to
v∞. It is known that, under suitable assumptions on λ0, the above equations
possess a unique steady-state solution branch (u(λ), p(λ)), with λ in a neigh-
borhood U(λ0) [11]. Writing V = v(x, t;λ)+u(x;λ), P = p(x, t;λ)+p(x;λ),
equations (1.1)–(1.2) become
∂τv+λ[(v − e1) · ∇v + u(λ) · ∇v + v · ∇u(λ)]= ∆v −∇p
divv = 0
}
in Ω× R
v = 0 at ∂Ω× R ,
(1.3)
with
lim
|x|→∞
v(x, t) = 0 , t ∈ R . (1.4)
Our bifurcation problem consists then in finding sufficient conditions for the
existence of a non-trivial family of time-periodic solutions to (1.3)–(1.4),
(v(λ), p(λ)), λ ∈ U(λ0), of period T = T (λ) (unknown as well), such that
(v(t;λ),∇p(t;λ))→ (0,0) as λ→ λ0.
In order to better understand the heart of the problem and the moti-
vation behind our approach, we begin to observe that, formally, (1.3)–(1.4)
can be thought of as a special case of evolution equations of the type
du
dt
= N(λ, u) , t ∈ R (1.5)
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where N : (λ, u) ∈ U(λ0) × X 7→ Y (X,Y Banach spaces) is a smooth
nonlinear operator with N(λ, 0) = 0, for all λ ∈ U(λ0). The objective
is then to find a family of time-periodic solutions u = u(t;λ) of period
T = T (λ), λ ∈ U(λ0), such that u(λ) → 0 as λ → λ0. Let L = L (λ) be
the linearization of N(λ, ·) around u = 0. Following the original ideas of
E. Hopf [19], one has in mind to employ the Implicit Function Theorem, so
that the bifurcation problem boils down to find conditions on λ0, and T (λ0)
ensuring that the operator
d
dt
−L (λ0)
is continuously invertible in a suitable class of time-periodic functions. The
latter implies that, in particular, the operator L (λ0) must enjoy this prop-
erty as well.
The first comprehensive investigation of time-periodic bifurcation may be
traced back to the influential work of E. Hopf [19] in the caseX = Y = Rn.(1)
There, Hopf shows the occurrence of bifurcation under a set of conditions
that can be roughly summarized as follows: (C1) 0 is not an eigenvalue of
L0 := L (λ0), which ensures, in particular, that L0 is continuously invertible;
(C2) L0 possesses two and only two purely imaginary eigenvalues ±iω0 (6= 0)
that are also simple, and (C3) As λ passes through λ0, the eigenvalues of
L (λ) “cross” the imaginary axis with nonzero speed.
The approach introduced by Hopf, lends itself to a natural extension to
the infinite-dimensional case, at least when the underlying function space
has a Hilbert structure, and L0 is the generator of an analytic semigroup,
with compact resolvent.
Along these lines of thought, Iudovich [22], Joseph & Sattinger [23], and
Iooss [20] pioneered the investigation of the occurrence of self-oscillation in
a viscous flow in a bounded domain. More precisely, they furnished sufficient
conditions, basically of the same type as those listed above, for the existence
(and uniqueness) of bifurcating time-periodic solutions from steady-state
solutions to the Navier-Stokes equations. (2)
It is important to emphasize that the assumption that the flow occurs in
a bounded domain is fundamental. In fact, it ensures, among other things,
that L0 has a purely discrete spectrum which, in turn, implies that if 0 is
not an eigenvalue then L0 has a bounded inverse.
(1)However, see also the previous contributions of Poincare´ [35] and Andronov & Witt
[1].
(2)For further development of the theory, its generalization and major applications to
the Navier-Stokes equations, we refer to, e.g., [7, 21, 6, 40, 26] and the reference therein.
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In the case of an exterior domain (flow past an obstacle), L0 assumes
the following form
L0(v) := P [∆v + λ0(e1 · ∇v − u(λ0) · ∇v − v · ∇u(λ0))] , (1.6)
where P is the Helmholtz projection.(3) However, when defined in its “nat-
ural space”, namely, the subspace, Z2,q, 1 < q <∞, of solenoidal functions
from the Sobolev space W 2,q with zero trace at the boundary, the operator
L0 in (1.6) shows a non-empty essential spectrum, and worse, 0 is a point
of this spectrum for all λ0 [4, 8]. As a result, the property of continuous
invertibility of L0 is no longer secured.
Nonetheless, if we define L0 on an appropriate homogeneous Sobolev
space, B, then we can show that L0 is Fredholm of index 0 (see [15, The-
orem 3.1], [11, Theorem 1.8]), so that, in this framework, bounded invert-
ibility is again guaranteed by requiring that 0 is not an eigenvalue. These
observations suggest that for flow past an obstacle, the study of (1.3)–(1.4)
and the associated time-periodic bifurcation problem should be performed
in the Banach space, B, where L0 enjoys the Fredholm property. This is,
in fact, the approach employed by Babenko [5], successively revisited and
extended in a non-trivial way by Sazonov [36], also along the ideas of the
seminal paper [22].(4) We wish to emphasize that the methods used by these
authors work in dimension n = 3, whereas they do not admit any sensible
generalization to the case n = 2; see, e.g., [3, p.39].
It is worth remarking that the space B above is a subclass of the space
where steady-state solutions to (1.1)–(1.2) exist. In this respect, we recall
that it is a standard procedure, for flow in exterior domains, to formulate
time-periodic problems in function spaces where steady-state solutions exist;
see, e.g., [31, 32, 28, 38, 16, 24, 34] and the reference therein. However, as
first pointed out in [13, 14] even though “natural” at first sight (“steady
state solution is a special case of a time-periodic one”), this formulation
is not convenient, and, in fact, as detailed in [14], is unable to cover the
two-dimensional problem of flow past a cylinder, which is the focus of this
paper. In view of these considerations, in [13, 14] we introduced a different
method that, essentially, consists in reformulating the original problem as a
coupled nonlinear system constituted by an elliptic equation, formulated in
the “natural” space of steady-state solutions, and a parabolic equation that
can be framed in a much “better” space; see also the analysis of Kyed in
[27].
(3)For notation, see the next section.
(4)See also Melcher et al. [33] for a whole-space, vorticity formulation.
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The approach we propose to study time-periodic bifurcation stems from
the one introduced in [14] and, in our opinion, is simpler and more direct
than those of [5, 36], with the further advantage that it allows us to cover the
two-dimensional case. Basically, it consists of two main steps. We first split
the sought solution, u, as sum of its time average over a period, u(1), and
of its “purely periodic” component, u(2), with zero average. Accordingly,
the original problem (1.5) then splits into a coupled (nonlinear) “elliptic-
parabolic” system in the unknowns u(1) and u(2), of the form
L0(u
(1)) = N1(λ, u
(1), u(2)) ,
d
dt
u(2) − L0(u(2)) = N2(λ, u(1), u(2)) , (1.7)
where Ni, i = 1, 2, are suitable (smooth) nonlinear operators. Now, the
crucial point that makes our method different than those of [5, 36], is that,
in spite of the fact that the operator L0 is formally the same (see (1.6))
we frame the two equations in (1.7) in two different function spaces, by
choosing domains D and ranges R of L0 appropriately. Specifically, in (1.7)1
we take L0 ≡ L˜0 with D coinciding with the “natural” Banach space B of
steady-state solutions and R ⊆ Lq, for suitable q > 1, whereas in (1.7)2, we
pick L0 ≡ L0, with D := Z2,2, and R ⊆ L2. Once the steady-state part u(1)
of the solution has been “isolated” in the sense specified above, we can then
show that the bifurcation problems reduces, essentially, to the study of the
property of the parabolic operator du/dt−L0(u) in (1.5)2 in the standard
L2 context, exactly as in the case of a bounded region of flow [22, 23]. For
this reason, it presents no further conceptual difficulties.
Although our approach could be applied to a vast class of evolutionary
equations, we shall employ it here to study time-periodic bifurcation from a
steady-state Navier-Stokes flow past a cylinder. More specifically, under the
assumptions (H1)–(H3) formulated later on in the paper –which resemble
conditions (C1)–(C3) of the original paper of Hopf– we show, by means of the
implicit function theorem, the existence of a one-parameter family of time-
periodic solutions, branching out the steady-state solution s0 at λ = λ0; see
Theorem 4.1(a). A characteristic feature of these solutions is that they exist
either for λ < λ0 or for λ > λ0, so that the bifurcation is either subcritical or
supercritical; see Theorem 4.1(c). Moreover, we prove that (up to a phase
shift) any other time-periodic solution branching out of (λ0, s0) must belong
to the above family, under a further assumption on the branching frequency
that is validated by numerical tests; see Theorem 4.1(b) and Theorem 5.1.
In more detail, the plan of the paper is the following. After introducing
some basic notation in Section 2, in the following Section 3 our main objec-
tive is to analyze the relevant properties of the linearized operators L˜0 and
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L0. To this end, we recall in Proposition 3.1 that L˜0, when defined in the
classical homogeneous and anisotropic Sobolev space of steady-state solu-
tions to (1.4)–(1.4), is Fredholm of index 0. This circumstance is supportive
of our first assumption (H1), namely, that the null space of L˜0 is trivial,
so that L˜0 is boundedly invertible. Successively, we analyze the proper-
ties of the operator L0 in a subspace of the Sobolev space W
2,2, and its
“parabolic” counterpart, Q(u) := du/dt−L0(u), in the space W 22π,0 of max-
imal L2-regularity of 2π-periodic functions with zero average over a period.
In this respect, in Proposition 3.3, we prove that L0 may have an at most
countable number of purely imaginary eigenvalues that can only cluster at
0; moreover, each of these eigenvalues is isolated and of finite algebraic mul-
tiplicity. This provides the basis, on the one hand, of our assumption (H2)
that requires, in particular, that L0 has a simple, purely imaginary eigen-
value. On the other hand, by resorting to a classical result on perturbations
of simple eigenvalues (see Proposition 3.5), it also supports assumption (H3)
regarding the way in which the eigenvalues of L (λ) “cross” the imaginary
axis when λ passes λ0. We then study the properties of the operator Q,
and show that it is Fredholm of index 0 (Lemma 3.5). The latter, combined
with assumption (H2) allows us to give necessary and sufficient conditions
for the bounded invertibility of Q. With these results in hand, in Section
4, Theorem 4.1, under the assumptions (H1)–(H3) we prove the result of
existence of a one-parameter family of time-periodic solutions to (1.3)–(1.4)
mentioned earlier on, with the property of being either subcritical or super-
critical. Finally, the uniqueness property of these solutions is discussed, in
full generality, in Section 5; see Theorem 5.1.
2 Notation
We let N, Z, and R, C represent, in the order, the sets of positive and relative
integers, and the fields of real and complex numbers. Thus, R2 indicates
the whole plane. The canonical base in R2 is denoted by B := {e1,e2}. A
vector u will have two components in B, denoted by u1 and u2, respectively.
Likewise, coordinates of a point x ∈ R2 in the frame {O,e1,e2}, O ∈ R2,
will be indicated by x1, x2.
Ω stands for a fixed planar exterior domain, namely, the complement of
the closure of a bounded, open, and simply connected set, Ω0, of R
2. We
shall assume Ω of class C2. Moreover, we take the origin O of the coordinate
system in Ω0, and denote by R∗ > 0 a number such that the closure of Ω0
is strictly contained in the disk {x ∈ R2 : (x21 + x22)
1
2 < R∗}.
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For R ≥ R∗, we let
ΩR = Ω ∩ {x ∈ R2 : (x21 + x22)
1
2 < R} , ΩR = Ω− ΩR ,
where the bar denotes closure.
We set ∂tu := ∂u/∂t, ∂1u := ∂u/∂x1, and indicate by D
2u the matrix
of the second derivatives of u.
For an open and connected set A ⊆ R2, Lq(A), Lqloc(A), 1 ≤ q ≤ ∞,
Wm,q(A), Wm,q0 (A), m ≥ 0, (W 0,q ≡ W 0,q0 ≡ Lq), stand for the usual
Lebesgue and Sobolev classes, respectively, of real or complex functions. (5)
Norms in Lq(A) and Wm,q(A) are indicated by ‖.‖q,A and ‖.‖m,q,A. The
scalar product of functions u, v ∈ L2(A) will be denoted by 〈u, v〉A. In the
above notation, the symbol A will be omitted, unless confusion arises.
As customary, for q ∈ [1,∞] we let q′ = q/(q−1) be its Ho¨lder conjugate.
By D1,q(Ω), 1 < q <∞, we denote the space of (equivalence classes of)
functions u such that ‖∇u‖q <∞ . Moreover, setting,
D(Ω) := {u ∈ C∞0 (Ω) : divu = 0}
we let D1,20 (Ω) be the completion of D(Ω) in the norm ‖∇(·)‖2, and set
Z2,2(Ω) := W 2,2(Ω) ∩ D1,20 (Ω) .
Furthermore, we denote by Hq(Ω), 1 < q < ∞, (H2(Ω) ≡ H(Ω)) the
completion of D(Ω) in the norm Lq(Ω) and let Pq be the (Helmholtz) pro-
jection from Lq(Ω) onto Hq(Ω). Pq is independent of q [12, §III.1], so that
we shall simply denote it by P.
For q ∈ (1, 3/2), we define
X2,q(Ω) :=
{
u ∈ L1loc(R2): u2 ∈ L
2q
2−q (Ω) ,∇u2, ∂1u,D2u ∈ Lq(Ω) ,
u ∈ L 3q3−2q (Ω) ,∇u ∈ L 3q3−q (Ω)
}
.
and
X2,q0 (Ω) :=
{
u ∈ X2,q(Ω) : divu = 0 , u|∂Ω = 0
}
.
As is known, X2,q(Ω) and X2,q0 (Ω) become Banach spaces when endowed
with the “natural” norm
‖u‖X2,q := ‖u2‖ 2q
2−q
+ ‖∇u2‖q + ‖u1‖ 3q
3−2q
+ ‖∇u‖ 3q
3−q
+ ‖∂1u‖q + ‖D2u‖q ;
(5)We shall use the same font style to denote scalar, vector and tensor function spaces.
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see [12, §XII.5].
If M is a map between two spaces, we denote by N [M ] and R [M ] its
null space and range, respectively.
In the following, B is a real Banach space with associated norm ‖ · ‖B .
By BC := B + iB we denote the complexification of B.
For q ∈ [1,∞], Lq(0, 2π;B) is the space of functions u : (0, 2π) → B such
that(∫ 2π
0
‖u(t)‖qB
) 1
q
<∞, if q ∈ [1,∞) ; ess sup
t∈[0,2π]
‖u(t)‖B <∞, if q =∞.
Also, by C(0, 2π;B) we indicate the set of functions u : [0, 2π] → B which
are continuous from [0, 2π] with values in B.
Given a function u : (x, t) ∈ Ω × [0, 2π] → R2, we let u = u(x) be its
average over [0, 2π], namely,
u(x) :=
1
2π
∫ 2π
0
u(x, t)dt .
Furthermore, we shall say that u is 2π-periodic, if u(x, 0) = u(x, 2π), for a.a.
x ∈ Ω. Clearly, such functions can be extended periodically to all t ∈ R.
We then define
W 22π,0(Ω) :=
{
u ∈W 1,2(0, 2π;H(Ω)) ∩L2(0, 2π;Z2,2(Ω)) :
u is 2π-periodic with u = 0
}
with associated norm
‖u‖W 22pi,0 :=
(∫ 2π
0
‖∂tu(t)‖22dt
)1/2
+
(∫ 2π
0
‖u(t)‖22,2dt
)1/2
.
Likewise, setting
Ω2π := Ω× [0, 2π]
we define
L2π,0(Ω) :=
{
u ∈ L2(Ω2π)) : u is 2π-periodic with u = 0
}
,
and its subspace
H2π,0(Ω) :=
{
u ∈ L2(0, 2π;H(Ω)) : u is 2π-periodic with u = 0
}
.
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Moreover, for u,v ∈ L 22π,0(Ω) we put
(u|v) :=
∫ 2π
0
〈u(t),v(t)〉 dt .
Finally, by c, c0, c1, etc., we denote positive constants, whose partic-
ular value is unessential to the context. When we wish to emphasize the
dependence of c on some parameter ξ, we shall write c(ξ).
3 Analysis of the Relevant Linearized Operators
Objective of this section is to introduce some relevant linear operators and
study their main properties in different function spaces.
To this end, for λ0 > 0 and a given (sufficiently smooth) vector field
u0 = u0(x), we consider the following operator, which can be viewed as a
“perturbation” to the classical Oseen operator:
v 7→ P [∆v + λ0(∂1v − u0 · ∇v + v · ∇u0)] . (3.1)
The next result is shown in [11, Theorem 1.8].
Proposition 3.1 Let u0 ∈ X2,q(Ω), q ∈ (1, 6/5]. Then
L˜0 : v ∈ X2,q0 (Ω) 7→ P [∆v + λ0(∂1v − u0 · ∇v + v · ∇u0)] ∈ Hq(Ω) (3.2)
is Fredholm of index 0.
With the help of this proposition one can show the following one, whose
proof can be found in [11, Theorem 2.3].
Proposition 3.2 Assume that (u0, p0) ∈ X2,q(Ω) ×D1,q(Ω), 1 < q < 6/5,
is a solution to the steady-state problem
∆u+ λ∂1u = λu · ∇u+∇p
divu = 0
}
in Ω
u = e1 at ∂Ω , lim
|x|→∞
u(x) = 0 ,
(3.3)
with λ = λ0. Then, if
N[L˜0] = {0} , (3.4)
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problem (3.3) has a solution that is (real) analytic at λ = λ0. Precisely,
there is a neighborhood U(λ0) of λ0 and a family of solutions to (3.3),
(u(λ), p(λ)) ∈ X2,q(Ω)×D1,q(Ω), λ ∈ U(λ0), such that the series
u(λ) = u0 +
∞∑
k=1
(λ− λ0)kuk , p(λ) = p0 +
∞∑
k=1
(λ− λ0)kpk
are absolutely convergent in X2,q(Ω) and D1,q(Ω), respectively.
We now consider the operator (3.1) with domain of definition Z2,2(Ω) ⊂
H(Ω) and values in H(Ω), and denote it by L0. Since Z
2,2(Ω) is dense in
H(Ω), L0 is densely defined. We are interested to establish certain impor-
tant properties of the spectrum σ(L0). To do this, we extend L0 to a linear
operator (still denoted by L0) on Z
2,2
C
(Ω) and HC(Ω):
L0 : DC(L0) ⊂ HC(Ω) 7→ HC(Ω) , DC(L0) := Z2,2C (Ω) . (3.5)
We shall then show, in particular, that the intersection of σ(L0), with {iR−
{0}} can only be constituted by a finite or countable number of eigenvalues
with finite multiplicity (see Proposition 3.3).
The proof of this property requires a number of preparatory results.
Lemma 3.1 Let ω ∈ R − {0}. Then, for a given f ∈ L2
C
(Ω) there is a
unique corresponding (u, p) ∈W 2,2
C
(Ω)×D1,2
C
(Ω) such that
∆u+ λ0 ∂1u− iω u = f +∇p
divu = 0
}
in Ω ,
u = 0 at ∂Ω .
(3.6)
Moreover, there are constants c and c0 depending only on Ω, such that (u, p)
satisfies the following inequality
‖D2u‖2+|ω|
1
2 ‖∇u‖2+|ω|‖u‖2+‖∇p‖2 ≤ c ‖f‖2 , |ω| ≥ max{λ20, 1} . (3.7)
Proof. If we dot-multiply both sides of (3.6)1 by u
∗ (∗ := complex conjuga-
tion), integrate by parts over Ω and use (3.6)2,3, we formally obtain
−‖∇u‖22 − iω‖u‖22 = 〈f ,u∗〉 − λ0〈∂1u,u∗〉 .
By separating real and imaginary parts, and applying Schwartz inequality
we infer
‖∇u‖22 ≤ ‖u‖2‖f‖2
|ω| ‖u‖2 ≤ λ0‖∇u‖2 + ‖f‖2
(3.8)
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Replacing (3.8)1 into (3.8)2 and using Cauchy-Schwartz inequality, we easily
show that
|ω| ‖u‖2 ≤ ‖f‖2 + λ0 ‖u‖
1
2
2 ‖f‖
1
2
2 ≤
(
1 +
λ20
2|ω|
)
‖f‖2 + |ω|
2
‖u‖2
which implies
|ω| ‖u‖2 ≤
(
2 +
λ20
|ω|
)
‖f‖2 . (3.9)
Replacing this time (3.9) into (3.8)1 we also show
|ω| 12‖∇u‖2 ≤
(
2 +
λ20
|ω|
) 1
2
‖f‖2 . (3.10)
By means of the latter two estimates in conjunction with the classical
Galerkin method, one can prove by standard arguments the existence of
a (weak) solution to (3.6) (u, p) ∈ W 1,2
C
(Ω) × L2loc(ΩR) for all R > R∗; see,
e.g. [12, §VII.2]. We now write (3.6) as the following Stokes problem
∆u = F +∇p
divu = 0
}
in Ω ,
u = 0 at ∂Ω .
(3.11)
with F := λ0 ∂1u− iωu+f . In view of (3.9)–(3.10) we get F ∈ L2C, so that,
by well-known results [12, Theorem IV.5.1, Theorem V.5.3(ii)] we deduce
that (u, p) ∈ Z2,2
C
(Ω)×D1,2
C
(Ω). The existence property is thus secured. As
for uniqueness in the class Z2,2
C
, it is readily established. In fact, it is enough
to proceed as in the proof of (3.9)–(3.10) with f ≡ 0. It remains to show
the validity of (3.7). To this end, we observe that, since, obviously
‖F ‖2 ≤ (λ0 ‖∇u‖2 + |ω| ‖u‖2 + ‖f‖2) ,
from [12, Remark IV.4.2, Lemma V.4.3] we deduce
‖∇p‖2 + ‖D2u‖2 ≤ c (λ0 ‖∇u‖2 + |ω| ‖u‖2 + ‖f‖2 + ‖u‖2,ΩR∗ ) ,
with some c = c(Ω). Inequality (3.7) then follows, under the stated assump-
tions on |ω|, from the latter and (3.9)–(3.10). The lemma is completely
proved.

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Lemma 3.2 The operator
K : v ∈ Z2,2(Ω) 7→ u0 · ∇v + v · ∇u0 ∈ L2(Ω)
is compact.
Proof. We begin to observe that the embeddings
Z2,2(Ω) ⊂W 1,2(ΩR)
W 1,2(ΩR) ⊂ Lr(Ω) , r ∈ (1,∞)
}
are compact, for all R > R∗ . (3.12)
Now, let {vn} ⊂ Z2,2(Ω) with ‖vn‖2,2 = 1, for all n ∈ N, and let v ∈ Z2,2(Ω)
be its weak limit. Without loss of generality, we may assume v = 0, which
gives K (v) = 0. For any R > R∗ we show that
‖u0 · ∇vn‖2 ≤ ‖u0‖∞‖∇vn‖2,ΩR + ‖u0‖∞,ΩR‖vn‖2,2 (3.13)
Likewise, by Ho¨lder inequality,
‖vn · ∇u0‖2 ≤ ‖∇u0‖ 2q
2−q
‖vn‖q′,ΩR + c1 ‖∇u0‖ 2q
2−q
,ΩR‖vn‖2,2 . (3.14)
Since, by assumption, u0 ∈ X2,q(Ω), 1 < q < 6/5, it follows that u ∈
D1,2q/(2−q)(Ω), on the one hand, and, on the other hand, u0 ∈ L∞(Ω) with
u0(x) → 0 uniformly, as |x| → ∞; see [14, Lemma 1]. As a result by
(3.12)–(3.14), and taking R arbitrarily large, we may conclude
lim
n→∞
‖K (vn)‖2 = 0 .
which proves the claimed compactness property of K , and completes the
proof of the proposition.

Lemma 3.3 Let u0 ∈ X2,q(Ω), 1 < q < 6/5, and let ω ∈ R−{0}. Then,(6)
the operator
L0 − iωI , (3.15)
with L0 defined in (3.5) , is Fredholm of index 0.
Proof. We begin to notice that, as immediately checked, L0 is (graph)
closed. In fact, this follows from [25, Theorem 1.11 in Chapter IV], since
L0 = L1 + K , where L1 : Z
2,2
C
(Ω) ⊂ HC(Ω) 7→ HC(Ω) is obviously closed
(6)By I we mean the identity operator in HC.
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(Lemma 3.1) and, by Lemma 3.2, K is L1-compact. These two combined
properties also show that (3.15) is Fredholm of index 0 (e.g. [18, Theorem
XVII.4.3]). The lemma is thus proved.

We are now in a position to show the first main result of this section.
Proposition 3.3 Let u0 ∈ X2,q(Ω), 1 < q < 6/5, and L0 be defined in
(3.5). Then σ(L0) ∩ {iR − {0}} consists, at most, of a finite or countable
number of eigenvalues, each of which is isolated and of finite (algebraic)
multiplicity, that can only accumulate at 0.
Proof. Set Lω := L0 − iω I. By Lemma 3.3 we know that Lω : HC(Ω) 7→
HC(Ω) is an (unbounded) Fredholm operator of index 0, for all ω ∈ R−{0}.
Thus, in view of well-known results (e.g. [18, Theorem XVII.2.1]), in order to
prove the stated property it is enough to show that there is ω > 0 such that
for all |ω| > ω, N [Lω] = {0}. Now, the equation Lω(v) = 0 is equivalent
to the following problem
∆v + λ0 ∂1v − iω v = λ0 (u0 · ∇v + v · ∇u0) +∇p
divv = 0
}
in Ω ,
v = 0 at ∂Ω ,
(3.16)
with (v, p) ∈ Z2,2
C
(Ω) × D1,2
C
(Ω). Using Lemma 3.1 and (3.7) in problem
(3.16), with the help of Ho¨lder inequality we get, in particular, for all |ω| ≥
max{λ20, 1},
‖D2v‖2 + |ω| 12‖∇v‖2 + |ω|‖v‖2 ≤ c λ0 ‖u0 · ∇v + v · ∇u0‖2
≤ cλ0
(
‖u0‖∞‖∇v‖2 + ‖∇u0‖ 2q
2−q
‖v‖q′
)
.
Using the Sobolev embedding W 1,2(Ω) ⊂ Lq′(Ω) in the latter, we thus infer
that
‖D2v‖2 + |ω|
1
2‖∇v‖2 + |ω|‖v‖2 ≤ m1 ‖v‖2 +m2 ‖∇v‖2
where
m1 := c1 λ0 ‖∇u0‖ 2q
2−q
, m2 = c1 λ0(‖u0‖∞ + ‖∇u0‖ 2q
2−q
) ,
and c1 = c1(Ω), from which the desired property follows by choosing ω :=
max{m1,m22, λ20, 1}.

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Denote by U(λ0) a neighborhood of λ0, and, for q ∈ (1, 6/5), let
λ ∈ U(λ0) 7→ u(λ) ∈ X2,q(Ω) , (3.17)
be a continuous map with u(λ0) = u0. Consider, alongside, the one-
parameter family of operators defined by
L (λ) : v ∈ D (L (λ)) ⊂ HC(Ω)
7→ P [∆v + λ (∂1v − u(λ) · ∇v − v · ∇u(λ))] ∈ HC(Ω) ,
(3.18)
with D(L (λ)) ≡ D(L0) = Z2,2C (Ω), and λ ∈ U(λ0). Obviously, L (λ0) =
L0. Assume, next, that
µ0 := iω0 , some ω0 ∈ R− {0} ,
is in the spectrum of L (λ0). Then, by Proposition 3.3, µ0 must be an
eigenvalue of finite multiplicity. We are interested in the behavior of the
eigenvalues, µ = µ(λ), of L (λ) for λ ∈ U(λ0). To this end, we recall
that µ0 is simple (of multiplicity 1, that is) if, denoting by v0 the corre-
sponding normalized eigenvector, v0 6∈ R[L0 − µ0 I]. Since L0 − µ0 I is
Fredholm of index 0, we have dimN [L0 − µ0 I] = codimR [L0 − µ0 I] = 1,
and this implies, in particular, that, letting L ∗0 be the adjoint operator of
L0, dimN[L
∗
0 − µ0 I] = 1 and that there is v∗0 ∈ N[L ∗0 − µ0 I] such that
〈v∗0,v0〉 6= 0; see, e.g., [39, Section 8.4]. For convenience, we normalize v∗0 in
such a way that
〈v∗0,v0〉 = π−1 . (3.19)
The following result holds (see [40, Proposition 79.15 and Corollary
79.16]).
Proposition 3.4 Let µ0 be a simple eigenvalue of L0, and let the map
(3.17) be of class Ck, k ≥ 1. Then, there are neighborhoods U1(λ0) ⊆ U(λ0)
of λ0, and V (µ0) ⊂ C of µ0, such that for each λ ∈ U1(λ0) there is one and
only one eigenvalue µ(λ) ∈ V (µ0) of L (λ). Moreover, the map λ 7→ µ(λ) is
of class Ck and we have
µ′(λ0) = 〈v∗0, ∂1v0−u0 · ∇v0− v0 · ∇u0− λ0 (u′(λ0) · ∇v0+ v0 · ∇u′(λ0))〉 .
(3.20)
We now turn our focus to the study of some important properties of the
time-dependent operator
Q := ω0 ∂τ −L0 : W 22π,0(Ω) 7→ H2π,0(Ω) , ω0 > 0 . (3.21)
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In particular, we are interested in determining necessary and sufficient con-
ditions under which Q possesses a bounded inverse. To this end, we begin
to recall the following result, which is a particular case of that proved in [14,
Proposition 3]
Lemma 3.4 The operator
ω0 ∂τ − P [∆ + λ0 ∂1] : W 22π,0(Ω) 7→ H2π,0(Ω)
is a homeomorphism.
With the help of this lemma, we can prove the following one.
Lemma 3.5 Let u0 ∈ X2,q(Ω). Then, the operator Q defined in (3.21) is
Fredholm of index 0.
Proof. In view of Lemma 3.4, it is enough to show that the operator
C : v ∈ W 22π,0(Ω) 7→ u0 · ∇v + v · ∇u0 ∈ L 22π,0(Ω)
is compact. Let {vk} ⊂ W 22π,0(Ω) with ‖vk‖W 22pi,0 = 1, for all k ∈ N. We may
then select a sequence (again denoted by {vk}) and find v∗ ∈ W 22π,0(Ω) such
that
vk → v∗ weakly in W 22π,0(Ω). (3.22)
Without loss of generality, we may take v∗ ≡ 0. From (3.22) and Lions-
Aubin lemma we then have∫ 2π
0
(‖vk(τ)‖22,ΩR + ‖∇vk(τ)‖22,ΩR)→ 0 as k →∞, for all R > R∗ ,
(3.23)
which implies, by embedding,∫ 2π
0
‖vk(τ)‖2q′,ΩR → 0 as k →∞, for all R > R∗ , (3.24)
By the Ho¨lder inequality,∫ 2π
0
‖u0·∇vk(τ)‖22 ≤ ‖u0‖2∞
∫ 2π
0
‖∇vk(τ)‖22,ΩR+‖u0‖2∞,ΩR
∫ 2π
0
‖∇vk(τ)‖22 ,
which, by (3.23) and the arbitrariness of R implies
lim
k→∞
∫ 2π
0
‖u0 · ∇vk(τ)‖22 = 0 . (3.25)
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Likewise, again by Ho¨lder inequality,∫ 2π
0
‖vk(τ) · ∇u0‖22 ≤ ‖∇u0‖22q
2−q
∫ 2π
0
‖vk(τ)‖2q′,ΩR
+‖∇u0‖22q
2−q
,ΩR
∫ 2π
0
‖vk(τ)‖2q′ .
Recalling that W 22π,0(Ω) ⊂ L∞(0, 2π;Ls(Ω)), for all s ∈ [2,∞) (e.g. [14,
Lemma 2(a)], from the latter inequality and (3.24) we deduce
lim
k→∞
∫ 2π
0
‖vk(τ) · ∇u0‖22 = 0 . (3.26)
Combining (3.25) and (3.26) we thus conclude
lim
k→∞
‖C (vk)‖L2(Ω2pi) = 0 ,
which completes the proof of the lemma.

Lemma 3.6 Let L0 be as in Proposition 3.3. Assume µ0 := iω0 ∈ σ(L0) is
a simple eigenvalue, while µk := i k ω0 6∈ σ(L0), whenever k ∈ N− {0, 1}.(7)
Let v0 be the (unique) normalized eigenvector corresponding to µ0 , and set
v1 = ℜ[v0 ei τ ] , v2 = ℑ[v0 ei τ ] . (3.27)
Then
dimN [Q] = 2
and {v1,v2} is a basis in N [Q].
Proof. It is clear that S := span {v1,v2} ⊆ N [Q]. Conversely, take w ∈
N[Q]. We may expand w in Fourier series
w =
∞∑
ℓ=−∞
wℓ e
i ℓ τ ; wℓ(x) :=
1
2π
∫ 2π
0
w(x, t) e−i ℓ τdt ; w0(x) ≡ 0 . (3.28)
Evidently, wℓ ∈ Z2,2C (Ω) ≡ DC (L0) . From Q(w) = 0 we then deduce
i ℓ ω0wℓ −L0(wℓ) = 0 , wℓ ∈ DC (L0) , ℓ ∈ Z ,
(7)Notice that, by Proposition 3.3, there could be only a finite number of such µk.
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which, recalling that from Proposition 3.3 the µk’s can only be eigenvalues,
by assumption and (3.28)3 implies wℓ = 0 for all ℓ ∈ Z−{±1}. Thus w ∈ S,
and the lemma is completely proved.

We are now in a position to show the second main result of this section.
Proposition 3.5 Let the assumptions of Lemma 3.6 be satisfied, and set
v∗1 = ℜ[v∗0 e−i τ ] , v∗2 = ℑ[v∗0 e−i τ ] . (3.29)
where v∗0 is the (uniquely determined) element of N [L
∗
0 − µ0 I] satisfying
(3.19).(8) Then, for a given f ∈ H2π,0(Ω), necessary and sufficient condition
for the problem
Q(v) := ω0 ∂τv −L0(v) = f , v ∈ W 22π,0(Ω) ,
to have a solution is that
(v∗1|f) = (v∗2|f) = 0 . (3.30)
This solution is also unique, provided (v∗1|v) = (v∗2|v) = 0 and, in such a
case, there is c = c(Ω) such that
‖v‖W 22pi,0 ≤ c ‖f‖H2pi,0 .
Proof. Since, by Lemma 3.5, Q is Fredholm of index 0, and, by Lemma 3.6
dimN [Q] = 2, it follows (e.g. [39, Proposition 8.14(4)]) that dimN [Q∗] = 2
where
Q∗ := −ω0 ∂τ −L ∗0
is the adjoint of Q. In view of the stated properties of v∗0 , we infer that
span {v∗1,v∗2} = N [Q∗], and the proposition follows from another classical
result on Fredholm operators (e.g., [39, Proposition 8.14(2)]).

(8)Recall that dimN [L ∗0 − µ0 I ] = 1.
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4 Bifurcating Time-Periodic Solutions.
We begin to put the original problem (1.3)–(1.4) in a different and equivalent
form that will allow us to employ the results established in the previous
section.
To this end, let λ0 (> 0) be a value of the Reynolds number for which
the steady-state problem (3.4) has a solution (u0, p0) ∈ X2,q(Ω)×D1,q(Ω),
1 < q < 6/5. We suppose that λ0 is such that (u0, p0) is a point of an
analytic solution branch (u(λ), p(λ)) to (3.4), for all λ in a neighborhood
U(λ0) of λ0. By Proposition 3.2, such a λ0 exists if we assume that
N [L˜0] = {0}, with L˜0 defined in (3.2) , (H1)
or, equivalently,
∆u+ λ0( ∂1v −u0 · ∇u− u · ∇u0) = ∇φ
divu = 0
}
in Ω
u = 0 at ∂Ω , (u, φ) ∈ X2,q(Ω)×D1,q(Ω) , 1 < q < 65 ,
=⇒ u ≡ 0 .
(H1∗)
Our first objective is to prove the existence of a family of time-periodic
solutions of period T := 2π/ω (to be determined) to (1.3), bifurcating from
the point (λ0; (u0, p0)). To this end, following Lindtstedt [29] and Poincare´
[35], we introduce the scaled time τ := ω t, so that (1.3) becomes
ω ∂τv+λ[(v − e1) · ∇v + u(λ) · ∇v + v · ∇u(λ)]= ∆v −∇p
divv = 0
}
in Ω2π
v = 0 at ∂Ω2π ,
(4.1)
We next split v and p as the sum of their time average, (v, p), over
the time interval [0, 2/π], and their “purely periodic” component (w :=
v − v, ϕ := p− p). In this way, problem (4.1) can be equivalently rewritten
as the following coupled nonlinear elliptic-parabolic problem
∆v + λ0( ∂1v − u0 · ∇v − u0 · ∇v) = ∇p+N 1(λ,v,w)
divv = 0
}
in Ω
v = 0 at ∂Ω ,
(4.2)
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and
ω0 ∂τw −∆w − λ0 (∂1w− u0 · ∇w −w · ∇u0)
= ∇ϕ+N 2(λ, ω,v,w)
divw = 0
 in Ω2π
w = 0 at ∂Ω2π ,
(4.3)
where ω0 > 0, and
N1 := (λ0 − λ) [∂1v − u(λ) · ∇v − v · ∇u(λ)]
+λ0 [(u(λ)− u0) · ∇v + v · ∇(u(λ)− u0)]
+λ
[
v · ∇v +w · ∇w
]
,
(4.4)
and
N 2 := (ω0 − ω) ∂τw + (λ− λ0) [∂1w − u(λ) · ∇w −w · ∇u(λ)]
−λ0
[
(u(λ)− u0) · ∇w +w · ∇(u(λ)− u0)
]
+λ
[
w · ∇v + v · ∇w +w · ∇w −w · ∇w
] (4.5)
Some functional properties of the quantities N i, i = 1, 2, are proved
next.
Lemma 4.1 Let 1 < q < 6/5. The following bilinear maps are continuous
M1 : (v1,v2) ∈ [X2,q(Ω)]2 7→ v1 · ∇v2 ∈ Lq(Ω) ,
M2 : (w1,w2) ∈ [W 22π,0(Ω)]2 7→
∫ 2π
0
w1 · ∇w2 ∈ Lr(Ω) , r = q, 2 ,
M3 : (v,w) ∈ X2,q(Ω)×W 22π,0(Ω) 7→ v · ∇w ∈ L 22π,0(Ω) ,
M4 : (v,w) ∈ X2,q(Ω)×W 22π,0(Ω) 7→ w · ∇v ∈ L 22π,0(Ω) ,
M5 : (w1,w2) ∈ [W 22π,0(Ω)]2 7→ w1 · ∇w2 ∈ L 22π,0(Ω) .
Proof. The continuity of M1 is shown in [12, Lemma XII.5.4]. In order to
show the remaining properties, we recall the following continuous embed-
dings (see [14, Lemmas 1 and 2])
X2,q(Ω) ⊂ L∞(Ω) ; X2,q(Ω) ⊂ D1, 2q2−q (Ω) ;
W 22π,0(Ω)⊂L∞(0, 2π;Ls(Ω)) , all s ∈ [2,∞) ; W 22π,0(Ω)⊂L4(0, 2π;W 1,4(Ω)) .
(4.6)
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Therefore, by (4.6) and Ho¨lder inequality we deduce
‖M2(w1,w2)‖q ≤
∫ 2π
0
‖w1‖ 2q
2−q
‖∇w2‖2 ≤ c1 ‖w1‖W 22pi,0‖w2‖W 22pi,0
‖M2(w1,w2)‖2 ≤
∫ 2π
0
‖w1‖4‖∇w2‖4 ≤ c2 ‖w1‖W 22pi,0‖w2‖W 22pi,0
‖M3(w,w)‖L 22pi,0 ≤ ‖v‖∞
(∫ 2π
0
‖∇w2‖22
) 1
2 ≤ c3 ‖v‖X2,q‖w2‖W 22pi,0
‖M4(w,v)‖2 ≤ ‖∇v‖ 2q
2−q
(∫ 2π
0
‖w‖2q′
) 1
2 ≤ c4 ‖v‖X2,q‖w‖W 22pi,0
‖M5(w1,w2)‖2 ≤
(∫ 2π
0
‖w1‖44
) 1
4
(∫ 2π
0
‖∇w2‖44
) 1
4≤ c5 ‖w1‖W 22pi,0‖w2‖W 22pi,0
(4.7)

With the help of this lemma, and recalling the definition of L˜0 and Q
given in (3.4) and (3.23), respectively, we may infer that problems (4.2)–(4.5)
can be equivalently rewritten in the following operator form
L˜0(v) = N1(λ,v,w) in Hq(Ω) ,
Q(w) = N2(λ, ω,v,w) in H2π,0(Ω) ,
(4.8)
where Ni = PN i, i = 1, 2.
The desired bifurcation result will be obtained by showing that, under
appropriate assumptions on (λ0, ω0), there exists a non-trivial family of so-
lutions (v,w) ∈ X2,q0 (Ω)×W 22π,0(Ω) to (4.8) for (λ, ω) in a neighborhood of
(λ0, ω0).
Remark 4.1 The asymptotic side condition (1.4) is embodied in the func-
tion spaces where v and w are sought. In fact, since v ∈ X2,q0 (Ω), from [14,
Lemma 1] we have
lim
|x|→∞
|v(x)| = 0 uniformly,
whereas w ∈ W 22π,0(Ω) and [12, Theorem II.9.1] imply, for almost all t ∈
[0, 2π],
lim
|x|→∞
|w(x, t)| = 0 uniformly in x.
We next recall that, by Proposition 3.3, if iω0 ∈ σ(L0) then it must be
an eigenvalue of finite multiplicity, and, moreover, there is at most, a finite
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number of eigenvalues of the form i k ω0 with k ∈ N. With this in mind, we
make the more stringent hypothesis that ω0 be such that
µ0 := iω0 is an eigenvalue of multiplicity 1 of L0 ,
k µ0 , k ∈ N− {0, 1} is not an eigenvalue of L0 ,
(H2)
and look for solutions to (4.8) satisfying the further requirement
(w|v∗1) = ε , (w|v∗2) = 0 , (4.8)
where v∗i , i = 1, 2, is defined in Proposition 3.5, and ε ∈ (−1, 1).
We are now in a position to prove our main result on the existence and
uniqueness of bifurcating time-periodic solutions, along with their relevant
properties. To this end, we observe that, under the assumptions (H1) and
(H2) the eigenvalue µ(λ) of the operator L (λ) defined in (3.21) is a C∞-
function of λ in a suitable neighborhood of λ0, and (3.20) holds.
Theorem 4.1 Suppose that (H1) and (H2) hold and that, in addition,
ℜ[µ′(λ0)] 6= 0 . (H3)
Then, the following properties are valid.
(a) Existence. There are (real) analytic families
(v(ε),w(ε), ω(ε), λ(ε)) ∈ X2,q0 (Ω)×W 22π,0(Ω)× R2+ (4.12)
satisfying (4.8)–(4.8) for all ε in a neighborhood I(0) of 0, and such
that
(v(ε),w(ε)− εv1, ω(ε), λ(ε)) → (0,0, ω0, λ0) as ε→ 0 (4.13)
with v1 given in (3.27) . Moreover, the corresponding velocity field V
of the original problem (1.3) has the following form near ε = 0
V (x, τ ;λ(ε)) = u0(x)+ε [(cos τ)a1+(sin τ)a2]+ε
2 [V 1+V 2] , (4.14)
where ai ∈ Z2,2(Ω), i = 1, 2, and (V 1,V 2) ∈ X2,q0 (Ω) × W 22π,0(Ω)
satisfy
‖V 1‖X2q + ‖V 2‖W 22pi,0 ≤M ,
with M independent of ε→ 0.
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(b) Uniqueness. There is a neighborhood
U (0,0, ω0, λ0) ⊂ X2,q0 (Ω)×W 22π,0(Ω)× R2+
such that every (nontrivial) solution to (4.8) lying in U must belong,
up to a phase shift, to the family (4.12).
(c) Parity. The functions ω(ε) and λ(ε) are even:
ω(ε) = ω(−ε) , λ(ε) = λ(−ε) , for all ε ∈ I(0) .
Consequently, the bifurcation due to these solutions is either subcriti-
cal or supercritical, a two-sided bifurcation being excluded.(9)
Proof. We rescale our original unknowns in (4.8)–(4.8) as follows:
w = εw , v = ε v , (4.15)
so that (4.8)–(4.8) can be equivalently written as
L˜0(v)−N1(ε, λ, v,w) = 0 in Hq(Ω) ,
Q(w) −N2(ε, λ, ω, v,w) = 0 in L 22π,0(Ω) ,
(w|v∗1) = 1 , (w|v∗2) = 0 ,
(4.16)
where
N1 := P
{
(λ0 − λ) [∂1v− u(λ) · ∇v− v · ∇u(λ)]
+λ0 [(u(λ)− u0) · ∇v+ v · ∇(u(λ)− u0)]
+λ ε [v · ∇v + w · ∇w ]
}
,
(4.17)
and
N2 := P
{
(ω0 − ω) ∂tw+ (λ− λ0) [∂1w− u(λ) · ∇w− w · ∇u(λ)]
−λ0
[
(u(λ)− u0) · ∇w + w · ∇(u(λ)− u0)
]
+λ ε [w · ∇v+ v · ∇w+ w · ∇w − w · ∇w ]
} (4.18)
Define the map:
F : (ε, λ, ω, v,w) ∈ I(0)× U(λ0)× V (ω0)×X2,q0 (Ω)×W 22π,0(Ω)
7→
(
L˜0(v)−N1(ε, λ, v,w), Q(w) −N2(ε, λ, ω, v,w), (w|v∗1)− 1, (w|v∗2)
)
∈ Hq(Ω)×H2π,0(Ω)× R2 .
(9)Unless λ ≡ λ0.
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The nonlinear terms in (4.17)–(4.18) are of polynomial form, and, by (H1)
and Proposition 3.2, u(λ) is analytic. Thus, also with the help of Lemma
4.1 we may conclude that F is analytic. Furthermore, from (4.16)–(4.18)
and (H1) it follows that for ε = 0, the equation F = 0 has the solution
(λ = λ0, ω = ω0, v = 0,w = v1). Therefore, by the (real) analytic version
of the implicit function theorem (e.g. [39, Proposition 8.11]), to show the
existence part in the theorem -including the validity of (4.13)- it suffices
to show that the Fre´chet derivative of F with respect to U := (λ, ω, v,w)
evaluated at (ε = 0, λ = λ0, ω = ω0, v = 0,w = v1) is a bijection. The latter
will hold if we prove that for any (f1, f2, f3, f4) ∈ Hq(Ω)×H2,π,0(Ω)×R×R,
the following set of equations has one and only one solution (λ, ω, v,w) ∈
R× R×X2,q0 (Ω)×W 22π,0(Ω):
L˜0(v) = f1 in Hq(Ω)
Q(w) = F (λ, ω,v1) + f2 in H2π,0(Ω) ,
(w|v∗1) = f3 , (w|v∗2) = f4 in R ,
(4.19)
where
F (λ, ω,v1) := − ω ∂τv1 + λP
{
∂1v1 − u0 · ∇v1 − v1 · ∇u0
−λ0(u′(λ0) · ∇v1 + v1 · ∇u′(λ0))
}
.
(4.20)
Since L˜0 is Fredholm of index 0 (Proposition 3.1), in view of (H1), for
any given f1 ∈ Hq(Ω), equation (4.19)1 has one and only one solution
v ∈ X2,q(Ω). Therefore, it remains to prove the existence and unique-
ness property only for the system of equations (4.19)2−4 To this aim, we
observe that, by Proposition 3.5, for a given f2 ∈ H2π,0(Ω), equation (4.19)2
possesses a solution w ∈ W 22π,0(Ω) if and only if its right-hand side satisfies
(3.30). By a direct calculation, from (3.27), (3.29), and (3.19) we show
(∂τv1|v∗1) = 0 , (∂τv1|v∗2) = π . (4.21)
Furthermore, again by a straightforward calculation that uses also (3.20)
and the fact that P is self-adjoint in L2 and Pv∗1 = v
∗
1, we infer
〈P {∂1v1 − u0 · ∇v1 − v1 · ∇u0 + λ0(u′(λ0) · ∇v1 + v1 · ∇u′(λ0))},v∗1〉
= ℜ[µ′(λ0)] .
(4.22)
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Employing (4.21) and (4.22), we thus recognize that the compatibility con-
dition (3.30) for the solvability of equation (4.19)2 reduces to solving the
following algebraic system for λ and ω:
λℜ[µ′(λ0)] = −(f2|v∗1)
−ω π + λ (F |v∗2) = −(f2|v∗2) ,
(4.23)
with F given in (4.20). By virtue of (H3), for any given f2 in the specified
class, we can always find (uniquely determined) λ and ω satisfying the above
system, and this, by Proposition 3.5, ensures the existence of a solution w1
to (4.19)2 corresponding to the selected values of λ and ω. We now set
w := w1 + α v1 + β v2 , α , β ∈ R .
Clearly, by Lemma 3.6, w is also a solution to (4.19)2. We then choose α and
β in such a way that w satisfies both conditions (4.19)3,4 for any given fi ∈ R,
i = 1, 2. This choice is made possible by the fact that, as is immediately
checked,
(vi|v∗j) = δij , i, j = 1, 2 . (4.24)
The existence part is therefore accomplished. We now turn to uniqueness
and set fi = 0 in (4.19)2−4. From (4.23) and (H3) it then follows λ = ω = 0
which in turn implies, by (4.19)2 and Lemma 3.6, w = γ1 v1 + γ2 v2, for
some γi ∈ R, i = 1, 2. Replacing this information back in (4.19)3,4 with
f3 = f4 = 0, and using (4.24) we conclude γ1 = γ2 = 0, which completes
the uniqueness proof. We have thus shown that the above specified Fre´chet
derivative of F is a bijection, which ensures existence to (4.16)–(4.18), and
therefore of a family of solutions, parametrized in ε, to (4.8)–(4.8) in the
sense specified in (a). To complete the proof of the statement in (a), it
remains to show (4.14). To this end, we begin to notice that from (3.27) we
have
v1 = (cos τ)a1 + (sin τ)a2 , a1,a2 ∈ Z2,2(Ω) . (4.25)
Next, let us give for granted, momentarily, the result in (c). By the analyt-
icity property of λ(ε) we then infer that either λ(ε) ≡ λ0 or else there is an
integer k ≥ 1 such that
λ(ε) = λ0 + ε
2kλk +O(ε
2k+2) λk ∈ R− {0} . (4.26)
As a result, by Proposition 3.2 and (H1) we deduce, in particular,
u(λ)− u0 = ε2U , ‖U‖X2,q ≤M , (4.27)
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with M independent of ε → 0. Likewise, from the analyticity properties of
w and v and (4.13) we have
w − v1 = εW , v = εV , ‖V‖X2,q + ‖W‖2W 22pi,0 ≤M . (4.28)
Thus, since
V = u0 + εv1 + ε [(w(ε) − v1) + v(ε)] + u(λ)− u0 ,
(4.14) is a consequence of this identity and (4.25)–(4.28). We shall next
prove the uniqueness property in (b) by adapting to the present case the
abstract argument of [39, Theorem 8.B]. Let z = z+ q, q := z− z be a 2π-
periodic function where z ∈ X2,q0 (Ω) and q ∈ W 22π,0(Ω) satisfy the first and
the second equation in (4.8), respectively, with ω ≡ ω˜ and λ ≡ λ˜. By the
uniqueness property associated with the implicit function theorem, the proof
of the claimed uniqueness amounts to show that we can find a sufficiently
small ρ > 0 such that if
‖z‖X2,q + ‖q‖W 22pi,0 + |ω˜ − ω0|+ |λ˜− λ0| < ρ , (4.29)
then there exists a neighborhood of 0, I(0) ⊂ R, such that
q = η v1 + η y , z = η z , for all η ∈ I(0),
|ω˜ − ω0|+ |λ˜− λ0|+ ‖z‖X2,q + ‖y‖W 22pi,0 → 0 as η → 0 .
(4.30)
To this end, we notice that, by (4.24), we may write
q = v+ y (4.31)
where v = (y|v∗1)v1 + (y|v∗2)v2 and
(y|v∗i ) = 0 , i = 1, 2 . (4.32)
We next make the simple but important observation that if we modify q by
a constant phase shift in time, δ, namely, q(τ) → q(τ + δ) it follows that
the shifted function is still a 2π-periodic solution to (4.8)2 and, moreover,
by an appropriate choice of δ,
v = η v1 , (4.33)
with η = η(δ) ∈ R. (The proof of (4.33) is straightforward, once we take
into account (3.27).) Notice that from (4.29), (4.31)–(4.33) it follows that
|η| ≤ c0 ρ , c0 > 0 ,
‖y‖W 22pi,0 ≤ ρ1 , ρ1 → 0 as ρ→ 0 .
(4.34)
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From (4.8), (4.31), and (4.33), we thus infer
L˜0(z) = N1(λ˜,z, η v1 + y) (4.35)
and
Q(y) = F (η(ω˜ − ω0), η(λ˜ − λ0),v1) +N (η, λ˜, ω˜,z,y) (4.36)
In (4.35) the quantities N1 and F are defined in (4.8)1 and (4.20), respec-
tively, whereas
N := P
{
− η (λ˜− λ0)[(u(λ˜)− u0) · ∇v1 + v1 · ∇(u(λ˜)− u0)]
−η λ0[(u(λ˜)− u0 − (λ˜− λ0)u′(λ0)) · ∇v1
+v1 · ∇(u(λ˜)− u0 − (λ˜− λ0)u′(λ0)] + η λ˜ [v1 · ∇y + y · ∇v1
+v1 · ∇z + z · ∇v1 + η v1 · ∇v1 − (η v1 · ∇v1 + v1 · ∇y + y · ∇v1)]
}
+N2(λ˜, ω˜,z,y) ,
with N2 given in (4.8). We now observe the following facts.
(1) By (H1) and Proposition 3.2,
‖u(λ˜)− u(λ0)‖X2,q ≤M |λ˜− λ0|
‖u(λ˜)− u0 − (λ˜− λ0)u′(λ0)‖X2,q ≤M |λ˜− λ0|2 ,
where M is independent of |λ˜− λ0| → 0.
(2) Since L˜0 is Fredholm of index 0, again by (H1), it is boundedly
invertible.
(3) By Lemma 4.1 and (1) we easily show that
‖N1(λ˜,z,η v1 + y)‖Hq
≤ c1
(
|λ˜− λ0|‖z‖X2,q + ‖z‖2X2,q + η2 + |η| ‖y‖W 22pi,0 + ‖y‖2W 22pi,0
)
.
(4.37)
and
‖N −N2(λ˜,ω˜,z,y)‖H2pi,0
≤ c2
(
|η| |λ˜ − λ0|2 + |η| ‖z‖X2,q + η2 + |η| ‖y‖W 22pi,0
)
.
(4.38)
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Likewise,
‖N2(λ˜,ω˜,z,y)‖H2pi,0
≤ c3
(
(|ω˜ − ω0|+ |λ˜− λ0|) ‖y‖W2pi,0 + ‖z‖X2,q‖y‖W 22pi,0 + ‖y‖2W 22pi,0
)
.
(4.39)
(4) By Proposition 3.5 and (4.22) we infer
η(λ˜− λ0)ℜ[µ′(λ0)] = −(N|v∗1)
−η(ω˜ − ω0)π + η(λ˜− λ0) (F |v∗2) = −(N|v∗2) ,
(4.40)
where the quantity
F = F (η(ω˜ − ω0), η(λ˜ − λ0),v1) ,
defined in (4.20), satisfies
‖F (η(ω˜ − ω0), η(λ˜ − λ0),v1)‖H2pi,0 ≤ c4 |η|(|λ˜ − λ0|+ |ω˜ − ω0|) .
(5) Proposition 3.5, (4.32), and (4.36) imply that
‖y‖W 22pi,0 ≤ c5
(
‖F (η(ω˜ − ω0), η(λ˜ − λ0),v1) +N (η, λ˜, ω˜,z,y)‖H2pi,0
)
.
With all the properties in (1)–(5) being established, we may now draw
the following consequences. In the first place, by choosing ρ sufficiently
small and employing (4.34), from (4.35) and (4.36) we deduce
‖z‖X2,q + ‖y‖W 22pi,0 ≤ c6
(
η2 + |η| (|λ˜ − λ0|+ |ω˜ − ω0|)
)
. (4.41)
Moreover, using also (H3) and (4.40), we show
|η| (|λ˜ − λ0|+ |ω˜− ω0|) ≤ c7
[
|η| (|z‖X2,q + ‖y‖W 22pi,0) + η2
+(|ω˜ − ω0|+ |λ˜− λ0|)‖y‖W 22pi,0 + ‖z‖2X2,q + ‖y‖2W 22pi,0
]
.
(4.42)
Thus, combining (4.41) and (4.42), and taking ρ sufficiently small we obtain,
again with the help of (4.34),
‖z‖X2,q + ‖y‖W 22pi,0 ≤ c8 |η|
2 , (4.43)
which, once used back into (4.42), gives also
|λ˜− λ0|+ |ω˜ − ω0| ≤ c9 |η| . (4.44)
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Recalling (4.31) and (4.33), by virtue of (4.43) and (4.44) we may establish
the validity of (4.30), thus concluding the proof of the uniqueness property
(b). It remains to show the statement in (c). To this end, we observe that if
v(t) := v+w is a solution to (4.8) in the function class specified in part (a),
so is v′ := v(t+π). Letw′ := v′−v′. By the uniqueness property of part (b),
we must have (with the obvious meaning of the symbols) ω′(ε) = ω(ε) and
λ′(ε) = λ(ε), for all ε in a neighborhood of 0. However, if (w|v∗1) = εv1, then
(w′|v∗1) = −εv1. from which the stated parity condition follows. Finally,
if λ 6≡ 0, the expansion (4.26) must hold, and this implies λ(ε) < λ0 or
λ(ε) > λ0, according to whether λk (the first nonzero coefficient in the
Taylor expansion for λ) is negative or positive. The theorem is completely
proved.

Remark 4.2 As is well known, condition (H3) means that when the Reynolds
number λ passes through the “critical” value λ0 the eigenvalues of L (λ)
must cross the imaginary axis at ±iω0 with non-zero speed.
5 Further Properties of Bifurcating Solutions
The results of Theorem 4.1 ensure the existence and uniqueness of bifur-
cating time-periodic solutions in a neighborhood, I , of (λ0; (u0, p0)), with
period 2π/ω and ω “sufficiently close” to the imaginary part, ω0 of a (simple)
purely imaginary eigenvalue of the relevant linearized operator L0. These
solutions are of particular physical interest in that they may branch out
only sub- or super-critically. However, the theorem cannot exclude the exis-
tence of other bifurcating time-periodic solutions in the same neighborhood
I , but with frequency not “close” to ω0, and having, in principle, differ-
ent branching properties. Objective of this section is to prove that, under
suitable further assumptions, the solutions determined in Theorem 4.1 are,
in fact, the only possible bifurcating time-periodic solutions in I . Roughly
speaking, these assumptions amount to say that as λ passes λ0, there are
two and only two (complex conjugate) eigenvalues of the operator L0 cross-
ing the imaginary axis, and that, in addition, for any nontrivial sequence
{vn, λn, ωn} of solutions to (4.1) with
|vn‖X2,q + ‖wn‖W 22pi,0 + |λn − λ0| → 0
there exists δ > 0 (which may depend on the sequence) such that
ωn ≥ δ , for all n ∈ N. (H4)
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From the physical viewpoint, this means that time-periodic bifurcating solu-
tions branch out with a finite (nonzero) frequency. Numerical tests confirm
that the above assumptions are indeed satisfied [17, Section 6],[9].
In order to prove the uniqueness result previously described, we need
to show several preparatory lemmas, along the ideas developed in [22]. For
ω > 0, let
Jω :=
∫ 2π
0
(
ω2 ‖∂τw(τ)‖22 + ‖P∆w(τ)‖22
)
dτ .
Lemma 5.1 Let w ∈ W 22π,0(Ω). Then there is c = c(Ω) > 0 such that∫ 2π
0
‖w(τ)‖2rdτ ≤ c
1
ω
2+r
r
Jω , all r ≥ 2 ,
max
τ∈[0,2π]
‖∇w(τ)‖22 ≤
1
ω
Jω ,∫ 2π
0
‖w(τ)‖44dτ ≤ c
1
ω3
J 2ω .
(5.1)
Proof. We begin to observe that since w(x) = 0 for a.a. x ∈ Ω, by the
Wirtinger inequality we have∫ 2π
0
|w(x, τ)|2dτ ≤
∫ 2π
0
|∂τw(x, τ)|2dτ ,
which, in turn, after integration over Ω and using Fubini’s theorem implies∫ 2π
0
‖w(τ)‖22dτ ≤
1
ω2
Jω . (5.2)
Next, we notice that from the obvious identity
‖∇w‖22 = −〈P∆w,w〉
and the Schwartz inequality it follows that∫ 2π
0
‖∇w(τ)‖22dτ ≤
(∫ 2π
0
‖P∆w(τ)‖22dτ
) 1
2
(∫ 2π
0
‖w(τ)‖22dτ
) 1
2
,
which in conjunction with (5.2), by the Cauchy-Schwartz inequality delivers∫ 2π
0
‖∇w(τ)‖22dτ ≤
1
2ω
Jω . (5.3)
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Now, by classical interpolation, we have W 22π,0(Ω) ⊂ C([0, 2π];W 1,2(Ω)) and,
for all 0 ≤ s ≤ τ ≤ 2π,
‖∇w(τ)‖22 − ‖∇w(s)‖22 =
∫ τ
s
〈∂ξw(ξ),P∆w(ξ)〉dξ ; (5.4)
see [30, Chapter 3.1]. Applying first the Schwartz inequality on the right-
hand side of this equation and then integrating over s ∈ [0, 2π] we find for
all τ ∈ [0, 2π]
‖∇w(τ)‖22 ≤
∫ 2π
0
‖∇w(ξ)‖22dξ+
(∫ 2π
0
‖∂ξw(ξ)‖22dξ
) 1
2
(∫ 2π
0
‖P∆w(ξ)‖22dξ
) 1
2
.
Inequality (5.1)2 is then a consequence of the latter and (5.3). Furthermore,
we recall the well-known embedding inequality (see, e.g., [12, Lemma II.3.1])
‖w‖r ≤ c1‖w‖1−λ2 ‖∇w‖λ2 , λ :=
r − 2
r
, r ≥ 2 . (5.5)
Squaring both sides of the latter, integrating over [0, 2π] and using Ho¨lder
inequality, we get∫ 2π
0
‖w(τ)‖2rdτ ≤ c2
(∫ 2π
0
‖w(τ)‖22dτ
)1−λ(∫ 2π
0
‖∇w(τ)‖22dτ
)λ
,
which, by virtue of (5.2) and (5.3) implies (5.1)1. Finally, choosing r = 4 in
(5.5) raising both sides to the power 4 and integrating over [0, 2π] we show∫ 2π
0
‖w(τ)‖44dτ ≤ c3 max
τ∈[0,2π]
‖w(τ)‖22
∫ 2π
0
‖w(τ)‖22dτ
which with the help of (5.1)1,2 furnishes (5.1)3.

Lemma 5.2 Let ω > 0, and let v be a 2π-periodic solution to (4.1) with
v ∈ X2q0 (Ω) and w := v − v ∈ W 22π,0(Ω). Suppose that
‖v‖X2q + ‖w‖W 22pi,0 ≤ ρ ,
for some ρ > 0. Then
ω ≤
√
2A+A2 ,
where A := λ2(C1 + C2(ρ + ρ
2)), with C1 = C1(Ω, ‖u‖X2,q ) > 0 and C2 =
C2(Ω) > 0.
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Proof. From (4.1) we deduce that w satisfies the following equation
ω ∂τw − P∆w = λP[∂1w − u(λ) · ∇w −w · ∇u(λ)]
+λP[w · ∇v + v · ∇w +w · ∇w −w · ∇w]
:= λ (g1 + g2) .
(5.6)
Squaring both sides of (5.6), integrating over [0, 2π], and observing that, by
the 2π-periodicity and (5.4)∫ 2π
0
〈∂τw,∆w〉d τ = 0 ,
we infer
Jω = λ
2
∫ 2π
0
‖g1(τ) + g2(τ)‖22dτ . (5.7)
Arguing as in (4.7), for any q ∈ (1, 6/5) we show that∫ 2π
0
‖g1(τ)‖22dτ ≤ c1
∫ 2π
0
(‖∇w(τ)‖22 + ‖w(τ)‖2q′) dτ ,
where, c1 = c1(Ω, ‖u‖X2,q ). The latter inequality, in conjunction with (5.1)
furnishes ∫ 2π
0
‖g1(τ)‖22dτ ≤ c2
(
1
ω
2+q′
q′
+
1
ω
)
Jω , (5.8)
where, here and in the rest of the proof, ci, i = 2, . . ., denotes a positive
constant depending at most on Ω. Likewise, we show∫ 2π
0
‖w · ∇v(τ) + v · ∇w(τ)‖22dτ ≤ c3ρ2
(
1
ω
2+q′
q′
+
1
ω
)
Jω . (5.9)
Moreover∫ 2π
0
‖w · ∇w(τ)‖22dτ ≤
(∫ 2π
0
‖w(τ)‖44dτ
) 1
2
(∫ 2π
0
‖∇w(τ)‖44dτ
) 1
2
,
so that by (4.6), (5.1)3 and by assumption we conclude∫ 2π
0
‖w · ∇w(τ)‖22dτ ≤ c4 ρ
1
ω
3
2
Jω . (5.10)
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Finally, we observe that∫ 2π
0
‖w · ∇w‖22dτ ≤ 2π
∫ 2π
0
‖w · ∇w(τ)‖22dτ ,
so that by (5.10) it follows∫ 2π
0
‖w · ∇w‖22dτ ≤ c5 ρ
1
ω
3
2
Jω . (5.11)
Collecting (5.8)–(5.11) and observing that, by Young’s inequality,
1
ω
2+q′
q′
=
1
ω
4
q′
1
ω
q′−2
q′
≤ c(q)
(
1
ω2
+
1
ω
)
,
1
ω
3
2
=
1
ω
1√
ω
≤ 12
(
1
ω2
+
1
ω
)
,
we find ∫ 2π
0
‖g1(τ) + g2(τ)‖22 ≤ (C1 + C7(ρ+ ρ2))
(
1
ω2
+
1
ω
)
Jω .
Combining this latter inequality with (5.7), we get
1
ω2
+
1
ω
≥ 1
A
, (5.12)
where A is the quantity defined in the statement of the lemma. The proof
is then accomplished by employing in (5.12) the elementary inequality
1
ω
≤ 1
2A
+
A2
2ω2
.

Lemma 5.3 Let ω∗ > 0 and let
Q∗ : w ∈ W 22π,0(Ω) 7→ ω∗∂τw −L0(w) ∈ H2π,0(Ω) . (5.13)
Then, Q∗ is boundedly invertible if and only if µ∗k := i k ω∗ 6∈ σ(L0) for all
k ∈ N− {0}.
Proof. From Proposition 3.3 we know that the µ∗k’s can only be eigenvalues
of L0.
(10) Since, by assumption, N[L0 ± µ∗k I] = {0}, for all k, with the
help of Lemma 3.3 we deduce that the operator
(L0 ± µ∗k I)−1
(10)In fact, the same proposition guarantees that there is at most a finite number of such
µ∗k’s.
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is a homeomorphism of HC(Ω) onto Z
2,2
C
(Ω). Therefore, by using classical
Fourier series techniques, we show that Q∗ is also boundedly invertible with
Q−1∗ : f ∈ H2π,0(Ω) 7→ w ∈ W 22π,0(Ω) ,
where
w(t) :=
∞∑
ℓ=−∞,ℓ 6=0
ei ℓ τ (L0 − i ℓ ω∗ I)−1[ 1
2π
∫ 2π
0
f(s)e−i ℓ s ds] .

We are now in a position to prove the main result of this section.
Theorem 5.1 Suppose that (H1), (H3), and (H4) hold, and that the inter-
section of the spectrum of the operator L0 with the imaginary axis consists
of two and only two (complex conjugate) simple eigenvalues ±iω0. Then,
there exists ρ > 0 such that every non-trivial 2π-periodic solution v to (4.1)
for some ω > 0, for which
‖v‖X2,q + ‖w‖W 22pi,0 + |λ− λ0| < ρ , (5.14)
must belong (up to a phase shift) to the one-parameter family of solutions
constructed in Theorem 4.1.
Proof. In view of the uniqueness result of Theorem 4.1(b), if the claim is
not true, there should exist a (non-trivial) sequence of solutions to (4.1),
{vn, λn, ωn}, and a number a > 0 such that
‖vn‖X2,q + ‖wn‖W 22pi,0 + |λn − λ0| → 0 , (5.15)
and
|ωn − ω0| ≥ a.
By virtue of Lemma 5.2, the sequence {ωn} is bounded, so that, by (H4),
there exists ω∗ > 0, such that
|ωn − ω∗| → 0 , ω∗ 6= ω0. (5.16)
From (4.1) we thus obtain that v andw solve the following coupled equations
L˜ (v) = N1(λ0 + σ,v,w) in Hq(Ω) ,
Q∗(w) = N∗2(λ0 + σ, ω∗ + ξ,v,w) in H 22π,0(Ω) ,
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where σ := λ− λ0, ξ := ω− ω∗, N1 and Q∗ are defined in (4.8)1 and (5.14),
respectively, whereas N∗2 is given in (4.8)2 with ω0 ≡ ω∗. Consider the map
M : (σ, ξ,v,w) ∈ I(0)× U(0)×X2,q0 (Ω)×W 22π,0(Ω)
7→
(
L˜0(v)−N1(λ0 + σ,v,w), Q∗(w)−N∗2(λ0 + σ, ω∗ + ξ,v,w)
)
∈ Hq(Ω)×H2π,0(Ω) .
Clearly, the equation M(0, 0,v,w) = 0 has the solution U0 := (v = 0,w =
0). The Fre´chet derivative, DM, of M with respect to (v,w) evaluated at
(σ = 0, ξ = 0,U0) is given by
DM : (v,w) ∈ X2,q0 (Ω)×W 22π,0(Ω) 7→ (L˜0(v),Q∗(w)) ∈ Hq(Ω)×H2π,0(Ω) ,
which, by (H1) and Lemma 5.3 is a bijection. Therefore, by the implicit
function theorem, there are no nontrivial solutions satisfying (5.15) and
(5.16), thus showing a contradiction.

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