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RESUME 
IV 
La tomographic a rayons X est une technique d'imagerie offrant des resolutions suf-
fisantes pour suivre des patients portant des stents metalliques. Les scanners indus-
tries actuels utilisent des techniques d'imagerie dites par retroprojection filtree. Or, 
la retroprojection filtree engendre des artefacts en presence d'elements metalliques car 
la methode suppose que les donnees sont monochromatiques. Le but plus large d'un 
projet qui englobe nos travaux de maitrise consiste a reduire les artefacts metalliques. 
Dans le cadre de nos travaux de maitrise nous avons developpe une methode de recons-
truction algebrique qui permet d'ameliorer la modelisation du probleme direct. Nous 
avons developpe une structure de donnees innovante permettant de stocker la geometrie 
du probleme de facon optimale car la geometrie du probleme tridimensionnel engendre 
des donnees tres volumineuses. Ce modele est flexible puisqu'il peut s'adapter a divers 
modeles physiques comme le cadre monochromatique d'emission des photons ou un cadre 
ou on prend en compte Pepaisseur des rayons epais. Nous avons teste nos algorithmes de 
reconstructions sur des donnees reelles acquises sur un scanner utilise en milieu clinique. 
ABSTRACT 
V 
X-ray computed tomography is a medical imaging technique which offers adequate 
resolutions and enables physicians to examine patients that have metallic stents. Stan-
dard scanners reconstruct images with filtered back-projection (FBP) techniques. Howe-
ver, FBP techniques generate beam-hardening artefacts because they do not take into 
account the poly-energetic aspect of the model. The goal of the broader project that 
encompasses our research is to take into account a poly-energetic model. In order to do 
so, our work was focused on the development of an algebraic reconstruction technique 
(ART) for real data in 3D. The 3D geometry of the data acquisition is complex and 
generates huge data sets. Therefore we developed an innovative data structure that mi-
nimizes the usage of memory. The data structure that we implemented is flexible and 
can be adapted to multiple models. We tested our algorithms on clinical data. 
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Les maladies cardio-vasculaires sont la premiere cause de mortalite dans les pays de 
l'OCDE comme les Etats-Unis, le Canada et les principaux pays europeens. Ces maladies 
representent plus de trente pourcents des causes de mortalite aux Etats-Unis comme 
l'indique le Center for Disease Control and Prevention (2008). Dans certains cas de 
maladies cardio-vasculaires, la mise en place de stents (ou endoprotheses) est necessaire 
afin de maintenir une circulation normale du sang. Lors de stenoses, les patients souffrent 
d'un retrecissement de certains vaisseaux et des protheses de vaisseaux y sont introduces. 
Ces endoprotheses sont constitutes d'alliages metalliques et permettent de garder une 
ouverture adequate du vaisseau. Apres la pose de ces endoprotheses, des risques de 
restenose sont importants et il est essentiel de pouvoir suivre ces patients. C'est un 
phenomene complexe qui induit a nouveau une obstruction de la lumiere de l'artere. Afin 
d'assurer un suivi, la tomographic a rayons X est utilisee car cette technique d'imagerie 
permet d'obtenir une resolution adaptee a la visualisation de la lumiere arterielle dont 
le diametre est compris entre quelques millimetres et quelques centimetres. La figure 1 
illustre le processus de stenose avec l'introduction d'un stent. 
Cependant, cette methode d'imagerie engendre des artefacts dus a la presence des 
stents metalliques. La methode de reconstruction tomographique usuelle se base sur un 
modele direct simplificateur et inadequat qui ne permet pas de bien prendre en compte 
la presence de metaux. En effet, les methodes habituelles des tomographes standards 
utilisent une methode d'inversion qui est une transformee inverse de Radon analytique. 
La transformee inverse analytique considere que remission des photons est monochro-
matique tandis qu'elle est polychromatique en realite. Cette methode de reconstruction 
engendre done des artefacts que nous qualifions de « metalliques ». Les methodes usuelles 
de reduction d'artefacts sur des donnees reelles consistent notamment en des post-
traitements des reconstructions ou d'un pre-traitement des donnees. Ces methodes sont 
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FIGURE 1 - Exemple de stenose et d'introduction de stent. 
des methodes analytiques qui se basent sur un certain nombre d'hypotheses reductrices. 
Grace a une autre classe d'algorithmes dits « algebriques », il est possible de nous pla-
cer dans un cadre d'hypotheses plus realistes. Nos travaux de maitrise ont ete effectues 
au sein du Laboratoire d'Imagerie par Optimisation Numerique (LION) de l'lnstitut 
de genie biomedical de l'Ecole Poly technique de Montreal. lis ont ete encadres par le 
professeur Yves GOUSSARD. Ces travaux ont eu lieu dans le cadre d'un projet plus im-
portant avec d'autres acteurs dont les etudiants et chercheurs du LION, des chercheurs 
du LBUM (Laboratoire de biorheologie et d'ultrasonographie medicale), du CHUM de 
l'Hopital Notre-Dame de Montreal. Le but general de ce projet plus global est de visua-
liser correctement les lumieres d'arteres entourees de stents metalliques inseres dans les 
vaisseaux peripheriques de patients atteints de stenoses. 
0.2 Obstacles a surmonter 
Les scanners actuels, tout comme celui de l'Hopital Notre-Dame utilise pour acquerir 
des donnees reelles a des fins experimentales, ont beaucoup evolue dans les dernieres 
decennies. Le scanner Somaton 16 barrettes de l'Hopital Notre-Dame, construit par 
l'entreprise SIEMENS, a une geometrie complexe en trois dimensions, ce qui complique 
3 
la reconstruction d'image tomographiques. La trajectoire de la source qui emet les rayons 
X est helicoidale, arm de diminuer le temps d'acquistion et de reduire la dose regue 
par le patient. Ceci complique le modele direct que nous avons implemente. La taille 
des donnees est tres importante et le nombre des inconnues est tel que l'inversion du 
probleme peut s'averer tres couteuse et inapplicable en milieu clinique. 
Ainsi, nous avons plusieurs obstacles a surmonter : 
1. Gerer des donnees de taille tres importante . Nous verrons qu'il s'agit d'un 
probleme ayant 12 millions de donnees et d'environ 9 millions d'inconnues. II n'est 
pas evident de gerer des donnees aussi importantes sur des ordinateurs personnels 
(PC). Ces donnees doivent etre traitees en un temps raisonnable. 
2. Prendre en compte une geometr ie complexe . La geometrie du probleme 
est complexe et nous la prendrons en compte avec moins d'approximation que 
les methodes actuelles. Cette complexite du probleme 3D helicoidal entraine des 
difficultes d'abstraction qui necessitent une parametrisation rigoureuse. 
3. Prendre en c o m p t e la physique du modele . Pour reduire des artefacts metalliques 
ou d'autres sources de deterioration comme l'epaisseur des detecteurs, un modele 
physique plus complexe doit etre propose, ce qui n'a jamais ete effectue auparavant 
dans le cadre helicoidal sur des donnees reelles. 
0.3 Objectifs et contributions 
Afin de permettre a terme de reduire les artefacts metalliques en milieu clinique, 
nous proposons un certain nombre d'objectifs. 
1. Deve lopper une methode algebrique adaptee a la tomographic 3 D . La 
meilleure facon de reduire les artefacts metalliques est de developper une methode 
dite algebrique. Nous verrons en quoi consiste cette methode qui differe de celles 
utilisees par les scanners actuels. 
2. Ameliorer la model isat ion physique du probleme direct. Afin de recons-
truire des images plus precises, nous developperons un modele direct mieux adapte. 
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Nous proposerons notamment une methode pour prendre en compte Pepaisseur des 
faisceaux de rayons X emis par la source. 
3. Creer un modele geometrique flexible et efflcace. Nous devons pouvoir uti-
liser le modele geometrique pour differents modeles physiques. En effet, le modele 
propose doit pouvoir prendre en compte la generation de donnees polychroma-
tiques ou monochromatiques. D'autre part, ce modele doit etre efficace et ne doit 
stocker que le minimum d'informations pour optimiser l'utilisation de la memoire. 
4. Reconstruire des images tomographiques 3D a partir de donnees reelles. 
Pour le modele monochromatique, notre objectif est d'avoir des images de qualite 
superieure ou comparable a ce qu'obtient l'industriel SIEMENS avec des methodes 
dites « analytiques ». 
Nous avons apporte deux contributions personnelles principales qui sont des 
innovations en tomographie a rayons X. La premiere est l'elaboration d'une reconstruc-
tion basee sur une methode statistique applicable sur des donnees 3D reelles en mode 
helicoidal multibarrette. La deuxieme contribution principale concerne le modele direct 
d'emission des rayons X. Nous avons propose une methodologie permettant de prendre 
en compte Pepaisseur des rayons X. 
0.4 Plan du memoire 
Dans un premier temps, nous presenterons les techniques modernes d'imagerie medicale. 
Nous insisterons sur la tomographie a rayons X puisqu'il s'agit de la technique retenue 
pour le suivi de patients ayant des stents metalliques. Nous justifierons le choix de cette 
modalite d'imagerie pour le contexte de suivi de patients portant des stents metalliques. 
Dans ce chapitre nous decrirons les evolutions de la tomographie ainsi que les techniques 
de reconstruction actuelles. Nous montrerons les insuffisances des techniques standards 
actuelles, ann de justifier notre approche : la reconstruction algebrique. Nous etudierons 
les diverses sources de deterioration d'image en tomographie a rayons X avant d'exposer 
l'etat de l'art de la reduction de ces sources de deterioration. 
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Ensuite, nous decrirons dans un second chapitre le modele direct fiable et efficace que 
nous avons developpe. Dans ce chapitre, nous insisterons sur l'elaboration d'un modele 
physique theorique, adapte a notre probleme. Nous avons aussi developpe un modele 
innovant prenant en compte Fepaisseur du faisceau de photons X. Ce modele devra 
prendre en compte toute la complexite d'un scanner moderne comme le Somaton 16 de 
SIEMENS. Nous exposerons egalement la mise en oeuvre que nous avons effectuee. II a 
ete necessaire de developper une structure de donnees innovante permettant de traiter 
des donnees reelles en stockant moins de memoire que les matrices creuses. 
Puis, dans un quatrieme chapitre, nous presenterons les methodes choisies pour effec-
tuer nos reconstructions. II s'agit d'algorithmes de descente. Ces algorithmes s'appliquent 
a des fonctions dont le minimum est une estimation de l'image que nous cherchons a 
reconstruire. D'autres algorithmes peuvent etre utilises pour effectuer les minimisations 
des fonctions que nous avons elaborees. Une heuristique par region d'interet (ROI) per-
met d'obtenir des reconstructions qui ont une resolution equivalente a celles obtenues 
par le constructeur SIEMENS. 
Enfin, dans le dernier chapitre nous examinerons les resultats obtenus et nous pro-
poserons une discussion de ces resultats pour verifier si les objectifs sont atteints. 
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FIGURE 2 - Methodologie adoptee. 
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CHAPITRE 1 
IMAGERIE PAR TOMOGRAPHIE A RAYONS X - ETAT 
DE L'ART 
L'objet de ce chapitre est de comprendre comment fonctionne la tomographic a rayons 
X. Notre projet de recherche qui s'effectue dans le cadre d'une maitrise s'inscrit dans 
un projet plus global ayant pour but de reduire les artefacts metalliques apparaissant 
dans les images tomographiques de stents de patients. Avant de presenter un apergu 
global de la tomographie a rayons X, nous devons comprendre pourquoi cette modalite 
convient dans les applications qui nous interessent. Nous exposerons brievement les di-
verses modalites d'imagerie qui pourraient aussi servir dans le suivi de patient atteints 
de stenoses. Ceci nous permettra de comparer ces diverses modalites arm de justifier le 
choix de la tomographie a rayons X. 
Apres avoir examine les diverses modalites d'imagerie medicale dont la tomographie 
a rayons X en particulier, nous etudierons les methodes de reconstructions tomogra-
phiques. En effet, afin d'observer les proprietes des tissus observes il est necessaire de les 
determiner grace aux donnees obtenues par le scanner. Nous appelons cette etape la « re-
construction ». Dans cette section, nous examinerons l'etat de l'art sur la reconstruction 
tomographique. 
Troisiemement, nous essaierons de comprendre les diverses sources de deterioration 
d'images tomographiques et les pistes permettant de les reduire. 
1.1 Presentation generale de la modalite 
Avant de comprendre le fonctionnement general de la tomographie a rayons X, il 
serait interessant de rappeler les principales modalites d'imagerie medicale. Le but est 
de voir succinctement ces modalites pour comprendre pourquoi la tomographie a rayons 
X est retenue dans le cadre de ce projet. A la fin de cette section, nous dresserons 
une synthese permettant de comparer ces modalites. Seules des generalites sur les di-
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verses modalites peuvent etre presentees. Nous presenterons la plus ancienne des moda-
lites d'imagerie moderne, la radiographic ainsi que des modalites plus modernes comme 
l'echographie et 1'IRM. Enfin, nous presenterons la modalite qui nous interesse le plus 
dans le cadre de nos travaux de maitrise : la tomographic a rayons X. 
1.1.1 Autres modalites d'imagerie medicale 
Comme nous le verrons dans les presentations des diverses modalites qui nous interessent, 
l'objet principal de l'imagerie medicale est d'obtenir une ou plusieurs images refletant 
des proprietes physiques permettant de discriminer les tissus. Cette discrimination est 
due soit a la nature meme des tissus (imagerie anatomique) ou a l'activite de ces tissus 
(imagerie fonctionnelle). L'imagerie fonctionnelle et principalement les modalites d'ima-
gerie nucleaire ne sont pas presentees ici comme par exemple la SPECT (single photon 
emission computed tomography) ou la PET (positron emission tomography). Ces moda-
lites permettent de controler l'activite de tissus biologiques qui interessent le medecin. 
Dans notre cas, nous voulons avoir des images anatomiques les plus precises possible 
afin de suivre des patients portant des stents metalliques. 
1.1.1.1 Radiographic 
L'ancetre du principe de la tomographic a rayons X est la radiographic Cette moda-
lite est decouverte en 1895 par le scientifique allemand Wilhelm Roentgen. La radiogra-
phic consiste a faire traverser un faisceau de rayons X sur un volume dont nous voulons 
imager une projection. Les photons X reagissent avec le film sur lequel s'imprime l'image 
radiographique. Cette technique est tres utile pour visualiser par exemple les os, puis-
qu'ils absorbent beaucoup plus les photons que les tissus environnants qui contiennent 
beaucoup plus d'eau. Ainsi, ceci permet aux medecins de determiner des fractures d'os. 
La quantite visualisee sur un film radiographique est en fait une quantite proportionnelle 
au nombre de photons ayant pu traverser le volume visualise. Un faisceau de photons 
passant a travers un volume d'os sera beaucoup plus attenue que le meme faisceau pas-
sant dans un tissu mou (comme un poumon). Done, la quantite de photons recueillie sur 
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le film sera differente et permettra de discriminer les deux tissus. 
Cependant, la radiographic ne permet pas de visualiser des volumes, mais seulement 
la projection d'un volume. Ceci est un inconvenient de taille puisqu'il n'est pas pos-
sible de veritablement isoler une couche du volume du tissu image puisqu'il s'agit d'une 
projection de plusieurs couches, et ceci nous empeche de pouvoir visualiser la lumiere 
d'une artere. Un autre desavantage de la radiographic, que nous retrouverons, helas, 
en tomodensimetrie (scanner a rayons X), est le caractere ionisant des rayons X. Ces 
particules interagissent avec la matiere et peuvent deteriorer des tissus, voire provoquer 
des cancers. Heureusement, les risques sont minimes si les doses utilisees sont faibles. 
1.1.1.2 Echographie 
L'echographie est une modalite d'imagerie medicale utilisant les ultrasons. Ces ultra-
sons qui sont des ondes sonores de haute frequence (plusieurs MHz) sont emis par une 
sonde qui en mesure ensuite les echos. Grace a un ordinateur, les temps de propagation 
des ondes sont mesures. Or, les ondes ne se propagent pas a la meme vitesse dans tous 
les materiaux. Schematiquement, c'est done la vitesse de propagation de ces ondes qui 
permet de discriminer les tissus grace a l'echographe. Des les annees 1970, l'echographie 
s'utilise enormement en obstetrique pour le suivi des grossesses. Les principaux avan-
tages de l'echographie sont que les ondes mecaniques employees ne sont pas ionisantes 
et que la resolution est elevee, en depit d'un niveau de bruit important. 
Concernant l'application qui nous interesse, il est possible de faire de l'echographie 
intra-vasculaire. Cette methode consiste a inserer dans les vaisseaux de circulation san-
guine d'interet une sonde qui permettra de voir le diametre du faisceau et d'assurer le 
suivi du patient. Cette methode est invasive et les risques de complications sont nom-
breux, dont des risques d'hemorragies et d'infections inherentes a toute penetration d'un 
corps etranger a Pinterieur du corps. A cause de ce caractere invasif, on cherche a explo-
rer d'autres methodes qui rendent le suivi moins penible pour le patient. On considere le 
mot invasif au sens strict du terme, e'est-a-dire en termes de penetration physique d'un 
corps etranger dans le corps du patient. 
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1.1.1.3 IRM 
L'imagerie par resonance magnetique nucleaire est la modalite la plus recente que 
nous presentons ici, puisque celle-ci n'apparait que dans les annees 1980. Cette modalite 
se base sur la resonance magnetique nucleaire qui est un phenomene quantique dont la 
theorie depasse le cadre de nos travaux. Nous n'entrerons pas dans les details de cette 
technique complexe. Grace a des signaux radiofrequences et a des champs magnetiques 
puissants, il est possible de determiner la concentration en hydrogene dans le corps. 
Grosso modo, c'est cette concentration en atonies d'hydrogene qui permet de discriminer 
les tissus, grace a l'inversion d'un modele physique de formation des donnees (signaux 
radiofrequences mesures). 
Les signaux utilises ne sont pas ionisants et la methode ne presente pas de dangers 
apparents pour la sante. De plus, les images obtenues par IRM sont d'excellente qua-
lite. Cependant, la presence de champs magnetiques importants (plusieurs teslas) nous 
empeche d'examiner des patients ayant des objets ferromagnetiques dans le corps, puis-
qu'ils pourraient etre fatal pour le patient. Dans les salles contenant les scanners IRM, 
il est strictement interdit d'avoir des objets metalliques (puisqu'ils peuvent etre ferro-
magnetiques) puisque ceux-ci peuvent se deplacer dans le champ magnetique. A cause 
de ceci, l'utilisation clinique de 1'IRM n'est pas encore autorisee pour le suivi de patients 
portant des stents. 
1.1.2 Generalities sur la tomographic a rayons X 
Un des objectifs de ce chapitre est de comprendre le principe de la tomographie a 
rayons X. La tomographie a rayons X a pour but de visualiser des coupes de volumes de 
tissus en utilisant des rayons X. C'est une generalisation du principe de la radiographie 
presentee ci-dessus. Ici, la quantite physique qui permet de discriminer les tissus est le 
coefficient d'attenuation . En effet, chaque materiau attenue plus ou moins fortement 
un faisceau de rayons X. La loi de Beer-Lambert definit ce que nous appelons le coeffi-
cient d'attenuation lineique, qui quantifie ce phenomene physique que nous detaillerons 
plus loin dans le chapitre. Ainsi, une image tomographique est une representation de la 
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distribution spatiale des coefficients d'attenuation. Cette image est obtenue par recons-
truction tomographique a partir des donnees. Les donnees sont une serie d'intensites de 
plusieurs faisceaux traversant le volume image. Tout comme la radiographic, les rayons 
X sont utilises et ils sont ionisants. II y a done un risque associe a chaque examen to-
mographique. Le medecin prescrivant cet examen doit etre conscient de ces risques. En 
quelque sorte, le risque d'etre atteint d'une maladie (observable uniquement par cette 
modalite) doit etre suffisamment important pour passer cet examen. 
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Les seules methodes qui sont a la fois minimalement invasives et qui offrent la 
meilleure resolution sont la tomographie a rayons X et 1'IRM. Or il n'est pas possible 
d'imager des patients comportant des objets metalliques (stents) en IRM a cause de 
la presence de champs magnetiques intenses. Nous en deduisons que la seule modalite 
minimalement invasive nous permettant de suivre des patients portant des stents est la 
tomographie a rayons X. 
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1.1.3 Principes et evolutions recentes de la tomographic a rayons 
X 
1.1.3.1 Principes formels 
Comme nous l'avons dit precedemment, pour la tomographic a rayons X nous ten-
tons de calculer la distribution spatiale de coefficients d'attenuation. La reconstruction 
d'images tomographique consiste a determiner une fonction du type : 
(x,y) y-* n(x,y) 
En 3D, la fonction que nous cherchons a reconstruire depend d'une troisieme coordonnee : 
(x,y,z) ^fi(x,y,z) 
Les (i sont les coefficients d'attenuation. Notons I l'intensite mesuree par le tomographe. 
Cette etape de mesure est l 'etape 1, comme nous pouvons le constater sur la figure 1.1. 
Ce qui nous permet de determiner la distribution de ji est un modele de formation des 
donnees que nous pouvons ecrire de fagon formelle : / = A(/j,). A est un operateur 
dont nous determinerons les proprietes au chapitre suivant, car nous n'avons pas besoin 
de definir ce modele de formation d'images a ce stade de notre developpement. La 
determination de la relation / = A(fi) est le modele direct. / est un vecteur qui 
contient des series de donnees. Chaque donnee correspond a une mesure prise dans une 
direction particuliere predetermined et pour une position particuliere de la source qui 
emet les rayons X. Le tomographe est equipe d'un ordinateur qui calcule les coefficients 
d'attenuation du milieu grace a une etape 2, comme nous le constatons sur le schema 
1.1. II s'agit de l'etape d'inversion du modele. 
1.1.3.2 Premiere generation : un seul detecteur 
Des le debut des annees 1970, juste apres la decouverte de Godfrey N. HOUNSFIELD 
en 1972, apparait la premiere generation de scanners industriels. Ces tomographes ne 
comportent qu'un seul detecteur. La source emet un rayon X et se deplace autour du 
patient, selon une trajectoire circulaire dans le plan de la couche que Ton souhaite 
14 
Etape 1 
Distribution — 1 
spatialedes Modele physique 
coefficients •':: ". de formation des 
d'attanuation donnees 





FIGURE 1.1 - Fonctionnement schematique d'un tomographe. 
imager. Dans la litterature anglophone, on qualifie ces rayons de pencil-beam (puisque 
le faisceau de rayons est tres fin). Pour avoir suffisamment de donnees et pour recouvrir 
le plus de points de la couche imagee, il est necessaire de faire translater le systeme 
source-detecteur. Ici, c'est a la fois la source et le detecteur qui se deplacent. Ainsi, pour 
chaque angle de projection (note <f> dans la figure 1.2) on constitue un ensemble de rayons 
paralleles dont l'attenuation depend d'un tres grand nombre de pixels du tissu a imager. 
1.1.3.3 Deuxieme generation : plusieurs detecteurs 
Lors de la deuxieme generation, dans les annees 1980, il y a plusieurs detecteurs. Le 
principe est semblable a celui de la premiere generation. Tandis que lors de la premiere 
generation la source et le detecteur se deplacent, pour cette generation de scanners, la 
source se deplace seule pour un angle de projection donne. Cette innovation simplifie la 





1.1.3.4 Troisieme generat ion : rayons en eventail 
Pour cette generation, le faisceau de rayons X emis par la source est en eventail. 
II n'est plus necessaire de faire translater la source pour obtenir des rayons paralleles 
detectes par la barrette (ou rangee) de detecteurs : la source reste fixe lors d'une pro-
jection. La source S que nous pouvons visualiser sur la figure 1.3 se deplace selon une 
trajectoire circulaire. Pour chaque increment angulaire, qui correspond a une position 
particuliere de cette source, un ensemble de faisceaux en eventail sont emis. Cet eventail 
est compose de rayons regulierement espaces du point de vue de l'angle d'emission au 
point S. Chacun de ces rayons est detecte au niveau d'une barrette de detecteurs. Les 
detecteurs sont sur un arc de cercle de centre S et tournent en meme temps que la source 
S. Ceci simplifie beaucoup l'aspect mecanique du systeme mais complique bien entendu 
l'aspect algorithmique, comme nous le constaterons dans la section dediee aux methodes 
de reconstruction tomographique. En effet, le facteur temporel limitant des generations 
precedentes etait mecanique puisqu'il fallait faire des translations de la source qui ralen-
tissent de facon non negligeable l'acquisition tomographique. 
1.1.3.5 Quatr ieme generat ion 
Le systeme est le meme que pour la troisieme generation, mais le systeme de detecteurs 
est un anneau complet de 360° qui reste stationnaire. Ceci simplifie la mecanique du 
systeme. L'inconvenient principal des scanners de cette generation est qu'ils sont plus 
couteux sans ameliorer la resolution des images. C'est pour cela que les principaux scan-
ners industriels standards sont de la troisieme generation. 
1.1.3.6 Acquis i t ion axiale 
Un interet majeur de la tomographic (d'ou son etymologie) est de pouvoir visua-
liser des volumes. Mais avant d'avoir la capacite de calcul permettant d'effectuer des 
visualisation si lourdes en memoire, il peut s'averer suffisant de pouvoir reconstruire des 
couches d'un volume. La methode la plus triviale consiste a imager les couches coupe 
par coupe. On translate le systeme selon l'axe z apres chaque serie de mesures afin de 
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reconstituer une couche. II s'agit du scan axial, aussi appele scan « stop and go ». 
1.1.3.7 Acquisition helicoidale 
Des 1989, afin de gagner en rapidite, il est mis au point le premier scanner dont la 
source a une trajectoire helicoidale. L'acquisition de donnees ne se fait pas couche par 
couche mais selon un processus plus continu qui permet de reduire le temps d'acquisition : 
la source parcourt une trajectoire helicoidale dans le referentiel du patient. 
1. La table sur laquelle repose le patient est translated selon l'axe de rotation du 
systeme de detecteurs et de la source. 
2. En meme temps, le systeme source-detecteur subit une rotation autour de l'axe de 
translation de la table. Pour chaque rotation, la source emet un faisceau conique 
detecte par les detecteurs presents sur les differentes barrettes paralleles. 
Lorsque la source parcourt un tour, plusieurs couches auront ete traversers par des 
rayons X. Dans les annees 1990, les constructeurs de tomographes mettent au point des 
systemes de detection multi-couches. Plusieurs barrettes de detecteurs sont utilisees, ce 
qui permet de reconstruire de plus grands volumes en un temps plus faible. L'avenement 
d'ordinateurs de plus en plus puissants rend possible ces dernieres evolutions. L'autre 
avantage majeur des scans helicoidaux est que le temps d'acquistion est beaucoup plus 
faible qu'un scan axial. En effet, plus de rayons parcourent le corps du patient en moins 
de temps. 
Les donnees du tableau 1.2 sont tirees du livre de Kalender (2005) (chapitre 2). 
1.1.4 Complexity du probleme en tomographic a rayons X helicoidale 
Dans le cadre de notre projet, nous nous sommes interesse au cote algorithmique 
de la tomographie puisque nous nous interessons a la reconstruction d'images a par-
tir de donnees tomographiques acquises par un scanner. L'appareil qui nous interesse 
est le scanner SOMATON SENSATION 16 de SIEMENS. Les details des specifications 
techniques de ce scanner sont donnes en annexe. Rappelons tout de meme certaines ca-
racteristiques de ce scanner. Ce tomographe comporte 16 barrettes paralleles de detecteurs. 
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Duree d'un Resolution axiale Resolution dans 
scan le plan 
2.5 min 13 mm 3.5 mm 
10 s 2-10 mm 1 mm 
1 s 1-10 mm 0.7 mm 
1 s 0.5-lmm 0.6 mm 
0.5 s 0.6 mm 0.6 mm 
Chacune de ces barrettes comporte 672 cellules de detecteurs. Ainsi, le faisceau emis par 
la source lors d'une projection est un cone dont Tangle au sommet est non negligeable. La 
source emet 1160 faisceaux coniques pour un tour complet d'helice. Pour 1 tour d'helice, 
ce scanner produit un vecteur de donnees de taille 12472320 x 1 (1160 x 672 x 16). 
Comme nous le verrons ulterieurement, l'espace est discretise en voxels. Ce nombre de 
voxels pour un tour d'helice est de l'ordre de 9 millions (512 x 512 x 34). Nous avons done 
environ 12 millions de donnees pour 9 millions d'inconnues. Nous verrons que dans un 
certain cadre simplificateur, les equations sont lineaires. Meme dans ce cadre, la taille du 
probleme est tres importante et les algorithmes utilises doivent etre adaptes. La memoire 
necessaire pour resoudre ce probleme est importante : plusieurs gigaoctets de memoire 
vive sont necessaires. 
Ainsi, les difficultes sont principalement de deux natures : 
- Conceptuelles. Le probleme 3D helicoi'dal est abstrait, done complexe a bien 
parametrer. 
- Tailles des donnees. La gestion de la taille de ces donnees est un veritable defi 
technique a surmonter. 
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Par ailleurs, la trajectoire de la source est helicoi'dale, ce qui complique la modelisation 
du probleme ainsi que la mise en oeuvre. Dans le cas de la tomographic axiale, il etait 
relativement aise de decoupler le probleme pour le transformer en une serie de plus pe-
tits problemes 2D. En tomographic helicoi'dale, les donnees sont enchevetrees et il est 
impossible de faire un simple decouplage du probleme. 
Lors de nos travaux effectues dans le cadre de notre maitrise, nous avons du faire 
face a ces difficultes inherentes a la tomographic a rayons X. Nous verrons aussi que 
les artefacts metalliques sont dus a une simplification du modele physique faite par les 
scanners usuels en la presence de metaux. Un de nos objectifs est de proposer un modele 
physique flexible nous permettant de prendre en compte des cadres physiques plus ou 
moins complexes. 
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D Rayon pour une position 
de la source 
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Pour un angle de 
projection 
Pour un autre angle de 
projection 
FIGURE 1.2 - Scan avec rayons paralleles. 
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le la source 
Objet image 
Ran^ee de detecteurs 
FIGURE 1.3 - Scan avec rayons en eventail. 
FIGURE 1.4 - Visualisation de la trajectoire de rayons X. Tire de (Departement de 
Medecine Veterinaire de l'Universite de Montreal 2008). 
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1.2 Physique de la tomographic a rayons X 
Jusqu'a present, nous avons donne un simple apercu de la tomographie a rayons 
X. Afin de pouvoir proposer une methode de reconstruction, il faut etre capable de 
proposer un modele direct de formation des donnees (cf. figure 1.1). Dans cette section, 
nous allons etudier la formation des donnees a partir desquelles sont reconstruites les 
images tomographiques. Les methodes de reconstruction que nous rencontrons dans la 
litterature et que nous decrirons a la section suivante se basent sur des approximations 
de ces modeles de formation des donnees. 
1.2.1 Interaction photon - matiere 
Les interactions photon-matiere sont a la base de la generation des donnees en to-
mographie a rayons X et nous permettent de comprendre les modeles utilises. Quand un 
photon entre en contact avec la matiere, plusieurs interactions physiques peuvent avoir 
lieu. Nous classons ces interactions en trois categories : 
1. L'effet Compton. Un photon peut interagir avec un electron. De facon imagee, 
il s'agit d'une collision avec celui-ci. L'electron prend de l'energie cinetique et le 
photon est devie et perd de l'energie (sa frequence diminue). 
2. L'effet photoelectrique. Les photons ayant une energie superieure a un cer-
tain seuil sont susceptibles d'etre absorbes par la matiere. Lors de ce processus 
d'absorption, un electron est emis par la matiere. Ce phenomene est une des inter-
actions photon-matiere a la base de la theorie corpusculaire de la lumiere, theorisee 
notamment par Albert Einstein en 1905. 
3. La production de paires. Un photon peut aussi rentrer en collision avec un 
noyau. Le photon est absorbe et le noyau emet un electron et un positron (un 
electron charge positivement). 
En ce qui concerne les scanners SIEMENS, et comme nous pouvons le constater sur 
la figure 1.12, la plage d'energies qui nous interesse se situe entre 25 keV et 125 keV. Or, 
dans cette zone d'energie, les effets dominants sont les effets Compton et photoelectrique. 
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Considerons un photon ayant subi une de ces trois interactions, nous pouvons considerer 
que ce photon n'aura qu'une probabilite tres faible de continuer a se propager sur le rayon 
(qui est une droite). II s'agit en effet d'une direction parmi une infinite de directions. 
Comme ce photon est devie de sa direction originelle et a cause de la presence d'un 
collimateur, le photon est done considere comme perdu du signal qui nous interesse et 
se retrouve en bruit. Comme il n'y a pas de possibilite d'assurer la tragabilite d'un tel 
photon, il est impossible de le modeliser autrement que par un bruit de diffusion. 
1.2.2 Propagation du faisceau dans un milieu attenuant 
Nous proposons ici de faire le lien entre la loi de Beer-Lambert et les phenomenes 
d'interaction photon-matiere. 
Nous faisons plusieurs hypotheses approximatives : 
- Le faisceau de photons X est infiniment mince : Hi. Or les photons n'ont 
a priori pas tous la meme trajectoire rectiligne. La source peut en effet etre de 
dimension finie ainsi que les detecteurs. 
- L'emission des photons est deterministe : H2, ce qui equivaut a considerer 
que le nombre de photons est tres eleve. Or, en realite remission est stochastique. 
- Les photons emis sont monochromatiques : H3, ils ont la meme energie. Ceci 
n'est pas le cas puisqu'ils sont emis selon un certain spectre energetique. 
Soit N le nombre de photons emis par unite de temps et par unite de surface (en 
ran? js). II s'agit d'un flux de photons. Ann de mieux comprendre, nous pouvons faire 
une analogie avec l'electricite. TV est comparable a l'intensite I d'un courant electrique, 
qui est un flux surfacique d'electrons par unite de temps. Supposons pour l'instant que 
les photons sont monoenergetiques. Alors l'intensite de ce faisceau vaut : 
I = €-N 
ou e est l'energie d'un photon. 
Avec les notations de la figure 1.5, on considere un faisceau de photons parallele a 
l'axe des abscisses (si cela n'avait pas ete le cas, nous aurions considere une abscisse cur-
viligne adaptee au faisceau). Nous nous interessons au comportement de notre faisceau 
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N N 
Milieu absorbant (u) 
x x + dx Axe des x 
FIGURE 1.5 - Illustration de 1'absorption d'un rayon X. 
dans une tranche infinitesimale d'epaisseur dx. Soit dS une surface inflniment mince 
traversee perpendiculairement par le rayon. Le volume considere est un parallelipipede. 
Pour une epaisseur infinitesimale nous pouvons considerer ce milieu homogene. A cause 
de cette homogeneite, pour chaque unite de longueur que parcourt un photon, il a la 
meme probabilite d'etre devie et done d'etre perdu du rayon. Ainsi : dN — —fj,(x)Ndx 
est l'expression de la perte des photons du rayon (la proportion de photons perdue est 
la meme pour chaque unite de longueur). 
[i est le coefficient d'attenuation lineique que nous avons deja introduit 
precedemment. II depend du materiau (ainsi que de l'energie). II integre done les trois 
phenomenes que nous avons cites precedemment : l'effet photoelectrique, l'effet Compton 
et la creation de paires d'electrons (qui n'a qu'une tres faible probabilite de se produire 
pour les energies utilisees en tomographic). La relation precedente s'integre pour donner 
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la loi de Beer-Lambert 
— = exp(- / fi(x) • dx) (1.1) 
-*0 Jo 
1.2.3 Modelisation statistique de formation des donnees 
Dans ce paragraphe, nous souhaitons relaxer l'hypothese deterministe H2 tout en 
maintenant les hypotheses de rayon infmiment mince Hi et de monochromatisme H3 . 
Comme Kelbert et al. (2006), nous pouvons modeliser remission des photons X par 
un processus de Poisson. 
TV ~ P{N0) 
Ainsi, comme le proposent Menvielle et al. (2005), le nombre de photons detectes 
par unite de surface N peut etre modelisee par la statistique suivante : 
N~P(N0exp(- f n(x)-dx)) 
Jo 
ou No est le parametre de la loi de Poisson d'emission. Notons 
r-L 
A = N0 exp( / fi(x) • dx) 
Jo 
On appelle A le parametre de la loi de Poisson et P la loi de Poisson. Cette statistique 
est telle que : 
Pr(N = k) = e X p ( " A ) A f c 
k\ 
Pr(N = k) est la probabilite qu'il y ait k photons detectes. A est la moyenne de 
la variable aleatoire N, ce qui est reconfortant puisque c'est la valeur que nous devons 
obtenir si le processus est suppose deterministe. 
1.2.4 Modelisation polychromatique de formation des donnees 
Dans ce paragraphe, nous ne supposons plus que l'hypothese Hi du rayon infini-
ment fin. L'emission des photons est polychromatique. Lorsqu'on suppose que cette 
emission est monochromatique, on fait l'hypothese que les coefficients d'attenuation sont 
identiques pour deux niveaux d'energie differents. Or les coefficients d'attenuation des 
differents materiaux dependent de l'energie du photon, comme nous pouvons le constater 
25 
sur la figure 1.6 qui porte sur l'exemple du carbone (graphite). Nous pouvons en effet 
constater que les coefficients d'attenuation lineiques dependent de l'energie des photons. 
Coefficient d'attenuation du carbone C en fonction de l'energie des photons 
Energie des photons (keV) 
FIGURE 1.6 - Coefficient d'attenuation du carbone C en fonction de l'energie. Donnees 
tirees de (National Institute of Standards and Technology 2007). 
Le coefficient d'attenuation depend done de la variable de l'espace et du niveau 
d'energie. Notons n. = u.(f,e). Le modele de formation des donnees est modifie lorsque 
nous prenons en compte le caractere polychromatique des photons emis : 
N ~ P( N0(e)deexp(- / /x(x, e) • dx)) (1.2) 
26 
1.2.5 Epaisseur du faisceau 
Si nous voulions preciser le modele de formation des donnees, nous devrions prendre 
en compte l'epaisseur du faisceau de photons X se propageant dans le milieu que nous 
souhaitons imager. En effet, la taille des detecteurs est finie et la source qui emet les 
photons X n'est pas ponctuelle. II s'agit des deux conditions pour avoir un rayon infi-
niment fin qui ne sont pas verifies dans la geometrie des acquisitions puisque la taille 
des detecteurs est de l'ordre du millimetre tout comme la taille des voxels utilises dans 
un cadre clinique. A notre connaissance, aucun auteur n'a developpe de methodes de 
reconstructions algebriques prenant tenant compte de l'epaisseur du faisceau en tomo-
graphic a rayons X. Nous proposerons un tel modele au chapitre suivant, ce qui est une 
de nos contributions personnelles dans ce projet. 
1.2.6 De la modelisation a la reconstruct ion 
Dans les paragraphes precedents, nous avons expose des modeles de formation de 
donnees proposes dans la litterature. En fait, il s'agit de la formation des donnees 
correspondant a une seule mesure : a partir d'une distribution spatiale de coefficient 
d'attenuation, nous sommes capables de calculer avec les relations precedentes la distri-
bution statistique d'une mesure. Or, ce qui nous interesse est d'estimer la distribution 
des coefficients d'attenuation a partir de plusieurs mesures correspondant a differents 
detecteurs. Nous allons done avoir un systeme de relations stochastiques ou deterministes 
correspondant a differentes detections et emissions. A partir de cela, il faudra inverser 
le systeme pour obtenir l'image reconstruite. 
A partir de ce modele, il faut reconstruire les images tomographiques a partir des 
donnees. II existe deux classes d'algorithmes de reconstructions tomographiques : 
1. les reconstructions analyt iques : elles emploient (comme la retroprojection nltree 
presentee juste apres) une formule d'inversion analytique. Celle-ci a juste besoin 
d'etre discretisee pour trouver la valeur des pixels que nous souhaitons imager. II 
s'agit des techniques utilisees dans les scanners usuels. 
2. les reconstructions algebriques : elles inversent un systeme d'equations de facon 
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iterative. Ce systeme peut etre lineaire dans certains cas. Cette methode, comme 
nous le verrons, laisse plus de liberte concernant le choix du modele de formation 
des donnees, mais comporte certains desavantages dont nous parlerons. 
1.3 Etat de Part sur les methodes de reconstruction 
analytiques 
Nous avons presente succinctement les evolutions recentes de la tomographie a rayons 
X. Dans cette section, nous nous interessons a la reconstruction tomographique, c'est-a-
dire le passage des donnees acquises par le tomographe aux inconnues que nous cherchons 
a determiner. Ces inconnues sont les coefficients d'attenuation /j,(x, y) (//(#, y, z) en 3D) 
et les donnees sont des nombres de photons detectes divises par le nombre de photons 
emis j - = jj-. Nous rappelons que ces coefficients d'attenuation permettent de discrimi-
ner les tissus. 
La relation fondamentale sur laquelle se basent les methodes analytiques est la loi 
de Beer-Lambert. Nous rappelons qu'elle s'ecrit : 
N j PL 
- = exp(— / fi(x) • dx) 
0 Jo 
1.3.1 Transformee de Radon, principes de la retroprojection 
filtree 
1.3.1.1 Cadre theorique de la retroprojection filtree 
L'inversion de Radon que nous allons presenter ci-apres fonctionne sous un certain 
nombre d'hypotheses : 
- La distribution des coefficients d'attenuation est continue ou continue 
par morceaux. Sans ces hypotheses la transformee ne pourrait pas etre definie. 
En pratique, l'hypothese de continuite par morceaux est verifiee. 
- L'espace des mesures est continu. Or en pratique, nous n'effectuons qu'un 
nombre fini de mesures. L'hypothese de continuite est valide si le nombre de me-
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sures est important et s'il s'agit d'un echantillonnage suffisamment dense. Ceci 
entraine bien sur des difficultes liees a la discretisation du probleme. En pratique, 
il faudra done discretiser cette inversion. 
Les hypotheses de la loi de Beer-Lambert sont verifiees : emission mono-
chromatique, rayon innniment mince, cadre deterministe. 
Axe des 
detecteurs Source S 
Objet image 
FIGURE 1.7 - Parametrisation d'un rayon X. 
1.3.1.2 Principes de la retroprojection filtree 
Dans ce paragraphe, on se place dans le cadre 2D avec des rayons en eventail. 
Considerons les notations de la figure 1.7. Un rayon est emis a partir du point-source 
S. Ce point source emettra des rayons qui consistueront les projections d'angle $. Pour 
reperer les points du rayon X emis par S nous utilisons une parametrisation polaire (r, 6). 
Les points sur Pobjet image qui sont sur la droite correspondant au rayon X sont reperes 
par la coordonnee lineique s. On repere les detecteurs sur l'axe des detecteurs par la 
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variable Y. 
Nous notons I(Y, $) l'intensite detectee par le detecteur dont la coordonnee est Y 
et pour la projection d'angle $. Selon la loi de Beer-Lambert, nous pouvons calculer 
la quantite g(Y, $) = — log(/(y, $)). Nous appellerons sinogramme l'ensemble g(Y, $) 
pour tous les Y et $ de l'acquisition. II s'agit de la transformee integrate suivante : 
/
+OO 
li{x = l- cos((9) + s • cos(6 - $ ) , y = I • sin(6>) + s • sin((9 - $) )ds (1.3) 
•00 
Z et ^ sont des parametres qui s'expriment en fonction de F et $. En notant d la 
distance de la source a l'origine, qui est par convention le centre de rotation de la source, 
on a : 
I = F ^ _ i _ _ , 6 = $ + TT/2 + t an -^y /d ) (1.4) 
On note p(l,8) = <?(Y, $). Et f{r,4>) = l^{x,y) avec (r,</») les coordonnees polaires 
associees au point de coordonnees cartesiennes (x,y). On appelle / la fonction de densite 
que nous voulons restituer. En utilisant ce qui precede, nous obtenons que p s'obtient a 
partir de / par la transformee de Radon ainsi definie : 
f+OO />27I 
p(l 
/»-fO  pZTT 
d)= rdr f(r,<f>)6(rcos(d-<l))-l)d<l) (1.5) 
Jo Jo 
En 1921, Radon nous fournit une inverse analytique dans le cas ou les rayons sont 
paralleles (voir Radon (1986) pour une version en anglais). L'expression de cette inverse 
est relativement simple : 
1 p2ir />oo f+oo 
f(r,<f>) = — ^ R e / del cudu; dl-p(l,6)-exp(iu;(rcos(0 - <j>) - l)) (1.6) 
Cette formule n'est valable que pour le cas de la geometrie a rayons paralleles. 
1.3.1.3 Discretisation de la transformee de Radon 
En pratique, il faut discretiser cette formule puisque nous n'avons qu'un nombre fini 
d'echantillons de p(l, 6). 
II s'agit de calculer la transformee de Fourier du sinogramme pour chaque angle de 
projection. On multiplie ensuite cette transformee par un nitre rampe et on repasse 
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du domaine frequentiel au domaine temporel. On somme pour chaque angle de rota-
tion. On obtient l'image reconstruite. Cette methode s'appelle la retroprojection filtree, 
en anglais : « filtered back-projection »(FBP) . Nous occultons sciemment les details 
pratiques de ce type d'algorithme. En effet, notre but est ici de presenter les diverses 
techniques utilisees pour reconstruire des images tomographiques. L'avantage majeur 
de cette methode est qu'elle est rapide. En plus, nous avons l'expression analytique de 
l'inverse. Tous les scanners industriels reposent sur ce type de methode, avec des raffi-
nements pour prendre en compte les geometries plus sophistiquees que la geometrie en 
rayons paralleles. 
1.3.1.4 Adaptat ion aux rayons en eventail 
Pour les generations suivantes de scanner, il faut adapter la methode aux rayons en 
eventail. Nous citons une methode : celle de Feldkamp qui s'obtient par un changement 
de variable dans la formule precedente dans Particle Feldkamp et al. (1984). L'expression 
est plus complexe mais le principe est le meme et il permet d'avoir un algorithme de 
type FBP qui devient : 





g(Y) = Re exp(iujY)ujduj 
Jo 
1.3.2 Adaptations de la FBP au cas 3D 
La FBP presentee precedemment est tres pratique, car nous avons la formule ana-
lytique et sa mise en oeuvre est peu coiiteuse en termes de memoire et de temps de 
calcul. Cependant, la formule n'est une bonne approximation que pour le cas 2D. Cer-
tains auteurs ont adapte cette methode au cas 3D circulaire. II a fallu ensuite adapter 
ces algorithmes analyt iques a la trajectoire helicoidale de la source. 
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1.3.2.1 Cas du faisceau conique pour une trajectoire circulaire 
Ici, la source parcourt un cercle dans le plan median et emet un faisceau en forme 
conique detecte par des detecteurs qui se situent sur quelques barrettes paralleles au plan 
median. II existe des algorithmes dits exacts comme ceux developpes par Nguyen et al. 
(2005) ou par Tuy (1983) qui se basent sur une formule analytique qui est exacte dans le 
cadre de la loi de Beer-Lambert. II s'agit en fait d'une generalisation de la transformee 
de Radon et d'une expression de cette inverse generalisee. 
D'autres auteurs, comme Feldkamp et al. (1984) ont mis au point des methodes 
dites approximatives qui se basent sur des heuristiques qui sont exactes a la limite. Cela 
signifie que ces methodes ne sont exactes que pour le cas 2D. Plus Tangle du cone est 
important moins la solution sera bonne. Cette methode fonctionne assez bien car Tangle 
au sommet de ce type de cone est faible. Mais comme il s'agit d'approximation, ces 
methodes engendrent des artefacts. 
1.3.2.2 Algor i thme de Feldkamp 
Nous nous efforgons de decrire ici les grands traits de Talgorithme de Feldkamp 
puisque nous comparerons nos resultats a une implementation de la methode de Feld-
kamp. L'algorithme propose une heuristique de reconstruction tomographique dans le 
cas d'un faisceau conique d'emission et pour une trajectoire circulaire de la source. 
Soit f un point dont nous souhaitons calculer la fonction de densite / . Ce point est 
dans Tobjet image. 
Pour chaque angle $ de projection, on determine le plan incline (voir figure 1.8) qui 
contient le point r. Le plan incline est defini par le point S et la droite contenant les 
detecteurs d'une barrette. On retroprojette les donnees acquises sur les detecteurs de 
ce plan, en corrigeant Teffet de Tinclinaison (notamment la distance source-detecteur) 
en utilisant la formule de retroprojection 2D en eventail citee precedemment. Cette 
retroprojection nous fournit une contribution 8f(f) qui correspond a un angle de pro-
jection. Pour obtenir la valeur totale de la fonction de densite f(f), il faut sommer sur 
tous les angles, et repeter T operation en tous les points (ou pixels en pratique) qui nous 
32 
Axez 
Objet a imager 
F I G U R E 1.8 - Plan incline dans la methode de Feldkamp. 
interessent. Pour avoir tous les details de cet algorithme, nous suggerons au lecteur de 
se referer a l'article de Feldkamp et al. (1984). 
1.3.2.3 Adapta t ion a une trajectoire helicoidale 
Toute une serie de methodes, comme celles proposees par Rischal et al. (1997) ou 
par Yan et Zhang (2005) se basent sur des interpolations permettant de passer du 
cas 3D helicoi'dal a une serie de cas axiaux. Ces auteurs utilisent ensuite Palgorithme 
de Feldkamp pour chacun de ces plans inclines. D'autres proposent des variantes de 
retroprojections filtrees avec d'autres transformees : c'est le cas de Zamyatin et al. 
(2006) qui utilisent une transformee de Hilbert. Kudo et al. (2002) proposent une autre 
retroprojection filtree avec un filtre et des ponderations adaptes. 
Quelques algorithmes exacts ont ete developpes. II s'inspirent essentiellement de Tuy 
(1983) et de Nguyen et al. (2005). Citons Defrise et Clack (1994) qui proposent une inver-
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sion exacte du probleme helicoidal a condition que l'objet satisfasse certaines conditions 
comme le fait que l'objet ne soit pas trop long (selon l'axe z). D'autres comme Kat-
sevich (2002) generalisent ces retroprojection filtrees exactes en proposant une formule 
d'inversion complexe qui possede cinq termes. 
1.3.2.4 Limites de la retroproject ion filtree 
Toutes ces methodes analytiques sont des algorithmes de retroprojection filtree adaptee 
a la geometrie de l'acquisition tomographique. lis sont tres souvent rapides et efficaces 
et sont le standard industriel actuel. Cependant, des que nous souhaitons modifier le 
modele de formation des donnees en adaptant la relation de Beer-Lambert, ces methodes 
s'adaptent plus difficilement puisqu'elles se basent sur un certain nombre d'hypotheses 
reductrices : 
1. Les photons X ont tous la meme energie. Nous savons que cette hypothese est 
fausse, notamment dans l'application qui nous interesse : la visualisation d'objets 
metalliques par tomographic a rayons X. 
2. Le faisceau de photons X est infiniment mince. En realite, ceci est inexact puisque 
la source est imparfaite. 
3. Le cadre d'emission et de detection des photons est deterministe. Or, nous verrons 
qu'avec des methodes ART, il est possible de faire deriver une methode a partir 
du modele statistique de formation des donnees. 
Pour corriger certaines des imperfections mentionnees ci-dessus, les constructeurs ont 
mis en place des methodes de correction a posteriori des donnees et des reconstructions. 
Cependant celles-ci dependent du cadre medical de l'examen et du protocole, car elles 
se basent surtout sur des methodes de filtrage dont les parametres sont fixes a l'avance 
en fonction du type de reconstruction elabore. 
C'est en partie a cause de ces limites que certains auteurs ont developpe des recons-
tructions dites « algebriques ». Dans la section qui suit, nous nous proposons d'exposer 
le principe de ces methodes. 
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1.4 Etat de Part sur les methodes algebriques 
1.4.1 Generalites sur les methodes algebriques 
Les reconstructions algebriques apparaissent dans des cadres ou la retroprojection 
filtree est defaillante. Par exemple, dans certains cas, la source ne peut parcourir tout 
un tour en tomographie a « angles partiels ». Andersen (1989) propose une application 
de la methode ART dans un cadre de tomographie a angles partiels. 
Mais plus generalement, les reconstructions algebriques donnent plus de souplesse 
concernant le modele de formation des donnees. 
Le livre de Kak et Stanley (2001) est tres clair sur le sujet et propose tout un chapitre 
sur ces methodes. Dans toute reconstruction tomographique, on discretise l'espace qu'on 
souhaite imager en pixels (ou voxels pour le cas 3D). Generalement, cette discretisation 
est uniforme. Nous verrons au chapitre suivant des pixels « alternatifs ». Considerons 
un rayon X emis et traversant un ensemble de pixels. Par souci de simplicity, nous 
nous plagons dans le cas 2D, puisque les equations auraient la meme forme. Considerons 
l'exemple de la figure 1.9 car ceci permettra de comprendre la theorie avec un exemple 
simple. Les pixels (1,2), (1,4), (2,4), (3,5) et (4,6) sont traverses par le rayon. Notons 
C 1'ensemble de ces coordonnees. Notons ltj la longueur d'intersection du rayon et du 
pixel (i,j). Nous choisissons une discretisation de l'espace qui est telle que la valeur des 
coefficients d'attenuation est uniforme sur un pixel. Ces attenuation valent /%. 
Dans les hypotheses de la loi de Beer-Lambert, l'intensite detectee est egale a : 
I = I0 exp ( - ^2 hj • My) (1-8) 
Avec les memes notations que pour la section relative a la transformee de Radon, la 
valeur en ce point du sinogramme est : 
Pk — / J Hj ' (J'ij 
avec Pk = — log I/IQ Remarquons qu'il s'agit d'une discretisation de la transformee de 
Radon. Nous avons en effet discretise l'integrale qui correspond a la loi de Beer-Lambert. 
Nous pouvons ecrire cette equation pour chaque rayon emis. 
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Ici les inconnues sont les ji-ij et les donnees Pk sont recueillies dans le sinogramme. Les 
kj sont les coefficients de ce systeme d'equations lineaires. Ces coefficients se calculent 
en avance et ne dependent que de la geometrie du systeme (trajectoire de la source et 
disposition des detecteurs). Les coefficients sont stockes et ne sont pas recalcules pour 
chaque reconstruction. Nous pouvons synthetiser toutes ces equations en une equation 
lineaire : 
p = Afi (1.9) 
p et /U sont deux vecteurs qui contiennent respectivement le sinogramme et les coef-
ficients d'attenuation de chaque pixel. A est la matrice de projection du systeme. 
C'est en fait une discretisation de Poperateur lineaire de la transformed de Radon. A 
contient en fait les informations concernant la geometrie du systeme, i.e. les ^- dans le 
cas de l'exemple ci-dessus. 
Les methodes algebriques tentent de resoudre le probleme de la reconstruction to-
mographique par cette approche. 
Resoudre un tel systeme est un probleme en soit, puisque la taille du probleme peut 
s'averer tres importante. Pour un probleme reel en trois dimensions, il y a plusieurs mil-
lions d'inconnues pour plusieurs millions de donnees. II y a plusieurs famous de resoudre 
un tel systeme. La technique que nous avons utilisee dans nos travaux est la minimisa-
tion d'un critere. En effet, resoudre le systeme p = Afi equivaut a minimiser le critere 
de moindres carres suivant : 
A i ^ / ( / i ) = l / 2 | | ^ - p | |
2 
La minimisation de ce critere se fait iterativement. Nous presenterons ulterieurement les 































FIGURE 1.9 - Reconstruction algebrique et discretisation de l'image. 
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1.4.2 Exemple de matrice de projection 
Pour comprendre ce qui est stocke dans une matrice A classique, reprenons Pexemple 
de la figure 1.9. Les rayons etant numerates, supposons qu'il s'agit du rayon k. Cela 
signifiera que la matrice A aura pour kteme ligne : 
Lk = [0Z1)3Zii40000Z2,422,50000Z3,500000Z4i600000] 
Les differents elements de cette ligne correspondent a la contribution de chaque pixel (ou 
voxel en 3D) pour ce rayon k. Pour classer les pixels, nous devons choisir une convention 
d'ordre pour les couples (i, j). Ici, il s'agit de l'ordre lexicographique : 
(i,j) > {k,l) •<=>- (i > k)ou(j > I). Les Zy sont les contributions des pixels (i,j) qui 
correspondent ici a la longueur d'intersection du pixel (i,j) avec le rayon k. 
1.4.3 Criteres utilises en reconstruction algebrique 
Le but de la reconstruction tomographique est de reconstruire des images a partir 
de donnees reelles recueillies par un tomographe. Nous avons des modeles physiques de 
formation des donnees et a partir de ceux-ci et des donnees nous estimons les coef-
ficients d'attenuation /x ou </> dans le cas polychromatique. Dans ce paragraphe, nous 
nous proposons d'exposer les diverses fonctions a minimiser. Ces fonctions ou criteres 
ont pour argument <j) ou /j. Si nous appelons / de maniere generique ces criteres, une 
estimation des coefficients d'attenuation sera donnee par 
ft, = arg min/(/x) 
II suffit de bien choisir ce critere / pour qu'il prenne correctement en compte la 
physique du modele. Nous traiterons au chapitre 4 des techniques de regularisation 
qui impliquent l'introduction d'un terme supplementaire a la fonction de cout et qui 
permettent de reduire le bruit. 
1.4.3.1 Critere des moindres carres 
Le critere des moindres carres est utilise ici lorsque le modele d'emission de la 
source est suppose deterministe. Avec les memes notations que precedemment, le modele 
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deterministe en mode monochromatique est donne par 
p est une estimation du sinogramme de l'acquisition si on connait \x. C'est une ecriture 
synthetique du systeme d'equations obtenu par les equations de type 1.3 en utilisant les 
hypotheses approximatives de rayons infmiment fins, de photons monochromatiques et 
d'un cadre de formation deterministe des donnees. 
Nous definissons le critere des moindres carres qui traduit une distance entre le 
modele direct estime et les mesures : 
M ^ / ( M ) = 1 / 2 | | ^ - P l |
2 (1-10) 
p est le sinogramme mesure. Calculous le gradient de cette fonction : 
V / ( / i ) = A T ( ^ - p ) 
Nous remarquons que si le modele direct est satisfait, alors le gradient du critere est 
nul et correspond a un minimum local. Si le hessien du critere qui vaut AT A est defini 
positif, il s'agit du minimum local d'une fonction convexe done du minimum global. Nous 
verrons ulterieurement comment faire si ATA n'est pas definie positive, comme c'est le 
cas en pratique. De plus, nous exposerons les techniques que nous avons utilisees pour 
minimiser ce critere a la section suivante. 
1.4.3.2 Criteres poissonniens 
Dans un cadre non deterministe et monochromatique, le modele statistique de for-
mation des donnees s'ecrit : 
N - P ( i V 0 e x p ( - A / x ) ) 
Comment introduire un critere permettant de traduire l'ecart entre les donnees modelisees 
et les donnees reelles? Pour cela nous avons besoin de la fonction de vraisemblance. 
Cette fonction sera notee \x >—> L{p). Nous la definissons comme suit : 
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L(n) = Pr(N1,...,Nj,...,NJ\n) 
C'est la probabilite que le tomographe mesure N\,...,Nj,..., Nj photons pour les J me-
sures acquises par le tomographe sachant que les coefficients d'attenuation sont 
fi = (nu ..., fa,..., y,Q) 
ou Q est le nombre de voxels (ou pixels en 2D). Pour determiner une estimation de 
fj,, il suffit de trouver le maximum de L, que nous nommons le maximum de vrai-
semblance. C'est la probabilite maximale que les donnees modelisees (a partir des 
attenuations estimees) correspondent aux donnees reelles. Explicitons L pour le modele 




ou Xj = N0[exp(—A/i)]j. Comme la fonction logarithme est strictement croissante, maxi-
miser la vraisemblance revient a maximiser son logarithme. Or, 
logL^)=x;iog[p(^i/*)]=E ios[exp( Aj)A?" Nj! 
Et nous avons : 
logL(/z) = ] T ~XJ + log(^) • Ni + log[^!] 
3 
Maximiser une fonction revient a minimiser son opposee. Nous obtenons un critere a 
minimiser en ignorant les termes qui ne dependent pas de \i. Le critere a minimiser est 
done : 
/ * M = ^ { i V o [ e x p ( - ^ ) ] j + [Af^j • N3 - N0 • N3} 
j 
En laissant tomber les termes independants de /i, nous avons : 
/(/i) = ^ { i V 0 [ e x p ( - ^ ) ] J + [A/AJ • N,} (1.11) 
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Ce critere est plus complexe que le critere des moindres carres : ce n'est plus un simple 
critere quadratique. Mais il permet de mieux estimer \i lorsque le nombre de photons 
detectes est plus faible. Le gradient de / n'est plus lineaire. Remarquons a nouveau que 
l'operateur geometrique A n'a pas besoin d'etre modifie en consequence. 
1.4.3.3 Methodes polychromatiques 
Nous nous plagons dans le cadre de l'hypothese Hi de rayon infiniment mince. De 
meme que dans le paragraphe precedent, le tomographe va prendre toute une serie de 
mesures que nous pouvons ecrire de fagon vectorielle : 
N ~ P( /*N0(e)deexp(-A/x(e))) 
II faut ensuite discretiser l'integrale qui s'effectue sur les niveaux d'energie. Ceci revient 
a discretiser le spectre d'emission en K niveaux. Le modele d'emission devient alors : 
k=K 
N - F ( ^ N 0
( f e ) e x p ( - A ^ ) ) (1.12) 
fc=0 
A ne depend pas de la physique du probleme mais seulement de sa geometrie. Cette 
distinction peut paraitre artificielle mais elle est utile, car nous pourrons utiliser un 
meme operateur A pour differents modeles physiques. Remarquons qu'il y a i f fois plus 
d'inconnues que precedemment, pour le meme nombre d'inconnues. Ceci deteriore de 
fagon importante la determination du probleme. En plus de cela, nous verrons que le 
critere a minimiser derivant de ce modele est non lineaire. Nous sommes done dans une 
impasse numerique. II faut pour cela reduire le nombre d'inconnues. De Man et al. 
(1998) proposent de decomposer les \i^ en deux termes : l'un d'effet Compton et l'autre 
d'effet photoelectrique : 
/Ltfc = $ f c x «£(/i7o) + Qk x 9(^i70) (1.13) 
fijo : coefficients d'attenuation pour le niveau d'energie de 70 keV. 
$k x (/>(//70) 
est le terme qui correspond a l'effet photoelectrique. 
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©fc X <%70) 
est le terme de l'effet Compton. $fc et Qk ne dependent pas du materiau mais seulement 
du niveau d'energie k. 
De Man et al. (1998) ont effectue des regressions lineaires entre les fonctions 4> et 8 
qui s'exprime de la fagon suivante : 6 = a<ft + (5 et qui ramenent le probleme a une seule 
inconnue vectorielle : 4>. Cette inconnue vectorielle est de la meme taille que l'inconnue 
li dans la reconstruction polychromatique. 
Le modele physique de formation des donnees devient : 
k=K 
N ~ P(J2 N0




N ~ P( ^ N0
(fe) exp{-A[($fc + 6 l x « ) x | + e t x (/?)]} ) (1.14) 
fc=0 
Notons bien que $fc et 6^ sont des constantes predeterminees. 
De meme que precedemment, nous voyons que l'operateur A est isole et ne depend 
pas du modele physique d'emission. II s'agit de l'operateur contenant l'information sur 
la geometrie du probleme. Nous verrons ulterieurement les criteres a minimiser selon les 
aspects physiques que nous souhaitons privilegier. 
Jusqu'a present, nous nous sommes interesse a des criteres monochromatiques. Pour 
tenir compte du mode polychromatique d'emission, il suffit de remplacer le terme A\i par 
le terme equivalent polychromatique et de sommer sur les differents niveaux d'energie k. 
f/A, Ek E,{^o[exp(-yl[($ fe + Qk x a) x $+ &k x (/3)])]j+ 
[A[($k + ekxa)x<f> + ekx (/?)]],- • Nj} 
L'inconnue est cette fois-ci le vecteur colonne </>. C'est le critere qui prend le plus de 
ressources en termes de calculs. Comme pour le critere precedent, celui-ci a un gradient 
non lineaire, mais il permet de prendre a la fois en compte le cadre stochastique de la 
formation des donnees et le caractere polychromatique des photons. 
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1.4.4 Methodes algebriques en 3D 
A cause de la taille des donnees, la reconstruction algebrique dans le cadre 3D pour 
une trajectoire helicoidale peut paraitre prohibitive avec des ordinateurs personnels 
(PC). Certains articles comme celui de Mueller et al. (1999) proposent des techniques 
iteratives dans le cadre 3D mais en trajectoire circulaire : « circular cone-beam CT ». 
Ce n'est que recemment que nous avons constate dans la litterature des tentatives de 
reconstruction de type ART (abreviation en anglais de Algebraic reconstruction tech-
nique). Personne n'a encore publie de tels resultats sur des donnees cliniques, comme 
le confirment Wang et al. (2007). En effet, Carvalho et Herman (2007) ont effectue de 
telles reconstructions pour une grille de 128 x 128 et Allain et al. (2002) n'utilisent que 
4 barrettes de detecteurs sur des donnees simulees. De meme, Roh et Cho (2004) pro-
posent une implementation d'un algorithme de reconstruction « ART ». Cependant, il 
s'agit de fantomes de petite taille : 60 x 60 x 60 avec des voxels spheriques. La methode 
exposee n'est pas appliquee en milieu clinique. De meme, Mueller et al. (1999) effectuent 
une reconstruction 3D pour reduire les artefacts dus a la largeur du cone sur des donnees 
non reelles. 
1.4.5 Algorithmes d'optimisation utilises en reconstruction algebrique 
Recapitulons la demarche : 
- Nous avons precise les modeles de formation des donnees utilises : tantot deterministe 
ou stochastique et tantot monochromatique ou polychromatique. 
- A partir de ces modeles, nous avons deduit un critere a minimiser. Ce minimum 
nous donne une estimee des coefficients d'attenuation que nous recherchons. 
- II nous reste plus qu'a presenter l'etat de l'art permettant de minimiser le type de 
fonction qui nous interesse. C'est l'objet de cette partie. 
Un grand nombre d'algorithmes d'optimisation auraient pu etre utilises dans le cadre 
de nos travaux, ce qui repond a l'imperatif de flexibilite que nous nous etions fixes. Nos 
travaux n'ont pas porte sur ces algorithmes en tant que tels, mais nous devons justifier 
l'utilisation de tel ou tel algorithme de minimisation sans pour autant rentrer dans les 
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details d'un manuel dedie a l'optimisation. 
1.4.5.1 A l g o r i t h m e s d e d e s c e n t e 
II existe plusieurs types d'algorithmes d'optimisation. II y a notamment les techniques 
discretes qui n'utilisent pas d'informations sur les derivees de la fonction a minimiser. 
Ce sont par exemple les problemes de programmation par contrainte ou de recherche 
operationnelle qui s'appliquent a de petits problemes (par rapport a ceux rencontres 
en tomographic) ou ayant des contraintes beaucoup plus fortes entre les variables. Par 
exemple, chaque coup d'une partie d'echec est un probleme d'optimisation. 
Mais il y a aussi des techniques d'optimisation qui se servent des informations liees 
aux derivees pour des problemes differentiables. Ce sont notamment les methodes de 
descentes dont nous nous sommes servis. En effet, nos fonctions sont differentiables, 
done autant utiliser la derivation qui fournit une information importante concernant la 
variation locale de la fonction. 
Un algorithme de descente a pour but de minimiser / , e'est-a-dire de trouver le 
vecteur x qui minimise la fonction / en utilisant une direction de descente qui est calculee 
iterativement. Considerons le schema explicatif de la figure 1.10. Les diverses etapes de 
cette minimisation sont les suivantes : 
1. Tout d'abord, nous initialisons le point courant. En pratique, nous prenons un 
point initial ayant des valeurs du meme ordre de grandeur que la solution que 
nous recherchons. 
2. Au debut de la boucle principale, nous calculons ce que nous appelons une direction 
de descente. Nous verrons plusieurs techniques permettant de determiner le vecteur 
d. Dans Pexemple 1.10, nous avons choisi l'oppose du gradient comme direction 
de descente. C'est une direction selon laquelle nous allons minimiser la solution. 
3. Ensuite, nous minimisons la fonction a variable a definie par a w /(arf+ifc) oil ^ 
est la valeur du point courant. En fait, il s'agit de minimiser localement / autour 
du point Xfc selon une seule direction : d. La direction d est appelee direction de 




















FIGURE 1.10 - Schematisation d'un algorithme de descente (alg. du plus forte descente). 
est choisi positif. II doit etre determine apres une etape dite de recherche lineaire 
(puisqu'on evolue sur une droite de direction d). 
4. Apres ce calcul, le critere d'arret est verifie. II s'agit generalement d'un critere 
d'arret sur la norme du gradient. Avec e pre-choisi, un critere d'arret adapte pour-
rait etre : 
I IV/ l l<e 
Ce critere pourrait aussi etre le nombre d'iterations. Si le critere est verifie, nous 
nous arretons, sinon nous continuons la boucle. 
5. A l'issu de ce processus pour certain types de problemes, nous obtenons une so-
lution. Au mieux celle-ci est un minimum global et au pire, pour des problemes 
trop mal poses, ce n'est meme pas un minimum local (au sens de l'annulation du 
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gradient). 
II existe plusieurs techniques qui sont des declinaisons de ce principe. Citons ces 
techniques : 
- algorithme de plus forte descente 
- algorithme du gradient conjugue 
- algorithme de Newton 
- algorithme quasi-Newton 
C'est le choix du pas et de la direction de descente qui differencie les divers 
algorithmes cites ci-dessous. Nous allons presenter les principales techniques existantes 
en insistant sur celles utilisees. Nous renvoyons le lecteur au livre de Nocedal et Wright 
(1999) qui rentre dans le detail de ces methodes d'optimisation numerique. 
1.4.5.2 Algorithme de la plus forte descente 
Un algorithme de descente important est l'algorithme de la plus forte descente. Dans 
ce cas, la direction de descente est donnee par : 
d k = - V f{xk) 
1.4.5.3 Algorithme du gradient conjugue lineaire 
Lorsque le critere a minimiser est quadratique, nous pouvons utiliser un algorithme 
de gradient conjugue lineaire. C'est le cas lorsque le critere a minimiser est de la forme : 
f{x) = l/2\\Ax-yf 
Notons pour la suite : 
Q = ATA 
Notons <7fc — V/(x'fc)- La direction de descente est cette fois-ci donnee a l'iteration 
suivante par l'expression : 
dk+1 = gk+i - ^ § ^ 4 (1.15) 
% Qdk 
Les vecteurs dk+i et dk sont dits conjugues, d'ou le conjugue dans le nom de l'algo-
rithme. En effet, nous avons : d^Qd^+i = 0 (definition de la conjugaison). 
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Comme Q est symetrique, nous savons d'apres le theoreme spectral que toutes les 
valeurs propres de Q sont reelles. De plus, nous savons par ce meme theoreme qu'il existe 
une base orthonormee permettant de decomposer Q en valeurs propres. Selon le produit 
scalaire associe a Q, defini par (x, y) >—> yTQx, les vecteurs propres de Q forment une 
base orthonormee (ou une base de vecteurs conjugues). 
L'interet du gradient conjugue est que la recherche lineaire se fait sur une base qui 
correspond a la base de vecteurs propres adaptes au produit scalaire induit par la matrice 
Q. 
Voyons cela a l'aide de la figure 1.11. Nous avons trace les iso-valeurs de / . Ces iso-
valeurs sont determinees par les equations quadratiques : 
f(x) = k ou k est une constante. II s'agit d'ellipsoi'des puisque / est quadratique. La 
solution se trouve au centre de l'ellipse. Les axes de l'ellipse correspondent aux valeurs 
propres orthonormales (selon le produit scalaire lie a Q). lis correspondent aux axes 
geometriques de l'ellipse. 
L'algorithme de la plus forte descente fait evoluer le point courant perpendiculaire-
ment aux ellipses passant par les points courants. En effet, le gradient est perpendicu-
laire aux iso-valeurs (comme en electricite ou le champ electrique est perpendiculaire 
aux equipotentielles). 
En revanche, l'algorithme du gradient conjugue fait evoluer le point courant selon les 
axes principaux de l'ellipse (ou de l'ellipsoi'de si nous sommes en dimension quelconque 
n). 
1.4.5.4 Algorithme du gradient conjugue non lineaire 
Comme nous l'avons mentionne, les criteres ne sont pas toujours quadratiques. II 
existe des algorithmes adaptes au cas non lineaire. Ce sont surtout les algorithmes 
Polack-Ribiere et Fletcher-Reeves. 
A chaque iteration, nous calculons le scalaire j3k selon l'une des deux formules : 
Fletcher-Reeves proposent : 
a _ 9k9k 
Pk — —f 
9k-i9k-i 
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FIGURE 1.11 - Convergences pour un probleme quadratique grace aux algorithmes de 
plus forte descente (en noir) et du gradient conjugue (gris). 
Polak-Ribiere proposent : 
o _ aKdk -9k-\) 
Pk — T 
9k-i9k-i 
Dans ces deux equations, gk designe le gradient de la fonction / au point courant xk. 
Ensuite, il y a une partie commune a ces deux algorithmes : c'est le calcul de la direction 
de descente. 
dk = ~9k + @kdk-i 
Comme tous les algorithmes de descente, il y a ensuite une phase de recherche lineaire 
selon la direction de descente. 
1.4.5.5 Algorithme de Newton 
Les algorithmes de Newton utilisent une direction de descente verifiant 
Hdk+i = Xk — H(xk)~x V f(xk), ou H est le hessien. II contient les valeurs des derivees 
secondes de / au point courant. 
Soit / une fonction, effectuons un developpement d'ordre 2 autour du point x : 
f{x + h) = f(x)+ < Xjf{x)\h > +1/2 < H(x)h\h > +o(\\h\\2) 
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Si x est un minimum local, alors : 
< Vf(x)\h > + 1 / 2 < H(x)h\h > ~ 0 
Comme ceci a lieu dans toutes les directions h, nous avons : 
V / ( * ) = -l/2H{x)d 
La methode de Newton consiste a prendre une direction de descente egale a : 
d = -H-1 V fix) 
Cette methode presuppose que le hessien H est inversible (i.e. defini positif vu qu'il 
s'agit d'un minimum). 
De meme que precedemment, il y a ensuite une phase de calcul du pas que nous 
n'explicitons pas ici. Comme cette methode n'est pas applicable a des problemes non 
convexes, des algorithmes quasi-Newton ont ete crees. En plus de cela, il est tres lourd 
d'inverser le hessien a chaque iteration puisque le hessien depend de Xk pour une fonction 
non quadratique. Cette methode ne pourra pas etre utilisee en pratique. 
1.4.5.6 Algor i thmes quas i -Newton 
Les algorithmes quasi-Newton adaptent la methode de Newton a des problemes reels 
qui sont tres souvent non convexes et non lineaires. II s'agit de construire une matrice 
Bk donnant une approximation definie positive du hessien, tout en evitant de le calculer 
a chaque iteration. La direction de descente est alors de la forme : 
dk — —Bk9k 
avec Bk ~ H(xk). Un type d'algorithme quasi-Newton est l'algorithme BFGS pour 
Broyden-Fletcher-Goldfarb-Shanno. Cette approximation du hessien est donnee par l'ex-
pression suivante : 
a _ D _L VkVl Bksk(BkSk)
T 
Vk Sk H BkSk 
ou Sk est la solution de l'equation BkSk = — V f{xk)- Pour calculer Sk il faut faire 
une approximation pour obtenir l'inverse de l'approximation du hessien. Grace a la 
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formule de Sherman-Morrisson, nous avons 1'approximation suivante qui nous permet 
de surmonter l'impasse : 




yk) _ B^yksl + skylB^ 
fc+1" fc +{SkSk) {slyuY slyk 
Comme nous pouvons le constater, d'importants calculs matriciels sont entrepris et il 
faut stocker la matrice Bk ce qui peut s'averer couteux en memoire pour des problemes de 
grande taille. C'est pour cela qu'un algorithme L-BFGS (L pour limited memory) a ete 
developpe a l'Optimization Technology Center a la Northwestern University aux Etats-
Unis d'Amerique. Cet algorithme se base sur le meme principe que ci-dessus mais ne 
stocke par la matrice Bk. L'algorithme mentionne est adapte a notre probleme. II utilise 
une information supplementaire concernant la courbure locale de la fonction a minimiser, 
ce qui ameliore la connaissance locale de la fonction et accelere la convergence. En plus 
de cela, les ressources memoires necessaires sont a peine superieures a celles utilisees lors 
d'une minimisation par gradient conjugue non lineaire. 
1.4.5.7 Resultats theoriques concernant la convergence 
L'objet de ce paragraphe est de rappeler les principaux resultats de convergence 
de ces algorithmes. Notre but est d'exposer le cadre d'utilisation de ces algorithmes 
arm de comprendre lequel d'entre eux pourra s'averer le plus adapte au probleme de 
reconstruction tomographique. Nous ne demontrerons pas les resultats exposes ici. 
Algorithme de plus forte descente : 
Dans le cas d'un probleme quadratique, il est possible de majorer l'ecart entre la 
valeur de la fonction au point courant et la valeur de la fonction a la solution ideale. 
Nous nous plagons dans le cadre ou la matrice A est definie positive. 
Nous avons : 






qui est le conditionnement de la matrice A (les A sont les valeurs propres de la matrice). 
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Plus les valeurs propres de la matrice sont dispersees moins le probleme est conditionne 
et plus la convergence sera plus lente. 
Condit ions de Wolfe : 
En pratique, le pas a determine lors de la recherche lineaire ne peut pas etre calcule 
de maniere exacte car le critere est non quadratique. II faut done choisir un pas qui est 
souvent non optimal, car par souci d'efficacite, la recherche du pas ne doit pas etre trop 
longue, surtout si on cherche dans la mauvaise direction. 
Interpretons les deux conditions de Wolfe. Nous avons tout d'abord l'inegalite dite 
d'Armijo : 
f(xk + adk) < f(xk) + da < gk\dk > (1.16) 
c i €]0,1[ est un parametre a fixer. Ce coefficient fixe l'importance que doit avoir la 
descente. Si d ~ 1, cela signifie que la descente doit etre d'une ampleur plus impor-
tante. Cette condition empeche le pas d'etre choisi trop rapidement sans faire decroitre 
suffisamment la fonction. 
D'autre part, il y a une condition dite de courbure : 
[< 9k+i\dk >] > c2 < gk\dk > (1.17) 
c2 €]ci, 1[ est un parametre a fixer. 
En notant <3?(a) = f(xk + adk), nous rappelons que le but de la recherche lineaire 
est de trouver un pas a pour rendre $ le plus petit possible. Supposons que le terme 
$'(0) = < gk\dk > soit negatif. Remarquons pour la suite que $ ' (a ) = < gk+i\dk >. Cela 
signifierait que la recherche doit se faire dans les a positifs. Si nous avions un a tel 
que $ ' («) = [< gk+i\dk >] < $'(0), cela signifierait que nous ne sommes pas descendus 
suffisamment, puisque la pente serait encore plus raide (et descendante) au nouveau 
point. Cette condition nous assure aussi que le pas produit fait descendre la fonction 
suffisamment rapidement. 
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Algor i thms du gradient conjugue : 
Pour un probleme quadratique, on peut demontrer que : 
ll̂ i ~A\A K 1 
\\xQ-x\\A ~ ^ ( s ± l ) 
avec la meme definition de K que precedemment. Q est le polynome de Chebychev. 
L'etude de ces polynomes permet de montrer qu'il y a convergence dans le cas qua-
dratique. De meme que dans le cas de l'algorithme de plus forte descente, lorsque le 
conditionnement empire, la convergence est plus lente. 
Algor i thmes du gradient conjugue non lineaire : 
II y a convergence globale de ces algorithmes sous certaines conditions. Ces conditions 
sont liees a la recherche lineaire. Elles doivent se faire avec les conditions de Wolfe fortes. 
Si ces conditions ne sont pas verifiees, rien n'assure la convergence de l'algorithme pour 
une fonction quelconque differentiate. 
Algor i thmes quas i -Newton : 
Les resultats de convergence portent essentiellement sur les problemes convexes. Dans 
ce cas, il y a convergence et celle-ci est super-lineaire, c'est-a-dire plus rapide que lineaire. 
Les algorithmes exacts de Newton convergent de facon quadratique, mais si la solution est 
proche du point initial. En effet, si le point initial est eloigne de la solution, l'algorithme 
pourrait ne jamais converger, dans le cas d'un hessien non defini positif. Nous pouvons 
voir les algorithmes quasi-Newton comme un compromis entre la lenteur des algorithmes 
de plus fortes descentes (qui convergent surement) et la rapidite des algorithmes de 
Newton (qui peuvent ne jamais converger). Ce sont les conditions de Wolfe qui assurent 
ce compromis. La convergence est plus rapide que pour les algorithmes de plus forte 
descente. II faut cependant que les pas de descente satisfassent les conditions de Wolfe. 
1.4.5.8 Regularisat ion 
Nous nous situons dans le cadre de la minimisation d'un critere pour reconstruire 
une image tomographique : 
ju = argmin/( /x) 
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/o peut etre un des criteres exposes au chapitre precedent et decrit une adequation entre 
l'observation et le modele direct. 
Or ce probleme est mal pose et pour faciliter la convergence de l'algorithme, 
nous ajoutons un terme de regularisation comme les termes de penalisation de Tikhonov 
(Tikhonov et Arsenin (1977)). 
Le probleme prend alors la forme suivante : 
/(/i) = / o M + * M (1.18) 
/o est le critere correspondant a la distance au modele direct. Au chapitre 4, nous 
decrirons diverses fonctions de penalisation \E'. Ces criteres de penalisation tentent de 
tenir compte d'informations a priori. Donnons quelques exemples d'informations a priori 
dont nous pouvons tenir compte : 
- Regularity de l'image reconstruite. En effet, nous pouvons supposer que la 
fonction (x, y, z) >—>• JJL(X, y, z) est assez lisse et qu'elle n'a en general pas trop de 
discontinuite. Cette hypothese est basee sur le bon sens : les seules discontinuites 
se font aux frontieres des differents tissus. 
- Amplitude des coefficients d'attenuation. Par exemple, l'image a une plus 
grande probabilite d'etre constitute de valeurs nulles. 
- Positivite des coefficients d'attenuation. En effet, les coefficients d'attenuation 
ne peuvent etre negatifs. 
1.4.6 Comparaison de l'approche analytique et de l'approche 
algebrique 
En pratique nous constatons que l'approche analytique est plus rapide (grace notam-
ment au passage dans le domaine de Fourier) et moins lourde en termes de memoire que 
l'approche algebrique (puisqu'il faut stocker l'operateur A). 
Cependant, en retroprojection filtree, nous ne pouvons pas proposer de modele de 
formation de donnees non lineaire. Le modele le plus usuel est lineaire, c'est celui que 
nous avons presente precedemment : la transformed de Radon discretise. Nous avons 
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presente ensuite un modele non lineaire : il sert dans un cadre oil les photons n'ont 
pas tous le meme niveau d'energie (emission polycliromatique). De plus, nous pouvons 
integrer a notre modele l'aspect aleatoire de remission et de la propagation des photons 
X. L'emission peut etre modelisee comme une variable aleatoire de Poisson. 
En plus de cela, il est possible d'introduire de l'information a priori a notre modele 
dans les techniques algebriques, tandis que ce n'est pas le cas pour des techniques ana-
lytiques. Nous verrons que cela est utile pour reduire le bruit. Avec des techniques ana-
lytiques, ceci ne peut se faire que par post-traitement ou pre-traitement des donnees. 
Mais aucune technique developpee jusqu'a maintenant en ART n'est utilisable sur 
des donnees reelles a cause de la taille des donnees. Nous mettrons en place une 
technique ART permettant d'etre appliquee sur des donnees reelles. 
1.5 Diverses deteriorations d'image en tomographic 
a rayons X 
Apres avoir presente les modeles de formation des donnees et les methodes de recons-
truction (analytiques et algebriques), nous proposons de presenter les diverses deteriorations 
d'image en tomographie a rayons X qui peuvent affecter la qualite des images recons-
truites. Le bruit, dont nous expliquerons les origines, est une source de deterioration 
majeure. Nous presenterons les grands principes de reduction du bruit et nous verrons 
que les reconstructions algebriques permettent une meilleure gestion du bruit. Une autre 
source de deterioration importante est l'ensemble des artefacts. Etymologiquement, un 
artefact est un effet artificiel. C'est done une deterioration due a la methode employee. 
Ainsi, le bruit est un signal aleatoire se superposant au signal utile (ici le nombre de 
photons emis) et les artefacts sont dus a une inadequation de la technique de recons-
truction. 
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1.5.1 Generalites sur le bruit en tomographie a rayons X 
Le bruit observe sur les reconstructions tomographiques est en partie du au processus 
aleatoire d'emission et de propagation des photons de la source. Une fois les photons emis 
des phenomenes aleatoires comme la diffusion regissent le comportement des photons du 
faisceau de rayons X. Les photons diffuses ont des directions de propagation aleatoires 
et sont done perdus. lis peuvent atteindre un detecteur qui ne serait pas le bon. C'est 
un exemple typique de bruit. Le bruit est aussi une consequence de l'imperfection du 
systeme de detection. 
La seule fac,on de traiter la deterioration de l'image par du bruit avec des reconstruc-
tions basees sur la retroprojection filtree est d'appliquer des post-traitements de l'image 
notamment avec l'aide de filtres adaptes. 
Un des interets majeurs des methodes algebriques est qu'elles nous permettent de 
mieux modeliser le processus physique d'emission et done d'amoindrir le bruit. II est 
par ailleurs possible d'introduire un terme de penalisation dans la fonction a minimiser 
qui force l'inconnue a converger vers une solution ayant certaines proprietes. C'est ce 
que propose Allain et al. (2002) dans le cadre de la tomographie a rayons X pour une 
trajectoire helicoidale, dans un cadre de simulation. 
1.5.2 Artefacts metalliques, artefacts de durcissement de fais-
ceau 
Un premier type d'artefacts qui nous interesse ici sont les artefacts metalliques. 
Comme nous l'avons deja signale precedemment, les photons emis ne sont pas mono-
chromatiques. En effet, ils sont emis selon un spectre, comme nous pouvons le constater 
dans la figure 1.12. Ce spectre n'est pas uniforme. A chaque niveau d'energie, un certain 
nombre de photons sont emis. 
Or les coefficients d'attenuation dans la loi de Beer-Lambert dependent de l'energie 
des photons. Ainsi, la loi de Beer-Lambert devrait s'ecrire : 
/•+oo p+L 
1=1 I0(e)deexp{- / fi(x,e)dx) (1.19) 
Jo Jo 
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FIGURE 1.12 - Spectre d'emission de la source du scanner SIEMENS SENSATION 16. 
Dans cette equation, x est la variable d'integration sur le rayon (abscisse lineique 
selon le rayon), e est un niveau d'energie. /o(e) est le nombre de photons emis pour 
une energie e donnee. La quantite p — — log(7) n'est plus une transformee lineaire de 
[i. II ne s'agit plus de la transformee de Radon et la retroprojection est alors basee sur 
un modele simplificateur : le modele monochromatique. Nous retrouvons la loi de Beer-
Lambert lorsque nous prenons un unique niveau d'energie dans l'equation ci-dessus. Or 
les metaux sont plus attenuants que les tissus mous et les differences d'attenuation pour 
differents niveaux d'energie affectent plus le sinogramme en presence de metaux. Nous 
verrons ulterieurement comment prendre en compte le caractere polychromatique de 
remission des photons X dans le cas d'un scanner industriel. Nous pouvons constater 
ces artefacts, sur la figure 1.13, qui apparaissent sur un tomographe industriel. Ces 
artefacts apparaissent ici autour de billes d'acier. 
Certains auteurs comme Elbakri et al. (2004) ou Menvielle et al. (2005) minimisent 
des criteres derivant d'un certain modele statistique qui prend en compte cet aspect 
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polychromatique de remission comme nous l'avons presente precedemment. 
D'autres comme Zhang et al. (2007) tentent de modifier le sinogramme en segmentant 
les zones metalliques afin de restaurer le sinogramme pour pouvoir utiliser les algorithmes 
classiques de retroprojection. 
Cependant, aucun auteur n'a implements de techniques ART dans un 
cadre statistique s'appliquant a des donnees reelles 3D, en mode multi-
barrette. 
Images tomographique avec artefacts metalliques 
FIGURE 1.13 - Artefacts dus a des billes d'acier. 
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Plus generalement que les artefacts metalliques, nous pouvons aussi observer des 
artefacts de durcissement de faisceau. Considerons un rayon X polychromatique. Dans 
un milieu homogene, les photons de basse energie sont plus attenues que les photons de 
haute energie. Le spectre des photons detecte par le systeme de detecteurs n'est plus le 
meme que le spectre d'emission. Plus le materiau traverse est epais plus ce phenomene 
est important. Les images reconstruites du materiau donnent alors l'impression que le 
centre de l'objet est plus attenuant, ce qui n'est pas le cas. 
Ces artefacts sont une sous-categorie des precedents, puisqu'il s'agit d'artefacts dus 
au caractere polychromatique des donnees et a la monochromaticite de la reconstruction. 
Effet du durcissement du rayon 
Sans durcissement de faisceau 
Avec durcissement 
-0.6 -0.4 -0.2 0 0.2 
Abscisse x (cm) 
0,4 
FIGURE 1.14 - ProBl d'une boule reconstruite avec artefacts de durcissement. 
Dans la figure 1.14, nous avons simule les contributions (en —log) obtenues sur 
une barrette de detecteurs (plusieurs detecteurs en abscisse) pour une projection. Le 
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fantome est une boule homogene. L'une des deux courbes prend en compte le caractere 
polychromatique des photons tandisque l'autre ne le fait pas. 
1.5.3 Artefacts helicoi'daux : « wind-mil l » 
Certains algorithmes peuvent faire apparaitre des artefacts propres au mode helicoi'dal. 
Cet artefact est du a la geometrie en helice de la trajectoire. Les methodes faisant in-
tervenir des interpolations font apparaitre de tels artefacts specifiques. Stierstorfer et 
al. (2004) proposent une FBP ponderee qui attenue ces artefacts specifiques au cas 
helicoi'dal. 
Nous verrons que les techniques algebriques employees reduisent ces artefacts puis-
qu'elles tiennent mieux compte de la geometrie exacte du probleme. 
1.6 Conclusion 
Dans ce chapitre nous avons montre pourquoi la tomographic a rayons X etait une 
technique adaptee au suivi de patients portant des stents metalliques dans le systeme vas-
culaire peripherique. C'est en effet une technique non invasive (au sens strict du terme) 
et offrant une resolution sufnsante. Cependant, pour reduire les temps d'acquisition et 
les doses recues par le patient, les evolutions recentes de la tomographic a rayons X ont 
fait augmenter la taille du probleme puisque l'acquisition helicoi'dale rend complexe une 
decomposition du probleme en une serie de plus petits sous-problemes (comme ce qui 
peut se faire en tomographic axiale). De plus, la presence de stents metalliques engendre 
des artefacts metalliques dus a des reconstructions non adaptees. 
Les methodes usuelles de reduction des artefacts metalliques par des techniques ana-
lytiques ne sont pas pleinement satisfaisantes. En effet, elles effectuent generalement des 
post-traitements d'images sans remettre en cause le modele physique qui est la source 
du probleme. II est done necessaire de modifier le modele physique de formation des 
donnees et de se placer dans un cadre de reconstruction algebrique. Ceci, comme nous le 
verrons au chapitre suivant, pose des problemes lies a la taille du probleme et au temps 
de traitement des donnees. 
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CHAPITRE 2 
MODELISATION DU PROBLEME DIRECT 
2.1 Introduction 
Jusqu'a present, nous avons defini la tomographic a rayons X et les principes de la 
reconstruction tomographique. Nous avons defini ce que sont les techniques analytiques 
- methodes usuelles employees par les scanners industriels - et les techniques algebriques 
- celles utilisees dans le cadre de nos travaux. Nous avons choisi dans le cadre de notre 
projet les techniques algebriques qui nous permettent d'affiner le modele de formation 
des donnees. Ceci n'est pas possible pour la technique de retroprojection filtree (recons-
truction analytique) qui est la methode utilisee par les scanners industriels. 
Apres la presentation de l'etat de l'art du chapitre 2, l'objet de ce chapitre est de 
decrire le modele de formation des donnees que nous avons utilise. Dans un premier 
temps, nous preciserons les modeles physiques de formation des donnees que nous avons 
utilises ainsi que le critere a minimiser qui decoule de ce modele physique. 
Ensuite, nous proposerons une methode innovante pour prendre en compte l'epaisseur 
des rayons afin de rendre plus adequate la modelisation de la generation des donnees. La 
prise en compte de l'epaisseur des rayons a aussi ete exploree par Chouzenoux (2007) dans 
le cadre d'un stage au Laboratoire d'imagerie par optimisation numerique de l'lnstitut de 
genie biomedical de l'Ecole Polytechnique de Montreal ou ont ete entrepris nos travaux 
de maitrise. 
Puis, nous presenterons notre parametrisation geometrique du probleme. Cette geometrie 
est complexe puisque nous proposons de prendre en compte : la trajectoire helicoidale, 
les sources volantes angulaires et axiales, et le caractere tridimensionnel du systeme de 
detecteurs. 
Enfin, dans une derniere partie, nous proposerons une structure de donnees innovante 
adaptee a la taille importante des donnees a traiter. Cette structure innovante que nous 
60 
avons implementee en langage C nous a permis de reconstruire des donnees reelles et 
nous permet de surmonter plusieurs difficultes : 
- Geometrie 3D complexe et abstraite. La parametrisation du probleme 
est une difficulty en soi. 
- Volume des donnees tres important. C'est pour cela que nous avons 
developpe une structure plus legere qu'une matrice creuse. 
2.2 Modele de formation des donnees 
2.2.1 Formation des donnees pour une seule mesure 
Nous nous sommes place dans un cadre deterministe et monochromatique. De plus 
le rayon est infiniment fin. Nous expliquerons a la section suivante comment prendre en 
compte l'epaisseur du faisceau. 
Lorsque nous nous basons sur l'hypothese de determinisme, cela signifie que nous 
supposons que le nombre de photons est sumsamment eleve. En notant A le parametre 
d'une loi de Poisson, le rapport moyenne sur ecart-type vaut -4=. Quand A est tres grand, 
ce qui est generalement le cas en tomographic a rayons X, l'hypothese deterministe est 
tres realiste. Dans un cadre clinique, ce rapport est de moins de 1 %. 
2.2.1.1 Approximations monochromatique 
De plus, nous supposons aussi que les coefficients d'attenuation ne dependent pas de 
l'energie des photons. II s'agit d'une approximation adequate en premier abord puisque 
les tissus images sont generalement des tissus mous qui generent peu de durcissement de 
faisceau. Ces tissus mous representent plus de 80 % de la masse de tissus images. Dans 
ce cadre d'approximations, le modele de formation des donnees pour une seule mesure 
est obtenu grace a la loi de Beer-Lambert donnee en 1.3 : 
— = e x p ( - / ii(x(l),y(l),z(l))-dl) (2.1) 
^vo Jo 
Nous rappelons que / est l'abscisse curviligne du rayon X qui va de l'abscisse curviligne 
O a L . 
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2.2.2 Systeme a resoudre 
En tomographic, nous avons plusieurs mesures de la forme 2.1, pour differentes po-
sitions de la source et des detecteurs. Ce sont les fonctions x : I i—> x(l), y : I \-> y(l) 
et z : I i—»• 2(1) qui varient d'une mesure a l'autre. Nous obtenons ainsi un systeme 
d'equations fonctionnelles. 
Cependant, seule une partie du travail est alors faite. II faut ensuite discretiser le 
systeme. Puisque nous n'avons qu'un nombre discret de mesures, nous ne pourrons avoir 
qu'un nombre discret d'echantillons de la fonction fi. II est done necessaire de discretiser 
la fonction \x pour inverser le systeme et pour discretiser l'integrale de Pequation ci-
dessus. 
Le modele direct discretise devient alors : 
p = A-/j, (2.2) 
Avec p = — log(y) ou y sont les donnees mesurees par le tomographe. log est ici la 
fonction logarithme prise terme a terme. p est le sinogramme de l'acquisition. A est 
la matrice de projection qui est une discretisation du systeme d'equations integrates 
mentionnes ci-dessus. 
2.2.3 Critere choisi 
Une fois le modele de formation des donnees explicite, il faut choisir un critere qui est 
une mesure nous indiquant la distance de la solution projetee aux mesures. La methode 
algebrique que nous utilisons consiste a minimiser un critere qui nous fournit une esti-
mation de la distribution spatiale des coefficients d'attenuation. Nous utilisons le critere 
des moindres carres qui n'est rien d'autre qu'une distance euclidienne, superposee a un 
terme de regularisation. 
H ^ / ( / i ) = l / 2 P / i - p | | 2 + * 
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2.3 Modelisation de l'epaisseur du faisceau 
L'objet de cette section est de presenter une technique permettant de prendre en 
compte cet aspect de la modelisation. Dans un premier temps, nous generaliserons la re-
lation de Beer-Lambert arm qu'elle prenne en compte l'epaisseur du rayon. Ann d'obtenir 
des equations lineaires nous verrons dans un deuxieme temps qu'il est necessaire de faire 
une approximation qui suppose que le rayon est epais avec une faible epaisseur relative-
ment aux autres dimensions du probleme. Dans un troisieme temps, nous proposerons 
une discretisation de l'espace adaptee a cette approximation. 
2.3.1 Position du probleme 
Jusqu'a maintenant, nous avions considere que le rayon etait infiniment fin. Ceci est 
physiquement impossible, car la source ne peut pas etre parfaitement ponctuelle et les 
detecteurs ont une certaine epaisseur. Dans ce paragraphe, nous voulons adapter la loi 
de Beer-Lambert en considerant l'epaisseur du rayon. Nous nous plagons dans le cadre 
2D et nous modelisons le faisceau par un rectangle (en 3D, ce serait cylindre) dont nous 
pouvons trouver les parametres sur la figure 2.1. Nous voulons preciser le modele direct 
de formation des donnees correspondant a une seule mesure. 
Comme dans le reste de ce chapitre, nous nous plagons dans le cadre de deux hy-
potheses approximatives : 
- L'emission des photons est determinis te : H 2 , ce qui equivaut a considerer 
que le nombre de photons est tres eleve. 
- Les photons emis sont monochromat iques : H 3 , ils ont la meme energie. 
Pour un meme souci de notations, nous supposons que l'axe x se confond avec la 
direction du rayon. Rappelons que, dans ce contexte, pour un rayon infiniment mince, 
N = No exp(— / /i(x, y)dx) 
Jo 
N etant le nombre de photons mesures et iVo le nombre de photons emis. Le cylindre 
de diametre c peut se decomposer en une infinite de rayons infiniment minces qui sont 
identiques. Soit 5N l'intensite du rayonnement pour un rayon d'epaisseur infinitesimale. 
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Milieu absorbant (u) 
epaisseur c 
x x + dx 
* sens de propation 
Axe des x 
FIGURE 2.1 - Attenuation d'un faisceau epais. 
Pour ce rayon, la loi de Beer-Lambert est applicable : 
5N = 5N0exp( / Kx,y)da 
Jo 
Pour obtenir l'mtensite totale, il suffit de sommer sur tous les rayons infinitesimaux : 
fc /2 rL 
c/2 
En supposant que tous les rayons sont emis avec la meme intensite, nous avons 
c/2 
Comme nous pouvons le constater, nous avons une integrale a l'exterieur de l'exponen-
tielle. Or : 
/ • c /  /•£, 
N= 8N0exp(— / /j,(x,y)dx)dy 
J-c/2 JO 
es rayons sont emis avec la meme inter 
N = — / exp(— / n(x, y)dx)dy 
C J-c/2 JO 
(2.3) 
/ exp(- / n{x, y)dx)dy f exp(- / / \i{x, y)dxdy) 
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Auparavant, nous prenions l'oppose du logarithme de N, p = — log(N) pour obtenir 
l'equation lineaire : 
p = / n(x)dx 
ce qui correspondait a une transformed integrale (done lineaire). En effet, nous n'avons 
pas pour l'expression ci-dessus une simplification de la formule puisque : 
- log( iV) = -log(N0 / e x p ( - / ^(x,y)dx)dy) = -\og(N0)-log( e x p ( - / n{x,y)d: 'x)dy) 
Le probleme a perdu en linearite. 
En effet, si nous tentons de discretiser le probleme avec des pixels standards, nous 
obtenons : 
, ,N , ^ e x p ( - E r £ ) , 
p = ~ log(iVo} = " l 0 g ( ^ W~~] 
3 
Comme nous ne pouvons pas inserer la somme a l'interieur de l'exponentielle, le 
probleme ne peut pas etre linearise sans faire d'approximation. 
2.3.2 Linearisation et discretisation du probleme 
Dans un premier temps, nous tentons de lineariser le modele de formation des 
donnees. Ensuite, nous proposons une discretisation adaptee. 
2.3.2.1 Approximat ion d'ordre 1 
L'objet de ce paragraphe est de trouver une approximation lineaire du modele de 
formation des donnees pour une seule mesure. Au paragraphe suivant, nous discretiserons 
le modele direct approximatif pour en deduire un systeme d'equations lineaires. 
fc/2 r 





1(c) = 6N- 5N 
Jo Jo 
"(c) = / <57V0exp(- / n(x,y)dx)dy 
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Ainsi : 
r ' ( 0 ) = l / 2 e x p ( - J n(x,0)dx) 
Avec ces notations : 
i(c) = r(c/2) - r(-c/2) 
Nous avons : c <C Rd ou Rd est la distance entre un detecteur et la source. Done nous 
pouvons faire un developpement limite : 
/*(c) = /*(0) + c/*'(0) + c2/2/*"(0) + o(c2) 
Pour 1(c) les termes d'ordre 2 s'annulent : 
1(c) = 2c/*'(0) + o(c2) 
A l'ordre 1 : 
- log(J (c ) / c ) = / n(x, 0)dx + o(c) 
Nous n'avons pas de terme d'ordre 1 en c pour un developpement limite d'ordre 
1 dans cette equation. La meilleure approximation lineaire est done celle de la loi de 
Beer-Lambert. 
2.3.2.2 Approximat ion d'ordre 2 
Ann de gagner encore en precision Chouzenoux (2007) a poursuivi le developpement 
limite effectue ci-dessus a l'ordre 2. 
Ce developpement fait perdre la linearite du probleme ce qui augmente le temps 
de traitement des donnees. II fait notamment apparaitre un terme du type [J ^ ] 2 . Les 
travaux d'Emilie CHOUZENOUX montrent que ce terme d'ordre 2 n 'a que tres peu 
d'influence dans le cadre de la tomographic a rayons X en milieu clinique. 
2.3.2.3 Discret isat ion proposee 
Nous voulons faire en sorte que les contributions des pixels prennent en compte 
l'epaisseur du faisceau. En effet, les voxels ne sont qu'une discretisation standard parmi 
d'autres. II s'agit d'une discretisation de l'espace qui permet d'echantillonner la fonction 
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/j,(x, y) des coefficients d'attenuation. Par souci de clarte, supposons que nous sommes 
en 2D. Une telle discretisation s'ecrit : 
Ms, y) = Yl Yl b(x ~ Xh y ~~ Vj)^ (2.5) 
i 3 
b est une base de discretisation. Les pixels standards correspondent a des fonctions en 
escalier : 
b(x — Xi,y — yj) = 1 si Xi — a/2 < x < Xi + a/2 et si 
j/i — a/2 < x <yi + a/2 ou 
b(x — Xi, y — yj) = 0 sinon. 
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FIGURE 2.2 - Fonctions de contribution. 
D'autres auteurs, comme Matej et Lewitt (1996) ont propose des bases non standards, 
lis proposent une base a symetrie radiale. D'autres auteurs proposent des pixels encore 
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plus atypiques : c'est le cas de Carvalho et Herman (2007) qui proposent des pixels de 
forme de lobe de Bessel. 
Notons r~ij — {x-i, yj) un vecteur position du centre d'un pixel (i,j). Nous nous sommes 
interesses dans le cadre de nos travaux a des pixels a symetrie circulaire (spherique en 
3D), tels que 
Kr-nj) = f(\\f-f;j\\) 
si \\r — fij\\ < a et 0 sinon. 
Done nous avons : 
v{xiy) = s^Jf(¥-nj\\)n.lj 
ij 
En inserant cette expression dans l'equation de Beer-Lambert, nous obtenons une 
equation discretisee de la forme : 
/ n(x(l),y(l))dl = ^2 wijVii 
avec Wij = JoL[/(||r(0 - ry||)]d/. 
Or le probleme est a symetrie radiale done il existe une fonction F telle que 
Hdli)= ["{fiWr-rlMdl Jo 
dij est la distance entre le centre r7j du voxel et le rayon X qui est au centre du faisceau 
cylindrique. Pour avoir un terme lineaire, nous proposons tout d'abord de choisir une 
fonction affine pour F. Cette fonction affine est definie par : 
F{x) = K{1 - x/(c/2 + a)) 
La deuxieme fonction utilisee est F(dij) = Sy ou 5y est la surface d'intersection (pour 
le cas 2D) du faisceau cylindrique et du pixel circulaire. 
2.3.3 Compromis necessaire 
Tout comme le cas polychromatique, l'epaisseur du rayon induit un probleme non 
lineaire. Vu que l'epaisseur des rayons est tres faible en pratique, nous nous contentons de 
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lineariser le probleme et de proposer une approximation qui est en theorie meilleure que 
l'approximation du rayon infiniment fin. Les voxels traverses par le faisceau de rayons 
epais contribuent a Pattenuation. Cette fonction de contribution depend de la distance du 
centre du voxel (parallelipipedique ou spherique) au centre du faisceau. Ainsi, l'epaisseur 
du faisceau est prise en compte. 
Si l'espace memoire etait illimite et que la vitesse de calcul importait peu, nous 
aurions decompose le faisceau de rayons en K rayons infiniment minces. Le modele 
direct serait devenu : 
I=4k) ^Texpt-^/x) (2.6) 
k 
Remarquons que ce modele direct a la meme structure non lineaire que le modele 
direct polychromatique. Les k matrices de projection Ak sont les matrices de projection 
pour les k rayons infiniment fins composant le rayon epais dont I est l'intensite detectee. 
2.3.3.1 Autre approche 
Une autre approche, comme celle de Chouzenoux (2007) consiste a conserver les 
termes d'ordre 2 et a utiliser une base de voxels plus complexe que celles presentees. 
Nous n'avons utilise dans nos modeles directs que des bases a symetries spheriques. 
L'auteur a, quant a elle, explore les bases dites s epa rab l e s . 
Rappelons la decomposition de l'image en une base 2D : 
/*(*> y) = J2Y1 b(x ~ Xi>y ~ y3)1*3 
i 3 
Des bases separables sont telles que : 
b{x -Xi,y- Vj) = 61 (x - Xi)b2{y - y3) 
L'auteur a notamment choisi des bases gaussiennes telles que b\ = b2. Mais elle 
conclut que ce choix de base n'influe pas vraiment sur la qualite finale des images dans 
le cadre clinique qui nous interesse. 
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2.4 Parametrisat ion geometrique du probleme 
A present, nous avons deux modeles de formation des donnees discretises qui nous 
interessent. L'un prend en compte l'epaisseur des rayons et l'autre suppose que les 
rayons sont infiniment fins. Les deux modeles considerent que remission des photons 
est deterministe et que les tissus ont des coefficients d'attenuation qui ne dependent pas 
de l'energie des photons. 
Une fois que ces deux modeles sont discretises, un systeme d'equation apparait et 
nous faisons apparaitre une matrice de projection. 
L'objectif principal de cette section sera de presenter la parametrisation geometrique 
du probleme qui nous permet de calculer les elements de la matrice de projection. 
2.4.1 Matrice de projection 2D 
L'objet de ce paragraphe est d'expliciteasnounr la matrice de projection A introduite 
precedemment. En 2D, nous avons la geometrie representee par la figure 2.3. 
Introduisons quelques notations : 
- Nd : le nombre de detecteurs sur une barrette. 
- N$ : le nombre de projections (nombre de positions differentes de la source S sur 
un cercle pour le cas 2D). 
- N : le nombre de pixels. L'espace est discretise selon une grille homogene de pas a 
qui est le meme selon l'axe x et selon l'axe y. 
Nous rappelons que la valeur du sinogramme correspondant a la detection k est 
donnee par : 
Pk= ^2 Wii ' Vv (2-7) 
ou C est l'ensemble des pixels de l'espace. 
Wij est la contribution du pixel (i,j) au rayon. II peut s'agir de l^ qui est la longueur 
de l'intersection du pixel (i,j) avec le rayon k pour un rayon fin ou une autre fonction 
comme nous l'avons vu dans la section precedente lorsqu'il s'agit d'un rayon epais. Avec 
ces notations : 
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FIGURE 2.3 - Scan avec rayons en eventail. 
ke[i,NM. 
On synthetase ces equations correspondant a differentes mesures dans une seule equation 
de dimension superieure : 
La matrice de projection A est de taille (N^Nd, N2). Les lignes de la matrice cor-
respondent a un rayon et chaque element sur cette ligne est la valeur de la longueur de 
l'intersection du voxel et du rayon : ce sont les l^ de l'equation precedente. L'objet du 
paragraphe suivant est d'indiquer comment il est possible de calculer les elements de 
cette matrice de projection. 
2.4.2 Cas 2D : rayons en eventail 
Les etapes de mesures en tomographic 2D sont les suivantes : 
y 
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FIGURE 2.4 - Geometrie de la projection en 2D. 
1. Pour une certaine position, la source emet un faisceau en eventail qui se propage 
dans le milieu pour ensuite etre mesure par les detecteurs de chaque barrette (1 
barrette en 2D) 
2. Ensuite, la source se deplace sur sa trajectoire circulaire, en incrementant Tangle 
de rotation. 
Toutes ces mesures fournissent ce qu'on appelle les donnees. 
Nous souhaitons calculer les contributions des pixels pour une mesure correspondant 
a une valeur du vecteur des donnees. Considerons un rayon infiniment mince comme c'est 
le cas dans la figure 2.4. Dans le cas 2D (mais aussi dans le cas cone-beam circulaire), 
la source S tourne autour de Q. Nous pouvons done reperer S par Tangle cf> de rotation, 
que nous appellerons angle de projection. Nous introduisons les notations suivantes, 
necessaires pour le developpement de cette section. 
1. Rd = SD : les detecteurs sont sur un cercle de centre S et de rayon Rd- D designe 
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un detecteur. 
6 = D~s,ns 
qui est Tangle qui permet de reperer un detecteur sur le cercle de centre S et de 
rayon Rd. 
2. Rf = QS : rayon du cercle sur lequel se deplace la source de rayons X. 
Remarquons que le rayon (SD) est totalement determine par la donnee (<fi, 6). 
Afin de calculer les intersections des pixels, nous utilisons une equation parametree 
du rayon (SD). 
M € (SD) ^ ^ 3t\OM = OS + t- S~D/SD 
Pour cela, il faut calculer les coordonnees du vecteur directeur u — SD/SD et celles de 
S. 
ux = cos((/> — 9) 
uy = s'm((j> — 6) 
sx = Rf • cos(cf>) 
sy — Rf • sin((/>) 
2.4.3 Cas 3D en helicoi'dal 
En 3D helicoi'dal, les equations ainsi que la parametrisation ne sont si pas differentes. 
II faut cependant ajouter la cote z aux autres coordonnees. 
Le processus de detection et d'emission est similaire : 
1. Pour une certaine position, la source emet un faisceau en cone qui se propage 
dans le milieu pour ensuite etre mesure par les detecteurs de chaque barrette (16 
barrettes en 3D pour nos les donnees reelles) 
2. Ensuite, la source se deplace sur sa trajectoire circulaire, en incrementant Tangle 
de rotation. Comme la trajectoire de la source (dans le referentiel du patient) est 
une helice, cette incrementation deplace la source sur Thelice. 
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Nous avons JVj, barrettes de detecteurs. Designons par n € [l,iV(,] une barrette. 
Chaque barrette contient Nd detecteurs. 
De meme qu'en 2D, en 3D, la matrice de projection est constitute des longueurs 
d'intersections des voxels parallelipipediques avec chaque rayon (SD) (ou d'une autre 
fonction de contribution, ce qui ne change pas le raisonnement ci-apres). II suffit de 
connaitre les coordonnees de S et du coefficient directeur u de la droite (SD) pour pou-
voir calculer ces longueurs d'intersection comme pour le cas 2D. 
u'x = Rd cos(cj) — 9) 
u'y = Rd sin(</> - 8) 
u'z = (n — Nf,/2)Az ou Az est l'epaisseur d'une barrette. 
u — u'/\\u'\\ pour normer le vecteur. 
sx = Rf • cos((f>) 
sy = Rf • sin(c/>) 
sz = hcf>/(27r) ou h est le pas de l'helice (distance que parcourt la source selon l'axe de 
rotation du systeme). 
Le cas cone-beam circulaire n'est qu'un cas particulier pour lequel h = 0. 
II suffit ensuite de calculer iterativement les coordonnees des intersections entre 
chaque cote de chaque voxel et de chaque rayon. A partir de ces intersections, nous 
calculons les longueurs d'intersection. Cette methode est simple en theorie, mais sa 
mise en ceuvre telle quelle est impossible. La taille des donnees est telle que les pro-
duits matriciels seraient trop lourds en memoire. Nous exposerons ulterieurement notre 
methodologie nous permettant de gerer des donnees aussi volumineuses. 
La matrice A contenant tous les elements de contribution des pixels est de taille : 
(NbN^Nfa^Nz), Nz etant le nombre de couches de l'ensemble de voxels consideres. 
Nous proposerons plus loin dans le chapitre une structure de donnees permettant de 
stocker efficacement ces donnees du modele direct. 
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Pararretres ct-ometri quos 
Calcul ctes parametres du ray JH 
Vecteur u 
Coordonnees de S 
^j**r^~ 
Ca\<: JI cles pcmts d'mte'sect. ' 
du rayon avec chaque cote 
de chaque voxel 
Pa-courtdes points 
d'intersection pourcalculer 
les longueurs d'intersection 
FIGURE 2.5 - Schema de calcul des elements de la matrice de projection. 
2.4.4 Source volante 
Afin de gagner en densite d'echantillonnage, les scanners de SIEMENS comportent 
maintenant un dispositif de source volante. 
II y a deux types de sources volantes : 
- Source volante axiale (Flying Focal Spot en z). On devie la source selon l'axe z. 
- Source volante angulaire (Flying Focal Spot en a). On devie la source selon la 
tangente a la trajectoire circulaire. 
Kachelriess et al. (2006) exposent le principe de cette innovation technologique dont 
nous mentionnerons les resultats les plus importants dans le paragraphe suivant. 
2.4.4.1 Source volante axiale (FFS en z) 
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FIGURE 2.6 - Schema de FFS en z. 
Nous nous referons pour les notations a la figure 2.6. Sans FFS, pour chaque angle 
de projection </>, la source emet un faisceau de photons X qui est conique et a une seule 
position explicitee precedemment. Avec du FFS en z, pour chaque angle de projection 
(j>, il y a deux positions d'emission. En notant Ab la largeur d'un detecteur, la frequence 
d'echantillonnage dans le plan contenant le centre de rotation du systeme et qui est 
parallele a l'axe z peut etre augmentee. En effet, Kachelriess et al. (2006) demontrent 
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que cette periode d'echantillonnage spatiale est reduite et vaut 
Az = l/2AbRf/(Rd - Rf) 
au lieu de valoir : 
Az = AbRf/(Rd - Rf) 
pour le cas sans FFS en z. Ces valeurs ne sont de bonnes approximations que proche du 
centre Q. 
La periode d'echantillonnage est reduite si les deux points d'emission Si et 52 sont 
distants de 
5i52 = l/AAbRf/(Rd - Rf) 
ce qui est le cas pour les scanners de SIEMENS lorsqu'il y a du FFS en z. II suffit de 
devier parallelement la source qui emet les rayons X. 
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2.4.4.2 Source volante angulaire (FFS en a) 
AvecFFSen a 
Sans FFS en o 
Ru 
FIGURE 2.7 - Schema de FFS en a. 
Tout comme le FFS en z, il y a un FFS angulaire qui permet d'augmenter la densite 
d'echantillonnage sans augmenter le nombre de detecteurs. Ceci est effectue en deviant 
la source tangentiellement au cercle de centre Q, de rayon Rf et contenant le point S. 
Comme nous pouvons le constater sur la figure 2.7, la frequence d'echantillonnage est 
doublee (comme dans le cas de FFS en z). Pour realiser cette innovation technologique, 
la deviation est telle que : 
5i5 2 - l/2A9RdRf/(Rd - Rf) 
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2.4.4.3 Modification du modele 
La source volante ameliore la resolution spatiale grace a une astuce technologique 
qui consiste a devier la source dans deux directions : la direction axiale et la direction 
tangentielle. Pour ajuster notre modele geometrique elabore au paragraphe precedent, 
il suffit de remplacer les coordonnees de S successivement par celles de Si et de S2 
dans toutes les equations developpees precedemment. Le nombre de rayons et done des 
donnees est multipliee d'un facteur 2 (s'il y a un seul FFS) ou d'un facteur 4 (s'il y a 
les deux FFS). Le volume des donnees etant plus important, il est encore plus crucial 
d'avoir une structure de donnees adaptee. 
Donnons les equations qui correspondent a ce decalage. II suffit en effet de modifier 
les coordonnees de S et celles de u en consequence. 
Pour le FFS en z : 
42> - sz + 5i52/2 
De meme pour le FFS angulaire : 
s]f> =sx- Si52 /25in($) 
42) = sv + ,SiS2/2cos($) 
41} = sx + SiS2/2sin($) 
4 1 ' = *y ~ S1S2/2cos(€>) 
ou SiS2 designe la longueur entre les deux points sources et les Si sont les coordonnees 
de 5 sans FFS. 
Les s\ et s\ sont les coordonnees respectives de Si et de S2. 
79 
2.4.5 Decalage des detecteurs 
Dans les scanners de SIEMENS, les detecteurs d'une barrette ne sont pas places 
symetriquement par rapport a (QS). Nous illustrons ce decalage dans la figure 2.8. Ce 
decalage est un decalage angulaire d'un quart de detecteur. Sans ce decalage, le systeme 
de detecteurs est symetrique par rapport a l'axe (QS). Si ce decalage n'est pas pris en 
compte, un artefact apparait. Cet artefact est un flou homogene qui se propage sur toute 
l'image. 
Avec decalage 
Decalage f» | 
Sans decalage 
FIGURE 2.8 - Schema illustrant le decalage des detecteurs. 
Pour implementer ce decalage, il suffit de calculer les valeurs des angles 6 qui sont 
introduites dans les equations du paragraphe precedent. Les angles 9 discretises sont 
donnes par l'equation : 
avec k<E [\0,Nd-l\] 
au lieu de : 
Ok = -OmaJI + kA9 + A9/A 
Ok = -Omax/2 + kA9 
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s2 S, S2 
Avec decalaee Sans decalage 
FIGURE 2.9 - Schema illustrant l'impact du decalage de detecteurs. 
Comme nous pouvons le constater sur la figure 2.9, lorsqu'il y a un decalage de 
detecteurs plus de points sont echantillonnes sur l'axe y. Nous constatons meme un 
doublement de l'echantillonnage sur l'axe y. 
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2.5 Structure de donnees adaptee pour la mise en 
ceuvre 
Pour chaque rayon emis par la source, nous sommes maintenant capable de calculer 
les contributions de chaque pixel pour un rayon donne. Dans cette section, nous propo-
serons une structure permettant de stocker les informations relatives aux contributions 
de chaque pixel pour chaque rayon. 
2.5.1 Difficultes du probleme 
Comme nous l'avons souligne precedemment, la taille des donnees de ce probleme 
numerique est telle qu'une matrice pleine formee de plusieurs vecteurs pleins ou d'une 
matrice creuse (sparse) ne peuvent etre utilisees lors de la resolution d'un probleme 
d'inversion reel. Nous sommes limite par la memoire vive puisque nous nous efforgons 
d'utiliser des ordinateurs de bureaux (PC) ayant une memoire vive de 8 gigaoctets pour 
effectuer nos calculs. II ne s'agit pas d'un supercalculateur mais bien d'un ordinateur de 
bureau. 
2.5.2 Methode proposee 
Nous proposons ici d'expliciter la structure des donnees utilisees. 
2.5.2.1 Demarche general e 
En tomographic a rayons X, une structure de donnees faisant office de matrice de 
projection doit nous permettre de faire deux operations : 
- Un produit A(fj,) ou fj, est un vecteur contenant les coefficients d'attenuation 
discretises. Le resultat de ce produit est une discretisation d'un des modeles directs 
qui nous interesse. 
- Une retroprojection B(y), qui est la discretisation de la retroprojection, necessaire 
au calcul du gradient. 
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Pour conduire a bien ces deux operations, il est necessaire et suffisant de connaitre la 
contribution de chaque voxel a chaque rayon emis. Une matrice pleine stockerait toutes 
les contributions de tous les voxels dans un vecteur de vecteurs. Une matrice creuse 
stockerait toutes les contributions non nulles. Notre structure de donnees tente de sto-
cker beaucoup moins de donnees en se basant sur le principe suivant : en connaissant 
settlement les coordonnees des deux points extremes d'un rayon dans l'en-
semble des voxels images, il est possible de deduire les voxels traverses par 
ce rayon. C'est aussi sur ce principe que David GENDRON a permis de construire des 
matrices adaptees a une geometrie en 2D. Pour chaque rayon, la structure nous permet 
de determiner les contributions des voxels a un rayon. 
2.5.2.2 Structure de donnees 
Avant de rentrer dans le vif du sujet, precisons certains elements de vocabulaire 
utilises. 
- Rangee : il s'agit d'un plan de voxels dont les centres sont sur un plan d'equation 
y = k 
- Colonne : il s'agit d'un plan de voxels dont les centres sont sur un plan d'equation 
x = k 
- Couche : il s'agit d'un plan de voxels dont les centres sont sur un plan d'equation 
z = k 
Nous nous aidons des figures 2.10 et 2.11 pour presenter les parametres de la struc-
ture de donnees. Introduisons tout d'abord les champs de donnees que nous utilisons 
dans notre structure. Cette structure est elle-meme constitute d'une structure s'appe-
lant Rayon. II y a autant de Rayon que de rayons X emis et recus, done avec les 
notations habituelles : NbNdN^sans FFS) ou ^N^Nj^N^ (avec FFS angulaire et axial). 
Chaque Rayon est une structure constitute comme suit : 
- Premiere rangee (voir figure 2.11). C'est un scalaire qui indique le numero de 
la premiere rangee (axe y) traversee par le rayon. II faut entendre premiere en 
terme physique (et non pas numerique). Dans le sens de propagation propose dans 
l'exemple de la figure 2.11, la premiere rangee est la rangee 3, mais si le sens du 
83 
Debut de colonne 
(ou de couche) 
Fin de colonne (ou 
de couche) 
Axe des y 
Sens du rayon 
Axe des x ou des 
FIGURE 2.10 - Schema illustrant les parametres : Premiere (ou Derniere) couche (ou 
colonne). 
rayon avait ete dans le sens contraire, la premiere rangee aurait ete 6. 
- Derniere rangee (voir figure 2.11). C'est aussi un scalaire. C'est la derniere rangee 
en termes de sens de propagation. 
- Debut de colonne (voir figure 2.10). C'est un vecteur constitue de scalaires. Sa 
taille est egale au nombre de rangees traversees par le rayon. Pour chaque rangee 
traversee, nous stockons la premiere colonne (axe x) traversee par le rayon (au sens 
de la propagation). Par exemple, dans la figure 2.10, ce parametre vaut 2. 
- Fin de colonne (voir figure 2.10). C'est un vecteur constitue de scalaires. Sa 
taille est egale au nombre de rangees traversees par le rayon. Pour chaque rangee 
traversee, nous stockons la derniere colonne (axe x) traversee par le rayon (au sens 
84 
de la propagation). Par exemple, dans la figure 2.10, ce parametre vaut 6. 
- Debut de couche (voir figure 2.10). C'est un vecteur constitue de scalaires. Sa 
taille est egale au nombre de rangees traversees par le rayon. Pour chaque rangee 
traversee, nous stockons la premiere couche (axe z) traversee par le rayon (au sens 
de la propagation). Par exemple, dans la figure 2.10, ce parametre vaut 2. 
- Fin de couche (voir figure 2.10). C'est un vecteur constitue de scalaires. Sa 
taille est egale au nombre de rangees traversees par le rayon. Pour chaque rangee 
traversee, nous stockons la derniere couche (axe z) traversee par le rayon (au sens 
de la propagation). Par exemple, dans la figure 2.10, ce parametre vaut 6. 
- Contribution. C'est un vecteur constitue de scalaires. Sa taille est egale au 
nombre de voxels qui ont ete traverses par le rayon. Ce vecteur stocke la lon-
gueur d'intersection du voxel et du rayon, qui est la contribution de ce pixel a ce 
rayon. Ces contributions au sein du vecteur Contribution sont ordonnes selon 
l'ordre de passage du rayon. Si on observe la figure 2.11 cet ordre serait : (1,3), 
(1,4),(2,4),(2,5),(3, 5),(4,6). Nous avons omis dans cet exemple la troisieme coor-
donnee, mais le principe serait le meme. 
- Nvaieurs. C'est un scalaire qui est la taille du vecteur Contribution. 
Avec ces elements, nous pouvons associer a chaque voxel une contribution au rayon. 
2.5.2.3 Operations algebriques 
Nous nous servons de l'operateur A pour deux types d'operations : 
- Projection. II s'agit de l'operation ji H-> A\I. Ceci correspond a l'operation necessaire 
pour obtenir un sinogramme p = — log(iV) ou N est le nombre de photons detectes. 
II ne s'agit pas d'un operateur de projection au sens mathematique du terme. Pour 
chaque rayon ou triplet i — (4>, n, 6) (angle de projection, numero de barrette et 
angle correspondant a un detecteur), ce qui correspond exactement a une donnee 
acquise par le tomographe, on parcourt le rayon dans le sens de propagation. Nous 
prenons les voxels traverses les uns apres les autres en parcourant en meme temps 
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Axe des x (ou des 
z) 
FIGURE 2.11 - Schema illustrant les parametres : Premiere (ou Derniere) rangee. 
le tableaux des Contributions et nous calculons la somme : 
ou l'ensemble T est l'ensemble des pixels traverses. 
Retroprojection. II s'agit de l'operation y >—> ATy. La retroprojection inter-
vient dans le calcul du gradient, necessaire pour minimiser le critere. C'est bien la 
retroprojection (sans nitre) de la retroprojection filtree. Pour chaque chaque rayon 
ou triplet i = (</>, n, 6) (angle de projection, numero de barrette et angle corres-
pondant a un detecteur), ce qui correspond exactement a une donnee acquise par 
le tomographe, on parcourt le rayon dans le sens de propagation. Pour calculer 
l'element j de ATy, pour chaque rayon parcouru nous calculons ljyt (la contribu-
tion correspondant a l'intersection du rayon i avec le voxel j). Nous sommons cette 
quantite sur i (les rayons) pour obtenir (ATy)j 
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Contrairement a une matrice pleine nous n'avons pas stocke les termes explicites de 
la matrice. II a done fallu mettre en oeuvre les deux operations mentionnees ci-dessus, 
qui tiennent compte de la specificite de la structure. 
2.5.3 Utilisation de symetries et d'invariances geometriques 
La geometrie du probleme a d'importantes invariances par des transformations geometriques 
simples. Ces invariances nous permettent d'effectuer de considerables economies de 
memoire. Ainsi, nous pourrons stocker les donnees necessaires et deduire le reste par 
des transformations tres simples. Nous verrons tout d'abord les invariances par rotation 
et ensuite, nous montrerons les invariances par symetries que nous avons utilisees. 
2.5.3.1 Invariances geometr iques par rotation-translation 
Avec les notations de la figure 2.12, soit F la transformation qui est la composee de la 
rotation de centre Q, d'axe (Qz), d'angle ir/2 et de la translation de vecteur t = h/Auz. 
Nous rappelons que h est le pas de l'helice. 
En utilisant les notations de la figure 2.4, calculons S' = T(S). 
s'x = Rf- cos(</i> + TT/2) 
s'y = Rf sm(<j> + TT/2) 
s'z = h<l>/(2ir) + h/4 = h((f> + 7r/2)/(27r) 
s'x = Rf- cos {41) 
s'y = Rf-sm(4>') 
s'z = hcf>'/(2ir) 
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En notant (j)' = cf> + ir/2. 
S' a les memes coordonnees que S dans le repere tourne d'un angle n/2 et translate 
selon le vecteur h/Auz. Nous avons la meme chose pour S\ et S2 quand il y a une source 
volante. T est une isometrie et conserve notamment les longueurs et les angles. Nous 
pouvons faire la meme remarque pour tous les detecteurs D^-
Ainsi la geometrie de notre probleme est invariante en T. Nous pouvons constater 
cela sur la figure 2.12. Cela nous permet de stocker uniquement les donnees 
correspondant aux angles allant de 0 a 7r/2. Soit un pixel M = (x, y, z) dont 
nous souhaiterions calculer la contribution pour chaque angle (j) allant de 0 a 2n, a 9 
et n fixes. Pour les contributions des rayons correspondant a des projections d'angles 
</>' € [A)7r/2, kn], il suffit de recuperer les contributions du pixel T^k\M) pour k = 2,3,4. 
r(fe) = T o ... o T (k composees). 
Ceci permet de ne stocker que 1/4 des donnees. 
Nous pourrions aussi montrer que cette invariance est aussi valable en presence de 
decalage des detecteurs ou des sources volantes. 
2.5.3.2 Invariances par symetries 
En nous plagant dans un cadre sans FFS axial, nous remarquons que le systeme est 
invariant par la symetrie axiale de plan QS1S2, que nous designerons par a comme nous 
pouvons l'observer sur la figure 2.13. Soit un pixel M = (i,j, k) dont nous souhaiterions 
calculer la contribution pour chaque n, a cf> et 6 fixes. Pour simplifier les notations, 
supposons que n 6 [—Nb, Nt,]. a conserve les distances. Nous ne stockons que les rayons 
qui correspondent a n 6 [0,,/Vb]. Les contributions du pixel M pour les rayons de la 
barrette — n sont obtenues grace aux contributions de a(M) pour la barrette n. 
En presence de FFS, les deux cones correspondant aux deux FFS axiaux d'une meme 
projection sont symetriques. Ceci nous permet aussi de ne stocker que la moitie des 
donnees. 
Grace a ces deux invariances, nous utilisons 8 fois moins de memoire! Ceci est un 
gain non negligeable que nous avons mis en ceuvre. 
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FIGURE 2.12 - Invariance par rotation. 
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Rd 
FIGURE 2.13 - Symetrie axiale. 
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2.5.4 Bilan des gains de memoire obtenu 
Dans ce paragraphe nous proposons de comparer les ressources en memoire necessaires 
pour notre structure avec des stockages en matrices pleines et creuses. 
2.5.4.1 Matrice pleine 
Une matrice pleine est un vecteur de vecteurs dont tous les elements sont stockes 
qu'ils soient nuls ou non. Pour un seul rayon, nous avons stocke autant d'elements que 
de voxels, soit M0 = N
2NZ elements. 
2.5.4.2 Matrice creuse 
Evaluons le nombre de donnees stockees pour un seul rayon. II s'agit en fait d'une 
ligne de la matrice A. Supposons qu'il y ait Nv voxels traverses par ce rayon. La matrice 
sparse ne stocke que les valeurs non nulles et les coordonnees. Elle stocke done 3NV 
entiers et 3NV valeurs reelles (type float en C et single en MATLAB). Nous stockons 
ainsi Mi = 4A„ donnees. 
2.5.4.3 Structure proposee 
Pour chaque rayon, nous stockons : 
- Premiere rangee (voir figure 2.11). 1 donnee. 
- Derniere rangee (voir figure 2.11). 1 donnee. 
- Premiere colonne (voir figure 2.10). R donnees, ou R est le nombre de rangees 
traversers. 
- Derniere colonne (voir figure 2.10). R donnees, ou R est le nombre de rangees 
traversers 
- Premiere couche (voir figure 2.10). R. donnees, ou R est le nombre de rangees 
traversers 
- Derniere couche (voir figure 2.10). R donnees, ou R est le nombre de rangees 
traversers 
- Contribution. Nv donnees. 
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- Nvaieurs- 1 donnee 
Ainsi, nous stockons pour un seul rayon : 
M2 = 2 + AR + Nv + l 
Nous pouvons dire qu'au maximum R vaut R = N. Nv est le nombre d'intersections 
d'un rayon avec les voxels qui est egal au nombre d'intersections du rayon avec les aretes 
diminue de 1. Ainsi au maximum, Nv ~ 2N+NZ — 1. Ainsi, au maximum, M2 ~ 6N+NZ. 
De meme, Mi ~ 12AT + 6N2. Lorsque AT = 512, Nz = 30, on a : 
— ĝ—- — 51%. Pour des rayons qui interesectent beaucoup de voxels notre structure 
prend environ deux fois moins de place que des matrices creuses. 
2.6 Conclusion 
Nous avons presente dans ce chapitre la modelisation du probleme direct utilise 
pour effectuer des reconstructions tomographiques sur des donnees reelles. Comme la 
modelisation geometrique, se decouple de la modelisation geometriques, ceci nous permet 
d'avoir un modele geometrique flexible. Or nous avons vu que la taille des donnees nous 
oblige a proposer une structure innovante qui permet de traiter des donnees reelles. En 
effet, les matrices creuses classiques sont de tallies trop importantes pour des donnees 
reelles en mode multi-barrette helicoidal. Nous avons done expose une structure de 
donnees permettant de traiter des donnees reelles tout en faisant des economies de 
memoire tres importantes grace notamment a des invariances geometriques. 
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CHAPITRE 3 
METHODE DE MINIMISATION DU CRITERE 
Dans le chapitre precedent, nous avons precise les outils permettant d'evaluer le 
critere qu'il faut minimiser pour obtenir une estimation des coefficients d'attenuation 
recherches. Cet estime constitue Fimage tomographique. L'objet de ce chapitre est d'ex-
pliciter la methode adoptee pour minimiser le critere choisi. Le probleme se resume 
maintenant a une seule equation : 
A* = argmin/(/i) = argmin[/0(/i) + A*^ (3.1) 
ou la fonction /o est definie au chapitre precedent : 
fi^f0(^ = l/2\\A^-p\\
2 
et X^g est le terme de regularisation que nous allons expliciter dans ce chapitre. 
Dans un premier temps, nous allons specifier l'algorithme qui a ete utilise pour mi-
nimiser la fonction / . Deuxiemement, nous decrirons la regularisation que nous avons 
adoptee arm de reduire le bruit present dans les images. Nous avons etendu le principe 
de regularisation present dans les travaux de Menvielle et al. (2005) et de Allain et 
al. (2002) a un cadre tridimensionnel. Troisiemement, nous proposerons une adaptation 
du principe de reconstruction par region d'interet (ROI) au cadre 3D, ce qui est une 
premiere en tomographie a rayons X. 
3.1 Algorithme de minimisation utilise 
Parmi les algorithmes de minimisation presentes au chapitre 2, nous avons choisi 
d'utiliser un algorithme quasi-Newton LBFGS developpe initialement par une equipe du 
laboratoire de l'Universite Northwestern aux Etats-Unis. 
Premierement, cet algorithme a l'avantage d'etre simple a utiliser puisqu'il suffit 
de pouvoir calculer la valeur de la fonction en un point et son gradient. En plus de 
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cela, le critere est convexe, done il est adapte a ce type de minimisation comme nous 
l'avons explique au chapitre 2. Deuxiemement, ce type d'algorithme est econome en 
memoire, ce qui est necessaire vu la taille des donnees. Troisiemement, cet algorithme 
converge plus rapidement que les algorithmes de gradients conjugues puisqu'ils utilisent 
une information de deuxieme ordre (qui donne une information sur la courbure locale de 
la fonction). Cependant, d'autres algorithmes auraient pu etre utilises puisqu'ils peuvent 
etre consideres comme une boite noire qui prend en entree : 
- Une fonction qui peut etre evaluee en n'importe quel point. 
- Le gradient de cette fonction qui peut etre evalue en tous les points. 
Le critere d'arret que nous nous sommes fixes correspond a un nombre d'iterations 
de 250. En pratique, nous observons que le gradient du critere est stable dans cette zone 
d'iterations, pour les problemes d'inversion qui nous interessent. De plus, la solution ne 
change plus pour un tel nombre d'iterations. 
3.2 Regularisation utilisee 
3.2.1 Probleme mal pose 
En minimisant : 
/I = argmin/du) 
nous cherchons en fait a trouver une solution qui soit assez proche d'une solution au 
probleme : 
Si A est non inversible et a fortiori non carree, comme e'est toujours le cas en pratique 
en tomographie a rayons X, rien ne nous prouve que le probleme admette une solution 
ou que cette solution soit unique, et e'est pour cela que nous cherchons a regulariser. 
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3.2.2 Penalisation quadratique 
De fagon generate, un terme de penalisation quadratique est de la forme : 
¥(/i) = ^[(f l / i )*]2 
i 
D est un endomorphisme lineaire agissant sur /i. La fonction a minimiser devient alors : 
i 
Remarquons que A represente l'arbitrage entre le modele direct (qui decrit la physique et 
la geometrie du probleme) et la regularisation (pour effacer les effets du bruit). Si A = 0, 
nous ne regularisons pas. Si A = oo, c'est l'information a priori qui l'emporte dans le 
processus de minimisation, i.e. Dpi, = 0. Le choix du critere A est done important. Un 
coefficient trop important tendra a lisser trop l'image et fera disparaitre des details. Un 
coefficient trop faible ne supprimera pas sufBsamment les effets du bruit. 
Voyons quelques exemples concrets : 
- En pratique, nous avons pris souvent D = I, ce qui revient a avoir a minimiser la 
fonction : 
/(/") = /o(/x) + A||H|2 
L'information a priori sous-entendue est que les pixels ne sont pas d'intensites trop 
elevees avec des variations qui ne sont pas trop grandes (l'oppose d'un signal tres 
bruite). 
- Une autre penalisation utilisee dans le cadre de ce pro jet est par la difference 
des voisins du point courant. En 2D, nous definissons les voisins comme nous 
l'avons illustre a la figure 3.1. Considerons une discretisation de l'espace en pixels 
classiques. i un indice du vecteur \i. Si nous ecrivons i = N • kx + ky, ou iV est le 
nombre de pixels, avec (kx, ky) les coordonnees discretes de pixel i, alors : 
(Dpi)* = + 
^'[(lJ-kxky - M(fei±l)(A;y±l)) + {l^kxky - M(fcxTl)(fcj/±l)) ] 
Cette penalisation consiste a eviter autant que possible des discontinuites trop 
importantes. Les coefficients A et A' sont du meme ordre de grandeur. Nous les 
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prendrons egaux a cause de l'equidistance des centres au centre du pixel courant 
et a cause de l'isotropie du materiau. Nous pouvons aussi prendre A' = 0 pour 
ne considerer que les voisins les plus proches. Nous pouvons bien entendu adapter 
l'operateur D au cas 3D, en calculant les differences avec six voxels voisins. C'est 
exactement la meme chose que pour le cas 3D que nous avons explicite ci-dessus. 
Nous pouvons visualiser ces voisins sur la figure 3.2. 
Voisin » 
diagonal 
Plus proche t 
voisin 
Point courant 
FIGURE 3.1 - Schematisation des voisins du point courant pour la penalisation. 
La regularisation a un avantage numerique non negligeable qui en facilite la resolution. 
Plagons-nous dans le cadre d'un critere quadratique classique, dont la matrice A est 
carree. Nous rappelons qu'il est toujours possible de se ramener a ce cas en remplacant 
A par ATA. Supposons que nous souhaitions regulariser le probleme avec un terme de 
penalisation D = I. Le probleme devient alors : 
fl = argmin[l/2||v4/i — y\\2 + A||/x||2] 
L'annulation de ce critere nous fournit la solution. L'annulation du gradient du critere 
s'ecrit : 
AT(Au, -y) + 2Xn = 0 
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ce qui equivaut a : ATy = (ATA+2XI)IJ,. Ainsi le probleme de matrice A de second terme 
y est transforme en un probleme de matrice symetrique et definie positive ATA + 2X1 
et de second terme AT A + 2X1. Ainsi si la matrice A n'est pas inversible, la matrice du 
nouveau systeme Test. Les valeurs propres de la matrice ATA + 2X1 sont les Aj + 2A, 
ou les Xi sont les valeurs propres positives ou nulles (puisque ATA est symetrique -
consequence du theoreme spectral). Or A > 0 done Aj + 2A > 0. ATA + XI n'ayant 
que des valeurs propres strictement positives, il s'agit d'une matrice definie positive 
done inversible. En effet, aucune consideration theorique ne nous permet d'affirmer que 
le systeme est inversible. Or les theoremes de convergence cites ci-dessus necessitent 
d'avoir des matrices definies positives et ce terme de penalisation nous le permet. En 
pratique, on remarque que les iterations sont moins nombreuses mais plus lentes. 
L'inconvenient de la penalisation quadratique est quelle tend a trop lisser et rend les 
frontieres excessivement floues. Nous pourrions penser a une autre penalisation, dite 11, 
il s'agirait d'un terme du type : 
*(») = \J2\(D»)i\ 
i 
Ce terme a l'avantage de donner des frontieres nettes. Mais ce terme n'est pas differentiable 
lorsque (D/i)i — 0. Or nos algorithmes d'optimisation ont besoin de differentiabilite. 
97 
/ 
/ j / A / 
/ / • 
s / 















/ / / / 
/ 
/ 
FIGURE 3.2 - Schematisation des voisins en 3D. 
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3.2.3 Penalisation 1211 
II existe un compromis permettant d'avoir une penalisation qui conserve les contours 
de 1'image-solution et qui soit differentiable et convexe. II s'agit de la penalisation 1211. 
Nous defmissons la fonction : 
i 
8 est un parametre a fixer. Lorsque S tend vers 0, ce terme de penalisation tend vers 
un terme de type 11. Voyons le comportement de la fonction lorsque S est important. 
^(M) = ^ W ( ^ 2 + I - I ] 
i * 
En supposant que 5 —>• oo, nous avons par un developpement a l'ordre 1 : 
Lorsque 5 augmente, il s'agit d'une fonction quadratique. Ainsi, il faut choisir 6 de 
telle sorte qu'il ne soit ni trop grand ni trop petit. Comme nous le constatons a la figure 
3.3, la penalisation 1211 est bornee par la penalisation 11 et par la penalisation 12. 
Nous avons utilise une penalisation 1211 dans nos reconstructions. 
3.2.4 Autres penalisations 
Rien n'oblige nos fonctions a etres quadratiques ou lineaires. Un exemple de penalisation 
non quadratique est un terme de contrainte de positivite pour empecher la solution 
d'avoir des valeurs negatives. Un terme de la forme : 
*G") = A j ^ (log(^) - log(fH + e))2 
i 
Cette fonction \I/ ecarte les valeurs negatives tout en etant quasiment neutre sur les 
valeurs fortement positives. Ce terme est utile en presence de pixels fortement negatifs. 
Une autre facon de rejeter les solutions avec des pixels negatifs est d'utiliser une 
contrainte de borne dans l'algoritlime, ce que nous pouvons faire avec certains algo-
rithmes comme le LBFGS-B. 
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FIGURE 3.3 - Combes de penalisation 1211, 11 et 12. 
3.2.5 Choix des hyperparametres 
Nous avons deux parametres a fixer pour le terme de regularisation que nous utili-
sons : tfM = A E i l V ( ^ ) ? + *2 - <*]• 
Nous proposons pour 5 de prendre -^ de la moyenne des valeurs des pixels. Nous 
fixons A par essai et erreur. 
3.3 Reconstruction par region d'interet (ROI) 
Comme nos travaux s'inscrivent dans un projet plus global dont le but ultime est de 
visualiser la lumiere d'arteres comportant des stents metalliques, nous voulons avoir la 
resolution la plus fine possible. Ann d'obtenir des resolutions plus fines, nous avons mis en 
place une technique de reconstruction par region d'interet. II s'agit d'une generalisation 
au cas 3D d'un principe mis en ceuvre par Benoit HAMELIN dans Hamelin et al. (2007). 
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Le principe de la methode est de reconstruire sur une grille fine dans la zone qui nous 
interesse particulierement et de reconstruire sur une grille grossiere la ou l'information 
est peu utile. En effet, dans les problemes de taille reelle, le facteur limitant la resolution 
est la memoire. Pour obtenir une resolution superieure, il faut augmenter le nombre de 
pixels et done la taille de la matrice de projection. En revanche, si nous augmentons 
la resolution dans une region tout en la diminuant autour, nous pouvons maintenir la 
quantite de memoire vive utilisee. 
3.3.1 Heuristique 
Ann d'expliquer le principe de la ROI, nous nous contentons pour les exemples ex-







Un pixel c 
la grille 
grossiere 
FIGURE 3.4 - Grille fine et grille grossiere pour la ROI. 
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Considerons un rayon X emis par la source S, comme nous l'avons illustre sur la figure 
3.4. Celui-ci parcourt l'espace discretise en deux grilles complementaires. Une partie du 
rayon passe par des pixels de la grille fine et 1'autre partie passe par les pixels de la grille 
grossiere, comme nous le constatons a la figure 3.4. 
Nous nous sommes interesse au seul cas des pixels carres (ou parallelipipediques) dans 
le cadre de la ROI 2D (respectivement 3D). Nous utilisons deux grilles de pixels. L'une 
est plus fine que l'autre : la frequence d'echantillonnage sera superieure a la deuxieme. 
En nous plagant dans le cadre d'un rayon infiniment fin, nous rappelons la relation de 
Beer-Lambert : 
- l o g A = / »(x(l),y(l))dl 
Or, nous avons deux grilles de pixels avec deux pas de discretisation differents : 
M(Z»y)= Y2 h(x~x"y - yj) + ^2 b^x'~ Xi>y ~ %•) 
(ij')eci (i,j)ec2 
C\ (respectivement C%) est l'ensemble des pixels de la grille fine (respectivement 
grossiere). 
bi et b2 sont deux fonctions carres, de largeur de support differents. Nous avons done : 
-iog(—)= Yl Wii+ J2 Wij (3-2) 
° (i,j)€Ci (i,j)eC2 
Dans le cas du rayon infiniment fin, Wij = kj qui est la longueur d'intersection entre le 
rayon et le pixel (i,j). 
Dans le cas de rayon epais nous utilisons une des autres fonctions de contribution 
explicitees au chapitre precedent. 
3.3.2 Mise en equation de la methode 
A partir de l'equation ci-dessus, nous pouvons deduire une equation matricielle qui 
correspond aux diverses mesures tomographiques pour tous les rayons emis et pour toutes 
les detections : 
p = Agfig + Affif (3.3) 
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Ag (respectivement Af) est le modele direct qui correspond a la grille grossiere (res-
pectivement fine). [ig (respectivement jif) est l'ensemble des coefficients d'attenuation 
correspondant a la grille grossiere (respectivement fine). 
Nous nous sommes interesse a un modele deterministe et monochromatique. Le 
modele direct est : 
P = A,% + Affit 
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FIGURE 3.6 - Principe d'un produit vecteur-matrice (retroprojection) en ROI. 
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3.3.2.1 Minimisation simultanee 
Le critere ci-dessus permet de faire de la minimisation simultanee : 
J{H) = l /2 | |Vg + Afnt - Pll
2 + K^sM + ^sf(lif) 
oil 
M = 
Les termes Xg^Sgil^g) et A/St^ (/z/) sont des termes de regularisation. 
3.3.2.2 ROI et invariances geometriques 
Les invariances geometriques sont perdues pour la structure de donnees correspon-
dant a la grille fine, si l'axe de rotation du systeme ne passe pas par le centre de la 
region d'interet. En revanche, la region grossiere est toujours centree, done cet operateur 
beneficie toujours des economies importantes de memoire proposee, dues aux invariances 
geometriques. 
3.4 Conclusion 
Dans ce chapitre, nous avons precise l'algorithme de minimisation utilise afin de 
reconstruire l'image tomographique recherchee : e'est un algorithme LBFGS de type 
quasi-Newton. Nous avons ensuite explicite la regularisation utilisee dans nos experiences 
ainsi que les hyperparametres utilises pour la regularisation. Finalement, nous avons 
expose la methode de reconstruction par region d'interet que nous avons mise en ceuvre. 
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CHAPITRE 4 
RESULTATS ET DISCUSSION 
4.1 Introduction 
L'objet de ce chapitre est d'exposer les resultats obtenus dans le cadre des travaux de 
notre maitrise. Nous voulons en effet tester les innovations mises en ceuvre et verifier que 
le modele direct que nous avons implements est suffisamment fidele a la realite physique 
du tomographe. Rappelons les contributions personnelles principales : 
1. Mise en ceuvre d'une structure de donnees efRcace representant le modele 
geometrique 3D. 
2. Elaboration d'une reconstruction basee sur une methode algebrique ap-
plicable sur des donnees 3D reelles en mode helicoi'dal multi-barrette 
en tenant compte des sources volantes (FFS). 
3. Prise en compte de l'epaisseur des rayons X par une methode innovante. 
Dans un premier temps nous effectuerons des reconstructions algebriques a partir de 
donnees simulees exactes obtenues sur des fantomes analytiques dont nous presenterons 
les caracteristiques. Ces reconstructions algebriques seront comparees a des reconstruc-
tions analytiques de type Feldkamp mises en ceuvre par l'equipe du professeur Fess-
ler (2007) de l'Universite du Michigan. Ces experiences de comparaison s'effectuent 
aussi bien dans le cas d'une trajectoire circulaire cone-beam que dans une trajectoire 
helicoidale. Nous nous efforcerons de montrer d'une part les limites des algorithmes de 
Feldkamp et d'autre part les limites de la technique algebrique que nous proposons. 
Dans un deuxieme temps, nous consacrons notre etude aux reconstructions sur des 
donnees reelles. Dans le cadre du projet plus global de l'equipe d'Yves GOUSSARD et en 
partenariat avec le LBUM, des fantomes reels ont ete specialement moules pour simuler 
des vaisseaux peripheriques avec ou sans stent. Ces fantomes ont ensuite ete scannes a 
l'Hopital Notre-Dame dans des scanners multi-barrettes. Nous consacrons exclusivement 
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notre etude a des reconstructions sur le scanner 16 barrettes. Nous comparerons nos 
images a celles de SIEMENS avec et sans Region d'interet (ROI). 
Finalement, nous presenterons les resultats relatifs a la mise en oeuvre d'un modele 
prenant en compte l'epaisseur des rayons X. Effectivement, les faisceaux de photons X 
ne sont pas infiniment fins et nous avons propose une modelisation prenant en compte 
l'epaisseur des faisceaux. Nous tenterons d'apprecier cette methode ainsi que ses limites. 
4.2 Reconstructions tomographiques 3D sur des donnees 
simulees pour une trajectoire circulaire 
Dans cette section, nous nous plagons dans le cadre multi-barrette avec une source 
qui effectue une trajectoire circulaire. II s'agit du cas cone-beam. Nous rappelons qu'il 
y a principalement deux approches : l'approche analytique (ex. Feldkamp) et l'approche 
algebrique (notre contribution personnelle). 
Nous voulons mettre plusieurs elements en evidence dans cette section : 
1. Le modele direct prend bien en compte la geometrie multi-barrette pour une tra-
jectoire circulaire (cone-beam circulaire). 
2. Avec de la regularisation et dans le cadre cone-beam, nos reconstructions algebriques 
sont de qualite comparable a la methode analytique nous servant de benchmark 
qui est ici l'algorithme de Feldkamp. 
Afin de mettre ces differents elements en evidence, nous allons presenter plusieurs 
experiences que nous detaillerons dans les paragraphes suivants : 
- Experience Cone-beaml. Nous allons faire des reconstructions (analytique et 
algebrique) sans que les donnees soient bruitees. 
- Experience Cone-beam2. Nous ajoutons du bruit aux donnees simulees et nous 
appliquons differents niveaux de regularisation aux reconstructions algebriques. 
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plan median 
trajectoire de la 
source 
FIGURE 4.1 - Fantome numerique utilise. 
4.2.1 Methodologie des simulations et des reconstructions 
Afin de faire ces experiences, nous avons mis en oeuvre un simulateur calculant les 
projections tomographiques d'un objet simple : une sphere homogene dont le coefficient 
d'attenuation est constant. A l'exterieur de la sphere, le coefficient d'attenuation est nul. 
Ces donnees simulees donnaient les merries resultats que celles du simulateur propose 
par le professeur FESSLER, ce qui exclut tout biais lie a nos donnees simulees. 
Le cadre de ces simulations sont les hypotheses de la loi de Beer-Lambert que nous 
avons presentee au paragraphe 1.2.2. 
- Le faisceau de photons X est infiniment mince : Hi. 
- L'emission des photons est deterministe : H2, ce qui equivaut a considerer 
que le nombre de photons est tres eleve. 
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- Les photons emis sont monochromat iques : H 3 , ils ont la meme energie. 
Pour simuler les donnees, nous calculons analytiquement le sinogramme rayon par 
rayon sans effectuer de discretisation en pixels ce qui est possible grace a la simplicity 
du fantome. Soit un rayon (SD) donne. Nous connaissons le vecteur directeur de cette 
droite u, ainsi que les coordonnees d'un point de cette droite : S. Or, d'apres la loi de 
Beer-Lambert, comme la boule est homogene et que l'exterieur de la boule est suppose 
non attenuant, nous avons : 
/ = Ioexp—(l)j,), ou fi est le coefficient d'attenuation homogene de la boule. I est la 
distance parcourue par le rayon dans la boule, comme nous pouvons le constater sur la 
figure 4.1. Or I se calcule de maniere exacte : 
I — \\QS x u||, ou x designe le produit vectoriel lorsque u est norme. 
Le simulateur fonctionne selon les etapes suivantes : 
1. Incrementer le numero du rayon, en incrementant le triplet angle de projection-
detecteur-numero de barrette (4>,6,n). 
2. Calculer pour ce rayon la position de la source et du detecteur pour en deduire 
l'equation parametree du rayon. 
3. Calculer la distance entre le centre de la boule (fantome numerique) et le rayon 
pour en deduire grace au produit vectoriel cite ci-dessus la longueur parcourue par 
le rayon dans la boule. 
4. En deduire l 'attenuation du rayon grace a la loi de Beer-Lambert et continuer au 
point 1. 
Ce simulateur se base bien sur sur le meme principe que pour la tomographic 
helicoidale : il suffit de changer la trajectoire du point source S qui n'est plus circu-
l a t e . 
Une fois les donnees simulees, nous construisons et stockons notre structure de 
donnees representant le modele geometrique, i.e. la matrice de projection A. Nous ap-
pliquons ensuite nos algorithmes de minimisation avec un critere quasi quadratique de 
la forme : 
f((i) = l / 2 | | A M - p | |
2 + AvI>^) 
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TABLEAU 4.1 - Geometrie du fantome 1. 
Geometrie du tomographe 
Nb = l6 
Nphl = 400 
Nd = 150 
dz = 40/128cm 
dx = dy = dz 
db = 2dz 
Rd = 100cm 
Rf — 50cm 
/i = 0 
Geometrie du fantome numerique 
Boule de centre (64,64,16) 
Rayon 16 
/i = 1 • pixel"1 
Nous utiliserons des termes de penalisation * de type 1211. Les algorithmes de minimi-
sation employes sont de type 1-bfgs. 
4.2.2 Geometrie des simulations 
Nous avons effectue nos simulations selon la geometrie suivante synthetisee au tableau 
4.1. 
II s'agit d'un tomographe a 16 barrettes dont l'epaisseur est de 6.25mm. Chaque 
barrette comporte 150 detecteurs. Nous effectuons 400 increments angulaires. Le pas est 
nul ici, ce qui equivaut a dire que la trajectoire de la source S est circulaire, ce qui est 
communement appele du cone-beam circulaire. La distance entre le centre de rotation 
Q du systeme et la source est egale au rayon du cercle de centre Cl sur lequel se situent 
les projections des detecteurs Dt dans le plan median. 
Nous considerons une grille de reconstruction dont l'arete des cubes est de 3.125mm. 
Nous discretisons la grille en 128 x 128 x 34 voxels cubiques, d'arrete 3.125mm x 
3.125mm x 3.125mm. 
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4.2.3 Experience cone-beaml : reconstruction sur des donnees 
non bruitees 
Dans un premier temps, nous generons des donnees simulees sans bruit. Le but est 
de comparer nos reconstructions a celles du professeur FESSLER qui utilisent des algo-
rithmes de retroprojections adaptes au cas cone-beam circulaire. Comme nous pouvons 
le remarquer sur la figure 4.2, notre reconstruction a un certain bruit de reconstruction 
qui n'apparait pas pour la technique de reconstruction filtree. 
De plus, nous avons voulu voir comment les deux algorithmes gerent l'effet de bord. 
Effectivement, le fantome qui est une sphere a un diametre plus important que la lon-
gueur totale (selon l'axe z) des detetecteurs. L'image reconstruite en 3D devrait done 
etre une sphere tronquee. Ceci est bien entendu le cas, et nous constatons qu'il y a 
moins de bruit de bord sur l'image reconstruite par FBP (4.4) que celle que nous avons 
reconstruite avec une methode algebrique (4.3). L'image reconstruite avec l'algorithme 
de Feldkamp est en effet plus lisse et moins bruitee. 
Reconstruction analytique Reconstruction algebrique 
FIGURE 4.2 - Cone-beam circulaire sans bruit, sans regularisation. 
Ann de reduire ce bruit de reconstruction, nous avons ajoute de la regular isation. 
Nous avons choisi A = 1 et 5 = 0.01 comme hyperparametres de regularisation. La 
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FIGURE 4.3 - Reconstruction algebrique 3D sans bruit et sans regularisation. 
regularisation est de type 1211 et elle a lieu sur les normes des differences entre proches 
voisins et sur les normes des pixels. Cette regularisation ameliore considerablement la 
qualite de l'image comme nous pouvons le constater sur la figure 4.5. L'image est plus 
lisse et l'exterieur de la boule est plus homogene et moins bruite. De meme, les effets de 
bord sont attenues comme le montre la figure 4.6 qui nous permet de visualiser en 3D 
l'image reconstruite. 
Enfin, nous avons voulu voir l'effet d'un parametre A trop important. Nous avons 
produit une image trop regularised (4.7). Trop de regularisation, comme nous l'avons 
dit au chapitre precedent tend bien a rendre l'image plus homogene car cela revient 
a privilegier le modele a priori ajoute ad hoc en negligeant la distance au modele di-
rect physique. Les fluctuations des intensites des pixels sont moins importantes avec de 
la regularisation comme nous le constatons sur la figure 4.8 oil nous avons represente 
les intensites de la coupe centrale. Nous constatons cela aussi sur le tableau 4.2 ou 
nous avons calcule l'ecart-type a Finterieur et a l'exterieur de la boule. Ces ecart-types 
sont superieurs pour des reconstructions algebriques n'utilisant pas de regularisation. 
Nous constatons cependant que les images reconstructions par ART sont plus bruitees a 
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FIGURE 4.4 - Reconstruction FBP 3D sans bruit (algorithme de Feldkamp). 
l'interieur et a l'exterieur de la boule. Nos reconstructions font done apparaitre un bruit 
de reconstruction qui est moins present pour les reconstructions analytiques. 
Cette experience nous amene a conclure que nos reconstructions algebriques 
donnent des resultats comparables aux reconstructions analytiques lorsque 
nous regularisons convenablement. 
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Reconstruction analytlque Reconstruction aigebrique 
FIGURE 4.5 - Reconstruction aigebrique avec regularisation vs. FBP (algohthme de 
Feldkamp). 
TABLEAU 4.2 - Ecart-type a Yinterieur et a l'exterieur de la boule. 
Interieur de la boule 
Exterieur de la boule 
Reconstruction ART sans ART avec 
analytique regularisation regularisation 
3.9376 • 10"5 0.0887 0.0061 
0.0158 0.0773 0.0758 
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FIGURE 4.6 - Reconstruction algebrique 3D sans bruit et avec regularisation. 
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FIGURE 4.7 - Reconstruction algebrique avec trop de regularisation. 
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Reconstruction analytique 
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FIGURE 4.8 - Intensites des coupes centrales pour des reconstructions algebriques et 
analytiques. 
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TABLEAU 4.3 - Geometrie du fantome 2. 
Geometrie du tomographe 
Nb = 16 
Nphi = 400 
Nd = 150 
dz = 40/128cm 
dx = dy — dz 
db = 2dz 
Rd = 100cm 
Rf = 50cm 
h = 0 (trajectoire circulaire) 
Geometrie du fantome numerique 
Boule de centre (64, 64,16) 
Rayon 12 
\i = 1 • pixel-1 
4.2.4 Reconstruction avec du bruit : cone-beam2 
Nous voulons maintenant voir l'effet des reconstructions lorsque nous ajoutons un 
bruit additif gaussien. C'est l'experience cone-beam2. 
4.2.4.1 Modifications des donnees simulees 
Nos donnees sont simulees de la maniere suivante : 
y = exp(-p) + Kb (4.1) 
b est une variable aleatoire multi-normale generee par MATLAB. A est le niveau de 
bruit additif. Nous avons pris pour A : 1% de la moyenne de exp(—p), soit un bruit 
de 20 dB. Le terme exp(— p) est calcule grace au simulateur presente precedemment. II 
suffit done d'ajouter le bruit aux donnees generees a celles du simulateur precedent pour 
la geometrie qui nous interesse. 
4.2.4.2 Geometrie des simulations 
Nous utilisons quasiment la meme geometrie que precedemment. Cependant, nous 
reduisons la taille de la boule pour qu'elle puisse etre entierement reconstruite. Nous 
voulons ainsi supprimer tout biais du a l'effet de troncature de la sphere. 
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4.2.4.3 Resultats et discussion 
Si nous n'utilisons pas de regularisation, la retroprojection filtree reagit mieux au 
bruit, comme nous pouvons le constater sur la figure 4.9. Le contraste de l'image recons-
truite par une methode analytique est de meilleure qualite que dans notre reconstruction. 
Dans un deuxieme temps, nous avons applique differents poids de regularisation A a 
nos reconstructions. Nous avons represente les differents resultats sur la figure 4.10. Nous 
constatons que pour un poids de regularisation inferieur environ a 1, le bruit diminue au 
fur et a mesure que le poids augmente. Cependant, lorsque le poids A est trop important, 
la frontiere autour de la boule devient floue. II y a done un juste milieu, comme autour de 
A = 0.05, qui maintient de bonnes frontieres tout en diminuant substantiellement le bruit 
au sein de la boule, ce qui four nit une image de qualite comparable a la reconstruction 
analytique. Nous constatons cette diminution du bruit en tracant une coupe de la boule 
sur la figure 4.11. En presence d'une regularisation adaptee le niveau de bruit est du 
meme ordre de grandeur entre la methode algebrique regularisee et la methode analytique 
comme nous pouvons le constater sur le tableau 4.4. 
Numeriquement, la regularisation accelere la convergence. Sur la figure 4.12, nous 
pouvons constater que la norme du gradient oscille beaucoup moins lorsque le pas de 
regularisation est important. II s'avere aussi que la norme du gradient se stabilise a 
un niveau d'iterations inferieur. Au fur et a mesure que le critere minimise diminue, le 
terme de penalisation devient de plus en plus influent. Ce terme quasi quadratique (1211) 
ressemble a une sorte de cuvette. A partir d'un certain stade, la solution reste coincee 
dans cette cuvette locale et le gradient ne se modifie que tres peu. 
4.2.5 Conclusions tirees 
Le choix du parametre de regularisation est crucial mais son choix est un probleme en 
soi. Une fois que des parametres de regularisation adaptes sont choisis, les reconstructions 
algebriques sont de qualite comparable aux techniques analytiques pour les trajectoires 
circulaires. 
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Reconstruction en FBP Etfet du bruit en reconstruction algebrique 
20 40 60 80 100 120 100 120 
FIGURE 4.9 - Reconstruction algebrique 3D avec du bruit et sans regularisation com-
paree a une reconstruction FBP. 
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FIGURE 4.11 - Intensites des coupes centrales pour des reconstructions analytiques et 
algebriques (avec et sans regularisation) en presence de bruit. 
TABLEAU 4.4 - Ecart-type a 1'interieur et a l'exterieur de la boule avec du bruit. 
Interieur de la boule 
Exterieur de la boule 
Reconstruction ART sans ART avec 
analytique regularisation regularisation 
0.2321 0.3136 0.2354 
0.0333 0.1419 0.0837 
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Convergence sans regularisation Convergence avec regularisation 
50 100 150 200 250 
Iteration 
20 40 60 100 
FIGURE 4.12 - Difference de comportement de la convergence avec et sans regularisation. 
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4.3 Reconstructions tomographiques sur des donnees 
simulees pour une trajectoire helicoidale 
Dans la section precedente, nous nous sommes interesse a des reconstructions en 
mode multi-barrette circulaire (cone-beam circulaire). Ce cas est interessant pour les 
scans axiaux. Cependant, les acquisitions tomographiques en milieu clinique sont telles 
que la source suit generalement une trajectoire helicoidale. L'objet de la section est 
de montrer que la methode algebrique que nous avons developpee est adaptee a cette 
trajectoire. Dans cette section, nous cherchons a mettre en evidence deux elements : 
1. Le modele direct que nous avons developpe prend bien en compte la geometrie 
multi-barrette pour une trajectoire helicoidale. qui est le mode d'acquisition le 
plus utilise en milieu clinique. 
2. Notre methode algebrique a une robustesse vis-a-vis de la geometrie que les methodes 
approximatives analytiques n'ont pas. 
4.3.1 Methodologie des simulations et geometries utilisees 
Le principe du simulateur est toujours le meme, sauf que la source parcourt cette 
fois-ci une trajectoire helicoidale. Nous utilisons toujours un fantome spherique ann de 
calculer l'attenuation exacte des rayons X. Pour cela, nous nous placons toujours dans 
les hypotheses approximatives de la loi de Beer-Lambert presentees au paragraphe 1.2.2. 
Nous proposons deux simulations qui se basent sur deux geometries un peu differentes : 
1. Helice A : il s'agit d'une helice dont le pas est egal a la longueur de toute la 
barrette. C'est un pas eleve mais qui correspond aux ordres de grandeurs des 
proportions que nous avons dans les cas reels pour le protocole AAA. 
2. Helice B : c'est une helice dont le pas est 8 fois moins important. Ce cas est 
beaucoup plus favorable pour l'algorithme de Feldkamp vu qu'il effectue des inter-
polations. 
TABLEAU 4.5 - Geometrie fantome 3. 
Geometrie du tomographe 
Nb = 16 
Nphi = 400 
Nd = 150 
dz = 40/128cm 
dx = dy = dz 
db = 2dz 
Rd = 100cm 
Rf = 50cm 
h = 16 • db 
Geometrie du fantome numerique 
Boule de centre (64,64,16) 
Rayon 16 
\i~\- pixel^1 
TABLEAU 4.6 - Geometrie fantome 4. 
Geometrie du tomographe 
Nb = 16 
N^ = 400 
Nd = 150 
dz = 40/128cm 
dx = dy = dz 
db = 2dz 
Rd = 100cm 
Rf — 50cm 
h = 2 • db 
Geometrie du fantome numerique 
Boule de centre (64,64,16) 
Rayon 12 
\i = 1 • pixel"1 
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4.3.2 Helice A : un pas impor tan t 
Dans un premier temps, nous nous interessons a un pas d'helice important. Comme 
nous le constatons sur la figure 4.13, l'algorithme de Feldkamp donne des reconstructions 
de qualite tres degradee pour des pas d'helices trop importants. Ceci est du au caractere 
inadapte des interpolations pour des pas trop grands. En revanche, la reconstruction 
algebrique fournit une image de bonne qualite. La sphere est reconstruite en entier 
avec un faible bruit de reconstruction (4.14). L'algorithme de Feldkamp produit une 
reconstruction 3D tres degradee : 4.15. L'image 3D qu'on observe semble tordue selon 
un axe de rotation : c'est un artefact d'interpolation pour des donnees helicoidales. 
Reconstruction algebrique sans re*gularisatian thelico A) Reconstruction FBP avec post-traitement (helico A) 
20 40 60 80 100 120 20 40 60 80 100 120 
FIGURE 4.13 - Reconstruction algebrique (gauche) vs reconstruction analytique (droite) 
(helice A). 
Reconstruction helicoidale A sans regularisation 
FIGURE 4.14 - Reconstruction algebrique 3D (helice A). 
Reconstruction FBP (heiico A) 
FIGURE 4.15 - Reconstruction analytique 3D (helice A). 
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4.3.3 Helice B : un pas d'helice plus faible 
Nous effectuons ensuite des reconstructions sur des helices de pas plus faibles avec une 
sphere plus petite pour qu'elle soit entierement reconstruite. L'algorithme de Feldkamp 
donne alors des resultats de qualite legerement superieure a ceux des reconstructions 
algebriques, comme nous pouvons le constater sur la figure 4.16. Cette reconstruction 
est amelioree puisque le pas de l'helice est moins long : l'echantillonnage selon l'axe z est 
done plus dense. Les interpolations effectuees sont done plus appropriees a de petits pas. 
La figure 4.17 nous permet de constater que l'image reconstruite est de meilleure qualite 
que le cas du cone-beam circulaire (puisque toute la sphere est incluse dans l'helice). 
Reconstruction alg^brique sans regularisalion (heitco 6} Reconstruction FBP avec post-itaternertt {h^iico B) 
20 40 60 80 100 120 20 40 60 80 100 120 










FIGURE 4.17 - Reconstruction algebrique 3D sans bruit et avec regularisat. 
ion. 
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T A B L E A U 4.7 - Comparaison analytique/algebrique. 
Temps de calcul 
Robustesse par rapport a la geometrie 
Gestion du bruit 
Methode analytique Methode algebrique 




Nous avons vu que les reconstructions algebriques permettent de bien tenir compte de 
la geometrie helicoidale. Ceci est moins le cas pour les techniques analytiques qui utilisent 
des interpolations qui ne sont plus valides lorsque le pas de l'helice est trop important. 
Notre technique algebrique permet d'obtenir des images moins bruitees lorsque nous 
utilisons une regularisation adaptee. 
Cependant notre technique a un defaut de taille : elle est beaucoup plus lente, car 
plusieurs iterations sont necessaires pour minimiser le critere. Nous avons resume ces 
conclusions au tableau 4.7. 
4.4 Traitement de donnees reelles 
L'objet de cette section est de valider notre methode sur des donnees reelles. Nous 
voulons verifier que notre modele direct est sufflsamment realiste. 
Nous voulons mettre en evidence plusieurs elements : 
1. Notre modele direct est adapte aux scanners helicoi'daux multi-barrettes utilises 
en milieu clinique. 
2. Nos reconstructions peuvent prendre en compte les sources volantes angulaire et 
axial. 
3. La ROI permet d'ameliorer la resolution des images. 
Dans un premier temps, nous presenterons le cadre de nos experiences. Dans un 
deuxieme temps, nous presenterons les reconstructions tomographiques effectuees sans 
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reconstruction par region d'interet (ROI). Troisiemement, nous presenterons nos recons-
tructions faites avec ROI. 
4.4.1 Fantome et cadre des experiences 
Ces donnees sont de tailles plus consequentes et ont ete acquises grace a des scanners 
de l'Hopital Notre-Dame a Montreal. Elles ont ete acquises a partir d'un fantome reel 
produit sur mesure en collaboration avec le LBUM pour mettre en evidence les artefacts 
metalliques. Nous rappelons que nos travaux s'inscrivent dans un projet plus large ayant 
comme objectif la reduction d'artefacts metalliques au niveau de stents. Ainsi, le fantome 
utilise modelise un vaisseau avec son milieu environnant. Des stents ont ete introduits 
autour du vaisseau a certaines cotes. De plus, des billes de verre et d'acier ont ete 
introduites pour mettre en evidence la reduction d'artefacts metalliques et pour verifier 
la reconstruction d'objets de petite taille. Les vaisseaux sont representes par des cylindres 
dont l'axe coincide avec l'axe de rotation du scanner. 
Les donnees utilisees sont issues du scanner SOMATON SENSATION 16 barrettes. 
Pour valider notre methode nous avons utilise deux protocoles d'acquisition dont les 
details se trouvent en annexe du memoire. 
Le premier est un protocole 'AAA' ayant du FFS en z (cf chapitre 3) et l 'autre est un 
protocole 'Inner Ear' comportant du FFS angulaire et axial. Les details de ces protocoles 
se trouvent en annexe. Dans cette section nous ferons des reconstructions sur les donnees 
des deux protocoles. Nous avons resume ces protocoles au tableau 4.8. 
4.4.2 Reconstruction de donnees reelles sans ROI 
Afin de verifier que le modele direct est adapte a la geometrie helicoi'dale, nous faisons 
tout d'abord des reconstructions sans region d'interet. Nous effectuons deux experiences 
pour cela : 
- Experiencel : en prenant en compte le FFS, protocole AAA : grille de 256 par 256 
par 34 sur une zone de 50 cm sur 50 cm sur 2.55 cm. 
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TABLEAU 4.8 - Comparaison AAA/InnerEar. 
Protocole AAA 
Nb = 16 
Nphl = 580 
Nd = 672 
h = 13.2mm 
FFS angulaire : non 
FFS axial : oui 
Protocole InnerEar 
Nb = W 
Npht - 580 
Nd = 672 
h = 6.6mm 
FFS angulaire : oui 
FFS axial : oui 
- Experience2 : en prenant en compte le FFS, protocole InnerEar : grille de 128 par 
128 par 34 sur une zone de 50 cm sur 50 cm sur 2.55 cm. 
Pour le protocole InnerEar, il y a deux fois plus de projections que pour le protocole 
AAA : c'est pour cela que nous devons faire des reconstructions de taille plus petite pour 
ce protocole. En effet nous sommes limite par la memoire nous permettant de stocker les 
matrices de projection A. Pour avoir des resolutions superieures permettant de comparer 
nos images avec celles de SIEMENS, nous serons obliges d'utiliser de la ROI. 
Sur les figures 4.18 (protocole AAA) et 4.19 (protocole InnerEar), nous pouvons 
visualiser diverses couches du fantome. Ces couches sont perpendiculaires a l'axe (Oz) 
de rotation. Ce sont des couches transverses. 
4.4.2.1 Effets de bord 
Nos reconstructions ne prennent en compte qu'un seul tour d'helice. Or les donnees 
sont basees sur un certain nombre de tours d'helice. II y a done des effets de bord 
que nous pouvons remarquer a la couche 5 pour la figure 4.18 et aux couches 6 et 18 
(legerement) pour la figure 4.19. 
4.4.2.2 Des couches centrales bien reconstruites 
Meme si la resolution n'est pas comparable a celle du constructeur, dans les tranches 
centrales : 12,13 et 17 pour le protocole AAA (4.18) ou 9 et 12 pour le protocole InnerEar 
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(4.19), nous reconnaissons bien le fantome dont les specifications sont en annexe. Ceci 
nous indique que le modele geometrique est adapte a la geometrie du scanner utilise en 
milieu clinique, ce qui etait un de nos objectifs. Effectivement, nous pouvons reconnaitre 
les billes de verre (couches 12 et 13 de la figure 4.18) et meme des bulles d'air que nous 
avions observees lors de l'acquisition sur la figure 4.18. 
De plus, meme si la resolution de la figure 4.19 est mediocre, nous reconnaissons les 
principales caracteristiques du fantome ainsi que certains details comme des billes de 
metal aux couches 12 et 18 de la figure 4.19. Cependant, pour obtenir des resolutions 
semblables a celles de SIEMENS nous sommes obliges d'utiliser de la ROI, ce que nous 
exposons au paragraphe suivant. 
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Couche 5 Couche 12 
Couche 13 Couche 17 






FIGURE 4.19 - Differentes couches reconstruites pour le protocole InnerEar (zone de 25 
cm). 
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4.4.3 Reconstruction de donnees reelles avec ROI 
Dans ce paragraphe, nous effectuons des reconstructions avec ROI sur deux protocoles 
differents. La ROI nous permet d'augmenter la resolution en reconstruisant une zone 
d'interet sur une grille plus fine, puisque les limites de memoire nous empechent d'obtenir 
ces resolutions pour des reconstructions a grilles homogenes qui se fait sur une plus 
grande zone. 
4.4.3.1 Protocole AAA avec FFS axial 
- ROI1 : 300 sur 300 pour une zone imagee de 25 cm. La grille grossiere est de taille 
64 sur 64 pour une zone de 50 cm. 
- ROI2 : 80 sur 80 pour une zone imagee de 8.6 cm. De meme que pour ROI1 la 
grille grossiere est de taille 64 sur 64. 
Pour ROI1, nous observons trois choses : 
- Sur la figure 4.22, nous comparons une coupe obtenue par SIEMENS a une recons-
truction que nous avons effectuee. Nous observons que la reconstruction algebrique 
est beaucoup plus floue et contient moins de contraste. Cette reconstruction est 
obtenue sans prendre en compte le FFS. 
- La prise en compte du FFS rend l'image plus nette. Sur la figure 4.23, nous propo-
sons une reconstruction qui tient compte du FFS et nous la comparons a la coupe 
transverse correspondante de SIEMENS. En comparaison avec notre reconstruc-
tion obtenue sur la figure sans FFS, le contraste est ameliore et les frontieres sont 
plus nettes. En effet, lorsque nous ne tenons pas compte du FFS, il y a une legere 
perturbation du modele direct qui deteriore l'image en la rendant plus floue. 
- Des artefacts qui ressemblent a un effet d'angle partiel apparaissent. En presence 
de billes attenuantes, nous observons sur la figure 4.24 une petite zone floue autour 
de ces billes. Nous avons trace en figure 4.21 les contributions pour chaque couple 
angle de projection/detecteur du voxel correspondant a une des billes attenuantes. 
Nous avons somme les contributions de toutes les barrettes pour voir si tous les 
cones emis par la source englobent le voxel qui nous interesse. Ce n'est pas le cas : 
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certains angles de projection (abscisse de la figure 4.21) n'ont pas de contribu-
tions. Nous pouvons verifier cela theoriquement a l'aide de la figure 4.20. Le voxel 
qui nous interesse est approximativement equidistant de la source et du plan de 
detecteurs. Ceci implique que le cone emis par la source traverse une zone d'en-
viron 6mm. Or la source parcourt 13.2mm dans le sens de l'axe z. Done pour 
certains angles de projection, le voxel qui nous interesse n'est pas traverse par le 
cone. Les images SIEMENS sont denuees de ces artefacts. SIEMENS effectue un 
post-traitement de ses donnees pour attenuer ces artefacts, mais nous ne connais-
sons pas en detail leurs processus de traltement d'images. Ceci est une limite de 
notre methode. 
Pour ROI2, nous tenons compte du FFS axial pour ce protocole AAA. La region 
d'interet a une grille bien plus fine que la grille grossiere qui constitue le fond comme 
nous pouvons le constater sur la figure 4.25. Nous constatons sur les figures 4.25 et 
4.26 que le contraste a l'interieur des fantomes est superieur a celui de SIEMENS sur 
la grille fine. Cependant, nous observons un bruit de reconstruction que nous n'avions 
pas pour des grilles moins fines. Ce bruit pourrait etre diminue avec de la regularisation 
comme nous l'avons vu au paragraphe 4.2.3. De meme que pour ROI1, nous obtenons 
des artefacts d'angles partiels. 
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Voxel qui nous 
interesse 
Plan des detecteurs 
16X0.75 mm 
FIGURE 4.20 - Parcours de la source. 
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Sinogramme pour un voxel 
100 200 300 400 500 600 700 
Angles de projections 
1000 1100 
FIGURE 4.21 - Contributions d'un voxel sur le systeme de detecteurs. 
SIEMENS Reconstruction algebrique 
0 200 400 600 800 1000 1200 1400 1600 0 200 400 1000 1200 1400 1600 
FIGURE 4.22 - A gauche : reconstruction Siemens. A droite : Reconstruction sans FFS 
avec une grande ROI (zone de 25 cm). 
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SIEMENS Reconstruction algebrique 
0 200 400 600 1400 1600 0 200 4D0 600 800 1000 1200 1400 1600 
FIGURE 4.23 - A gauche : reconstruction Siemens. A droite : Reconstruction en prenant 
en compte le FFS avec une grande ROI (zone de 25 cm) sans bille attenuante. 
SIEMENS Reconstruction algebrique 
0 500 1000 1500 2000 2500 3000 3500 4000 0 500 1000 1500 2000 2500 3000 3500 4000 
FIGURE 4.24 - A gauche : reconstruction Siemens. A droite : Reconstruction en prenant 
en compte le FFS avec une grande ROI (zone de 25 cm) avec des billes attenuantes. 
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Reconstruction ART3D avec FFS 
FIGURE 4.25 - A gauche : reconstruction Siemens. A droite : Reconstruction en prenant 
en compte le FFS avec une petite ROI (zone de 8.6 cm) avec billes attenuantes. 
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Reconstruction ART3D avec FFS 
FIGURE 4.26 - A gauche : reconstruction Siemens. A droite : Reconstruction en prenant 
en compte le FFS avec une petite ROI (zone de 8.6 cm) sans bille attenuante. 
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4.4.3.2 Protocole InnerEar avec FFS angulaire et axial 
Pour ce protocole, nous nous interessons a une reconstruction par ROI sur une zone 
de taille equivalente a celle de SIEMENS sur une grille moins fine puisque les donnees 
de ce protocole sont plus volumineuses et que nous sommes limites par la taille de la 
memoire. Dans une premiere experience, nous considerons une grille de discretisation de 
taille 128 sur 128 sur 26 pour une zone imagee de 25 cm sur 25 cm sur 1.95 cm. Dans 
une deuxieme experience, nous considerons une grille de 210 sur 210 sur 20 pour une 
zone imagee plus petite de 18.75 cm sur 18.75 cm sur 2 cm. 
Nous rappelons que ce protocole comporte aussi bien du FFS en z qu'en a contrai-
rement au protocole precedent. 
Sur la figure 4.27 nous pouvons remarquer que la reconstruction obtenue sans tenir 
compte des sources volantes (image du haut) est un peu plus bruitee que celle obtenue 
en tenant compte de ces aspects du modele physique (image du bas). Mais les deux 
reconstructions sont quasiment identiques. Ceci nous montre que le probleme direct 
est mieux pris en compte vu que les artefacts de reconstruction sont un peu moins 
visibles. Pour la reconstruction de la figure 4.28 nous constatons que l'absence d'artefacts 
d'angles partiels a disparu puisque le pas de Thence est deux fois plus petit. Ceci confirme 
l'explication des artefacts remarques sur la figure 4.24 qui n'apparaissent que pour des 
pas trop importants. En effet, pour cette reconstruction, le pas n'est seulement de 6.6mm 
et tous les voxels sont traverses par tous les cones emis. 
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Reconstruction ART sans FFS 
Reconstruction ART avec FFS 
FIGURE 4.27 - Reconstructions avec et sans FFS (angulaire + axiale). 
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500 1000 1500 2000 2500 3000 3500 
Reconstruction aigebrique 
1500 2000 2500 3000 3500 4O00 
FIGURE 4.28 - Reconstruction InnerEAR avec une resolution infra-millimetrique. 
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4.4.4 Conclusions sur le traitement de donnees reelles 
La limite principale de notre methode de reconstruction algebrique est qu'elle est 
beaucoup plus lente. C'est du au caractere iteratif de la methode. Elle utilise enormement 
de memoire : jusqu'a 7 Go pour des reconstructions de taille 300 par 300 par 34 voxels 
pour le protocole AAA. La deuxieme limite de la methode est le probleme d'artefacts 
d'angles partiels que nous avons decrit au paragraphe 4.4.3.1. Pour un pas important 
comme celui du protocole AAA et en presence d'objets de faible dimension selon l'axe z 
(comme les petites billes), nous voyons apparaitre des artefacts d'angles partiels. Cette 
degradation n'est pas problematique dans le cadre de suivi de stents puisque ces objets 
sont quasi cylindriques. Ce sont les limites principales de la methode et cela explique 
l'absence de techniques algebriques dans la litterature sur des donnees reelles. 
Malgre cet avantage de taille, a resolution equivalente, les images reconstruites sont 
de qualite semblable. Par ailleurs, la technique est tres adaptee pour faire de la recons-
truction par region d'interet tandis que les techniques analytiques s'y pretent moins 
naturellement. De plus, notre modele servirait aussi dans un modele polychromatique, 
ce qui permettrait de reduire les artefacts metalliques. II suffirait pour cela d'adapter le 
critere a ceux vus au paragraphe 1.4.3.3. 
4.5 Prise en compte de l'epaisseur du faisceau 
Dans cette section, nous souhaitons verifier l'emcacite de notre methode de reduction 
d'artefacts dus a l'epaisseur de faisceaux. Pour ce faire, nous avons elabore un modele di-
rect qui calcule pour chaque detecteur la contribution du faisceau emis. Nous presenterons 
les caracteristiques de ce simulateur. Ensuite, nous exposerons les resultats obtenus avec 
nos reconstructions en verifiant si la technique innovante (cf. paragraphe 2.3) proposee 
permet de reduire la deterioration de l'image due a l'epaisseur du faisceau. 
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TABLEAU 4.9 - Comparaison scanner/methode algebrique. 
Qualite des images 
Resolution maximale 
pour une zone de 25 cm 
Temps de calcul 
Robustesse par 
rapport a la geometrie 











entre 2h et 5h 
+ 
++ 
4.5.1 Methodologie des simulations 
Nous utilisons un fantome numerique spherique comme pour les deux premieres sec-
tions de ce cliapitre. Nous nous placons dans le cadre de deux hypotheses, comme a la 
section 2.3 : 
- L'emission des photons est deterministe : H2, ce qui equivaut a considerer 
que le nombre de photons est tres eleve. 
- Les photons emis sont monochromatiques : H3, ils ont la meme energie. 
Pour simuler l'epaisseur des rayons, nous emettons plusieurs rayons minces pour un 
meme triplet angle de projection-detecteur-barrette ((f), 6, n). Ces rayons sont paralleles 
entre eux et forment un cylindre dont le centre est le point source ideal. Le faisceau epais 
est done compose de plusieurs rayons minces. Le modele direct pour un faisceau emis 
est done le suivant : 
7: = i r E e x P ( - M 
Les indices k correspondent aux divers rayons du faisceau. Le faisceau est constitue de 
K rayons equirepartis dans un cylindre. Nous prenons K — 50. Les Ik se calculent de 
maniere exacte comme au paragraphe 4.2.1. 
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TABLEAU 4.10 - Fantome pour rayon epais. 
Geometrie du tomographe 
Nb = 16 
Nphi = 400 
Nd = 150 
dz = 40/128cm 
dx = dy = dz 
db = 2dz 
Rd = 100cm 
Rf = 50cm 
h = 0 
Geometrie du fantome numerique 
Boule de centre (64, 64,16) 
Rayon 12 
ji = 1 • pixel"1 
4.5.2 Observation des artefacts dus a l'epaisseur du faisceau 
Dans ce paragraphe, nous voulons observer des artefacts dus a l'epaisseur de fais-
ceau. Nous generons des donnees qui tiennent compte de l'epaisseur du faisceau et nous 
reconstruisons les images tomographiques sans en prendre compte. Afm de visualiser le 
plus nettement les artefacts, nous faisons figurer la difference entre une telle reconstruc-
tion et une reconstruction qui s'applique a des donnees de rayons infiniment fins. Nous 
visualisons cette difference sur la figure 4.29. 
Nous remarquons que la sphere reconstruite a un flou autour des ses frontieres. Ceci 
correspond a l'effet attendu : comme le faisceau est plus epais, plus de pixels contribuent 
a l'attenuation d'un rayon. L'image est aussi plus bruitee que celle obtenue sur des rayons 
infiniment fins, ce qui est du a un phenomene de propagation de l'erreur dans tous les 
points de la solution, puisque le modele de reconstruction est moins adapte. 
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20 40 
FIGURE 4.29 - Artefacts d'epaisseur de rayon (2 pixels de largeur) : difference entre la 
reconstruction et le fantome numerique. 
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4.5.3 Reconstructions en prenant en compte l'epaisseur des 
rayons 
Nous voulons verifier si l'approche proposee reduit les artefacts observes a la figure 
4.29. Afin de verifier cela, nous effectuons 2 experiences, dans le cadre cone-beam avec 
le meme fantome numerique que precedemment : 
1. Experience 1 : Nous simulons des projections avec un rayon epais de diametre 
de 2 pixel. A partir de ces simulations, nous effectuons plusieurs reconstructions 
basees sur nos trois modeles directs : Thin (rayon infiniment mince), Sphere (voxels 
spheriques) et Afflne (fonction de contribution affine des pixels). 
2. Experience 2 : Nous simulons des projections avec un rayon epais de diametre 
de 0.5 pixel. 
Les resultats de la premiere reconstruction (Experience 1) s'observent sur la figure 
4.30. Nous voyons qu'avec un faisceau qui a une epaisseur importante de deux pixels, 
les artefacts ne se voient pas vraiment reduits. En bas de la figure 4.30 (ansi que pour 
la figure 4.31) nous avons introduit la difference entre la reconstruction et le fantome 
numerique. Les differences maximales en intensites pour les methodes Sphere et Affine 
sont du meme ordre de grandeur de celles de Thin. Nous remarquons aussi que ces images 
reconstruites sont plus lisses et moins bruitees, ce qui est un effet comparable a de la 
regularisation. Ce lissage peut s'expliquer par le fait que les fonctions de contributions 
de pixels proposees sont plus lisses que celle utilisee pour les pixels carres. 
Pour des faisceaux assez fins, les reconstructions sont de qualite equivalents comme 
nous pouvons le constater sur la figure 4.31. La deterioration des images est minime 
puisque la perturbation des donnees est tres faible. 
Ainsi, pour des epaisseurs de faisceau qui ne sont pas trop importantes notre methode 
n'ameliore pas vraiment la qualite des images. Cependant, pour des epaisseurs de faisceau 
plus grandes les images sont de qualite comparable. Le bilan de cette methode est done 
mitige. II semble done qu'il soit difficile de reduire les artefacts d'epaisseur de faisceau 
avec une modelisation geometrique lineaire. 
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Reconstruction avec Thin Reconstruction avec Sphere Reconstruction avec Affine 
80 100 120 20 40 60 80 100 120 
Artefacts avec Thin Artefacts avec Sphere Artefacts avec Affine 
FIGURE 4.30 - Correction des artefacts dus a l'epaisseur du faisceau (2pixels de largeur). 
En haut : les reconstructions. En bas : les differences avec le fantome numerique. 
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FIGURE 4.31 - Correction des artefacts dus a Vepaisseur du faisceau (0.5 pixel de lar~ 
geur). En haut : les reconstructions. En has : les differences avec le fantome numerique. 
4.6 Conclusions 
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Les resultats de cette partie nous montrent que nous avons reussi a developper une 
technique de reconstruction algebrique qui s'applique a la tomographic a rayons X dans 
le cadre 3D helicoidal. La methode que nous avons developpee est plus robuste que les 
algorithmes de Feldkamp. 
De plus, nous avons ete capable d'utiliser cette methode sur des donnees reelles 
obtenues a partir d'acquisitions effectuees a l'Hopital Notre-Dame de Montreal. Nos 
methodes prennent en compte les dernieres sophistications technologiques que sont les 
sources volantes qui s'ajoutent a la complexity de la geometrie tri-dimensionnelle du 
probleme. Grace a la ROI, nous avons obtenu des resultats de resolution equivalente 
que celles obtenues par SIEMENS. Mais notre technique nous donne plus de flexibilite 
puisque nous pouvons l'integrer a un cadre polychromatique. Cependant, pour des objets 
etendus selon l'axe du tomographe, des artefacts d'angles partiels apparaissent pour des 
pas d'helices importants. 
En outre, la methode proposee pour traiter les rayons epais semble lisser l'image 
reconstruite sans pour autant faire disparaitre les artefacts dus a l'epaisseur de rayon. 
Pour les applications necessaires en tomographic a rayons X cette amelioration ne semble 




Dans le cadre de notre pro jet de maitrise, nous nous etions fixe plusieurs objectifs : 
1. Developper une methode algebrique adaptee a la tomographie 3D. 
2. Ameliorer la modelisation physique du probleme direct. 
3. Creer un modele geometrique flexible et efflcace. 
4. Reconstruire des images tomographiques 3D a partir de donnees reelles. 
Tout d'abord, tentons de voir dans quelle mesure les objectifs ont ete atteints. Puis, 
tentons de voir quels sont les aspects qui n'ont pas ete totalement satisfaits. Ensuite, 
nous verrons quelles sont les perspectives de ce projet puisque d'autres y ont travaille 
dans le passe et y travailleront probablement pendant quelques temps. 
5.1 Objectifs atteints 
L'objectif principal du projet de maitrise etait de developper une methode algebrique 
adaptee au cas 3D. Notre methode algebrique traite des donnees emises par un scan-
ner comportant plusieurs barrettes de detecteurs et dont la source suit une trajectoire 
helico'idale. De plus, notre methode permet de prendre en compte les sources "volantes" 
aussi bien en mode axial ("FFS" en z) qu'en mode angulaire ("FFS" en a). Cet objectif 
a done ete atteint, puisque les reconstruction operees sur des fantomes numeriques sont 
d'une bonne qualite. Le caractere helicoidal est bien pris en compte puisque lorsque le 
pas de l'helice est important nos reconstructions sont de qualite comparable au cas axial. 
Ceci n'est pas le cas pour des reconstructions utilisant l'algorithme de Feldkamp dont la 
qualite se degrade lorsque le pas de l'helice est trop important. 
Le modele geometrique (ou "matrice de projection") developpe est flexible et peut 
s'appliquer a des cadres physiques differents. En effet le modele propose peut etre utilise 
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dans un cadre monochromatique ou polychromatique. Ceci est en adequation avec nos 
objectifs. 
Dans nos travaux de maitrise, nous nous sommes interesse au cadre monochromatique 
et nous avons constate qu'en utilisant de la ROI (reconstruction par region d'interet) 
nos images etaient de qualite comparable a celles obtenues par SIEMENS pour des 
zones ou il n'y pas de billes (metalliques ou en verre). Pour des reconstructions sur des 
donnees simulees, les reconstructions sont vraiment meilleures lorsque le pas de l'helice 
est important. 
5.2 Objectifs non atteints 
SIEMENS effectue pour le protocole d'acquisition qui nous interesse des reconstruc-
tions sur des zones de 25 cm avec une grille de pixels de 512 x 512. A cause de notre 
limitation en memoire nos reconstructions maximales pour la meme zone etaient de taille 
300 x 300. II est evident qu'une telle difference de resolution nous empeche de compa-
rer ce qui est comparable. Cependant, nous avons pu comparer des regions d'interet de 
resolution comparable. Neanmoins la ROI induit forcement des deteriorations d'images 
qui sont absentes d'une reconstruction "complete", nous empechant encore de comparer 
ce qui est comparable. Nous nous sommes contente d'utiliser l'heuristique, tandis que 
Benoit HAMELIN, etudiant au doctorat, a etudie de fac,on plus detaillee la technique 
de ROI. 
D'autre part, nous avions developpe une methodologie qui avait pour objectif de 
reduire des artefacts dus a l'epaisseur des faisceaux de rayons X. Nous avons tente 
d'atteindre cet objectif en maintenant la linearite du modele d'emission des donnees, en 
modifiant l'operateur geometrique de projection A. Mais les reconstructions obtenues 
domient un resultat mitige. Lorsque le faisceau a une epaisseur tres importante, les 
images reconstruites sont de qualite comparable a celles qu'on obtient sans prendre 
en compte l'epaisseur. Ceci est normal puisqu'il s'agit d'une methode developpee pour 
des rayons dont l'epaisseur ne serait pas trop grande. Dans le cas ou l'epaisseur est 
moins importante, les resultats obtenus ne sont guere meilleurs. Ainsi, les avantages de 
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cette methode ne sont pas suffisamment significatifs pour justifier l'utilisation de cette 
methodologie. 
5.3 Perspectives du projet 
Ce projet avait pour but d'elaborer une methode algebrique qui permettra de faire 
des reconstructions qui utilisent un modele polychromatique. Plusieurs perspectives du 
projet peuvent etre envisagees : 
1. Accelerer l'obtention des reconstructions. Des reconstructions dont la resolution 
est comparable a celle de SIEMENS ne s'obtiennent en 3D qu'en cinq heures de 
temps ou plus. Ces temps de calcul peuvent etre raccourcis en faisant de la pa-
rallelisation des algorithmes ou en attendant que des ordinateurs plus rapides 
accedent au marche. 
2. Gerer des zones de reconstructions avec une taille de 512 x 512. Ceci peut 
se faire par de la parallelisation ou avec des ordinateurs ayant plus de memoire 
vive en passant a des ordinateurs ayant 16 Go de memoire vive qui existent deja 
sur le marche. 
3. Reconstruire des donnees reelles sous 1'hypothese polychromatique. Pour 
cela il suffit d'utiliser les differentes parties du projet du Laboratoire d'Imagerie 
par Optimisation Numerique. Comme nous l'avons dit, notre modele geometrique 
(ou matrice de projection) peut aussi s'utiliser dans un cadre polychromatique. II 
suffit de minimiser le critere polychromatique au lieu du critere monochromatique, 
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A N N E X E I 
PROTOCOLE D U SCAN 
Nom du protocole : AAA CT16 
Nombre de barrettes : 16 
Taille des couches : [750 750 750 750] 
Nombre de FFS : 1 
TramesParRotation : 1160 
Nombre de detecteurs : 672 
Pas de l'helice : 13.200 mm 
Nom du protocole : '"HND REN ALES'" 
StudyDescription : "'VascularHND REN ALES (Adult)'" 
Readings : '32132' 
SlicePhysical : '0.75' 
SpiralRotTime : '0.500 s' 
Direction du scan : 'MlCraniocaudal' 
BodyPartExamined : '"ABDOMEN"' 
FoVHorLength : '144 mm' 
Noyau de convolution : '" B20f smooth"' 
OrganFoV : '380' 
SpiralReconlncr : '0.700' 
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A N N E X E II 
FANTOME UTILISE 
Un fantome physique a ete congu par des chercheurs du " Laboratory of Biorheology 
and Medical Ultrasonics" (L.B.U.M.) dirige par Guy CLOUTIER. Cette annexe presente 
ce fantome qui a ete scanne par tomographie a rayons X (SOMATON de SIEMENS), a 
l'hopital Notre-Dame. 
Ce fantome est sense reproduire deux vaisseaux peripherique face a face avec des 
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FIGURE II.3 - Position des stents 
