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COMMUTING LINEAR OPERATORS AND
ALGEBRAIC DECOMPOSITIONS
A. ROD GOVER AND JOSEF ILHAN
Abstrat. For ommuting linear operators P0, P1, · · · , Pℓ we de-
sribe a range of onditions whih are weaker than invertibility.
When any of these onditions hold we may study the omposition
P = P0P1 · · ·Pℓ in terms of the omponent operators or ombi-
nations thereof. In partiular the general inhomogeneous problem
Pu = f redues to a system of simpler problems. These prob-
lems apture the struture of the solution and range spaes and, if
the operators involved are dierential, then this gives an eetive
way of lowering the dierential order of the problem to be studied.
Suitable systems of operators may be treated analogously. For a
lass of deompositions the higher symmetries of a omposition P
may be derived from generalised symmmetries of the omponent
operators Pi in the system.
1. Introdution
Given a vetor spae V and a system P0, P1, · · · , Pℓ of mutually om-
muting endomorphims of V we study the omposition P := P0P1 · · ·Pℓ.
It is natural to ask whether we an redue the questions of null spae
and range of P to the similar questions for the omponent operators
Pi. If these omponent operators are eah invertible then of ourse
one trivially has a positive answer to this question. On the other hand
experiene with, for example, onstant oeient linear ordinary dier-
ential equations shows that this is too muh to hope for in general. Here
we review, disuss, and extend a reent work [6℄ in whih we introdue
a range of onditions whih are signiantly weaker than invertibility
of P and yet whih, in eah ase, enables progress along these lines.
Eah ondition we desribe on the system P0, P1, · · · , Pℓ is termed an
α-deomposition (where α is a subset of the power set of the index set
{0, · · · , ℓ}). The ase that the operators Pi are eah invertible is one
extreme. Of ourse one may ask that some of Pi are invertible but, ex-
luding an expliit assumption along these lines, the next level is what
we term as simply a deomposition. This is desribed expliitly in Se-
tion 2 below, but intuitively the main point is that eah pair Pi and
Pj, for i 6= j in {0, · · · , ℓ}, onsistes of operators whih are relatively
invertible in the sense that for example Pi is invertible on the null spae
of Pj and vie versa. In the ase that we have a deomposition then
one obtains very strong results: the null spae of P is exatly the diret
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sum of the null spaes for the fators Pi; the range of P is preisely the
intersetion of the range spaes for the fators; and one may expliitly
deompose the general inhomogeneous problem Pu = f into an equiv-
alent system of lower order problems Piui = f , i = 0, · · · , ℓ. (Note
that the fat the same inhomogeneous term f ∈ V appears in Pu = f
and in eah of the Piui = f problems is one signal that the onstrution
we disuss is not the trivial manouever of renaming variables.)
At the other extreme of the α-deompositions we ask only that the
operator (P0, · · · , Pℓ) : V → ⊕
ℓ+1V is injetive with left inverse given
by a system of V endomorphisms Qi, i = 0, · · · , ℓ, whih ommute
with the Pjs. Remarkably this is suient for obtaining results along
a similar line to the ase of a deomposition, but the extent of sim-
pliation is less drammati: issues of null spae and range for P are
subordinated only to similar questions for the operators P i := P/Pi.
The full summary result for α-deompositions is given in Theorem 2.1
below.
A natural setting for the use of these results is in the study of opera-
tors P whih are polynomial in a mutually ommuting system of linear
operators Dj : V → V, j = 1, · · · , k. This is the subjet of Setion
3. Given a P whih is suitably fatored, or alternatively working over
an algebraially losed eld, one sees that generially some algebrai
α-deomposition is available. The main point here is the word alge-
brai. The α-deompositions of ompositions P = P0P1 · · ·Pℓ involve
identities whih involve operators Qi, i = 0, · · · , ℓ, whih invert some
subsystem of (P0, · · · , Pℓ). In the ase of an algebrai deomposition
the Qis are also polynomial in the Djs. So, for example, if the fators
Pi of P are dierential and polynomial in the dierential operators
Di then the Qi are also dierential and are given in terms of the Di
by expliit algebrai formulae. In partiular pseudo-dierential alu-
lus is avoided. These results are universal in the sense that they are
independent of any details of the operators Dj.
The idea behind the deompositions of the equation P0 · · ·Pℓu = f is
rather universal; for example one an extend it to systems of equations.
In this diretion our aim is mainly to demonstrate the tehnique, so we
shall treat, as an example (see Setion 4), only one spei situation
where the idea applies. This is a system of k + 1 equations where the
rst equation P0 · · ·Pℓu = f is fatored and the remaining ones are of
the form R(j)u = gj, 1 ≤ j ≤ k for given f, gj ∈ V and R(j) ∈ End(V).
This may be viewed as a problem where one wants to solve the problem
P0 · · ·Pℓu = f , subjet to the onditions R(j)u = gj. The dierene, in
omparison to the single equation problem, is that now the operators
R(j) feature in the relative invertibility of the fators Pi of P . The
result is that provided one has a suitable deomposition at hand, the
original system is equivalent to a family of lower order systems of the
same type as the original one.
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Finally in Setion 5 we disuss symmmetries of operators. We dene
a formal symmetry of an operator P : V → V to be an operator
S : V → V suh that PS = S ′P for some other operator S ′ on V. For P
a Laplaian (or Laplaian power) type operator dierential operator,
and S, S ′ dierential, suh symmetries are entral in the separation
of variable tehniques [1, 8℄. For P = P0P1 · · ·Pℓ, as above, the tools
we develop earlier are used to show that the formal symmetry algebra
of P is generated by the formal symmetry operators, and appropriate
generalisations thereof, for the omponent operators P0P1, · · · , Pℓ.
The rst author would like to thank the Royal Soiety of New Zealand
for support via Marsden Grant no. 06-UOA-029. The seond author
was supported from the Basi Researh Center no. LC505 (Eduard
eh Center for Algebra and Geometry) of Ministry of Eduation,
Youth and Sport of Czeh Republi.
2. Deompositions and α-deompositions
Let V denote a vetor spae over a eld F and onsider linear oper-
ators P0, . . . , Pℓ (i.e. endomorphisms of V) whih mutually ommute.
In [6℄ we study properties of the operator
(1) P = P0P1 · · ·Pℓ.
For example, an obvious question is: what an we say about the ker-
nel and the image of P in terms of related data for the omponent
operators Pi? This is learly straightforward if the operators Pi are
invertible, but the point of our studies is that muh weaker assump-
tions are suient to obtain quite striking results. These assumptions
are aptured in the notion of various deompositions; the dierent
possible deompositions are parametrised by a nonempty system of
subsets of L := {0, . . . , ℓ}. We shall use the notation PJ :=
∏
j∈J Pj
for ∅ 6= J ⊆ L and we set P∅ := idV . Further we put P
J := PL\J ,
P j := P {j} and write 2L to denote the power set of L. Also |J | will
denote the ardinality of a set J .
Denition. For a linear operator P : V → V, an expression of the
form (1) will be said to be an αdeomposition of P , with ∅ 6= α ⊆ 2L,
L 6∈ α, if there exist operators QJ ∈ End(V), J ∈ α suh that
(2) idV =
∑
J∈α
QJP
J , [Pi, Pk] = [QJ , Pi] = 0, i, k ∈ L, J ∈ α.
The hoie α := {{∅}} means that P (hene also eah of the Pi)
is invertible. The other possible deompositions involve weaker as-
sumptions on the omponent operators. At the next level is the α
deomposition with α := {J ⊆ L | |J | = 1} whih will be termed
simply a deomposition of P . In this ase we still obtain, for example,
that N (P ) =
⊕
N (Pi). Therefore the problem Pu = 0, u ∈ V is re-
dued to the system Piui = 0, ui ∈ V for i ∈ L. In the ase that the Pi
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are dierential operators, this result shows that, given a deomposition,
the equation Pu = 0 redues to the lower order system Piui = 0.
For the general αdeomposition we do not generally obtain a diret
sum analogous to N (P ) =
⊕
N (Pi) as above, however we still get a
redution to a lower order problem. The key is the following theorem
whih is a entral result in [6℄. (See the latter for the proof and more
details.)
Theorem 2.1. [6℄ Assume P : V → V as in (1) is an αdeomposition.
Let us x f ∈ V. There is a surjetive mapping B from the spae of
solutions (uJ)J∈α ∈ ⊕|α|V of the problem
(3) PJuJ = f, J ∈ α.
onto the spae of solutions u ∈ V of Pu = f .
Writing VfP for the solution spae of Pu = f and (for J ∈ α) V
f
J for
the solution spae of PJ u˜ = f . The map B : ×J∈αVfJ → V
f
P is given
by
(uJ)J∈α 7→
∑
J∈α
QJuJ .
A right inverse for this is F : VfP →×J∈αV
f
J given (omponent-wise)
by
u 7→ P Ju ;
on V we have B ◦ F = idV .
If α satises I ∩ J = ∅, for all I 6= J ∈ α, then F is a 1-1 mapping
and F ◦B is the identity on the solution spae to (3).
Remark 2.2. 1. The important feature of the deomposition of inho-
mogeneous problems is that in Pu = f and (3) it is the same f ∈ V
involved. So (3) desribes the range P , R(P ), in terms of the range of
the Pi: R(P ) = ∩
ℓ
i=0R(Pi).
2. The ondition in the last paragraph in the theorem is satised by
a deomposition, but is easy to onstrut other examples. In any ase
where this is satised the mappings F and B are bijetions and we do
get a diret sum deomposition of N (P ). The point, whih is easily
veried, is that from (2) it follows that for eah J ∈ α
QJP
J : N (P )→ N (PJ)
is a projetion.
Although the αdeomposition (2) is what is diretly employed in the
previous theorem and its proof, there is a distint, but related, notion
whih shows what it really means for the ommuting operators Pi. The
following denition introdues an idea of a deomposition whih turns
about to be in a suitable sense dual to the previous one.
Denition. For a linear operator P : V → V, an expression of the
form (1) will be said to be a dual βdeomposition of P , ∅ 6= β ⊆ 2L,
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{∅} 6= β if for every J ∈ β there exist operators QJ,j ∈ End(V), j ∈ J
suh that
(4) idV =
∑
j∈J
QJ,jPj, [Pi, Pk] = [QJ,j , Pi] = 0, i, k ∈ L, j ∈ J.
To desribe the suggested duality (see Proposition 2.4 below), rst
observe that eah system α ⊆ 2L is partially ordered by restriting
the poset struture of 2L. The sets of minimal and maximal elements
in α will be denoted by Min(α) and Max(α), respetively. We say the
system β ⊆ 2L is a lower set , if it is losed under taking a subset. (That
is, if I ∈ β and J ⊆ I then J ∈ β.) The upper set is dened dually. The
lower set and upper set generated by a system α ⊆ 2L will be denoted
by L(α) := {J ⊆ I | I ∈ α} and U(α) := {J ⊇ I | J ⊆ L and I ∈ α},
respetively.
The proof of the following is obvious.
Lemma 2.3. Let α ⊆ 2L. Then P = P0 · · ·Pℓ satises the following:
(i) it is an αdeomposition ⇐⇒ it is a Max(α)deomposition ⇐⇒ it
is an L(α)deomposition
(ii) it is a dual αdeomposition⇐⇒ it is a dual Min(α)deomposition
⇐⇒ it is a dual U(α)deomposition.
To formulate the relation between α and dual αdeompositions, we
need the following notation. We put αu := 2L\L(α) and αl := 2L\U(α).
Clearly (αu)l = L(α) and (αl)u = U(α). Also it is easily seen that
αu = {J ⊆ L | ∀I ∈ α : J \ I 6= ∅}
αl = {J ⊆ L | ∀I ∈ α : I \ J 6= ∅}.
(5)
Proposition 2.4 (The duality). (1) is an αdeomposition if and
only if it is a dual αudeomposition. Equivalently, (1) is a dual β
deomposition if and only if it is a βldeomposition.
In partiular, (1) is a deomposition if and only if it is a dual β
deomposition for β := {J ⊆ L | |J | = 2}. This means
(6) idV = Qi,jPi +Qj,iPj
where Qi.j ∈ End(V) and satisfy [Qi,j , Pk] = 0 for every triple of inte-
gers (i, j, k) suh that 0 ≤ i, j, k ≤ ℓ and i 6= j.
When (6) is satised we shall say that the operators Pi and Pj are
relatively invertible. The dual version of a (true) deomposition is the
dual βdeomposition for β = {J ⊆ L | |J | = 2}; this will be termed
simply a dual deomposition. The general dual βdeomposition means
that for every J ∈ β, the operators Pj, j ∈ J are relatively invertible.
Remark 2.5. 1. The proof of Proposition 2.4 in [6℄ is onstrutive in
the sense that starting with an αdeomposition (2), there is a simple
reipe whih desribes how to onstrut the operators QJ,j from (4), as
required for the dual αudeomposition, and then vie versa.
6 Gover & ilhan
2. The operators QJ in (2) and QJ,j in (4) are not given uniquely.
Also we an see an obvious duality between Qi,j , Qj,i and Pi, Pj in
(6). This is disussed in [6℄ where notion of (dual) αdeompositions
is formulated in the language of Koszul omplexes.
From the pratial point of view, given an operator P : V → V as
in (1), to apply Theorem 2.1 one needs to show whether P is a (dual)
αdeomposition and also to determine expliitly the orresponding
operators QJ (or QJ,j in the dual ase). Also, one an ask whih hoie
of α yields the most suitable αdeomposition. Another strategy might
be to regroup the operators Pi (e.g. to onsider the produt PiPj as
a single fator) and then to seek a better αdeomposition. In the
ase that the operator P is polynomial in other mutually ommuting
operators Dj : V → V, there is a ategory of deompositions whih
arise algebraially from the formula for P . Within this ategory all
these questions an all be solved in a ompletely algorithmi way.
3. Operators polynomial in ommuting endomorphisms
and algebrai deompositions
Writing V to denote a vetor spae over some eld F, suppose that
Di : V → V, i = 1, · · · , k, are non-trivial linear endomorphisms that are
mutually ommuting: DiDj = DjDi for i, j ∈ {1, · · · , k} . We obtain a
ommutative algebra F[D] onsisting of those endomorphisms V → V
whih may be given by expressions polynomial (with oeients in F) in
the Di. We write x = (x1, . . . , xk) for the multivariable indeterminate,
and F[x] for the algebra of polynomials in the variables x1, . . . , xk over
the eld F. There is a unital algebra epimorphism from F[x] onto F[D]
given by formally replaing eah variable xi, in a polynomial, with Di.
The simplest ase is when k = 1, that is operators polynomial in a
single operator D. We write F[D] for the algebra of these. Sine any
linear operator D : V → V is trivially self-ommuting there is no re-
strition on D. Thus this ase is an important speialisation with many
appliations. In this setting we may quikly nd algebrai deomposi-
tions. Let us write F[x] for polynomials in the single indeterminate x
and illustrate the idea with a very simple ase. Consider a polynomial
P [x] = (x + λ0)(x+ λ1) · · · (x + λℓ) where for i = 0, · · · , ℓ, the λi ∈ F
are are mutually distint (i.e. i 6= j ⇒ λi 6= λj). Related to P [x] are
the polynomials obtained by omitting a fator
P i[x] =
ℓ∏
i 6=j=0
(x+ λj).
Then we assoiate to P [x] the following deomposition of the unit in
F[x].
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Lemma 3.1.
1 = α0P
0[x] + α1P
1[x] + · · ·+ αℓP
ℓ[x] ,
where
αi =
j=ℓ∏
i 6=j=0
1
λj − λi
.
Proof. For ℓ = 0 we take the rst display to mean 1 = 1. For ℓ = 1 the
Lemma states that
1 =
1
λ1 − λ0
(x+ λ1) +
1
λ0 − λ1
(x+ λ0)
whih is learly true. Now assume that the result holds for all polyno-
mials with ℓ−1 fators. In partiular assoiated to P ℓ[x] =
∏ℓ−1
i=0(x+λi)
and P 0[x] =
∏ℓ
i=1(x+ λi) we have the identities
(7) 1 = β0Q0[x]+· · ·+βℓ−1Qℓ−1[x] and 1 = γ1R1[x]+· · ·+γℓRℓ[x],
respetively, where we have
Qi[x] =
ℓ−1∏
i 6=j=0
(x+ λj), βi =
ℓ−1∏
i 6=j=0
1
λj − λi
, for i = 0, · · · , ℓ− 1
and
Rk[x] =
ℓ∏
k 6=j=1
(x+ λj), γk =
ℓ∏
k 6=j=1
1
λj − λk
, for k = 1, · · · , ℓ .
Now multiplying the rst identity of (7) by (x + λℓ), multiplying the
the seond identity of (7) by (x + λ0) and then taking the dierene
yields
λℓ−λ0 = β0P
0[x]+(β1−γ1)P
1[x]+ · · ·+(βℓ−1−γℓ−1)P
ℓ−1[x]−γℓP
ℓ[x].
This establishes the result as β0/(λℓ − λ0) = α0, γℓ/(λℓ − λ0) = −αℓ,
while for i = 1, · · · , ℓ− 1 we have
βi − γi
λℓ − λ0
=
( ℓ−1∏
i 6=j=1
1
λj − λi
)( 1
λ0 − λi
−
1
λℓ − λi
) 1
λℓ − λ0
= αi .

Thus we have the following.
Proposition 3.2. For P [D] = (D + λ0)(D + λ1) · · · (D + λℓ) we have
a deomposition given by
idV = Q0P
0[D] + · · ·+QℓP
ℓ[D],
where P i =
∏ℓ
i 6=j=0(D + λj) and Qi = αi for i = 0, · · · , ℓ.
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Thus we may immediately apply Theorem 2.1, and in fat the stronger
variants for deompositions as in [6℄, to redue homogeneous or in-
homogeneous problems for R to orresponding problems of the form
(D + λi)ui = f .
Remark 3.3. However the point we wish to emphasise heavily is that
we used no information about the operator D to obtain the deomposi-
tion in Proposition 3.2; D an be any linear operator D : V → V on any
vetor spae V. Thus we will say that Proposition 3.2 is an algebrai
deomposition of P [D]. For spei operators D there may be other
deompositions (or α-deompositions) that do use information about
D.
For operators polynomial in mutually ommuting operators Di we
generially may obtain α-deompositions that are algebrai in this way;
that is they arise, via the algebra epimorphism F[x] → F[D], from a
polynomial deomposition of the unit in F[x]. These are universal
α-deompositions that are independent of the details of the Di, i =
1, · · · , k.
Via the Eulidean algorithm, and related tools more powerful for
these purposes, we may easily generalise Lemma 3.1 to obtain deom-
positions for operators more interesting than P [D] as in the Proposition
above. The ase of a operators polynomial in a single other operator is
treated in some detail in [6℄ so let us now turn our attention to some
general features whih appear more in the multivariable ase k ≥ 2.
Given polynomials P0[x], P1[x], · · · , Pℓ[x] ∈ F[x] onsider the prod-
ut polynomial
(8) P [x] = P0[x]P1[x] · · ·Pℓ[x].
With L = {0, 1, · · · , L}, we arry over, in an obvious way, the labelling
from Setion 2 via elements of the power set 2L; produts of the polyno-
mial Pi[x] are labelled by the orresponding subset of L. For example
for J ⊆ L, PJ [x] means
∏
j∈J Pj[x], while P
J [x] means PL\J [x].
Considering the dual βdeompositions, we need to verify that for
eah I ∈ β we have
(9) 1 ∈ 〈Pi[x] : i ∈ I〉
where 〈..〉 denotes the ideal in F[x] generated by the enlosed polyno-
mials. It is useful to employ algebrai geometry to shed light on this
problem, in partiular to use the algebra  geometry ditionary, see for
example [2, Chapter 4℄. Let us write N (S[x]) := {x ∈ Fk | S[x] = 0}
for the algebrai variety determined by the polynomial S[x]. The ideal
〈Pi[x]〉 orresponds to the variety Ni := N (Pi[x]) and the previous
display learly requires
⋂
i∈I Ni = ∅. In fat if F is algebraially losed
then the latter ondition is equivalent to (9). (This follows from the
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Hilbert's Nullstellensatz, see [2℄.) Sine generially
⋂
i∈I Ni has odi-
mension |I|, we onlude that (for F algebraially losed) if |I| ≥ k+1
then in the generi ase (9) will be satised.
(Dual) deompositions and α-deompositions
Aside from invertible P , the deompositions are the best possible
among all αdeompositions (and similarly for the dual versions). How-
ever they require 2 ≥ k+ 1 in the generi ase (we need |I| = 2 in (9))
whih holds only for one variable polynomials. On the other hand
there is always a hane that we obtain a deomposition by a suitable
regrouping of the polynomials in (8). So we an proeed as follows.
Any polynomial P [x] ∈ F[x] an be deomposed into irreduibles. If
we were to take Pi[x] in (8) as suh irreduibles then (8) would not be
generally the deomposition in the multivariable ase. To obtain the
deomposition one an onsider produts PI [x] as single fators in (8)
for suitable I ⊆ L. This redues the number of fators (i.e. ℓ); to nd
an optimal (i.e. with ℓ maximal) version of this proedure we use the
following lemma.
Lemma 3.4. (i) Assume P [x] has the form (8) satisfying 1 ∈ 〈Pi[x], Pj[x]〉
for all 0 ≤ i < j ≤ ℓ and P [x] = R0[x] · · ·Rr[x] is a deomposition
of P [x] into irreduible polynomials Ri[x]. If 1 6∈ 〈Rp[x], Rq[x]〉 for
some 0 ≤ p, q ≤ r then there exists 0 ≤ i ≤ ℓ suh that Pi[x] =
Rp[x]Rq[x]P
′
i [x] for a polynomial P
′
i [x].
(ii) Assume the polynomials S0[x], . . . , Ss[x] and T0[x], . . . , Tt[x] sat-
isfy 1 ∈ 〈Si[x], Tj [x]〉 for all 0 ≤ i ≤ s and 0 ≤ j ≤ t . Then
1 ∈ 〈S[x], T [x]〉 where S[x] = S0[x] · · ·Ss[x] and T [x] = T0[x] · · ·Tt[x].
Proof. (i) Assume the ase Pi[x] = Rp[x]P
′′
i [x] and Pj [x] = Rq[x]P
′′
j [x]
for some i 6= j. Then 1 ∈ 〈Pi[x], Pj[x]〉 implies 1 ∈ 〈Rp[x], Rq[x]〉.
(ii) We use the indution with respet to s + t. Clearly the lemma
holds for s + t = 0 so assume s + t ≥ 1. Then e.g. t ≥ 1 so by
the indutive hypothesis we get 1 ∈ 〈S[x], T˜ [x]〉 and 1 ∈ 〈S[x], Tt[x]〉
where T˜ [x] = T0[x] · · ·Tt−1[x]. This means
1 = a[x]S[x] + b[x]T˜ [x] and 1 = c[x]S[x] + d[x]Tt[x]
for some polynomials a[x], b[x], c[x] and d[x]. Now multiplying the
right hand sides of these two equalities and using T [x] = T˜ [x]Tt[x],
the lemma follows. 
We will use this lemma as follows. We start with the deomposition
of P [x] = R0[x] · · ·Rr[x] into irreduibles. Consider the graph with
verties v0, . . . , vr, and an edge {vp, vq} for every 0 ≤ p, q ≤ r suh that
1 6∈ 〈Rp[x], Rq[x]〉. Denote the number of onneted omponents by
ℓ+1 and the set of verties in the ith omponent by Gi, 0 ≤ i ≤ ℓ. We
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put
Pi[x] :=
∏
vu∈Gi
Ru[x], i = 0, . . . , ℓ
whih yields the form (8) of P [x]. This satises 1 ∈ 〈Pi[x], Pj[x]〉 for
all 0 ≤ i < j ≤ ℓ aording to Lemma 3.4 (ii) and thus (8) is the de-
omposition. Moreover, it follows from the part (i) of the lemma that
no form P [x] = P ′0[x] · · ·P
′
ℓ′[x] with ℓ
′ > ℓ an satisfy the ondition
1 ∈ 〈Pi[x], Pj[x]〉 for all 0 ≤ i < j ≤ ℓ′. (The disussed graph has ℓ+1
onneted omponents and we need to regroup the verties (orre-
sponding to irreduible omponents) into ℓ′ + 1 groups orresponding
to ℓ′ + 1 polynomials P ′i [x]. If ℓ
′ > ℓ then there is a pair of irreduible
polynomials Rp[x], Rq[x] suh that 1 6∈ 〈Rp[x], Rq[x]〉 whih satisfy
that Rp[x] is a fator of P
′
i [x] and Rp[x] is a fator of P
′
j [x] for some
0 ≤ i < j ≤ ℓ′. This is a ontradition with Lemma 3.4 (i).)
Remark 3.5. From the geometrial point of view, if (8) is a deom-
position then N := N (P ) =
⋃
Ni is the disjoint union. The previous
paragraph desribes how to nd suh deomposition for the variety N
orresponding to any P [x] given by (8). Moreover, the obtained de-
omposition is minimal in the sense that Ni in N =
⋃
Ni annot be
disjointly deomposed into smaller (nonzero) varieties.
Generially, the (dual) deompositions are not available in the multi-
variable ase. The optimal hoie among all possible αdeompositions
(in the sense of [6℄) is as follows. The subsets β ⊆ 2L are partially or-
dered by inlusion (i.e. now we use the poset struture of 22
L
). Given
an operator P in the form (8) onsider the family Γ of systems β suh
that (8) is a dual βdeomposition. Then Γ has the greatest element
βP =
⋃
β∈Γ β. Then an optimal hoie for the dual βdeomposition
of P is β := Min(βP ). (We want to have in β to the smallest possible
subsets of L. So if the Pis are not invertible then the ase of a dual
deomposition may be regarded as the best we an do. With this phi-
losophy we thus take βP . Then using Lemma 2.3 we take β := Min(βP )
as it is easier to work with a smaller number of subsets.) Consequently,
we obtain the optimal hoie α := Max((βP )
l) for the αdeomposition
of P .
Algorithmi approah and the Gröbner basis
Summarising, starting with P [x], the problem of obtaining a fa-
toring (8) whih is the deomposition or a suitable αdeomposition
boils down to testing the ondition 1 ∈ 〈Pi[x] | i ∈ I〉 for various sub-
sets I ⊆ L. This an be done using Buhberger's algorithm whih
omputes a anonial basis (for a given ordering of monomials) of
the ideal 〈Pi[x] | i ∈ I〉, a so alled redued Gröbner basis [2℄. If
1 ∈ 〈Pi[x] | i ∈ I〉, this basis has to be {1}.
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In pratie for reasonable examples this algorithm may be imple-
mented in, for example, Maple. Atually, one an save some omputa-
tion and moreover obtain the expliit form of the operators QJ from
(2) or QJ,j from (4) by using Buhberger's algorithm without seeking
the redued basis. Consider the ideal I := 〈G〉 ⊆ F[x] (for a set of
polynomials G) suh that 1 ∈ I, and a Gröbner basis G′ of I. Then
α ∈ G′ for some salar α ∈ F. The Buhberger's algorithm starts with
G and builds G′ ⊇ G by adding various linear ombinations (with o-
eients in F[x]) of elements from G. So when α is added (and the
algorithm stops), it has the required form whih expresses 1 as a linear
ombination of elements of G (up to a salar multiple α).
Example
We shall demonstrate the previous observations on the operator
P [D1,D2] :=D
5
1D2 +D
4
1D
2
2 + 3D
4
1D2 +D
4 + 3D31D
2
2 + 3D
3
1D2
+ 2D31 + 3D
2
1D
2
2 +D
2
1D2 +D1D
2
2 −D1.
This orrespond (after fatoring) to the polynomial
(10) P [x, y] = (x+ 1)(xy + y + 1)x(x2 + xy + x+ y − 1).
For example, taking D1 =
∂
∂x
and D2 =
∂
∂y
the dierential operator
P [ ∂
∂x
, ∂
∂y
] : C∞(R2) → C∞(R2) is a the sixth order dierential oper-
ator. We apply the previous observation and Theorem 2.1 to redue
the orresponding dierential equation to a lower order problem. In
general, we start with the equation P [D1,D2]u = f for a given f ∈ V.
First we shall nd the optimal (in the sense as above) dual β
deomposition, β ⊆ 2{0,1,2,3} and/or whether we an obtain the dual
deomposition after an appropriate regrouping of the fators in (10).
Many steps an be done diretly in Maple. The fators
P0[x, y] = x+1, P1[x, y] = xy+y+1, P2[x, y] = x, P3[x, y] = x
2+xy+x+y−1
are irreduible; this an be veried by the ommand IsPrime. Using
gbasis we see that
1 ∈ 〈P0[x, y], Pi[x, y]〉, i ∈ {1, 2, 3},
1 6∈ 〈Pi[x, y], Pj[x, y]〉, i, j ∈ {1, 2, 3} and
1 ∈ 〈P1[x, y], P2[x, y], P3[x, y]〉.
(11)
From the rst two lines in (11) and using the observation around
Lemma 3.4 we onlude that P [x, y] = P0[x, y]P˜ [x, y] is the deom-
position for P˜ [x, y] = (xy+ y+1)x(x2 +xy+x+ y− 1). Following the
rst line in (11), one easily omputes
1 = −yP0[x, y] + P1[x, y], 1 = −(x− 1)P0[x, y] + xP2[x, y],
1 = (x+ y)P0[x, y]− P3[x, y]
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and multiplying these three relations we obtain
1 = Q˜[x, y]P0[x, y] +Q0[x, y]P1[x, y]P2[x, y]P3[x, y]︸ ︷︷ ︸
P˜ [x,y]
together with expliit form of the projetors Q˜ and Q0. Passing to
the orresponding operators on the spae V, this is the deomposition
(2) of P [D1,D2] = P0[D1,D2] P˜ [D1,D2]. Now using Theorem 2.1 (and
Remark 2.2) we see that every solution u ∈ V of P [D1,D2]u = f an
be uniquely expressed as
u = Q˜[D1,D2]u0 +Q0[D1,D2]u˜
where u0 and u˜ satisfy P0[D1,D2]u0 = f and P˜ [D1,D2]u˜ = f . So we
have redued the original problem P [D1,D2]u = f to the system of
latter two equations.
Using the last line in (11), we an apply Theorem 2.1 to the equa-
tion P˜ [D1,D2]u˜ = f . It is easy to ompute the orresponding dual β
deomposition for the operator P˜ [D1,D2] = P1[D1,D2]P2[D1,D2]P3[D1,D2],
β = {{1, 2, 3}}; on the polynomial level we obtain
1 =
1
2
P1[x, y] +
1
2
(x+ 1)P2[x, y]−
1
2
P3[x, y].
This is atually also the αdeomposition, α = {{1, 2}, {2, 3}, {1, 3}}
as P1[D1,D2] = P {2,3}[D1,D2] et. aording to the notation in (2).
Now applying Theorem 2.1 we obtain that every solution u˜ ∈ V of
P˜ [D1,D2]u˜ = f has the form
u˜ =
1
2
u˜1 +
1
2
(D1 + 1)u˜2 −
1
2
u˜3
where u˜1, u˜2 and u˜3 satisfy the equations P2[D1,D2]P3[D1,D2] u˜1 = f ,
P1[D1,D2]P3[D1,D2] u˜2 = f and P1[D1,D2]P2[D1,D2] u˜3 = f . Note
that suh expression for u˜ is not generally unique.
Summarising, we have redued the original equation P [D1,D2]u = f ,
see (10), for D1,D2 ∈ End(V) to the system of four equations
Pi[D1,D2]Pj [D1,D2]u˜k = f where {i, j, k} = {1, 2, 3}, i < j,
P0[D1,D2]u0 = f.
(12)
If we put D1 :=
∂
∂x
and D2 :=
∂
∂y
, the original problem has order 6 and
the resulting system (12) has order 3.
4. Systems of polynomial equations
The notion algebrai deompositions from [6℄ summarised in Setion
2 an be applied also to systems of equations of the form (1) with
ommuting Pi. Here we desribe one possible type of suh a system to
demonstrate power of this mahinery. We will onsider only the (true)
deompositions.
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Let us onsider a ktuple of ommuting linear operators P (i) ∈ EndV
and orresponding equations
(13) P (i)u = f i, [P (i), P (j)] = 0, f i ∈ V, 1 ≤ i, j ≤ k.
The neessary (i.e. integrability) ondition for existene of a solution u
is obviously
(14) P (i)f j = P (j)f i, 1 ≤ i < j ≤ k.
If, for some i, P (i) is of the form (1) satisfying (2), we an replae
P (i)u = f (i) with several simpler equations using Theorem 2.1. But
even if this is not the ase, one an obtain a deomposition using an
algebrai relation between the P (i)s.
Let us onsider the speial ase where just one equation from (13) is
of the form (1) and we do not deompose the remaining ones, i.e. we
have the system
Pu = P0P1 . . . Pℓu = f, [Pi, Pj] = 0, 1 ≤ i, j ≤ ℓ,
R(j)u = gj, [Pi, R
(j)] = 0, 1 ≤ j ≤ k, 1 ≤ i ≤ ℓ
(15)
where Pi and Rj satisfy the identity
idV = Q0P
0 + . . .+QℓP
ℓ + S1R
(1) + . . .+ SkR
(k),
[Qi, Pj ] = [Sp, Rq] = 0, 1 ≤ i, j ≤ ℓ, 1 ≤ p, q ≤ k,
[Qi, R
(p)] = [Sp, Pi] = 0, 1 ≤ i ≤ ℓ, 1 ≤ p ≤ k
(16)
where P i := Πj=ℓi 6=j=0Pi, i = 0, · · · , ℓ. (Note in (15) we require not only
ommutativity of the left hand sides of the equations in the systems as
in (13) but also ommutativity of the fators Pi and the left hand sides
R(j).) The ondition (14) then beomes
(17) R(j)f = Pgj, R(j)gi = R(i)gj for all 1 ≤ i, j ≤ k.
Proposition 4.1 (Dual deomposition). Let us onsider the system
(15). Then (16) is equivalent to
(18) idV = Qi,jPi +Qj,iPj + Q
1
i,jR
(1) + . . .+Qki,jR
(k)
where Qi.j , Q
p
i.j ∈ End(V) satisfy [Qi,j, Ps] = [Qi,jR
(p)] = [Qpi,j , R
(q)] =
[Qpi,j, Ps] = 0 where 0 ≤ i, j, s ≤ ℓ, i 6= j and 1 ≤ p, q ≤ k.
Proof. This is just a straightforward modiation of the proof of Propo-
sition 2.4. 
In this setting, we obtain an analogue of Theorem 2.1 for the speial
ase of deompositions. In this Theorem, we replaed the operator P
given by (1) satisfying (2) with the system (3) of ℓ+1 simpler equations.
Here we replae the system (15) with a system of simpler systems as
follows.
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Theorem 4.2. Let V be a vetor spae over a eld F and onsider
P,R(j) : V → V as in (15) with the fatorisation giving the deomposi-
tion (16). Here and below we assume the range 1 ≤ j ≤ k. Let us x
f, gj ∈ V. There is a 1-1 relationship between solutions u ∈ V of (15)
and solutions (u0, · · · , uℓ) ∈ ⊕
ℓ+1V of the problem
P0u0 = f, R
(1)u0 = P
0g1, · · · , R(k)u0 = P
0gk
.
.
.
Pℓuℓ = f, R
(1)uℓ = P
ℓg1, · · · , R(k)uℓ = P
ℓgk.
(19)
Writing Vf,gP for the solution spae of (15) and (for i = 0, · · · , ℓ)
Vf,gi for the solution spae of the system orresponding to the ith line
in (19), where g = (g1, . . . , gk)T . The map F : Vf,gP → ×
ℓ
i=0V
f,g
i is
given by
u 7→ (P 0u, · · · , P ℓu) ,
with inverse B :×ℓi=0Vf,gi → Vf,gP given by
(u0, · · · , uℓ) 7→
i=ℓ∑
i=0
Qiui +
j=k∑
j=1
Sjg
j .
On V we have B ◦ F = idVf,g
P
, while on the ane spae ×ℓi=0Vf,gi we
have F ◦B = id×ℓi=0Vf,gi
.
Proof. Suppose u is a solution of (15). Then PiP
iu = Pu = f and
also R(j)P iu = P i(R(j)u) = P igj. Hene Fu is a solution of (19). For
the onverse suppose that (u0, · · · , uℓ) is a solution of (19) and write
u :=
∑i=ℓ
i=0Qiui +
∑j=k
j=1 Sjg
j
. Then
Pu =
i=ℓ∑
i=0
PQiui +
j=k∑
j=1
PSjg
j =
i=ℓ∑
i=0
QiP
i(Piui) +
j=k∑
j=1
SjR
(j)f = f
where we have used Pgj = R(j)f from (17) and then (16). Further
R(j)u =
( i=ℓ∑
i=0
R(j)Qiui
)
+R(j)Sjg
j +
( p=k∑
j 6=p=1
R(j)Spg
p
)
=
( i=ℓ∑
i=0
QiP
igj
)
+R(j)Sjg
j +
( p=k∑
j 6=p=1
SpR
(p)gj
)
= gj
where we have used R(j)ui = P
igj from (19) and R(j)gp = R(p)gj from
(17) in the middle equality and (16) in the last one.
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It remains to show that F and B are inverses. Clearly u ∈ Vf,gP
satises
(B ◦ F )u =
i=ℓ∑
i=0
QiP
iu+
j=k∑
j=1
Sjg
j =
i=ℓ∑
i=0
QiP
iu+
j=k∑
j=1
SjR
(j)u = u
sine gj = R(j)u aording to (15). Thus we obtain B ◦ F = idVf,g
P
. To
ompute the opposite diretion we need the rth omponent of FB(u0, . . . , uℓ)
for (u0, . . . , uℓ) ∈ ×
ℓ
i=0V
f,g
i . This is equal to
P r
i=ℓ∑
i=0
Qiui+P
r
j=k∑
j=1
Sjg
j =
i=ℓ∑
r 6=i=0
QiP
rui+QrP
rur+
j=k∑
j=1
SjR
(j)ur = ur.
sine P rui = P
iur for r 6= i (the onsisteny ondition given by Piui =
f for i = 0, . . . , ℓ) and P rgj = R(j)ur from (19). Hene F ◦ B =
id×ℓi=0V
f,g
i
. 
5. Higher symmetries of operators
For a vetor spae V and a linear operator P : V → V, let is say that
a linear operator S : V → V is a formal symmetry of P if PS = S ′P , for
some other linear operator S ′ : V → V. Note that S : N (P )→ N (P ).
In [6℄ we alled operators with the latter property weak symmetries
and disussed the struture of the algebra of these in relation to symme-
tries and related maps for the omponent operators Pi. We show here
that although formal symmetries are dened rather dierently similar
results hold using our general tools as disussed above and in [6℄. For
the ase of P a dierential operator the formal symmetries agree with
the higher symmetries onsidered in [3℄ and we thank Mike Eastwood
for asking whether the ideas from [6℄ might be adapted to deal diretly
with what we are here alling formal symmetries.
Consider the ase of an operator P = P0P1 · · ·Pℓ with a deomposi-
tion
(20) idV = Q0P
0 + · · ·+QℓP
ℓ,
i.e. (2) with α := {J ⊆ L | |J | = 1}. Then as ommented in Remark
2.2, upon restrition to N (P ), the operators
Pri := QiP
i, i = 0, 1, · · · , ℓ
are projetions onto N (Pi). This was the ritial objet used to disuss
weak symmetries and their deompositions in [6℄. Here we see that it
plays a similar for formal symmetries.
Now note that if S is a formal symmetry of P then PriSPri is a for-
mal symmetry of Pi. More generally, using the assumed ommutativity
as in (2), we have
Pi(PriSPrj) = Qi(PS)Prj = Pri(S
′P )Prj = (QiS
′PrjP
j)Pj
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so Sij := PriSPrj linearly maps N (Pj) → N (Pi). (In fat P iS would
sue (see the remark below), we use PriSPrj for the link with [6℄.)
But we may view the property PiSij = S
′
ijPj (with S
′
ij any linear en-
domorphism of V) as a generalisation of the idea of a formal symme-
try. If we have suh a generalised formal symmetry Sij for all pairs
i, j ∈ {0, 1, · · · , ℓ} then note that for eah pair i, j we have
PSijPrj = P
iPiSijPrj = P
iS ′ijPjPrj = (P
iS ′ijQj)P ;
SijPrj (and hene also PriSijPrj) is a formal symmetry of P . Thus
the deomposition of the identity (20) allows us to understand formal
symmetries of P in terms of the generalised formal symmetries of the
omponent operators Pi, i = 0, 1, · · · , ℓ.
Remark 5.1. This result for formal symmetries follows the Theorem
4.1 in [6℄ where weak symmetries are treated. The deomposition of
the identity (20) plays the ruial role in this theorem. Sine,upon
restrition to N (P ), the Pri are projetions, the formulae above have
a straightforward oneptual interpretation. However there is, in fat,
an even simpler relationship between formal symmetries S of P and
generalised formal symmetries Sij, i, j ∈ {0, . . . , ℓ}. We simply put
Sij := P
iS|N (Pj) for a formal symmetry S and S := SijP
j
for a gener-
alised formal symmetry Sij .
Using a fatorisation from [5℄, this observation enables a treatment
of the higher symmetries of the e.g. the onformal Laplaian operators
of [7℄ on onformally Einstein manifolds. In partiular an alternative
approah to the higher symmetries of the Paneitz operator whih is
alternative to that in [4℄. (In fat in [4℄ they onsider only the square
of the Laplaian on Eulidean spae but by onformal invariane this
may alternatively treated via the Paneitz operator on the sphere.) This
will be taken up elsewhere.
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