The second-largest eigenvalue and second-smallest Laplacian eigenvalue of a graph are measures of its connectivity. These eigenvalues can be used to analyze the robustness, resilience, and synchronizability of networks, and are related to connectivity attributes such as the vertex-and edge-connectivity, isoperimetric number, and characteristic path length. In this paper, we present two upper bounds for the second-largest eigenvalues of regular graphs and multigraphs of a given order which guarantee a desired vertex-or edge-connectivity. The given bounds are in terms of the order and degree of the graphs, and hold with equality for infinite families of graphs. These results answer a question of Mohar.
Introduction
Determining the connectivity of a graph is a problem that arises often in various applications -see for example [11] and [23] . Let κ(G) and κ (G) denote the vertex-and edge-connectivity of a connected graph G. Let L(G) = D(G) − A(G) be the Laplacian matrix of G, where D(G) is the diagonal degree matrix of G and A(G) is the adjacency matrix of G. We denote the eigenvalues of A(G) by λ 1 (G) ≥ · · · ≥ λ n (G) and the eigenvalues of L(G) by 0 = µ 1 (G) ≤ · · · ≤ µ n (G). In 1973, Fiedler related the vertex-connectivity of a graph G to µ 2 (G) as follows: Theorem 1.1 (Fiedler [6] ). If G is a simple, non-complete graph, then κ(G) ≥ µ 2 (G).
This seminal result provided researchers with another parameter that quantitatively measures the connectivity of a graph; hence, µ 2 (G) is known as the algebraic connectivity of G. Fiedler's discovery ignited interest in studying the connectivity of graphs by analyzing the spectral properties of their associated matrices. Akin to other connectivity measures such as vertexconnectivity, edge-connectivity, and isoperimetric number, the algebraic connectivity of a graph has applications in the design of reliable communication networks [15] and in analyzing the robustness of complex networks [9, 10] .
Recall that for a d-regular multigraph G on n vertices, λ i (G) = d − µ i (G) for i = 1, . . . , n. Thus, for regular multigraphs, spectral bounds related to connectivity are often expressed in terms of the second-largest eigenvalue, instead of the second-smallest Laplacian eigenvalue.
Literature review
Below we survey several results relating λ 2 (G) to κ (G). Note that Theorem 1.1 implies κ (G) ≥ µ 2 (G), since κ (G) ≥ κ(G). In 2010, Theorem 1.3 was improved by Cioabȃ [4] as follows. Theorem 1.4 (Cioabȃ [4] ). Let t be a nonnegative integer less than d, and let G be a d-regular, simple graph with λ 2 (G)
. Then κ (G) ≥ t + 1.
In the same paper, Cioabȃ also gave improvements of Theorem 1.4 for the following two particular cases. . Theorem 1.6 (Cioabȃ [4] ). Let d ≥ 3 be any integer. Let G be a d-regular, simple graph with
Then κ (G) ≥ 3.
The value of . Note that Theorems 1.5 and 1.6 are best possible, as there are examples showing that the upper bounds cannot be lowered. The following extension of these results to t ≥ 3 was conjectured in the Ph.D. thesis of the fourth author [16] and was resolved in [19] . Theorem 1.7 (O, Park, Park, and Yu [19] ). Let 3 ≤ t ≤ d − 1 and let G be a d-regular simple graph with
In 2016, O [18] generalized Fiedler's result to multigraphs, and established similar bounds to those above. Theorem 1.8 (O [18] ). Let G be a connected, d-regular multigraph with
Note that Theorem 1.9 is best possible for multigraphs. For every 0 < t < d, O [18] found examples where the bound in Theorem 1.9 is tight.
The results above make assertions about the edge-connectivity of a graph based on its eigenvalues. In more recent papers, Cioabȃ and Gu [5] and O [17] also established analogous results for vertex-connectivity. Theorem 1.10 (Cioabȃ and Gu [5] ). Let G be a connected d-regular simple graph, d ≥ 3, and
See [1, 12, 20] and the bibliographies therein for other recent results on algebraic connectivity; see also [14, 21, 26] for characterizations of the algebraic connectivities of specific families of graphs.
Main contributions
The aim of the present paper is to investigate what upper bounds on the second-largest eigenvalues of regular simple graphs and multigraphs of a given order guarantee a desired vertex-connectivity κ(G) or edge-connectivity κ (G). In other words, we address the following question asked by Mohar (private communication with the fourth author) and alluded to in [5] : Question 1.12. For a d-regular simple graph or multigraph G of a given order and for 1 ≤ t ≤ d − 1, what is the best upper bound for λ 2 (G) which guarantees that κ (G) ≥ t + 1 or that κ(G) ≥ t + 1?
A starting point of our work, which also motivated the above question, comes from Theorem 1.9 [18] , because despite the fact that the bound was shown to be tight, the tightness comes from the smallest multigraph. This suggests that this bound can be improved, and a natural next step is to look at the case where the number of vertices is fixed. The main results of this work are the following two spectral bounds which guarantee a certain vertexand edge-connectivity for multigraphs of a given order. We also construct examples which show the bounds are tight. Theorem 1.13. Let G be an n-vertex d-regular multigraph with n ≥ 5 and
Theorem 1.14. Let G be an n-vertex d-regular multigraph with λ 2 (G) < ρ (d, n) , where ρ(d, n) is the second-largest eigenvalue of a certain 4×4 matrix (see Section 4) . Then κ (G) ≥ 2. Theorems 1.13 and 1.14 extend the results listed earlier to multigraphs, and improve some of them (e.g. Theorem 1.11). The majority of the related results listed earlier were derived using a variety of combinatorial, linear algebraic, and analytic techniques; moreover, they feature upper bounds for λ 2 (G) which do not depend on the order of the graph. In contrast, the results derived in the present paper feature bounds for λ 2 (G) which depend on both the degree and the order of the graphs, and as such are tight for infinite families of graphs. Furthermore, the derivations of these results combine analytic techniques with computer-aided symbolic algebra; this proves to be a powerful approach, easily establishing the desired results in all but finitelymany cases. The remaining cases are verified through a brute-force approach which relies on enumerating all multigraphs with certain properties. In order to avoid enumeration and post-hoc elimination of the exponential number of multigraphs without the desired properties, our approach required the development of novel combinatorial and graph theoretic techniques. While the problem of generating all non-isomorphic simple graphs having a certain degree sequence and other properties is well-studied (cf. [7, 8, 22] ), there are not as many efficiently-implemented algorithms for constrained enumeration of multigraphs (see [24] for some results in this direction). Thus, the developed enumeration procedure may also be of independent interest. The paper is organized as follows. In the next section, we recall some graph theoretic and linear algebraic notions, specifically those related to eigenvalue interlacing. In Sections 3 and 4, we present our main results. We conclude with some final remarks in Section 5. The Appendix includes further details and computer code for symbolic computations used in some of the proofs.
We note that Theorems 3.1 and 4.1 are not our main results and are not tight, but we include them for completeness since they are general bounds that give a better intuition of the bigger picture. Also, note that the results for simple graphs discussed in this section are not comparable with our bounds for multigraphs in Theorems 1.13 and 1.14. See for instance the upper bound on λ 2 in Theorem 1.6 [4] , which for t = d−1 behaves approximately as d, and the upper bound λ 2 in Theorem 1.9 [18] , which for t = d − 1 behaves as a small constant. Hence, there is a large gap between the upper bounds on the second largest eigenvalue in simple graphs and the upper bounds for multigraphs, which suggests that there may well be room for improvement.
Preliminaries
In this paper, a multigraph refers to a graph with multiple edges but no loops; a simple graph refers to a graph with no multiple edges or loops. The order and size of a multigraph G are denoted by n = |V (G)| and m = |E(G)|, respectively. A double edge (respectively triple edge) in a multigraph is an edge of multiplicity two (respectively three). The degree of a vertex v of G,
, is the number of edges incident to v. The degree sequence of G is a list {d 1 , . . . , d n } of the vertex degrees of G. We may abbreviate the degree sequence of G by only writing distinct degrees, with the number of vertices realizing each degree in superscript. For example, if G is the star graph on n vertices, the degree sequence of G may be written as {n−1, 1 n−1 }. A vertex cut (respectively edge cut) of G is a set of vertices (respectively edges) which, when removed, increases the number of connected components in G. A multigraph G with more than k vertices is said to be k-vertexconnected if there is no vertex cut of size k − 1. The vertex-connectivity of G, denoted κ(G), is the maximum k such that G is k-vertex-connected. Similarly, G is k-edge-connected if there is no edge cut of size k − 1; the edgeconnectivity of G, denoted κ (G), is the maximum k such that G is k-edgeconnected. A cut-vertex (respectively cut-edge) is a vertex cut (respectively edge cut) of size one.
Given sets
denotes the number of edges with one endpoint in V 1 and the other in V 2 . The induced subgraph G[V 1 ] is the subgraph of G whose vertex set is V 1 and whose edge set consists of all edges of G which have both endpoints in V 1 . A matching is a set of edges of G which have no common endpoints; a k-matching is a matching containing k edges. G + e denotes the graph (V (G), E(G) ∪ {e}), and G + E denotes the graph (V (G), E(G) ∪ E ). The complete graph on n vertices is denoted K n . An odd path (respectively even path) in a graph is a connected component which is a path with an odd (respectively even) number of vertices. For other graph theoretic terminology and definitions, we refer the reader to [25] .
The adjacency matrix of G will be denoted by A(G); recall that in a multigraph, the entry A i,j is the number of edges between vertices v i and v j . The eigenvalues of G are the eigenvalues of its adjacency matrix, and are denoted by 
The dependence of these parameters on G may be omitted when it is clear from the context. Let A be an n × n matrix; B is a principal submatrix of A if B is a square matrix obtained by removing certain rows and columns of A.
A technical tool used in this paper is eigenvalue interlacing (for more details see Section 2.5 of [2] ). Given two sequences of real numbers a 1 ≥ · · · ≥ a n and b 1 ≥ · · · ≥ b m with m < n, we say that the second sequence interlaces the first sequence whenever a i ≥ b i ≥ a n−m+i for i = 1, . . . , m.
Theorem 2.1. [Interlacing Theorem, [2] ] If A is a real symmetric n×n matrix and B is a principal submatrix of A of order m × m with m < n, then for
e., the eigenvalues of B interlace the eigenvalues of A.
Let P = {V 1 , . . . , V s } be a partition of the vertex set of a multigraph G into s non-empty subsets. The quotient matrix Q corresponding to P is the s × s matrix whose entry Q i,j (1 ≤ i, j ≤ s) is the average number of incident edges in V j of the vertices in V i . More precisely,
. Note that for a simple graph, Q i,j is just the average number of neighbors between vertices in V j and vertices in V i .
Corollary 2.2. [Corollary 2.5.4, [2]]
The eigenvalues of any quotient matrix Q interlace the eigenvalues of G.
Bounds for λ
In this section, we establish an upper bound for the second-largest eigenvalue of an n-vertex d-regular simple graph or multigraph which guarantees a certain vertex-connectivity. To our knowledge, this is the first spectral bound on the vertex-connectivity of a regular graph which depends on both the degree and the order of the graph.
Theorem 3.1. Let G be an n-vertex d-regular simple graph or multigraph, which is not obtained by duplicating edges in a complete graph on at most t + 1 vertices; let
if G is a multigraph and t = 1 1 if G is a multigraph and
if G is a simple graph and t = 1 d + 1 − t if G is a simple graph and t ≥ 2,
, then κ(G) ≥ t + 1.
Proof. Assume to the contrary that
, a contradiction. Now, assume that κ(G) ≥ 1. Hence, there exists a vertex cut C of G with 1 ≤ c := |C| ≤ t. Let S 1 be a union of some components of
, where S = S 1 ∪ C andS = V (G)\S. See Figure 1 for an illustration of this partition. 
, and the characteristic polynomial of Q with respect to x is (
). Then by Corollary 2.2, we have
We now consider two cases based on whether G is a simple graph or a multigraph.
Case 1: G is a simple graph. If t = 1, then c = 1, and since the degree of each vertex in
is a complete subgraph of G, so the vertex in C has degree greater than d because p ≥ 1; this is a contradiction. Thus
, and hence
. Using this inequality, we have
, as desired. If t ≥ 2, by the same argument as above, we must have
, and so
, as desired.
Improved bound for
We now improve the result of Theorem 3.1 for the case when G is a multigraph and t = 1. Recall that in this case, Theorem 3.1 states that if
Moreover, in Observation 3.3 it is shown that the following bound from Theorem 3.2 is tight. As discussed in Section 1, the bound of Theorem 3.2 is incomparable with bounds on λ 2 (G) guaranteeing a certain vertex connectivity for simple graphs (e.g. Theorem 1.10); however, it does improve the bound of Theorem 1.11 for multigraphs. Figure 2 for an illustration of this partition in the case when s 1 = 2. The quotient matrix for the partition {S 1 , {v}, S 2 } is 
Then by Corollary 2.2, we have λ 2 (G) ≥ λ 2 (Q), where λ 2 (Q) is the secondlargest root of the characteristic polynomial of Q; it can be verified that λ 2 (Q) can be expressed as follows:
If we set the derivative of λ 2 (Q) with respect to m 2 equal to zero and solve for m 2 , we obtain
Substituting d − m 2 for m 1 , and the right hand side of (2) for m 2 in (1), and simplifying, we obtain
Finally, when we substitute n − s 1 − 1 for s 2 , the resulting expression has a minimum at s 1 = 2, for n ≥ 5, d ≥ 3, and 2 ≤ s 1 ≤ n − 3, with minimal value
. This minimization and some of the algebraic manipulations described above were carried out using symbolic computation in Mathematica; for details, see the Appendix. 
Bounds for λ 2 (G) to guarantee κ (G) ≥ t + 1
In this section, we first give an upper bound for λ 2 (G) in an n-vertex dregular multigraph which guarantees that κ (G) ≥ t + 1; its proof is omitted, since it is similar to that of Theorem 3.1. Theorem 4.1 extends a result of Cioabȃ [4] to multigraphs. Theorem 4.1. Let G be an n-vertex d-regular multigraph, which is not obtained by duplicating edges in a complete graph on at most t + 1 vertices. Let
, then κ (G) ≥ t + 1. Now, we will improve the bound in Theorem 4.1 for the case of t = 1; see Observation 4.3 for an explanation of why Theorem 4.2 is an improvement. In Observation 4.4, it is shown that the bound in Theorem 4.2 is tight. 
Proof. Assume to the contrary that κ (G) ≤ 1. If κ (G) = 0, then since the largest eigenvalue of Q equals d, we have that n) , a contradiction. Now, assume that κ (G) = 1. For any graph H, define sc(H) to be the number of vertices in the smallest connected component of H. Let e = v 1 v 2 be a cut-edge of G such that sc(G − e) = min{sc(G − f ) : f is a cut-edge of G}. In other words, e is a cut-edge such that one of the components of G − e has minimum size among all subgraphs of G which can be separated by removing a cut-edge of G. Let G 1 and G 2 be the two components of G − e, where
is odd. Thus, both d and s i + 1 are odd, and hence n is even; moreover, s i ≥ 2, and hence n ≥ 6. See Figure 3 for an illustration. We now consider three cases based on the cardinality of s 1 + 1.
Case 1: s 1 + 1 = 3. In this case, the structure of the graph is determined uniquely, and the vertex partition {S 1 , {v 1 }, {v 2 }, S 2 } corresponds to the quotient matrix Q defined in the statement of the Theorem; see Figure 4 for an illustration. Therefore, the inequality λ 2 (G) ≥ ρ(d, n) holds for all d and n. 
Note that d is odd, and that due to the partition structure, n ≥ 10. Thus, to show that λ 2 (G) ≥ ρ(d, n) holds for all d and n, we will show that λ 2 (G) ≥ ρ(d, n) holds when d = 3 and n ∈ {10, 12}, and that
holds for all other values of d and n. To verify that λ 2 (G) ≥ ρ(d, n) holds when d = 3 and n ∈ {10, 12}, we compute the second-largest eigenvalues of all possible multigraphs which have these parameters, and compare them to ρ(3, 10) and ρ(3, 12), respectively; the enumeration procedure is described in the Appendix. For all other values of d and n, we verify (3) by separating it into the following cases and using symbolic computation in Mathematica; see the Appendix for details. See also Case 3 below for a more detailed explanation of why this computation is sufficient to establish the claim. . Then, det(xI − Q ) > 0 and det(xI − Q) < 0 hold for n = 10.
. Then, det(xI − Q ) > 0 and det(xI − Q) < 0 hold for all values of d and n described in this case. Case 3: s 1 + 1 ≥ 7. In this case, we consider the vertex partition of G with the sets S 1 ∪ {v 1 } and S 2 ∪ {v 2 }; see Figure 5 for an illustration.
The second-largest eigenvalue of the quotient matrix Q corresponding to this vertex partition is equal to d − 1
. By Corollary 2.2, 
, where the last inequality follows from the fact that s 2 + 1 ≥ s 1 + 1 ≥ 7. Note that n is even, d is odd, d ≥ 3, and due to the partition structure, n ≥ 14. Thus, to show that λ 2 (G) ≥ ρ(d, n) holds for all d and n, we will show that λ 2 (G) ≥ ρ(d, n) holds when d = 3 and n ∈ {14, 16, 18}, and that
holds for all other values of d and n. To verify that λ 2 (G) ≥ ρ(d, n) holds when d = 3 and n ∈ {14, 16, 18}, we compute the second-largest eigenvalues of all possible multigraphs which have these parameters, and compare them to ρ (3, 14) , ρ(3, 16), and ρ(3, 16), respectively; the enumeration procedure is described in the Appendix. For all other values of d and n, we verify (4) as follows.
Note that det(xI − Q) is a monic polynomial of degree 4, with roots λ 1 (Q), λ 2 (Q), λ 3 (Q), and λ 4 (Q); all roots are real, since they interlace the eigenvalues of G. Moreover,
; thus, λ 3 (Q) + λ 4 (Q) < 0 for all d ≥ 3 and n ≥ 14. Since λ 4 (Q) ≤ λ 3 (Q), it follows that λ 4 (Q) < 0. Finally, note that
Thus, showing that (4) holds is equivalent to showing that
, and 
Conclusion
In this paper, we presented two tight upper bounds (Theorems 3.2 and 4.2) for the second-largest eigenvalues of regular graphs and multigraphs of a given order, which guarantee a desired vertex-or edge-connectivity. The given bounds extend known results for simple graphs, and improve previous results for multigraphs (Theorem 1.11 in [17] ). It was also shown that both bounds hold with equality for infinite families of graphs. In deriving these bounds, we used computer-aided symbolic algebra, which synergizes well with the technique of eigenvalue interlacing; this combination gives a viable approach to investigating spectral bounds guaranteeing graph theoretic properties, which differs from the typical analytic strategies used in similar results.
In future work, we will aim to extend Theorems 3.2 and 4.2 for all values of t. Another problem of interest is to obtain bounds on the second-largest eigenvalues of a graph which guarantee a desired connectivity, and depend on other graph invariants such as girth or circuit rank.
Note that since n ≥ 5, the argmin of s 1 in the last output is equal to 2.
Theorem 4.2: symbolic reductions
Case 2a: note that both inequalities hold for d = 3 and n ≥ 14. n ∈ Integers&&n ≥ 10 n == 10 n == 11 n == 12 n == 13 n == 14 n == 15 n == 16 n == 17
Case 2c: note that both inequalities hold for d = 7 and n = 10. n ∈ Integers&&n ≥ 10 n == 10 n == 11 n == 12 n == 13 n == 14 n == 15
Theorem 4.2: enumerating multigraphs
Let A 10 and A 12 respectively be the sets of 3-regular multigraphs of order 10 and 12 with edge-connectivity 1, such that the removal of any cut-edge of these graphs produces components of order at least 5. Let A 14 , A 16 , and A 18 respectively be the sets of 3-regular multigraphs of order 14, 16, and 18 with edge-connectivity 1, such that the removal of any cut-edge of these graphs produces components of order at least 7. These constraints imply that a graph in A 10 or A 14 must have exactly one cut-edge, a graph in A 12 or A 16 can have one or two cut-edges, and a graph in A 18 can have one, two, or three cut-edges.
For i ∈ {5, 7, 9, 11}, let B i be the set of all connected multigraphs which have degree sequence {3 i−1 , 2} and have no cut-edges. For any graph H ∈ B i , i ∈ {5, 7, 9, 11}, define v 2 (H) to be the degree 2 vertex of H. Let J 2 be the graph consisting of two vertices joined by a double edge, let J 4 be the graph obtained by joining two copies of J 2 by one edge, and let J 4 be a complete graph on four vertices with one edge removed. For J ∈ {J 2 , J 4 , J 4 }, define v 2 (J) to be one of the degree 2 vertices of J, and v 2 (J) to be the other degree 2 vertex of J. For any i, j ∈ {5, 7, 9, 11}, define B i B j to be the set {H∪H + {v 2 (H), v 2 (H )} : H ∈ B i , H ∈ B j } (where∪ denotes disjoint union). For any i, j ∈ {5, 7, 9, 11} and J ∈ {J 2 , J 4 , J 4 }, define B i J B j to be the set {H∪H ∪ J + {{v 2 (H), v 2 (J)}, {v 2 (H ), v 2 (J)}} : H ∈ B i , H ∈ B j }. In other words, " " denotes the set obtained by joining all possible pairs of graphs from the indicated families by a cut-edge incident to their degree 2 vertices. With this in mind, it is easy to see that
See Figure 6 for an illustration of these constructions. Thus, to find the graphs in A i , i ∈ {10, 12, 14, 16, 18}, it suffices to find the graphs in B j , j ∈ {5, 7, 9, 11}. Since the graphs in B j are 3-regular and connected, they cannot have triple edges; moreover, they can have at most j−1 2 double edges. Let M ( , j) be the set of multigraphs in B j which have double edges. Then,
, j). We will now describe a procedure for enumerating the graphs in M ( , j).
If the double edges of the graphs in M ( , j) are replaced by single edges, the resulting graphs will be simple, 2-vertex-connected, and have degree sequence {3 j−2 −1 , 2 2 +1 }. There are well-known algorithms for generating all nonisomorphic simple graphs with a given degree sequence (cf. [7, 8, 22] ); a practical algorithm is implemented in the software system SageMath. Let S( , j) be the set of nonisomorphic simple graphs with degree sequence {3 j−2 −1 , 2 2 +1 }. Then, by adding double edges in all feasible ways to the simple graphs in S( , j), we can recover the multigraphs in M ( , j). Specifically, a double edge can be added to a graph in S( , j) only where a single edge with two degree 2 endpoints already exists. Moreover, not every graph in S( , j) can have double edges added to it in a way that the resulting multigraph is in M ( , j); similarly, it may be possible to add double edges to a graph in S( , j) in multiple ways so that the resulting multigraphs are in M ( , j).
Let H be a graph in S( , j) and let f (H) be the subgraph induced by the degree 2 vertices of H. Since the maximum degree of f (H) is 2, f (H) is the disjoint union of some paths and cycles. However, if f (H) contains a cycle with less than j vertices, a multigraph in M ( , j) cannot be obtained by doubling single edges of H with two degree 2 endpoints (since any resulting multigraph with degree sequence {3 j−1 , 2} will be disconnected). Similarly, if f (H) contains more than one odd path, a multigraph in M ( , j) cannot be obtained by doubling single edges of H with two degree 2 endpoints (since any resulting multigraph with degree sequence {3 j−1 , 2} will not have multiple edges).
Thus, let S ( , j) = {H ∈ S( , j) : f (H) is either a cycle C j , or contains exactly one odd path}. For any graph H in S ( , j), the different maximum matchings (i.e. -matchings) of f (H) correspond to different ways to add double edges to H. Let F (H) be the set of multigraphs obtained by adding double edges to H corresponding to the different -matchings of f (H). Then, M ( , j) = H∈S ( ,j) F (H), B j = (j−1)/2 =0 M ( , j), and A i can be obtained by joining pairs of graphs in B j as described earlier. Note that the set of distinct maximum matchings of a graph whose components are paths, one of which is odd, can be found in linear time. In particular, in the even paths, there is a single way to maximally match up the edges; in the odd path of length p, there are (p + 1)/2 different ways to match up the edges (and some of them may lead to isomorphic graphs, which can be tested for or ignored).
See Figure 7 for an illustration of this enumeration for M (2, 7) ; the other sets of multigraphs M ( , j) are handled analogously, and combined to obtain the graphs in A i . Finally, for each multigraph in A i , we can easily compute and compare the second-largest eigenvalue to ρ(3, i); we have found that all of these eigenvalues are greater than or equal to ρ(3, i), as desired. Figure 7 : Enumerating the graphs in M (2, 7). Top row : the graphs in S (2, 7) ; the three graphs on the right are not 2-vertex-connected, so they are not considered further. Second row : f (H) for the remaining graphs H; the graph on the left has multiple odd paths, so it is not considered further. Third row : all possible 2-matchings of the remaining graphs in the second row. Bottom row : adding double edges specified by the matchings to obtain the graphs in M (2, 7) ; the two matchings of the graph on the right happen to result in isomorphic multigraphs.
