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Abstract-Numerical simulations of the statistics of the amplitude of the response of a lightly damped Van 
der Pol oscillator under a Gaussian white excitation are presented. Computational aspects of several 
parameters of the numerical model of the Gaussian white process are discussed. The numerical data 
obtained are used to assess the reliability of an approximate solution for the stationary probability density 
function of the response amplitude. The computation cost of the numerical simulations is considered. 
I. INTRODUCTION 
During the period of the last thirty years extensive research effort has been directed to 
probabilistic analyses of a variety of engineering systems. Primarily, this scientific trend must 
be attributed to uncertainties often characterizing the identification parameters of the excita- 
tions of the systems considered. Secondarily, it must be attributed to uncertainties associated 
with the quality control of various system components. Typical examples of problems amenable 
to stochastic analyses may be found in technical fields such as control, earthquake, ocean, 
transportation, and wind engineering. 
If the mathematical model used for a given technical problem is linear, its dynamic analysis 
under stochastic excitation can be conducted by using adequately developed and broadly 
established techniques[l, 21. However, for a variety of reasons, sufficiently discussed in the 
literature, quite often the physical problems under considerations can be represented realistic- 
ally only by means of non-linear mathematical models. In this case the analyst must solve either 
an ordinary, discrete system, or a partial, continuous ystem, stochastic differential equation, 
Unfortunately, the methods of exact or approximate solution of ordinary or partial stochastic 
differential equations are quite limited[3,4]. A comprehensive r view of the solution techniques 
available at the end of the last decade may be found in Ref. [5]. Remarkably, considerable 
developments have occurred during the present decade, especially in the area of multi-degree- 
of-freedom nonlinear elastic or inelastic systems, and should be discussed in another review 
article. Although these developments have significantly influenced the methodologies used in 
approximate probabilistic studies of nonlinear systems, they have not broadened the class of 
non-linear system which are amenable to exact solution. 
The scarcity of exact solutions has necessitated the development of algorithms for numeri- 
cal simulations of randomly excited non-linear systems. Such an algorithm could be used either 
for the examination of the accuracy of a proposed method of approximate random vibration 
analysis, or for the estimation of the response statistics of a nonlinear system that is amenable 
neither to exact nor to approximate solution. 
By definition, a white process w(t) has statistically uniform energy distribution over the 
frequency domain (-m, a). A non-white stationary process u(t) can be obtained by passing the 
process w(t) through a linear filter with an appropriate transfer function. Obviously, in the time 
domain, the linear filtering can be simulated by using a linear ordinary differential equation with 
constant coefficients. A non-stationary and non-white process u(t) can be obtained by modulat- 
ing the process u(t) by a deterministic envelope f(t), live in time. It is, therefore, understood that 
the main prerequisite in simulating stationary or non-stationary andom processes is the existence 
of a numerical algorithm for generating a white process. 
In the present paper an algorithm for generating a white process will be used in examining 
the reliability of an approximate method for the determination of the response statistics of a 
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randomly excited Van der Pol oscillator. It is reminded that this oscillator does not belong to 
the general class of systems the stationary probability density function of which can be 
determined exactly [5]. 
!.SIMULATIONOFAWHITEPROCESS 
2.1 A typical record 
Consider the response of a Van der Pol oscillator to a random excitation. The equation of 
motion can be written as 
(1) 
where w. and i are respectively the natural angular frequency and the ratio of “critical 
damping” of the oscillator. The parameter Z is used to indicate the severity of the nonlinear 
term. The symbol w(t) represents a white process of constant spectral density S. That is 
w( t) w(t + T)]e-“‘dt, (2) 
where E represents the operator of the mathematical expectation. 
For numerical convenience and generality of the obtained ata it is advantageous to rewrite 
equation (1) in the dimensionless form 
d2f A2 df 
d7?+4@(-1 l tEX )-&f4rr?i = k(T), (3) 
where 
7 = worl27r (4) 
f = x/u (3 
u2 = nS/25wo’ (6) 
and 
S,, = 167r24’ (7) 
E = Zlu2. (8) 
The symbol So stands for the spectral density of G(T). 
For the purpose of conducting a Monte-Carlo type analysis of the stationary statistics of the 
solution of equation (3) a collection of adequately long records of the white excitation W(T) was 
necessary to be simulated numerically. Relying on the experience obtained conducting the 
studies of Refs. [6,7], records of length equal to thirty (30) natural periods of the Van der Pol 
oscillator were selected. 
For the generation of a record, Fig. I, of the excitation G(T) a sequence of n random 
numbers G,, . . . ,G, could be sampled from a distribution with zero mean and standard 
deviation equal to unity. A Gaussian distribution was used. There are several algorithms 
available for generating numbers belonging to a Gaussian distribution with specified mean 
value and standard eviation. For the purpose of this article the algorithm discussed in Ref. [8] 
was used. The numbers cG,, . . . ,cG, were assigned to n successive ordinates paced at equal 
intervals of length 
117 = 30/n. (9) 
The symbol c represents a scaling constant defined by the equation 
c = 4ad/(2ac/A,7). (IO) 
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Fig. 1. A typical sample function versus time 
Linear variation of G(7) over each interval AT was assumed. Alternatively it could be assumed 
that w(7) remained constant over each interval A7[9]. 
2.2 Spectral density 
It can be proved that the spectral density of an infinite collection of records generated by 
this procedure is given by the equation (2) 
s(w, AT) = s 6 - 8 cos (wAT) + 2 cos (2oA7) 
0 (oAT)~ (11) 
Apparently, 
S(w, A7)*So as AT+O. (12) 
Equation (1 I) has been plotted in Fig. 2 for several values of AZ It can be seen that for 
A? = 0.01, S(o, Ar) remains approximately constant over the entire range of frequencies, 
040 rad. set-‘. However, as the value of AT increases, the range of frequencies over which 
S(w, AT) remains constant decreases. Therefore, depending on the range of frequencies over 
which S(w, AT) is required to remain approximately constant, an appropriate value for Ar may 
be selected. It is understood that the value of A7 can not be selected unnecessarily small. This 
would require excessive machine capacity in storing a large number of ordinates for each 
sample of $7). Furthermore, it would increase the irregularity of each sample of G(7) with 
obvious impact on the time required for the numerical integration of equation (3). For the 
present problem it was taken 
5 = 0.02. (13) 
This value of 5 could correspond to a lightly damped oscillator. Consistently with this 
observation it should be secured that the spectral density of the numerical samples of the white 
process G(7) remained approximately constant at the vicinity of the natural frequency of the 
oscillator. Evidently the natural frequency of the dimensionless oscillator, equation (3) is 
w=2i7 (14) 
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Fig. 2. Spectral density of an infinite collection of simulated sample functions versus frequency 
Examining Fig. 2 it was observed that this requirement could be satisfied adequately by taking 
AT = 0.01. (15) 
2.3 Number of samples of V+(T) 
Upon selecting the value of AT, the number k of the sample functions of LJ(T) that should be 
generated in order to estimate reliably the various moments of the response statistics had to be 
determined. Clearly, the reliability of a numerically obtained value of a statistical moment of a 
specific response parameter, can be quantified by introducing the concept of confidence level. 
The particular criterion used was to estimate the range of mean value Ha) of the response 
amplitude a(t) by the sample mean d, with confidence level 10%. For the purpose of 
determining a proper value of k, the distribution of the sample mean B was approximated by a 
normal distribution of mean value 
I-L = E(a) (16) 
and standard eviation 
(17) 
where v is the standard eviation of the population of the response amplitude a(t). Further- 
more, it was decided that d should be confined in the interval E(a) - l/IO CT, E(a) + l/l0 0: It 
was found that both of the aforementioned requirements would be satisfied, if
k 2 k,,, = 272. (18) 
For the present problem it was taken 
k=300. (19) 
Obviously, a larger number of sample functions of +(T) should be simulated if either smaller 
confidence level or shorter range for the values of E(rc) were specified. 
The three hundred, k = 300, sample functions of $7) similar to that shown in Fig. I were 
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used to estimate numerically the stationary probability density function p(a), the mean value 
E(a). and the standard eviation [&a’) - E’(a)]“’ of the response amplitude. For this purpose, 
the response of the Van der Pol oscillator to each sample of G(T), a numerical scanning 
procedure was used to determine the positive local maximum of P( 7). Then, linear interpolation 
was used to produce a continuous record of the amplitude a(t) and its average ai from 7 = 29 to 
7 = 30 was recorded. Upon completion of this procedure for the entire ensemble of the k = 300 
samples of G](T), the values of d, were used to estimate the desired statistics. Pertinent 
numerical data for various values of the nonlinearity parameter E are shown in Figs. 3-9. 
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Fig. 3. Stationary probabilit) density function of response amplitude. Van der Pot oscillator. Numerical 
data and analytical solution. E = 0.2. 
- ANALYTIC 
X NUMERICAL 
SIMULATION 
0 2 4 6 6 IO 
AMPLITUDE, a 
Fig. 4. Stationark probability denshy function of response amplitude. Van der Pol oscillator. Numerical 
data and analytical solution, l = 0.5. 
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Fig. 5. Stationary probability density function of response amplitude. Van der Pol oscillator. Numerical 
data and analytical solution, E = !. 
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Fig. 6. Stationary probability density function of response amplitude. Van der Pol oscillator. Numerical 
data and analytical solution, E = 5. 
3.1 Averaging 
3. AN APPROXIMATE SOLUTION 
In this section an approximate solution for the stationary probability density function of the 
response amplitude a(t) is presented. The amplitude a(t) and the phase d(t) of the response 
a(t) are introduced by the following equations 
and 
i(f) = a(t) cos [coot + 4(t)] (20) 
da(t) 
- = -a(t)wa sin [coot + 4(t)]. 
dt (21) 
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Since the oscillator is lightly damped, equation (13), it can be argued that the amplitude a(f) and 
the phase d(t) change slowly with respect o time. Relying on this property of a(t) and 4(t) and 
following the procedure described in Ref. [IO] the nonlinear term x’i can be replaced optimally 
according to the rule 
x*i + &(a)i 
where /3Ja) is an equivalent viscous damping coefficient. The optimality criterion is 
(22) 
E=IO 
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&iJ* dt = minimum. (23) 
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Fig. 7. Stationary probability density function of response amplitude. 
data and analytical solution. f = IO. 
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Fig. 8. Stationary mean value of response amplitude versus nonlinearity parameter. Van der Pol oscillator 
Numerical data and analytical solution. 
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Fig. 9. Stationary standard deviation of response amplitide versus nonlinearity parameter. Van der Pol 
oscillator. Numerical data and analytical solution. 
Consistently with the argument of slow variation of a(t) and 4(t) with respect o time, it can be 
assumed that a(t) and 4(t) do not change appreciably over one cycle of oscillation. [O, 2n/w0]. 
Then, it can be readily proved that 
(24) 
Upon determination of PC(a), an equivalent linear oscillator can be constructed for the original 
Van der Pol oscillator. Specifically, 
(25) 
Using a combination of deterministic[l I-131 and stochastic[ 14-161 averaging the following 
first-order differential equation for the response is obtained 
where n(f) is a stationary random process with 
and 
E[v(f)l = 0 
E[~~(f)q(f + t*)] = 6tt*). 
(26) 
(27) 
(28) 
The symbol s(t*) represents the Dirac delta function. 
3.2 Probability density evolution 
The Fokker-Planck equation which corresponds to the stochastic differential equation (26) 
and governs the time evolution of the probability density function is 
(29) 
The stationary solution 
Specifically, it is found 
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p(a), (dpldt) = 0. of the equation (29) can be readily determined. 
p(a)= te a?2 e-ca4/lh 
I aeox e-ro4,lh’ n 
(30) 
3.3 Behavior of the analytical solution 
From equation (30) it is seen that for E = 0, p(a) + tc as a --) a;. This property of p(a) is a 
probabilistic demonstration of the fact that the linear part of the Van der Pal oscillator is 
unstable. However, for E >O it is seen as well that the term -~a~/16 associated with the 
non-linear term X’X: dominates the term a’/2 associated with the linear term 1. Thus, p(u)+0 as 
a + cc. Again this characteristic of p(a) is compatible with a known property of the autonomous 
part of the Van der Pol oscillator. That is. for E > 0 it possesses a stable limit cycle[171. 
Furthermore, using equation (30) it can be found that the value of the statistical mode of the 
stationary response amplitude is 
amode = 
[ 
2(1+d(l+e)) I’? 1 . (31) E 
That is, the value of the response amplitude with the highest probability density tends to zero as 
E + r. This result again is analogous to a deterministic property of the Van der Pol oscillator 
according to which the radius of the limit cycle tends to zero as E --) tQ. 
The analytical solution for p(a) can apparently be used to determine the stationary values of 
the mean and the standard eviation of the response amplitude. Plots, based on equation (30) of 
the probability density function, the mean value, and the standard eviation of the response 
amplitude are shown in Figs. 3-9 for various values of the nonlinearity parameter E. 
DISCUSSION 
Examining Figs. 3-9 it is observed that the data obtained either by the analytical solution or 
by the numerical simulation compare quite satisfactorily. Not only the proper trends are 
observed but the actual numerical values are in close agreement. 
Figures 3-7 pertain to the probability density function p(a). It is noticed that for E 
increasing from E = 0.2 to E = 10 both the numerical simulation and the analytic solution predict 
decreasing of the mode and the mean of the response amplitude, and “shrinking” of its 
probability density function. Noticed as well are, especially for E = 0.2 and E = 0.5, several 
irregularities in the values of the ordinates of p(a) obtained by the numerical simulation. These 
irregularities hould be taken in context with the limited number of records, k = 300, used for 
the numerical simulation. 
Figures 8 and 9 show respectively the mean value and the standard deviation of the 
response amplitude versus the nonlinearity parameter E. It is noticed that these statistical 
moments tend rapidly to infinity as E + 0. Furthermore. they tend to zero for increasing values 
of E. with considerably smaller ate, though. 
The present investigation is a typical example of a case in which numerical simulations are 
used to assess the reliability of an approximate technique for random vibration analysis of a 
non-linear problem with unknown exact solution. In fact, on the basis of the numerical data and 
within their preassigned conficence level, it must be concluded that the presented method yields 
a reliable approximate solution for the stationary probability density function of the response 
amplitude of the Van der Pol oscillator. Unfortunately, the computation time required for 
implementing numerical simulsGons, even of simple single-degree-of-freedom systems and with 
limited reliability, is quite significant. For example, the computation time, CPU, for the 
simulation of the three hundred sample function of the Van der Pol response for one value of E 
was of the order of IO3 sec. These numerical studies were conducted by using the CDC-6400 
computation system of the University of Texas at Austin. Evidently, greater computation time 
would be required if the number of the simulated sample function was increased to improve the 
reliability of the numerical data obtained. 
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Based on the experience obtained by conducting the numerical simulations of the present 
study and others not reported herein, it is concluded that Monte-Carlo type studies of 
stochastically excited non-linear systems are quite appropriate approaches. often unique, to an 
extremely difficult technical area. However, due to computation cost considerations, their use 
can not be recommended unreservedly. Instead, an extensive effort must be devoted in 
developing methods of exact or approximate analysis. Nevertheless, realism must prevail and 
numerical simulations be employed for problems not amenable to an efficient solution by any of 
the currently available analytical methods. 
SUMMARY 
Data from numerical simulations of the response of a lightly damped Van der Pol oscillator 
to a stationary white process have been presented. In conducting the numerical simulations a
collection of three hundred sample functions of the stationary excitation has been generated. 
Each sample function has been constructed to be piece-wise linear over a dimensionless time 
axis divided into equal intervals of length AT = 0.01. This value of AT has insured that the 
spectral density of an infinite collection of the numerically generated sample functions would 
remain approximately uniform over a band of frequencies with lower limit equal to zero and 
with upper limit quite larger than the natural frequency of the Van der Pal oscillator. The 
oscillator esponse to each of the three hundred sample functions has been computed by using a 
standard subroutine for numerical treatment of ordinary differential equations. The numerical 
data obtained have been used to estimate the probability density function, the mean value. and 
the standard eviation of the amplitude of the stationary response. 
Parallely, an approximate analytical study of the response amplitude statistics has been 
conducted. In this approach a combination of deterministic and stochastic averaging has been 
used to derive a first-order stochastic differential equation governing approximately the time 
evolution of the response amplitude. The associated Fokker-Planck equation has been used to 
obtain an approximate solution for the stationary probability density function of the response 
amplitude. 
Examining the data obtained by the numerical simulations and within their confidence level, 
it has been found that the approximate analytical solution can reliably estimate the probability 
density function, the mean value and the standard eviation of the response amplitude ven for 
strongly non-linear Van der Pol oscillators. 
The usefulness of Monte-Carlo type studies of non-linear systems under stochastic excita- 
tion has been indicated. However, due to the significant computation cost commonly associated 
with such studies, it has been suggested that alternative analytical approaches be considered as 
well for solving a specific problem. 
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