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Chapter 1
Introduction
Low-dimensional systems show unusual, rich, and fascinating physical properties. A well-
known example for the peculiar physics in one dimension, predicted by Peierls already in
1955, is the Peierls instability of one-dimensional metals. This instability leads to a metal-
insulator transition with an insulating so-called charge density wave (CDW) groundstate,
consisting of a periodic charge density modulation accompanied by a periodic lattice distor-
tion. Another possible groundstate is the spin density wave (SDW) state. In one-dimensional
antiferromagnets an analogous instability, the so-called spin-Peierls transition, may occur
with a non-magnetic groundstate of singlet pairs and an energy gap for spin excitations.
An important aspect of the physics in low dimensions is the presence of quantum-ﬂuctuations.
For example, a one-dimensional Heisenberg antiferromagnet does not show magnetic ordering
even at zero temperature; both, the groundstate and the excitation spectrum are determined
by strong quantum ﬂuctuations. Another example is the physics of one-dimensional metals
with electron-electron interactions. It is believed that these systems cannot be described by
the usual Fermi liquid picture involving well deﬁned quasiparticle excitations, common to the
description of conventional metals and semiconductors. Instead, more exotic scenarios like
the Tomonaga-Luttinger liquid are believed to be appropriate with fascinating properties, as
for example, spin/charge separation, where independent spin and charge excitations with dif-
ferent velocities are formed. In two dimensions the inﬂuence of strong quantum ﬂuctuations
is also of much current interest and strongly debated, since it is directly related to the physics
of the high-temperature superconductors, which are obtained by doping a two-dimensional
Heisenberg antiferromagnet with mobile charge carriers.
A fresh impetus to the ﬁeld of low-dimensional systems has been given by the discovery of a
variety of materials in the last few years, in which such low-dimensional structures are real-
ized. For example, a number of cuprates and vanadates with low-dimensional spin structures
– spin chains, spin-ladders, as well as various planar spin arrangements – are now available
as good single crystals. Also, various one-dimensional conductors are known, most notably
the organic conductors and among those the so-called Bechgaard salts. These systems are,
to some researchers, the most interesting and fascinating materials ever discovered. Their
physics displays the complete set of unusual phenomena typical for low-dimensional materi-
als, including unconventional superconductivity, spin/charge separation, spin-Peierls, CDW-,
and SDW-transitions as well as a plethora of eﬀects driven by magnetic ﬁelds like a ﬁeld
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induced spin density wave state with quantized Hall-resistance.
The groundstate, the excitation spectrum as well as various thermodynamic properties, such
as the speciﬁc heat and the magnetic susceptibility of many low-dimensional spin systems
have been studied quite intensively in the last few years. In contrast, much less is known
about the dynamics of magnetic excitations, e.g., the microscopic understanding of how they
transport energy, and their coupling to the lattice degrees of freedom. Nevertheless, such
studies appear to be quite promising, as, for example, magnetic excitations are expected to
move without dissipation in a spin 1/2 Heisenberg chain with nearest neighbor coupling.
A valuable tool for the study of the dynamics of magnetic excitations and of their cou-
pling to the lattice is provided by measurements of the thermal conductivity as a function
of temperature, magnetic ﬁeld and doping. The challenge of this thesis was therefore a sys-
tematic experimental study of the thermal conductivity of low-dimensional spin systems in
a wide range of temperature, magnetic ﬁeld and in various materials with diﬀerent magnetic
properties. Our results are indeed very remarkable and promising: First, a sizeable magnetic
contribution to the heat current may occur in systems with large magnetic coupling and it may
even dominate the total thermal conductivity at rather high temperatures of a few hundred
Kelvin. To our knowledge these cases provide the ﬁrst class of insulators, in which the domi-
nant mechanism of heat transport at high temperatures is non-phononic. Second, the phonon
heat current is strongly inﬂuenced by the presence of magnetic excitations, as signaled, e.g.,
by a strong damping and by a magnetic ﬁeld dependence of the phononic thermal conductivity.
The course of this thesis is the following: In chapter 2 an introduction to low-dimensional
systems is given. The basic ideas of heat transport in solids are sketched out in chapter 3. A
detailed description of the experimental setup and of the calibration procedure, necessary to
conduct high resolution heat transport measurements is given in chapter 4.
Chapter 5 deals with the thermal conductivity of the 2-d spin liquid system SrCu2(BO3)2.
Among the 2-d spin 1/2 systems SrCu2(BO3)2 is an intriguing compound with fascinating
physical properties. The spin structure realizes the Shastry-Sutherland model which was
studied theoretically 20 years ago. One ﬁnds a spin dimer ground state with extremely local-
ized magnetic excitations. Furthermore, quantized magnetization plateaus can be observed in
striking contrast to classical spin systems where the magnetization increases monotonically.
The heat transport parallel and perpendicular to the 2-d spin system is studied and compared
to analytical results. It turns out that the interplay between phonons and magnetic excita-
tions plays a central role for the heat transport. We will suggest a consistent interpretation
of the thermal conductivity data in terms of resonant scattering of phonons by magnetic ex-
citations, worked out with the collaboration of G.S. Uhrig.
Chapter 6 is devoted to the quasi 1-d spin-Peierls system CuGeO3. Before the discovery
of CuGeO3 all known systems exhibiting a spin-Peierls transition were organic compounds,
e.g., (TMTTF)2PF6. The discovery of CuGeO3, the ﬁrst inorganic spin-Peierls compound,
has renewed the interest in studying this phenomenon as large crystals of high quality have
been synthesized allowing, e.g., precise neutron scattering experiments. A systematic study
of the thermal conductivity as a function of temperature and as a function of the magnetic
ﬁeld along all three crystallographic directions is presented for pure CuGeO3. Anomalous
3temperature dependence of the thermal conductivity along two crystallographic directions is
found. In addition, κ depends strongly on the applied magnetic ﬁeld. A discussion of the ex-
perimental results, including numerical calculations of possible magnetic contributions to the
heat current and anisotropy considerations, is presented subsequently. Thermal conductiv-
ity data of Zn and Mg doped CuGeO3 accomplish the experimental investigations on CuGeO3.
In chapter 7 a systematic study of the heat transport as a function of temperature and
of the magnetic ﬁeld in the Bechgaard salts is presented. To our knowledge, these measure-
ments provide the ﬁrst systematic study of heat transport in these materials at high and
low temperatures. We ﬁnd an anomalous magnetic ﬁeld and temperature dependence of κ,
irrespective of whether the systems are metallic or insulating. We will see that the Luttinger
liquid picture and in particular the scenario of spin/charge separation, discussed for these
materials, may be an appropriate picture for an understanding of the ﬁndings. A detailed
discussion and model calculations for the heat transport complete this chapter.
Chapter 8 deals brieﬂy with the heat transport in Sr2CuO2Cl2. This compound is isostructural
to La2CuO4, the parent compound of the high-temperature superconductors. The thermal
conductivity of La2CuO4 is known to be anomalous, but its interpretation is still under de-
bate [1]. This stems from lattice instabilities making diﬀerent thermal conductivity scenarios
possible. Sr2CuO2Cl2 is free from these complications which facilitates the interpretation of
the thermal conductivity results. A discussion of our ﬁndings and a comparision to the previ-
ously obtained thermal conductivity data of La2CuO4 and of YBa2Cu3O6 are presented [1,2].
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Chapter 2
The Physics of Low-Dimensional
Systems
Over several decades low-dimensional systems have attracted considerable interest since they
are well-suited to investigate the properties of strongly interacting electron systems with a
variety of possible groundstates. Besides charge density wave (CDW) or spin density wave
(SDW) groundstates, superconductivity can also be observed. Thus it is argued that low-
dimensional model systems help towards a better understanding of the superconducting state.
As the ﬁeld is relatively large, I will focus my attention on the instabilities and particular-
ities in quasi-one-dimensional systems. I start from low-dimensional conductors discussing
the Peierls-transition, the CDW groundstate and SDW transition. Finally, the spin-Peierls
transition will be presented.
2.1 Quasi-One-Dimensional Conductors
Loosely speaking, low-dimensional conductors are materials with strongly anisotropic electri-
cal conductivity. Hence, for a perfectly one-dimensional conductor we would expect a ﬁnite
electrical conductivity along one direction and no electronic transport along the other two
directions. The highly anisotropic electronic transport is closely related to the anisotropic
nature of the crystal structure. Atoms form linear chains where the orbitals strongly overlap.
This is for example seen in the so-called perylene radical cation salts (e.g. (PE)2PF6 × 2/3 THF),
where the building blocks are planar molecules arranged in such a way that a strong overlap
of the orbitals occurs only perpendicular to these planes [3, 4]. In the molecule planes the
overlap between the orbitals are much weaker or possibly zero. Hence, for certain electron
conﬁgurations a one-dimensional conduction band along the chain direction is formed where
the delocalization of the electrons results in a relatively large electrical conductivity along the
chains. Perpendicular to the chains the electrons are localized and little or none electrical
conductivity is expected.
However, in nature there are no perfect one-dimensional conductors. The conducting chains
are embedded in a three-dimensional lattice and very often the interchain overlap cannot be
completely neglected. Thus we speak of quasi-one-dimensional conductors.
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Figure 2.1: Left: Polarisation function χ(q) for the one-, two- and three-dimensional case at
T = 0. Right: Fermi surface in one (1-d) and two dimensions. According to Kagoshima et al. [5].
2.1.1 Peierls Instability and the CDW Groundstate
A salient feature of quasi-one-dimensional metals is the Peierls transition in conjunction with
an insulating ground state [5]. This so called charge density wave (CDW) ground state is
a consequence of the properties of the density response function χ(q) of a one-dimensional
electron gas
χ(q) ∝ 1
q
ln
∣∣∣∣q + 2kFq − 2kF
∣∣∣∣ . (2.1)
Fig. 2.2 shows χ(q) for a one-, two- and three-dimensional free electron gas [5]. In one dimen-
sion a logarithmic divergency occurs, while for the other two dimensions χ(q) remains ﬁnite.
The diﬀerent response functions arise from the diﬀerent dimensionality of the Fermi surfaces.
The right panel of Fig. 2.2 shows the Fermi surfaces of an ideal one- and two-dimensional
Fermi surface. In one dimension the Fermi surface consists of two points at ±kF . In the
two dimensional case the surface is a circle.
Let us now discuss what this means for the electron system. The Pauli exclusion principle
states that electrons can be scattered into empty states only. As the energies of the phonons
are very small ( kBT ) compared to the energies of the electrons, only electrons in the
vicinity of the Fermi surface can participate in scattering processes. For a one-dimensional
Fermi surface there are thus two processes to consider. First, the scattering of electrons by
phonons with wave vectors q ≈ 0, i.e., energy and momentum of the electrons are approxi-
mately conserved. Second, processes where phonons with wave vectors q ≈ 2kF are absorbed
or emitted, changing the wavevector of the electrons from k ≈ ±kF to k ≈ ∓kF , i.e., the
electrons are scattered from one side of the Fermi surface to the other (see Fig. 2.1). Thus if
a phonon wants to change the electron momentum it must have the wavevector 2kF . In other
words, one phonon mode (2kF ) interacts virtually with all electrons for which the scattering
is allowed. In the one-dimensional case χ(q) diverges at q = 2kF . This is sometimes called
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Figure 2.2: Peierls transition illustrated on the basis of a one-dimensional model. The half-ﬁlled
conduction band and the electron density ρ(x) are outlined for the undistorted chain (a). The
electron density smoothly varies with the lattice periodicity. Insulating CDW ground state (b)
with a static lattice distortion. The electron density is modulated with a periodicity of 2kF . The
lattice constant is denoted by a.
“perfect nesting”. The pairs of states, one full and one empty, diﬀering by 2kF and having
the same energy, give a divergent contribution to χ(q). In higher dimensions the number of
such states is strongly reduced, indicated by the upper 2kF wavevector of the 2-d case in
Fig. 2.1(left). This leads to the reduction of the singularity of χ(q) at 2kF .
However, Peierls instabilities are not restricted to one-dimensional systems only. If the energy
spectrum meets certain conditions the transition occurs also in higher dimensions, e.g., in the
layered transition metal oxides NbSe2 and TaS2 [6].
To illustrate the Peierls transition we start with the simple situation of a one-dimensional
metal (Fig. 2.2 a) with equidistant atoms. First, the situation of a half-ﬁlled conduction
band is considered. In the nearly free electron approximation, the electron wave functions
are the well known Bloch states where the electron density ρ(x) smoothly varies with the
lattice periodicity [7]. Let us now shift the atoms from the equilibrium positions according
to u = u0 · cos(2kFx), as illustrated in Fig. 2.2 b). This leads to a doubling of the unit
cell. Hence, the reciprocal lattice vector changes from 2π/a to π/a. The border of the ﬁrst
Brillouin zone is now at the Fermi wavevector kF . Consequently, an energy gap opens at the
Fermi level where all states below the gap are ﬁlled and the states above are empty. The
former metal has transformed into a semiconductor with a gap. The electron density ρ(x) is
now modulated with a periodicity of 2kF .
Is the CDW state energetically favourable? To answer this, we must consider the balance
between the gain of electronic energy δEel (due to the lowering of the occupied states) and
the loss of elastic energy δEdis, resulting from the distortion of the lattice.
The change of the total energy was calculated by Kagoshima [5]
δE = δEel + δEdis ≈ −∆2
(
χ(q, T )− κ
2g2
)
, (2.2)
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where g denotes the electron-phonon coupling constant and κ denotes the elastic constant.
The polarisation function χ(q, T ) diverges with T → 0 and q = 2kF , while the elastic constant
is ﬁnite. Hence, for ﬁnite g the Peierls transition takes place at ﬁnite temperature1. The
transition temperature follows from δE(T = TP ) = 0 and is given by
kBT
MF
P = 1.1EF exp (−1/λ0) with λ0 =
|g2D(EF )|
h¯ω2kF
(2.3)
where λ0 the dimensionless electron-phonon coupling constant, ω2kF the high-temperature
phonon frequency leading to the Peierls instability and D(EF ) is the density of states at the
Fermi level.
Some Theoretical Results
The formation of the CDW and the Peierls transition are two sides of the same coin. To
elucidate this one has to take a closer look at the Fro¨hlich Hamiltonian in momentum space
describing a one-dimensional system consisting of electrons and phonons [8].
H =
∑
k,σ
(k)cˆ†k,σ cˆk,σ +
∑
q
ωq
(
bˆ†q bˆq +
1
2
)
+
∑
k,σ
∑
q
g(q)cˆ†k+q,σ cˆk,σ
(
bˆ†−q + bˆq
)
(2.4)
The ﬁrst term describes the electron system with Bloch eigenstates. The corresponding elec-
tron energies are measured with respect to the chemical potential. The second term represents
the phonon energy, where the simplest case with only one acoustical phonon branch is con-
sidered. Finally, the electron-phonon interaction is given by the last term with the coupling
constant g(q) [8]. This expression can be interpreted in terms of scattering electrons from a
state |k > to a state |k ± q > by absorbing/emitting a phonon with wavevector q (-q).
I want to consider the mean ﬁeld results now [9]. One should keep in mind that ﬂuc-
tuation eﬀects which are neglected by the mean ﬁeld theory are particularly important in
one-dimensional systems. Here, they are so strong that no long range order occurs at ﬁnite
temperatures. However, the always present three-dimensional coupling between the chains
in real systems allows the formation of a Peierls phase for temperatures above T = 0. For
further reading about ﬂuctuation eﬀects at the Peierls transition, please refer to the following
references [10–14].
Subsequently, I will show on a basic level how the CDW state follows from the Fro¨hlich
Hamiltonian. The transition to the CDW state is related to the “vanishing” of the 2kF
phonon mode, i.e., a static lattice distortion occurs for T ≤ TP . Thus, the associated mean
values < b±2kF > are diﬀerent from zero.
In the ﬁrst step one keeps in the interaction term only the terms with q = ±2kF . Next, the
operators bˆ±2kF are replaced by their mean values < b±2kF >:= b. Retaining only these terms
we ﬁnd
H =
∑
k,σ
(k)cˆ†k,σ cˆk,σ +
∑
k,σ
g(2kF )cˆk±2k†F
cˆk · 2b + ω(2kF )b2 . (2.5)
1Note, that according to the Mermin-Wagner theorem, ordering in strictly one-dimensional systems does
not take place even for T→ 0.
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From Eq. 2.5 the average energy E =< H > can be obtained and reads
E = E0 + g(2kF )〈
∑
k,σ
cˆ†k±2kF ,σ cˆk〉 · 2b + ω(2kF )b2 , (2.6)
where E0 is the expectation value of the ﬁrst term in Eq. 2.5. A minimization of E with
respect to b yields
b = − g
ω
<
∑
k,σ
cˆ
k±2k†F
cˆk > . (2.7)
The righthand side of Eq. 2.7 is not zero as b 	= 0. Eq. 2.7 can now be related to the average
electron density which is given by
ρˆ(x) =
∑
q
ρqe
iqx (2.8)
and its q-th component by the Fourier transform
ρˆq =
∑
k,σ
cˆ†k±q,σ cˆk,σ . (2.9)
the average number density is therefore equal to the righthand side of Eq. 2.7. In the metallic
state only < cˆ†k cˆk >	= 0 ⇒< cˆ†k−q cˆk >= ρ0δ(q). Thus, together with Eq. 2.8 one gets
< ρ(x) >= ρ0 = constant. In the CDW ground state, however, one has in addition <
cˆ†k−2kF cˆk >= ρ1δ(q − 2kF ). Thus the average density is given by
< ρ(x) >= ρ0 + ρ1ei2kF x (2.10)
which implies a modulation of the CDW with a period of 2kF . Eqs. 2.7-2.10 show the close
relationship between the distortion of the lattice and the CDW groundstate. The CDW and
the lattice distortion with wavevector 2kF are proportional to each other and have the same
periodicity. It should be noted here that this is also the case for a conventional metal, where
the Bloch waves are modulated with the periodicity of the lattice. The crucial diﬀerence is the
collective formation of the CDW ground state, where the 2kF component of ρ(x) dominates
all others.
The results obtained by a much more rigorous treatment on the mean ﬁeld level are summa-
rized below [8,9].
The modulation of the charge density wave reads
ρ(x) = ρ0 + ρ1 cos(2kFx + φ) ρ1 =
ρ0∆
λ0h¯vFkF
, (2.11)
where λ0 is the dimensionless electron phonon coupling constant, vF the Fermi velocity, kF
the Fermi wave vector and φ the phase. The corresponding displacement at site n is given by
un =
√
2
ω2kF
∆
g
cos(2kFna + φ) . (2.12)
Both ρ(x) and un are related to a complex order parameter
∆ˆ = ∆e(iφ) (2.13)
10 CHAPTER 2. THE PHYSICS OF LOW-DIMENSIONAL SYSTEMS
describing the phase transition. The energy gap is given by
1 = λ0
∫ EF
0
1√
2 + (∆(T ))2
tanh
(√
2 + (∆(T ))2
2kBT
)
d (2.14)
and
∆(0) = 1.76kBTMF (2.15)
which is formally equivalent to the temperature dependence of the gap of BCS-superconductors.
For a priori soft phonons a strong renormalisation of the phonon spectrum occurs in the
vicinity of 2kF (Kohn anomaly). The new phonon frequencies are
Ω2q = ω
2
q
(
1− 2g
2
h¯ωq
χ(q, T )
)
≤ ω2q (2.16)
with the unrenormalised phonon frequency ωq [9]. The temperature dependency of the 2kF
mode reads
Ω22kF = λ0ω
2
2kF
ln(T/TMFP ) (2.17)
where λ0 and TMF denote the electron-phonon coupling constant and the transition temper-
ature in mean ﬁeld theory respectively. That is the formation of a static lattice deformation
arises with T → TMF . Below the transition temperature, the phonon dispersion relation also
changes substantially due to the change in the size of the Brillouin zone [5]. This implies
that the degenerate phonon branch splits into an optical and an acoustical phonon branch.
It can be shown that these branches correspond to the elementary excitations of the CDW,
the so-called A− and A+ modes [5]. The A+ mode corresponds to a modulation of the am-
plitude (amplitudons) of the CDW and the A− to a phase modulation (phasons). While the
amplitudons are gapped, the phason modes are gapless excitations which may be regarded as
a sliding of the CDW along the chain, requiring no energy for q → 0.
The sliding without resistance is only possible if the CDW is incommensurate to the lattice,
i.e., the ratio of the wavelength of the CDW and the periodicity of the lattice is irrational2.
However, the translation invariance of the Fro¨hlich Hamiltonian is broken when the ratio of
the wavelength of the CDW and the periodicity of the lattice is rational (commensurable),
when impurities in the lattice interact with the CDW or when the CDWs on the 1-d chains
interact with each other. In these cases the sliding motion of the CDW is suppressed. One
often speaks of this as the “pinning of the CDW”. The sliding charge density waves can con-
tribute to the electrical conductivity in a large frequency range [15]. Moreover, the sliding
of the CDW is related to extraordinary transport phenomena, e.g., nonlinear conduction,
current oscillations and interference eﬀects [16–19].
Experimental Indication of the CDW
The Peierls transition can be identiﬁed by dc-conductivity or X-ray measurements. The CDW
can be observed by measuring, e.g., the microwave conductivity. In Fig. 2.3 a measurement
2Actually, the irrationality requirement is too strong, because commensurability eﬀects are only important
for ratios of, e.g., 1/2 or 2/3. For “higher” ratios, e.g. 1/4, 1/8, etc., commensurability eﬀects become
weaker [5].
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Figure 2.3: Longitudinal (•) and transversal (◦) microwave conductivity of the perylene radical
cation salt (PE)2PF6 × 2/3 THF.
along and perpendicular to the highly conducting chains of the quasi-one-dimensional con-
ductor (PE)2PF6 × 2/3 THF is shown3. The system belongs to the so-called perylene radical
cation salts. Compared to a conventional metal, the absolute value of σ|| is rather low. As the
transverse conductivity is three orders of magnitude smaller than σ||, the system is proved to
be a quasi-one-dimensional conductor. The low absolute value of σ is attributed to domain
walls hampering the electrical conductivity.
The Peierls transition takes place at around 118 K resulting in an activated behavior of the
conductivity. Note that the conductivity drops by about four orders of magnitude in a rela-
tively narrow temperature range.
Due to impurities in the lattice the CDW is pinned and no additional contribution to the
dc-conductivity is expected. However, the CDW contribution to σ is frequency dependent
(σ(ω) ∝ ne2δ(ω − ω0)), where ω0 ≈ 10 GHz is the resonance frequency of the CDW. This
results in an enhancement of σ(ω) [4]. The local maximum in σ at 30 K is an indication of
charge density waves as a similar eﬀect is not detected in the dc-conductivity [4].
The temperature dependence of σ|| above the transition reﬂects the strong inﬂuence of struc-
tural phase transitions on the electrical conductivity. At 151 K the stack molecules rotate and
the anions are shifted out of their original positions, indicated by a step in σ||. It is believed
that the system becomes higher dimensional which partly suppresses the lattice ﬂuctuations.
This results in a reduction of the electron scattering and therefore in an increase of σ|| below
151 K.
3The measurements were conducted in a 10.2 GHz resonant cavity during my diploma thesis at II. Physikalis-
ches Institut of the University of Karlsruhe [3].
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At 213 K a splitting in two kinds of domains, where the stack molecules are turned into
diﬀerent directions, takes place. This leads to additional electron scattering and therefore to
a decrease of σ|| towards lower temperatures. The transverse electrical conductivity strongly
resembles σ||. However, the step in σ⊥ at 151 K is smaller that that found in σ|| and the
splitting of the crystal into two domains at 213 K is almost not visible.
2.1.2 The SDW Transition
The electron-electron interaction can have drastic consequences on the ground state of a one-
dimensional metal. The simplest possible Hamiltonian describing such an interaction is given
by
H = t
∑
<i,j>,σ
cˆ†i,σ cˆj,σ + U
∑
i
nˆi,↑nˆi,↓ (2.18)
where nˆi,σ = cˆ
†
i,σ cˆj,σ [19]. This is the so-called Hubbard model, given here in coordinate
space. The ﬁrst term describes the kinetic energy of the electrons and the second stands
for on-site Coulomb interaction. No electron-phonon interaction is taken into account. The
radical limitation to short range interaction is rather severe but the model has proven to be
a powerful tool in understanding magnetism and metal-insulator transitions [20].
The spin density wave ground state is thought to arise from electron-electron interaction.
This was shown by Overhauser through a mean ﬁeld approach [21]. As in the case of the
CDW state, a gap opens up at the Fermi level and a metal-insulator transition occurs. But in
contrast to the CDW state, no lattice distortion takes place. This can be clariﬁed by viewing
the SDW as a superposition of two charge density waves – one for the “spin up” and one
for the “spin down” subbands which are shifted against each other by φ = π resulting in
a cancellation of the charge density modulations, as sketched in Fig. 2.4. The spatial spin
modulation is given by
< S >= 2S cos(2kFx + φ) (2.19)
where S is the amplitude and φ is the phase of the spin density modulation. Spin rotational
and translation symmetries are broken in the SDW state. The reason why the symmetry
breaks is the gain in energy by pushing the occupied states down while raising the empty
states.
λ=π/kF
 
ρ(x)
ρ(x)
 
 
 
Figure 2.4: Charge and spin density modulation for the two spin subbands in the spin density
ground state
As a lattice distortion is absent, the SDW state cannot be observed by structural experiments
(e.g., X-ray ). However, the transition can be observed by, e.g., measuring the electrical con-
ductivity (see chapter 7) or by applying nuclear magnetic resonance and muon spin rotation
techniques [22].
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2.2 One-Dimensional Antiferromagnets
The insulating compound CuGeO3, intensively studied in this thesis, belongs to the class
of so-called quasi-one-dimensional antiferromagnets where the magnetic coupling is strongly
direction dependent. For quasi-one-dimensional spin-1/2 systems with Heisenberg or XY-
magnetic exchange, which also exhibit a large magneto-elastic coupling, the spin-Peierls tran-
sition is proposed. This transition is driven by the spin system. A spontaneous breaking of
the translation symmetry of the spin system leading to a dimerized ground state causes a gain
in magnetic energy. While the spin chains are coupled to the lattice, the singlet formation is
tied to a lattice distortion, leading to a loss in elastic energy that has to be overcompensated
by the magnetic energy gain to force the transition.
In order to see how the spin-phonon coupling comes into play one may consider the following
Hamiltonian
H =
∑
i
J(i, i + 1)sˆisˆi+1 +
∑
q,j
h¯ω0(q, j)
(
bˆ†q,j bˆq,j +
1
2
)
. (2.20)
The phonons described by noninteracting bosons are given by the second term where q and
j denote the wavenumber and the phonon branch, respectively. A detailed discussion about
the spin-Peierls active phonon modes is given by Braden et al. [23]. The interaction between
the phonons and the spin system stems from the inﬂuence of a local lattice displacement on
the electronic transition matrix elements and hence on the magnetic exchange. To introduce
the spin-phonon coupling, J is expanded into a power series of the lattice displacement u(i).
One obtains
J(i, i + 1) = J +
∑
i
(u(i)− u(i + 1)) · ∇iJ(i, i + 1) + . . . . (2.21)
For small phonon displacements it is suﬃcient to retain the linear term of the expansion only.
The spin-Peierls transition is closely related to the Peierls transition of quasi-one-dimensional
metals. As discussed in section 2.1.1, metals with half ﬁlling are featured by an instability
tending towards dimerisation. It can be shown that for the XY-model the spin operators
can be mapped via a Jordan-Wigner-Transformation onto the model of noninteracting spin-
less fermions (pseudo fermion representation), i.e., one obtains for the pseudo fermions the
bandstructure of a Peierls metal [24]. Thus the spin-Peierls transition can be discussed in the
same framework as the Peierls transition. The ground state of the spin-Peierls system is a
nonmagnetic singlet state separated by an energy gap ∆ from the excited triplet states.
A brief overview of the theoretical results will be given now. I want to point out that approx-
imations concerning, e.g., the phonon system and the so-called four-fermion-terms resulting
from the Jordan-Wigner-Transformation are necessary in order to obtain the following rela-
tions. For further reading on this subject, there are numerous references [24–31].
The transition temperature in the weak coupling regime (T  J) is given by
TSP = 0.83pJ exp
(−1
pλ
)
with λ =
4g˜2
ω20πJ
, (2.22)
where g˜ = g˜(2kF ) is the linearized spin-phonon coupling constant and ω0 = ω0(2kF ) the
unrenormalized frequency of the spin-Peierls active phonon mode. The renormalisation con-
stant p resulting from a Hartree-Fock approximation of the four-fermion-terms is within the
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Figure 2.5: Schematic representation of the excitation spectra for the uniform (left) and dimer-
ized (right) antiferromagnetic Heisenberg chain. The long-dashed curve represents the magnon
dispersion. The continuum is found between the two solid lines.
weak coupling limit  1.64. As for Peierls systems, a BCS-like energy gap is predicted with
∆(T = 0) = 1.765 kBTSP. The dimerisation δ in the D-phase leads to a magnetic energy gain
of Em ∝ δ2 ln δ [29] and is related to the energy gap via
J1,2 = J (1± δ(T )) and δ(T ) = ∆(T )
pJ
. (2.23)
Cross and Fisher succeeded in calculating the transition temperature without the Hartree-
Fock approximation of the four-fermion-terms. They obtained
TSP
J
= 0.8
4g˜2
ω20πJ
or TSP = 1.02
g˜2
ω20
(2.24)
and in addition, the energy gap ∆ and the magnetic energy gain Em at T = 0 K
∆ ∝ δ2/3 and Em ∝ δ4/3. (2.25)
From Eq. 2.24 it is evident that TSP does not explicitly depend on the coupling constant J , but
is merely given by the ratio of the spin-phonon coupling constant g˜ and the unrenormalized
phonon frequency ω0. According to this result the spin-Peierls transition is governed by the
lattice properties. A soft lattice and/or a strong spin-phonon coupling favor the spin-Peierls
transition.
The schematic representation of the energy spectrum of a one-dimensional antiferromagnetic
Heisenberg chain is given in Fig. 2.5. The left panel represents the characteristic features of
the uniform chain. For T > TSP one ﬁnds a so-called spinon continuum bound by the upper
and lower curves. This continuum results from two S=1/2 excitations, referred to as spinons.
Each spinon is described by the dispersion relation E(k) = π/2J sin(kc), (0 ≤ k ≤ π/c).
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Energy and momentum of the two-spinon continuum are given by E(q) = E(k1) +E(k2) and
q = k1 + k2, respectively. The lower boundary is found for k1 = 0 and k2 = q (or vice versa)
and the upper boundary for k1 = k2 = q/2. The peculiar spectrum is related to the degener-
acy of the ground state at k = 0,±π/c where quantum ﬂuctuations lead to an occupation of
the states at ±π/c. Because of the gapless excitations the susceptibility remains ﬁnite.
The right panel of Fig. 2.5 shows the main features of the excitation spectrum of the Peierls-
distorted one-dimensional spin chain. The non-degenerate singlet groundstate is separated
by an energy gap from the triplet (magnon) states for T < TSP , illustrated by the dashed
line. The two solid lines enclose the 2-triplet continuum with minimum energy4 of 2∆. The
dashed line corresponds to bound states of two spinons.
2.2.1 The Spin-Peierls Systems in Magnetic Fields
The inﬂuence of the magnetic ﬁeld on spin-Peierls systems is taken into account by adding a
Zeeman term to Eq. 2.20 which reads:
Hm = −gµBH
∑
i
szi (g  2) . (2.26)
While the non-degenerate singlet groundstate in the D-phase remains unchanged, the ﬁrst
excited triplet state splits up resulting in a smaller energy gap ∆ between the singlet ground-
state and the ﬁrst excited triplet state.
The singlet groundstate is energetically favorable until the applied magnetic ﬁeld H exceeds
a critical value Hcrit. Interestingly, Hcrit is smaller than H = kB∆/gµB at T = 0, something
one would actually expect. This can be understood by adopting the pseudo fermion picture.
The magnetic ﬁeld can be seen as a measure of the band ﬁlling; or in other words, the Fermi
wave vector depends on the magnetic ﬁeld [32]. In the U-phase the band is half-ﬁlled for a
zero magnetic ﬁeld (2kF (H = 0) = π/c). A ﬁnite magnetic ﬁeld corresponds to a more than
half-ﬁlled band. Hence, in ﬁnite magnetic ﬁelds the realisation of a ﬁlled and empty band
can only be achieved for an incommensurate (I) lattice distortion. This means that the ratio
between the wavevector 2kF (H) and π/c is an irrational number. However, for small ﬁelds
the transition to the D-phase is stabilized by Umklapp scattering processes while in higher
ﬁelds the I-phase is energetically favored.
In the language of the pseudo fermion picture, the deviation from half ﬁlling in the U-phase
is given by ∆k2π/c which can be calculated via
∆k(H)
2π/c
=
kF (H)
π/c
− 1
2
=
M
gµB
=
χH
gµB
, (2.27)
where M is the magnetization of the spin chain given by
M =
gµB
N
N∑
l=1
szl . (2.28)
χ denotes the susceptibility, g and µB are the g-value and the Bohr magneton, respectively.
4Binding eﬀects are neglected here.
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Figure 2.6: Left: Deviation ∆q = q(H) − π/c of the wavevector of the I-phase from that of
the D-phase. The diﬀerence between the wavevector favored by the magnetic ﬁeld from π/c is
denoted by ∆k = 2kF (H) − π/c [32]. Right: Universal phase diagram of a spin-Peierls system.
The solid line denotes the calculated phase boundary [32]. The D-I phase boundary is indicated
by the dashed line.
The competition between the wavevector q = 2kF (H) favored by the magnetic ﬁeld and
the wavevector q = 2kF (0) = π/c described by the dimerisation is visualized in Fig. 2.6. Here
∆k(H) = 2kF (H) − π/c and ∆q(H) = q(H) − π/c are plotted. The former describes the
deviation from half ﬁlling and the latter shows the diﬀerence between the wavevector of the
distorted lattice of the I-phase and that of the D-phase. In the D-phase substantial diﬀerences
between 2kF (H) and q = 2kF (0) = π/c are present. Exceeding a critical magnetic ﬁeld, the
transition to the I-phase takes place and 2kF (H) and q(H) rapidly approach each other with
further increasing the ﬁeld.
The right panel of Fig. 2.6 visualizes the universal phase diagram of a spin-Peierls system.
The I-U phase boundary was calculated by Cross [32]. The open circle denotes the so-called
Lifschitz-point where the three phase boundaries meet. The numerical result for (TL, HL)
reads:
TL  0.77 T 0SP and gµBHL  1.38 kBT 0SP . (2.29)
Clearly, the transition temperature is reduced by a magnetic ﬁeld. The reduction of TSP for
small magnetic ﬁelds is quadratic. The D/U-phase boundary is described approximately by
TSP(H)− T 0SP
T 0SP
 −0.09
(
gµBH
kBT 0SP
)2
for H → 0 . (2.30)
For higher magnetic ﬁelds the I/U-phase-transition temperature is expected to saturate at
TI/U = 0.5T 0SP because Umklapp scattering processes stabilizing the D-phase, but there is no
contribution of Umklapp processes in the I-phase anymore. In the dimerized phase, Umklapp
processes cause an eﬀective doubling of the spin phonon coupling constant in Eq. 2.24 leading
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to a doubling of the transition temperature compared to the saturation temperature in the
I-phase.
As mentioned above, the lattice distortions in the I-phase are characterized by a wave vec-
tor q = ∆q(H) + π/c where (2π/c)/q(H) denotes the periodicity of the distortion pattern
in units of the lattice constant c. In the framework of the Ginzburg-Landau formalism the
structural distortion is described by an order parameter Q. While in the dimerized phase the
order parameter is given by an alternating structural distortion with a constant dimerization
amplitude (−1)nQ the incommensurate phase is featured by a modulation of Q with the
wave vector ∆q(H). In the simplest case a sinusoidal modulation of the order parameter is
considered and reads:
Qn = (−1)nQ0 · cos(∆qnc0) , (2.31)
where c0 describes the original lattice constant along the spin chains [24].
One can also imagine the I-phase made of domains which are still dimerized. In this so-called
soliton-lattice model the phase of the dimerization amplitude Qn alters by π over a correlation
length ξ. The modulation is then given by
Qn = (−1)nQ0k · sn(nc0
kξ
, k) , (2.32)
where sn(x, k) stands for the elliptical Jacobi-function with modulus k ∈ [0, 1] given by the
distance of the domain walls L = πc0/∆q [33, 34]. We see two interesting cases: for k → 1
Eq. 2.32 transforms to tanh(x) describing a single soliton. For k → 0, accounting for the
decreasing soliton distance, sn(x, k) goes over to a sinusoidal modulation. Similar to ∆k(H)
(see Eq. 2.27) in the uniform phase, ∆q(H) is related to the magnetization M via
∆q
2π/c
=
M
gµB
, (2.33)
where 2π/c describes the reciprocal lattice vector of the undistorted spin chain.
2.2.2 Magnetic Frustration
So far only an antiferromagnetic exchange between the nearest neighbors has been considered.
Taking antiferromagnetic next nearest neighbor interaction into account, frustration comes
into play. The one-dimensional spin chain governed by frustration and dimerisation can be
described by the Hamilton operator
H =
∑
l
J
(
1− (−1)lδ
)
sˆl · sˆl+1 + J ′sˆl · sˆl+2 (2.34)
where δ accounts for the dimerisation and J1,2 = J(1± δ) stands for the alternating coupling
between the nearest neighbors.
In Fig. 2.7 the general phase diagram of dimerized and frustrated spin chains is depicted as
T = 0 [35]. Let us discuss the most important regions. For δ = 0 and J ′ = 0 one has a
uniform Heisenberg chain that exhibits no gap in the excitation spectrum. For δ = 0 the
groundstate remains gapless as long as the frustration ratio J ′/J does not exceed the critical
value αc = 0.2411, obtained by a numerical scaling analysis [36–38]. For J ′/J > αc and δ = 0
the groundstate is also dimerized due to spontaneous symmetry breaking, i.e., through the
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formation of singlet pairs.
Exact results for the groundstate are obtained for the so-called Majumdar-Gosh-point (J ′/J =
0.5 and δ = 0) where the groundstate is made up of spin dimers with a ﬁnite energy gap and
for the groundstate on the line 2J ′/J+δ = 1, which is a product wavefunction of independent
singlet dimers [39–41]. The system is always gapped as soon as the dimerisation (δ > 0) is
switched on. No analytical results for the groundstate can be obtained in this region.
Chapter 3
Thermal Transport in Solids
In this chapter a brief and fundamental introduction to the heat transport in solids will be
given. This chapter is not intended to be a complete summary of all heat transport mech-
anisms known, but is rather concerned with a speciﬁc selection of the basic transport prop-
erties of phonons, electrons and magnetic excitations and the interplay between them in an
experimentalist’s point of view. Detailed calculations that blur the physics are omitted here.
References will be given concerning the transport properties of “magnons” and the inﬂuence
of phonon scattering on magnetic excitations giving an overview of previous experimental and
theoretical treatments on magnetic materials.
3.1 Heat Transport by Phonons
A general expression for the thermal conductivity κ on the basis of a kinetic theory has been
given by Debye [42]. In the simplest form κ reads
κ =
1
3
cvl , (3.1)
where in the modern language c is the speciﬁc heat of the quasiparticle excitations, v the
mean velocity of these particles, and l = vτ the mean free path (τ is the relaxation time).
The theoretical problem of heat transport through an insulating solid has been treated by
various research groups [43–47]. The heat transport of phonons is essentially governed by
the scattering of phonons on the sample boundary, on lattice imperfections or on defects
and phonon-phonon scattering processes. The latter process can be distinguished in normal
or so-called N processes which conserve phonon quasi momentum and resistive or so called
Umklapp processes. Although N processes do not give rise to thermal resistance they may
have a strong impact on other resistive scattering processes as they may alter the occupation
of possible phonon states [45, 48,49].
For a quantitative description of our data, presented in chapters 5 to 8, we will use a Debye
model for the phononic thermal conductivity [45–47, 50]. Therefore I want to introduce this
central equation here:
κph =
kB
2π2v
(
kB
h¯
)3
T 3
∫ ΘD/T
0
x4exτ (ω, T )
(ex − 1)2 dx , (3.2)
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where v is the sound velocity, ΘD the Debye temperature, ω the phonon frequency, x =
h¯ω/kBT and τ (ω, T ) the mean lifetime of a phonon. The total scattering rate τ−1 is given
by
τ−1 = τ−1bd + τ
−1
pt + τ
−1
um + . . . . (3.3)
Here τ−1bd , τ
−1
pt , and τ
−1
um refer to the standard relaxation processes for conventional phonon heat
transport, i.e., to boundary scattering, scattering by point defects, and Umklapp scattering,
respectively [44]. The relaxation rate τ−1bd is obtained by τ
−1
bd = v/L with the characteristic
sample length L. As at very low temperatures this scattering process dominates in high quality
crystals and hence the mean free path l is essentially constant, the thermal conductivity
reﬂects the T 3 behavior of the speciﬁc heat.
The point defect scattering rate is given by τ−1pt = Pω4. The frequency dependency of
this scattering mechanism can be qualitatively understood. Long wavelength phonons are
less scattered on point defects than phonons with shorter wavelengths (for details see also
chapter 5).
The phonon Umklapp scattering rate is approximated by τ−1um = UTω3 exp(−ΘD/uT ) [44].
With increasing temperature this scattering scheme becomes important due to the rapidly
increasing number of phonons. Roughly speaking, the relaxation rate τ−1 will be inversely
proportional to the density of phonons nph, which are bosons. Thus, we get for the relaxation
time
τ−1 ∝ l−1 ∝ nph ∝
[
exp
(
h¯ω
kBT
)
− 1
]−1
. (3.4)
According to the Debye model Umklapp scattering sets in above a certain threshold value of
the reciprocal lattice vectors of the phonons. Hence the frequency of the phonons involved is
approximately given by
h¯ω  kBΘD/b (3.5)
where ΘD is the Debye temperature and the constant b > 1 [7, 44].
For temperatures (T  ΘD) the speciﬁc heat c is nearly constant, thus κ ∝ ΘD/bT . At lower
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temperatures (T  ΘD) c also varies with temperature, but the exponential variation in l is
so dominant that κ ∝ exp(ΘD/bT ).
The thermal conductivity of an insulator is shown in Fig. 3.1. The curve was obtained by
using Eq. 3.2 and reasonable values for the parameters1. One ﬁnds one maximum of moderate
absolute value at low temperatures.
Of course, various other processes are conceivable. For example, a process which may be-
come important in systems with sheet-like structures, is scattering on planar defects. The
scattering rate is given by: τ−1D = Dω
2. For a detailed summary of scattering rates, I refer
to [44].
3.2 Heat Transport by Electrons
In metals we have an additional electronic contribution to the thermal conductivity that may,
for fairly pure simple metals, exceed the phonon contribution. The Wiedemann-Franz law
(WFL) links the electrical conductivity with the electronic thermal conductivity via
κel = L · σ · T (3.6)
where σ is the electrical conductivity and L the Lorenz number2. The WFL holds when the
energy of each electron is conserved in each collision. At low temperatures the dominant
source of collisions is elastic impurity scattering. Hence, the WFL is to a good approximation
valid at low temperatures. At high temperatures, the scattering of electrons by thermally
excited vibrations of the ions becomes important. If the change in energy of each electron in
such a collision is small compared to kBT then it turns out that the WFL law is also valid.
This requirement is fulﬁlled for T  ΘD. In the intermediate temperature range, failures of
this law are expected [7, 51].
At very low temperatures the electrical conductivity of a metal becomes constant and ac-
cording to the WFL κel ∝ T . At higher temperatures, electron-phonon scattering becomes
eﬀective. Here, the electrical conductivity σ of a metal is to a good approximation propor-
tional to T−1 [52]. Hence, the thermal conductivity is constant. At intermediate temperatures
electron-phonon scattering lessens, thus κel increases rapidly with decreasing temperature.
There are some subtle diﬀerences between phononic and electronic heat transport which we
refer to. At the lowest temperatures the phononic and electronic thermal conductivity reﬂect
the speciﬁc heat of their excitations, respectively. This implicates that the thermal conduc-
tivity of a metal is proportional to T , while for an insulator it is proportional to T 3. One
should be aware that for phonons the constant mean free path is determined by the sample
boundary, while for electrons it is determined by lattice imperfections. This can be qualita-
tively understood if we consider the wavelengths involved. At the lowest temperatures only
those low lying acoustical phonons are excited whose wavelengths are much longer than the
interatomic spacing and thus almost unaﬀected by disorder on an atomic scale. However the
wavelengths of conduction electrons in metals are about equal to the interatomic spacing,
which in turn leads to a strong scattering of electrons on lattice imperfections on atomic
dimensions.
1ΘD = 453K, L = 0.75 mm, v = 7600 m/s, P = 7.7 · 10−43s3, U = 2.6 · 10−31s2/K, u = 5.
2For the free electron gas the Lorenz number reads: L = π
2
3
(
kB
e
)2
= 2.45 · 10−8WΩK−2.
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In conclusion, the absolute values of the purest metals (e.g., pure gold) can reach thousands
of W/Km. Insulators are usually the much poorer conductors, however, exceptions to this rule
can be found in diamond (κ(100K) ≈ 10000 W/Km) or sapphire (κ(30K) ≈ 20000 W/Km) [53]3.
3.3 Heat Transport by Magnetic Excitations
The transport of heat by phonons and electrons has been studied thoroughly. Already thirty
years ago there was a growing interest in ﬁnding experimental and theoretical evidence for heat
transport by excitations in magnetically ordered systems, and in particular in low-dimensional
quantum spin systems (see [54–57] and references therein).
At ﬁrst look one can say that magnons can inﬂuence the thermal conductivity either by scat-
tering phonons diminishing the heat transport or by transporting heat. Unfortunately, it
is more complex than this. Sanders et al. point out that a complicated interplay between
magnons and phonons is to be expected as interactions between phonons and magnons must
be present in order to obtain a heat ﬂux into the magnon system [58]. As in an ordinary
measurement of the thermal conductivity a heater attached to the sample creates at ﬁrst
phonons, a sizeable magnetic contribution can only be detected if a coupling to the phonon
system allows a temperature gradient to build up for the magnon system. Moreover, the
thermocouples which detect the temperature gradient are again coupled to the phonon sys-
tem; hence without phonon-magnon coupling, only the phononic contribution to the heat
current is experimentally detected even if the magnon heat ﬂux is immense. Based on a
phenomenological approach they obtained the relation
κmeas = (κph + κm) ·
(
1 +
κm
κph
tanh(1/2A · L)
1/2A · L
)−1
, (3.7)
where κmeas is the experimentally observed thermal conductivity, κph and κm are the phonon
and magnon contribution, respectively, and L is the sample length. The constant A is pro-
portional to τ−1/2mp where τmp is the phonon-magnon relaxation time [58]. Thus, the measured
thermal conductivity is the sum of κph + κm only if the phonon-magnon relaxation time
becomes very small (A → ∞) which just indicates a strong coupling between phonons and
magnons. If the phonon-magnon relaxation time becomes very large then κmeas = κph, and
only the phonon thermal conductivity can be measured, regardless of the magnitude of the
intrinsic magnon conductivity. An application of their theory to the ferrimagnetic yttrium
iron garnet (YIG) with short relaxation times and to the antiferromagnet MnF2 compound
with long relaxation times shows a possible magnetic contribution in YIG and little or no
magnon component in MnF2. This is well in accordance with experiment, suggesting that
almost two thirds of the zero-ﬁeld thermal conductivity is due to magnons in YIG, while a
magnetic contribution in MnF2 is absent [59].
To recapitulate, the observation of a magnetic contribution to the total thermal conductivity
is closely related to the phonon-magnon interaction, which also may considerably aﬀect the
phonon thermal conductivity. In other words magnons can act as strong scattering centers
for phonons. Experimental evidence for the scattering of phonons by magnetic excitations
leading to a strong damping of the phonon thermal conductivity in a narrow temperature
region is found in the two dimensional quantum spin system SrCu2(BO3)2. For a detailed
3The absolute values depend considerably on the impurity concentrations.
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discussion of this phenomenon, I refer to chapter 5 and the references therein.
Finally, it is worth noting that in antiferromagnets and ferrits containing paramagnetic and
diamagnetic impurities4 the thermal conductivity may be governed by mutual magnon and
phonon drag at low temperatures [60]. It is claimed that the temperature dependence of the
thermal conductivity in antiferromagnets depends considerably on the kind of impurities in
the region, where due to unilateral or mutual drag, phonons and magnons have a common
drift velocity. In the case of diamagnetic impurities, κ was found to decrease monotonically
with increasing temperature, while for paramagnetic impurities a maximum exists in κ if the
Nee´l temperature exceeds the Debye temperature.
From the above mentioned considerations, it is obvious that a separation into a phonon and
magnon component is actually impossible in the case of coupled magnetoelastic modes, where
the excitations are considered to be partially phononic and partially magnonic. In addition,
even if there are distinct magnetic and phononic contributions of the thermal conductivity
present, we are still faced with the problem of the experimental separation. A straightforward
method to separate phonons from electrons can be achieved by the use of the Righi-Leduc ef-
fect, which is the thermal analogon to the Hall eﬀect [61]. Here, the application of a magnetic
ﬁeld perpendicular to the heat current separates the electronic from the phononic contribu-
tion to κ. A tranversal temperature gradient builts up, that is correlated to the electronic
part of κ. Unfortunately, no similar technique is applicable for the separation of phonons
and magnons. What remains though, are measurements of the thermal conductivity in mag-
netic ﬁelds, as the phonon thermal conductivity does not directly depend on the magnetic
ﬁeld and/or the measurement of κ along diﬀerent crystallographic directions, exploiting the
anisotropy eﬀects of κ. Another useful but also indirect technique is the doping of the sample
aﬀecting both the phonon and magnon heat transport. The combination of these techniques
often oﬀers conclusions about the possible presence of additional magnetic contributions.
During the last few years, new low-dimensional spin systems have been discovered and have
renewed interest in measuring the thermal conductivity (κ) of compounds with unusual mag-
netic properties [1, 2, 62–65]. One reason for this is that in these materials a large magnetic
contribution κm to the heat current may be present. This has been observed, e.g., for the spin
ladder material Sr14−xCaxCu24O41 [65, 66]. In Fig. 3.2 the thermal conductivity along dif-
ferent crystallographic directions of the spin gap materials Sr14Cu24O41 and Ca9La5Cu24O41
is illustrated [66]. For both compounds a pronounced anisotropy in the heat transport is
found. Enormous maxima at about 140 K for Sr14Cu24O41 and at 175 K for Ca9La5Cu24O41
are observed for the thermal conductivity along the chain and ladder direction (κc). In
Sr14Cu24O41, low temperature maxima arise at about the same temperature for all three
crystal directions but with rather diﬀerent absolute values. Although some anomalous be-
havior for κa is apparent at higher temperatures, in Sr14Cu24O41 (see inset of Fig. 3.2) the
thermal conductivities perpendicular to the chains and ladders (κa, κb) can be interpreted in
the framework of a usual phonon thermal conductivity for both compounds. An interpreta-
tion of the unusual thermal conductivity along the c-axis was already given by Sologubenko
et al. for Sr14Cu24O41 [65]. They ascribed the high temperature maximum to a magnetic
contribution that adds to the phononic one, giving rise to the low temperature maximum.
The additional ﬁndings in Ca9La5Cu24O41 strongly support their suggestions.
First, the strong suppression of κph in comparison to the stoichometric compound combined
4To my knowledge no results for ferromagnetic materials have been published.
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Figure 3.2: Left: Thermal conductivity of Sr14Cu24O41 along the three crystallographic axis a,b
and c, respectively. The solid line shows a phonon ﬁt to κc. The inset shows the enlarged high
temperature region for κa and κb normalized to the value at 300 K. Right: Thermal conductivities
κa and κc of Ca9La5Cu24O41 along the a and c direction. The solid line represents a hypothetical
phonon contribution to κc. According to C. Hess [66].
with the increase of κc at high temperatures, supports the idea that there are two indepen-
dent contributions to the heat transport. Second, other possible additional contributions can
be excluded due to the electronic properties of the two compounds concerning their diﬀerent
hole concentrations and the very diﬀerent ordering phenomena [66].
Through a detailed theoretical analysis, Hess et al. determined from the thermal conductivity
data the mean free path that is in both compounds very large (several thousand A˚). Rea-
sonable spin gaps are obtained by ﬁtting their experimental curves with a model for magnon
thermal conductivity, which backs the interpretation that the high temperature peak is caused
by an additional magnetic contribution for both materials. To summarize, the spin ladder
compounds are by far one of the most reliable candidates for two more or less independent
contributions to κ comprising a phonon contribution and a sizeable magnon contribution.
However, there are various other studies on the thermal conductivity in low dimensional spin
systems where magnetic contributions are discussed, such as KCuF3 [67], Yb4As3 [68] and
the spin-Peierls compound CuGeO3 (see Chapter 6 and the references therein). Recently,
measurements of the thermal conductivity on the quasi-one-dimensional spin S = 1/2 chain
compounds SrCuO2 and Sr2CuO3 have been reported [69]. The thermal conductivity data
resemble closely those of the spin ladders. Again, κ along the spin chains exceeds in both
compounds the thermal conductivities perpendicular to the chains, and in addition, moder-
ate maxima at about 60 K for SrCuO2 and at 100 K for Sr2CuO3 are observed for the heat
transport along the chains only. Yet, the discrimination of phonon and magnon contributions
is very diﬃcult here because an unambiguous separation of the phonon background is appar-
ently not possible. Nevertheless, a substantial magnetic contribution to the heat current at
high temperatures is very likely in these low dimensional compounds.
There are still, however, many unsolved problems concerning the transport of energy by mag-
netic excitations. Some of these problems are, the unusual size and temperature dependence
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of the magnetic contributions in the spin ladders, the relation between the topology of the spin
system and its transport properties, and the impact of scattering processes among the excita-
tions or with other quasiparticles such as phonons on the heat transport. A straightforward
phenomenological model for heat transport by magnetic excitations presented in chapter 6
for CuGeO3 reveals that the knowledge concerning whether “magnon-magnon” scattering is
important or not could considerably simplify the interpretation of the experimental ﬁndings.
Unfortunately, a theory based on microscopic grounds for heat transport in spin systems has
not yet been developed.
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Chapter 4
Experimental
One objective of this thesis is to set up a device for measuring the thermal conductivity in
the temperature range between 2.2 and 300 Kelvin and in high magnetic ﬁelds. First, I will
describe the basic method for measuring the thermal conductivity on bulk material, then I will
give a detailed discussion of the experimental setup. The measurement device for electrical
resistivity measurements is explained elsewhere [70], therefore only a short description of the
main aspects and the essential features performing these resistivity measurements on organic
systems is given here.
4.1 Thermal Conductivity
There are various techniques available for measuring the thermal conductivity, e.g., the com-
parative method, the 3ω-technique and the standard steady state method [71–73]. Even
though the 3ω-technique has the advantages of acquiring the temperature dependence of the
thermal conductivity much more readily than other techniques and of minimizing radiation
losses at temperatures above 100 Kelvin (discussed in this chapter), this method is for prac-
tical reasons diﬃcult to apply on samples where the thermal transport properties depend
strongly on the crystallographic directions [71, 74]. The method of choice is therefore the
diﬀerential steady state method, which is very reliable and well established [75].
Sample Holder
Sample
T0
T >T1 0
Heater
	T
Ih
Uh
Uth
Thermocouple
Figure 4.1: Diﬀerential Steady State Method.
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A scheme of this method are shown in Fig. 4.1. A heater placed on top of the sample generates
a heat current passing through the sample. The sample is anchored to the sample holder,
which is on a stable base temperature T0. A temperature gradient builds up which can be
detected, for example, by a thermocouple.
The relation used to determine the thermal conductivity κ can be derived from its deﬁnition:
jq = −κ · ∇T . (4.1)
This holds for an isotropic and electrical insulated sample. According to Eq. 4.1 a heat current
jq through a sample is related to a temperature gradient along the sample, which has to be
measured. The minus sign indicates that heat ﬂows down a temperature gradient from the
hotter to the colder region. It should be mentioned that for crystals that do not have cubic
symmetry, Eq. 4.1 must be replaced by
ji = −κij · ∂T
∂xj
, (4.2)
where κij are the elements of a second rank tensor. To measure the thermal conductivity of
anisotropic samples, one therefore has to refer to the principal axis.
The heat current through the sample can be written as
jq =
P h
A
, (4.3)
where P h is the heater power and A the cross section of the sample. The measurement
of the temperature diﬀerence along the sample is carried out by using carefully calibrated
thermocouples (Section 4.1.2).
For a small temperature gradient the following relation holds
∇T = ∆T
l
, (4.4)
with ∆T the temperature diﬀerence and l the distance between the endpoints of the ther-
mocouple ﬁngers. The relation between the temperature diﬀerence ∆T, the thermopower
S(T,B) of the thermocouple and the corresponding voltage drop ∆Uth is given by:
∆T =
∆U th
S(B, T )
, (4.5)
where S depends on the temperature and on the magnetic ﬁeld. Combining the above equa-
tions yields κ:
κ =
P h · S(B, T )
∆U th
· l
A
. (4.6)
In order to measure the power P h supplied by the heater, a four-wire method is applied
where a Knick J152 Source supplies a constant current. The voltage across the heater is
detected by a Keithley 2000 multimeter. The base temperature T0 can be stabilized within
0.1 mK below 10 Kelvin and within a few mK above 10 Kelvin using a Neocera temperature
controller in combination with a Cernox temperature sensor. Making use of the high resolution
thermocouples (see Section 4.1.2) in combination with the high temperature resolution ∆U th
can be resolved within < 10 nV using a Keithley 2182 nanovoltmeter. The relative accuracy
of κ is therefore within a few percent, the absolute accuracy is of the order of 10 to 15 %
which has to be attributed to uncertainties in the sample geometries and possibly ill-deﬁned
distances between the thermocouple ends.
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4.1.1 Sample Insert and Cryostat
The schematics of the sample insert are shown in Fig. 4.2. Essentially, the measurement de-
vice consists of two parts – a stainless steel tube and an inset designed to measure transport
quantities, e.g., the thermal conductivity.
The steel tube together with the top section containing eight pin connectors form a single
vacuum space that is evacuated via a NW40KF port. The vacuum space should be brought
to pressure ≤ 10−5 mbar because the thermal conductivity is measured adiabatically. The
cooling device comprises of a brass tube that is soldered to the steel tube and a cooling stage
made of oxygen free copper.
In order to establish a good thermal contact, a thin ﬁlm of Apiezon-N grease is put on the
contact surfaces of the brass tube and the cooling stage. The cooling of the sample holder
and the sample takes place via the measurement leads that are thermally anchored to the
cooling stage. However, the thermal contact between the sample holder and the cooling stage
mediated by the thin measurement leads is not suﬃcient to reach the lowest temperatures.
Therefore a cooling switch allows control over the cooling rate and permits operation at tem-
peratures down to ≈ 2 Kelvin.
The switch consists of two parts – a copper link and a stainless steel capillary tube which
serves as the cooling link control. The copper link is thermally anchored to the cooling stage
via a copper ribbon. The ribbon is glued with GE-varnish to the top of the link and to the
stage, respectively. The lower part of the link is needle shaped and ﬁts into the drill-hole of
the sample holder. Highly ductile Indium is put into the drill-hole to guarantee good thermal
contact. The cooling power can be controlled by the quality of the thermal contact between
the copper link and the drill-hole.
The inset is suspended from the lower part of the top section on four capillary tubes that
are also used as runnings for the measurement leads. To minimize oﬀset voltages caused by
temperature diﬀerences in the leads and to avoid heat conduction from the hot to the cold end
of the insert, one couples them thermally to the cooling stage. This is achieved by winding
the leads around small copper pins which are prior evaporated with a thin ﬁlm of Delta Bond
152 (two-component adhesive) to ensure electrical insulation.
It is important to note that the material and the diameter of the leads have to be chosen
carefully. By experience, 50 µm copper wires should be used for measuring the voltage of the
thermocouple. To measure the resistivity of the temperature sensors, a four-wire technique
is used, where all of the leads are made out of 100 µm manganin. Furthermore, the Hall-
probe is connected to 50 µm current leads made of copper and to 100 µm manganin leads for
measuring the voltage. Finally, two heaters have to be connected: the heater for the sample
holder which establishes a constant base temperature between 2.3 and 300 Kelvin, and the
heater on the top of the sample generating the temperature gradient. As the heater for the
sample holder has to sustain relatively high currents, 100 µm copper supplies are used. All of
the leads of the small sample heater are made of copper wires with diameters less than 50 µm.
A detachable socket made out of oxygen free copper and provided with various copper pins,
is ﬁxed with screws to the sample holder. All measurement leads are soldered to the pins
in order to keep the ends of the leads at the same temperature. This is found to be neces-
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Figure 4.2: Schematics of the sample insert.
sary especially for the thermocouple leads (for further details see section 4.1.2). A radiation
shielding and the heater surround the sample holder. Both are coated with a thin gold ﬁlm
to prevent oxidation radiation losses.
In conjunction with the measurement device described above, a cryomagnetic system was
completed composed of cryostat1 and vacuum pumps to operate the measurement device.
The cryostat consists of a high ﬁeld superconducting magnet designed to produce ﬁelds of
15.8 Tesla in normal operation and in excess of 17 Tesla when using the λ-plate refrigerator
that maintains the liquid helium at 2.2 Kelvin. For details, please refer to [75,76].
1Cryogenic Ltd, London, UK.
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4.1.2 Calibration
The calibration of the thermocouples is completed in two steps. First, one calibrates two
Lakeshore Cernox 1050-BC temperature sensors between 2.2 Kelvin and 300 Kelvin using a
Lakeshore CX-1050-AA sensor as a reference2. The uncalibrated temperature sensors and the
reference sensor are carefully mounted on the sample holder.
The absolute value of the temperature is detected using the reference sensor together with a
Neocera Temperature Controller LTC-213. A second LTC-21 is used monitoring the resistivi-
ties of the Cernox sensors, which are measured by a four-wire technique. The Cernox sensors
can be operated with 1 µA, 3 µA and 10 µA. It is recommended to use 10 µA at temperatures
above 10 Kelvin. Below 10 Kelvin, currents of 1 or 3 µA are appropriate to reach the lowest
temperatures of ∼ 2.2 Kelvin because the heat power produced by the sensor is already of the
order of 0.01 Watt. To record the reference temperature and the voltages of the uncalibrated
sensors, a LabView program was implemented. The accuracy of the resistivity versus tem-
perature curves of the Cernox sensors are crucial for the thermocouple calibration procedure.
Below 10 Kelvin the absolute values of the temperatures of the two sensors diﬀer less than
1 mK. With increasing temperature the sensitivity goes down and the diﬀerence can reach 20
mK at 300 Kelvin.
Second, the thermopower calibration is conducted. Two types of thermocouples are cali-
brated:
 AuFe-Chromel-P (gold with 0.07 % iron) thermocouples4 with a diameter of 76 µm
per wire. A remarkable feature of this thermocouple is the high thermopower at low
temperatures, which makes them suitable for low temperature measurements. The
thermopower below 30 Kelvin depends strongly on magnetic ﬁeld, therefore a magnetic
ﬁeld calibration is absolutely necessary.
 Constantan-Chromel-P thermocouples which have much higher thermopowers compared
to AuFe-Chromel-P thermocouples at temperatures above 50 K. Their magnetic ﬁeld
dependence is almost negligible at higher temperatures (< 10% for T > 50 K)2. This
type of thermocouple is therefore most suitable for high temperature measurements
because no magnetic ﬁeld calibration is necessary and a high signal-to-noise ratio is
achieved.
The calibration of the thermocouples in zero magnetic ﬁeld is straightforward. One needs
the two carefully calibrated temperature sensors, a heater generating a temperature gradient,
quartz glass as a thermal insulator, and a little sapphire tile as a good thermal conductor
(Fig. 4.3). The two calibrated temperature sensors are carefully mounted on the sample
holder. One end of the thermocouple is placed close to temperature sensor 1 and the other
close to temperature sensor 2. The temperature diﬀerence between the endpoints causes a
voltage drop across the thermocouple, which is measured by a Keithley 2182 nanovoltmeter5.
I want to emphasize that the other ends of the two Chromel-P wires have to be at the same
temperature T 0, which can be achieved by proper thermal anchoring.
2Lake Shore Cryotronics, Inc. Ohio, USA.
3Neocera Inc., Beltsville, USA.
4Leico Ind., Inc., NY, USA
5Keithley Instruments, Inc. Cleveland, Ohio, USA.
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Figure 4.3: Setup for calibrating the thermocouples.
The determination of the thermopower of the thermocouples is sketched now. For small
temperature diﬀerences the diﬀerential thermopower ∆S is given by
∆S = SChromel − SAu = ∆U −∆Uoffset(T 2 − T 1)−∆T offset , (4.7)
where T 1,2 denotes the temperatures measured by sensor 1 and 2 respectively.
Even if the heater is switched oﬀ, there is always a small oﬀset voltage ∆Uoffset caused by
measurement supplies and soldering joints and a small oﬀset temperature ∆T offset between
the Cernox temperature sensors due to, e.g., calibration errors. One minimizes these errors
by conducting the following measurement sequences:
 Stabilize the base temperature via sensor 1 while the heater is switched oﬀ.
 Measure the oﬀset voltage ∆Uoffset and the temperature ∆T offset.
 Switch on the heater, stabilize the base temperature again and measure the voltage
drop ∆U and T 2 − T 1.
 Calculate ∆S via formula 4.7.
In order to check the validity and reproducibility of the procedure, several thermocouples of
each type with diﬀerent wire lengths are calibrated. The diﬀerences between the compared
thermopowers are very small (< 1%). Hence, the calibration procedure is reliable and of high
accuracy.
To identify and qualify systematic errors in the measurement of κ, it is essential to mea-
sure standards, i.e, materials with known and established thermal conductivities. Among the
materials available [74], I decided to carry out the test measurement on quartz glass (SiO2) 6
because the thermal conductivity versus temperature curve which has been measured by
various researchers [53] is “universal” and shows a striking feature, namely a temperature
independent plateau around 5 Kelvin. Furthermore, the material can be tailored easily.
6Herasil 1, Heraeus Inc., Mainz, Germany.
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As the thermal conductivity of glasses are in general very poor it is important to mini-
mize errors due to radiation loss and to avoid the shunting of the sample by the thermocouple
itself. Therefore the test measurement is conducted on a quartz glass sample in a rectangular
bar shaped form with a large square cross section A of 5× 5 mm2 and a length l of 10 mm.
The quartz glass is glued onto the sample holder with GE-varnish, the thermoelement couple
is ﬁxed to the sample by Delta Bond 152, with a spacing ∆x of the thermocouple ends of
≈ 2 mm.
In general, the heat does not ﬂow entirely through the sample. There is always a minor
fraction ﬂowing through the thermocouple and through the leads of the sample heater. As
the heater leads are made of very thin and long manganin or copper wires (< 50µm), heat
losses through these wires are almost negligible.
However, the gold wire of the thermocouple is connected in parallel to the sample. It is
therefore necessary to make sure that the sample is not thermally shunted by the gold wire7
(see Fig. 4.1). The measurement error δ caused by the gold wire is roughly estimated by:
δ =
κgold
κsample
· Agold
Asample
· ∆xsample
lgold
. (4.8)
The thermal conductivity of pure gold can reach values of the order of 1000 W/Km [77]. The
value of κ of quartz glass at 10 Kelvin is of the order of 0.1 W/Km [53]. The error δ estimated
from Eq. 4.8 is then approximately 10 %. It is reasonable to assume that the error is much
smaller than calculated above because of two main reasons. First, the absolute value of κ
for the gold-0.07%-iron wire is greatly reduced compared to pure gold due to point defect
scattering caused by the iron impurities [78]. Second, Delta Bond 152 used to contact the
thermocouple to the sample is a very poor thermal conductor.
At higher temperatures the eﬀect of heat radiation losses might become important. The
heat current caused by radiation reads:
Q˙rad = σSBAsample
(
T 4s − T 40
)
. (4.9)
where σSB is the Stefan-Boltzmann constant and  (0 <  < 1) is the emissivity, which is close
to 1 for glasses [79]. Ts and T0 denote the sample and environment temperature, respectively.
In order to estimate the heat from blackbody infrared radiation one can make the simplifying
assumptions that the sample loses heat only from the side surfaces and not from the top
or from the attached heater. Assuming that the average temperature of the sample sides is
T0 + ∆T/2 and taking only the leading term in ∆T one gets
Q˙rad ≈ 2σSBAsampleT 3s ∆T . (4.10)
Finally, the error due to radiation loss is approximately
Q˙rad
jqA
≈ 8σSBT
3
s
κ
l2√
A
(4.11)
where jq is given by Eqs. 4.1 and 4.5. At 300 Kelvin the radiation error is roughly estimated
to ≈ 10 % for a SiO2 sample with the above dimensions.
7I neglect errors possibly caused by heat currents through the Chromel-P leads.
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Figure 4.4: Test measurement on a SiO2 sample (open circles) using AuFe-Chromel thermocou-
ples. Data points with errorbars represent the recommended curve, based on a compilation of
data by several researchers [53].
From Eq. 4.11 we infer that radiation loss can be minimized by measuring samples of a large
cross section A and of a small length l. Subsequently, I show a comparison between the test
measurements on our quartz glass sample and the recommended curve based on a compilation
of thermal conductivity data of various samples.
In Fig. 4.4 the experimental results are illustrated. The data obtained agree with the recom-
mended curve within a few percent. Around 5 K the plateau is clearly visible. Even more, at
temperatures well above 100 K where errors due to blackbody infrared radiation may become
important, the data is very close to the reference curve. I conclude, that the thermocouple
calibration is reliable and precise. This is conﬁrmed by the agreement between the zero mag-
netic ﬁeld thermal conductivity measurements on quartz glass and previous results.
I will now depict the calibration of the thermocouples in external magnetic ﬁeld. Quartz
glass is a material with a magnetic ﬁeld independent thermal conductivity. This permits the
application of the steady state method to calibrate the thermocouples in magnetic ﬁelds.
One simply measures, according to Eq. 4.6, the known thermal conductivity of a quartz glass
sample in various magnetic ﬁelds. The thermopower S(B,T) depends on the magnetic ﬁeld
causing a voltage change ∆U th that is detected. Besides the thermopower S, all other quanti-
ties in Eq. 4.5 and 4.6 are ﬁeld independent8, κ included. Thus, the magnetic ﬁeld dependent
thermopower S(T,B) can be calculated back via Eq. 4.5 and 4.6.
I remark that the calibration of the thermocouples in magnetic ﬁelds from 1 to 17 Tesla in
one Tesla steps is accomplished on the same quartz glass sample on which the zero ﬁeld mea-
8The small ﬁeld dependence of the Cernox temperature sensors can be neglected [80].
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Figure 4.5: Thermopower S of a AuFe-Chromel-P thermocouple for various magnetic ﬁelds.
With increasing magnetic ﬁeld the thermopower is strongly enhanced at low temperatures (inset).
surements have been performed in order to avoid discrepancies due to diﬀerent geometry.
In Fig. 4.5 a selection of curves are plotted demonstrating the strong dependence of the
thermopower S on magnetic ﬁelds below ≈ 50 Kelvin. The ﬁeld dependence is mainly at-
tributed to the Au(0.07Fe%) wire [81]. The data qualitatively agree with earlier results found
by various authors [82, 83]. However, there are huge diﬀerences at low temperatures in the
sensitivity; the magnetic ﬁeld dependence of S alters considerably even for thermocouple
wires obtained by the same company. It is therefore advisable to check the validity of the
calibration of diﬀerent thermocouples from time to time.
The Constantan-Chromel-P thermocouple shows the highest sensitivity above 40 K among the
standard thermocouples, typically used for low temperatures measurements [80]. As shown in
Fig. 4.6, the magnetic ﬁeld dependence can be neglected above 50 K. At lower temperatures
the magnetic ﬁeld dependence grows. However, compared to the AuFe-Chromel thermocou-
ples the ﬁeld dependence is almost negligible.
Comparing the two types of thermocouples it is better to use the AuFe-Chromel-P thermo-
couple at temperatures < 30 K, because the signal-to-noise ratio for Constantan-Chromel-P
becomes very small. At higher temperatures one can take advantage of the larger thermopower
of the Constantan-Chromel-P thermocouple.
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Figure 4.6: Thermopower S of Constantan-Chromel-P thermocouple for two diﬀerent magnetic
ﬁelds. Obviously, at higher temperatures the magnetic ﬁeld dependence of the thermopower is
negligible.
To perform thermal conductivity measurements of the spin-Peierls system CuGeO3 in the
I-phase, the thermocouples had to be calibrated at very high magnetic ﬁelds (up to 30 T)
and low temperatures (∼ 2 K) 9. In Fig. 4.7 the thermopower as a function of the magnetic
ﬁeld is shown. The solid line denotes the result of the calibration procedure conducted for
magnetic ﬁelds up to 17 T in a standard cryomagnetic system with a superconducting magnet
(the “line” results from the interpolation scheme discussed below). The points are the results
of the thermopower obtained in the High-Field Laboratory. The high ﬁeld data conﬁrm the
previous data well. Obviously, at lower ﬁelds the data match perfectly.
The decreasing signal-to-noise ratio with increasing magnetic ﬁeld is attributed to vibrations
of the measurement setup caused by the water cooling of the hybrid magnet system.
To obtain the thermopower for measurements in magnetic ﬁelds diﬀerent from those obtained
by the calibration procedure, I implemented an interpolation routine [84]. In the following, I
will mention the important points.
The calibration procedure gives the thermopower S of the thermocouples as a set of data
points S(Ti, Hj) forming a two dimensional mesh, whereas S is a function of temperature T
and applied magnetic ﬁeld H. As we do not have an analytic expression for S(T,H) that let us
calculate its value at an arbitrary point, interpolation methods must be used. Two methods
are applied: a simple bilinear and a so-called bicubic interpolation scheme. The ﬁrst is used at
the mesh boundary, because no second derivative can be obtained numerically, which means
that the gradient of the interpolated function changes discontinously at the boundary of each
9The calibration of the thermocouples were completed at the High Field Laboratory in Nijmegen (Nether-
lands).
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Figure 4.7: Thermopower of AuFe-Chromel thermocouple at 4 Kelvin in magnetic ﬁelds up to
25 Tesla. The solid lines denotes the calibration result obtained by conducting the measurement
in a standard cryogenic system equipped with a superconducting magnet. The ﬁlled circles denote
the measurement conducted in a High-Field Laboratory (see text).
grid square. For our purposes the bilinear interpolation scheme is suﬃcient. The second
interpolation scheme increases the accuracy and smoothness inside the mesh. For further
information about the algorithms used, please refer to [85].
4.1.3 Contacting the Samples
A large amount of experience in experimentation is necessary to contact the samples accu-
rately. Diﬀerent samples require diﬀerent techniques in contacting the thermocouples to the
sample and mounting the crystals onto the sample holder. In this section I will describe the
methods used to measure the thermal conductivity of low-dimensional spin systems with high
accuracy.
CuGeO3
The sheet-like structure of the CuGeO3 crystals makes it diﬃcult to obtain reliable results
from the thermal conductivity along all three crystallographic axes. The way chosen to
perform the measurements along the b and c axis within high accuracy is to cut thin slices
from a bulk sample. This is easy because CuGeO3 cleaves within the b-c-plane. Attention
has to be given so that the surface within the b-c-plane is ﬂat and glossy. The sample is then
glued (using GE-varnish) with the small a-c- or a-b surface, depending on the measurement
direction, onto the sample holder. In order to balance diﬀerent thermal expansion coeﬃcients
between the sample and the holder, one puts a small piece of paper (∼ 25 µm thick), soaked
with GE-varnish inbetween. Establishing an excellent thermal contact between the sample
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and the sample holder is an essential factor in deriving reliable measurement results. Therefore
it is advantageous to use additional copper foils as supporting planes between the sample and
the sample holder. A small SMD-Chip-resistor, which serves as the heater, is glued with
GE-varnish onto the top of the sample in order to generate a heat current (shown in Fig. 4.1).
As the sample is an electrical insulator, no insulating layer must be deposited prior to placing
the heater on top of the sample.
The SMD-resistors are available in diﬀerent sizes, permitting small thermal conduction losses
between the sample and the heater. The resistance ranges from ∼ 100 Ω to ∼10 kΩ. To
be sure that almost all the heat, produced by the resistor, enters the sample, copper wires
of diameter ≤ 50 µm and of length ∼ 5 to 10 cm are soldered to the heater. For CuGeO3
accurate results can be obtained only if one glues the thermocouples onto the b-c-planes
because the material cleaves easily.
For the same reason it takes a lot of eﬀort to measure the thermal conductivity of CuGeO3
along the a-axis. The heat transport in this direction is dominated by the sheet-like structure.
This causes diﬃculties in reproducing the thermal conductivity curves. Therefore I had to
conduct a vast number of thermal conductivity measurements to verify the results. This is
very time consuming and thus I measured the thermal conductivity along the a-direction only
on pure CuGeO3.
SrCu2(BO3)2 and Sr2CuO2Cl2
Despite their anisotropic properties SrCu2(BO3)2 and Sr2CuO2Cl2 are easier to handle than
CuGeO3 and can be contacted and mounted in a common way. A detailed treatise of this is
given by Uhlenbruck [75].
The Bechgaard Salts
Heat transport measurements on the organic compounds (TMTCF)2X are diﬃcult to con-
duct. There are several reasons for this. First, these materials are very brittle and diﬃcult to
Figure 4.8: Thermal conductivity measurement setup for the organic (TMTCF)2X compounds.
The organic sample (black) is ﬂexibly mounted to the holder by a gold wire (left end of the
sample). The SMD-chip resistor is seen on the right end of the sample. The spiral wires belong
to the thermocouple.
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Figure 4.9: Thermal conductivity of La0.875Sr0.125CoO3 as a function of temperature of two sam-
ples. The solid and dashed lines denote the measurements on the large La0.875Sr0.125CoO3 sample
in zero magnetic ﬁeld and in 15 T. The thermal conductivity of the small La0.875Sr0.125CoO3 sam-
ple in zero magnetic ﬁeld (◦) and in 12 T () agree with κ of the large sample perfectly. Inset: κ
of the small sample with a “suitable” heater (•) and of the same sample with an oversized heater
(◦) . For discussion see text.
handle. Second, they are sensitive to solvents, e.g., to acetone. Hence, one has to replace the
common solvents with others in order to clean the samples. Finally, while cooling down the
samples mechanical stress can cause microcracks or in the worst case the crystal can break.
A solution to this dilemma is ﬂexible thermal coupling between the sample and the holder to
balance the stress caused by thermal expansion.
The experimental setup is shown in Fig. 4.8. A thin gold wire or copper ribbon is soldered to
a small copper foil that is glued to the sample holder. On one end the sample is ﬁxed with
standard silver paint to the gold wire. The thermocouples are attached with GE-varnish to
the sample and a minute SMD-Chip resistor is glued onto the other end of the organic sample.
As the thermal conductivities of the organic conductors are low [86,87] and the cross section
is very small, the surface-to-volume ratio is increased and losses due to blackbody radiation
may become important (see Eq. 4.11). In addition, heat may ﬂow through the thermocouple
or heater leads. We can eliminate the second of these problems by using very long thermo-
couples (≈15 cm). The copper leads of the heater are ≈ 10 cm long and ≈ 30 µm thick.
Radiation losses are minimized by shortening the samples according to Eq. 4.11 to an overall
length of ≈ 2 mm.
A straightforward test of our setup was carried out by measuring a large “reference” sample,
where errors due to radiation are negligible, with a cross section of 4 × 3 mm2 and a length
of 8 mm in the normal way and another sample of the same type with dimensions comparable
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Figure 4.10: Thermal conductivity of GE-varnish. The line is a guide to the eye.
to the organic systems (cross section: 0.5× 0.4 mm2) with the modiﬁed setup.
The sample of our choice was La0.875Sr0.125CoO3 because the absolute values of κ are known
and the thermal conductivities of the (TMTCF)2X salts and La0.875Sr0.125CoO3 are compa-
rable to each other over the entire temperature range. Furthermore, La0.875Sr0.125CoO3 has a
black surface and therefore a similar emissivity  (see Eq. 4.11) can be expected. From an ex-
perimental point of view, the advantage is that the material can be cut easily in a rectangular
form. The test measurements conﬁrm the validity of the setup (Fig. 4.9). Small diﬀerences
between the thermal conductivity results may be due to black body infrared radiation at
high temperatures. The discrepancies at low temperatures can be attributed to diﬀerences
in the point defect scattering rates of the samples [78]. A note of caution: Measuring small
samples with small absolute values of κ may render the wrong results at high temperatures
if an oversized heater is attached to the sample, as illustrated in Fig. 4.9 (inset). The error
at high temperatures is most likely due to radiation loss. Thus, it is necessary to use suitable
heaters with cross sections equal to the cross section of the sample.
Finally, a general remark has to be made about the thermal conductivity of GE-varnish.
The heat conduction is actually, even at room temperature, very poor and drops with de-
creasing temperature (Fig. 4.10). One should therefore minimize as much as possible the
spacing between sample, heater and heat sink.
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4.2 Electrical Resistivity
The electrical resistivity measurements are carried out on the organic systems (TMTCF)2X
along the crystallographic a axis using the standard four-wire technique. While cooling
down the sample from room temperature, one measures the voltages and currents quasi-
continuously. Oﬀset voltages (currents) in the dc-measurement are compensated by changing
the polarity.
The major problems arising in conjunction with these organic compounds are manifold. First,
the electrical resistivity varies over seven orders of magnitude for (TMTTF)2PF6 between 4
and 300 Kelvin, which becomes insulating at low temperatures. One has to take care that
the input impedance of the voltmeter does not become comparable to that of the sample
to be measured. Therefore, a Keithley 2400 sourcemeter (input impedance > 1010 Ohm)
with sourced voltage and limited current is used in order to get the resistivity versus temper-
ature curve in one turn without changing the measurement setup. To avoid heating eﬀects
at low temperatures, the compliance limit is set to 100 µA and the voltage is ﬁxed at 10 Volts.
The resitivities of the organic conductors (TMTSF)2PF6 and (TMTSF)2ClO4 are determined
by a conventional lock-in technique using an Ithaco 3961B two-phase lock-in ampliﬁer, where
the output frequency is set to 87 Hz. A current of some microamperes is passed through the
sample so that the corresponding voltage can be easily detected by the lock-in ampliﬁer. In
case of (TMTSF)2ClO4 the voltage across the sample becomes so small at low temperatures
that a Stanford preampliﬁer SR560 has to be used, maintaining the same current. A detailed
description of the measurement setup is given in [70].
Second, the samples are very fragile so that microcracks cause kinks in the resistivity ver-
sus temperature curves if the samples are cooled down too fast. It is remarkable that these
cracks have a much stronger impact on the electrical resistivity than on thermal conductivity
measurements. It has turned out that cooling rates below 0.2 K/min between temperatures
of 300 and 100 Kelvin and rates of 0.5 K/min between 100 and 4.2 Kelvin are necessary to
prevent damage of the sample and to allow decent measurement times. Because cracks appear
often at high temperatures, it is advisable to operate in this temperature region at even lower
cooling rates.
Last but not least contacting these fragile samples turns out to be diﬃcult in the sense that
elastic tension from the measurement leads may damage the crystals. These tensions can be
avoided by pasting thin gold wires with diameters of ≈ 30µm, instead of copper leads of the
same diameter, to the sample. Before the four gold wires are glued with silver paint onto
the sample, four gold pads are evaporated onto the sample to minimize contact resistances.
Experience shows that the thickness of the gold pads should be between 50 and 100 nm, suf-
ﬁcient for low contact resistances and for circumventing the loosening of the gold pads from
the sample during the cooling process.
Let us continue with the discussion of the accuracy of the measurement. In order to get
the absolute value of the resistivity, the geometrical factor l/A, where l denotes the distance
between the voltage leads and A denotes the cross section, must be determined.
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There are two main reasons why fairly large errors from the geometrical factor l/A arise:
 The crystals are long thin needles which cannot be tailored and are often odd-shaped.
This makes the determination of A very diﬃcult.
 It is a problem to deposit the silver paste exactly onto the gold pads so that the distance
between two blots of silver paint turns out ill-deﬁned.
In addition, more and more cracks are created when cycling the temperature, which prevents
the reproducibility of the resistivity curves. Surprisingly, the thermal conductivity is not
very sensitive to such microcracks and therefore well reproducible. Due to these reasons
comparing diﬀerent samples in view of the crystal quality on the basis of electrical resistivity
measurements is more or less impossible. As a rule of thumb one can say that the absolute
values of ρ can be estimated only within a factor of two or three.
Chapter 5
SrCu2(BO3)2
SrCu2(BO3)2 can be viewed as the experimental realisation of the well-known Shastry- Suther-
land model, studied by theoreticians already in the early eighties [88]. A unique spin arrange-
ment is present in this compound that has led to a pronounced interest in studying this
low-dimensional quantum spin system, where the ground state is non-magnetic and a ﬁnite
energy gap in the magnetic energy spectrum exists.
Among the many compounds realizing low-dimensional spin systems, SrCu2(BO3)2 facilitates
a detailed theoretical understanding of low-dimensional magnetic systems due to its simple
structure and the lack of additional complicated structural phase transitions. Even more, the
ground state can be solved exactly, allowing a detailed investigation of the magnetic proper-
ties.
In this chapter I will ﬁrst discuss the structural and magnetic features of SrCu2(BO3)2. We
will see that the gap does depend on the topology of the spin arrangement and the relevant
exchange constants. Our experimental results for the thermal conductivity will be shown
as a function of temperature and of a magnetic ﬁeld along two crystallographic directions.
Then, I will focus on some theories dealing with resonant scattering of phonons by magnetic
excitations. It is shown that spin-phonon coupling in conjunction with spin conservation has
to be taken into account to describe our experimental results. I will show that because of the
uncomplex circumstances in SrCu2(BO3)2, mentioned above, the thermal conductivity, which
as a transport quantity is a challenge for theoreticians, can be well modeled and understood.
5.1 Structure and Magnetism
The crystal structure of SrCu2(BO3)2 is depicted in Fig. 5.1. At room temperature the com-
pound has a tetragonal unit cell1 with the cell constants of a = 8.995A˚ and c = 6.649A˚. It
consists of CuBO3 layers in the a-b plane made up of (BO3)3− groups and Cu2+ ions, sep-
arated by nonmagnetic Sr2+ ions. A closer inspection of the lattice reveals that the CuBO3
layers do not form planes but show a distinct buckling, meaning the distance between Cu2+
ions sitting on two adjacent planes is 3.5930A˚ or 4.2325A˚, respectively.
The projection along the c axis reveals the interesting magnetic structure formed by the
Cu2+ spins, carrying spin s=1/2 (Fig. 5.2 a). The nearest copper moments couple via su-
perexchange over two symmetrically equivalent oxygens, belonging to adjacent (BO3) groups.
1The system undergoes a 2nd order structural phase transition at 395 Kelvin, discussed in detail in Ref. [89].
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Figure 5.1: The low temperature crystal structure of SrCu2(BO3)2.
Considering the dimer bridging angle (Cu-O-Cu) of 102.42◦, one expects an antiferromagnetic
intradimer exchange according the Goodenough-Kanamori rules. An additional pathway for
next-nearest-neighbor interactions is provided by the (BO3)3− groups. Assuming antiferro-
magnetic interdimer coupling, one gets a strongly frustrated magnetic system where each spin
is coupled to pairs of spins on dimers.
If one neglects to a ﬁrst approximation the interlayer exchange constant J⊥/J1 ranging from
0.094 to 0.21, SrCu2(BO3)2 can be considered as the experimental realisation of a two-
dimensional spin system with orthogonally connected dimers. The model system has already
been studied by Shastry and Sutherland [88]. In Fig. 5.2 b), c) the mapping from the real lat-
tice to the corresponding model lattice is shown. The solid lines indicate intradimer coupling
(J1) and the dashed lines symbolize the interdimer interaction (J2). In order to understand
the basic features of the system, let us ﬁrst focus on the original Hamiltonian describing well
the thermodynamic properties. The Hamiltonian reads:
H = J1
∑
〈i,j〉
sˆi · sˆj + J2
∑
〈〈i,k〉〉
sˆi · sˆk , (5.1)
where 〈i, j〉 denotes the summation over nearest- and 〈〈i, k〉〉 over next-nearest-neighbors [90].
If we take a look at Fig. 5.2 d) it is clear that for the vanishing J2 the model is equivalent
to a dimer system, while for J1 = 0 we recognize the square lattice Heisenberg model (see
Fig. 5.2 b),c)).
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Figure 5.2: Part of copper-borat plane a), corresponding Shastry-Sutherland model b) and c)
and elementary unit d).
Let us consider the product of the singlets on dimers by
|Ψ〉 =
∏
a
|s〉a with |s〉 = 1√
2
(| ↑↓〉 − | ↓↑〉) , (5.2)
where the second term denotes the dimer singlet basis [91]. By elementary calculation one
sees that |Ψ〉 is an exact eigenstate of the Hamiltonian 5.1, and in addition the groundstate
if J2 = 0. It remains the groundstate for J2 > 0 if the ratio J2/J1 is smaller than 0.603(3) [92].
The unique spin arrangement imposes a stringent constraint on the motion of the elementary
triplet excitations. Coupling between states on adjacent dimers is restricted by the symmetry
of the elementary unit, depicted in Fig. 5.2 d). As the above considerations are important
interpretating the thermal conductivity results, a theoretical explanation will be sketched out
here. Using the standard basis for triplets
|t1〉 = | ↑↑〉
|t0〉 = 1√
2
(| ↑↓〉+ | ↓↑〉)
|t−1〉 = | ↓↓〉
(5.3)
and starting from a singlet on dimer (a) and a singlet on dimer (b) it is easy to show that
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Hab|s〉a|s〉b = 0 with H = J2(S1 + S2)S3. (5.4)
Eq. 5.4 simply implies that the wave function (Eq. 5.2) is an exact eigenstate of the Hamilto-
nian. Next, one can consider the situation, where only one triplet is excited on the elementary
unit. Starting from a singlet on (a) and a triplet on (b), and vice versa one obtains:
Hab|s〉a|tm〉b = 0 with m = 0,±1 (5.5)
Hab|t±1〉a|s〉b = ±
J2
2
|t±1〉a|t0〉b ∓ J22 |t0〉a|t±1〉b (5.6)
Hab|t0〉a|s〉b =
J2
2
|t1〉a|t−1〉b − J22 |t−1〉a|t1〉b . (5.7)
Eqs. 5.5 - 5.7 state that one can only create a triplet on a horizontal dimer if another triplet
already exists on the adjacent vertical dimer. All other nine virtual processes having a triplet
on (a) and a triplet on (b) can be calculated in the same manner. Note that the operator H
does not conserve the number of triplets.
It has been shown that due to these restrictive processes hopping becomes possible only
through a closed path leading to a strong localisation of the one triplet excitations and there-
fore leading to a ﬂat dispersion of the one triplet branch [91, 92]. Without going into too
much detail, this can be seen in Fig. 5.3. Let us take a look at a four dimer cluster, where
one triplet (t1) is already excited, i.e. one starts from the conﬁguration |t1sss〉. Applying H
gives
H|t1sss〉 = J22 |t1t0ss〉 −
J2
2
|t0t1ss〉 , (5.8)
which corresponds to (1) in Fig. 5.3. Now, in order to follow one possible hopping process,
one retains only the second term in Eq. 5.8 and apply again H and so forth [91]. We end
up with one possible hopping process which is of the sixth order (6). A detailed theoret-
ical examination of the two triplet branch shows that the two magnon dispersion is much
stronger [92]. This can be explained by a higher probability of correlated hopping processes,
where one triplet assists the hopping of the other one [91, 92]. The experimental ﬁndings
agree with these theoretical predictions rather well, and I will come back to this point when
discussing the thermal conductivity results.
Figure 5.3: Example of the lowest
order hopping process of a triplet
in SrCu2(BO3)2. Open circles de-
note singlet states, ﬁlled circles are
the triplet states. According to S.
Miyahara [91].
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Figure 5.4: Left: Schematic phase diagram of the Shastry-Sutherland model, ∆ and TN denote
the gap and the Ne´el temperature, respectively [90]. Right: Extended phase diagram of the
Shastry-Sutherland model. (F) stands for ferromagnetic, (N) for Ne´el, CF and CN for columnar
and (H) for helical, respectively. The dashed lines indicate the classical phase boundaries with an
oval-like dimer phase in the middle [93].
The spin gap calculated up to the fourth order by perturbation theory is given by
∆
J1
= 1− (J2
J1
)2 − 1
2
(
J2
J1
)3 − 1
8
(
J2
J1
)4 . (5.9)
From Eq. 5.9 it is obvious that for J2 = 0 the spin gap ∆ equals J1, which is just the energy
needed to break up a singlet dimer bond. Note that no ﬁrst order correction appears in
Eq. 5.9.
The schematic phase diagram for the original Shastry-Sutherland model and the calculated
phase diagram for the extended Shastry-Sutherland model is illustrated in the left and right
panel of Fig. 5.4, respectively. With an increasing J2/J1 ratio, the spin gap becomes smaller
and at J2/J1 = 0.603(3) a quantum phase transition occurs resulting in a gapless Ne´el or-
dered state [92]. According to Knetter et al., the parameters are known within high accu-
racy with J1 = 6.16(10) meV (71.4(68) Kelvin), J2 = 3.71(50) meV (43.0(95) Kelvin) and
J⊥ = 1.3(2) meV (15.3(1) Kelvin) [92]. The closeness of the ratio J2/J1 to 0.69 should allow
to drive the system from one phase to the other, e.g., by applying external or chemical pres-
sure to the system. To my knowledge this has not been achieved so far.
A reﬁnement of the original model is achieved if one takes the second next nearest-neighbor
coupling (denoted by J3 in the right panel of Fig. 5.4) into account, leading to the so-called
modiﬁed or generalized Shastry-Sutherland model, where the dimer state (Eq. 5.2) is still
an exact eigenstate [93]. I want to make some remarks on the phase diagram concerning the
phases and the phase boundaries. As the ferromagnetic and the dimer states are exact ground
states no quantum ﬂuctuations are present here and the phase boundary between them is ex-
act as well. So are the ferromagnetic to helical boundaries, shown by the solid lines. The
dimer to Ne´el transition at J2 = J3 is of ﬁrst order type, whereas a controversial discussion
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Figure 5.5: Magnetic susceptibility χ of SrCu2(BO3)2. Left: Temperature dependence of χ of a
powder sample (solid line) and a single crystal along (square) and perpendicular (triangle) to the c
axis. The magnetic ﬁeld strength is denoted by H. Right: Lines show the theoretical curves based
on a dimer model with (dotted) and without (solid) second next-nearest-neighbour interaction
(according to Kageyama [95,96]).
exists about the order of the transition for J3 = 0 [93]. At the moment it is believed that the
transition at that point is of ﬁrst order, because there is an abrupt change in energy going
from the Ne´el phase to the dimer state [94].
Finally, I want to mention the other magnetically ordered phases. The three phases to be
discussed brieﬂy are the two columnar CN and CF and the helical (H) phases. In the CN
phase the spins are antiferromagnetically ordered along one axis and have a period of four in
the perpendicular direction. In the CF phase, the spins show ferromagnetic order along one
of the axes and have period of four along the other direction. A typical helical conﬁguration
(H) is given by successively rotating the spins by an angle Θ along one of the axis, while
perpendicular to this axis the spins alternate between this angle nonuniquily.
There is support in experiments that SrCu2(BO3)2 achieves the exact dimer ground state. In
Fig. 5.5 magnetic susceptibility (χ) measurements are illustrated. Decreasing the temperature
the susceptibility drops below 15 Kelvin to zero and the system reaches the singlet ground
state, as shown in the insets of Fig. 5.5. The temperature dependences of χ are essentially
the same, while the anisotropy of χ for the diﬀerent magnetic ﬁeld orientations is just a con-
sequence of the slightly diﬀerent g-factors. Kageyama et al. ﬁnd, choosing a simple isolated
dimer model for ﬁtting χ below 6 Kelvin, for the singlet triplet gap ∆  34 Kelvin that is
in agreement with nuclear magnetic resonance (NMR) [95], Raman scattering [97], electron
spin resonance (ESR) [98], and inelastic neutron scattering measurements [99]. Qualitatively,
the theoretical and experimental curves coincide, but nevertheless the attempt to describe
the experimental curve quantitatively by a simple dimer model for χ obviously fails. This
is actually expected because spin frustration, which is not considered in the dimer model, is
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Figure 5.6: Left: Energy scans obtained at 1.7 Kelvin with peaks centered at 3.15 meV (I),
5.15 meV (II) and 10.65 meV (III) and 24 Kelvin curve showing essentially no peaks supporting
the magnetic origin of the transitions. The peaks are centered at 3.15 meV, 5.15 meV and 10.65
meV. Right: Dispersion relations of the excitation energies of band I, II and III (According to
Kageyama [99]).
essential in SrCu2(BO3)2 [92, 95, 96]. Only at temperatures well below the gap data and ﬁt
agree satisfactorily (Fig. 5.5). Even a mean ﬁeld approximation only slightly improves the
ﬁt [100]. I will come back to this point when discussing the thermal conductivity results in
the forthcoming chapter.
The experimental proof of the ﬂat dispersion of the single triplet excitations is given by in-
elastic neutron scattering, shown in Fig. 5.6, left panel, curve (I). At ﬁrst sight, the bandwith
of ∼ 0.2 meV seems to be extremely small compared to other strongly interacting quantum
spin systems. In the one-dimensional spin-Peierls system CuGeO3 for example, one observes
a width of ∼ 14 meV for the single triplet branch along the spin chains [101]. In the two-
dimensional plaquette system CaV4O9, the width parallel to the plane is yet ∼ 7 meV [102].
Refering to systems where magnetic correlations are mainly suppressed by spatial separa-
tion of the spins, one would expect ﬂat dispersions, experimentally observed in the isolated
dimer systems Cs3Cr2Br9 (width 1.8 meV) and BaCuSiO6 (width 0.7 meV) [103, 104]. In
SrCu2(BO3)2 however, one has a highly correlated system where not the spatial spin separa-
tion, but the orthogonality of the dimers is the keyfactor to the ﬂat single triplet dispersion
(curve I). The second prominent feature in Fig. 5.6 is the occurrence of two-triplet excitations
above ∼ 5 meV (curve II), which is less than twice the energy of single-triplet excitations (I).
It is essentially the formation of bound states resulting in this reduction of the two-triplet
excitation energy.
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5.2 Experimental Results of the Thermal Conductivity
For our study two samples of rectangular form of ∼ 0.6× 1.9× 3 mm3 with the long direction
along the a and c axis, respectively, were cut from larger single crystals of SrCu2(BO3)2 grown
by the traveling solvent ﬂoating zone method [105]. The thermal conductivity was measured
by the conventional steady state method described in Chapter 4.
In Fig. 5.7 (left) the thermal conductivity κa(T ) (= κb in tetragonal SrCu2(BO3)2) and
κc(T ) in zero magnetic ﬁeld is shown. For both, parallel and perpendicular to the magnetic
planes, pronounced double-peak structures are observed with the low T maxima occurring at
≈ 4.5 K. For κa the high T maximum lies at ≈ 60 K and for κc at ≈ 30K.
The right upper panel of Fig. 5.7 illustrates the high temperature region of the thermal con-
ductivity as a function of 1/T. In the lower panel the enlarged low temperature region is
plotted.
The magnetic ﬁeld dependence of the thermal conductivity is shown in Fig. 5.8. The low T
maximum is suppressed strongly by a magnetic ﬁeld for both κa and κc. The magnetic ﬁeld
dependence at higher temperatures is only weak (≤ 2%) and close to the relative measure-
ment accuracy.
The occurrence of such a pronounced double peak structure of the thermal conductivity
is very unusual. I want to remind the reader that for a conventional insulator2 only one low
temperature maximum caused by phonons is expected. Moreover, no magnetic ﬁeld depen-
dence of a heat current generated by phonons only, should be present (see also chapter 3).
However, as SrCu2(BO3)2 is a low-dimensional quantum spin system, one can ask for the role
of magnetic excitations for the heat transport.
The behavior of κ observed here is reminiscent of that found in other low-dimensional spin
systems [1, 63, 65]. In particular, in CuGeO3 κ also shows an almost ﬁeld-independent maxi-
mum at ∼ 20 K and a second one around 5 K, that is strongly suppressed by a magnetic ﬁeld.
This has been interpreted in terms of a magnetic and a phononic contribution to the heat
current with maxima at diﬀerent temperatures [63]. However, the interpretation of the ther-
mal conductivity data in the case of CuGeO3 remains controversial because an unambiguous
separation of diﬀerent contributions to the thermal conductivity is, from the experimental
point of view, diﬃcult. A closer inspection of the heat transport reveals a complicated be-
havior with respect to temperature, magnetic ﬁeld and doping (see chapter 6).
For several reasons, a clear interpretation of the behavior of the thermal conductivity in
SrCu2(BO3)2 can be given here. First, due to their ﬂat dispersion, the single-triplet excita-
tions are not expected to contribute signiﬁcantly to the heat current. This has already been
discussed in section 5.1. Therefore no magnetic contribution from single-triplet excitations to
the heat transport can be expected for both the heat current parallel and perpendicular to the
planes. Second, a magnetic contribution (κm) in a 2-d magnetic system should be strongly
anisotropic, as is observed, e.g., in Sr14−xCaxCu24O41 [65], but not according to our measure-
ments. The lack of a strong anisotropy also excludes an explanation in terms of multi-triplet
2SrCu2(BO3)2 is a highly insulating compound. To my knowledge, no doping has been successful so far to
make the system electrically conducting.
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Figure 5.7: Left: Thermal conductivity of SrCu2(BO3)2 along (κa) and perpendicular (κc) to
the magnetic planes. Right: In the upper panel the high temperature region of the thermal
conductivity is plotted as function of 1/T. In the lower panel the enlarged low temperature region
is shown.
excitations (depicted in Fig 5.6 left panel by curves II and III). These excitations move much
more easily than the single-triplet excitations, but again only within the magnetic planes [92].
Finally, the relation κ ∝ cvl (c is the speciﬁc heat, v the group velocity and l the mean
free path) predicts similar temperature dependencies of κm and the magnetic speciﬁc heat
cm. But measurements of c in ﬁelds up to 12 T show that cm gives rise to a maximum of
c/T at temperatures close to the minima of κa and κc for the respective magnetic ﬁelds (see
Fig. 5.8) [106].
From these arguments, one can exclude a sizeable magnetic contribution to the heat cur-
rent in SrCu2(BO3)2, so that κ ≈ κph 3.
How can we explain the double peak structure and its magnetic ﬁeld dependence? As the
cause of the double peak structure and its magnetic ﬁeld dependence we propose that an
additional scattering channel for phonons opens due to magnetic excitations.
3A small magnetic contribution to κa can of course not be excluded. Such a contribution might explain in
part the diﬀerent temperature dependences of κa and κc, but it is unimportant in the context of the double
peak structure.
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Figure 5.8: Thermal conductivity κc (a) and κa (b) on a logarithmic temperature scale for
various magnetic ﬁelds. Increasing the magnetic ﬁeld, the low-T maximum is suppressed. (c)
Speciﬁc heat at various ﬁelds H||c (the peak height decreases with increasing ﬁeld). Data points
are from [106]. The inset shows the variation of the minima of κa and κc and the maxima of c
with magnetic ﬁeld.
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The absence of a strong anisotropy of κa and κc is then easily understood, since both
the anisotropy of the spin-phonon coupling and/or of the phonon system itself are expected
to be much weaker than that of the 2-d magnetic system. In addition, this scenario yields
a straightforward explanation for why the minima of κa and κc occur close to the maxima
of c/T . The latter is the temperature derivative of the magnetic entropy and thus directly
related to the number of magnetic excitations that serve as scatterers for the phonons. One
has to admit that the minima of κa and κc do not exactly occur at the maxima of c/T shown
in the inset of Fig. 5.8. However, the relative change with increasing ﬁeld is almost the same.
The fact that even the minima for κa and κc do not appear exactly at the same tempera-
ture can be understood in terms of the anisotropy of the genuine phononic heat current or
presumably to small additional magnetic contributions in κa. Furthermore, the mean free
path of the phonons can strongly depend on temperature, thus having a crucial impact on
the temperature dependence of κ which could explain the small shift between the minima in
thermal conductivities and the maximum in the speciﬁc heat.
I want to come back to the high temperature behavior of the thermal conductivity. As I
assume a pure phononic contribution to the heat transport in both directions, I expect in the
high temperature limit (T >> ΘD) a T−1 dependence of κ. The ﬁndings are shown in the inset
of Fig. 5.7 with κc ∝ T−1 as expected for phonon heat transport restricted by phonon-phonon
Umklapp scattering [107], whereas κa follows a T−0.6 dependence. I want to stress that the
ﬁnding of a 1/T dependence of the phonon heat transport caused by phonon-phonon scatter-
ing processes is not at all a matter of course. First, due to the derivation of the formula [107]
one should observe such a temperature dependence above the Debye temperature that is of
the order of 450 K in SrCu2(BO3)2. Second, it has been argued that the change in the vol-
ume of the sample, due to the temperature variation or the participation of more complicated
scattering processes, e.g., four-phonon processes, can produce severe deviations from the 1/T
dependence of the thermal conductivity. All the scenarios discussed above predict a temper-
ature dependence of the phonon heat current of Tm with −2 ≤ m ≤ −1. In this context one
can speculate that the T−0.6 dependence of κa, i.e., the heat current parallel to the magnetic
planes is presumably not only due to phononic, but also due to a small magnetic contribution.
In this section a qualitative interpretation of our data has been given. In the following
sections I want to work out a model to describe our experimental ﬁndings quantitatively. It
is later revealed that spin-phonon coupling and spin conservation have to be considered and
are essential ingredients towards understanding our experimental results.
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5.3 Scattering Mechanisms and Modeling of the Data
This section is primarily devoted to various scattering scenarios besides the well-known point-
defect, boundary and phonon-phonon Umklapp scattering mechanisms, already discussed in
chapter 3. In order to explain our thermal conductivity results quanitatively one needs an
additional scattering channel for phonons. I will account here for the most important ideas
to describe our data. A detailed discussion will reveal, that a model based on resonant
scattering of phonons by magnetic excitations describes the double peak structure and the
observed magnetic ﬁeld dependence of the thermal conductivity of SrCu2(BO3)2.
5.3.1 Scattering on Elastic Deformations
Scattering on Lattice Distortions
It is straigthforward to consider scattering of phonons on elastic deformations created by the
excited triplets. These local distortions of the lattice give rise to phonon-phonon interaction
leading to a scattering rate τ−1def , which adds to the conventional scattering rates already
discussed in chapter 3. In a phenomenological approach it is straightforward to write down
the formula for τ−1def :
τ−1def = Cω
4F (T ) . (5.10)
The formula is comprehensible. C is a coupling constant describing the scattering strength of
the phonons on the deformations and ω4 results from the assumption that the distortions can
at ﬁrst approximation be considered as point-like defects (see Chapter 3). It is reasonable to
assume that the scattering rate depends on the population F(T) of thermally excited triplets,
given by
F (T ) = (1 + 2cosh(hβ))
e−∆0β
1 + (1 + 2cosh(hβ))e−∆0β
(5.11)
with h = gµBH and β = 1/kBT ,
where Zeeman splitting is already included. Only ∆0 denoting the spin gap appears in
formula 5.11, as for simplicity, only single triplet excitations are considered and any binding
eﬀects between adjacent excited triplets are neglected [99]. Note that Eq. 5.11 cannot be
valid for the entire temperature range. To see this, let us take a look at the temperature
dependence of F(T). The distribution F(T) increases monotonically and saturates for tem-
peratures well above the gap (kBT >> ∆0) at 0.75. We can imagine that with an increased
number of triplets the eﬀect of scattering on local distortions should lessen. This is because
with increasing temperature more and more adjacent triplets appear, resulting in large areas
where the translation invariance of the lattice is restored.
Scattering on Fluctuating Lattice Distortions
To overcome the above problem one must consider the scattering of phonons on the ﬂuctu-
ations of distortions, rather than on the distortions themselves. In this case the distribution
function F(T) must be replaced by another one which takes these ﬂuctuations into account.
Again, considering only singlet triplet excitations one ends up with the following formula:
F (T ) = (1 + 2cosh(hβ))
e−∆0β
(1 + (1 + 2cosh(hβ))e−∆0β)2
(5.12)
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Figure 5.9: In panel a)-d) the experimental thermal conductivity data κa (◦) in zero magnetic
ﬁeld and in various magnetic ﬁelds (H denotes the magnetic ﬁeld strength) on a logarithmic
scale are given. The lines in panel a) and b) denote the theoretical curves obtained by assuming
scattering on elastic deformations. In panel c) and d) the calculated curves for scattering on
ﬂuctuations of elastic deformations are illustrated. Switching oﬀ the scattering of phonons on
local deformations, one obtains hypothetical pure phononic contributions (solid lines in a) and
c)). For further discussion see text.
which is simply the product of Eq. 5.11 with the singlet population. For a quantitative
description I ﬁt the data by the Debye model for the phonon thermal conductivity (see
chapter 3). As previously discussed, the total scattering rate reads:
τ−1 = τ−1bd + τ
−1
pt + τ
−1
um + τ
−1
def (5.13)
where τ−1bd , τ
−1
pt , and τ
−1
um refer to the standard relaxation processes for conventional phonon
heat transport, i.e., to boundary scattering, scattering by point defects, and Umklapp scat-
tering. Subsequently, for τ−1def Eq. 5.11 or Eq. 5.12 is used.
One might argue that there are so many parameters to adjust that it should be possible
to ﬁt any of the peaks or even the minimum. This is, however, not the case here, because
P [10−43s3] U [10−31s2/K] u C [10−40s3]
a), b) 7.7 2.6 5.0 0,3,40
c), d) 7.7 2.6 5.0 0,1.15,37
Table 5.1: Parameters for the ﬁtting of the thermal conductivity data.
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the gap (∆0 ≈ 34K), the sound velocity (v ≈ 6700m/s), the characteristic sample length (L
≈ 0.7 · 10−3m) and the Debye temperature (ΘD ≈ 453K) are ﬁxed. The sound velocity and
ΘD are calculated from the measured elastic constant c11 [108]. Hence only four adjustable
parameters, namely (P, U, u and C), are left and the curves are deﬁnite.
The results of the theoretical calculations for the heat transport along the a-axis are given
in Fig. 5.9. Let us ﬁrst discuss scattering on elastic distortions, as illustrated in panel a)
and b) of Fig. 5.9. Increasing the scattering rate τ−1def via C lowers the hypothetical phononic
contribution (solid line) as depicted in panel a). For an appropriate scattering strength
C = 40 · 10−40s3 and reasonable ﬁtting parameters (see table 5.1), one ends up with a curve
ﬁtting the low, but not the high temperature peak (dashed line). It is interesting that the ex-
perimental observation of the magnetic ﬁeld dependence of the low temperature peak can be
modeled roughly without adjusting any parameter (see Fig. 5.9 b)). Using g ≈ 2.07 [96], the
model reproduces the inﬂuence of the magnetic ﬁeld to some extent. However, huge discrep-
ancies between theory and experimental ﬁndings above ∼ 20 Kelvin do not support this model.
Improvement is hardly achieved by implementing the second mechanism – scattering on the
ﬂuctuations of elastic deformations (Fig. 5.9 c) and d)). Using the same parameters (beside
the coupling constant C) as above, the inﬂuence of the scattering rate (Eq. 5.10) is still too
strong at higher temperatures. Obviously, one may reproduce either the high or the low
temperature maximum, but not both.
Concerning the magnetic ﬁeld dependence it is according to Eqs. 5.11 and 5.12 easy to un-
derstand that the ﬁeld dependence must be almost equal in both cases.
In summary, I conclude that the scattering of phonons on local distortions due to triplet
excitations has to be ruled out as the dominant scattering process. In view of the two peaks
to be explained, we are in need of a scattering process lowering the phononic transport in
a fairly narrow temperature interval between the peaks. From this argument we are led to
consider a completely diﬀerent scattering mechanism, namely resonant scattering.
5.3.2 Resonant Scattering
To describe our data, alternative models have to be considered. The idea presented subse-
quently is based on a scattering regime that was already discussed thirty years ago, namely
the idea of resonant scattering [50, 109, 110]. We will see that the resonant character of this
process provides the hampering of the thermal transport by phonons in a small temperature
region. In SrCu2(BO3)2 the elementary triplet excitations are almost dispersionless and form
local two-level systems with a unique singlet ground state and a three-fold excited state with
a spin gap of ∆0 ≈ 35K.
The basic idea of resonant scattering is depicted on the left hand side in Fig. 5.10. Let us ﬁrst
focus on the process where the spin system is initially in the ground state (Fig. 5.10 a)). The
excitation begins with the absorption of a phonon of energy ω, thereby exciting the magnetic
system under the constraint of spin conservation. Then another phonon of the same energy
is emitted and the magnetic system is de-excited (I). This may also happen in reverse order,
with emission preceeding absorption so that there are two possible intermediate states (II).
In both cases an incoming phonon (k, ω) is elastically scattered into an outgoing phonon
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Figure 5.10: Excitation- a) and de-excitation b) scheme for the resonant scattering process.
Here, ∆ is the energy splitting of the two levels involved. The frequency and momentum of
the incoming and outgoing phonon are given by (ω,k) and (ω,k
′
), respectively. The spin lattice
coupling parameter is denoted by V.
(k′, ω). Since the initial and ﬁnal spin states are the same, overall energy conservation is
required (elastic scattering). The corresponding propagators for processes I and II calculated
by G. Uhrig indicate two interesting features [111]. First, the coupling strength V between
the lattice and the spin system appears twice because the incoming phonon is absorbed and
reemitted. Second, when the outgoing phonon is emitted before the incoming is absorbed,
the sign of ω has to be reversed. Summing over these states gives the ﬁrst relevant matrix
element Mak′,k. In addition the spin system may be initially in the upper state. In this case
the corresponding matrix element is given by M bk′,k. If excitation (or de-excitation) starts
from a localized state like the dispersionless triplet excitations of SrCu2(BO3)2, there is no
directional correlation between the absorbed and the emitted phonon. The net eﬀect is there-
fore the same as that of point-like defects except for the frequency dependence.
Based on Fermi’s Golden Rule the transition rate is
τ−1res ∝|Mk′,k(ω)M∗k,k′(ω) | ρ(ω) , (5.14)
where ρ(ω) is the density of states (DOS) in which the system is scattered. One considers
here only acoustic phonons in three dimensions, where the DOS ∝ ω2. Inserting Mak′,k and
M bk′,k into Eq. 5.3.2 gives
τ−1res ∝ V 4 · ((
1
ω −∆ +
1
−ω −∆)
2 ·N0 + ( 1
ω + ∆
+
1
∆− ω )
2 ·N1) · ω2 (5.15)
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with N0 and N1 the density of singlets and triplets, respectively.
In order to proceed, one needs to know V. In ﬁrst order the coupling must be proportional
to ∂ru(r), where u(r) is the lattice displacement. Taking the Fourier transform leads to
V ∝ k · u(k). Remembering from elementary quantum mechanics that the displacements
are expressed in terms of u(k) ∝ 1/√ω(k)(bk + b†k) and combining the above relations gives
V ∝ √ω, assuming acoustic phonons. With the above considerations, one ends up with the
following expression for the relaxation rate:
τ−1res = Cω
2|Mk′ ,k(ω)M∗k,k′ (ω)|F (T ) = C
4ω4∆2
(∆2 − ω2)2 · (N0 + N1) , (5.16)
where C is the overall coupling strength between phonons and the two-level system. F (T )
contains information on the state of the two-level system, e.g., the thermal population of the
states.
Note that for frequencies ω  ∆ the frequency dependence of τres becomes proportional to
ω4, which is typical for Rayleigh scattering. In comparison to previous results, the frequency
dependence is of the same form, but the factor for the temperature dependent population of
the magnetic states is diﬀerent [50,110]. For example, Neelmani et al. have not found a sum
for the density of states but a diﬀerence in the population of the spin states. Unfortunately,
they do not give a precise calculation and therefore it is not clear why they have this diﬀerence
in the population of the spin states.
In the following I will use Eq. 5.16 as a starting point. It will be seen that diﬀerent functions
F (T ) will be used. This is due to the fact that F (T ) depends on the details of the explicit
model.
In this subject I want to mention that resonant scattering is successfully applied to various
other processes, namely the scattering of phonons on nonmagnetic defects or on paramagnetic
ions. Pohl et al. could model the thermal conductivity data of KCl containing nitrite ions by
using a resonant form of the scattering rate [112]. It was argued that the rotation frequencies
of the free NO2 ions are coupled to phonons of similar frequency and therefore diminish the
thermal conductivity in a certain temperature range. Besides resonant scattering by molecu-
lar impurities, it was found that atomic impurities can also change the thermal conductivity
in the same way. Experimental support was given by Walker et al. who measured the thermal
conductivity of KCl containing Na+, I− and Ca2+ impurities [113]. Although the expression
for the scattering rate is diﬀerent from that of Pohl et al., the dips in the thermal conductivity
curves are modeled nicely.
The inﬂuence of spin phonon coupling on the lattice thermal conductivity has been investi-
gated intensively in the 1960s. Various spin-lattice relaxation processes have been discussed
by Orbach et al. [114]. For rare earth salts, elastic and inelastic processes can be considered,
e.g., a process is called a direct one if the outgoing phonon equals the energy diﬀerence of the
two spin states. This is exactly the case considered above. If there is no overall energy con-
servation, i.e., incoming and outgoing phonon have diﬀerent energies, one calls it an indirect
Orbach process. For further reading, see the following references [110,114].
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5.3.3 Resonant Scattering Rates
In this subsection various possible scenarios of resonant scattering are discussed. It turns
out that one of the discussed spin phonon scattering scenarios successfully accounts for our
experimental ﬁndings. I will illustrate diﬀerent ideas that can be interesting for other systems
and shine some light on important selection rules to be noticed. Furthermore, the following
discussion reveals that spin conservation plays an essential role and inﬂuences the resonant
scattering rate considerably. Now, I turn to our low-dimensional spin system SrCu2(BO3)2,
starting with the simplest case and reﬁning the model step by step.
Before I proceed, some clarifying remarks about the spin gap have to be made. In SrCu2(BO3)2
triplets on adjacent dimers can form composite objects, so-called bound states. For example,
a triplet on dimer (a) and on dimer (b) on the elementary unit in Fig. 5.11 can form a bound
state with the total spin Stot = 0, 1 and 2, respectively. The coupling B Sa Sb between two
triplets on adjacent dimers leads to the total energies 2∆0 − 2B, 2∆0 − B and 2∆0 + B for
total spin Stot = 0, 1 and 2, respectively. Here ∆0 is the energy of a single triplet and B is
the binding energy. The corresponding level scheme is illustrated in Fig. 5.16 d).
To elucidate the various possible resonant scattering rates, I start from the general equa-
tion 5.16. I will present three realistic scattering schemes, followed by a direct comparison of
the numerical results to the experimental data.
A: Excitation and De-excitation on One Dimer
I consider now the following scattering process. A triplet on dimer (a) is thermally excited;
a second triplet is both excited and de-excited on dimer (b) (see Fig. 5.11). According to
Eq. 5.16 we must calculate N0 and N1.
Before doing this, it is worthwhile to note that resonant scattering starting from the magnetic
ground state is not eﬀective. The reason is that the ground state is a coherent, translational
invariant state with zero momentum so that the emitted and absorbed phonons must have
the same momentum and energy. In addition, a phonon cannot create only one triplet due
to spin conservation. There must already be one thermally excited triplet, on dimer (a) in
Fig. 5.11 which combines with a second triplet on (b), so that the total spin is conserved.
The probability c1 that we ﬁnd a thermally excited triplet on dimer (a) is given by
c1 =
3 · e−∆0β
1 + 3e−∆0β
, (5.17)
with β = 1/kBT . The elementary gap ∆0 for the single thermally excited triplet is used here.
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Figure 5.11: Elementary unit made of two or-
thogonal dimers.
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Subsequently, we have to compute the population factors of the singlet (N0) and triplet
(N1) states. We ﬁnd
N0 =
1
1 + 3e−∆0β
(5.18)
N1 =
1 · e−∆sβ
1 + 3e−∆0β
. (5.19)
Spin conservation restricts the possible transitions, i.e., the number of the possible states of
the second triplet, created by the scattering process, is reduced. This is reﬂected by the “1”
in the nominator of Eq. 5.19 instead of a “3”. It is important to remark that we already have
to incorporate binding eﬀects here. As the thermally excited triplet and the triplet on the
adjacent dimer (b) created by the scattering process combine to a bound triplet we have to
use ∆s = 2(∆0−B)−∆0 = ∆0−B in the nominator of Eq. 5.19. In principle, one would also
have to take the binding eﬀects in the partition sum into account, i.e., in the denominators of
Eqs. 5.17, 5.18, and in Eq. 5.19. According to the level scheme in Fig. 5.16 d) the partition
sum Z would be complicated here and for the following models more complicated or even not
analytically solvable. In order to avoid this, the singlet triplet gap ∆0 is used for Z, i.e, in
the denominators. This does almost not change the calculated curves. This is due to the fact
that, roughly speaking, an average partitition sum is considered, when ∆0 is used.
For ﬁnite magnetic ﬁeld strengths, we have to take the Zeeman splitting of the energy levels
into account. Due to the conservation of the total sz component, ∆s does not depend on the
magnetic ﬁeld. But the elementary gap ∆0 has to be replaced by ∆0 + szh with h = gµBH.
Hence, the probability of ﬁnding a thermally excited triplet given by Eq. 5.17 is modiﬁed to
c1 =
(1 + 2cosh(βh)) · e−∆0β
(1 + (1 + 2cosh(βh)) · e−∆0β) . (5.20)
We see that F (T ) in Eq. 5.16 is to be replaced because of spin conservation by F (T ) =
c1(N0 + N1). Thus we obtain ﬁnally for the resonant scattering rate:
τ−1res = C ·
4ω4∆2s
(∆2s − ω2)2
· (1 + 2cosh(βh)) · e
−∆0β · (1 + e−∆sβ)
(1 + (1 + 2cosh(βh)) · e−∆0β)2 . (5.21)
So far the scattering process has been treated as a very local one, under the assumption that
the excitation and de-excitation processes take place on one dimer only. It will be seen, that
it is reasonable to assume that because of the symmetry of the Shastry-Sutherland model,
one can and one has to go beyond this local picture.
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B: Excitation and De-excitation on Two Dimers
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Figure 5.12: Elementary unit made of three
orthogonal dimers.
Let us consider the case where two dimers are involved in the process, i.e., there is a
thermally excited triplet on dimer (a) and a second triplet created by a scattering process
can be excited or de-excited on dimer (b) or on dimer (c) (see Fig. 5.12). Again, we have to
ﬁnd F (T ). I give the result and subsequently explain its meaning; F(T) reads:
F (T ) = 2 · c1 · (N0 · 1 + N1 · 1 + N0 ·N0 + N1 ·N1 −N0 ·N1 −N1 ·N0) . (5.22)
As there has to be a thermally excited triplet on dimer (a) (see Fig. 5.12) for the scattering
process to take place, the prefactor c1 from Eq.5.20 appears in Eq. 5.22. The factor 2 arises
because one can start with the excitations and de-excitations either on dimer (b) or on dimer
(c). The terms in the brackets correspond to the possible scattering channels. The ﬁrst
term N0 · 1 describes the scenario where both excitation processes (the corresponding matrix
elements are Mak′,k(ω) and M
a
k,k′(ω), see also Fig. 5.10 a)) run on one of the horizontal dimers,
e.g., on dimer (b). N0·1 means that we start with an excitation process on (b). The probability
of ﬁnding the spin system in the ground state is N0. At this point one has completed the
Mk,k′ process. According to Fermi’s Golden Rule this process has to be considered twice. As
we consider the case where the total process occurs on the same dimer, we know already that
the system is deﬁnitely in the groundstate. Hence one gets N0 · 1. The second term N1 · 1
arises from the corresponding scattering via de-excitation. If the process Mak′,k(ω) takes place
on dimer (b) and Mak,k′(ω) on dimer (c) one gets the third term N1 ·N1. Now, it should be
clear how to get the remaining terms4. Again, taking binding eﬀects and the inﬂuence of the
magnetic ﬁeld onto the states into account, we ﬁnd for the rate:
τ−1res = K ·
2 + (1 + 2cosh(βh)) · e−∆0β − e−∆sβ + e−2∆sβ + (1 + 2cosh(βh)) · e−β(∆s+∆0)
2(1 + (1 + 2cosh(βh)) · e−∆0β)3
(5.23)
K = C · 8ω
4∆2s
(∆2s − ω2)2
· (1 + 2cosh(βh)) · e−β∆0 .
The two scattering schemes discussed so far are restricted to one or two dimers, i.e., we
consider a very local picture. Now, I want to discuss a scattering scheme where excitation
and de-excitation can take place on many diﬀerent dimers not necessarily close to each other.
4The neighbors above and below dimer (a) are not considered as a triplet on (a) can create further triplets
only on dimer (b) and (c).
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C: Excitation and De-excitation on Many Dimers
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Figure 5.13: Thermally excited triplet on
dimer (a) (denoted by straight arrow, solid line).
Dimers (b) and (c) comprise the elementary unit
where excitation and de-excitation occur and
vice versa(solid arrow). Dashed arrows corre-
spond to the case where “long range correlation”
lead to various additional scattering schemes.
The “cloud of dimers” where excitation and de-
excitation can occur is marked by the circle.
Imagine that we have for some reason correlation eﬀects between the triplet states over a
certain length (indicated by the circle in Fig. 5.13). We recall F(T) in Eq. 5.22 in a slightly
diﬀerent form:
F (T ) = 2 · c1 · (N0 · (1 + n ·N0 − n ·N1) + N1 · (1 + n ·N1 − n ·N0)) , (5.24)
where n counts the number of dimers on which the processes are likely to occur. For n = 1,
Eq. 5.24 is equal to Eq. 5.22. With the condition n >> 1, which is the requirement for the
radius of the circle in Fig. 5.13 to be large, we can neglect the “1” in the brackets of Eq. 5.24
and ﬁnd:
F (T ) = 2 · c1 · n · (N0 −N1)2 . (5.25)
To derive the ﬁnal equation for F (T ) we proceed as above by including binding and magnetic
ﬁeld eﬀects and ﬁnd
τ−1res = C ·
8ω4∆2s
(∆2s − ω2)2
· (1 + 2cosh(βh)) · e
−∆0β · (1− e−∆sβ)2
(1 + (1 + 2cosh(βh)) · e−∆0β)3 , (5.26)
where n is included in the overall scattering constant C.
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Comparison between Theory and Experiment
For the quantitative description we again make use of the Debye model (Eq. 3.2). The total
scattering rate is obtained here by replacing τ−1def in Eq. 5.13 with τ
−1
res. Let us ﬁrst com-
pare the calculated and measured thermal conductivity data for the zero magnetic ﬁeld . In
Fig. 5.14 and 5.15 the experimentally observed data (points) and the calculated curves (solid
lines) are plotted for both directions of the heat current. All three models A – C for the
resonant scattering rate discussed above reproduce κc in zero magnetic ﬁeld almost perfectly
(Fig. 5.15). Obviously, for κa the ﬁt functions are also well in accordance with the exper-
imental data for temperatures above ≈ 10K, whereas below ≈ 10K a slight shift between
ﬁt and experimental data occurs in all three models. A closer inspection of Fig. 5.14 c) and
Fig. 5.15 c) (model C) reveals that the high temperature maximum (at ≈ 30K) in κc and the
minimum in the thermal conductivity curve of κa are less well reproduced than for the other
two models.
One could argue that the parameters for the diﬀerent phonon scattering mechanisms do not
ﬁx the calculated curves unambiguously, and therefore a clear decision for which model gives
the best ﬁt might actually be impossible. Since the Debye model for the phonon thermal con-
ductivity is a good approximation only for temperatures well below the Debye temperature
ΘD, I have tried to describe the low temperature maxima and minima as well as possible for
both directions of the heat current and have taken this as the criteria for “best ﬁt”. We ﬁnally
end up with the the parameters summarized in Table 5.2. Reasonable values are obtained
for the parameters P, U, u and C for all three models. Moreover, the gap ∆0 chosen in order
to optimize the ﬁt (Table 5.2), agrees well with former results. The small value for ∆s gives
a clear indication that strong binding eﬀects occur. This is conﬁrmed through theory [92]
and experiment where in the s = 1 channel the lowest composite excitation (made from 2
elementary triplets) is found at about 4.7 meV (≈ 55 K) which is just 1.7 meV (≈ 20 K)
above the elementary gap at 3 meV (≈ 35 K) (see Fig. 5.6). Therefore the ﬁts support the
observation of strong binding eﬀects [98, 99].
Having determined the parameter set (see Table 5.2), one calculates the ﬁeld dependence
without adjusting any of the parameters. A strong magnetic ﬁeld dependence is found in all
theoretical models. But the magnetic ﬁeld dependence ∂κ(B)/∂B of the calculated thermal
conductivities is much stronger than that found in the experiment. Especially in high mag-
netic ﬁelds, the deviations between theoretical description and experiment are severe. In the
following section it will be shown that this discrepancy arises from binding eﬀects.
P [10−43s3] U [10−31s2/K] u C [109s−3] ∆0[K] ∆s[K]
A κa 8 2.4 5.2 22 29 15
κc 12 6.9 6.7 5.7 29 15
B κa 8 2.7 4.9 43 34 17
κc 10 6.0 8.4 1.2 34 17
C κa 30 3.5 6.9 60 34 17
κc 14 8 12.5 39 34 17
Table 5.2: Parameters for the ﬁtting of the thermal conductivity data. The ﬁxed quantities
Debye temperature ΘD and the velocity v are given in Chapter 5.3.1. The characteristic sample
lengths L are ≈ 0.7 · 10−3m for κa and are ≈ 0.5 · 10−3m for κc, respectively.
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Figure 5.14: Thermal conductivity (κa) of SrCu2(BO3)2 along the magnetic planes for selected
magnetic ﬁelds. The lines in panels a), b) and c) correspond to the theoretical curves obtained
by using the Debye model for phonon thermal conductivity, in conjunction with the resonant
scattering rate τres of the theoretical models A, B and C, respectively.
5.3. SCATTERING MECHANISMS AND MODELING OF THE DATA 65
0
5
10
a)
κ
c 
(W
/K
m
)
κ
c 
(W
/K
m
)
κ
c 
(W
/K
m
)
H=0,6,11,14,17T
H || a
jh || c
 
 
0
5
10
H=0,6,11,14,17T
c)
Temperature (K)
H || a
jh || c
 
 
0
5
10
H=0,6,11,14,17T
b)
3      5        10             30             100     200
H || a
jh || c
 
 
Figure 5.15: Thermal conductivity of SrCu2(BO3)2 perpendicular (κc) to the magnetic planes
for selected magnetic ﬁelds. The lines in panels a), b) and c) correspond to the theoretical curves
obtained by using the Debye model for phonon thermal conductivity, in conjunction with the
resonant scattering rate τres of the theoretical models A, B and C, respectively.
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Bound Singlets
From the ﬁts, I obtained for ∆0 ≈ 34 K, for ∆s ≈ 17 K and for the binding energy
B ≈ 15 − 17 K. Triplet states (s = 1) are found at 2∆0 − B ≈ 50 K. Bound states with
the total spin s = 0, so-called bound singlets are at 2∆0 − 2B ≈ 36 K, i.e., the energy of a
composite singlet is almost equal to the elementary gap [92] as depicted in Fig. 5.16. There-
fore bound singlets have to be treated as scattering centers for resonance scattering, too. In
this case a dimer adjacent to a bound singlet is excited and the corresponding three triplets
combine to stot = 0. Since stot = 0, this contribution to the resonance scattering does not
depend on a magnetic ﬁeld and lowers the sensitivity of the total resonance scattering rate to
a magnetic ﬁeld.
The contribution of the bound singlets to the scattering rate is treated similarly to that
of the single triplets. To get a deeper understanding of the microscopic mechanisms, I will
derive the scattering rate and the speciﬁc heat calculated within the same model [111]. Es-
sentially, we adopt a local picture in the style of model B, discussed for the case where only
triplets were taken into account (see preceding discussion).
For this, it is useful to introduce the quantity ms:
ms := sinh((2s + 1)βh/2)/sinh(βh/2) (5.27)
where s = 0, 1, 2 denote the total spin of the composite state. A tedious but straightforward
calculation gives the probability c2 that a pair of adjacent dimers is in a state made of two
triplets:
c2 =
1
Z
· [m0 · e−(2∆0−2B)β + m1 · e−(2∆0−B)β + m2 · e−(2∆0+B)β] (5.28)
with ms from Eq. 5.27. The complete partition sum Z of the system of two dimers with the
energies stated above for two triplets reads:
Z = 1 + 2m1 · e−(∆0)β + m0 · e−(2∆0−2B)β + m1 · e−(2∆0−B))β + m2 · e−(2∆0+B))β . (5.29)
In the present case we are faced with exclusion eﬀects, i.e., single and 2-triplet objects block
each other. Each dimer is connected to four other dimers. Thus, taking care of double
counting, we have 2L bonds in a system of L dimers. The probabilities c1 and c2 are not
the densities ni = Ni/L since exclusion eﬀects are not yet considered. Regarding Fig. 5.13,
we derive the following exclusion criteria. Suppose we have a single triplet on dimer (a).
No additional single triplet can be on the four next nearest neighbour dimers because we
had 2-triplet states instead. Therefore every single triplet blocks four sites for other single
triplets. For the same reason, these four sites are also blocked for 2-triplet states by the single
triplet on dimer (a). Now, we assume a composite object exists between dimer (a) and (b).
Consequently, two sites for single triplet states are blocked and for 2-triplet states six sites
are blocked. Hence, we get for the densities (per dimer) of possible single triplet states n1
and 2-triplet states n2 the self-consistent equations:
n1 =
N1
L
= c1
1
L
(L− 4N1 − 2N2) (5.30)
n2 =
N2
L
= 2c2
1
L
(L− 4N1 − 6N2) .
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Finally, a straightforward calculation yields:
n1 =
c1(1 + 2c2)
1 + 4c1 + 6c2 + 16c1c2
(5.31)
n2 =
2c2(1 + 2c1)
1 + 4c1 + 6c2 + 16c1c2
.
A further complication arises from a repulsive interaction v between neighboring triplets.
Composite objects and triplets repel each other if they are neighbors. This can be understood
in the following way. If we had an isolated dimer system, the size of the gap would be equal
to the intradimer coupling J1. However, the actual gap is about J1/2. The reduction of the
gap is due to virtual processes comprising excitations on dimers in the vicinity [115]. For
single triplet states, the two active neighbors of each triplet matter (see Fig. 5.13, in leading
order only the two dimers (b) and (c) are important for triplet (a)). Hence, we introduce the
repulsion
R =
J1 −∆s
2
and compute the repulsive ﬁeld on a mean ﬁeld level:
v = R(n1 + 3n2/2) .
Note that n2/2 is the density of composite objects per bond. The factor 3 arises since a free
neighboring dimer is part of three diﬀerent bonds. The repulsive ﬁeld v which is computed
self-consistently acts twice on single triplets and three times on composite objects, as there
are three relevant dimers in the vicinity to the composite object. This leads to a modiﬁcation
of Eq. 5.28 and 5.29, namely
c2 =
1
Z
· [m0 · e−(2∆0−2B+3v)β + m1 · e−(2∆0−B+3v)β + m2 · e−(2∆0+B+3v)β] (5.32)
and
Z = 1+ 2m1 · e−(∆0+2v)β +m0 · e−(2∆0−2B+3v)β +m1 · e−(2∆0−B+3v))β +m2 · e−(2∆0+B+3v))β .
The probability c1 of Eq. 5.20 must also be changed. Here one has to replace ∆0 by ∆0 +2v.
Apparently, there are various free parameters to adjust in order to ﬁt the data. It is possible
to ﬁx the parameter R, B and ∆0 by computing the speciﬁc heat c and thus check our model.
It is important to note that the chosen values of B and ∆0 are well in accordance with those
obtained by inelastic neutron scattering and electron spin resonance experiments [95, 99]. In
order to compute the speciﬁc heat one has to ﬁnd the total energy of the system. From the
densities and the energies of the single triplets (E1(T )) and the composite objects (E2(T )), it
is straightforward to calculate the total energy E(T ) = E1(T ) + E2(T ) at each temperature.
We obtain:
E1(T ) = n1
(
∆0 +
−hehβ + he−hβ
m1
)
E2(T ) = n2(2∆0 − 2B)+
n2
(
Bm1e
−Bβ − 2hsinh(hβ)e−Bβ + 3Bm2e−3Bβ − 2hsinh(hβ)e−3Bβ − 4hsinh(hβ)e−3Bβ
m0 + m1e−Bβ + m2e−3Bβ
)
.
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From E(T ) the speciﬁc heat is obtained by c = ∂E/∂T .
To illustrate the validity of our model we compute the speciﬁc heat for various magnetic
ﬁelds. For the realistic parameters ∆0 = 36 K, R = 18 K (from J1 = 72 K [115]) and
B = 17 K, we obtain the results depicted in Fig. 5.16 c). At low temperatures the agreement
with experiment is very good; position and height of the peak are considerably improved
relative to an isolated dimer model [106]. At higher temperatures we presume that the local
model developed above is too simplistic since the dispersion of the bound states and/or un-
usual phononic eﬀects are neglected [99,115].
Let us turn to the thermal conductivity again. The resonant scattering, decisive for the
thermal conductivity, is calculated in the same model with the same parameters. The rate is
easily obtained by reﬂecting the possible excitation and de-excitation processes. This was cov-
ered already, thus I will skip the calculations here and give the results: τ−1res = Cω4(A1 +A2)
with
A1 =
2n1(N0 + N1 + (N0 −N1)2)(∆0 −B)2
((∆0 −B)2 − ω2)2 (5.33)
A2 =
3n2(N0 + N1 + 2(N0 −N1)2)∆20
(∆20 − ω2)2
, (5.34)
where N1 = (n1 + 3n2/2)/3 and N0 = 1 − 3N1. Using this τ−1res together with the usual
scattering rates we ﬁt the experimental κa and κc by Eq. (3.2). As shown in Fig. 5.16 our
model yields an almost perfect ﬁt of the measured κc (for H = 0) over the entire temperature
range. Above 10 K the ﬁt of κa is also nearly perfect, whereas below 10 K a slight tempera-
ture shift (≤ 1 K) between ﬁt and experimental data occurs. Since the gap ∆0, the binding
energy B, and the interaction R are determined from the speciﬁc heat, there remains only
four adjustable parameters P , U , u, and C (see Table 5.3).
These values are reasonable for an insulator and are comparable in magnitude to those found,
e.g., in the spin ladders [65]. Diﬀerent values for κa and κc are expected in an anisotropic
crystal. Our model reproduces the overall inﬂuence of the magnetic ﬁeld very well. The
high temperature maxima remain unchanged, whereas the low temperature maxima are con-
tinuously suppressed. Again the agreement between calculated and experimental values is
better for κc than for κa. Although the ﬁeld inﬂuence on κa is slightly overestimated by our
model, the experimental values of κc are still quantitatively reproduced up to the highest ﬁeld.
P [10−43s3] U [10−31s2/K] u C [106s3]
κa 7.7 2.6 5.0 3.35
κc 7.9 5.7 10.0 1.15
Table 5.3: Parameters for the ﬁtting of the thermal conductivity data.
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Figure 5.16: Thermal conductivity κc (a) and κa (b) on a logarithmic temperature scale for
various magnetic ﬁelds (see ﬁgure). On increasing ﬁeld the low-T maximum is suppressed. The
lines are theoretical curves calculated with the “resonant scattering model”. (c) Speciﬁc heat at
various ﬁelds H||c (the peak height decreases with increasing ﬁeld). Data points are from Ref.
[106]; the lines result from the same theoretical model. (d) Level scheme used in our model: the
solid lines denote the energies of the ground state, 1 triplet and 2 elementary triplets, respectively.
The dashed lines indicate bound states with stot = 0 or 1, which are built from two elementary
triplets. B is the binding energy and ∆0 is the elementary gap. ∆s is the energy diﬀerence
relevant for the resonance scattering.
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Figure 5.17: Shown are the experimental data (◦) together with conventional phononic contribu-
tions κpha and κ
ph
c (–) obtained by switching oﬀ the scattering of phonons by magnetic excitations
(see text).
In the calculations, one can switch oﬀ the resonant scattering by magnetic excitations.
Therfore one has to set C = 0. κph(C = 0) obtained in this way is much larger than the
measured thermal conductivity, as shown in Fig. 5.17. As expected for resonant scattering,
the damping of the phonon heat transport is most pronounced for T ≈ ∆s. Note, however,
that even at room temperature the suppression is sizeable. This strong damping gives further
evidence for a large spin phonon coupling in SrCu2(BO3)2, as has been inferred before from
sound wave anomalies [108].
Bringing this chapter to a close, I want to sketch out brieﬂy an attempt that was supposed
to further improve the accordance between theory and experiment.
The interesting fact that the magnetic susceptibility can be described rather well by an RPA-
molecular ﬁeld approach, initiated the idea that probably a renormalisation of the magnetic
ﬁeld reproduces the ﬁeld dependence of the thermal conductivity even better [108]. Therefore
we measured the magnetic susceptibility of one of our samples, as illustrated in Fig. 5.18.
The data were ﬁtted according to the following model:
χ =
χ0
(1− (jeff/C) · χ0) , (5.35)
where jeff is an eﬀective exchange coupling constant.
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Figure 5.18: Magnetic susceptibility χ as function of temperature in a magnetic ﬁeld of 1 Tesla
applied parallel to the c-axis. The full line denotes the ﬁt.
χ0 is the susceptibility per mole Cu of an isolated dimer model, given by
χ0 = C · e
(−∆0/kBT )
1 + 3e(−∆0/kBT )
, (5.36)
with C = NAg
2µ2B
kB
. For a gap of ∼ 31 K and jeff ∼ 288 K, the experimental data are rea-
sonably well reproduced. The value of the gap obtained here is close to the accepted value of
∼ 35 K.
The eﬀective exchange coupling constant jeff reﬂects the coupling of one Cu spin to its near-
est neighbors. In the a-b-plane, one spin of a dimer couples to the four nearest neighbors. In
addition, there is also an out-of-plane coupling to two spins on the plane above and to two
spins on the plane below (see Fig. 5.1). The in-plane coupling constant J2 is ≈ 42 K and the
out-of-plane coupling constant J⊥ is about 15 K [92]. Thus we get 4(J2+J⊥) ≈ 224 K, which
is close to jeff , obtained from the ﬁt.
In order to compute the eﬀective ﬁeld in the vicinity of the spin a standard molecular ﬁeld
approach is used. Each spin ’feels’ the sum of the external ﬁeld and of an internal exchange
“ﬁeld”, namely
heff = hext − jeff · < sz > ,
where < sz > is the expectation value of the sz-component of the total spin. For a two level
system, < sz > is easily computed and one yields
heff = hext − jeff · sinh(htot)βe
−∆0β
1 + e−∆0β(1 + 2cosh(htotβ))
. (5.37)
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Figure 5.19: Thermal conductivity κc (a) and κa (b) on a logarithmic temperature scale for
various magnetic ﬁelds (see ﬁgure). On increasing the magnetic ﬁeld, the low-T maximum is
suppressed. The lines are theoretical curves calculated for the same magnetic ﬁelds for an RPA
approach.
The magnetic ﬁeld dependence of the thermal conductivity is modeled by replacing h by heff
in Eqs. 5.33 and 5.34 and by using the eﬀective exchange coupling jeff = 288 K. All other
parameters are the same as those used in order to obtain the theoretical curves plotted in
Fig. 5.16. The values of these parameters are summarized in Table 5.3.
The results are shown in Fig. 5.19. The ﬁtting procedure in order to obtain the thermal
conductivity was carried out as done before. Of course, the zero ﬁeld curves are equal to
those in Fig. 5.16 because heff = 0 + jeff · 0 = 0. The RPA approach does not consider-
ably improve the ﬁeld dependence of the thermal conductivity. One is rather tempted to say
that the discrepancies between theory and experiment even increase, especially in the narrow
temperature range between 5 and 10 K.
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5.3.4 Summary
In summary, the thermal conductivity parallel (κa) and perpendicular (κc) to the magnetic
planes of the low-dimensional quantum spin system SrCu2(BO3)2 has a characteristic double-
peak structure with two maxima. For both directions the low temperature maxima have
a pronounced magnetic ﬁeld dependence. A signiﬁcant magnetic contribution to the heat
current can be excluded, since the double peak structure is not anisotropic and because the
magnetic excitations are (almost) localized.
A quantitative analysis in terms of resonant scattering of phonons by magnetic excitations
explains the double peak structures and their magnetic ﬁeld dependence very well and gives
evidence for strong spin-phonon coupling. I want to emphasize that spin-phonon coupling
in conjunction with spin conservation had to be taken into account in order to describe our
results. Moreover, the inclusion of bound triplets and bound singlets is necessary for a correct
description of the magnetic ﬁeld dependence. Our model describes the speciﬁc heat almost
perfectly with the same parameter set used for the thermal conductivity.
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Chapter 6
CuGeO3
It was already in the 1970s when convincing experimental evidence was given for the spin-
Peierls transition occuring in a few organic compounds, e.g, in TTF-AuBDT [116]. The ﬁrst
inorganic compound showing a spin-Peierls is CuGeO3 discovered by Hase et al. in 1993 [117].
This has strongly renewed the interest of both theoreticians and experimentalists in the study
of the spin-Peierls phenomenon.
For theoreticians, on the one hand, the simpler lattice structure of CuGeO3 compared to the
organic compounds [116] helps to understand of the phase transition and related phenomena.
On the other hand, large single crystals of high quality can be synthesized, to allow a de-
tailed experimental investigation of the system. Thus CuGeO3 can be regarded as a unique
substance for gaining a deeper understanding of magnetism, structural phase transitions and
the interplay of both with respect to a quasi-one-dimensional spin system.
Due to an enormous amount of experimental and theoretical results, the physical properties
of CuGeO3 are well known and to a large extent understood.
However, a precise and systematic investigation of the thermal transport properties has not
been given so far. From theory it is known that magnetic excitations in an ideal s = 1/2
Heisenberg chain move without dissipation, which may lead to an additional contribution
κmag to the heat current [118]. Therefore, quasi-one-dimensional spin chains in CuGeO3 may
give rise to a magnetic heat current. Thus the system is interesting for studying possible
magnetic contributions to κ. Up to now, Ando et al. and Vasil’ev et al. have performed
thermal conductivity measurements on pure and doped specimen [63,64,119–121]. However,
diﬀerent results of the thermal conductivity are obtained. We will clarify this and we will
show with a systematic investigation of the heat transport along all three crystallographic
axes that the proposed explanation of Ando et al. for the heat transport in CuGeO3 can
be doubted. Moreover various scenarios to explain the thermal conductivity are apparently
possible.
6.1 Structure and Magnetic Exchange
At room temperature an orthorhombic crystal structure with the space group D52h − Pbmm
was proposed by Vo¨llenkle et al. [122] (see Fig. 6.1) and after the discovery of the spin-Peierls
transition further measurements conﬁrmed this result [123–126].
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Figure 6.1: Crystal structure of CuGeO3 in the uniform high temperature phase.
There are essentially two elementary building blocks – the CuO6 octahedra, as in the high-
temperature superconductors, and the GeO4 tetrahedra. The octahedra can be decomposed
into plaquettes made up of a Cu atom surrounded by four oxygen atoms usually referred to
as O(2) and two apex O(1). It is remarkable that the Cu-O(2) distance ( 1.93A˚) is much
shorter than Cu-O(1) distance ( 2.75A˚). One Ge and two O(1) and O(2), respectively,
build up the GeO4 tetrahedra. The stacking of the edge sharing CuO6 octahedra and the
corner sharing GeO4 tetrahedra results in Cu2+ and Ge4+ chains parallel to the c axis. These
chains are linked together via O atoms, and form layers parallel to the b-c plane which are
only weakly coupled along the a axis. The unit cell contains two formula units of CuGeO3
because of the alternating tilting of the octahedra along the b axis. Along the c axis the
nearest neighbor (nn) coupling between the Cu2+ moments arises from superexchange via the
O ligands located inbetween. The Cu-O-Cu bond angle of  990 leads to some peculiarities
with respect to the magnetic exchange. According to the Goodenough-Kanamori-Anderson
rules one would expect ferromagnetic exchange between (nn) Cu2+ moments [127]. However,
one should be aware that these rules are based on the assumption that the σ covalent bonding
between the partially ﬁlled d-shells of Cu2+ ions and the p orbital of the O ligand is most
important. Therefore, these rules do not hold anymore if π bonding and/or d-d hybridisation
become important. In fact, calculations and experiments show that an antiferromagnetic
coupling is present along the c axis that is very weak [128, 129]. According to Khomskii and
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Figure 6.2: a) Undistorted chain segment. The coupling constant J denotes nearest and J’
next nearest interaction. The Ge side group does not lie inside the Cu-O-Cu plane. At room
temperature γ  990 and ϕ  1590. b) Low temperature structure. For clarity the distortions
have been strongly enlarged. In fact, the alternations of the Cu-O-Cu- and the Cu-O-Ge bond
angles are very small: γ1 − γ2  0.80; ϕ1 − ϕ2  1.80.
Geertsma, the Cu-O-Cu bond angle of  990 is not suﬃcient to establish antiferromagnetic
(nn) exchange interaction [128, 129]. They argued that the inﬂuence of the Ge-O is respon-
sible for antiferromagnetic coupling. If one takes Hund’s rule and the Pauli exclusion into
account one understands qualitatively why the exchange interaction strongly depends on the
geometry and the type of orbitals occupied.
Let us recall that for a Cu-O-Cu bond angle of  1800 a strong antiferromagnetic coupling
is observed, as for example in La2CuO4. Here, the single occupied dx2−y2-orbitals of (nn)
Cu2+ ions can only hybridize with one doubly occupied p-orbital of the O2− ion. For a 900
Cu-O-Cu bond angle the 2p lobes of an oxygen ion cannot point towards two neighboring
Cu2+ ions simultaneously. In this case a weak ferromagnetic exchange is favoured by gaining
Hund’s energy.
In the same manner, the inﬂuence of the Ge-O side group can be understood. Let us there-
fore assume two extreme cases where the side group lies exactly in or perpendicular to the
Cu-O-Cu plane. The ﬁrst case leads to a hybridisation of the p orbitals and thus to an an-
tiferromagnetic exchange for all γ. If the Ge-O bond is orthogonal to the Cu-O-Cu plane,
then the sign of the (nn) coupling remains unchanged. With respect to the above considera-
tion, it is obvious that the antiferromagnetic coupling depends strongly on the angles ϕ and
γ. Both, a larger ϕ and a larger γ increase the antiferromagnetic (nn) coupling. Interest-
ingly, the γ dependence means that a larger distance between the Cu2+ moments results in
a stronger coupling (see Fig. 6.2). For the (nn) coupling constant Geertsma and Khomskii
specify Jc  130 K. In CuGeO3, next nearest neighbor (nnn) coupling plays an important
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Figure 6.3: Magnetic susceptibility of CuGeO3 [117].
role as there is a considerable overlap between the p orbitals of adjacent O atoms along the
chain direction. Following Geertsma and Khomskii the ratio J
′
c/Jc lies between 0.23 and 0.3.
Lorenz et al. ﬁnd experimentally a value of 0.35 for the ratio [130].
Finally a few words about (nn) superexchange interaction along a and b direction. As for the
(nnn) interactions along the c axis there are two transfer paths with two oxygens along the b
axis. However, along the b direction one ﬁnds a small exchange coupling constant Jb  8 K
 0.06Jc [129]. There are two main reasons why the coupling constants J ′c and Jb diﬀer so
much. First, the angles and the bonding lengths are diﬀerent for the b and c direction, respec-
tively. Second, strong frustration of Jb occurs, because from one Cu2+ ion two exchange paths
exist to two Cu2+ ions on the adjacent chains that are shifted by one lattice parameter along
the c direction. In comparison with the b direction, the bonding lengths along the a direction
are considerably larger. Therefore one expects an even weaker antiferromagnetism or a weak
ferromagnetic coupling [126, 131]. Nishi et al. ﬁnd in accordance with Regnault et al. for
Ja  −0.01Jc, i.e., a weak ferromagnetic coupling.
6.2 The Spin-Peierls Transition in CuGeO3
In Fig. 6.3 the magnetic susceptibility χ of CuGeO3 is shown for all three crystallographic
axes. The inorganic compound CuGeO3 exhibits an isotropic drop of the magnetic suscepti-
bility which typically signatures the spin-Peierls transition. For all directions χ drops below
 14 K exponentially towards zero. The sharp drop is a result of the opening of a spin
gap due to the formation of dimers. From the low temperature dependence of χ Hase et al.
derived for the gap ∆  24 K. The value is well in accordance with ESR [132–134], speciﬁc
heat [135–144] and neutron scattering measurements [101, 145–151]. A closer inspection of
the righthand panel in Fig. 6.3 reveals that for diﬀerent directions of the magnetic ﬁeld the
transition occurs at slightly diﬀerent temperatures. This can be attributed to diﬀerent g-
factors for diﬀerent directions of the magnetic ﬁeld. In the left panel the experimental data
are shown together with a theoretical curve based on the theory by Bonner and Fisher for a
one dimensional spin-1/2 chain with antiferromagnetic exchange interaction J between near-
est neighbors. With the single parameter J  88 K the broad maximum of the experimental
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data and theory coincide. Obviously, the model is too simplistic to describe the experimental
ﬁndings qualitatively. Fabricius et al. have shown that a much better ﬁt is obtained by taking
signiﬁcant frustration (J
′
/J = 0.35) into account [36,152,153].
The second salient accompanying feature of the spin-Peierls transition is a lattice dimerisation
that does not have to occur necessarily along the chain direction alone. It has been reported
that in TTF-CuBDT there is also a lattice distortion perpendicular to the chains at the same
time as the dimerization along the chains takes place [154]. In CuGeO3, X-ray measurements
and neutron scattering measurements observe the superlattice reﬂections below TSP , support-
ing the dimerisation of the lattice [123, 124, 155]. The low temperature (T < 14 K) phase is
characterized by an orthorhombic unit cell with lattice parameters a
′
= 2 × a, b′ = b and
c
′
= 2 × c. The distortion along the c direction leads to a splitting of the former O(2) sites
in O(2a) and O(2b) sites with shorter O(2a)−O(2a)- and larger O(2b)-O(2b) distances. The
doubling along the a axis is a consequence of the rotation of the GeO4 tetrahedra around
the c axis in opposite sense for neighboring tetrahedra. In Fig. 6.2 b) the distortion along
the chain direction is shown. The relatively small changes of the angles are correlated with
relatively small losses of elastic energy.
6.3 Magnetic Excitation Spectrum and Spin-Phonon Coupling
In view of the thermal conductivity measurements on CuGeO3, the interesting question arises
whether a sizeable magnetic contribution to the heat current may be present. In principle,
any dispersive excitation can transport energy and add to the always existing phonon thermal
conductivity of crystals.
The magnetic excitation spectra along the diﬀerent crystallographic axes were determined
by inelastic neutron scattering experiments [101, 148, 149]. The dispersion curves at 1.8 K
and zero magnetic ﬁeld are displayed in Fig. 6.4 for the b and c axis, respectively. As the
curves were determined in the dimerized phase, the data represent the one triplet excitations
that are separated by a gap ∆ from the ground state and by ∆ − 2B from the two triplet
continuum [151]. From Raman scattering it is known that two triplets can combine due to
mutual attraction to bound states leading to an energy reduction 2∆ − 2B, where ∆ is the
elementary gap for exciting one triplet and (B  1 K) the binding energy [156–163]. In com-
parision to the two-dimensional spin-gap system SrCu2(BO3)2, the binding energy is almost
negligible (see Chapter 5). Clearly, the dispersion along the c axis is about three times as
large as the dispersion found along the b axis. Furthermore, even along the a axis a small
but measurable dispersion is observed. This does not support the assumption that we deal
with a purely one-dimensional, but rather with an almost two-dimensional spin system.
The energy minimum in the excitation spectrum can be identiﬁed with the formation of a
singlet-triplet gap. Regnault et al. ﬁnd for the gap ∆  2 meV  23 K. The ratio 2∆/kBT ≈
3.32 coincides remarkably well with the BCS type mean ﬁeld result (2∆ ≈ 3.53kBT ). This
is surprising since the temperature dependence of the gap does not at all follow an ordinary
BCS-like gap, but is rather constant up to temperatures of  12 K and goes rapidly to zero
when approaching the transition temperature [150]. A quantitative analysis is given by Nishi
et al. with the result that even when the critical exponent in the gap equation is chosen to
be very small, no agreement between experiment and BCS theory is obtained [101].
Let us turn to the determination of the exchange constants. The solid lines in Fig. 6.4 are
theoretical curves based on calculations by Bonner and Blo¨the for an ideal spin 1/2 alternat-
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Figure 6.4: Magnetic excitation spectrum of CuGeO3 along and perpendicular to the spin
chains [149].
ing Heisenberg chain [164]. From the theoretical dispersion curve for the wavevector along
the c axis, obtained under the assumption of (nn) coupling and no coupling perpendicular
to the spin chains, Regnault et al. ﬁnd for Jc  120 K, and δ  0.042 for the distortion
parameter. Using classical spin wave theory, the magnitude of 0.011Jc for the interchain
coupling Ja and Jb  0.11Jc is obtained. The dispersion curves for the wave vector along the
b and c direction are shown in Fig. 6.4, respectively. The obtained coupling constants agree
nicely with those found by Nishi et al. [101]. In spite of this, calculations based on diﬀerent
models reveal that the coupling constants cannot be determined unambiguously by ﬁtting the
dispersion curves [36, 165]. A closer inspection of the experimental curve in the left panel of
Fig. 6.4 shows that the former is slightly tilted with respect to the theoretical curve. This
was explained by G. Uhrig and W. Brenig taking the inﬂuence of the interchain coupling Jb
into account [166,167].
In CuGeO3 the coupling between phononic and magnetic degrees of freedom play an impor-
tant role leading to, e.g., anomalies in the elastic constants [168]. To simplify the calculations,
most theories adopt an approximation where lattice dynamical eﬀects are excluded.
In chapter 2 an introduction of the spin-Peierls theory, based on the results of Cross and
Fisher, is given where the phononic system is treated adiabatically. Although a lot of ex-
perimental observations can be understood in this framework, e.g, the magnetic excitation
spectrum and the susceptibility, the energy scales of the phononic and magnetic systems in
CuGeO3 are not clearly separated from each other and therefore the adiabatic treatment is
not a priori justiﬁed. Moreover, in contrast to the conventional Cross-Fisher theory where
the relevant optical phonon mode weakens and freezes out when approaching TSP no phonon
softening associated with the transition for the two spin-Peierls active T+2 phonon modes was
observed [23]. Thus it was argued that the Cross Fisher theory does not cover the physics
relevant in CuGeO3 completely [169]. Gros and Werner showed that with an RPA approach a
soft phonon does not necessarily have to exist [170]. Following their analysis, a softening of the
active phonon and a displacive phase transition takes place if the bare frequency ω0 < 2.2TSP .
For higher frequencies an order-to-disorder transition occurs without phonon softening [171].
According to Braden et al., the frequencies of the two modes are ω0,1  Jc and ω0,2  2Jc
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and no phonon softening is to be expected [23]. Finally, I want to point out that Uhrig et
al. have treated the problem of spin-phonon coupling “the other way around”, where the
renormalisation of the coupling constant J by the phonons is considered [169]. Mainly two
results are derived – ﬁrst, no phonon softening occurs and second, the renormalisation leads
to a sizeable magnetic frustration along the spin chains even if there is no frustration present
in the absence of phonons.
6.4 Thermodynamic Properties of CuGeO3
In this section a short review of the important thermodynamic properties of CuGeO3 is given.
First I will consider measurements of the speciﬁc heat, thermal expansion and magnetostric-
tion. The analysis of the thermodynamic properties reveals the importance of frustration
along the quasi-one-dimensional spin chains in CuGeO3. Second, the H-T phase diagram
will be discussed. Finally, important experimental results are compared with the prominent
Cross-Fisher theory [130].
6.4.1 Specific Heat and Thermal Expansion
The speciﬁc heat of CuGeO3shown in Fig. 6.5, was studied by R. Ziemes [143]. At the spin-
Peierls transition a pronounced anomaly is observed at TSP = 14.35 K for zero magnetic
ﬁeld. Below TSP the system is in the dimerized phase and a spin gap in the magnetic
excitation spectrum is present. Hence, one expects for the magnetic speciﬁc heat an activated
behavior. Together with the common phononic contribution, the total speciﬁc heat in the low
temperature region reads: cp = βT 3 + Γexp(−∆E/kBT ). Fitting the data with the above
formula yields β = 0.3mJ/molK4 and Γ = 3.6mJ/molK. The obtained value for the spin
gap ∆ = 23 K is in good accordance with the results from inelastic neutron scattering [101,
149]. Focusing on the speciﬁc heat curve at 16 Tesla, two striking features are detected. First,
the transition temperature is drastically lowered (TSP  10 K) and the anomaly is not that
pronounced anymore. Second, in the inset the low temperature region reveals an interesting
diﬀerence between the speciﬁc heat for H = 0 Tesla and 16 Tesla. The 16 Tesla curve can be
described rather well by a T 3-law whereas in zero magnetic ﬁeld the exponential onset at the
lowest temperatures dominates (as already discussed above). Phononic contributions do not
depend on magnetic ﬁeld. But in the incommensurate (I) phase so-called phasons are present
that are excitations of the phase of the ordering parameter. According to Bhattacherjee et al.
these quasiparticles can be regarded as three-dimensional continuous excitations with linear
dispersion [172]. Similar to phonons (in three dimensions) a T 3-law for the speciﬁc heat is
expected.
The thermal expansion αi = 1Li
∂Li
∂T for H = 0 and 16 Tesla is plotted in Fig. 6.6 [130]. As in
the speciﬁc heat, huge and sharp anomalies at TSP  14.35 K along the three crystallographic
directions are visible. Along the a axis the anomaly is negative whereas, along the b and c
direction the anomalies are positive. We might be tempted to think that the largest anomaly
should arise along the spin chains, i.e., along the c axis. Obviously, this is not the case. The
largest anomaly is along the b and the smallest along the c direction. This implies that the
lattice distortions along the one-dimensional spin chains are in fact smaller than perpendicular
to the chains. The inﬂuence of the magnetic ﬁeld is very similar for all directions. The shift
of the anomalies is accompanied by a lowering of about a factor of one-half compared to
the zero ﬁeld curves. To show rigorously that the structural anisotroy in zero magnetic
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Figure 6.5: Speciﬁc heat of CuGeO3 for H = 0 and 16 Tesla [143]. The inset shows cP /T versus
T 2. The solid lines are theoretical curves [130].
ﬁeld and at 16 Tesla is the same, a reduced representation for the thermal expansion is
given in the right panel of Fig. 6.6 [130]. Here, the assumption was made that the thermal
expansion is a sum of the usual anharmonic phonon contribution and anomalies due to the
spin phonon coupling [173,174]. In order to obtain the anomalous contribution (δαi), Lorenz
claimed that a substraction of the extrapolated curve (dotted line), representing the usual
phonon contribution, from the experimental data can be done reliably. Obviously, the scaling
is almost perfect for both the thermal expansion in the dimerized (H=0 Tesla) and in the
incommensurate phase (H=16 Tesla). In conclusion, a magnetic ﬁeld independent structural
anisotropy is present in CuGeO3.
6.4.2 Pressure Dependencies and Magnetic Frustration
Very interesting results have been obtained by analyzing the thermal expansion, the speciﬁc
heat and the magnetostriction data within a phenomenological approach [175]. In order to
obtain the uniaxial pressure dependencies of the transition temperature TSP , the anomalies
in the thermal expansion (∆αi) and the speciﬁc heat (∆cp) data have been analysed making
use of the Ehrenfest relation ∂TSP∂pi |pi→0 = TSP
∆αi
∆cp
. The uniaxial pressure dependencies of
HD/I are extracted using the Clausius-Clapeyron equation appropriate for analyzing the ﬁrst
order D/I-phase transition: ∂HD/I∂pi |pi→0 =
∆Li/Li
∆M , where ∆Li/Li is the jump along the i-axis
and ∆M the change in the magnetization. The values are given in Table 6.1. To begin with,
I want to emphasize that the uniaxial pressure dependencies are very large and reﬂect the
structural anisotropy of the thermal expansion. Of all calculated values, the uniaxial pressure
dependencies along the b direction are the largest followed by the a and c direction, respec-
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Figure 6.6: Left: Thermal expansion α of CuGeO3 for H = 0 and 16 Tesla. Right: Scaling of α
for the zero and 16 Tesla curve. Note: Zero Tesla corresponds to the right y-axis and 16 Tesla to
the left y-axis, respectively [130].
tively. From the identical relative changes of the transition temperatures at H = 0 T and
H = 16 T, Lorenz et al. claimed that only the absolute values of the U/D and U/I-phase
boundaries change and furthermore the position of the phase boundaries is determined by
TSP alone [130]. Hence CuGeO3 under pressure seems to reﬂect the universal phase diagram
proposed by theory for a spin-Peierls system.
Let us now compare results of the magnetostriction ∆Li/Li of Fig. 6.7 [130] . The jumps
U/D H = 0 U/I H = 16 Tesla D/I T = 4.5 K
TSP  14.35 K TSP  10.1 K HD/I  12.4 Tesla
∂TSP/∂pi ∂TSP/∂pi ∂HD/I/∂pi
pa -3.7 K/GPa -2.8 K/GPa -4 Tesla/GPa
pb 7.2 K/GPa 5.3 K/GPa 7 Tesla/GPa
pc 1.6 K/GPa 1.1 K/GPa 2 Tesla/GPa
Table 6.1: Uniaxial- and hydrostatic pressure dependencies of TSP and of HD/I for the U/D–,
U/I– und D/I–transition in CuGeO3 [130].
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Figure 6.7: Left: Magnetostriction of CuGeO3 at 4.5 K (D/I transition) and at 12 K (D/U
transition). Right: Magnetostriction of the U-phase of CuGeO3 [130].
crossing the D/I boundary clearly indicate a ﬁrst order phase transition whereas a continuous
D/U transition occurs. In the U-phase no anomalies are observed; the absolute values are
about one order of magnitude smaller and sign changes take place. Based on the thermody-
namic relation 1H
∂∆Li/Li
∂H |T,pi = ∂χi∂pi |T,H one can extract the uniaxial pressure dependence of
the magnetic susceptibility for diﬀerent directions from the measured magnetostriction and
compare these to the pressure dependence of the transition temperatures. A crucial result is
the one to one correspondence between the pressure dependence of TSP and χ in the U-phase.
Within the conventional spin-Peierls theory, TSP depends only on the spin phonon coupling
and on ω0 (see Chapter 2), but not explicitly on the exchange constant J . Lorenz et al.
showed that an extended model that takes frustration along the spin chains into account, can
explain the TSP - χ correlation [130].
I want to sketch the basic results. The nnn coupling J
′
depends essentially on the O-O binding
length. The compressibility along this axis is very small, leading to the assumption that the
frustration ratio J
′
/J is essentially given by −∂ lnJ/∂pi  ∂ lnχmax/∂pi. It becomes evident
that the spin gap depends on both dimerisation and frustration [176]. A perfect modeling
of the magnetic susceptibility succeeds for coupling constants J = 160 K and J
′
/J = 0.35
up to 1000 Kelvin. For the same set of parameters the maxima of the susceptibility, thermal
expansion and speciﬁc heat are reproduced. To conclude, frustration along the spin chains
plays a crucial role in CuGeO3 understanding its thermodynamic properties.
6.4.3 H-T Phase Diagram
From thermal expansion and magnetostriction, the phase diagram for CuGeO3 is derived (see
Fig. 6.7) [130]. From ﬁrst sight the phase boundaries do not match exactly for the diﬀerent
magnetic ﬁeld directions. This can be attributed to the diﬀerent g-factors. The hysteresis
found at the D/I-phase boundary shows the ﬁrst order character of this phase transition. With
increasing temperature, the hysteresis becomes signiﬁcantly smaller and almost vanishes at the
Lifshitz-Point (TL, HL) where the D/U-, I/U- and D/I- boundaries meet. According to Cross
(TL, HL) is given by gHL/2T 0SP= 1.03 Tesla/K and TL/T
0
SP= 0.77 [32]. From experiment,
extracted values for CuGeO3 are giHL/2T 0SP  0.92 Tesla/K and TL/T 0SP  0.77, respectively.
To compare the experimentally obtained D/U- and I/U-phase boundary found for CuGeO3
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with the theoretical curve, a presentation in reduced units giH/2T 0SP versus TSP(H)/T
0
SP
is more convenient. Let us ﬁrst consider the D/U-phase boundary. The calculated curve
(solid line) and the experimental curve of CuGeO3 are very similar to each other but do not
match. Concerning the Lifshitz-Point (TL, HL) perfect agreement is achieved for HL, while
the theoretical value for TL is about 12 % higher than the one found experimentally. An
astonishing good theoretical modeling of the experimental D/U-phase boundary is achieved
when dividing the solid line by 1.12. The dotted line meets exactly the experimental data. A
plausible explanation is given by Lorenz et al. [130]. To calculate the phase boundary, Cross
and Fisher used in their approach the susceptibility of an undimerized Heisenberg chain at
T = 0 which is given by χ(T = 0) = NAg2µ2B/π
2kBJeff  1.5·10−3emu/mol. Following Cross’
suggestions one should rather use the measured susceptibility at the spin-Peierls transition
( 1.68 · 10−3 emu/mol) in order to calculate the phase boundary. The comparison of the
above two values for χ indeed gives the diﬀerence of about 12%. What about the I/U-phase
boundary? Here, the mismatch between the Cross-Fisher theory and the results for CuGeO3
is larger. Above  23 Tesla (gH/2T 0SP  1.7 Tesla/K) the TSP is for CuGeO3 almost ﬁeld
independent and saturates at  0.69·T 0SP. The Cross and Fisher theory gives us a much
higher saturation ﬁeld gH/2T 0SP > 5 Tesla/K and TSP(H) = 0.5·T 0SPwhich can be essentially
understood in the loss of one half of the Umklapp-energy for very large ﬁelds and hence to
a reduction of TSP of one half [24, 32]. Hence, it was noted by Lorenz et al. that frustration
might become important explaining these discrepancies.
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6.5 Thermal Conductivity of CuGeO3
The following sections are devoted to measurements of the thermal conductivity on pure and
doped CuGeO3 single crystals. First, a review of measurements already performed on pure
CuGeO3 is given. Then my own results are presented, followed by a discussion. Second, the
inﬂuence of Zn and Mg doping on the heat transport is presented.
6.5.1 Previous Thermal Conductivity Measurements on CuGeO3
Figure 6.9: Left: Thermal conductivity of CuGeO3 along the c and b axis in zero magnetic
ﬁeld, according to Vasil’ev et al. [64]. Only one maximum at  23.3 K can be observed. Right:
According to Y. Ando et al. [63] an additional unusual peak in the thermal conductivity (κ) along
the c direction can be seen at  5.5 K for zero magnetic ﬁeld. Increasing the magnetic ﬁeld the
low temperature maximum is continuously suppressed. Note that for T < TSP the 16 Tesla curve
lies above the 14 Tesla curve.
To my knowledge two research groups have published thermal conductivity measurements
on single crystals of CuGeO3.
The experimental results obtained by Vasil’ev et al. are shown on the left of Fig. 6.9. A broad
maximum is observed at T  23.3 K and was assigned to a pure phonon contribution [64].
At the spin-Peierls temperature a small kink is visible that is attributed to the change of
the properties of the lattice in conjunction with the opening of a spin gap. Along the b axis
the absolute value of the thermal conductivity κ is about three times smaller with a less
pronounced and even broader maximum at more or less the same temperature [64].
In the contrary, a very unusual behaviour for κ is obtained by Ando et al. (see right Fig. 6.9).
Coming from high temperatures, κ increases and peaks at  22 K. Close to the spin-Peierls
temperature κ drops rapidly. Lowering the temperature further, a second maximum arises
at  5.5 K, ﬁnally dropping to zero. Switching on the magnetic ﬁeld, the low temperature
maximum is continuously suppressed by increasing the magnetic ﬁeld. At 14 Tesla the peak
has almost vanished. A new low temperature upturn emerges at higher ﬁelds (see right
Fig. 6.9). Although the behavior near and above the spin-Peierls transition is similar to
the thermal conductivity found by both groups, the salient low temperature peak is only
observed by Ando and coworkers. They assumed that this discrepancy is related to the
sample quality. In the following chapter, we will clarify the picture and show that the low
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temperature maximum is evident. Furthermore, our systematic measurements of κ along the
three crystallographic directions will reveal that the picture is much more complicated than
proposed by Ando et al. [63].
6.5.2 Our Experimental Thermal Conductivity Results
In the upper panel of Fig. 6.10, the thermal conductivity κc as a function of temperature
along the c axis in zero magnetic ﬁeld is shown. Obviously, the measurements conﬁrm the
double peak structure found by Ando et al. [63]. The low temperature maximum is located
at approximately the same temperature ( 5.5) and peaks at an even higher absolute value.
From this I conclude that the crystal is of high quality with only a moderate amount of
defects and impurities. The high temperature maximum peaks at  16 K, i.e., close to TSP.
With further increasing the temperature κc drops down to about 20 W/Km at 50 Kelvin and
decrease then almost linearly.
The striking feature of the strong suppression of the low temperature maximum with mag-
netic ﬁeld is depicted in the inset of Fig. 6.10. Notably, the low temperature peak does not
shift as a function of temperature, at least not for magnetic ﬁelds below 12 Telsa (in contra-
diction to SrCu2(BO3)2(see Chapter 5)). We also observe that up to 14 Tesla , κc changes
by about a factor of 3. Going to even higher ﬁelds κc increases again below TSP. Above
TSP the absolute value of the thermal conductivity does alter only marginally with magnetic
ﬁeld. The position of the high temperature maximum with respect to temperature is not
aﬀected by the magnetic ﬁeld. The results of the thermal conductivity along the c direction
(κc) strongly resemble those found by Ando and coworkers [63].
The heat transport along the b direction is presented in the lower panel of Fig. 6.10. The
double peak structure is observed as well, with the maxima occuring at around the same
temperatures. But there are various diﬀerences to κc. Considering the zero magnetic ﬁeld
thermal conductivity, the absolute value of κb is about one third of the absolute value of κc
over the entire temperature range. Above 50 Kelvin κb decreases approximately by 1/T with
increasing temperature, whereas κc decreases almost linearily towards higher temperatures.
Furthermore, almost no ﬁeld dependence of κb for temperatures in excess of around 16 Kelvin
is found (see inset of lower panel). And ﬁnally, a pronounced shift of the high temperature
maxima with increasing magnetic ﬁeld is observed. As for κc, the minimum shifts obviously
to lower temperature with the ﬁeld.
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Figure 6.10: Upper panel: Thermal conductivity κc of CuGeO3 along the c axis as a function
of temperature in zero magnetic ﬁeld. The inset shows the enlarged temperature region of κc
for various magnetic ﬁelds. Lower panel: Thermal conductivity κb of CuGeO3 along the b axis
as a function of temperature in zero magnetic ﬁeld. The inset shows the enlarged temperature
region of κb for various magnetic ﬁelds. With increasing ﬁeld the low temperature maxima are
suppressed.
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Figure 6.11: Left: Thermal conductivity κc of CuGeO3 as a function of magnetic ﬁeld at 4.2
(◦) and 5.5 Kelvin (•). The high ﬁeld measurements are marked by errorbars. The inset shows
the enlarged region where the transition from the dimerized (D) to the incommensurate (I) phase
occurs. By cycling the magnetic ﬁeld forth and back a small hysteresis is observed. Right:
Magnetic ﬁeld dependence of κc at 15.5 Kelvin, i.e., in the uniform (U) phase.
The thermal conductivity versus magnetic ﬁeld measurements are depicted in Fig. 6.11.
In the right panel, κc is shown as a function of the magnetic ﬁeld at a temperature of 15.5 K.
This means, the system is in the uniform phase. Apparently, the magnetic ﬁeld dependence
of κc is marginally small. With increasing ﬁeld the thermal conductivity decreases linearily.
Going to lower temperatures, i.e., moving to the D/U-phase, the magnetic ﬁeld dependence
of κ changes drastically as illustrated in the left panel of Fig. 6.11. The transition from the D-
to the I-phase can be clearly identiﬁed in the left panel of Fig. 6.11. For both temperatures,
i.e., 4.2 K and the 5.5 K, κc decreases monotonically for ﬁelds up to 12 Tesla. A jump at
about 12 Tesla is observed in the thermal conductivity, that can be related to the occurrence
of the so-called incommensurate phase [177]. Above ∼ 12.5 K κ increases again. High ﬁeld
measurements were performed in a hybrid magnet system1 to ﬁnd out more about the heat
transport in the I-phase. It seems that the thermal conductivity saturates at about 18 Tesla,
whereas a small reduction for even larger magnetic ﬁelds is indicated. The errorbars result
from vibrations of the watercooled electromagnet, causing induction voltages. Although the
cryostat was mechanically decoupled from the water cooling system and the electromagnet,
the small signal-to-noise ratio puts a severe constraint on high resolution measurements.
The inset of Fig. 6.11 shows the thermal conductivity in the vicinity of 12 T, i.e., close to the
D/I-phase transition. Upon cycling the magnetic ﬁeld, a small hysteresis, also found in the
magnetostriction, opens up manifesting a ﬁrst order phase transition.
In the following I want to check whether the anomalies in the thermal conductivity ver-
1This is a combination of a superconducting magnet and a electromagnet, generating ﬁelds in excess of
25 Tesla. For more details, see homepage of University of Nijmegen and The Nijmegen High Field Magnet
Laboratory (HFML), The Netherlands.
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Figure 6.12: H-T phase diagram for CuGeO3 in reduced units obtained by thermal expansion
and magnetostriction [130]. The data points result from the analysis of κc and κb, respectively.
The used g-values were 2.23 for the ﬁeld along the b (κc) and 2.06 for the ﬁeld along the c direction
(κc).
sus temperature (κ(T )) and versus magnetic ﬁeld (κ(B)) curves reﬂect the universal phase
diagram for spin-Peierls systems. Therefore I consider the point of maximum slope of the
thermal conductivity versus magnetic ﬁeld curves at the D/I-phase transition (see Fig. 6.11
left), and the point of maximum slope of thermal conductivity versus temperature curves
close to TSP.
A strong indication that this is indeed the case is given in Fig. 6.12. The phase boundaries ob-
tained by measurements of thermal expansion and magnetostriction are plotted together with
data extracted from the thermal conductivity, according to the procedure explained before.
The agreement is stunning. The discrepancies reveal the experimental uncertainties of the
quantitative analysis of the thermal conductivity data. However, the thermal conductivity
measurements conﬁrm the H-T phase diagram.
Before going into a detailed discussion of the ﬁndings, we complete the experimental data
with the measurement of the thermal conductivity along the a axis (see Fig. 6.13). A com-
pletely diﬀerent result is obtained. In contrast to the thermal conductivity along the b and
c axis, only one broad maximum at  32 Kelvin is found in κa. Other remarkable points are
the absence of any magnetic ﬁeld dependence and the often cited 1/T dependence of κ at
elevated temperatures prominent for phonons.
Let us ﬁnally note the anisotropy of the absolute values: κb < κa < κc, for temperatues above
TSP, depicted in Fig. 6.13 (right). The inset of Fig. 6.13 clearly shows that we cannot address
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Figure 6.13: Left: Thermal conductivity of CuGeO3 along the a axis for zero (◦) and 8 Tesla
(•). Right: Comparison of the thermal comductivities along the a, b and c direction. The inset
shows the enlarged temperature region.
the maximum of κa to any of the maxima observed in κb or κc.
On the one hand, the thermal conductivity of CuGeO3 shows pronounced double peak struc-
tures along the b and c directions which strongly depend on the magnetic ﬁeld. On the
other hand, only one maximum and no magnetic ﬁeld dependence is observed for κa. The
subsequent discussion will reveal a puzzling and complicated picture of the heat transport in
CuGeO3.
6.5.3 Discussion
The coming section will deal with possible scenarios explaining our experimental results and
model calculations for magnetic heat transport and anisotropy considerations.
In principle we are faced with at least three diﬀerent possible interpretations of the double
peak structure of the thermal conductivity of CuGeO3. As CuGeO3 is an electrical insulator,
we expect only two possible sources to the heat transport, namely a phononic and a magnetic
contribution. Further on, we assume that the total thermal conductivity can be regarded as
a sum of a magnetic and a phononic contribution, i.e., κ = κPh +κm. This leads to the three
scenarios depicted in Fig. 6.14.
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Scenario a)
This model was already proposed by Ando et al. [63]. Based on measurements of the speciﬁc
heat and the magnetic susceptibility, an interpretation of the double peak structure is given
in terms of scattering of phonons on magnetic excitations for the low temperature peak, and a
magnetic contribution is supposed to cause the high temperature maximum. Following their
arguments this maximum is related to the peak in the magnetic speciﬁc heat at  J/2  80 K.
They claim that the shift of the maximum in κ to lower temperatures with respect to the
maximum in c comes from the fact that the mean free path of the magnetic excitations
increases very rapidly when the temperature is lowered and overcompensates the decrease in
the number density.
As no microscopic theories for the thermal conductivity in CuGeO3 are available so far, Ando
et al. base their assumptions on the kinetic approach where κ ∼ c · v · l, with c the speciﬁc
heat, v the velocity and l the mean free path of the magnetic excitations, respectively.
According to the kinetic approach, the magnetic ﬁeld dependence of the low temperature
maximum is explained as follows: as the spin gap opens below TSP the number density of
the magnetic excitations becomes so small that no magnetic contribution can cause the low
temperature peak at  5.5 K. Hence, this peak is only caused by a phononic contribution.
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The strong suppression of this peak with magnetic ﬁeld is then understood by closing the spin
gap due to Zeeman splitting, hence increasing the number of magnetic excitations results in
a strengthening of “phonon-magnon” scattering.
But there are other plausible scenarios. Two scenarios which are likely to occur are discussed
below.
Scenario b)
In this scenario the low temperature maximum is attributed to a magnetic contribution and
the high temperature peak can be assigned to the conventional phonon heat transport. At
ﬁrst sight this is amazing, because below TSP a gap opens and the magnetic excitations die
out rapidly, i.e., the number density and hence the magnetic speciﬁc heat vanish. From this,
one would expect no or at least only a very weak magnetic contribution to the heat current
below TSP. However, when we consider scattering among the magnetic excitations as the most
important scattering mechanism, the relaxation rate und hence the mean free path l may be-
come larger. Thus it appears that if the increase of the mean free path overcompensates the
decrease of the number of excitations, then κm increases according to the semiclassical trans-
port equation. The suppression of κm with increasing magnetic ﬁeld follows then from the
enhancement of the “magnon-magnon” scattering by closing the gap due to Zeeman splitting.
The occurrence of such a scenario is exhibited by two examples. B. Zeini and coworkers
showed that in the High-Tc superconductor YBa2Cu3O7 where the heat transport is essen-
tially carried by phonons (κph) and electrons (κel), the maximum below Tc of the thermal
conductivity along the superconducting planes must be substantially attributed to κel2 [178].
In the superconducting phase the electrons combine to Cooper-pairs carrying no entropy.
Thus the electronic heat transport is caused by the dynamics of quasiparticle (QP) excita-
tions. An enhancement of the electronic thermal conductivity in the superconducting phase
is possible if the increase of the mean free path overcompensates the decrease of the number
of QP. To check this experimentally, a separation of the QP and phononic contributions to
the thermal conductivity below Tc based on measurements of the longitudinal and transverse
thermal conductivity (Righi-Leduc-eﬀect) in high magnetic ﬁelds was performed. The data
analysis shows explicitly that the QP contribution to the thermal conductivity is strongly
enhanced below Tc and that the magnetic ﬁeld dependence of κ can be attributed mainly to
the magnetic ﬁeld dependence of the QP contribution [61].
The second example is another fundamental system, namely 3He which has been extensively
studied both by theoreticians and experimentalists [180]. The prominent feature of superﬂu-
idity in 3He was discovered by Osheroﬀ et al. in 19723 [181]. Unusual new superﬂuid phases
have been discovered involving spin triplet p-wave pairing, in contrast to the spin singlet
s-wave pairing characteristic of metallic superconductors [182,183]. The present discussion of
the thermal conductivity deals with the so-called B phase having an isotropic BCS-like energy
2Note that in conventional superconductors the thermal conductivity can increase or decrease depending
on the excitations dominating the heat transport. If the electronic contribution dominates κ, a decrease in
the thermal conductivity is observed. If the phononic contribution dominates the electronic contribution, an
enhancement of κ is present, because of the extinction of the electrons below Tc. For a review see [178,179].
3I want to make the point that since 3He atoms are fermions, the nature of the superﬂuid state of liquid 3He
is fundamentally diﬀerent from that of liqiud 4He. The transition in 3He for example occurs at a temperature
which is a thousand times lower than that for 4He [180].
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Figure 6.15: The calculated thermal conductivity of 3He in the B phase in reduced units versus
temperature at P = 20 bar (according to Einzel) ( [180]) for diﬀerent average scattering amplitudes
λs1−. Experimental data points (×) obtained at 20 bar, according to Wellard et al. [180].
gap [182]. As the transport properties are thoroughly discussed in the textbook of Vollhardt
and Wo¨lﬂe [180] I will focus instead on the thermal transport property of the system. The
thermal conductivity is seen to be
κ =
1
3
· c· < v2 >th ·τ , (6.1)
where c is the speciﬁc heat of the single-particle excitations, given by
c =
∆2
kBT 2
nex , (6.2)
with nex the number density of excitations, ∆ the energy gap, and kB the Boltzmann constant.
I want to remark that this is essentially the same expression found for the speciﬁc heat of
s-wave pairing superconductors. The mean-square velocity < v2 >th reads:
< v2 >th=
kBT
∆
v2F . (6.3)
Finally, for the relaxation rate one has
1
τ
= A · π
2
6
∆
h¯
· nex , (6.4)
where the parameter A contains information about angular dependencies of the scattering
amplitude [180]. Inserting Eqs. 6.2-6.4 into Eq. 6.1 we note that nex cancels out and κ can
be written in the following form:
κ =
v2F
T
·A−1 · 2h¯
π2
, (6.5)
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yielding the remarkable result that T · κ(T ) is approximately constant as found for normal
Fermi liquids [184, 185]. Both experimental and theoretical curves (for certain λs1−) show
immediately below the transition temperature an enhancement of κ (see Fig. 6.15). At very
low temperatures, however, the experimental curve falls below the theoretical results. This is
explained by additional scattering eﬀects not considered in the model calculations [180].
Scenario c)
Taking the speculations a step further, let us now turn our attention to scenario c) in Fig. 6.14.
There is possibly only one maximum due to phonons and/or “magnons” that is suppressed
in a narrow temperature scale caused by lattice ﬂuctuations close to TSP. As TSP shifts
to lower temperatures with increasing magnetic ﬁeld, the low temperature peak is further
suppressed. A similar model is successfully applied to the two-dimensional spin dimer system
SrCu2(BO3)2. For a detailed discussion, please refer to chapter 5.
Anisotropy Considerations
Unfortunately, it is very diﬃcult to favour one of the proposed models based only on the ex-
perimental results. Therefore numerical calculations are discussed; a one-dimensional model
for a magnetic contribution to the thermal conductivity, and anisotropy considerations, will
be examined.
First, I will discuss the anisotropy considerations. Assuming a magnetic contribution to the
heat current, we can then ask the question whether the anisotropy of the constantly present
phononic contribution, diﬀers from that of a possible magnetic contribution and hence allows
us to discriminate these contributions.
Roughly, the thermal conductivity along the i-th (i = 1, 2, 3) direction can be simply es-
timated by κi ≈ c · vi · li. If one considers the case where we attribute the anisotropy of
κ merely to the anisotropy of the velocities for diﬀerent directions and assume an isotropic
mean free path l, we obtain κ2/κ1 = v2/v1. This is actually only valid for the case of exactly
one-dimensional dispersion relations. I will show that if we allow the energy spectrum to be
two- or three-dimensional the theoretical results are rather diﬀerent [111]. We use in anal-
ogy to former considerations the kinetic approach. The thermal conductivity along the i-th
direction is given by the explicit expression:
κi ∝ lm
∫
BZ
(
∂ω
∂ki
)2 1
|∇kω|f(T, ω)d
dk , (6.6)
where f(T, ω) is the temperature and frequency dependent part of the integrand. Using the
linearized dispersion relation Eq. 6.174 and retaining the angular dependent contribution only,
we can rewrite Eq. 6.6 in the following form:
κi ∝
∫
Ω
v2i
(
k2i /k
)
√∑d
i=1 v
2
i (ki/k)
2
dΩ with k =
√∑
i
k2i . (6.7)
4We assume for simplicity that sin(ki) ≈ ki.
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Figure 6.16: Thermal conductivity ratio (κ2/κ1) as a function of the velocity ratio (v2/v1) for
the 2- (left) and 3-dimensional (right) case. For both, a ratio of v2/v1  0.3 corresponds to  0.15
in the thermal conductivity ratio.
Here, ki is the wave number for the i-th direction. In two dimensions (d = 2) it is straight-
forward to calculate κi and hence the ratio [111]:
κ2
κ1
(2−d)
=
(
v2
v1
)2
·
∫ 2π
0
sin2dφ√
v21cos
2φ+v22sin
2φ∫ 2π
0
cos2dφ√
v21cos
2φ+v22sin
2φ
. (6.8)
Before discussing this result I digress to the three-dimensional case. Commencing with Eq. 6.7
one gets with the constraint v1 = 1 and v2 = v3 = λ ≤ 1 the results for the ratio in three
dimensions in a close analytic form [111]:
κ2
κ1
(3−d)
=
λ2
2
(2− λ2) · ln( 1λ(
√
1− λ2 + 1))/√1− λ2 − 1
1− λ2 ln( 1λ(
√
1− λ2 + 1))/√1− λ2 . (6.9)
The results for both the 2- and 3-dimensional case are presented in Fig. 6.16. The thermal
conductivity ratio κ2/κ1 as a function of the velocity ratio v2/v1 is plotted for the simple
case (dotted straight line) where one-dimensional dispersions are assumed and for the cases
where two- and three-dimensional energy spectra are allowed. Apparently, the 2-d and 3-d
results diﬀer only slightly. Only for v2/v1 = 0 and v2/v1 = 1 the velocity ratio and thermal
conductivity ratio are equal for the 2-d and 3-d cases. Evidently, the thermal conductivity
ratio is in general not proportional to the ratio of the velocities.
As a consequence one should be very cautious with anisotropy considerations. As long as the
thermal conductivities along two diﬀerent directions exhibit the same temperature dependence
and diﬀer only by their absolute values it is questionable if an unambiguous discrimination
of phonon- and magnon-contributions succeeds.
It is worthwhile to point out another remarkable feature. According to Eq. 6.7, only the
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derivative of the dispersion function ω(ki) with respect to ki is relevant for κi. Hence, one
obtains the same results, irrespective of whether a constant gap ∆ appears in the dispersion
function. In other words, the same thermal conductivity ratio is obtained if one performs the
calculation, e.g., for acoustic phonons (gapless dispersion) or for a system with a gap but the
same k-dependence.
Concerning the measured thermal conductivities κb and κc of CuGeO3, we ﬁnd very similar
temperature dependencies of κb and κc, whereas the absolute values diﬀer by a factor ≈ 0.3.
Let us consider the anisotropy of the phonon velocities. From ultrasonic measurements the
sound velocities along the b and c axis are measured to vb  2400m/s and vc  7600m/s,
whence the ration for the phonon velocities vb/vc  0.3 is obtained [168,186] .
From inelastic neutron scattering measurements the velocity ratio for the magnetic excita-
tions can be deduced from the ratio of the bandwidths of the magnetic excitation spectra.
Unfortunately, this ratio is also 0.3.
This means the ratio of the phonon thermal conductivities along the b and c direction is
equal to the ratio of the possible ’magnon’ thermal conductivities along the corresponding
directions. This result is obtained irrespective of whether a one, two or three-dimensional
dispersion relation is assumed. Thus, it seems to be unpromising that an experimental proof
of the existence of a magnetic contribution in CuGeO3 can be given via the anisotropy of κb
and κc.
Let us now discuss the thermal conductivity along the a direction (see Fig. 6.13), plotted
in Fig. 6.17. As the magnetic exchange coupling constant along the a direction is consider-
ably smaller than along the b or c direction (Ja ∼ 0.01Jc) we do not expect any or only a
very weak magnetic contribution to the heat transport. Hence, measuring the thermal con-
ductivity along the a direction should give us more information and the possibility to decide
whether a magnetic contribution to the heat current is present or not. In contrast to κb and
κc, only one maximum is observed for κa.
Unfortunately, we cannot assign the single maximum of κa at  32 K to either of the maxima
found in κc (κb) that are located at about 5 K and 15 K. This prevents a clear identiﬁca-
tion of an additional magnetic contribution and we are still left with the puzzling anisotropic
transport properties of CuGeO35.
However, the experimental ﬁndings are peculiar because no pronounced phonon maximum
is detected, which is expected for clean crystalline insulators. As, however, no magnetic
contribution is present, we attempted to model the experimental data by means of a Debye
model for phonon thermal conductivity (see Chapter 3). The theoretical results are depicted
in Fig. 6.17 (solid line). The parameter set used is shown in table 6.2. As the velocity
L [10−5m] P [10−42s3] U [10−31s2/K] u
κa 1.2 2.49 1.8 12
Table 6.2: Fitting parameters for κa.
5Experimentally, The Righi-Leduc (Thermal Hall) eﬀect allows the unambiguous separation of the phononic
from the electronic contribution [61]. A similar method is, to my knowledge, not applicable in order to separate
the phononic from a magnetic contribtution.
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Figure 6.17: Thermal conductivity along the a direction. The theoretical curve is obtained using
a Debye model for phonons.
(v  3600m/s) and the Debye temperature ΘD ( 300 K) are ﬁxed only four adjustable
parameters remain. Up to ∼ 175 K experiment and theory agree nicely, at higher temper-
atures small deviations are found. The remarkable fact is that the characteristic length L,
which is actually ﬁxed by the sample geometry and should be of the order of 1 mm, has
to be chosen two orders of magnitude smaller. This strongly supports the idea that scat-
tering of phonons on additional defects suppress the prominent low temperature maximum
found in the phonon thermal conductivity of single crystals. As CuGeO3 cleaves very easily
perpendicular to the a direction, sheet-like defects along this direction are likely to occur.
Moreover, it is a well known fact that the phonon maximum in insulators decreases rapidly
and shifts to higher temperatures with increasing defect concentration [78]. This is the most
probable explanation of the uncommon thermal conductivity along the a direction in CuGeO3.
The anisotropy considerations do not clarify the picture of the heat transport in CuGeO3.
Therefore, I want to study theoretically if either of the low temperature maxima could be
of magnetic origin. First, a rough estimation of the mean free path necessary in order to
produce a magnetic contribution to the heat current of the order 10 W/Km is made.
We estimate l from the kinetic expression κ  cvl. The numerical value of v is extracted
from the magnetic excitation spectrum [149]. One obtains the numerical value for the mag-
netic speciﬁc heat c based on the assumption that for c an activated behavior is to be expected
in the D-phase with c = Γexp(−∆/kBT ) and Γ = 3.6J/molK [130]. One ﬁnds a large but
reasonable value of l ∼ 7000 A˚ in the dimerized phase (T  6 K). Above TSP, one can use
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the theoretical values for c, calculated by Klu¨mper et al. for a magnetic exchange constant of
J = 160 K [153,187]. With the same value for v and κ used above, we ﬁnd a meaningful mean
free path of about 500 A˚ at 20 K. From these estimations it is evident that either maximum
might be caused by a magnetic contribution.
Numerical Calculations
A straightforward model for the one-dimensional magnetic heat transport based on a kinetic
theory will now be presented in order to get a more quantiative picture. We start with the
kinetic expression for the heat transport which can be found in several textbooks [7, 51]:
κm =
d
dT
∑
k
vkklknk , (6.10)
where vk denotes the velocity, k the energy, nk the distribution function, and lk the mean
free path. For simplicity we assume a momentum independent mean free path lk. If we had
no triplet dispersion the distribution function would read:
nk =
3 · e−
h¯ω
kBT
1 + 3e−
h¯ω
kBT
, (6.11)
which is just the probability distribution of a two level system. The “3” of nk accounts for
the threefold degenerate triplet states. Accounting for the moderate dispersion of the triplets
in CuGeO3, the distribution function is slightly modiﬁed and reads:
nk =
3 · e−
h¯ω
kBT
1 + 3z
(6.12)
with
z =
(
1
2π
)d ∫
BZ
e
− h¯ω
kBT ddk , (6.13)
where d denotes the dimension and BZ the Brillouin zone [188,189]. The denominator is the
partitition sum, where z takes the dispersion of the magnetic excitations into account. After
inserting Eqs. 6.12 and 6.13 into 6.10 and some calculations one gets an expression for the
magnon thermal conductivity:
κm =
3Nlmk2B
πh¯
T
∫ xmax
xmin
ex · x
2(1 + 3z)− 3xz′
(1 + 3z)2
dx (6.14)
with
z
′
=
(
1
2π
)d ∫
BZ
h¯ω
kBT
e
− h¯ω
kBT ddk , (6.15)
where x = h¯ω/kBT , xmin = ∆/kBT and xmax = Emax/kBT . The number of spin chains
per unit area is signiﬁed by N. The lower (∆) and upper boundary (Emax) of the dispersion
appear in the integral of Eq. 6.14, but for the one dimensional case, κm does not explicitly
depend on the particular form of the magnon dispersion.
We assume two scattering channels, namely scattering of “magnons” by defects, or by sample
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Figure 6.18: Left: One-dimensional dispersion relations in the U-phase for two diﬀerent band
widths Emax,b and Emax,c. Note that the two curves correspond to the lower boundary of the
spinon continuum, respectively (for comparision, see Fig. 2.5). Right: Dispersion relations in the
gapped D-phase. The dotted lines (right) show the splitting of the triplet dispersion into three
branches for ﬁnite magnetic ﬁelds < 12 T .
boundaries, and “magnon-magnon” scattering. Due to the lack of theoretical models of the
microscopic scattering processes in spin systems, we describe the former by a ω-independent
scattering length l0 and the latter by a density dependent length lm−m  1/ntot, where the
total magnon density evident for scattering centers is given by
ntot =
1
2π
∫
BZ
nk ·Θ(ω − ωcutoff ) ddk . (6.16)
In contrast to κm (Eq. 6.14), ntot depends explicitly on the form of the “magnon” dispersion
ω(k). In the dimerized phase the dispersion is approximated by
ω2 ∝ ∆2 +
d∑
i=1
(i sin(ki))2 , (6.17)
where i and ki denote the bandwidth and the wavenumbers, respectively6. In the uniform
phase, ∆ is set to zero. In analogy to the lattice thermal conductivity where the Debye
temperature can be seen as a measure for the onset of Umklapp processes inﬂuencing the
heat ﬂow drastically, we introduce a cutoﬀ frequency for “magnons” which corresponds to a
deﬁnite wavevector kcutoff in reciprocal space. Consequently, only those magnetic excitations
with lengths of the wavevectors of about half the size of the magnetic Brillouin zone should
participate in scattering processes hampering the heat transport. Evidently, the total scat-
tering length lm is: lm = (l−10 + l
−1
m−m)−1.
To gain more physical insight let us consider the low temperature region (kBT  h¯ω) where
6In our particular case: d = 1.
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Figure 6.19: Hypothetical magnetic contribution to the heat transport for the D- and U-phase
in zero magnetic ﬁeld along b and c direction. For more details see text.
the above equations for κm and lm simplify considerably 7. A direct analytical form of the
low temperature thermal conductivity is then achieved:
κm  3Nk
2
B
2πh¯
∆2
T
e−∆/T · lm, with T → 0 . (6.18)
For the “magnon-magnon” mean free path we ﬁnd
lm−m  π3
√
2
π
h¯
kB
√
v2
T∆
e∆/T , with T → 0 . (6.19)
Inspecting Eqs. 6.18–6.19, we get an idea what happens and we discover that two competing
eﬀects determine the heat transport. From Eq. 6.18 we learn that for lm = l0 the thermal
conductivity κm drops exponentially to zero with T → 0. The physical reason is the expo-
nential extinction of the “magnons”. Inserting Eq. 6.19 into Eq. 6.18, i.e., lm = lm−m, the
thermal conductivity κm diverges with 1/
√
T 3. This can be ascribed to the steep increase of
the mean free path of the magnetic excitations with T → 0.
We will now consider the predictions of the one-dimensional model with respect to heat
transport along the crystallographic b and c directions, where a sizeable magnetic contribu-
tion may be expected for CuGeO3. The exact numerical calculations were carried out by
using Eqs. 6.12-6.16.
Before discussing the results it is necessary that the technical aspects of the calculation are
unfolded. There are only two parameters to adjust, namely the mean free path l0 and ωcutoff
(kcutoff ). The upper boundaries (∼ 180 K and ∼ 70 K for the b and c direction, respec-
tively) of the excitation spectra are extracted from neutron scattering results [149]. Thus
7For the sake of simplicity we neglect the cutoﬀ frequency here.
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i of Eq. 6.17 is also unambiguously determined. We have to be cautious with the lattice
parameters. In the dimerized phase we have to use b˜ = b/2 and c˜ = 2c, where b and c are the
lattice parameters at room temperature8. The same lattice parameters must be used in the
uniform phase, i.e., we calculate the magnetic thermal conductivity in the uniform and the
dimerized phase for both directions with the dispersion relations illustrated in Fig. 6.18. For
a moment one might be confused that the same value has to be used in the U-phase. The
reason for this is the smallest size of the Brillouin zone has to be chosen for each phase. As
no dimerization occurs along the b direction, the lattice parameter is ﬁxed to b = 8.468A˚.
The calculations are now clear. Choosing the large but reasonable value l0 ≈ 9000A˚ and
a rather small cutoﬀ kcutoff ≈ 0.1/c, the thermal conductivity along the c direction in the
D-phase is obtained for a spin gap ∆ (= 24 K) with the appropriate parameters given before.
The result is depicted to the left of Fig. 6.19. A large maximum close to 5 K is observed
in the D-phase falling oﬀ rapidly towards higher temperatures (solid line). If we ignore the
spin-Peierls transition, the dotted line would give us the correct thermal conductivity curve
above TSP. However, as the spin gap vanishes above TSP, one has to set ∆ = 0 while keeping
the other parameters ﬁxed and has to repeat the calculation to obtain the correct κc in the
U-phase (solid line). Evidently, a jump at TSP occurs. Towards higher temperatures the
curves show the expected behavior – they merge as the spin gap becomes comparably small
with respect to the considered temperatures.
The same calculations are performed for the heat transport along the b direction, as illus-
trated on the left of Fig. 6.19. It is important to note that beside the upper boundary of
the excitation spectrum and the lattice constant, no further parameters are adjusted. The
results are comparable to those found for the c direction. In addition to the maxima at  5 K
the thermal conductivity ratio is κb/κc ≈ 0.3 which is well in accordance with experiment.
It should be noted, however, that the anisotropy ratio κb/κc depends considerably on the
cutoﬀ frequency ωcutoff . For slightly diﬀerent cutoﬀ frequencies, the model produces thermal
conductivity ratios quite diﬀerent from 0.3.
Next I attempt to model the magnetic ﬁeld dependence of κ in the dimerized phase without
introducing any further parameter. As depicted on the right of Fig. 6.18 the dispersion is
split into three branches when applying a magnetic ﬁeld. We can account for this by splitting
the thermal conductivity into three components according to
κm =
1
3
(κ−1 + κ0 + κ+1) , (6.20)
where κ−1, κ0 and κ+1 are calculated via Eq. 6.14 replacing 3z by z−1 + z0 + z+1, 3z
′
by z
′
−1 + z
′
0 + z
′
+1 (zi, z
′
i (i = −1, 0, 1)) arise from the lifting of the degeneracy by the
magnetic ﬁeld) and shifting the upper and lower integration limits by−giµBH, 0 and +giµBH,
respectively. In the experiment, the magnetic ﬁeld was aligned along the b direction while the
heat current along the c direction was measured and vice versa. Hence, we use gb = 2.23 and
gc = 2.06 [133, 190, 191]. As the magnetic excitations are expected to scatter on each other
regardless of their sz component the total mean free path in each component κi is replaced
by
lm =
(
l−10 + l
−1
m−m,−1 + l
−1
m−m,0 + l
−1
m−m,+1
)−1
. (6.21)
8The magnetic unit cell and the structural unit cell are diﬀerent. According to the magnetic dispersions
along the b and c direction (Fig. 2.5) we use b˜ = b/2 and c˜ = 2c, respectively. However, the results are not
very sensitive to the lattice parameters chosen.
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Figure 6.20: Calculated magnetic ﬁeld dependence of the thermal conductivity in the D-phase
along the b and c direction. For more details see text.
Eq. 6.21 implies an adhoc assumption concerning the cutoﬀ frequency. As our model follows
the standard theory for phonon heat transport where Umklapp scattering impinges consid-
erably the heat current, we use a common cutoﬀ momentum kcutoff ≈ 0.1/c for the three
branches (and not a common cutoﬀ frequency) which corresponds to diﬀerent cutoﬀ frequen-
cies, illustrated in Fig. 6.18 (right). Note, that the value of kcutoff is the same used previously
to generate the zero ﬁeld data.
The thermal conductivity calculated for diﬀerent magnetic ﬁelds is illustrated in Fig. 6.20.
Evidently, with increasing magnetic ﬁeld the maximum in the D-phase is strongly suppressed
and shifted to lower temperatures for both κb and κc. This is caused by the subtle bal-
ance between the number of magnetic excitations contributing to the heat current and the
“magnon-magnon” mean free path. With increasing magnetic ﬁeld the spin gap becomes
smaller leading to a drastic increase of the sz = −1 “magnon” number density. This en-
hancement causes on the one hand a larger κ−1 contribution compared to κ0 and κ+1, which
originates the shift of the total thermal conductivity towards lower temperatures and reduces
on the other hand the total mean free path lm and thus κ, which is more and more governed
by lm−m,−1.
Obviously, the calculated ﬁeld dependence and the experimental observations do not agree
very well. The model produces with reasonable parameters l0 and ωcutoff a sizeable low
temperature maximum at around 5 K for both directions (κc) and (κb) with the correct
anisotropy ratio. But the theoretically obtained ﬁeld dependence of is too weak and the ex-
periment clearly shows no shift of the low temperature peak of κ with increasing magnetic
ﬁeld.
Now the attempt is made to model the high temperature maximum for both κb and κc. The
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cutoﬀ momentum kcutoff can be varied between 0 and π/2c, as mentioned before. Setting
kcutoff = 0.45/c, l0 = 1700A˚ and ∆ = 0 and keeping all other parameters for the heat trans-
port along the c direction unaltered, a maximum in the undimerized phase at around 16 K
can be produced with an absolute value comparable to that found in experiment (Fig. 6.21).
Again, changing only the upper boundary of the excitation spectrum (Emax = 70 K) and
the lattice parameter, we obtain the theoretical thermal conductivity along the b direction.
Clearly, the model already fails here in reproducing the experimentally observed anisotropy
κb/κc and the temperature dependence. Where does this come from? A closer look at the
dispersion curve in Fig. 6.18 (left) gives us the answer. All excitations with momenta above
the threshold kcutoff are allowed to scatter thus hampering the heat transport. I want to
remind the reader, that kcutoff enters only into the mean free path. For very small cutoﬀ
kcutoff momentum, the corresponding cutoﬀ frequencies for the b and c direction are almost
the same. For very large kcutoff (here kcutoff = 0.45/c which is about one third of the half
Brillouin zone) the corresponding cutoﬀ frequencies and hence the corresponding tempera-
tures are very diﬀerent from each other. This and the exponential dependence of ntot leads
to the strong damping of κb in this case.
Summing up, the model considering “magnon-magnon” scattering only accounts for size-
able magnetic contributions of κ and produces for certain parameter sets (l0, kcutoff ) the low
temperature peak and the anisotropy in accordance with experiment. The value for kcutoff
of 0.1/c indicating the onset of Umklapp scattering is very small. One would rather expect
much larger k-values for Umklapp processes to occur. The magnetic ﬁeld dependence in the
D-phase can to some extent be modeled without introducing any further parameter.
However, the model breaks down completely if one attempts to generate a maximum of the
magnetic heat current along both the b and c direction in the U-phase, as observed in exper-
iment. Finally, I want to remark that no improvement is achieved concerning the magnetic
ﬁeld dependence of κ by incorporating scattering of “magnons” on acoustic phonons.9
9I assumed that the phonon-magnon scattering length is inversely proportional to the phonon density nph.
Using a three dimensional isotropic dispersion relation for the phonons nph can be calculated.
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I want to come back again to the magnetic ﬁeld dependence of κc in the D- and I-phase,
that has already been raised in section 6.5.2. Recalling scenario (a) we attributed the low
temperature maximum mainly to a phononic contribution. If this was so we could under-
stand the ﬁeld dependence, depicted in Fig. 6.11 in the following terms. In the D-phase, clear
from previous discussions, κ decreases with increasing ﬁeld monotonically due to scattering on
magnetic excitations. The drop of κ close to the critical magnetic ﬁeld Hcrit could be due to a
new scattering channel – namely scattering of phonons on the ﬂuctuating soliton lattice [192].
Theoretical calculations show that at higher ﬁelds the structural modulation in the I-phase
changes gradually from soliton-like to sinusoidal, which could explain the moderate enhance-
ment of κ for H ≥ 13 Tesla. Yet another possible mechanism in order for explaining the
magnetic ﬁeld dependence above H ≥ 13 Tesla could be a resonant soliton-phonon scattering
model. Such a model has been reported by Buijs and coworkers [193] for (CH3)4NMnCl3
and (CH3)2NH2MnCl3. They showed that the substantial reduction of the thermal con-
ductivity in these quasi-one-dimensional antiferromagnetic Heisenberg systems can be well
understood by assuming solitons as the dominant magnetic excitations on which the phonons
scatter. However, we also ﬁnd a suitable description in terms of magnetic excitations (sce-
nario (b)) as well. As the number of “magnons” increase with increasing magnetic ﬁeld, the
thermal conductivity goes down due to enhanced “magnon-magnon” scattering. Again, at
Hcrit the sharp decrease of κ might then be attributed to additional scattering on the ﬂuc-
tuating soliton lattice. The slight increase within higher ﬁelds can be explained using the
same argument as above or might be possibly due to an additional contribution caused by
excitations of the domain walls in the I-phase called phasons [63]. We conclude this section
with the statement that the thermal conductivity of CuGeO3 is very complex, its explanation
remains controversial and no conclusion can be given so far.
6.6 Thermal Conductivity of Doped CuGeO3
Within the scope of this section we study systematically the inﬂuence of Mg and Zn doping
on the heat transport of CuGeO3 along the crystallographic b and c directions.
In the ﬁrst subsection an introduction about the doping eﬀects on the spin-Peierls transition
is given. Then thermal conductivity measurements on Mg and Zn doped samples as a function
of temperature and magnetic ﬁeld are presented. In the last subsection I discuss the results
and a summary will be given.
6.6.1 Introduction
In CuGeO3 there are two possible ways of doping. One can replace the Cu atoms by, e.g., Zn,
Ni or Mg, i.e., it is doped directly into the spin chains or one replaces Ge, located between
the spin chains, by Si. Both, in- and oﬀ-chain doping drastically inﬂuences the spin-Peierls
transition.
A universal (x,T) phase diagram for various dopants obtained by magnetic susceptibility mea-
surements is found (see Fig. 6.22) [194].
First, I will discuss the diﬀerence between in- and oﬀ-chain doping. At ﬁrst sight it is aston-
ishing that substituting Ge, not part of the spin chains, by Si is about 3 times more eﬀective
with respect to the suppression of TSP than a substitution of Cu by Zn, Mg and Ni, which are
part of the chains. An explanation why Si doping is more eﬀective can be given on geometrical
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Figure 6.22:
Doping dependence
of TSP and the Ne´el
temperature TN
obtained by mag-
netic susceptibility
measurements [194].
Note the diﬀerent
scale on the concen-
tration axis for Si
doping.
grounds.
It is known that the Cu-O-Cu superexchange path depends strongly on the hybridisation
between the oxygen orbitals involved and the Ge orbitals [128]. Substituting Ge with the
somewhat smaller Si leads to a considerable weakening of the magnetic next nearest neighbor
exchange on two adjacent spin chains and therefore the replacement of Ge with Si should be a
factor of 2 more eﬀective than substituting the Cu atoms [128]. This can be understood qual-
itatively. The smaller Si pulls up the bridging oxygen and thus the Cu-O-Cu angle and the
hybridisation of the O p-orbitals with the Si orbitals will be reduced leading to the weakening
of the magnetic exchange. Therefore Si doping eﬀectively interrupts the chains just as the
substitution of the Cu atoms on the chains does. For a detailed review of antiferromagnetism
in the dimerized and incommensurate phase in doped CuGeO3, I refer to [195].
One of the most surprising feature is the occurrence of long range antiferromagnetic or-
der for both doping directly into the spin chains (Zn, Mg, Ni on the Cu sites) and replacing
Ge by Si. Moreover, the competing spin-Peierls and the Ne´el ordered state coexist in some
interval of doping concentration [196–201]. Antiferromagnetic order and spin-Peierls transi-
tion mutually exclude each other as shown by several theoretical treatises of homogeneous
systems [202, 203]. In disordered spin-Peierls systems, however, the theoretical studies show
a possible coexistence of both states in agreement with experimental results [129, 204, 205].
Clearly, with increasing concentration, TSP is drastically suppressed even for small amounts
of dopants, while above a certain doping concentration no transition is observed anymore.
Even for very small concentrations, the system can be driven into the Ne´el ordered state.
Manabe et al. reported susceptibility measurements on single crystals of CuxZn1−xGeO3
where even for extremely small Zn (x = 0.99(8)) concentration, antiferromagnetic long range
order was found [206]. From the concentration dependence of the Ne´el temperature they
inferred that any arbitrary small amount of Zn concentration favors the occurrence of the
antiferromagnetic long range order. In the inset of Fig. 6.22 the concentration dependence
of TN is plotted. The highest TN is still about 4 K lower than the lowest TSP, hence coming
from high temperatures ﬁrst a spin-Peierls transition and then a Ne´el transition takes place.
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Figure 6.23: Left: Thermal conductivity κc of Cu0.992Mg0.008GeO3 as a function of temperature
along the spin chains in zero magnetic ﬁeld. The inset shows the comparison to κc of undoped
CuGeO3. Right: Thermal conductivity κc of Cu0.992Mg0.008GeO3 for various magnetic ﬁelds.
The numbers denote the magnetic ﬁeld strengths.
The Mg and Zn atoms substitute the Cu-atoms, i.e., one dopes directly into the spin chains,
as already discussed before. Hence, both the phonon system and the magnetic system are
inﬂuenced. On the one hand is is well known that the phonon thermal conductivity is very
sensitive to impurities so that drastic changes in the phonon heat transport are expected [78].
On the other hand the spin chains are interrupted since the spin carrying Cu atoms are
replaced by the nonmagnetic Mg or Zn atoms. Therefore an appropriate inﬂuence on the
magnetic system concerning a possible contribution by magnetic excitations to the heat cur-
rent is plausible.
Hence, I subsequently deal with the doping inﬂuence on the thermal conductivity in the hope
of separating the phononic from a possible magnetic contribution to the heat current.
6.6.2 Experimental Results
Fig. 6.23 shows the temperature dependence of the thermal conductivity of Cu0.992Mg0.008GeO3
along the spin chains. There are three distinct features attracting our attention. The ﬁrst
is the occurrence of an additional broad maximum at about 150 K besides the double peak
structure at lower temperatures that is already known from undoped CuGeO3. The second
is the evidently smaller absolute value of κ at lower temperatures in comparison to undoped
CuGeO3 (see inset Fig. 6.23). Finally, the third speciality is the pronounced magnetic ﬁeld
dependence depicted on the right of Fig. 6.23. With increasing magnetic ﬁeld the low tem-
perature maximum is continuously suppressed while the maximum at around 15 K is slightly
enhanced and shifted to lower temperatures. This is diﬀerent from undoped CuGeO3 where
little ﬁeld dependence of the 15 K peak is observed. In accordance with undoped CuGeO3 the
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Figure 6.24: Left: Thermal conductivity κb of Cu0.992Mg0.008GeO3 as a function of temperature
along the spin chains in zero magnetic ﬁeld. The inset shows the comparison to κb of undoped
CuGeO3. Right: Thermal conductivity κb of Cu0.992Mg0.008GeO3 for various magnetic ﬁelds.
The numbers denote the magnetic ﬁeld strengths.
peak at ∼ 5.5 K is not shifted to lower temperatures with increasing magnetic ﬁeld. Note that
the absolute values of the thermal conductivity curves obtained for magnetic ﬁelds of 15 and
17 T are higher than those found for a magnetic ﬁeld of 12 T below ∼ 15 K. Unfortunately,
we cannot identify the Ne´el transition because it takes place below 2 K, i.e., below the lower
temperature limit of our measurement device of ∼ 2.2 K.
Takeya and coworkers reported measurements of the thermal conductivity on Cu1−xMgxGeO3
with x ranging from 0.016 to 0.040 along the c axis [119]. For the lowest doping concentra-
tion (x = 0.016) they observe the maintenance of the double peak structure of κ at lower
temperatures as well. With increasing concentration of Mg the low temperature peak and
its ﬁeld dependence vanish rapidly while the maximum above TSP is maintained up to the
highest doping concentration (x = 0.040). At higher doping concentrations they are able to
detect the Ne´el transition that is manifested in a slight change in curvature of the thermal
conductivity versus temperature curve. Unfortunately, they show their data merely up to
30 K. Thus a comparision of the high temperature data with our observed broad maximum
at about 150 K is not feasible.
For the thermal conductivity along the b direction a similar behavior is obtained for both,
the temperature and the magnetic ﬁeld dependence (see Fig. 6.24). Again, a low temperature
double peak structure arises. But what is most interesting is the striking hump at about
85 K, seen on the left in Fig. 6.24.
6.6. THERMAL CONDUCTIVITY OF DOPED CUGEO3 109
0 50 100 150 200 250 300
0
2
4
6
8
10
12
14
16
Cu0.9934Zn0.0066GeO3
Cu0.9934Zn0.0066GeO3
jH || c
 
Temperature (K)
κ
 
(W
/K
m
)
0 5 10 15 20 25
0
2
4
6
8
10
16
12T
8
4
0
Cu0.9934Zn0.0066GeO3
H || b
jH || c
κ
 
(W
/K
m
)
 
Temperature (K)
0 50 100 150 200 250 300
0
20
40
60
jH || c
CuGeO3
 
Temperature (K)
κ 
(W
/K
m
)
Figure 6.25: Left: Thermal conductivity κc of Cu0.9934Zn0.0066GeO3 as a function of temperature
perpendicular to the spin chains in zero magnetic ﬁeld. The inset shows the comparison to κc of
undoped CuGeO3. Right: Thermal conductivity κc of Cu0.9934Zn0.0066GeO3 for various magnetic
ﬁelds. The numbers denote the magnetic ﬁeld strengths.
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Figure 6.26: Left: Thermal conductivity κb of Cu0.9934Zn0.0066GeO3 as a function of temperature
perpendicular to the spin chains in zero magnetic ﬁeld. The inset shows the comparison to κb of
undoped CuGeO3. Right: Thermal conductivity κb of Cu0.9934Zn0.0066GeO3 for various magnetic
ﬁelds. The numbers denote the magnetic ﬁeld strengths.
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Figure 6.27: Thermal conductivity for three diﬀerent Zn concentrations along the b and c-
direction. The insets show the enlarged low temperature region.
Consistent with the measurements along the c direction, the damping from the substitution
of Cu by Mg becomes transparent at low temperatures only (see inset Fig. 6.24). Remark-
ably, one ﬁnds the roughly the same thermal conductivity anisotropy ratio κb/κc (≈ 0.3) in
Cu0.992Mg0.008GeO3 as that observed in undoped CuGeO3. For reasons already mentioned
in section 6.5.2 and chapter 4, I did not attempt to measure the heat transport along the
a direction.
The drastic eﬀect of merely 0.66 percent Zn is shown in Figs. 6.25 and 6.26 for the heat trans-
port along the b and c directions, respectively. Coming from high temperatures the thermal
conductivity along the c direction increases and culminates in a broad maximum at ∼ 150 K
(shown in the left Fig. 6.25) as observed for κc of Cu0.992Mg0.008GeO3. With further lowering
the temperature κc falls at ﬁrst smoothly and then drops down rapidly below 50 K.
The enlarged low temperature region, depicted in the right Fig. 6.25, reveals a broad mini-
mum just below the spin-Peierls transition (∼ 12.5 K) with a subsequent light increase and
a plateau around 5 K for κc in zero magnetic ﬁeld. The inset shows the comparison to the
results obtained for the undoped sample. For temperatures above 150 K, the curves match
almost perfectly, while at low temperatures the eﬀect of Zn doping becomes obvious. The
very small amount of Zn circumvents the formation of the double peak structure present in
the undoped and the Mg doped sample.
The magnetic ﬁeld dependence is similar to that found in CuGeO3 and Cu0.992Mg0.008GeO3.
While still a signiﬁcant magnetic ﬁeld dependence of the order of 200 percent at ∼ 5 K is
6.6. THERMAL CONDUCTIVITY OF DOPED CUGEO3 111
0 2 4 6 8 10 12 14 16
0
4
8
12
16
20
0 2 4 6 8 10 12 14 16
0
1
2
3
4
H || b
jH || cT = 3.5K
D-Phase
Cu0.992Mg0.008GeO3
I-Phase
κ
(W
/K
m
)
 
 
κ
(W
/K
m
)
H (Tesla)
H || b
jH || cT = 3.5K
I-PhaseD-Phase
x = 2.2%
x = 1.4%
x = 0.66%
Cu1 - xZnxGeO3
 
 
H (Tesla)
Figure 6.28: Left: Thermal conductivity κc of Mg and Zn doped samples as a function of
magnetic ﬁeld up to 17 Tesla at 3.5 Kelvin.
observed, the diﬀerence of the zero and 12 T curve above TSP is merely about 10 percent and
vanishes at higher temperatures.
The thermal conductivity along the b direction, i.e., perpendicular to the spin chains is signa-
tured by a single maximum at about 85 K (see Fig. 6.26). Remember that we also observed
such a maximum of κb for the Mg doped sample at about the same temperature. The low
temperature behavior of κb does not distinguish very much from that of κc. Once again one
ﬁnds a sharp reduction of κ with decreasing temperature. Moreover, the ratio κb/κc is about
one-third over the entire temperature range, a result already obtained for undoped and Mg
doped CuGeO3.
I turn now to the inﬂuence of higher Zn doping, plotted in Fig. 6.27. We studied the con-
centration dependence of the thermal conductivity along the b and c direction by measuring
in addition two samples with a Zn content of 1.4 and 2.2 %, respectively. With increasing
Zn content the high temperature maximum of the thermal conductivity along the c direction
becomes very broad and has almost vanished for x=2.2 %. Moreover, with increasing doping
concentration the thermal conductivity resembles more and more the thermal conductivity
of glasses, where κ is found to diminish monotonically with decreasing temperature [107].
The strong suppression of the heat transport in the vicinity of the spin-Peierls transition
with relatively weak doping is shown in the inset of Fig. 6.27 (left). The weak upturn in κ
of the Cu0.9934Zn0.0066GeO3 sample alters drastically upon further doping. What remains is
merely a slight change in the curvature of the thermal conductivity curve by increasing the
Zn content to 2.2 %.
Next, I discuss the heat transport along the b direction, as illustrated in the right panel of
Fig. 6.27. The continuous suppression of the thermal conductivity with increasing Zn doping
is obviously present over the entire temperature range. In contradiction to the heat transport
along the c direction, no crossing to a glassy-like behavior can be observed since all curves
still show a pronounced maximum at about 80 K. The inset shows the conductivities of the
three specimen in the vicinity of the spin-Peierls transition. Similar to κc, the sample with
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lowest Zn content has the highest conductivity and an abrupt change of slope signatures
the spin-Peierls transition. By increasing the Zn content the conductivity around the tran-
sition is strongly eﬀected. It becomes more and more diﬃcult to identify the transition as
observed for the thermal conductivity along the c direction. As in the Mg doped sample no
indications for a transition to long range antiferromagnetic order can be detected, not even
for Cu0.978Zn0.022GeO3, where measurements along the c direction were performed down to
2.5 K and where the Ne´el transition takes place at ∼ 3.5 K [194]. Obviously, one has to cover
a larger temperature range to detect possible changes in the slope of the thermal conductivity
curve, which seems to be very weak.
In order to study the magnetic ﬁeld dependence below the spin-Peierls transition in more
detail, the thermal conductivity is plotted as a function of the magnetic ﬁeld for both the Mg
and Zn doped samples in Fig. 6.28. The ﬁeld dependence of the Mg doped sample as well as
of Cu0.9934Zn0.0066GeO3 resemble very much that of undoped CuGeO3 depicted in Fig. 6.11.
For these specimen we observe a continuous suppression with increasing magnetic ﬁeld. At
the D/I transition a sudden drop and a subsequent smooth increase with ﬁeld are seen. But
upon further Zn doping, the transition smears out and a plateau in the thermal conductivity,
rather than an upturn of κ, is observed in the I-phase.
6.6.3 Discussion
The discussion in subsection 6.5.3 has already left us with a complex picture of the heat
transport in undoped CuGeO3. The experiments on Mg and Zn doped samples pose even
new and more interesting questions:
1. Why are the experimental results of Zn and Mg doped samples so diﬀerent in the low
temperature region?
2. What causes the unusual temperature dependence of κ at higher temperatures (T ≥ 40 K)
which is manifested by an apparently linear decrease in undoped CuGeO3 and by a min-
imum at ∼ 40 K followed by a broad maximum at around 150 K (85 K) for κc (κb) in
Cu0.992Mg0.008GeO3 which is also visible in the Zn doped samples?
3. Finally, do we really observe maxima due to additional contributions to the heat trans-
port or do we actually have minima due to the scattering of phonons by magnetic exci-
tations, or by structural instabilities, or vice versa, as sketched for Cu0.992Mg0.008GeO3
in Fig. 6.29?
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Figure 6.29:
Thermal conductivity of Cu0.992Mg0.008GeO3
as a function of temperature along the b and
c direction. The solid arrows indicate the
maxima due to conceivable magnetic and/or
phononic contributions. But the temperature
dependence of the thermal conductivity could
be also caused by minima, indicated by the
dotted arrows.
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Figure 6.30: Compilation of the thermal conductivity measurements on undoped CuGeO3 and
on samples with diﬀerent concentrations of Zn and Mg dopants along the c direction (κc) on
double logarithmic scales. The solid line denotes the calculated magnetic speciﬁc heat cm for a
one-dimensional spin chain with nearest neighbor coupling constant J = 160 K and a frustration
ratio of 0.35 [144, 153]. The area shaded in bright grey roughly marks the dips in the thermal
conductivities. The temperature region where CuGeO3 shows a shoulder and the doped samples
are featured by a maximum is shaded in dark grey.
Let us turn to the ﬁrst question. Remarkably, the thermal conductivity of the Zn doped,
Mg doped and undoped samples are very similar at higher temperatures, concerning the tem-
perature dependence and the absolute values, for both the b-and c direction, respectively.
At temperatures below ∼ 150 K, the heat transport in Cu0.992Mg0.008GeO3 is moderately
lowered whereas the thermal conductivity in the 0.7% Zn doped sample is strongly damped
showing no pronounced maxima anymore. Note that in both crystals the amount of impurity
concentrations is almost equal and very small.
A conceivable scenario is disorder caused by impurities. The disorder leads to the damping of
the thermal conductivity at lower temperatures. At higher temperatures the heat transport is
mostly governed by thermal disorder. At ﬁrst sight the stronger impact on the heat transport
by Zn impurities is hardly to understand as the Zn2+ and Mg2+ ionic radii are of compa-
rable size, and both, Zn2+ and Mg2+ are nonmagnetic and are expected to substitute Cu only.
A possible explanation could be a deteriorated homogeneity of the Zn impurity concentration
compared to the Mg distribution. Experimental evidence for this to occur was given by Ma-
suda and coworkers [207]. They reported the Zn content to be diﬃcult to control, especially
at low impurity concentrations. Measuring the ﬂuctuations of the concentration of a few
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Figure 6.31: Compilation of the thermal conductivity measurements on undoped CuGeO3 and
on samples with diﬀerent concentrations of Zn and Mg dopants along the b direction (κb) on
double logarithmic scales. The solid line denotes the calculated magnetic speciﬁc heat cm for a
one-dimensional spin chain with nearest neighbor coupling constant J = 160 K and a frustration
ratio of 0.35 [144, 153]. The area shaded in bright grey roughly marks the dips in the thermal
conductivities. The temperature region where κ of CuGeO3 shows a shoulder and κ of the doped
samples are featured by a maximum is shaded in dark grey.
crystals they obtained a three times larger error for the Zn than for the Mg concentration.
It might be possible that Zn atoms form clusters which have dimensions that are not small
compared to all phonon wavelengths. These larger defects may thus serve as additional scat-
tering centers hampering the heat transport at lower temperatures. It has been reported that
those aggregates of atoms can change the thermal conductivity drastically [208]. Schwarz et
al. conducted measurements on undoped and doped KCl crystals containing Ba2+ or Sr2+
clusters with expected diameters of ∼ 10nm, where the absolute values of the doped samples
were about one order of magnitude smaller than those of the undoped sample at lower tem-
peratures.
Irrespective of the problematic of Zn concentration inhomogeneities, the thermal conductivity
is systematically suppressed towards lower temperatures with increasing Zn content.
Let us move our attention onto question 2. The representation of the thermal conductivity
along the c direction as a function of temperature on double logarithmic scales in Fig. 6.30
clearly reveals a dip around 40 K in undoped CuGeO3 and in Cu0.992Mg0.008GeO3, indicated
by the bright grey shade. Even for Cu0.9934Zn0.0066GeO3 a ﬂattening around 40 K seems to
be present. For higher Zn concentration, however, no distinct change of the thermal con-
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ductivity can be detected in the temperature region around 40 K. At higher temperatures all
measurements show a more or less pronounced maximum, unusual for phonon heat transport,
marked by the dark grey shaded area. With increasing Zn concentration, the maximum shifts
to higher temperatures.
Along the b direction the ﬁndings are quite similar, as illustrated in Fig. 6.31. The dips in the
thermal conductivities of CuGeO3 and Cu0.992Mg0.008GeO3 are again located around 40 K
while the Zn doped samples show no anomalies here. The maxima visible in all doped sam-
ples appear at much lower temperatures (around 100 K), instead. But even for the undoped
specimen a shoulder at ≈ 100 K is clearly observable.
We deﬁnitely cannot exclude the idea that the maxima at high temperatures are contri-
butions to κ caused by optical phonons, although their dispersions are small compared to the
acoustic branches [209]. Strong additional damping of phonons may also arise from phonon-
phonon scattering near a structural instability. Such a scenario can be excluded here, because
the spin-Peierls transition, which is the only known instability present in CuGeO3, takes place
at much lower temperatures ( 14 K).
Next, let us discuss whether a magnetic contribution to the thermal conductivity is possible
in the temperature range of 40 K ≤ T ≤ 300 K.
Theoretical calculations of the magnetic speciﬁc heat cm for a one-dimensional spin chain
show that cm gives rise to a maximum at temperatures around 60 K. In addition, the
theoretically obtained maximum of cm is supported by the experimentally found maxima
at ∼ 60 K of the magnetic contribution of the thermal expansions αi along the a and c di-
rection,respectively [130]10. The relation κ ∝ cvl predicts similar temperatures dependencies
of the thermal conductivity κ and the speciﬁc heat c. However, the maximum of the speciﬁc
heat is close to the observed minima in κb and κc (see Figs. 6.30 and 6.31). According to
this observation scattering of phonons on magnetic excitations is more plausible than an ad-
ditional contribution by “magnons”.
Furthermore, it is reasonable to believe that the magnetic correlation length ξ, which is ap-
proximately an upper boundary of the mean free path l, is very small at temperatures T ≥ J ,
making a sizeable magnetic contribution unlikely.
From these arguments we tend to say that the high temperature structure is due to addi-
tional scattering of phonons on magnetic excitations in the narrow temperature range close to
T ≈ 40 K – a scenario discussed in the context of resonant scattering of phonons on magnetic
excitations in SrCu2(BO3)2 (see chapter 5).
Believing this scenario, it is comprehensible that for higher Zn doping, the dips are not visible
anymore as the scattering of phonons on the Zn impurities excels the phonon scattering by
the magnetic excitations.
We now return to the low temperature double peak structure already discussed in detail in
chapter 6.5.3 where we found that a clear and unambiguous identiﬁcation of a magnetic con-
tribution is not possible in undoped CuGeO3, and that all discussed scenarios are thinkable.
Unfortunately, we cannot extract further information from the low temperature measurements
of κ on Cu0.992Mg0.008GeO3 as no drastic changes of the heat transport can be detected, i.e.,
the double peak structure still exists and the ratio κb/κc  0.3 is roughly the same as for
10For a Heisenberg spin chain with only nearest neighbor interaction the magnetic contribution to the thermal
expansion and the speciﬁc heat, respectively, are proportional [210].
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pure CuGeO3.
Even in the Zn doped samples where the thermal conductivity is already drastically sup-
pressed for small impurity concentrations, the thermal conductivity ratio κb/κc is also  0.3.
We must therefore admit that the low temperature structure remains an unsolved puzzle.
Summing up, CuGeO3 reveals a complex and anomalous thermal conductivity behavior. Both
the temperature and magnetic ﬁeld dependence of κ show many surprising features that are
to a large extent not understood. Possible explanations for questions 1 and 2 have been given.
Concerning the high temperature behavior, our considerations suggest the unusual tempera-
ture dependence of κ to be caused by mutual scattering of phonons on magnetic excitations
in a relatively narrow temperature range. At low temperatures various ideas have been given
for the occurrence of the double peak structure of the thermal conductivity. Unfortunately,
non of the thinkable scenarios can be favored.
Nevertheless, the numerical calculations conducted gives hope that one succeeds in forming a
deeper understanding of the heat transport in CuGeO3 by theoretically studying the micro-
scopic “magnon-magnon” and “phonon-magnon” scattering mechanisms. In this ﬁeld many
interesting questions are still to be answered, i.e., the frequency dependencies of the various
scattering scenarios, namely of “magnon-magnon” Umklapp-scattering, of the “magnon”-
scattering on point defects and other scattering processes.
Chapter 7
The Bechgaard Salts
The Bechgaard salts are remarkable quasi-one-dimensional electronic materials discovered in
1979 by Bechgaard [211]. During the last few years the properties of these materials have
received considerable attention, since a strictly one-dimensional interacting electron system
cannot be described by the usual Fermi liquid picture involving well deﬁned quasiparticle exci-
tations, common to the description of conventional metals and semiconductors. Instead, more
exotic scenarios like the Tomonaga-Luttinger liquid are believed to be appropriate with in-
teresting properties, for example, spin/charge separation, where independent spin and charge
excitations with diﬀerent velocities are expected. Such novel non-Fermi liquid type states are
also relevant in other interacting electron systems like the high temperature superconductors
and the heavy fermion materials near a quantum critical point.
In this chapter I will report the observation of anomalous thermal conductivities in the spin-
Peierls system (TMTTF)2PF6 in the spin density wave compound (TMTSF)2PF6 and in the
superconductor (TMTSF)2ClO4.
These data indicate a magnetic contribution to the heat current in all of these systems, present
in a wide temperature range and dominating the room thermal conductivity. Remarkably, the
temperature dependence of the thermal conductivity found here strongly resembles that of
La2CuO4 (see chapter 8), the parent compound of the high temperature superconductors, in-
dicating a pronounced and unusual magnetic contribution to the heat current in this material
as well.
7.1 Structure and Basic Electronic Properties
The Bechgaard salts (TMTCF)2X are isostructural compounds, based on linear chains of, e.g.,
the organic molecules tetramethyltetrathiafulvalen (TMTTF) and tetramethyltetraselenful-
valen (TMTSF), with diﬀerent inorganic interchain anions, e.g., PF6, SbF6 and ClO4. The
donors are planar molecules, as depicted in Fig. 7.1. At room temperature the triclinic P 1¯
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Figure 7.1: Molecule structure of
tetramethyltetraselenfulvalen (TMTSF).
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Figure 7.2: Projection of the crystal structure of (TMTSF)2PF6 in the a-c plane. The alternating
distances between adjacent molecule planes, indicated by d1 and d2, reﬂect the dimerization that
occurs along the a direction [212].
space group is speciﬁed [213]. The planar molecules form honeycomb-like planes, like graphite,
i.e., an elementary unit cell contains two planar molecules. These planes are stacked along
the a axis, as illustrated in Fig. 7.2. The highly one-dimensional electronic character results
from the strong directional dependence of the orbitals involved and is established theoretically
and experimentally [214–217]. Because of the charge transfer from the molecule orbitals to
the counterions, the electronic bands are only partially ﬁlled. Here a full charge transfer of
one electron from the two (TMTCF)-molecules causes the band involving the chains to be a
quarter-ﬁlled hole band. A weak dimerisation occurs along the chain direction (indicated by
d1 and d2 in Fig. 7.2) splitting the band into two subbands, on empty and one half-ﬁlled1.
Without electron-electron interaction a half-ﬁlled bands results in a metallic state. But a
on-site Coulomb interaction ( 1.16eV [218]) splits the half-ﬁlled band into a full lower and
an empty upper Hubbard band, so that the systems should be insulators with a correlation
gap ∆ρ.
1The issue whether a half- or a quarter-ﬁlled band is a more appropriate description for the Bechgaard salts
is still under debate.
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Figure 7.3: Schematic phase diagram of the (TMTCF)2X salts [215]. With increasing chem-
ical or ambient pressure, the compounds become higher dimensional, and can be driven with
the temperature as the second parameter to a variety of states. The abbreviations in the di-
agram have the following meaning: Mott-insulator/charge localisation (CL), spin-Peierls (SP),
antiferromagnet (AFM), spin density wave (SDW), and superconductor (SC).
The phase diagram of the TMTSF and TMTTF salts is extremely rich, shown schemati-
cally in Fig. 7.3. For (TMTTF)2PF6 located on the lefthand side of the phase diagram with
a correlation gap ∆ρ estimated to  500 K [218], one observes a spin-Peierls transition at low
temperatures, consistent with the above picture of a one-dimensional Mott-Hubbard insulator
with one electron per chain and site. Here electronic correlations are assumed to be so strong
that the charge carriers remain conﬁned along the organic stacks.
With increasing pressure or – equivalently – anion substitution the system displays other
ground states and even metallic behavior.
At ﬁrst sight one would also expect an insulating state for (TMTSF)2PF6. But measure-
ments of the electrical conductivity show a metallic behavior down to low temperatures. It
is suggested that the weaker dimerisation resulting in a drastic lowering of the correlation
gap (∆ρ  40 K), determined, e.g., by optical conductivity measurements, is responsible for
the metallic behavior [218,219]. Moving from the left to the right in the phase diagram, opti-
cal conductivity measurements give evidence that a crossover from insulating to conducting
states occur with increasing interchain charge transfer. It is suggested that electron-hole pairs
are created with the electron and hole residing on neighboring chains [220].
However, the transport mechanisms are not yet understood. On the one hand there are
conjectures stemming from one-dimensional theories of the Hubbard model that the ground
state may be a Luttinger liquid, leading to charge/spin separation [221–223]. Experimental
support of this theoretical prediction comes, e.g., from transport measurements indicating
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strong correlation eﬀects to be important [218, 224]. On the other hand it has been pointed
out that the electrical transport can be understood in terms of a weakly interacting Fermi
liquid [225]. Obviously, the controversy over Fermi-liquid or non-Fermi-liquid is still an open
question.
7.2 Experimental Results
To the best of my knowledge measurements of the thermal conductivity have been restricted
so far to (TMTSF)2ClO4, that becomes superconducting at T  1 K and at ambient pres-
sure [226]. The results are vastly diﬀerent. Durek and coworkers have observed a monotonic
decrease in the heat transport below 50 K [87]. Choi et al. have found an essentially temper-
ature independent thermal conductivity from 100 to 50 K and an increase below 50 K as the
temperature is further lowered [86]. In both cases the measurements were conducted along
the a direction only.
Moreover, the observed magnetic ﬁeld dependencies are completely diﬀerent. While a signiﬁ-
cant increase of κ with increasing magnetic ﬁeld was detected below 40 K by Djurek et al., the
measurements conducted by Choi et al. showed a slight reduction of the thermal conductivity
with application of a magnetic ﬁeld.
Finally, I want to mention that recently ﬁrst measurements of the thermal conductivity in the
superconducting state of (TMTSF)2ClO4 have been reported by Belin and coworkers [226].
These results strongly support the occurrence of a nodeless superconducting gap function for
this system. Unfortunately, we cannot compare our results to those of Belin et al. since their
thermal conductivity data are only published for temperatures below 2 K.
There are several reasons why thermal conductivity measurements of the Bechgaard salts
are very sparse. First, the samples are very fragile, leading to cracks when cooling the sample
down. Second, their needle-like shape can cause large radiation errors of the thermal con-
ductivity at higher temperatures. A well grounded experimental setup and large crystals are
therefore indispensable for high accuracy measurements. For a detailed discussion about the
setup for the thermal conductivity and the resistivity measurements, please refer to chapter 4.
7.2.1 (TMTTF)2PF6
The experimental results of electrical resistivity measurements are shown in Fig. 7.4 (right
panel, inset). Our measurements are well in accordance with previous results [227]. Below ∼
100 K we clearly see an activated behavior leading to an insulating state for T → 0. Note
that ρ changes by about seven orders of magnitude.
The thermal conductivity of (TMTTF)2PF6 is depicted in Fig. 7.42. There are two remarkable
features: a low temperature maximum at around 20 K with a signiﬁcant suppression of κ by
applying a magnetic ﬁeld, and a steep increase of κ above about 100 K. Note that this
increase becomes smaller at higher temperatures indicating a tendency towards saturation or
to a maximum at temperatures above room temperature Fig. 7.4 (left panel). Evidently, no
anomaly at the spin-Peierls transition appears, illustrated in the inset.
2Thermal conductivity and electrical resistivity were measured on two diﬀerent samples.
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Figure 7.4: Left: Thermal conductivity (κa) of (TMTTF)2PF6 along the spin chains for various
magnetic ﬁelds aligned parallel to the a axis. With increasing ﬁeld the maximum at low tempera-
tures is suppressed. The inset shows an enlarged view of the low temperature region. No anomaly
can be observed at the spin-Peierls transition, marked by the vertical line. Right: Comparison
of the thermal conductivities parallel (κa) and perpendicular (κb) to the spin chains. The
electrical resistivity along the a direction is plotted in the inset.
The right panel of Fig. 7.4 shows the comparison of the thermal conductivity parallel (κa)
and perpendicular (κb) to the stacking axis. To the best of my knowledge, this is the ﬁrst time
that (κb) has been measured on a Bechgaard salt. I want to emphasize that both (κa) and
(κb) are obtained by measuring the same sample. While at temperatures below ∼ 100 K the
thermal conductivities along the two directions resemble each other very much, the thermal
conductivity perpendicular to the stacking axis (κb) shows a much weaker increase towards
higher temperatures saturating at ≈ 300 K3.
7.2.2 (TMTSF)2PF6
(TMTSF)2PF6 is a metal from room temperature down to TSDW ≈ 12 K. The transition to
a spin density wave state at TSDW leads to a metal-to-insulator transition, consistent with
the steep increase of ρ at the transition temperature, depicted in the right inset of Fig. 7.5.
The thermal conductivity shows a small but distinct anomaly at the spin density wave transi-
tion, illustrated in the inset of the left panel of Fig. 7.5. The striking magnetic ﬁeld dependence
3It should be remarked that because of the triclinic crystal structure the b direction of the sample does not
exactly coincide with the crystallographic b direction.
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Figure 7.5: Left: Thermal conductivity (κa) of (TMTSF)2PF6 along the spin chains for various
magnetic ﬁelds aligned parallel to the b axis. With increasing magnetic ﬁeld, the maximum at
low temperatures is suppressed. The inset shows an enlarged view of the low temperature region.
Clearly, an anomaly can be observed at TSDW , marked by the vertical line. Right: Comparison of
the total thermal conductivity (κa) and the electronic thermal conductivity (κel) obtained by the
Wiedemann-Franz-Law (WFL). Pay attention to the broken ordinate and the diﬀerent scales for
κa and κel. The electrical resistivity along the a direction is plotted in the inset. Measurements
of κ on (TMTSF)2PF6 were conducted on two samples. Here, S1 denotes sample one.
of the maximum at ∼ 20 K and the steep increase above about 100 K is very similar to the
results found for (TMTTF)2PF6. But no tendency towards a saturation of κ with increasing
temperature is observed.
From the Wiedemann-Franz law (WFL) one can estimate the electronic thermal conductivity
(κel) plotted together with total thermal conductivity (κa) for zero magnetic ﬁeld in the right
panel of Fig. 7.5. Evidently, the electronic contribution is rather small, especially at higher
temperatures, and shows a very diﬀerent temperature dependence compared to the total ther-
mal conductivity towards higher temperatures. The jump at the spin density wave transition
evident in the total thermal conductivity at ≈ 12 K can almost be completely attributed to
the electronic thermal conductivity.
This can be seen by comparing the total thermal conductivity κ and the electronic contribu-
tion κel close to the transition, as illustrated in Fig. 7.6. The height of the jump is for both κ
and κel almost equal (δκ ≈ 0.6 W/Km for κ and δκel ≈ 0.7 W/Km for κel). I want to point
out that our electrical conductivity results agree well for both the temperature dependence
and the absolute values with previous results [215]. It is important to note, however, that
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the thermal conductivity and electrical resistivity measurements had to be performed on two
diﬀerent crystals, but of the same batch, due to experimental reasons (see chapter 4). Fur-
thermore it is known that cracks having less dramatic eﬀects on the heat transport than on
the electronic transport may cause an eﬀective diﬀerence in the geometric factors for thermal
and electrical transport. Finally, according to theoretical results, a violation of the WFL
can arise in a one-dimensional electron gas where spin and charge degrees of freedom are
separated [228]. From this we conclude that we are well advised to consider the calculated
electronic thermal conductivity merely as a crude estimation.
The absolute value of κ is one order of magnitude higher than that of (TMTTF)2PF6. In
order to clarify the reason for that a second sample (S2) was measured. The results are shown
in Fig. 7.7. The absolute value is much smaller but the temperature dependence is almost
similar as shown in the right panel, where the zero ﬁeld mesurement on the ﬁrst sample S1
diﬀers from the second measurement by a multiplicative factor of 0.3 (see Fig. 7.5). We con-
clude that there must be a diﬃculty in determing the cross sections of the samples entering
the formula which gives us the thermal conductivity (see chapter 4). A possible reason could
be the fragility of the samples leading to planar cracks along the needle axis and thus to
eﬀectively smaller cross sections where heat can ﬂow.
I will turn now to the important observation that the magnetic ﬁeld-dependence of the ther-
mal conductivity does not depend on the direction of the magnetic ﬁeld with respect to the
crystallographic axis. While for sample S1 the ﬁeld was aligned parallel to the a direction,
i.e., along the stacking axis, for sample S2 the ﬁeld pointed along the b direction, i.e perpen-
dicular to the stacking axis. Evidently, the relative change under the inﬂuence of a magnetic
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Figure 7.7: Left: Measurement of the thermal conductivity on a second (TMTSF)2PF6 sample
(S2) along the spin chains for various magnetic ﬁelds aligned parallel to the a axis. Evidently the
temperature and magnetic ﬁeld dependence coincide with the ﬁrst measurement S1 (see Fig. 7.5).
The inset shows an enlarged view of the low temperature region. A small anomaly can be observed
at TSDW , marked by the vertical line. Right: The excellent agreement between the ﬁrst (S1) and
second zero ﬁeld thermal conductivity measurement (S2) can be seen by multiplying the data of
S1 with 0.3.
ﬁeld is in both cases the same. For a moment this is surprising since magic angle eﬀects
and angular dependences of the resistivity have been reported to be prominent features of
(TMTSF)2PF6 [229,230]. We will come back to this point in the discussion below.
7.2.3 (TMTSF)2ClO4
(TMTSF)2ClO4 is peculiar among the (TMTCF)2X family since it becomes superconducting
at ambient pressure. The resistivity along the a direction is plotted in the inset of the right
panel of Fig. 7.8. For cooling rates < 0.1 K/min, a structura l transition with an ordering of
the tetraedral anions occurs at TAO  24 K. No sign of anomaly is observed in the resistivity
curve. This could be due to our cooling rates of about 0.5 K which are perhaps somewhat too
fast. However, the transition is even for very slow cooling rates not very pronounced [231].
The thermal conductivity along the a direction is very similar to those found in (TMTTF)2PF6
and (TMTSF)2PF6. A pronounced maximum around 20 K with an appreciable magnetic ﬁeld
dependence and a distinct increase of κ to higher temperatures is evident, as shown in the
left panel of Fig. 7.8. The inset shows the enlarged low temperature region where a small dip
in the thermal conductivity around the anion-ordering transition temperature can be seen.
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Figure 7.8: Left: Thermal conductivity (κa) of (TMTSF)2ClO4 along the spin chains for var-
ious magnetic ﬁelds aligned parallel to the b axis. With increasing ﬁeld, the maximum at low
temperatures is suppressed. The inset shows an enlarged view of the low temperature region.
A small anomaly can be observed at TAO, marked by the vertical line. Right: Comparison of
the total thermal conductivity (κa) and the electronic thermal conductivity (κel) obtained by the
Wiedemann-Franz-Law (WFL). The resistivity along the a direction is plotted in the inset. S1
denotes the measurement on sample one.
The electronic thermal conductivity obtained via the WFL is plotted together with the
total thermal conductivity in zero magnetic ﬁeld in the right panel of Fig. 7.84. It is imme-
diately clear that the electronic contribution to κ can be neglected.
A thermal conductivity measurement on a second sample (S2) was completed in order to
verify the ﬁrst zero magnetic ﬁeld results (S1) and to study the dependence of κ on the mag-
netic ﬁeld direction. The result, depicted in the right panel of Fig. 7.9, conﬁrms the ﬁrst
measurement (S1), which is scaled by a multiplicative factor of ≈ 0.5.
As for (TMTTF)2PF6 no directional magnetic ﬁeld inﬂuence on κ can be found. This is
remarkable since angular magneto resistance eﬀects have been found in (TMTSF)2ClO4 [232,
233].
I want to come back to one of the striking features of (TMTSF)2ClO4 – the anion-ordering
phenomena. There are two possible orientations for the ClO4 tedrahedron, as shown in
Fig. 7.10. If one cools the compound down very slowly (< 0.1 K/min), the anions may relax
and order alternatingly along the [010] crystal axis for temperatures T < TAO. Upon further
4ρ and κ were measured on two diﬀerent samples.
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Figure 7.9: Left: Measurement of the thermal conductivity on a second (TMTSF)2ClO4 sample
(S2) along the spin chains for various magnetic ﬁelds aligned parallel to the a axis. Evidently,
the temperature and magnetic ﬁeld dependence coincide with the measurement on sample S1
(see Fig. 7.8). The inset shows the enlarged low temperature region. A very small anomaly is
indicated at TAO, marked by the vertical line. Right: The satisfactory agreement between the
thermal conductivity measurements on the ﬁrst (S1) and second sample (S2) can be seen by
multiplying the data of S1 with ≈ 0.5.
cooling a phase transition into the superconducting state occurs at ∼ 1.2 K [226]. For very
fast cooling rates (> 50 K/min), no anion-ordering takes place and one observes a spin den-
sity wave transition at TSDW ≈ 6 K [234].
Lattice imperfections should create additional scattering centers hampering the heat trans-
port regardless of the kind of excitations carrying the heat, hence we should be able to observe
this order-disorder phenomena.
The results are plotted in Fig. 7.10. I conducted three runs – one after a slow cooling down, a
second after a rapid cooling procedure and a third one after, again, slow cooling down. In the
ﬁrst run I measured the thermal conductivity upwardly (upper curve). At about 100 K the
measurement was stopped and the sample was rapidly cooled (> 50 K/min) down to around
5 K. Subsequently, an upward thermal conductivity measurement was conducted, leading to
the lower curve. I did a third thermal conductivity run downwardly from about 100 K in order
to check that no cracks were created during the rapid cooling down process.5. Obviously, the
ﬁrst measurement is excellently conﬁrmed by the last one.
5The thermal conductivity measurements themselves are slow measurements; the rate is of the order of
0.1K/min.
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Figure 7.10: Left: Thermal conductivity of (TMTSF)2ClO4 along the a direction for two dif-
ferent cooling rates. The lower curve shows the thermal conductivity after rapid cooling from
≈ 100 K down to about 5 K with a rate > 50 K/min and subsequent slow upward measurement
of κ . Both upper curves are obtained for slow cooling rates (≤ 0.1K/min), one before and one
after the “rapid cooling result” was detected. Right: Triclinic unit cell with two (I and II) possible
orientations of the tetrahedral anion.
The data shown in Fig. 7.10 clearly reveal that below TAO the thermal conductivity of the
ordered state is somewhat larger than the thermal conductivity of the state where no anion-
ordering takes place. Due to the measurement setup we were not able to go to lower temper-
atures, where the transitions into the superconducting (slow cooling) or SDW ground state
(fast cooling) takes place.
7.3 Discussion
The most surprising result of the thermal conductivity is that irrespective of whether the
materials are metallic or insulating, one identiﬁes a common behavior of κ with two main
features: First, a low temperature maximum around 20 K which strongly depends on the
magnetic ﬁeld. A concomitant phenomenon is that the suppression of the low temperature
maximum occurs irrespectively the material and the orientation of the sample with respect
to the ﬁeld direction. Second, a steep increase of κ above about 100 K. The increase becomes
evidently smaller in the spin-Peierls system (TMTTF)2PF6 saturating at about 300 K, while
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for the spin density wave system (TMTSF)2PF6 and the superconductor (TMTSF)2ClO4 no
saturation at room temperature is apparent.
The behavior of κ here is highly unusual and distinctly diﬀerent from that expected for
conventional insulators and metals. In conventional solids, the thermal conductivity has a
phononic (κph) and electronic (κel) contribution which add to the total thermal conductivity
κ = κph + κel. The electronic thermal conductivity is unimportant in the materials discussed
here. This is obvious for the spin-Peierls system since it is an insulator. However, also in the
metallic systems κel obtained by the Wiedemann-Franz law is only a minor fraction of the
total thermal conductivity. In particular, neither its magnitude nor its temperature depen-
dence can account for the two maxima of the total thermal conductivity.
The behavior of κ can also not be explained in terms of a pure phonon thermal conductivity.
For clean crystals one maximum is usually found at intermediate temperatures, typically of
the order 20-50 K (see chapter 3). Apparently, the low temperature maximum of κ found in
our experiments can be attributed to the phononic thermal conductivity. Taking only acous-
tic phonon modes into account it is not possible to explain the high temperature maximum
in this scenario. We note that an additional damping of phonons could in principle give rise
to two maxima of κph, if the associated scattering mechanism is active mostly in a narrow
temperature intervall (see chapter 5). However, such an explanation is very unlikely for the
materials considered here, since it would require a maximum of the conventional phononic
thermal conductivity at too high temperatures. We should mention here that in the Bech-
gaard salts the heat carrying acoustic phonons are at comparatively low energies, as signaled
by the low Debye-temperatures of the order of 60 K [227].
One should, however, take optical phonon modes into consideration. According to the vast
number of atoms per unit cell optical phonon modes could be a thinkable origin of the large
additional contribution to the heat current at higher temperatures. Certainly, we cannot rule
out possible contributions from these modes. However, it is very unlikely that these modes
transport heat themselves because in general their group velocities are small. Nevertheless,
it was claimed that low lying optical modes excited at elevated temperatures may transfer
energy to the acoustic modes, leading to an enhanced thermal conductivity [43].
Regarding the magnetic excitation spectrum, a quite natural explanation for the high tem-
perature maximum of κ can be given for the spin-Peierls system, if an additional magnetic
contribution to κ is assumed. Due to the strong electronic correlations the material corre-
sponds to a one-dimensional Mott-Hubbard chain, i.e., a one-dimensional antiferromagnetic
insulator. The magnetic coupling constant J as inferred from the spin susceptibility is of
the order of 500 K [235, 236]. In such a material there are low energy magnetic excitations,
called spinons, which may contribute to the heat current. Note that J is even larger than
the Debye temperature so that this channel of heat current may even dominate over the
phononic heat transport. The idea of a magnetic contribution is also strongly supported by
our experimental observation of a highly anisotropic heat transport of (TMTTF)2PF6 for
temperatures > 100 K showing the quasi-one-dimensional character of the system (see right
panel of Fig. 7.4). In fact, a magnetic contribution κm to κ has been identiﬁed in the last few
years from experiments on various low-dimensional quantum spin systems, on for example,
the spin ladder materials [65, 66].
The remarkably low absolute values observed for κ of these organic materials can be as-
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Figure 7.11: Thermal conductivity of (TMTTF)2PF6 along the a direction (open circles). The
hypothetical phonon thermal conductivity κph obtained by ﬁtting the low temperature maximum
with the standard Debye model is shown by the dotted line. The solid line reﬂects the estimated
magnetic thermal conductivity κm ∝ cmvmlm where cm is the theoretical magnetic speciﬁc heat
for a one-dimensional antiferromagnet (see text) [153,187].
cribed to the large volume V of the unit cell in conjunction with the assumption that only
acoustical phonon modes are relevant for the heat transport. I note that with V = 675.7A˚3
for (TMTTF)2PF6 and V = 714.3A˚3 for (TMTSF)2PF6, the volume is about one order of
magnitude larger than, e.g., that of CuGeO3. As the speciﬁc heat enters the kinetic formula
κ ∝ cvl in units of J/m3K both the magnetic and phononic thermal conductivities κ become
small for meaningful mean free paths l.
Let us make a crude estimation for the phonon thermal conductivity. Since the Debye temper-
ature is very low it is reasonable to assume the Dulong-Petit value for the acoustical phonon
speciﬁc heat at room temperature. With the velocity of the phonons of about 3000 m/s and l
reasonably chosen to be about 50A˚, we obtain for the phononic thermal conductivity a rather
small value of about 0.3 W/Km at room temperature.
Now, I show a simple analysis of the measured thermal conductivity of (TMTTF)2PF6 within
the scenario of an additional magnetic contribution in Fig. 7.11. We have ﬁtted the low
temperature maximum of κ by a standard Debye model including phonon-Umklapp, point-
defect and boundary scattering (see chapter 3). The adjustable parameters P, U, u are
given in Table 7.1. The Debye temperature ΘD is ﬁxed by the value mentioned before [227].
The mean velocity of (TMTSF)2PF6 was obtained by ultrasonic measurements to be of the
order of 3000 m/s [237]. To my knowledge no sound velocities have been determined for
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(TMTTF)2PF6. Thus we assumed for (TMTTF)2PF6 the velocity to be of approximately
the same size due to the very similar crystal structure. The parameter L describing the
boundary scattering is one order of magnitude smaller than the smallest dimension of the
sample (see Table 7.1). I attribute this to large cracks possibly present in these fragile sam-
ples.
With these parameters we obtain κph of (TMTTF)2PF6, as shown by the dotted line in
Fig. 7.11. Obviously, at room temperature a second contribution to κ dominates. I use
κm ≈ cmvmlm for the magnetic thermal conductivity and assume a constant mean free
path lm. The velocity vm is determined by the magnetic exchange coupling J . It can be
estimated using vm ≈ (πkB/2h¯)Ja where a is the lattice parameter and J the magnetic ex-
change coupling constant. For J ≈ 600 K one obtains vm ≈ 90000m/s which is very large.
For a one-dimensional antiferromagnet spin chain, cm was obtained theoretically [153, 187].
Obviously, for small but reasonable lm ≈ 30 A˚, the behavior of κm is consistent with the
experimentally obtained steep increase of κ towards higher temperatures and would predict a
maximum around 300 K. One should mention that this value of lm is smaller than the mag-
netic correlation length ξ (which can be seen as an upper boundary of the mean free path of
the magnetic excitations) found in the 2-d system La2CuO4 [238]. Unfortunately, no results
of the magnetic correlation length ξ of the Bechgaard salts have been published so far.
Now, I turn to the metallic systems. Dumm et al. have pointed out that in spite of the
fact that (TMTSF)2PF6 is a low-dimensional metal down to around 100 K, the temperature
dependence of the magnetic susceptibility can be described within the framework of the Hub-
bard model in the limit of strong Coulomb repulsion [236]. Proceding in the same fashion as
for (TMTTF)2PF6, we obtain the hypothetical magnetic contribution κm with a maximum
around 700 K, plotted in Fig. 7.12, if we assume a mean free path lm of about 250A˚ and use
J ∼ 1400 K [236]. For the adjustable parameters P, U and u, given in Table 7.1, we ﬁnd
the theoretical phonon thermal conductivity κph. The sound velocity was ﬁxed to the value
mentioned before where the Debye temperature was calculated via ΘD = v(h¯/kB)(6π2n)1/3.
The boundary scattering length L = 1.15 · 10−4m is close to the smallest sample dimension.
One can also model (TMTSF)2ClO4 in the same manner, as shown in Fig. 7.13. At room
temperature the magnetic susceptibilities of (TMTSF)2ClO4 and of (TMTSF)2PF6 are of
comparable size. Therefore I assume for the calculation of κm of (TMTSF)2ClO4 a magnetic
exchange coupling J ≈ 1400 K [235]. The remaining parameters are found in Table 7.1.
I give now a posssible interpretation of our results. In a conventional metal one observes
the usual (maybe enhanced) Pauli susceptibility of charge carriers, which does not give a size-
able magnetic contribution to the heat current larger than that of the mobile carriers itself.
Our thermal conductivity results, in contrast, suggest that in spite of ﬁnite dc-conductivity
the magnetic contribution to the heat current in the metallic systems is comparable to that of
the insulating spin-Peierls system, i.e., the motion of charge carriers does not disturb the spin
system. An intriguing interpretation of this ﬁnding is possible on the basis of spin/charge
separation.
We assume that spin excitations on this spin chain, so called spinons, are mobile and may
contribute to the heat current as discussed above.
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Figure 7.12: Thermal conductivity of (TMTSF)2PF6 along the a direction (open circles). The
hypothetical phonon thermal conductivity κph obtained by ﬁtting the low temperature maxi-
mum with the standard Debye model is shown by the dotted line. The solid line reﬂects the
estimated magnetic thermal conductivity κm ∝ cmvmlm. The magnetic speciﬁc heat cm for a
one-dimensional antiferromagnet was obtained theoretically [153,187].
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Figure 7.13: Thermal conductivity of (TMTSF)2ClO4 along the a direction (open circles). The
hypothetical phonon thermal conductivity κph obtained by ﬁtting the low temperature maxi-
mum with the standard Debye model is shown by the dotted line. The solid line reﬂects the
estimated magnetic thermal conductivity κm ∝ cmvmlm. The magnetic speciﬁc heat cm for a
one-dimensional antiferromagnet was obtained theoretically [153,187].
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Let us now assume that the spin chain is doped with a small concentration p of holes (i.e.,
that p electrons are removed)6. It is known theoretically that in one dimension (for inﬁnite
Coulomb repulsion U) a hole doped into the chain separates into a spinless charge excitation
(called holon) and a chargeless spin excitation (the spinon) [239]. Remarkably, the charge
excitation may move without disturbing the spin conﬁguration on the chain, i.e., without the
creation of additional spin excitations. For low doping level the magnetic excitation spectrum,
i.e., the number of spinons, will be comparable to that of the undoped chain, while at the
same time the holons give rise to dc-conductivity. The number of charge carriers is ﬁxed by
the doping level p independent of temperature, whereas the number of spinons increases with
temperature just as in the undoped chains. In particular, for small hole doping the number of
thermally excited spinons at high temperatures will be much larger than that of holons and
therefore one may have a small dc-conductivity and a large spinon heat current at the same
time.
L P P0FID U u J χ¯s
10−4 10−41 10−42 10−29 - - 10−4
[m] [s3] [s3/T ] [s2/K] - [K] [emu/mole]
(TMTTF)2PF6 0.2 6.3 5.0 1.55 1.0 600 4.0
(TMTSF)2PF6 1.15 4.0 3.3 1.4 1.1 1400 1.6
(TMTSF)2ClO4 0.1 5.8 4.0 1.8 1.35 1400 1.6
Table 7.1: Compilation of the ﬁtting parameters. L, P, PFID, U and u denote the characteristic
sample length, the parameters for point defect, ﬁeld induced point defect (FID), and Umklapp
scattering, respectively. J stands for the magnetic exchange coupling constant and χ¯s for the
average spin susceptibility.
Magnetic Field Dependence
I turn now to the magnetic ﬁeld dependence of κ observable from the lowest temperatures up
to about 100 K that is in all systems essentially the same. The magnetic ﬁeld dependence of
the low temperature maximum, common to all systems, is highly unusual. A possible way to
understand this magnetic ﬁeld dependence of the low temperature maximum is the formation
of ﬁeld induced structural defects giving rise to an additional scattering channel for phonons.
I sketch the basic idea. It is known that applying a magnetic ﬁeld leads to the creation
of s = 1 excitations7 on the quasi-one-dimensional spin chains. An associated local lattice
distortion can then be expected if a ﬁnite coupling between the spin and the phonon-system
is present. A second important point supporting our idea is that the Debye temperatures are
very small for all Bechgaard salts, meaning the lattices are “soft”. Hence appreciable local
distortions may be created by the spin excitations. Phonons may be scattered by these local
distortions whose number increases with increasing magnetic ﬁeld leading to the suppression
of κ.
Let us check whether these possible structural defects may become important with respect to
6This can be achieved by interchain single electron transfer between chains leading to “selfdoping” of
individual chains, as discussed by Vescoli and coworkers [220].
7In 1-d these s = 1 excitations decay into two spinons each carrying spin s = 1/2.
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Figure 7.14: Estimated average mean free path ltot (solid curves) using Eq. 7.1. The dotted
curves are the completion of the solid curves to the higher and lower temperature regions separated
by the Debye temperature ΘD. The average distances of the ﬁeld induced lattice defects for
magnetic ﬁelds of 3 and 15 T are marked by the broken horizontal lines (see text).
the heat transport. An impact of the ﬁeld induced defects (H > 0 T ) on κ from the lowest
temperatures up to about 100 K can only be expected if lFID, which stands for the average
distance between the distortions, is smaller than the overall scattering length ltot which is the
sum of boundary, point-defect and Umklapp-scattering lengths (and maybe others). Now,
in the paramagnetic U-phase, lFID can be estimated applying Eq. 2.27 in chapter 2 and
lFID = π/∆k. I use average values for the magnetic spin susceptibilitiy χs of 4 · 10−4 and
1.6 · 10−4emu/mole for (TMTTF)2PF6 and (TMTSF)2PF6 respectively, which are obtained
by ESR measurements [235, 236]. For a magnetic ﬁeld of one Tesla one ﬁnds for lFID values
of 1 · 10−6m and 4 · 10−7m for (TMTTF)2PF6 and (TMTSF)2PF6 respectively. In order to
make plausible that ﬁeld induced defects may hamper the heat transport I compare lFID with
ltot, given by
ltot = v · τ , where τ−1 = v
L
+ P · ω4 + U · Tω3exp(−ΘD/uT ) . (7.1)
The parameters L, P, U, and u for (TMTTF)2PF6 and (TMTSF)2PF6 and (TMTSF)2ClO4
are summarized in Table 7.1. There is, however, a diﬃculty – one has to deal with a single
phonon frequency ω. In order to calculate ltot, I approximate ω by kB/h¯T . This is justiﬁed
for temperatures T < ΘD, but for higher temperatures one has to be cautious as all phonon
frequencies are already excited. Thus I set T = ΘD = 100 K for T > ΘD. From this
assumption it is clear that the results obtained have to be seen as crude estimations.
The analysis, representatively conducted on (TMTSF)2PF6 for all samples, is reasonable, as
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illustrated in Fig. 7.14. The solid line represents the relevant scattering length ltot. Let us
compare ltot with lFID calculated for 3 and 15 Tesla (denoted by the horizontal lines lFID(3T )
and lFID(15T )). Obviously, for lower temperatures the mean free path of the phonons is
limited by lFID, whereas for higher temperatures ltot dominates. From this we expect a
sizeable magnetic ﬁeld dependence below around 30 K (50 K) and no or only a weak impact
of the magnetic ﬁeld at higher temperatures for the 3(15)-Tesla curves. This is consistent
with the experiment.
With these results and the assumption that the ﬁeld induced structural defects behave like
ordinary point defects I show now that even a quantitative description of the magnetic ﬁeld
dependence succeeds. I use the parameters of the zero magnetic ﬁeld phonon ﬁts, given in
Table 7.1, and an extended point defect scattering rate (see also chapter 5) of the form
τ−1pt = Pω
4 + PFID(H)ω4 , (7.2)
with PFID(H) = P 0FID ·H. P 0FID is a constant representing the scattering strength for ﬁeld
induced defects and H the magnetic ﬁeld strength. The linearity in the magnetic ﬁeld de-
pendence accounts for the linear increase of the number density of ﬁeld induced structural
defects (see Eq. 2.27 in chapter 2).
The results are illustrated in Fig. 7.15. It is important to note that P 0FID is a ﬁxed quantity
(see Table 7.1) which was optimized in order to get the best ﬁts of all the measurements in
diﬀerent ﬁelds. We see that our theoretical curves describe the magnetic ﬁeld dependences
of the low temperature maximum for all three samples very well. Note that the maxima of κ
at 20 K do not vary linearily with magnetic ﬁeld but rather saturate at higher ﬁelds. This is
exactly reproduced by the calculations (best seen for (TMTSF)2PF6).
The parameter P 0FID should scale with the absolute value of χ¯s since P
0
FID is proportional to
the number density of ﬁeld induced structural defects and these in turn are proportional to χ¯s
evident from Eq. 2.27 in chapter 2. This is met for (TMTTF)2PF6 and (TMTSF)2PF6. There
is unfortunately only a room temperature spin susceptibility available for (TMTSF)2ClO4,
which makes in this case any conclusions questionable.
It is clear that our considerations are actually only valid above the transitions occuring in the
samples at diﬀerent temperatures. Below the spin-Peierls and the spin density wave transi-
tion the spin susceptibility χs and hence the number of magnetic excitations goes down if one
lowers the temperature further. In view of our model we would thus expect a weaker ﬁeld
dependence of the thermal conductivity below the transitions because of the extinctions of the
scattering centers. Interestingly, the data do not indicate a weaker magnetic ﬁeld dependence
of κ below the transition temperatures.
In conclusion, we have to admit that our model does not account for the heat transport at
the lowest temperatures. Nevertheless, a close interpretation and a quantitative model for all
systems was given in terms of a low temperature maximum and a high temperature maximum
generated by magnetic excitations. Furthermore, a successful description of the magnetic ﬁeld
dependence of the low temperature phonon maximum in the framework of phonon- scattering
on ﬁeld induced local distortions is achieved, although a question mark has to be put over
the conclusions considering the lowest temperatures.
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Figure 7.15: Thermal conductivity of (TMTTF)2PF6, (TMTSF)2PF6 and (TMTSF)2ClO4 for
magnetic ﬁelds (3, 6, 9, 12, 15 T ) aligned along the a direction. The lines are theoretical curves
calculated for the same magnetic ﬁelds according to the standard Debye model with an extended
point defect scattering rate given in Eq. 7.2.
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Chapter 8
The Insulating Cuprate
Sr2CuO2Cl2
In this chapter a brief discussion of the heat transport of the quasi-two-dimensional spin sys-
tem Sr2CuO2Cl2 will be given. Whereas a large magnetic thermal conductivity seems to be
established in several one-dimensional systems, the situation is less clear in two-dimensional
systems. These are, nevertheless, of particular importance due to their relevance for high
temperature superconductors and the nature of their magnetic excitations spectrum is cur-
rently under intensive debate [240–244].
8.1 Introduction
Remarkably, in insulating cuprates – as in the one-dimensional spin systems – the rare studies
of the thermal conductivity performed so far reveal a characteristic double peak structure of
the in-plane thermal conductivity comparable to that in one-dimensional systems [1, 2].
This is best seen in La2CuO4, the parent compound of high-TC-superconductors. In Fig. 8.1
thermal conductivity measurements of undoped (x=0) and doped La2CuO4 are shown [1].
I will focus here on the anisotropy of κab and κc in the x=0 curves. Both, κab and κc
Figure 8.1:
In-plane and out-of-plane ther-
mal conductivity of La2−xSrxCuO4
versus temperature. Inset (a)
shows the doping dependence of
κab at 250 K. The increase of both,
κab and κc at Tc is plotted in in-
set (b). According to Nakamura et
al. [1].
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show pronounced maxima at around 20 K. These maxima can be addressed to conventional
phonon heat transport (see also chapter 3) [1]. But at ∼ 300 K κab shows an additional
broad maximum not found in κc. It has been claimed that this indicates a sizeable magnetic
contribution to the heat current of the in-plane thermal conductivity κab [1]. However, it has
also been proposed that anomalous damping of the in-plane heat carrying phonons resulting
from a structural instability could explain the experimental results. Thus, the interpretation
of heat transport in insulating cuprates and the possibility of unusual magnetic contributions
to the thermal conductivity in two dimensions have to be considered as open problems.
8.2 Experimental Results
In order to clarify the picture, I conducted measurements of the in-plane thermal conductivity
of Sr2CuO2Cl2, which is isostructural to La2CuO4. This material is believed to provide the
best realization of the two-dimensional Heisenberg-model. Moreover, the material is free from
complications related to doping or structrual instabilities associated with the buckling of the
CuO2-planes. Therefore, an anomalous damping of the phonon heat current is not expected,
which predestines Sr2CuO2Cl2 to scrutinize the ﬁndings in La2CuO4.
The single crystal of Sr2CuCl2O2 used in this study is of rectangular form with dimensions
1×3×4mm3, where the short direction is along the crystallographic c direction. It was grown
by the traveling solvent ﬂoating zone method [245]. The thermal conductivity was measured
with the heat current along the long direction (within the CuO2-planes) by the conventional
steady state method1.
In Fig. 8.2 the in-plane thermal conductivity of Sr2CuO2Cl2 is plotted as a function of tem-
perature. We identify two maxima in the temperature dependence of κ at TL ≈ 30 K and
TH ≈ 250 K. The absolute value of κ at the low temperature maximum of about 35 W/Km
indicates a good crystal quality. For comparison, the in-plane thermal conductivity of a single
crystal of La2CuO4 measured by Nakamura et al. is also shown [1]. These data of La2CuO4
clearly reveal the double peak structure of the thermal conductivity where the high tem-
perature maximum of is even more pronounced than the low temperature maximum. The
absolute value of κ of the low temperature maximum is with ∼ 15 W/Km smaller than that
of Sr2CuO2Cl2. The reason is most probably that La2CuO4 is much more sensitive to defects,
resulting perhaps from oxygen loss, which introduces lattice defects and hole doping, and thus
reduces the low temperature mean free path of the heat carrying excitations.
1We note that in our ﬁrst experiments on Sr2CuO2Cl2 we had some problems due to the fact that this
compound is strongly hygroscopic. Exposure to air for an hour results in a blue surface layer. The corresponding
’phase’ has a thermal conductivity distinctly diﬀerent from that of bulk Sr2CuO2Cl2. At low temperatures
such samples show a rather pronounced magnetic ﬁeld dependence which is, however, not reproducible. All
measurements presented here are free from such complications.
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8.3 Discussion
In an insulator the heat is usually carried by phonons. The typical phonon thermal conduc-
tivity κph of a crystalline insulator shows one maximum at low temperatues, as shown in
Fig. 3.1 in chapter 3.
It is highy unlikely that the double peak structure of the thermal conductivity found here can
be attributed to conventional phononic heat transport: (i) Assuming that the low tempera-
ture maximum is due to κph, the decrease of κ above TL has to be attributed to a decrease
of the mean free path of the phonons. It is unreasonable to assume that l and thus κ should
increase again at high temperatures. (ii) The out-of-plane thermal conductivity of La2CuO4
measured with the heat current perpendicular to the CuO2-planes does not show any indica-
tion of a high temperature maximum, but is consistent with a usual phononic scenario with
one low temperature maximum approximately around TL. Such a strong anisotropy of κ is
not expected for a purely phononic thermal conductivity2.
A possible explanation of a double peak structure of κph involves an additional scattering
of phonons mostly active in a narrow temperature range close to the minimum of κph. This
scenario has recently been discussed in the context of resonant scattering of phonons by mag-
netic excitations in SrCu2(BO3)2 (see chapter 5). Such strong additional damping of phonons
2Because the Sr2CuO2Cl2 sample has the form of a little tile measuring the out-of-plane thermal conduc-
tivity of Sr2CuO2Cl2has not been successful so far.
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may also arise from phonon-phonon scattering near a structural instability. However, no
structural instability is present in Sr2CuO2Cl2. Moreover, the comparison of Sr2CuO2Cl2
and La2CuO4 shows that the height of the low temperature maximum varies rather indepen-
dently from that of the high temperature maximum. This suggests that the high temperature
maximum is due to an additional non-phononic channel of heat transport.
In a 2-d Heisenberg system with large magnetic coupling constant J , a natural candidate
for an additional channel of heat transport is a magnetic contribution κm to the thermal
conductivity. In order to extract κm from the data we need to know κph. Assuming that the
low temperature peak is mostly due to phonons, we obtain κph by ﬁtting the low temperature
P [10−43s3] U [10−30s2/K] u D [10−17s]
Sr2CuCl2O2 6.7 3.5 2.4 4.2
La2CuO4 20 2.5 4.9 7.4
Table 8.1: Compilation of the ﬁtting parameters for the phonon thermal conductivity. Good
ﬁt of the low temperature peak is achieved only, when in addition to the conventional scattering
rates scattering of phonons by sheet-like faults is included. This can possibly be linked to the
anisotropy of the system. However, the high temperature behavior of the calculated curves is
essentially unaﬀected by this additional scattering channel.
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Figure 8.4:
Speciﬁc heat c of an an-
tiferromagnetic spin chain
and of an antiferromagnetic
square lattice [111,187].
data using a standard Debye model for phonon thermal conductivity (see chapter 3). For
La2CuO4 the Debye temperature is given by ΘD  280 [246]. The sound velocity v is then
straightforwardly calculated [7]. For Sr2CuO2Cl2, no experimental value for ΘD is available.
Thus the ﬁtting procedure for Sr2CuO2Cl2 was conducted with the same ΘD and v as used
for La2CuO4. The remaining parameters are given in table 8.1.
Extrapolating κph to higher temperatures we identify an additional contribution to the heat
current, given by κm = κ − κph, shown in the inset of Fig. 8.3 for both, La2CuO4 and
Sr2CuO2Cl2. Remarkably, the two additional contributions are of comparable magnitude,
roughly of the order of 10 W/Km. The maximum of κm is around 250 K for Sr2CuO2Cl2 and
around 280 K for La2CuO4.
Is a magnetic contribution of magnitude 10 W/Km reasonable in La2CuO4 and Sr2CuO2Cl2?
In order to answer this question we attempt to estimate the mean free path of the magnetic
excitations in Sr2CuO2Cl2. We use κm = (1/2)cmvmlm for the magnetic contribution to κ.
The velocity of long wavelength spin waves at low temperatures is obtained from neutron
scattering experiments and amounts to vm ≈ 1.3 · 105 m/s [247].
For the magnetic speciﬁc heat cm we make use of theoretical results. In Fig. 8.4 the calcu-
lated magnetic speciﬁc heat of the two-dimensional Heisenberg antiferromagnet [111] and for
a one-dimensional spin chain [187] is plotted. The largest value of the magnetic speciﬁc heat
of the AFM square lattice amounts to ∼ 0.45NAkB. For Sr2CuO2Cl2, this corresponds to
cmaxm ≈ 4.9 · 104J/Km3. Inserting the obtained values for vm and cm in the above equation
for κm yields for the mean free path of the magnetic excitations lm ≈ 29A˚. The magnetic
exchange coupling constant J is around 1200 K for Sr2CuO2Cl2. Hence, the maximum of
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Figure 8.5: Left: Reduced magnetic correlation length in a semilogarithmic plot as function
of J/T . The data points (open circles) are obtained using J = 125meV in combination with
the lattice constant a. A rather good agreement is achieved between various theoretical pre-
dictions, e.g., Monte Carlo simulations (MD), the nonlinear sigma model (HN) and the simple
exponential form suggested by Maviki and Ding. Right: Inverse magnetic correlation length of
La2CuO4 in reciprocal lattice units as function of temperature. The solid curve corresponds to
a theoretical calculation with J = 135meV . TN and TS mark the Ne´el and structural transition,
respectively [238].
the magnetic speciﬁc heat cm is at around 850 K (see Fig. 8.4). As cm is about a factor of 5
smaller than cmax at 300 K, we obtain l(300K) ≈ 145A˚ in the relevant temperature range.
This value of the mean free path is rather small, rendering a magnetic contribution to the
heat current possible.
An upper limit of lm is given by the magnetic correlation length ξ. Obviously, in the anti-
ferromagnetically ordered state ξ → ∞. Above TN the magnetic correlation length is still
large (ξ/a ≈ 100 at 300 K in Sr2CuO2Cl2, where a is the lattice spacing, see Fig. 8.5). How-
ever, with increasing temperature ξ/a drops strongly, approximately exponentially, yielding
ξ/a ≈ 20− 30 at 400 K and ξ/a ≈ 1 at the maximum of cm [248, 249]. This strong decrease
of ξ implies a corresponding strong decrease of lm above the Ne´el temperature. Therefore the
maximum of κm is expected to occur at much lower temperatures than the maximum of the
magnetic speciﬁc heat.
We conclude, an in-plane magnetic contribution to the heat current can be present, even
above the Ne´el-temperature, due to the still sizeable magnetic correlation length.
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TH (K) J (K) J/TH
YBa2Cu3O6 200 1125 5.6
Sr2CuCl2O2 230 1200 5.2
La2CuO4 270 1400 5.2
Table 8.2: Position TH of the high temperature maximum of κ, magnetic coupling constant J
and the ratio J/TH for three insulating cuprates. The values of J are taken from Ref. [238]. The
data of κ in YBa2Cu3O6 and La2CuO4 are from Refs. [1] and [2], respectively.
I turn at this point to a comparison of my results to those found in other insulating
cuprates. A double peak structure of κ has also been reported for YBa2Cu3O6 [2]. The main
feature of this data is a high temperature maximum of κ around 200 K. As in La2CuO4,
this high temperature maximum of κ is absent for the out-of-plane thermal conductivity. In
addition the maximum is strongly dependent on oxygen content. In so far, the experimental
results of YBa2Cu3O6 strongly resemble those of La2CuO4 and Sr2CuO2Cl2.
We compare in Tab. 8.2 the peak position and the magnetic coupling constants for all three
diﬀerent insulating cuprates. Obviously, the peak position increases with J , which suggests
that in all three materials the high temperature structure can be related to the magnetic
excitations.
In summary, I have presented experimental data of the thermal conductivity of Sr2CuO2Cl2,
that clearly shows a double peak structure. Since there is no structural instability in this
material, an explanation in terms of additional phonon damping can be excluded. The broad
high temperature maximum makes a sizeable magnetic contribution to the heat current pos-
sible, comparable to the phononic contribution at 300 K. The temperature dependence and
the absolute size of this contribution is consistent with what is expected from the speciﬁc
heat and magnetic correlation length. A comparison to other insulating cuprates suggests
that the large magnetic contribution can be an intrinsic feature of the mono-layer cuprates,
if not of all insulating cuprates.
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Chapter 9
Summary
In this thesis the thermal conductivity κ of low-dimensional spin systems was systematically
investigated.
A device for high accuracy measurements of the thermal conductivity, using the standard
steady state method, has been set up. The system permits measurements of κ as a function
of temperature and/or as a function of the magnetic ﬁeld. Depending on the cryomagnetic
system it is possible to operate in a temperature range from ∼ 2.2 Kelvin up to ∼ 300 Kelvin
and in magnetic ﬁelds up to 17 Tesla. The measurement insert can also be operated in high
ﬁeld cryomagnetic systems, e.g., in the High Field Laboratory of Nijmegen (The Netherlands)
where magnetic ﬁelds up to 30 Tesla can be generated. The system is computer controlled
which enables the running of diﬀerent measuring programs, the automatic data acquisition
and data analysis.
As the temperature diﬀerences are detected by thermocouples a procedure permitting the
precise calibration of the AuFe-Chromel-P and Constantan-Chromel-P thermocouples, was
worked out. This is necessary for an accurate measurement of κ. To verify the procedure,
several test measurements of κ on quartz glass (SiO2) were conducted. Since κ of SiO2
is “universal” and does not depend on the magnetic ﬁeld it is most suitable to calibrate
thermocouples in magnetic ﬁelds. A comparison to previous measurements on quartz glass
conﬁrms our calibration method and veriﬁes the reliability of the measurement device (see
chapter 4).
The following low-dimensional spin systems have been studied: the spin-Peierls sys-
tem CuGeO3, the Bechgaard salts (TMTSF)2PF6, (TMTTF)2PF6 and (TMTSF)2ClO4, the
spin dimer system SrCu2(BO3)2, and the 2-d Heisenberg antiferromagnet Sr2CuO2Cl2. The
thermal conductivity of the low-dimensional quantum spin systems, summarized above, is
very remarkable. Our detailed experimental studies show anomalous heat transport in all
systems investigated. In each compound one ﬁnds instead of one low temperature maximum
of κ, that is observed in “conventional” crystalline solids, unexpected additional maxima.
Furthermore, a strong magnetic ﬁeld dependence of the thermal conductivity in all samples,
besides Sr2CuO2Cl2, is found. This ﬁeld dependence backs the idea that magnetic excitations
heavily eﬀect the heat transport.
In the 2-d spin liquid system SrCu2(BO3)2, the thermal conductivity parallel (κa) and
perpendicular (κc) to the magnetic planes has a characteristic double-peak structure with
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two maxima. For both directions the low temperature maxima have a pronounced magnetic
ﬁeld dependence. A signiﬁcant magnetic contribution to the heat current can, however, be
excluded, because the double peak structure is not anisotropic and because the magnetic
excitations are (almost) localized.
A quantitative analysis in terms of resonant scattering of phonons by magnetic excitations,
performed with the collaboration of G.S. Uhrig, explains the double peak structures and their
magnetic ﬁeld dependence very well and gives evidence for strong spin-phonon coupling. I
want to emphasize that spin-phonon coupling in conjunction with spin conservation has to be
taken into account in order to describe our results. Moreover, the inclusion of bound triplets
and bound singlets is necessary for a correct description of the magnetic ﬁeld dependence of
κ. In addition, our model allows a good description of the magnetic ﬁeld dependent speciﬁc
heat data of SrCu2(BO3)2, with the same parameter set used for the calculated thermal
conductivity.
The systematic study of the heat transport in the spin-Peierls system CuGeO3 has
left us with a complex picture. In pure CuGeO3 a double peak structure of the thermal
conductivity along the c and b direction, i.e., parallel and perpendicular to the spin chains,
is observed. Along these directions the low temperature maximum around 5 K is strongly
suppressed in applied magnetic ﬁeld. Along the a direction only one maximum is detected
and no magnetic ﬁeld dependence is observed. Regarding the magnetic excitation spectrum
a magnetic contribution to the heat current is thinkable along the b and c directions. Along
the a direction the magnetic exchange coupling is so weak that no magnetic contribution is
expected. Unfortunately, we cannot assign the single maximum of κa at  32 K to either of
the maxima found in κc and κb that are located at about 5 K and 15 K. This and the similar
temperature dependence of κb and κc prevent a clear identiﬁcation of a possible additional
magnetic contribution and we are left with at least three scenarios.
1.) The low temperature peak is due to phonons and a magnetic contribution causes the high
temperature maximum. The magnetic ﬁeld dependence of the low temperature maximum
can then be attributed to the closing of the spin gap with increasing magnetic ﬁeld. This
leads to an increase of the number of magnetic excitations on which phonons can be scattered.
This scenario was also proposed by Ando et al. [63].
2.) The low temperature maximum can be attributed to a magnetic contribution and the
high temperature peak can be assigned to the conventional phonon heat transport. At
ﬁrst sight this is amazing because below TSP a gap opens and the magnetic excitations
die out rapidly, i.e., the number density and hence the magnetic speciﬁc heat vanishes.
From this one would expect no or little magnetic contribution to the heat current below
TSP. However, when we consider scattering among the magnetic excitations as the most
important scattering mechanism, the relaxation rate and hence the mean free path l of the
magnetic excitations may become larger. The increase of the mean free path may even
overcompensate the decrease of the number of excitations leading to an overall increase of
κm. The suppression of κ with increasing magnetic ﬁeld follows then from the enhancement
of the “magnon-magnon” scattering by closing the spin gap due to Zeeman splitting. An
analogous scenario is realized, e.g., in 3He and in the High-Tc superconductor YBa2Cu3O7.
3.) There is only one maximum caused by phonons and/or “magnons” which is suppressed
in a narrow temperature range close to TSP due to anomalous phonon/“magnon” scattering
in the vicinity of the phase transition. As TSP shifts to lower temperatures with increasing
magnetic ﬁeld the low temperature peak is further suppressed. A similar scenario involving,
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however, phonon scattering on magnetic excitations, is successfully applied to the two-
dimensional spin dimer system SrCu2(BO3)2.
In order to work out the microscopic mechanisms of the anomalous heat transport in
CuGeO3 we studied systematically the inﬂuence of Mg and Zn doping on the heat transport
along the crystallographic b and c directions. Both Mg and Zn doping drastically eﬀect
the thermal conductivity behavior. The most striking feature, however, is the occurrence
of a third maximum in both, κb and κc of Cu0.992Mg0.008GeO3 around 85 K and 150 K,
respectively. The analysis of the thermal conductivity data, including the experimental
ﬁndings on Cu1−xZnxGeO3 (x=0.7, 1.4 and 2.2%) suggests the high temperature structure
to be most probably caused by an additional scattering of phonons on magnetic excitations
in a narrow temperature range around 40 K.
Unfortunately, we cannot extract further information from the low temperature measure-
ments of κ on Cu0.992Mg0.008GeO3 and on Cu1−xZnxGeO3 (x=0.7, 1.4 and 2.2%) as no
drastic changes of the heat transport can be detected, i.e., the double peak structure still
exists and the ratio κb/κc is roughly the same as for pure CuGeO3.
First numerical calculations of magnetic contributions to κ based on a kinetic approach
gives us hope for a deeper understanding of the heat transport in CuGeO3. We can
model a magnetic contribution to κ that shows a sizeable maximum around 5 K, assuming
reasonable parameters for the boundary scattering length and the “magnon-magnon” mean
free path. The model also produces the correct anisotropy ratio and shows qualitatively
the correct magnetic ﬁeld dependence. In contrast, it is not possible to reproduce the
correct anisotropy when we try to reproduce the maximum of κ at 15 K. Therefore, one
might favor the interpretation where the 5 K maximum is of magnetic origin and the 15 K
maximum is of phononic origin. However, in this ﬁeld many interesting questions are still
to be answered, i.e., the frequency dependencies of the various scattering scenarios, namely
of “magnon-magnon” Umklapp-scattering, of the “magnon”-scattering on point defects and
others.
An anomalous thermal conductivity is also observed in the Bechgaard salts. The elec-
trical insulator (TMTTF)2PF6, the spin density wave system (TMTSF)2PF6, and the
superconductor (TMTSF)2ClO4 show the same features: First, we observe a low temperature
maximum around 20 K which is strongly suppressed by a magnetic ﬁeld. This eﬀect is
independent of the material and of the orientation of the sample with respect to the magnetic
ﬁeld direction. Second, a steep increase of κ above about 100 K is found. The increase
is smaller in the spin-Peierls system (TMTTF)2PF6 saturating at about 300 K, while for
the spin density wave system (TMTSF)2PF6 and the superconductor (TMTSF)2ClO4 no
saturation at room temperature is apparent.
Regarding the magnetic excitation spectrum, a quite natural explanation for the high
temperature maximum of κ can be given for the spin-Peierls system, if an additional
magnetic contribution to κ is assumed. Due to the strong electronic correlations the material
corresponds to a one-dimensional Mott-Hubbard chain, i.e., a one-dimensional antiferromag-
netic insulator. We attribute the low temperature maximum to a phonon contribution to κ
and the high temperature “maximum” to a magnetic contribution. In the metallic samples
one expects that the thermal conductivity has a phononic and electronic contribution which
add to the total thermal conductivity. However, applying the Wiedemann-Franz law we
ﬁnd that the electronic contribution cannot account for the temperature and magnetic ﬁeld
dependence of κ. Therefore we suggest that a magnetic contribution, comparable to that
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found in the organic spin-Peierls system (TMTTF)2PF6, is also present in the metallic
systems. This points to the scenario of spin/charge separation, discussed intensively for 1-d
metals.
The magnetic ﬁeld dependence of the low temperature maximum is understood in the
framework of phonon scattering on ﬁeld induced structural defects. We suggest that the
application of an external magnetic ﬁeld leads to the creation of s = 1 excitations on these
quasi-one-dimensional spin chains. An associated local lattice distortion can be expected if
a ﬁnite coupling between the spin and the phonon system is present. A second important
point supporting this idea is that the Debye temperatures are very small for all Bechgaard
salts indicating the softness of the lattice. Hence appreciable local distortions may be created
by the spin excitations. Phonons may be scattered by these local distortions whose number
increases with increasing magnetic ﬁeld leading to the suppression of κ. Using a conventional
Debye model of phonon thermal conductivity, in conjunction with an extended point defect
scattering rate, we are even able to model very well the magnetic ﬁeld dependence of the low
temperature maximum of κ.
The thermal conductivity of La2CuO4, the parent compound of the high-temperature
superconductors shows a pronounced double peak structure of κ with one maximum at about
20 K and a high temperature maximum at  270 K [1]. Perpendicular to the CuO2-planes the
high temperature maximum is absent. The interpretation of the thermal conductivity results
is, however, controversial because structural instabilities and oxygen-non-stoichiometries are
present in this material. An interpretation in terms of phonon damping due to structural
instabilities is given by Cohn et al. [2]. However, an interpretation in terms of an additional
magnetic contribution to the heat current at high temperatures is also possible.
In Sr2CuO2Cl2, we also ﬁnd a double peak structure of κ. A damping of the phonon
contribution to κ can be excluded because no structural instabilities and no oxygen-non-
stoichiometries are present in this material.
The comparison to La2CuO4 and YBa2Cu3O6 reveals that the high temperature maxima
are evident in these compounds. There are essentially three reasons making a magnetic
contribution to the heat current at high temperatures possible. First, the magnetic exchange
coupling constant J is very large (of the order of 1000–1500 K). This implies that the
maximum of the magnetic speciﬁc heat is also located at high temperatures (roughly at
2/3J). Second, the mean free paths l necessary to account for a magnetic contribution of
this size is of a reasonable magnitude, and, in particular, smaller than the in-plane magnetic
correlation length. This suggests that a large magnetic contribution can be an intrinsic
feature of the mono-layer cuprates, if not of all insulating cuprates.
In conclusion, anomalous behavior of the thermal conductivity is observed in all low
dimensional spin systems studied in this thesis. In SrCu2(BO3)2 we address the unusual
temperature and magnetic ﬁeld dependence to the scattering of phonons on magnetic
excitations. No magnetic contribution to κ is present here.
In CuGeO3 we suggest that the high temperature structure of κ arises from phonon scattering
by magnetic excitations. However, the double peak structure at low temperatures is puzzling.
No clear identiﬁcation of a magnetic contribution can be given. Possibly, one deals here
with coupled magnetoelastic modes. This idea is supported by the fact that in CuGeO3 a
strong spin-phonon coupling is present [130]. In addition the energy scales of the phonon
system, characterized by the Debye temperature (ΘD ≈ 300 K), and the magnetic system
149
characterized by the exchange coupling constant (J ≈ 160 K) are of similar size. Possibly,
this makes an unambiguous discrimination of a phonon and “magnon” thermal conductivity
in CuGeO3 unfeasible.
In the Bechgaard salts the energy scales of the phonon system (ΘD ≈ 100 K) and the
magnetic system (J ≈ 1000 K) are distinctly diﬀerent. Apparently, one can discriminate
the phonon and the “magnon” contribution to the total heat current. We suggest the
high temperature maxima of κ arises in all three systems from an additional magnetic
contribution. The low temperature maxima, located at the same temperature for the three
systems, is addressed to phonons scattered by ﬁeld induced lattice deformations.
Likewise, a double peak structure of the thermal conductivity is found in the 2-d spin system
Sr2CuO2Cl2. The maximum at high temperatures is most probably due to an additional
magnetic contribution to κ. We suggest the low temperature peak to be purely phononic.
Here, no magnetic ﬁeld dependence of κ is observed. As in the Bechgaard salts, the phonon
and “magnon” energies are of distinctly diﬀerent size (ΘD ≈ 280 K and J ≈ 1200 K)
in Sr2CuO2Cl2. This most probably allows also a distinct separation into phonon and
“magnon” contributions to κ in this compound.
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Abstract
The goal of this thesis is the systematic investigation of the thermal conductivity κ on low-
dimensional spin systems. Both, measurements of κ and numerical calculations that model
the data, have been conducted.
A device for high accuracy measurements of the thermal conductivity, using the standard
steady state method, has been set up. The system permits measurements of κ as a function
of temperature and/or as a function of the magnetic ﬁeld. Depending on the cryomagnetic
system it is possible to operate in a temperature range from ∼ 2.2 Kelvin up to ∼ 300 K
and in magnetic ﬁelds up to 17 Tesla. The system is computer controlled which enables the
running of diﬀerent measuring programs, the automatic data acquisition and data analysis.
The following low-dimensional spin systems have been studied: the inorganic spin-Peierls
system CuGeO3, the Bechgaard salts (TMTSF)2PF6, (TMTTF)2PF6 and (TMTSF)2ClO4,
the spin dimer system SrCu2(BO3)2, and the 2-d Heisenberg antiferromagnet Sr2CuO2Cl2.
Our detailed experimental studies show anomalous heat transport in all systems investigated.
In each compound one ﬁnds at least two pronounced maxima of κ, what is very unusual be-
cause in conventional crystalline solids only one maximum at low temperatures is expected.
Furthermore, a strong magnetic ﬁeld dependence of the thermal conductivity in all samples,
besides Sr2CuO2Cl2, is found. This ﬁeld dependence backs the idea that magnetic excitations
heavily eﬀect the heat transport.
In SrCu2(BO3)2 we address the unusual temperature and magnetic ﬁeld dependence to the
scattering of phonons by magnetic excitations. No magnetic contribution to κ is present here.
A model, based on resonant scattering of phonons by magnetic excitations, describes both κ
and the speciﬁc heat very well.
In CuGeO3 we suggest that the high temperature structure of κ arises from phonon scatter-
ing by magnetic excitations. However, the double peak structure of κ at low temperatures is
puzzling. No clear identiﬁcation of a magnetic contribution can be given. Possibly, one deals
here with coupled magnetoelastic modes. This idea is supported by the fact that in CuGeO3
a strong spin-phonon coupling is present.
In the Bechgaard salts one ﬁnds, irrespective of whether the system in question is an elec-
trical insulator or an electrical conductor similar behavior of κ: a magnetic ﬁeld dependent
low temperature maximum and an unusual increase of κ towards higher temperatures. We
suggest the enhancement of κ at high temperatures to arise in all three systems from an
additional magnetic contribution. The suppression of the low-temperature maxima, located
at the same temperature for the three systems, is addressed to phonons scattered by ﬁeld
induced lattice deformations. A numerical calculation to model κ by means of an extended
Debye model backs this idea.
Likewise, a double peak structure of the thermal conductivity is found in the 2-d spin sys-
tem Sr2CuO2Cl2. The maximum at high temperatures is most probably due to an additional
magnetic contribution to κ. We suggest a phononic low-temperature peak. Here, no magnetic
ﬁeld dependence of κ is observed.
.
Zusammenfassung
In dieser Arbeit wurden systematische Messungen der Wa¨rmeleitfa¨higkeit (WLF) und nu-
merische Rechnungen zum Wa¨rmetransport an niedrigdimensionalen magnetischen Spin Sys-
temen durchgefu¨hrt.
Es ist von mir eine Wa¨rmeleitfa¨higkeits-Messapparatur aufgebaut worden. Sie ermo¨glicht die
Messung der WLF in einem Temperaturbereich von 2.2 Kelvin bis ca. 300 Kelvin. Abha¨ngig
vom Cryomagnetischen System kann im II. Physikalischen Institut der Universita¨t zu Ko¨ln in
Magnetfeldern bis ca. 17 Tesla gemessen werden. Der Probeneinsatz ist so konstruiert, dass
auch in verschiedenen Hochfeldlabors (z.B. im Hochfeld-Labor in Nijmegen, Niederlande) die
WLF bestimmt werden kann. Somit ist die Mo¨glichkeit gegeben in extrem hohen Feldern
(z. Zt. bis zu 30 Tesla) κ zu untersuchen. Das System ist computergesteuert, was eine voll-
automatische Erfassung und Auswertung der Meßwerte erlaubt.
An folgenden niedrigdimensionalen Spin Systemen wurden Wa¨rmeleitfa¨higkeits-Messungen,
mit dem Ziel den Einﬂuss der magnetischen Anregungen auf den Wa¨rmetransport zu studieren,
durchgefu¨hrt: am Spin-Peierls System CuGeO3, an den Bechgaard Salzen (TMTTF)2PF6,
(TMTSF)2PF6 und (TMTSF)2ClO4, am Shastry-Sutherland System SrCu2(BO3)2 und am
zweidimensionalen Heisenberg-Antiferromagneten Sr2CuO2Cl2. Die gefundenen Wa¨rmeleit-
fa¨higkeiten sind sehr bemerkenswert. In jedem System ﬁndet man mindestens zwei Maxima
in der WLF als Funktion der Temperatur. Das ist sehr außergewo¨hnlich, da man in einem
kristallinen Festko¨rper nur ein Maximum bei tiefen Temperaturen erwartet.
Zusa¨tzlich sind in allen Substanzen, Sr2CuO2Cl2 ausgenommen, starke Magnetfeldabha¨ngig-
keiten der WLF zu beobachten. Das fu¨hren wir auf den starken Einﬂuss der, in diesen Sys-
temen vorhanden, magnetischen Anregungen auf den Wa¨rmetransport zuru¨ck.
Die Ergebnisse lassen sich wie folgt zusammenfassen:
Das Auftreten von zwei Maxima in der WLF von SrCu2(BO3)2 la¨sst sich durch einen rein
phononischen Wa¨rmetransport erkla¨ren. Ein Modell, welches unsere Beobachtungen her-
vorragend beschreibt, basiert auf der resonanten Streuung von Phononen an magnetischen
Anregungen. Numerische Rechnungen modellieren sowohl die magnetfeldabha¨ngige WLF als
auch die zugeho¨rige Speziﬁsche Wa¨rme im Rahmen des gleichen Modells.
Das Verhalten der WLF von CuGeO3 ist außerordentlich komplex. Wir fu¨hren die ungewo¨hn-
liche WLF in CuGeO3 auf die starke magnetoelastische Kopplung in diesem Material zuru¨ck.
Dennoch ko¨nnen hier verschiedene Modelle zur Erkla¨rung herangezogen werden.
In den Bechgaard Salzen ﬁndet man, unabha¨ngig davon ob es sich um elektrische Leiter
oder Isolatoren handelt, im wesentlichen das gleiche Verhalten in der WLF: ein magnetfeld-
abha¨ngiges Tieftemperaturmaximum und ein untypisches Ansteigen der WLF zu ho¨heren
Temperaturen. Eine Beschreibung der anomalen WLF kann im Rahmen des Tomonaga-
Luttinger Bildes, mit dem Pha¨nomen der Spin/Ladungstrennung, erfolgreich gegeben werden.
Die Magnetfeldabha¨ngigkeit des Tieftemperaturmaximums wird durch ein erweitertes Debye-
Modell, welches Streuung an magnetfeldinduzierten strukturellen Defekten beru¨cksichtigt,
sehr gut wiedergegeben.
In Sr2CuO2Cl2 ﬁndet man zwar eine magnetfeldunabha¨ngige WLF, aber ebenfalls zwei Max-
ima. Ein Vergleich mit der isostrukturellen Substanz La2CuO4 und YBa2Cu3O6 la¨sst das
Auftreten eines magnetischen Beitrages zur WLF bei hohen Temperaturen in den zweidimen-
sionalen Kupraten plausibel erscheinen.
