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BOUNDARY ELEMENT METHODS FOR HELMHOLTZ PROBLEMS
WITH WEAKLY IMPOSED BOUNDARY CONDITIONS ∗
TIMO BETCKE† , ERIK BURMAN†‡ , AND MATTHEW W. SCROGGS§
Abstract. We consider boundary element methods where the Caldero´n projector is used for the
system matrix and boundary conditions are weakly imposed using a particular variational boundary
operator designed using techniques from augmented Lagrangian methods. Regardless of the boundary
conditions, both the primal trace variable and the flux are approximated. We focus on the imposition
of Dirichlet and mixed Dirichlet–Neumann conditions on the Helmholtz equation, and extend the
analysis of the Laplace problem from Boundary element methods with weakly imposed boundary
conditions [3] to this case. The theory is illustrated by a series of numerical examples.
Key words. boundary element methods, Nitsche’s method, mixed boundary conditions, Helmholtz
equation, wave scattering
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1. Introduction. In a previous paper [3], we introduced a method of weakly
imposing boundary conditions on the boundary element method, inspired by Nitche’s
method [16] and the method discussed in [1] for the finite element method. Weak
imposition of boundary conditions here means that neither the Dirichlet trace nor
the Neumann trace is imposed exactly, instead an h-dependent boundary condition is
imposed that is weighted in such a way that optimal error estimates may be derived
and the exact boundary condition is recovered in the asymptotic limit.
In [3], we introduced the weak imposition of Dirichlet, Neumann and Robin
boundary conditions on Laplace’s equation; in [5], we extended this method to Sig-
norini contact conditions, again for Laplace’s equation. In this paper, we look at how
this method and its analysis can be adapted to be used for the Helmholtz equation,
focussing on the exterior Helmholtz problem: Find u = uinc + uscat ∈ H1loc(∆,Ω+)
such that
−∆u− k2u = 0 in Ω+,(1.1a)
∂uscat
∂ |x| − iku
scat = o(|x|−1) as |x| → ∞,(1.1b)
u = gD on ΓD,(1.1c)
∂u
∂ν
= gN on ΓN,(1.1d)
where Ω– ⊂ R3 is a bounded interior domain with polyhedral boundary Γ = ΓD ∪ΓN,
Ω+ = R3 \Ω– is the domain exterior to Ω–, uinc is a known incident wave, and k ∈ R
is the wavenumber of the problem.
We assume that the boundary between ΓD and ΓN coincides with edges between
the faces of Γ. We assume that gD ∈ H1/2(ΓD), gN ∈ L2(ΓN), and u ∈ H3/2+(Γ) for
some  > 0.
The formulation of Helmholtz problems using boundary integral equations are
covered in detail in [15], and their discretisation is examined in [25]. The boundary
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integral formulation of this problem with mixed boundary conditions was analysed by
Stephan [26], where the existence and uniqueness of a solution was shown.
The use of discretisation and the boundary element method to solve Helmholtz
problems has been well studied. For sufficiently large wavenumbers k, and sufficiently
smooth boundaries, the operators involved are coercive, and hence a priori error
bounds can be derived [23, 22, 6]. For values of k and domains for which coercivity
cannot be shown, error bounds have been shown that involve both the mesh size h
and the wavenumber k [2, 19]. If the wavenumber is varied, then the mesh must be
refined to keep the value of hk constant in order to maintain a low error [8]. The use
of hp-BEM methods for Helmholtz has also been studied and analysed [13, 14].
The use of blocked operator formulations to solve Helmholtz problems is common
for domain decomposition problems, where the boundary element method is used
in multiple domains with different wavenumbers [17, 11], or a combination of finite
and boundary element methods can be used [10]. To avoid the appearance of spu-
rious resonances in solutions, coupled stabilised formulations can be solved [7]. The
formulations presented in this paper are, in general, more expensive than standard
formulations, as their require the assembly of the full Caldero´n system. In these
cases, however, larger blocked systems are already being assembled, and so it may be
possible to impose boundary conditions on them weakly with little additional cost.
The method proposed in this paper is applicable to low and medium frequency
problems. Preconditioning limits the method’s effectiveness for higher frequency prob-
lems. However, the main advantage of this method is its suitability for implementing
problems with a mixture of boundary conditions, such as problems involving multiple
scatterers with different material properties. Additionally, when solving an inverse
problem where the solution of multiple problems with different boundary conditions,
for example when designing metamaterials, this assembly of the Caldero´n system for
this method can be reused, and only sparse terms need to be recomputed.
In section 2, we define the boundary operators used in our formulations, and
present some of their important properties. In section 3, we derive formulations for
Dirichlet and mixed Dirichlet–Neumann Helmholtz problems. In section 4, we analyse
these formulations, and prove a priori error bounds. In section 5, we present some
numerical experiments, and in section 6 we give some concluding remarks.
2. Boundary operators. We define the Green’s function for the Helmholtz
operator in R3 by
(2.1) G(x,y) =
eik|x−y|
4pi|x− y| .
In this paper, we focus on the problem in R3. Similar analysis can be used for problems
in R2, in which case this definition should be replaced by G(x,y) = i4H
(1)
0 (k |x− y|),
where H
(1)
0 is a Hankel function of the first kind.
In the standard fashion (see eg [25, chapter 6]), we define the single layer potential
operator, V : H−1/2(Γ) → H1loc(Ω+), and the double layer potential operator, K :
H1/2(Γ)→ H1loc(Ω+), for v ∈ H1/2(Γ), µ ∈ H−1/2(Γ), and x ∈ Ω+ \ Γ by
(Vµ)(x) :=
∫
Γ
G(x,y)µ(y) dy,(2.2)
(Kv)(x) :=
∫
Γ
∂G(x,y)
∂νy
v(y) dy.(2.3)
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We define the space H1loc(∆,Ω
+) := {v ∈ H1loc(Ω+) : ∆v ∈ L2(Ω+)}, and then
we define the Dirichlet and Neumann traces, γ+D : H
1
loc(Ω
+) → H1/2(Γ) and γ+N :
H1loc(∆,Ω
+)→ H−1/2(Γ), by
γ+Df(x) := lim
Ω+3y→x∈Γ
f(y),(2.4)
γ+Nf(x) := lim
Ω+3y→x∈Γ
νx · ∇f(y).(2.5)
We recall that if the Dirichlet and Neumann traces of a solution of (1.1a) are
known, then the potentials (2.2) and (2.3) may be used to reconstruct the function in
Ω+ using the following relation.
(2.6) u = K(γ+Du)− V(γ+Nu).
It is also known [25, lemma 6.6] that for all µ ∈ H−1/2(Γ), the function
(2.7) uVµ := Vµ
satisfies −∆uVµ − k2uVµ = 0. Similarly, for the double layer potential there holds [25,
lemma 6.10] that for all v ∈ H1/2(Γ), the function
(2.8) uKv := Kv
satisfies −∆uKv − k2uKv = 0.
We define {γDf}Γ and {γNf}Γ to be the averages of the interior and exterior
Dirichlet and Neumann traces of f . We define the single layer, double layer, ad-
joint double layer, and hypersingular boundary integral operators, V : H−1/2(Γ) →
H1/2(Γ), K : H1/2(Γ) → H1/2(Γ), K′ : H−1/2(Γ) → H−1/2(Γ), and W : H1/2(Γ) →
H−1/2(Γ), by
(Kv)(x) := {γDKv}Γ (x), (Vµ)(x) := {γDVµ}Γ (x),(2.9a)
(Wv)(x) := −{γNKv}Γ (x), (K′µ)(x) := {γNVµ}Γ (x),(2.9b)
where x ∈ Γ, v ∈ H1/2(Γ) and µ ∈ H−1/2(Γ) [25, chapter 6].
The following coercivity results are known for the single layer and hypersingular
operators in R3, where 〈·, ·〉Γ denotes the H1/2(Γ)–H−1/2(Γ) duality pairing.
Lemma 2.1 (Coercivity of V). There exists a compact operator C : H−1/2(Γ)→
H1/2(Γ) and αV > 0 such that
αV ‖µ‖2H−1/2(Γ) 6 〈Vµ, µ〉Γ + 〈Cµ, µ〉Γ , ∀µ ∈ H−1/2(Γ).(2.10)
Proof. [25, theorem 6.40].
Lemma 2.2 (Coercivity of W). There exists a compact operator C : H1/2(Γ) →
H−1/2(Γ) and αW > 0 such that
αW ‖v‖2H1/2(Γ) 6 〈Wv, v〉Γ + 〈Cv, v〉Γ , , ∀v ∈ H1/2∗ (Γ),(2.11)
where H
1/2
∗ (Γ) denotes the set of functions v ∈ H1/2(Γ) such that v = 0, where
v :=
〈v, 1〉Γ
〈1, 1〉Γ
is the average value of v.
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Proof. This follows by applying the proof of [25, theorem 6.40] to the hypersin-
gular operator.
The following boundedness results are also known.
Lemma 2.3 (Boundedness). There exist CV, CK, C
′
K, CW > 0 such that
i) ‖Vµ‖H1/2(Γ) 6 CV ‖µ‖H−1/2(Γ) ∀µ ∈ H−1/2(Γ),(2.12)
ii) ‖Kv‖H1/2(Γ) 6 CK ‖v‖H1/2(Γ) ∀v ∈ H1/2(Γ),(2.13)
iii) ‖K′µ‖H−1/2(Γ) 6 C ′K ‖µ‖H−1/2(Γ) ∀µ ∈ H−1/2(Γ),(2.14)
iv) ‖Wv‖H−1/2(Γ) 6 CW ‖v‖H1/2(Γ) ∀v ∈ H1/2(Γ).(2.15)
Proof. [25, sections 6.2–6.5 and 6.9].
We define the exterior Caldero´n projector by
(2.16) C+ :=
(
(1− σ)Id + K −V
−W σId− K′
)
,
where σ is defined as in [25, equation 6.11], and recall that if u is a solution of (1.1a)
then it satisfies
(2.17) C+
(
γ+Du
γ+Nu
)
=
(
γ+Du
γ+Nu
)
.
Taking the product of (2.17) with two test functions, and using the fact that
σ = 12 almost everywhere, we arrive at the following equations.〈
γ+Du, µ
〉
Γ
=
〈
( 12 Id + K)γ
+
Du, µ
〉
Γ
− 〈Vγ+Nu, µ〉Γ ∀µ ∈ H−1/2(Γ),(2.18) 〈
γ+Nu, v
〉
Γ
=
〈
( 12 Id− K′)γ+Nu, v
〉
Γ
− 〈Wγ+Du, v〉Γ ∀v ∈ H1/2(Γ).(2.19)
For a more compact notation, we introduce λ = γ+Nu and u = γ
+
Du and the
exterior Caldero´n form
(2.20) C+[(u, λ), (v, µ)] := 〈( 12 Id + K)u, µ〉Γ − 〈Vλ, µ〉Γ
+
〈
( 12 Id− K′)λ, v
〉
Γ
− 〈Wu, v〉Γ .
We may then rewrite (2.18) and (2.19) as
(2.21) C+[(u, λ), (v, µ)] = 〈u, µ〉Γ + 〈λ, v〉Γ .
We will also frequently use the multitrace form, defined by
(2.22) A[(u, λ), (v, µ)] := −〈Ku, µ〉Γ + 〈Vλ, µ〉Γ + 〈K′λ, v〉Γ + 〈Wu, v〉Γ .
Using this, we may rewrite (2.21) as
(2.23) A[(u, λ), (v, µ)] = − 12 〈u, µ〉Γ − 12 〈λ, v〉Γ .
To quantify the two traces we introduce the product space
V :=
{
H1/2(Γ)×H−1/2(Γ) if ΓN = ∅,
H1/2(Γ)× (H−1/2(Γ) ∩ L2(ΓN)) otherwise.
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The additional regularity on the flux variable is required later when imposing Neu-
mann conditions. We also introduce the associated norm
‖(v, µ)‖V := ‖v‖H1/2(Γ) + ‖µ‖H−1/2(Γ) .
Using the results in Lemmas 2.1 to 2.3, we obtain the continuity and coercivity
of A.
Lemma 2.4 (Continuity). There exists C > 0 such that
|A[(w, η), (v, µ)]| 6 C ‖(w, η)‖V ‖(v, µ)‖V ∀(w, η), (v, µ) ∈ V.
Proof. Use Lemma 2.3.
Lemma 2.5 (Coercivity). There exists α > 0 and compact operators C1 and C2
such that
α
(
|v|2
H
1/2
∗ (Γ)
+ ‖µ‖2H−1/2(Γ)
)
6 A[(v, µ), (v, µ)] + 〈C1v, v〉Γ + 〈C2µ, µ〉Γ ∀(v, µ) ∈ V.
Proof. Use the coercivity of V and W from Lemmas 2.1 and 2.2 and let α =
min(αW, αV).
3. Derivation of formulations for Helmholtz problems. In this section,
we derive formulations for the exterior Helmholtz problem with non-homogeneous
Dirichlet conditions and mixed Dirichlet–Neumann boundary conditions.
As in [3], we write the boundary condition as
(3.1) RΓ(u, λ) = 0,
and look to solve
(3.2) A[(u, λ), (v, µ)] = − 12 〈u, µ〉Γ − 12 〈λ, v〉Γ + 〈RΓ(u, λ), β1v + β2µ〉Γ .
3.1. Dirichlet boundary condition. In this section, we assume that ΓD ≡ Γ
and consider the resulting Dirichlet problem. We choose β1 = −iβ1/2D , β2 = iβ−1/2D ,
where βD will be identified with a mesh-dependent penalty parameter, and
(3.3) RΓD(u, λ) := iβ
1/2
D (gD − u)
where gD ∈ H1/2(Γ) is the Dirichlet data.
Inserting this into (3.2), we obtain the formulation
(3.4) A[(u, λ), (v, µ)]− 12 〈u, µ〉Γ + 12 〈λ, v〉Γ + 〈βDu, v〉Γ = 〈gD, βDv − µ〉Γ .
This leads us to the following formulation for the Helmholtz Dirichlet problem:
Find (u, λ) ∈ V such that
A[(u, λ), (v, µ)] + B+D [(u, λ), (v, µ)] = L+D(v, µ) ∀(v, µ) ∈ V,(3.5)
where
B+D [(u, λ), (v, µ)] := 12 〈λ, v〉ΓD − 12 〈u, µ〉ΓD + 〈βDu, v〉ΓD ,(3.6)
L+D(v, µ) := 〈gD, βDv − µ〉ΓD .(3.7)
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3.2. Mixed Dirichlet–Neumann boundary condition. We now consider the
case of mixed Dirichlet–Neumann boundary conditions, when Γ = ΓD ∪ ΓN. We note
that in this case, we take V = H1/2(Γ)× L2(Γ).
Taking
RΓND(u, λ) =
{
iβ
1/2
D (gD − u) in ΓD
iβ
1/2
N (gN − λ) in ΓN
,
β1 =
{
−iβ1/2D in ΓD
iβ
1/2
N in ΓN
,
β2 =
{
iβ
1/2
D in ΓD
−iβ1/2N in ΓN
,
we obtain the following formulation for the Helmholtz mixed Dirichlet–Neumann prob-
lem: Find (u, λ) ∈ V such that
A[(u, λ), (v, µ)] + B+ND[(u, λ), (v, µ)] = L+ND(v, µ) ∀(v, µ) ∈ V,(3.8)
where
(3.9) B+ND[(u, λ), (v, µ)] := − 12 〈u, µ〉ΓD + 12 〈λ, v〉ΓD + 〈βDu, v〉ΓD
− 12 〈λ, v〉ΓN + 12 〈u, µ〉ΓN + 〈βNλ, µ〉ΓN ,
(3.10) L+ND(v, µ) := 〈gD, βDv − µ〉ΓD + 〈gN, βNµ− v〉ΓN .
4. Analysis. In this section, we analyse the formulations derived in the previous
section. In general, these formulations can be written as: Find (u, λ) ∈ V such that
A[(u, λ), (v, µ)] + B[(u, λ), (v, µ)] = L(v, µ) ∀(v, µ) ∈ V.(4.1)
For simplicity, we assume that ΓD and ΓN are the surfaces two disjoint closed
objects, as in problems involving multiple scatterers. We expect the analysis of the
general problem to be similar to that presented here.
To discretise (4.1), we introduce a family of conforming, shape regular triangu-
lations of Γ, {Th}h>0, indexed by the largest element diameter of the mesh, h. We
assume that the triangulations are fitted to the different boundary sets ΓD and ΓN.
We then consider the following finite element spaces.
Pmh := {vh ∈ C0(Γ) : vh|T ∈ Pm(T ), for every T ∈ Th},
DPlh := {vh ∈ L2(Γ) : vh|T ∈ Pl(T ), for every T ∈ Th},
where Pm(T ) denotes the space of polynomials of order less than or equal to m on a
triangle T , and {Γi}Mi=1 are the polygonal faces of Γ. We observe that Pmh ⊂ H1/2(Γ)
and DPlh ⊂ L2(Γ).
We let Vh = P1h(Γ) × DP0h(Γ); we let W be a product Hilbert space, such that
Vh ⊂W ⊂ V; and we let ‖·‖B be a norm defined on W, such that for all (v, µ) ∈W,
‖(v, µ)‖B > ‖(v, µ)‖V.
Additionally, we define the space DUAL0h(Γ) ⊂ L2(Γ) of piecewise constant func-
tions on the barycentric dual mesh, as shown in Figure 1. This space forms a stable
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Fig. 1: A grid (left), the barycentric refinement of the grid (centre), and the dual grid
(right). In a typical example, the initial grid will not be flat, and so the elements of
the dual grid will not necessarily be flat.
inf-sup pairing with the space P1h(Γ) [24, lemma 3.1], and mass matrix precondi-
tioning is often more effective when using this space. We note that on non-smooth
domains, the space DUAL0h(Γ) exibits order
1
2 convergence [20, appendix 2], lower
than the order 1 convergence in the space DP0h(Γ). Here, we present the analysis for
the discrete space P1h(Γ)×DP0h(Γ), although we expect the analysis to be similar for
P1h(Γ)×DUAL0h(Γ).
Using the space Vh, we look to solve the discrete problem: Find (uh, λh) ∈ Vh
such that
A[(uh, λh), (vh, µh)] + B[(uh, λh), (vh, µh)] = L(vh, µh) ∀(vh, µh) ∈ Vh.(4.2)
We define the projection pi1h : H
1/2(Γ)→ P1h(Γ), for v ∈ H1/2(Γ) by〈
pi1hv, wh
〉
Γ
= 〈v, wh〉Γ ∀wh ∈ P1h(Γ).
We also define pi0h : (H
−1/2(Γ)∩L2(ΓN))→ DP0h(Γ), for µ ∈ (H−1/2(Γ)∩L2(ΓN)) by〈
pi0hµ, ηh
〉
H−1/2(ΓD)
+
〈
pi0hµ, ηh
〉
ΓN
= 〈µ, ηh〉H−1/2(ΓD) + 〈µ, ηh〉ΓN ∀ηh ∈ DP0h(Γ).
As ΓN and ΓD are disjoint closed surfaces, the fact that pi
0
h is well-defined follows from
[25, (10.4)] and the first step in the proof of [25, theorem 10.4] with σ = 12 .
We define pih :W→ Vh, for (v, µ) ∈W, by
pih(v, µ) = (pi
1
hv, pi
0
hµ).
It is clear from this definition that for all (vh, µh) ∈ Vh, pih(vh, µh) = (vh, µh). As
given in the following lemma, pih is bounded.
Lemma 4.1. There exists c > 0 such that for all (v, µ) ∈W,
‖pih(v, µ)‖V 6 c ‖(v, µ)‖V .
Proof. Let (v, µ) ∈W.
By [25, (10.15)], there exists c > 0 such that for all v ∈ H1/2(Γ),∥∥pi1hv∥∥H1/2(Γ) 6 c ‖v‖H1/2(Γ) .(4.3)
By the triangle inequality,∥∥pi0hµ∥∥H−1/2(Γ) 6 ∥∥µ− pi0hµ∥∥H−1/2(Γ) + ‖µ‖H−1/2(Γ) .(4.4)
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In the proof of [25, theorem 10.4], it was shown that∥∥µ− pi0hµ∥∥H−1/2(Γ) 6 ‖µ‖H−1/2(Γ) ,(4.5)
and so ∥∥pi0hµ∥∥H−1/2(Γ) 6 2 ‖µ‖H−1/2(Γ) .(4.6)
Combining (4.3) and (4.6) completes the proof.
For the analysis, we make the following assumptions. In these assumptions, we
use the piecewise seminorm, defined, for s ∈ R and v ∈ Hs(Γ), by
|v|2Hspw(Γ) =
∑
i
|v|Hs(Γi) ,
where {Γi} are the smooth faces of Γ. For s < 1, this is equal to the usual seminorm
[18, definition 4.1.48], so in this case the ‘pw’ may be omitted.
Assumption 4.2 (Continuity). There exists an auxiliary norm ‖(v, µ)‖∗ defined
on W, and there exists M > 0 such that ∀(w, η), (v, µ) ∈W
|A[(w, η), (v, µ)] + B[(w, η), (v, µ)]| 6M ‖(w, η)‖∗ ‖(v, µ)‖B .
Assumption 4.3 (Approximation). ∀(v, µ) ∈ Hs(Γ)×Hr(Γ),
inf
(wh,ηh)∈Pmh (Γ)×DPlh(Γ)
‖(v − wh, µ− ηh)‖∗ . hζ−1/2 |v|Hζpw(Γ) + hξ+1/2 |µ|Hξpw(Γ) ,
where ζ = min(m+ 1, s), ξ = min(l + 1, r), s > 12 and r > − 12 .
Assumption 4.4 (G˚arding’s inequality). There exists α > 0, δ > 0 such that
∀(v, µ) ∈W
α ‖(v, µ)‖2B − δ ‖(v, µ)‖2V 6 A[(v, µ), (v, µ)] + B[(v, µ), (v, µ)].
Assumption 4.5 (Injectivity). Let (w, η) ∈W. If ∀(v, µ) ∈W,
A[(w, η), (v, µ)] + B[(w, η), (v, µ)] = 0,
then (w, η) = 0.
Let (v, µ) ∈W. If ∀(w, η) ∈W,
A[(w, η), (v, µ)] + B[(w, η), (v, µ)] = 0,
then (v, µ) = 0.
Assumption 4.6 (Quasi-continuity). There existsM > 0 such that for all (vh, µh) ∈
Vh and (w, η) ∈W,
(A+ B)[(vh, µh), (w, η)− pih(w, η)] 6M ‖(vh, µh)‖B ‖(w, η)− pih(w, η)‖V ,
and
(A+ B)[(w, η)− pih(w, η), (vh, µh)] 6M ‖(vh, µh)‖B ‖(w, η)− pih(w, η)‖V .
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Assumption 4.7 (Asymptotic convergence). Let  > 0 and (w, η) ∈ W. There
exists h0 > 0 such that for all h < h0,
‖(w, η)− pih(w, η)‖B <  ‖(w, η)‖B .
We aim to prove that if assumptions 4.2 to 4.7 hold, then properties 4.8 and 4.9
will hold.
Property 4.8 (Weak coercivity). There exists α > 0 such that ∀(v, µ) ∈W
α ‖(v, µ)‖B 6 sup
(w,η)∈W\{0}
A[(v, µ), (w, η)] + B[(v, µ), (w, η)]
‖(w, η)‖B
,
and ∀(w, η) ∈W \ {0}
sup
(v,µ)∈W
|A[(v, µ), (w, η)] + B[(v, µ), (w, η)]| > 0.
Property 4.9 (Discrete coercivity). There exists α > 0 such that ∀(vh, µh) ∈ Vh
α ‖(vh, µh)‖B 6 sup
(wh,ηh)∈Vh\{0}
A[(vh, µh), (wh, ηh)] + B[(vh, µh), (wh, ηh)]
‖(wh, ηh)‖B
,
and ∀(wh, ηh) ∈ Vh \ {0}
sup
(vh,µh)∈Vh
|A[(vh, µh), (wh, ηh)] + B[(vh, µh), (wh, ηh)]| > 0.
The abstract analysis in [3] assumed that properties 4.8 and 4.9 and assumptions 4.2
and 4.3 hold. Therefore if we can prove that assumptions 4.2 to 4.7 imply proper-
ties 4.8 and 4.9, we can directly apply the analysis from [3].
First, we prove that property 4.8 is satisfied.
Lemma 4.10 (Weak coercivity). If assumptions 4.4 and 4.5 hold, then prop-
erty 4.8 holds.
Proof. Following the proof of [12, theorem 2], we suppose (for a contradiction)
that the first part property 4.8 does not hold. This means that for any n, there exists
(vn, µn) ∈W such that ‖(vn, µn)‖B = 1 and
sup
(w,η)∈W\{0}
(A+ B)[(vn, µn), (w, η)]
‖(w, η)‖B
6 1
n
‖(vn, µn)‖B =
1
n
.(4.7)
The space W is closed, hence the sequence {(vn, µn)}∞n=1 has a convergent sub-
sequence that converges to (v∞, µ∞) ∈ W. In the remainder of this proof, all limits
refer to this convergent subsequence.
Let (t, κ) ∈W with ‖(t, κ)‖B = 1. By (4.7), we see that
|(A+ B)[(vn, µn), (t, κ)]| 6 sup
(w,η)∈W\{0}
(A+ B)[(vn, µn), (w, η)]
‖(w, η)‖B
6 1
n
,
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and so
0 6 |(A+ B)[(v∞, µ∞), (t, κ)]| = lim
n→∞ |(A+ B)[(vn, µn), (t, κ)]|
6 lim
n→∞
1
n
= 0.(4.8)
By assumption 4.5, this implies that (v∞, µ∞) = 0.
By assumption 4.4, we see that
(A+ B)[(vn, µn), (vn, µn)] > α ‖(vn, µn)‖2B − δ ‖(vn, µn)‖2V
= α− δ ‖(vn, µn)‖2V ,
and so
(A+ B)[(v∞, µ∞), (v∞, µ∞)] = lim
n→∞(A+ B)[(vn, µn), (vn, µn)]
> lim
n→∞
(
α− δ ‖(vn, µn)‖2V
)
= α > 0(4.9)
Combining (4.8) and (4.9), we see that 0 > 0, which is a contradiction; and so the
first part of property 4.8 holds.
The second part of property 4.8 immediately follows from the second part of
assumption 4.5.
In order to show that property 4.9 holds, we will require the following results
Lemma 4.11. Let (v, µ) ∈W. If assumption 4.3 holds, then for any  > 0, there
is an h0 > 0 such that for all h < h0,
inf
(wh,ηh)∈Vh
‖(v, µ)− (wh, ηh)‖V < .
Proof. Let c > 0 and τ > 0. Let (vc, µc) be a mollification of (v, µ) such that
‖(v, µ)− (vc, µc)‖V 6 c,(4.10)
inf
(wh,ηh)∈Vh
‖(wh, ηh)− (vc, µc)‖V 6 Cv,µτ,(4.11)
where Cv,µ is some constant dependent on v and µ.
The existence of vc follows from the density of smooth functions in H
1/2(Γ), which
can be shown using the density of smooth functions in H1(Ω–) and the surjectivity
of the trace operator γ–D. The density of smooth functions in H
−1/2(Γ) follows [18,
section 2.4.1], and gives the existence of µc.
Using the triangle inequality and assumption 4.3, we see that
inf
(wh,ηh)∈Vh
‖(v, µ)− (wh, ηh)‖V 6 ‖(v, µ)− (vc, ηc)‖V + inf
(wh,ηh)∈Vh
‖(vc, µc)− (wh, ηh)‖V
6 c+ hτ
(
|vc|H1/2+τpw (Γ) + |µc|H−1/2+τpw (Γ)
)
.
Taking c = /2 and
h < h0 =
 
2
(
|vc|H1/2+τpw (Γ) + |µc|H−1/2+τpw (Γ)
)

1
τ
,
we obtain the desired result.
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Corollary 4.12. Let (v, µ) ∈ W. If assumption 4.3 holds, then for any  > 0,
there is an h0 > 0 such that for all h < h0,
‖(v, µ)− pih(v, µ)‖V < .
Proof. For any (wh, ηh) ∈ Vh, we see by the triangle inequality and Lemma 4.1
‖(v, µ)− pih(v, µ)‖V 6 ‖(v, µ)− (wh, ηh)‖V + ‖pih [(v, µ)− (wh, ηh)]‖V
6 (1 + c) ‖(v, µ)− (wh, ηh)‖V .
Therefore by Lemma 4.11, the result holds.
We note that Corollary 4.12 holds independently of assumption 4.7, and so this
result may be used later when we prove that the projection for each problem satisfies
assumption 4.7.
We now prove that property 4.9 holds.
Lemma 4.13 (Discrete coercivity). If assumptions 4.2 to 4.7 hold, then prop-
erty 4.9 holds.
Proof. Following the proof of [4, theorem 2.2], we suppose (for a contradiction)
that the first part of property 4.9 does not hold. This implies that there exists a
sequence (hn)n∈N such that limn→∞ hn = 0, and for each n there exists (vhn , µhn) ∈
Vhn such that
‖(vhn , µhn)‖B = 1(4.12)
sup
(whn ,ηhn )∈Vhn
(A+ B)[(vhn , µhn), (whn , ηhn)]
‖(whn , ηhn)‖B
< τn,(4.13)
where τn > 0 and limn→∞ τn = 0.
We define F : Vhn →W, for (thn , κhn) ∈ Vhn , by
〈F(thn , κhn), (whn , ηhn)〉Γ = (A+ B)[(thn , κhn), (whn , ηhn)] ∀(whn , ηhn) ∈ Vhn .
Let (t, κ) ∈ W \ {0}. We use the triangle inequality, assumption 4.2 and (4.12)
and (4.13) to obtain
L := 〈F(vhn , µhn), (t, κ)〉Γ(4.14)
= |(A+ B)[(vhn , µhn), (t, κ)]|
6 |(A+ B)[(vhn , µhn), (t, κ)− pihn(t, κ)]|+ |(A+ B)[(vhn , µhn), pihn(t, κ)]|
6M ‖(t, κ)− pihn(t, κ)‖V + τn ‖pihn(t, κ)‖B .(4.15)
Let  > 0. By Corollary 4.12, there is an N ∈ N such that for all n > N ,
‖(t, κ)− pihn(t, κ)‖V < ,(4.16)
τn < .(4.17)
Using the triangle inequality and assumption 4.7, we see that
‖pihn(t, κ)‖B 6 ‖(t, κ)− pihn(t, κ)‖B + ‖(t, κ)‖B
< + ‖(t, κ)‖B .(4.18)
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Substituting (4.16)–(4.18) into (4.15), we obtain
L < M+ τn+ τn ‖(t, κ)‖B
< M+ 2 +  ‖(t, κ)‖B ,(4.19)
and so F(vhn , µhn) ⇀ 0 (weakly). By Lemma 4.10, F has a continuous inverse, and so
(vhn , µhn) ⇀ 0 (weakly).
By Lemmas 2.1 and 2.2, there exists a compact operator C : Vhn → Vhn such
that the operator A + C is elliptic. Following the proofs for the Laplace problem in
[3], we see that there exists α > 0 such that
α ‖(vhn , µhn)‖B 6 sup
(whn ,ηhn )∈Vhn
〈(F + C)(vhn , µhn), (whn , ηhn)〉Γ
‖(whn , ηhn)‖B
.
Since C is compact, C(vhn , µhn)→ 0 (strongly in V), and so ‖C(vhn , µhn)‖V → 0.
Using (4.13), we see that
α ‖(vhn , µhn)‖B 6 sup
(whn ,ηhn )∈Vhn
〈F(vhn , µhn), (whn , ηhn)〉Γ
‖(whn , ηhn)‖B
+ sup
(whn ,ηhn )∈Vhn
〈C(vhn , µhn), (whn , ηhn)〉Γ
‖(whn , ηhn)‖B
6 τn + sup
(whn ,ηhn )∈Vhn
〈C(vhn , µhn), (whn , ηhn)〉Γ
‖(whn , ηhn)‖B
.
By the Cauchy–Schwarz inequality,
〈C(vhn , µhn), (whn , ηhn)〉Γ 6 ‖C(vhn , µhn)‖V ‖(whn , ηhn)‖V
6 ‖C(vhn , µhn)‖V ‖(whn , ηhn)‖B .
Taking N large enough so that for all n > N, τn <

2 and ‖C(vhn , µhn)‖C < 2 ,
we see that
α ‖(vhn , µhn)‖B < .
This contradicts (4.12), and so the first part of property 4.9 holds.
To prove the second part of property 4.9, we suppose (for a contradiction) that
it does not hold, and so there exists (wh, ηh) ∈ Vh with ‖(wh, ηh)‖B = 1 such that
(A+ B)[(vh, µh), (wh, ηh)] = 0 ∀(vh, µh) ∈ Vh.(4.20)
By Lemma 4.10, there exists (t, κ) ∈W such that
L := |(A+ B)[(t, κ), (wh, ηh)]| > 0.(4.21)
By (4.20) and assumption 4.6,
L = |(A+ B)[(t, κ)− pih(t, κ), (wh, ηh)]|
6M ‖(t, κ)− pih(t, κ)‖V(4.22)
Using Corollary 4.12, we see that taking h small enough, we can bound this above
by any  > 0, and so L = 0. This is a contradiction, and so the second part of
property 4.9 holds.
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Having shown that assumptions 4.2 to 4.7 imply properties 4.8 and 4.9, we now
restate the results of [3] with these alternative assumptions.
Proposition 4.14. If assumptions 4.4 and 4.5 hold, then the linear system de-
fined by (4.2) is invertible. If, in addition, we assume that
• assumption 4.2 holds,
• there exists L > 0 such that L(w, η) 6 L ‖(w, η)‖B ∀(w, η) ∈W,
• the norms ‖·‖B and ‖·‖∗ are equivalent,
then the formulation (4.1) admits a unique solution in W.
Proof. This follows from [3, proposition 4.6] and Lemma 4.10.
Proposition 4.15. Assume that (u, λ) ∈ V is the solution to a boundary value
problem of the form (1.1) satisfying the abstract form (4.1). Let (uh, λh) ∈ Vh be the
solution of (4.2). If assumptions 4.2 to 4.7 are satisfied then
(4.23) ‖(u− uh, λ− λh)‖B . inf
(vh,µh)∈Vh
‖(u− vh, λ− µh)‖∗ .
Proof. This follows from [3, proposition 4.7], Lemmas 4.10 and 4.13.
Corollary 4.16. Let (u, λ) ∈ Hs(Γ) × Hr(Γ), for some s > 12 and r > − 12 ,
satisfy the abstract form (4.1). Under the assumptions of Proposition 4.15,
‖(u− uh, λ− λh)‖B . hζ−1/2 |u|Hζpw(Γ) + hξ+1/2 |λ|Hξpw(Γ) ,
where ζ = min(2, s) and ξ = min(1, r).
Proof. Apply assumption 4.3 with m = 1 and l = 0 to the right hand side of
(4.23).
Proposition 4.17. Assume that (u, λ) ∈ V is the solution to a boundary value
problem of the form (1.1) satisfying the abstract form (4.1) and that the assumptions
of Proposition 4.15 are satisfied. Let (uh, λh) ∈ Vh. Let u˜ : Ω+ → R be the recon-
struction obtained using (2.6), with γ+Nu = λ and γ
+
Du = u; and u˜h : Ω
+ → R be the
reconstruction obtained using
(4.24) u˜h = −Kuh + Vλh.
Then there holds
‖u˜− u˜h‖H1loc(Ω+) .
M
α
inf
vh,µh∈Vh
‖(u− vh, λ− µh)‖∗ .
Proof. This follows from [3, proposition 4.9], Lemmas 4.10 and 4.13.
Corollary 4.18. Under the same assumptions of Proposition 4.17,
‖u˜− u˜h‖H1loc(Ω+) . h
ζ−1/2 |u|Hζpw(Γ) + hξ+1/2 |λ|Hξpw(Γ) ,
where ζ = min(2, s) and ξ = min(1, r).
Proof. See [3, corollary 4.10].
4.1. Application of the theory to the Helmholtz Dirichlet problem. For
a Dirichlet problem, the discretised formulation is: Find (uh, λh) ∈ Vh such that
A[(uh, λh), (vh, µh)] + B+D [(uh, λh), (vh, µh)] = L+D(vh, µh) ∀(vh, µh) ∈ Vh.(4.25)
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We define the norm
‖(v, µ)‖BD := ‖(v, µ)‖V + β
1/2
D ‖v‖L2(ΓD) ,
we let ‖·‖∗ = ‖·‖BD , and we let W = V.
We now proceed to verify that assumptions 4.2 to 4.7 hold for this formulation.
Proposition 4.19 (Continuity). Assumption 4.2 is satisfied for the Helmholtz
Dirichlet problem.
Proof. See [3, proposition 4.13].
Proposition 4.20 (Approximation). Assumption 4.3 is satisfied for the Helmholtz
Dirichlet problem if 0 6 βD . h−1.
Proof. See [3, proposition 4.14].
Proposition 4.21 (G˚arding’s inequality). Assumption 4.4 is satisfied for the
Helmholtz Dirichlet problem.
Proof. Let (v, µ) ∈W. Using Lemmas 2.1 and 2.2, we see that
(A+ B+D)[(v, µ), (v, µ)]
= 〈Vµ, µ〉Γ + 〈Wv, v〉Γ + 〈βDv, v〉Γ
> αV ‖µ‖2H−1/2(Γ) + αW ‖v‖2H1/2(Γ) + βD ‖v‖2L2(ΓD) − 〈C1µ, µ〉Γ − 〈C2v, v〉Γ ,
where the operators C1 : H
−1/2(Γ) → H1/2(Γ) and C2 : H1/2(Γ) → H−1/2(Γ) are
compact.
Compact operators are bounded, and so
〈C1µ, µ〉Γ 6 c1 ‖µ‖2H−1/2(Γ)(4.26)
〈C2v, v〉Γ 6 c2 ‖v‖2H1/2(Γ) ,(4.27)
for some c1, c2 ∈ R. Therefore,
(A+ B+D)[(v, µ), (v, µ)]
> αV ‖µ‖2H−1/2(Γ) + αW ‖v‖2H1/2(Γ) + βD ‖v‖2L2(ΓD) − c1 ‖µ‖
2
H−1/2(Γ) − c2 ‖v‖2H1/2(Γ)
> α ‖(v, µ)‖2BD − δ ‖(v, µ)‖
2
V ,
where α = min(αV, αW, 1) and δ = max(c1, c2).
Proposition 4.22 (Injectivity). Assumption 4.5 is satisfied for the Helmholtz
Dirichlet problem if k2 is not a solution l of the exterior Laplace Dirichlet eigenvalue
problem
−∆u = lu in Ω+,(4.28a)
γ+Du = 0 on Γ,(4.28b)
u(x)→ 0 as |x| → ∞.(4.28c)
Proof. Suppose that (v, µ) ∈W such that
(A+ B+D)[(v, µ), (w, η)] = 0 ∀(w, η) ∈W.
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Taking w = 0, we see that
−〈Kv, η〉Γ + 〈Vµ, η〉Γ − 12 〈v, η〉Γ = 0 ∀η ∈ H−1/2(Γ),
and so −Kv + Vµ− 12 Idv = 0. Let u˜ := Kv − Vµ. Then by (2.7) and (2.8),
−∆u˜− k2u˜ = 0.
Using the definition of the Green’s function for Helmholtz (2.1), we see that for y ∈ Γ
and as |x| → ∞, G(x,y)→ 0, and therefore u˜(x)→ 0. We also see that
γ+D u˜ = (
1
2 Id + K)v − Vµ
= 0.
Therefore either k2 is a solution of (4.28), or (v, µ) = 0 and hence the first part of
assumption 4.5 holds.
To prove the second part of assumption 4.5, suppose that (w, η) ∈W such that
(A+ B+D)[(v, µ), (w, η)] = 0 ∀(v, µ) ∈W.
Talking v = 0 and proceeding as above, we find that either k2 is a solution of (4.28)
or (w,−η) = 0. Therefore the second part of assumption 4.5.
Proposition 4.23 (Quasi-continuity). Assumption 4.6 is satisfied for the Helmholtz
Dirichlet problem if βD . h−1.
Proof. Let (vh, µh) ∈ Vh and (w, η) ∈ W. By the boundedness of the boundary
operators (Lemma 2.3), we know that
A[(vh, µh), (w, η)− pih(w, η)] . ‖(vh, µh)‖V ‖(w, η)− pih(w, η)‖V .(4.29)
By the definition of B+D ,
B+D [(vh, µh), (w, η)− pih(w, η)] = 12
〈
µh, w − pi1hw
〉
Γ
− 12
〈
vh, η − pi0hη
〉
Γ
+ βD
〈
vh, w − pi1hw
〉
Γ
. ‖(vh, µh)‖V ‖(w, η)− pih(w, η)‖V + βD
〈
vh, w − pi1hw
〉
Γ
.(4.30)
To bound the final term of this, we note that due to the definition of pi1h,
βD
〈
vh, w − pi1hw
〉
Γ
= βD
〈
vh − pi1hvh, w − pi1hw
〉
Γ
= βD
〈
vh − pi1hvh, w − pi1hw − pi1h(w − pi1hw)
〉
Γ
.(4.31)
Applying the Cauchy–Schwarz inequality and standard approximation results [25,
theorems 10.4 and 10.9], we deduce that
βD
〈
vh, w − pi1hw
〉
Γ
6 βD
∥∥vh − pi1hvh∥∥L2(Γ) ∥∥w − pi1hw − pi1h(w − pi1hw)∥∥L2(Γ)
6 βDh1/2 ‖vh‖H1/2(Γ) h1/2
∥∥w − pi1hw∥∥H1/2(Γ)
= βDh ‖vh‖H1/2(Γ)
∥∥w − pi1hw∥∥H1/2(Γ)
. ‖(vh, µh)‖V ‖(w, η)− pih(w, η)‖V .(4.32)
Combining (4.29) and (4.32) proves first part of assumption 4.6.
The second part of assumption 4.6 can be proved in the same way.
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Proposition 4.24 (Asymptotic convergence). Assumption 4.7 is satisfied for the
Helmholtz Dirichlet problem if βD . h−1.
Proof. Let  > 0. By the definition of ‖·‖BD and Corollary 4.12, there exists
h0 > 0 such that for all h < h0,
‖(w, η)− pih(w, η)‖BD = ‖(w, η)− pih(w, η)‖V + β
1/2
D ‖w − pihw‖L2(Γ)
. + h−1/2 ‖w − pihw‖L2(Γ) .(4.33)
By standard approximation results [25, theorems 10.4 and 10.9] and Corollary 4.12,
we see that
‖w − pihw‖2L2(Γ) 6 h ‖w − pihw‖2H1/2(Γ)
6 h2.(4.34)
Combining (4.33) and (4.34) leads to the desired result
We have shown that assumptions 4.2 to 4.7 are satisfied. Additionally the ex-
tra assumptions in Proposition 4.14 are satisfied, so we conclude that the results of
Propositions 4.14, 4.15, and 4.17 and Corollaries 4.16 and 4.18 apply to the Dirichlet
problem. This is summarised in the following result.
Theorem 4.25. If k2 is not a Dirichlet eigenvalue of the exterior Laplace prob-
lem, the Helmholtz Dirichlet problem (3.5) has a unique solution (u, λ) ∈ Hs(Γ) ×
Hr(Γ), for some s > 12 and r > − 12 . The discrete Dirichlet problem (4.25) is invert-
ible. If 0 < βD . h−1, then its solution (uh, λh) ∈ P1h(Γ)×DP0h(Γ) satisfies
‖(u− uh, λ− λh)‖BD . hζ−1/2 |u|Hζpw(Γ) + hξ+1/2 |λ|Hξpw(Γ) ,
where ζ = min(2, s) and ξ = min(1, r). Additionally,
‖u˜− u˜h‖H1loc(Ω+) . h
ζ−1/2 |u|Hζpw(Γ) + hξ+1/2 |λ|Hξpw(Γ) ,
where u˜ and u˜h are the solutions in Ω
+ computed using (2.6).
4.2. Application of the theory to the Helmholtz mixed Dirichlet–Neumann
problem. For a mixed Dirichlet–Neumann problem, the discretised formulation is:
Find (uh, λh) ∈ Vh such that
A[(uh, λh), (vh, µh)] + B+ND[(uh, λh), (vh, µh)] = L+ND(vh, µh) ∀(vh, µh) ∈ Vh.
(4.35)
We introduce the following norms.
‖(v, µ)‖BND := ‖(v, µ)‖V + β
1/2
D ‖v‖L2(ΓD) + β
1/2
N ‖µ‖L2(ΓN)
‖(v, µ)‖∗ := ‖(v, µ)‖V + β1/2D ‖v‖L2(Γ) + β1/2N ‖µ‖L2(Γ) .
We let W = H1/2(Γ)× L2(Γ).
We now proceed to show that assumptions 4.2 to 4.7 hold for the mixed Dirichlet–
Neumann problem.
Proposition 4.26 (Continuity). Assumption 4.2 is satisfied for the Helmholtz
mixed Dirichlet–Neumann problem if ∃βmin > 0, independent of h, such that β1/2D β1/2N >
βmin.
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Proof. See [3, proposition 4.21].
Proposition 4.27 (Approximation). Assumption 4.3 is satisfied for the Helmholtz
mixed Dirichlet–Neumann problem if 0 < βD . h−1 and 0 < βN . h.
Proof. See [3, proposition 4.22].
Proposition 4.28 (G˚arding’s inequality). Assumption 4.4 is satisfied for the
Helmholtz mixed Dirichlet–Neumann problem.
Proof. Let (v, µ) ∈W. Using Lemmas 2.1 and 2.2, we see that
A[(v, µ), (v, µ)] + B+ND[(v, µ), (v, µ)]
= 〈Vµ, µ〉Γ + 〈Wv, v〉Γ + 〈βDv, v〉ΓD + 〈βNµ, µ〉ΓN
> αV ‖µ‖2H−1/2(Γ) + αW ‖v‖2H1/2(Γ) + βD ‖v‖2L2(ΓD) + βN ‖µ‖
2
L2(ΓN)
− 〈C1µ, µ〉Γ − 〈C2v, v〉Γ ,
where the operators C1 : H
−1/2(Γ) → H1/2(Γ) and C2 : H1/2(Γ) → H−1/2(Γ) are
compact.
Proceeding as in the proof of Proposition 4.21, we see that
A[(v, µ), (v, µ)] + B+ND[(v, µ), (v, µ)] > α ‖(v, µ)‖2BND − δ ‖(v, µ)‖
2
V ,
where α = min(αV, αW, 1) and δ = max(c1, c2).
Proposition 4.29 (Injectivity). Assumption 4.5 is satisfied for the Helmholtz
mixed Dirichlet–Neumann problem if k2 is not a solution l of the exterior Laplace
mixed eigenvalue problem
−∆u = lu in Ω+,(4.36a)
γ+Du = 0 on ΓD,(4.36b)
γ+Nu = 0 on ΓN,(4.36c)
u(x)→ 0 as |x| → ∞.(4.36d)
Proof. Suppose that (v, µ) ∈W such that
(A+ B+N)[(v, µ), (w, η)] = 0 ∀(w, η) ∈W.(4.37)
Taking w =
{
0 in ΓD
t in ΓN
and η =
{
0 in ΓN
κ in ΓD
, for some t ∈ H1/2(ΓN) and κ ∈
H−1/2(ΓD), we see that
−〈KDvD, κ〉ΓD + 〈VDµD, κ〉ΓD − 12 〈vD, κ〉ΓD = 0 ∀κ ∈ H−1/2(ΓD),(4.38)
〈WNvN, t〉ΓN + 〈K′NµN, t〉ΓN − 12 〈µN, t〉ΓN = 0 ∀t ∈ H1/2(ΓN),(4.39)
where KD, VD, vD, µD, WN, K
′
N, vN, and µN are the operators and function restricted
to the disjoint surfaces ΓD and ΓN.
Let u˜ := KDvD − VDµD +KNvN − VNµN. Then by (2.7) and (2.8),
−∆u˜− k2u˜ = 0.
Using the definition of the Green’s function for Helmholtz (2.1), we see that for y ∈ Γ
and as |x| → ∞, G(x,y)→ 0, and therefore u˜(x)→ 0. Using (4.38), we see that, for
any κ ∈ H−1/2(ΓD), 〈
γ+D u˜, κ
〉
Γ
=
〈
( 12 IdD + KD)vD − VDµD, κ
〉
Γ
= 0;
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using (4.39), we see that, for any t ∈ H1/2(ΓN),〈
γ+N u˜, t
〉
Γ
=
〈−WNvN + ( 12 IdN − K′N)µN, t〉Γ
= 0.
It follows that on ΓD, γ
+
D u˜ is 0; and on ΓN, γ
+
N u˜ is 0.
Therefore either k2 is a solution of (4.36), or (v, µ) = 0 and hence the first part
of assumption 4.5 holds.
The second part of assumption 4.5 can be proved in the same way with the roles
of (v, µ) and (w, η) reversed.
Proposition 4.30 (Quasi-continuity). Assumption 4.6 is satisfied for the Helmholtz
mixed Dirichlet–Neumann problem if βD h h−1 and βN h h.
Proof. Let (vh, µh) ∈ Vh and (w, η) ∈ W. By the boundedness of the boundary
operators (Lemma 2.3), we know that
A[(vh, µh), (w, η)− pih(w, η)] . ‖(vh, µh)‖V ‖(w, η)− pih(w, η)‖V .(4.40)
By the definition of B+ND,
L := B+ND[(vh, µh), (w, η)− pih(w, η)]
= 12
〈
µh, w − pi1hw
〉
ΓD
− 12
〈
vh, η − pi0hη
〉
ΓD
+ βD
〈
vh, w − pi1hw
〉
ΓD
− 12
〈
µh, w − pi1hw
〉
ΓN
+ 12
〈
vh, η − pi0hη
〉
ΓN
+ βN
〈
µh, η − pi0hη
〉
ΓN
= 12
〈
µh, w − pi1hw
〉
Γ
+ 12
〈
vh, η − pi0hη
〉
Γ
+ βD
〈
vh, w − pi1hw
〉
ΓD
− 〈µh, w − pi1hw〉ΓN − 〈vh, η − pi0hη〉ΓD + βN 〈µh, η − pi1hη〉ΓN
. ‖(vh, µh)‖V ‖(w, η)− pih(w, η)‖V + h−1
〈
vh, w − pi1hw
〉
ΓD︸ ︷︷ ︸
(I)
+ h
〈
µh, η − pi0hη
〉
ΓN︸ ︷︷ ︸
(II)
− 〈µh, w − pi1hw〉ΓN︸ ︷︷ ︸
(III)
− 〈vh, η − pi0hη〉ΓD︸ ︷︷ ︸
(IV)
.(4.41)
Let w˜ =
{
w in ΓD
0 in ΓN
and η˜ =
{
0 in ΓD
η in ΓN
. As ΓD and ΓN are the surfaces of
disjoint objects, it follows that w˜ ∈ H1/2(Γ) and η˜ ∈ (H−1/2(Γ) ∩ L2(ΓN)). By the
definitions of pi1h and pi
0
h, we see that
(I) = h−1
〈
vh, w − pi1hw
〉
ΓD
= h−1
〈
vh, w˜ − pi1hw˜
〉
Γ
= 0,(4.42)
(II) = h
〈
µh, η − pi0hη
〉
ΓN
= h
(〈
µh, η˜ − pi0hη˜
〉
ΓN
+
〈
µh, η˜ − pi0hη˜
〉
H−1/2(ΓD)
)
= 0.(4.43)
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To bound the remaining two terms, we note that∥∥w − pi1hw∥∥2L2(Γ) = 〈w − pi1hw,w − pi1hw〉Γ
=
〈
w − pi1hw,w − pi1hw − pi1h(w − pi1hw)
〉
Γ
=
〈
w − pi1hw − pi1h(w − pi1hw), w − pi1hw − pi1h(w − pi1hw)
〉
Γ
=
∥∥w − pi1hw − pi1h(w − pi1hw)∥∥L2(Γ) ,(4.44)
and so, by a standard approximation result [25, theorem 10.9],∥∥w − pi1hw∥∥L2(Γ) . h1/2 ∥∥w − pi1hw∥∥H1/2(Γ) .(4.45)
By [9, theorem 3.5, remark 3.6], we see that for vh ∈ P1h(ΓD),
‖vh‖H1/2(ΓD) 6 h−1/2 ‖vh‖L2(ΓD) .(4.46)
Using the Cauchy–Schwarz inequality, the duality of H1/2(Γ) and H−1/2(Γ),
(4.45) and (4.46), we can now bound the terms in (4.41).
(III) 6 ‖µh‖L2(ΓN)
∥∥w − pi1hw∥∥L2(Γ)
. h1/2 ‖µh‖L2(ΓN)
∥∥w − pi1hw∥∥H1/2(Γ)
. β1/2N ‖µh‖L2(ΓN)
∥∥w − pi1hw∥∥H1/2(Γ) ,(4.47)
(IV) 6 ‖vh‖H1/2(ΓD)
∥∥η − pi0hη∥∥H−1/2(ΓD)
6 h−1/2 ‖vh‖L2(ΓD)
∥∥η − pi0hη∥∥H−1/2(Γ)
. β1/2D ‖vh‖L2(ΓD)
∥∥η − pi0hη∥∥H−1/2(Γ) ,(4.48)
and so
L . ‖(vh, µh)‖BND ‖(w, η)− pih(w, η)‖V .(4.49)
Combining (4.40) and (4.49) proves first part of assumption 4.6. The second part
of assumption 4.6 can be proved in the same way.
Proposition 4.31 (Asymptotic convergence). Assumption 4.7 is satisfied for the
Helmholtz mixed Dirichlet–Neumann problem if ∃βmax > 0 such that βD . h−1 and
βN . h.
Proof. Let  > 0. By the definition of ‖·‖BND and Corollary 4.12, there exists
h0 > 0 such that for all h < h0,
‖(w, η)− pih(w, η)‖BND = ‖(w, η)− pih(w, η)‖V + β
1/2
D
∥∥w − pi1hw∥∥L2(ΓD) + β1/2N ∥∥η − pi0hη∥∥L2(ΓN)
. + h−1/2
∥∥w − pi1hw∥∥L2(Γ) + h1/2 ∥∥η − pi0hη∥∥L2(Γ) .(4.50)
By (4.45) and Corollary 4.12, we see that∥∥w − pi1hw∥∥L2(Γ) . h1/2 ∥∥w − pi1hw∥∥H1/2(Γ)
6 h1/2.(4.51)
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By (4.46) and Corollary 4.12, we see that∥∥η − pi0hη∥∥L2(Γ) 6 h−1/2 ∥∥η − pi0hη∥∥H−1/2(Γ)
6 h−1/2.(4.52)
Combining (4.50)–(4.52) leads to the desired result.
We have shown that assumptions 4.2 to 4.7 are satisfied. Additionally the ex-
tra assumptions in Proposition 4.14 are satisfied, so we conclude that the results of
Propositions 4.14, 4.15, and 4.17 and Corollaries 4.16 and 4.18 apply to the mixed
Dirichlet–Neumann problem. This is summarised in the following result.
Theorem 4.32. Let (u, λ) ∈ Hs(Γ) ×Hr(Γ), for some s > 12 and r > 0, be the
unique solution to the Helmholtz mixed Dirichlet–Neumann problem. This solution
satisfies (3.8). Let (uh, λh) ∈ P1h(Γ)×DP0h(Γ) be the solution of (4.35). If k2 is not
a eigenvalue of the exterior mixed Laplace problem, βD h h−1, βN h h and ∃βmin > 0
such that β
1/2
D β
1/2
N > βmin, then
‖(u− uh, λ− λh)‖BND . hζ−1/2 |u|Hζpw(Γ) + hξ+1/2 |λ|Hξpw(Γ) ,
where ζ = min(2, s) and ξ = min(1, r).
5. Numerical results. In this section, we demonstrate the theory with a series
of numerical examples. All the results presented were computed using version 3.3.4
of Bempp, an open source Python boundary element method library [21]. We pre-
condition all linear systems in this section with blocked mass matrix preconditioners
applied from the left.
Throughout this section, we use Vh = P1h(Γ) × DUAL0h(Γ) as our discretisation
space. As all the domains in this section are smooth, we expect to observe the same
order of convergence as in Theorem 4.25, as the space DUAL0h(Γ) only exhibits a
lower order of convergence on non-smooth surfaces.
Define
gD(x) =
eik|x|
|x| +
eik|r|
|r| ,(5.1)
gN(x) =
(ik |x| − 1)eik|x|
|x|3 x · ν +
(ik |r| − 1)eik|r|
|r|3 r · ν,(5.2)
where r = x − ( 12 , 12 , 0). It is easy to check that for and wavenumber k > 0 and any
bounded domain Ω– with Ω+ := R3 \ Ω–, u(x) = eik|x||x| + e
ik|r|
|r| is the solution of the
exterior Helmholtz problem
−∆u− k2u = 0 in Ω+,(5.3)
∂uscat
∂ |x| − iku
scat = o(|x|−1) as |x| → ∞,(5.4)
u = gD on ΓD,(5.5)
∂u
∂ν
= gN on ΓN,(5.6)
with uinc = 0 (and so u = uscat).
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Fig. 2: The error (left) and GMRES iteration counts (right) as βD is varied for the
penalty method for the Helmholtz Dirichlet problem with k = 2 on the unit sphere
with h = 2−2 (red triangles) h = 2−3.5 (red diamonds) h = 2−5 (red pentagons),
solved to a GMRES tolerance of 10−8 (top) and 10−11 (bottom). Here we take
(uh, λh), (vh, µh) ∈ P1h(Γ)×DUAL0h(Γ).
5.1. Dirichlet boundary conditions. In this section, we let Ω– be the unit
sphere and ΓD = Γ, and solve the resulting Dirichlet problem with Vh = P1h(Γ) ×
DUAL0h(Γ). Figure 2 shows the error compared to the exact solution and number of
GMRES iterations required for a range of values of the parameter βD for this problem
with k = 2 discretised on grids with h = 2−2, h = 2−3.5 and h = 2−5.
As in [3, 5], the ill-conditioning of this system is an issue. Due to this we must
take a small GMRES tolerance to obtain good results: solving with a tolerance of 10−5
(Figure 2, top) leads to limited convergence, while solving with a tolerance of 10−11
(Figure 2, bottom) leads to good convergence for values of βD between around 10
2
and 105. As in the Laplace case, the development of better preconditioners warrants
future work.
Figure 3 shows the error compared to the exact solution and number of GMRES
iterations required for a range of values of βD for this problem with k = 10, solved to
a GMRES tolerance of 10−11. It can be seen here that values of βD in a similar range
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Fig. 3: The error (left) and GMRES iteration counts (right) as βD is varied for the
penalty method for the Helmholtz Dirichlet problem with k = 10 on the unit sphere
with h = 2−2 (red triangles) h = 2−3.5 (red diamonds) h = 2−5 (red pentagons), solved
to a GMRES tolerance of 10−11. Here we take (uh, λh), (vh, µh) ∈ P1h(Γ)×DUAL0h(Γ).
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Fig. 4: The convergence (left) and GMRES iteration counts (right) of the penalty
method for the Helmholtz Dirichlet problem with k = 2 on the unit sphere with
βD = 90/h, solved to a GMRES tolerance of 10
−9. Here we take (uh, λh), (vh, µh) ∈
P1h(Γ)×DUAL0h(Γ). The dashed line shows order 1.5 convergence.
to those for k = 2 lead to good convergence, although the problem at this higher
wavenumber has worse conditioning so requires more iterations to solve.
In Figure 4, we take βD = 90/h and look at the convergence as h is reduced. We
observe order 1.5 convergence in agreement with Theorem 4.25.
Figure 5 shows how the error and iteration count change as the wavenumber k is
increased. In these experiments, we used discretisations of the sphere with h = 1/k so
that hk remained constant as k was increased. It can be seen that the error gradually
increases as the wavenumber increases, with some spikes in the error near resonanaces.
At higher wavenumbers, the system is more prone to ill-conditioning, and the iteration
counts are very high for the majority of larger wavenumbers.
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Fig. 5: The error (left) and GMRES iteration counts (right) as the wavenumber k is
varied for the penalty method for the Helmholtz Dirichlet problem with βD = 90/h
on the unit sphere with h = 1/k, solved to a GMRES tolerance of 10−11. Here we
take (uh, λh), (vh, µh) ∈ P1h(Γ)×DUAL0h(Γ).
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Fig. 6: The convergence (left) and GMRES iteration counts (right) of the penalty
method for the Helmholtz mixed Dirichlet–Neumann problem with k = 2 on the unit
sphere with βD = 90/h and βN = 90h, solved to a GMRES tolerance of 10
−9. Here
we take (uh, λh), (vh, µh) ∈ P1h(Γ) × DUAL0h(Γ). The dashed line shows order 1.5
convergence.
5.2. Mixed Dirichlet–Neumann boundary conditions. In this section, we
let Ω– be the unit sphere, ΓD = {(x, y, z) ∈ Γ : x < 0}, ΓN = Γ \ ΓD, and solve the
resulting mixed Dirichlet–Neumann problem with Vh = P1h(Γ)×DUAL0h(Γ).
Figure 6 shows the error and iteration count for this problem as h is reduced,
with βD = 90/h and βN = 90h. We observe order 1.5 convergence in agreement with
Theorem 4.32.
5.3. Application to multiple scatterers. We now look at an application of
this method to wave scattering problems. Let uinc be an incident wave that satisfies
−∆uinc − k2uinc = 0 in Ω+.(5.7)
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Typically, we take uinc(x) = Aeikx·d, where d is a unit vector representing the di-
rection of the wave and A ∈ R is constant. Splitting the total wave utot into the
scattered wave uscat and the incident wave uinc leads us to the following problem.
−∆uscat − k2uscat = 0 in Ω+,(5.8a)
∂uscat
∂ |x| − iku
scat = o(|x|−1) as |x| → ∞,(5.8b)
uscat = −uinc + gD on ΓD,(5.8c)
∂uscat
∂ν
= −∂u
inc
∂ν
+ gN on ΓN.(5.8d)
For sound-soft scattering, we take gD = 0 and Γ = ΓD (and so γ
+
Du
tot = 0); for
sound-hard scattering, we take gN = 0 and Γ = ΓN (and so γ
+
Nu
tot = 0).
This method of weak imposition gives us a natural way of dealing with problems
involving multiple scatterers, with the scatterers having different properties. As an
example, let Γ be comprised of two unit spheres, Γ1 and Γ2, centred at (0, 0, 0) and
(2.5, 1.2, 0.5) respectively. Let Γ1 be a sound-soft scatterer and Γ2 be a sound-hard
scatterer, and so set ΓD = Γ1 and ΓN = Γ2.
To solve this problem using weak imposition, we assemble the global multitrace
operator on the whole of Γ = Γ1 ∪Γ2, then add the terms on the first row of (3.9) for
the sound-soft scatterer Γ1, and the terms on the second row of (3.9) for the sound-
hard scatterer Γ2. The right-hand side is defined by (3.10) with the appropriate terms
for each scatterer.
Figure 7 shows two slices through solution of this problem with an incident wave
given by uinc = eikx·d, where d = ( 1√
5
, 2√
5
, 0) and k = 2. The values of utot in Ω+ in
this diagram were computed using (2.6).
A greater number of scatterers could be implemented by adding the appropriate
sparse terms for each scatterer. Figure 8 shows the incident wave uinc(x, y, z) = eiky,
where k = 2, scattering off an array of 25 spheres that are a mixture of sound-hard
and sound-soft. In order to solve this problem with objects of the same shape but
with different material properties would only require the reassembly of the sparse
terms that implement the boundary conditions. Therefore this method is well suited
to inverse problems where the type of material is unknown, such as the design of
metamaterials.
6. Conclusions. In this paper, we have derived and analysed the weak imposi-
tion of Dirichlet and mixed Dirichlet–Neumann boundary conditions on the Helmholtz
equation. Both the formulations derived in this paper bear a close resemblance to the
formulations for Laplace in [3], and the corresponding formulations for Neumann and
Robin problems can be easily derived. We expect the analysis of these formulations to
follow the same outline as the Dirichlet and mixed Dirichlet–Neumann formulations
analysed here.
This formulation allows for different boundary conditions to imposed on a problem
through the addition of sparse terms to the full Caldero´n projector. These sparse
terms are cheap to compute, and so once the Caldero´n projector has been discretised
for a mesh, problems with different boundary conditions on this mesh can be cheaply
solved. This has great advantages for inverse problems, such as the design of materials
with desired scattering properties, as it these require the solution of multiple problems
with varying boundary conditions.
In the tests we have run to experiment with weak imposition for Maxwell’s equa-
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Fig. 7: The incident wave uinc = eikx·d, where d = ( 1√
5
, 2√
5
, 0) and k = 2, scattering
off two spheres. The sphere on the left is sound-hard and the sphere on the right is
sound-soft. Here, we took Vh = P1h(Γ)×DUAL0h(Γ), βD = 90/h, βN = 90h, and used
a GMRES tolerance of 10−11.
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Fig. 8: The incident wave uinc = eikx·d, where d = (0, 1, 0) and k = 2, scattering off
25 spheres. The white spheres are sound-hard and the black spheres are sound-soft.
Here, we took Vh = P1h(Γ)×DUAL0h(Γ), βD = 90/h, βN = 90h, and used a GMRES
tolerance of 10−11.
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tions, we have been unable to obtain good solutions in a reasonable amount of time.
Maxwell problems are prone to being strongly ill-conditioned, and this appears to be a
major issue for this method. Therefore, we believe that it is necessary to design more
powerful preconditioners for these weak formulations in order to make this method
feasible for Maxwell problems.
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