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UNIQUENESS FOR THE DETERMINATION
OF SOUND-SOFT DEFECTS
IN AN INHOMOGENEOUS PLANAR MEDIUM
BY ACOUSTIC BOUNDARY MEASUREMENTS
LUCA RONDI
Abstract. We consider the inverse problem of determining shape and loca-
tion of sound-soft defects inside a known planar inhomogeneous and anisotropic
medium through acoustic imaging at low frequency. In order to determine the
defects, we perform acoustic boundary measurements, with prescribed bound-
ary conditions of different types. We prove that at most two, suitably chosen,
measurements allow us to uniquely determine multiple defects under mini-
mal regularity assumptions on the defects and the medium containing them.
Finally, we treat applications of these results to the case of inverse scattering.
1. Introduction
In this paper we prove some uniqueness results for the following kind of inverse
boundary value problem.
Let Ω be a given bounded planar domain, A a 2 × 2 tensor in Ω satisfying a
uniform ellipticity condition and b a measurable positive function in Ω. Let Σ be a
closed set contained in Ω such that Ω\Σ is connected.
Then the (direct) boundary value problem consists of finding a function u that
solves, for a positive constant k,
(1.1)
{
div(A∇u) + kbu = 0 in Ω\Σ,
u = 0 on Σ
and satisfies, in addition, a boundary condition on the exterior boundary ∂Ω;
namely, either a Dirichlet condition
(1.2) u = ψ on ∂Ω
or a Neumann one
(1.3) A∇u · ν = η on ∂Ω.
The inverse boundary value problem of interest to us is the following. Let us
assume that the set Σ is unknown and our aim is to recover it through additional
information on the solutions u of the direct boundary value problems (1.1), (1.2)
or (1.1), (1.3). The additional information on u is obtained by performing mea-
surements on a part of the boundary of the region where the medium, in which the
unknown defects are buried, is located, that is on Γ, a subarc of ∂Ω. More precisely,
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we prescribe one or more, suitably chosen, boundary data ψ and we measure on
Γ the value of A∇u · ν, where u is the solution to (1.1), (1.2). Alternatively, we
choose and prescribe boundary data η and measure the value on Γ of the solutions
to (1.1), (1.3).
We ask whether these additional measurements determine uniquely the set Σ;
that is, if there is a unique set Σ that is compatible with the measurements per-
formed.
The Helmholtz type equation div(A∇u) + kbu = 0 in Ω\Σ can model the wave
pattern of a low amplitude sound wave with a fixed temporal frequency, given by√
k, in a, possibly inhomogeneous and anisotropic, given medium. The closed set Σ
is constituted by the finite union of pairwise disjoint closed sets, and the boundary
condition u = 0 on Σ can model the presence of a sound-soft multiple defect buried
into the medium. Therefore, our inverse problem can be described as an acoustic
imaging technique for the detection in a given medium of sound-soft defects or flaws
such as, for example, obstacles or cracks.
In fact, there are two cases of particular interest. In the first one, each of the
sets constituting Σ can be represented as the graph of a simple open curve. Here
Σ models the presence of many cracks, that is, fractures in the medium. In the
second case, the components of Σ are regions delimited by simple closed curves,
and we model, therefore, the presence of finitely many obstacles in the medium.
There is a well-developed theory, as well as numerical methods, on the determi-
nation of defects, such as obstacles or cracks, through inverse scattering techniques
associated to acoustic waves; see, for instance, the book by Colton and Kress [8],
and the recent survey paper [7] for the obstacle case and [16] for the crack case.
Our approach is different since we do not perform measurements in the far field,
as in the scattering case, but on the (exterior) boundary of the medium obtaining
additional information on the behaviour of the waves on the boundary. However,
from the scattering data, it is possible to obtain information on the near field and
hence on the boundary data. Therefore, we can apply our results also to the scat-
tering case and we generalize, at least in the planar case, some uniqueness results
for the determination of obstacles in a known inhomogeneity contained in [15] by
lowering the assumptions on the defects and the inhomogeneity containing them.
See Section 4 for details.
Let us describe the main results of the paper, as well as the main assumptions
that we make on the data of the problem. We shall keep such assumptions as
minimal as possible.
Concerning the unknown multiple defect Σ, we allow the greatest generality in its
definition, in order to cover all the most interesting cases in applications. Namely,
we assume only that Σ is composed of a finite collection of pairwise disjoint defects,
where a defect σ in Ω is a closed continuum contained in Ω such that Ω\σ is
connected. We recall that a continuum is a connected set with at least two points.
The previously described cases of obstacles and cracks are clearly included in this
broader definition. Indeed, this definition allows a multiple defect to be constituted
by both obstacles and cracks at the same time. Furthermore, and more notably,
no regularity assumption is made on the components of Σ, which may not even
be curves. Our assumptions, however, guarantee that Σ is not reduced to a single
point and that Σ does not break Ω into two or more pieces.
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For the medium in which the defects are buried, we do not assume it to be either
homogeneous or isotropic; that is, the coefficients of the Helmholtz type equation
involved, A and b, satisfy only the following. We suppose that A is a measurable,
symmetric, bounded and uniformly positive definite 2 × 2 matrix in Ω and b is a
measurable, bounded and positive function in Ω. We remark that no continuity or
smoothness assumption is imposed on the coefficients.
We shall consider the case of waves at low frequency; that is, we assume that k
is positive and less than a constant which depends on known quantities involving
the geometry of Ω, the region occupied by the medium, and the physical properties
of the medium itself; that is, the coefficients of the Helmholtz type equation, and,
in certain cases, on a priori information concerning, roughly speaking, the size of
the unknown multiple defect.
Then the following kind of unique determination will be proved, either by pre-
scribing Dirichlet data on ∂Ω and measuring the corresponding Neumann condi-
tions on an open subarc Γ of ∂Ω, or by assigning Neumann conditions on ∂Ω and
measuring the Dirichlet data on Γ.
First, we show that one measurement is enough to uniquely determine Σ in
these two cases. If we assume that Σ is composed of a collection of obstacles, then
the measurement corresponding to any nontrivial prescribed boundary condition is
enough for the determination of Σ; see Theorem 3.2. Otherwise, if we wish to deter-
mine a multiple defect Σ, which might include cracks, with just one measurement,
we need to prescribe a nonnegative boundary datum; see Theorem 3.3.
In the third uniqueness result, Theorem 3.4, we treat the case when two mea-
surements are used. In order to uniquely determine the unknown multiple defect
Σ, we can choose two prescribed boundary data so that they satisfy suitable as-
sumptions on their sign changes on ∂Ω, assumptions less restrictive than the one
in Theorem 3.3.
The mathematical formulation of our inverse problem is similar to the one of
determining a collection of defects, in particular, cracks or cavities, inside a con-
ductor body by performing electrostatic current and voltage measurements on the
exterior boundary of the conductor itself. This problem, which has been referred to
as the inverse crack problem, was introduced by Friedman and Vogelius who proved
the first uniqueness result, [9]. Many other authors contributed to establish further
uniqueness and stability results; see [20] for references on the subject.
In fact, in order to prove our results, we shall extend to the Helmholtz type
equation the technique developed in [2] in order to establish uniqueness results for
the inverse crack problem, coupling it sometimes with reasonings close in spirit to
some used in [3], where the inverse crack problem in three dimensions has been
tackled.
The plan of the paper is as follows. In Section 2 we study qualitative properties
of solutions to (1.1). In particular, we introduce a generalized notion of nodal
critical point, which follows from the one in [4] for elliptic equations without any
lower-order term, and we investigate the relationship between the presence of nodal
critical points for u, the solution to (1.1), and the behaviour of u on ∂Ω; see
Proposition 2.2. In Section 3 we state and prove the uniqueness results for our
inverse problems briefly outlined above. The applications to the scattering case are
developed in Section 4.
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2. Helmholtz type equation with low frequency in a medium
containing sound-soft defects
We study the existence and uniqueness of the solution to the Helmholtz type
equation with low frequency in a planar medium, which contains a finite number of
sound-soft defects, under different types of boundary conditions on the (exterior)
boundary of the medium itself.
Then we shall describe some qualitative properties of these solutions; in partic-
ular, we shall investigate the behaviour of their nodal lines, that is, their level lines
at level 0; see Proposition 2.2.
For any z ∈ R2 and any positive number r, we denote by Br(z) the open ball with
centre z and radius r. We also use the following notation for complex derivatives:
fz = 12 (fx + ify), fz =
1
2 (fx − ify),
where f is usually a complex-valued function.
For any planar domain Ω and any real number p, p ≥ 1, W 1,p(Ω) will denote, as
usual, the Sobolev space
W 1,p(Ω) = {u ∈ Lp(Ω) : ∇u ∈ Lp(Ω)}
where ∇u denotes the gradient of u in the sense of distributions. By W 1,p0 (Ω)
we denote the closure in W 1,p(Ω) of C∞0 (Ω), the space of C
∞(Ω) functions whose
supports are compactly contained in Ω. When p = 2, we usually denote W 1,2(Ω)
by H1(Ω) and W 1,20 (Ω) by H
1
0 (Ω). We recall that a domain is said to be Lipschitz
if its boundary ∂Ω can be locally represented as the graph of a Lipschitz function.
If Ω is bounded and Lipschitz, then H1/2(∂Ω) denotes the trace space of H1(Ω) on
∂Ω. By H−1/2(∂Ω) we shall denote the dual space to H1/2(∂Ω). We recall that
H1/2(∂Ω) ⊂ L2(∂Ω) ⊂ H−1/2(∂Ω).
2.1. Capacities. We shall make use of different notions of capacity. We restrict
ourselves to the planar case. The first kind of capacity that we introduce is the
so-called Sobolev 2-capacity. For any E ⊂ R2, we set
C1,2(E) = inf
u∈S(E)
∫
R2
|u|2 + |∇u|2
where
S(E) = {u ∈ H1(R2) : u = 1 a.e. in an open set containing E}.
If S(E) is empty, then C1,2(E) = ∞. The number C1,2(E) is called the Sobolev
2-capacity of E. For its basic properties we refer, for instance, to [12, Chapter 2].
We recall that if K is a compact set contained in R2, then
C1,2(K) = inf
u∈S(K)∩C∞0 (R2)
∫
R2
|u|2 + |∇u|2.
Our interest in capacity follows from the fact that capacity plays an important
roˆle in the following Poincare´ type inequalities. It is well known that, for any
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bounded domain Ω ⊂ R2, there exists a constant C(Ω) such that for any u ∈ H10 (Ω),
we have
(2.1)
∫
Ω
u2 ≤ C(Ω)
∫
Ω
|∇u|2.
This inequality is called the Poincare´ inequality and we have that
C(Ω) ≤ (|Ω|/(2pi))1/2;
see, for instance, [10, page 164]. Here |Ω| denotes the Lebesgue measure of Ω.
In other words, there exists a constant depending on |Ω| only such that for any
function u ∈ H1(Ω) such that u = 0 in a weak sense on ∂Ω, inequality (2.1) holds.
A similar property is satisfied also by the class of H1(Ω) functions vanishing (in a
weak sense) on a given set with positive Sobolev 2-capacity.
Let us state this kind of generalization of Poincare´ inequality; see [23, Section 4.5]
for details. Let Ω be a bounded Lipschitz domain and let Σ be a closed set contained
in Ω with positive Sobolev 2-capacity. Then there exists a constant C(Σ,Ω) such
that
(2.2)
∫
Ω
u2 ≤ C(Σ,Ω)
∫
Ω
|∇u|2
for any u ∈ H1(Ω) satisfying u = 0 in a weak sense on Σ. Furthermore, we have
that
(2.3) C(Σ,Ω) ≤ C(C1,2(Σ))−1/2
where the constant C depends on Ω only.
We wish to remark that this result, and, in particular, the estimate (2.3), is
stated in [23] with C1,2(Σ) replaced by B1,2(Σ), where for any E ⊂ R2, B1,2(E)
denotes the (1, 2)-Bessel capacity of E (see [23, Section 2.6] for its definition). These
two notions of capacity are equivalent; that is, there exist two positive constants
A1 and A2 such that
A1B1,2(E) ≤ C1,2(E) ≤ A2B1,2(E)
for any set E ⊂ R2. Therefore, since the definition of Bessel capacity is somewhat
involved, we have preferred to use the Sobolev 2-capacity. The equivalency of the
two capacities may be found in [1], by coupling Proposition 2.3.13 with the remark
after Definition 2.2.6 therein contained.
Formula (2.3) provides an upper bound on the constant C(Σ,Ω) introduced
in (2.2) in terms of the Sobolev 2-capacity of Σ. In order to make our results
more applicable, we would like to estimate from above C(Σ,Ω) in terms of metric
properties of Σ, which are easier to compute. For planar sets we shall be able to
obtain these estimates using known results concerning another notion of capacity,
the logarithmic capacity. For any bounded and closed subset E of R2, let γ(E)
be its logarithmic capacity. For a definition of logarithmic capacity and its basic
properties, we refer to [22, Chapter III]. Our interest in logarithmic capacity relies
on the fact that if σ is a closed and bounded continuum, then γ(σ) > 0; see
[22, Theorem III.5]. Furthermore, not only is γ(σ) positive, but, under the same
assumptions on σ, we also have that
(2.4) γ(σ) ≥ diam(σ)
4
,
where diam(σ) denotes the diameter of σ; see [22, page 85].
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We shall use (2.4) to estimate C1,2(σ) from below where σ is a bounded and closed
continuum. In order to find a suitable relation between the Sobolev 2-capacity and
the logarithmic capacity, we need to consider two other notions of capacity.
The first is defined as follows. For any bounded domain Ω ⊂ R2 and any E ⊂ Ω,
we define the 2-capacity of the condenser (E,Ω), cap2(E,Ω), as
cap2(E,Ω) = inf
u∈S(E,Ω)
∫
Ω
|∇u|2
where
S(E,Ω) = {u ∈ H10 (Ω) : u = 1 a.e. in an open set containing E}.
If S(E,Ω) is empty, we set cap2(E,Ω) = ∞. Also, for this capacity, if K is a
compact set contained in Ω, we have
cap2(K,Ω) = inf
u∈S(E,Ω)∩C∞0 (Ω)
∫
Ω
|∇u|2.
For basic properties of the 2-capacity of condensers, we refer again to [12, Chap-
ter 2]. Here we simply recall that, for any x0 ∈ R2 and any 0 < r < R, the following
formula holds:
(2.5) cap2(Br(x0), BR(x0)) = 2pi(log(R/r))
−1,
and that the following relation holds between the Sobolev 2-capacity and the 2-
capacity of a condenser. There exists a positive constant A3 such that for any
E ⊂ Br(x0), we have
(2.6) (1 +A3r2)−1C1,2(E) ≤ cap2(E,B2r(x0)) ≤ 16(1 + r−2)C1,2(E);
see [12, Theorem 2.38].
The other capacity that we need to introduce is the so-called hyperbolic capacity.
For any planar closed set E contained in B1(0), we denote with γ−(E) the hyper-
bolic capacity of E. For the definition of this capacity we refer to [22, Section III.12].
By the definitions of logarithmic and hyperbolic capacities, it is immediate to re-
mark that for every r, 0 < r < 1, if E is a closed set contained in Br(0), we have
(2.7)
γ(E)
1 + r2
≤ γ−(E) ≤ γ(E)1− r2 .
The last link that we need is provided by the modulus of a ring domain; see [22,
Section III.13]. Let σ be a closed continuum contained in B1(0). Then we consider
the ring domain B1(0)\σ and denote by M(B1(0)\σ) its modulus. On one side, we
use (2.5) and the fact that capacity of condensers and modulus of ring domains are
invariant by conformal mappings to prove that
(2.8) cap2(σ,B1(0)) = 2piM(B1(0)\σ)−1.
On the other hand, Theorem III.54 in [22] states that
(2.9) M(B1(0)\σ) = log 1/γ−(σ).
We collect all of these results as follows. Let σ be a closed continuum and let
diam(σ) be its diameter. We take x0 ∈ σ. Without loss of generality, we can assume
x0 = 0 and we denote σ˜ = σ ∩ B1/3(0). It follows that σ˜ is a closed continuum
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contained in B1/2(0) and, by (2.6) and the monotonicity property of capacity, we
infer immediately that
C1,2(σ) ≥ C1,2(σ˜) ≥ cap2(σ˜, B1(0))/80.
On the other hand, we have that diam(σ˜) ≥ min{1/3, diam(σ)} and hence, by (2.4)
and (2.7), we have
γ−(σ˜) ≥ 45γ(σ˜) ≥ min
{
1
15
,
diam(σ)
5
}
.
By (2.8) and (2.9), we infer that
cap2(σ˜, B1(0)) =
2pi
log 1/γ−(σ˜)
.
By collecting the last three equations, we have that for any closed continuum σ,
the following estimate holds:
C1,2(σ) ≥ pi
−40 log
(
min
{
1
15 ,
diam(σ)
5
}) .
Hence we deduce that
(2.10) C1,2(σ) ≥ pi40 log (max {15, 5/diam(σ)}) .
An immediate corollary of this last result is that a closed continuum σ has a
strictly positive Sobolev 2-capacity.
2.2. First eigenvalues. Let Ω ⊂ R2 be a bounded domain. Let A = A(z), z ∈ Ω,
be a 2 × 2 symmetric matrix whose entries are measurable and which satisfies the
following uniform ellipticity condition for a positive constant λ:
(2.11) λId ≤ A(z) ≤ λ−1Id for a.e. z ∈ Ω,
where Id denotes the identity matrix.
Let b = b(z), z ∈ Ω, be a measurable function satisfying the condition
(2.12) λ ≤ b(z) ≤ λ−1 for a.e. z ∈ Ω.
We define the number k0(Ω, A, b) in the following way:
(2.13) k0(Ω, A, b) = min
u∈H10 (Ω), u6=0
∫
ΩA∇u · ∇u∫
Ω
bu2
.
We have that k0 is a positive number, and it is the first Dirichlet eigenvalue asso-
ciated to the following boundary value problem:
(2.14)
{ −div(A∇u) = kbu in Ω,
u = 0 on ∂Ω.
We remark that the following monotonicity property holds:
(2.15) k0(Ω, A, b) ≤ k0(Ω1, A, b) for any domain Ω1 ⊂ Ω.
We also notice that if A ≡ Id and b ≡ 1, we have that k0(Ω, Id, 1) is the first
eigenvalue of the Laplace operator and the following inequality holds:
(2.16) λ2k0(Ω, Id, 1) ≤ k0(Ω, A, b) ≤ λ−2k0(Ω, Id, 1).
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Finally, it is evident that k0(Ω, Id, 1) is given by 1/C(Ω) where C(Ω) is the best
possible constant in (2.1). Therefore, k0(Ω, A, b) satisfies the estimate
(2.17) k0(Ω, A, b) ≥ λ
2
C(Ω)
≥ λ2
(
2pi
|Ω|
)1/2
.
For a review of theoretical results, as well as numerical methods, concerning the
Dirichlet eigenvalues of the Laplace operator for 2-dimensional domains, we refer
to [17].
For any closed set Σ contained in Ω, we define the number k0(Σ,Ω, A, b) as
(2.18) k0(Σ,Ω, A, b) = min
u∈H1(Σ,Ω), u6=0
∫
Ω A∇u · ∇u∫
Ω
bu2
whereH1(Σ,Ω) denotes the set ofH1(Ω) functions vanishing (in a weak sense) on Σ.
We observe that if the Sobolev 2-capacity of Σ is zero, then H1(Σ,Ω) coincides with
H1(Ω) and therefore k0(Σ,Ω, A, b) = 0 in this case. On the other hand, if C1,2(Σ) >
0, we have that k0(Σ,Ω, A, b) is strictly positive and is linked to k0(Σ,Ω, Id, 1) by
a formula completely analogous to (2.16). Furthermore, it is possible to evaluate
k0(Σ,Ω, Id, 1) in terms of the best constant C(Σ,Ω) appearing in the Poincare´
type inequality (2.2). As before, k0(Σ,Ω, Id, 1) = 1/C(Σ,Ω). Therefore, using
(2.3), k0(Σ,Ω, A, b) can be bounded from below by a positive constant depending
on λ, Ω and the Sobolev 2-capacity of Σ only, as follows:
(2.19) k0(Σ,Ω, A, b) ≥ λ
2
C(Σ,Ω)
≥ λ2C(C1,2(Σ))1/2
where C is a positive constant depending on Ω only.
2.3. Nodal critical points. Given a bounded domain Ω, we say that σ ⊂ Ω is a
defect in Ω if σ is a closed continuum such that Ω\σ is connected.
A multiple defect in Ω will be a subset Σ of Ω that is the union of a finite number
of pairwise disjoint defects, σ1, . . . , σN , where N is a positive integer. We have that
Ω\Σ is a connected open set and we have already noticed that Σ has a strictly
positive Sobolev 2-capacity. We introduce the following notation. Given a multiple
defect Σ =
⋃N
i=1 σi, we set
δ(Σ) = max
i=1,...,N
{diam(σi)}.
In order to be able to compare the case when no defect is present in the medium,
with a slight abuse of notation, we consider also the empty set as a multiple defect.
We assume that
δ(Σ) = 0 if Σ = ∅.
Therefore, in the sequel of the paper, we shall always assume that Σ is either the
empty set or a finite union of (nonempty) pairwise disjoint defects contained in Ω.
We are interested in functions u satisfying in a weak sense, for a given positive
constant k, the following:
(2.20)
{
div(A∇u) + kbu = 0 in Ω\Σ,
u = 0 on Σ;
that is, functions u belonging to H1(Σ,Ω) such that
(2.21)
∫
Ω\Σ
A∇u · ∇φ− kbuφ = 0 for any φ ∈ H10 (Ω\Σ).
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First, we notice that functions u satisfying (2.20) are continuous functions in
Ω. If Σ is empty, this may be deduced by standard regularity estimates in the
interior for elliptic equations. If Σ is not empty, every component of Σ being a
continuum, we deduce that every point of ∂Σ is regular for the Dirichlet problem
for the Laplace equation with respect to the domain Ω\Σ; see, for instance, [22].
Hence, by standard regularity estimates in the interior and [18], we obtain that
any solution u to (2.20) belongs to C(Ω) and hence satisfies u = 0 on Σ also in a
classical sense.
Weak solutions to an equation of the kind div(A∇u)+kbu = 0, with k a positive
constant, can be related, at least locally, to weak solutions to an elliptic equation
in divergence form with no lower-order terms, that is, to functions u˜ satisfying
div(A˜∇u˜) = 0, with A˜ a symmetric matrix satisfying the uniform ellipticity condi-
tion (2.11).
Given a simply connected, bounded, Lipschitz domain D, a symmetric and mea-
surable matrix A satisfying (2.11) in D, a measurable function b satisfying (2.12)
in D, we assume that u ∈ H1(D) ∩ C(D) solves, in a weak sense,
(2.22) div(A∇u) + kbu = 0 in D,
where k is a positive constant so that k < k0(D,A, b). We remark that k <
k0(D,A, b) provided that the measure of D is small enough. Hence all the following
considerations might be applied locally inside Ω\Σ for solutions to (2.20). For such
a k, we have that there exists a unique weak solution w to the boundary value
problem
(2.23)
{
div(A∇w) + kbw = 0 in D,
w = 1 on ∂D.
We have that w is continuous up to the boundary of D and, by the strong maximum
principle, is strictly positive in D. We consider the function u˜ = u/w. We have
that u˜ ∈ H1(D) ∩C(D) and solves the equation
(2.24) div(A˜∇u˜) = 0 in D,
where A˜ = w2A. We notice that A˜ is measurable, symmetric and satisfies a uniform
ellipticity condition in D; that is, it satisfies (2.11) for a positive λ.
We also introduce the function v˜, the so-called stream function associated to u˜,
namely, a function satisfying almost everywhere in D,
∇v˜ = [ 0 −11 0 ] A˜∇u˜.
The existence of a single-valued function satisfying this condition is guaranteed
by the fact that D is simply connected. The stream function is unique up to an
additive constant and, furthermore, we have that v˜ is still a solution to an elliptic
equation; namely, v˜ solves
div(B˜∇v˜) = 0 in D,
where B˜ = (det A˜)−1A˜. Clearly, also B˜ satisfies the uniform ellipticity condition
(2.11). We remark that if u˜ is harmonic, then the notion of stream function coincides
with the one of harmonic conjugate and, in this case, the complex-valued function
f˜ = u˜ + iv˜ is known to be holomorphic, that is, to satisfy f˜z = 0. In the more
general case, we have that f˜ satisfies a first-order Beltrami type equation of the
following kind:
(2.25) f˜z = µf˜z + νf˜z
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where µ and ν are measurable complex-valued coefficients in D satisfying almost
everywhere in D,
(2.26) |µ|+ |ν| ≤ κ < 1
where κ is a constant strictly less than one depending on the ellipticity and bound-
edness constants of A˜ only.
Any H1(D,C) solution f˜ of an equation of the type (2.25), (2.26), κ being
a constant such that 0 ≤ κ < 1, is called a κ-quasiconformal function. If, in
addition, f˜ is univalent, then f˜ is called a κ-quasiconformal mapping. We call
any κ-quasiconformal function (respectively mapping) a quasiconformal function
(respectively mapping), for some κ, 0 ≤ κ < 1.
For solutions to an elliptic equation in two dimensions like (2.24), we can define,
following [4], a generalized notion of a critical point. Let u˜ solve (2.24) and let
v˜ be its associated stream function. A representation theorem due to Bers and
Nirenberg (see [6] and also [5]) states that the quasiconformal function f˜ = u˜ + iv˜
can be represented as f˜ = F˜ ◦ χ where χ is a quasiconformal mapping, such that
χ and its inverse χ−1 are Ho¨lder continuous, and F˜ is a holomorphic function. If
f˜ = u˜ + iv˜ is not constant, then z0 ∈ D is called a geometrical critical point for
u˜, and at the same time for v˜, if χ(z0) is a critical point in the classical sense
for U˜ = <F˜ . We remark that the definition is independent of the choice of the
representation and coincides with the classical one if u˜ is smooth.
To any geometrical critical point we can also associate a generalized notion of
index. Let G be a smooth planar domain and let E be a smooth vector field such
that E 6= 0 on ∂G. Then we define the index of E in G, I(G,E), as −(winding
number) of E along ∂G; that is,
I(G,E) = − 1
2pi
∫
∂G
d arg(E).
If z0 is an isolated zero of E, the index of E at z0 is given by
I(z0, E) = lim
r→0
I(Br(z0), E).
For the present purposes, a complex-valued function g = g1 + ig2 will be identified
with the vector field E = ( g1g2 ) .
The geometric index of ∇u˜ at z0 ∈ D, still denoted by I(z0,∇u˜), will be defined
as the index of ∇U˜ at χ(z0). We remark that, by this definition, for solutions to
elliptic equations like (2.24) the index is positive if and only if z0 is a geometrical
critical point. Moreover, we have that if z0 is such that f˜(z0) = 0, then
I(z0, f˜) = I(χ(z0), F˜ ) = I(χ(z0),∇U˜) + 1 = I(z0,∇u˜) + 1.
Let us also recall that the number of critical points inside a given domain, when
they are counted with their multiplicities, is continuous with respect to H1 conver-
gence; see [4] for details.
We may give a geometric characterization of the geometric index in the following
way. The geometric index of ∇u˜ at z0 is n, n ≥ 0, if and only if, locally in a
neighbourhood of z0, the level set {u˜ = u˜(z0)} is constituted by n+1 simple curves
intersecting at z0 only. Then, since u and u˜ share the behaviour of the nodal lines,
we can define nodal geometrical critical points for solutions to (2.22), along with
their indexes, by using the geometrical characterization. That is, z0 ∈ D is a nodal
geometrical critical point of index n, n ≥ 1, for a solution u to (2.22) if the set
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{u = u(z0) = 0} is constituted, in a suitable neighbourhood of z0, by n+ 1 simple
curves intersecting at z0 only. Moreover, the following proposition describing the
local behaviour of the nodal lines can be proved.
Proposition 2.1. Let u be a solution of (2.22) where D is a bounded domain,
k is a positive number and A and b satisfy the previously stated assumptions, in
particular, they verify (2.11) and (2.12) respectively. Let z0 be a point of D such
that u(z0) = 0.
Then there exist a nonnegative integer, n, and an open neighbourhood U of z0,
such that the following holds.
The set {z ∈ U : u(z) = 0} is composed of n + 1 simple curves intersecting
at z0 only, and the set {z ∈ U : u(z) 6= 0} has exactly 2(n + 1) connected com-
ponents D1, . . . , D2(n+1). Moreover, we can find a Jordan curve γ surrounding z0
and contained in U such that γ ∩ Dj is connected for every j. By following the
parametrization on γ, we can assume that the open sets Dj, j = 1, . . . , 2(n + 1),
are ordered in a clockwise sense. We have that for any j, j = 1, . . . , 2(n + 1), the
sign of u on Dj is different from the sign of u on Dj+1. Obviously, we identify
D2(n+1)+1 with D1.
Proof. We can fix r > 0 small enough so that Br(z0) ⊂ D and k < k0(Br(z0), A, b).
Let w be the solution to (2.23) when D is replaced by Br(z0). The function u˜ =
u/w satisfies in Br(z0) the elliptic equation (2.24). Let v˜ be the stream function
associated with u˜ in Br(z0). We have that u˜(z0) = 0 and, without loss of generality,
we can assume v˜(z0) = 0. We know that f˜ = u˜ + iv˜, up to a quasiconformal
change of coordinates, is holomorphic. Then, setting n as the index of ∇u˜ at z0,
the proposition follows from well-known properties of harmonic and holomorphic
functions. ¤
Again, let D be a Lipschitz bounded domain and let u and u′ belong to H1(D).
Let Γ be an open subarc of ∂D. Then we say that u = u′ in a weak sense on Γ if
for any φ ∈ C∞0 (R2) such that supp(φ)∩ ∂D ⊂ Γ we have that (u− u′)φ ∈ H10 (D).
So u = 0 on Γ if uφ ∈ H10 (D) for any φ ∈ C∞0 (R2) such that supp(φ) ∩ ∂D ⊂ Γ.
For any solution u to (2.22), where in this case we allow k to be either zero or
positive, we can define the conormal derivative of u on the boundary, A∇u · ν, ν
denoting the outer normal to ∂D, as an element of H−1/2(∂D) such that (A∇u ·
ν)[φ|∂D] =
∫
D
A∇u · ∇φ− kbuφ for any φ ∈ H1(D).
If u and u′ satisfy (2.22) with the same k, k ≥ 0, we say that A∇u ·ν = A∇u′ ·ν
in a weak sense on an open subarc Γ of ∂D if (A∇u · ν − A∇u′ · ν)[φ|∂D] = 0
for any φ ∈ C∞0 (R2) such that supp(φ) ∩ ∂D ⊂ Γ. Hence we say that A∇u · ν =
0 in a weak sense on Γ if (A∇u · ν)[φ|∂D ] = 0 for any φ ∈ C∞0 (R2) such that
supp(φ) ∩ ∂D ⊂ Γ. We say also that A∇u · ν ≥ 0 (≤ 0 respectively) in a weak
sense on Γ if (A∇u · ν)[φ|∂D ] ≥ 0 (≤ 0 respectively) for any φ ∈ C∞0 (R2) such that
supp(φ) ∩ ∂D ⊂ Γ and φ ≥ 0.
It has been proven in [4] that if two solutions of (2.22) with k = 0 are such that
u = u′ and A∇u · ν = A∇u′ · ν on an open subarc Γ in a weak sense, then u = u′
in D. This result can be extended to the case when k > 0 simply by the following
considerations.
We can extend A and b on the whole plane by taking A ≡ Id outside D and b ≡ 1
outside D. We consider a point z in Γ and we consider the ball Br(z). We take
r small enough in such a way that k < k0(Br(z), A, b). Hence the problem (2.23),
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with D replaced by Br(z), admits a unique positive solution w. It is well known,
since [19], that this solution is continuous inside Br(z) and belongs to W
1,p
loc (Br(z))
for some p > 2. Then, if we take r1 < r, we have that u˜ = u/w and u˜′ = u′/w
belong to H1(D ∩ Br1(z)). It is also clear that if u = u′ on Γ, then u˜ = u˜′ on
Γ ∩Br1(z) in a weak sense.
Furthermore, it is straightforward to notice that if u = u′ and A∇u ·ν = A∇u′ ·ν
on Γ, then not only does u˜ = u˜′ on Γ ∩ Br1(z), but also A˜∇u˜ · ν = A˜∇u˜′ · ν on
Γ ∩ Br1(z). Therefore, u˜ = u˜′ in Br1(z) ∩D and so u = u′ on this set. So far, we
have obtained a local unique continuation property near the boundary. However,
we can immediately deduce a global unique continuation property, that is, we can
infer that u = u′ on the whole domain D. In fact, it is well known that any solution
to (2.22) vanishing in an open subset of D must vanish everywhere; hence, since
u = u′ in an open subset of D, they must coincide everywhere.
We have obtained some information concerning the local behaviour of the nodal
lines of solutions to (2.20). For our purposes we need to study also a global be-
haviour of the nodal lines of these functions. In particular, we want to extract
information about the behaviour of these solutions on the exterior boundary ∂Ω
from information about their nodal critical points inside Ω\Σ.
We shall investigate two kinds of boundary conditions, namely, Dirichlet and
Neumann. We assume that Ω is a bounded, simply connected domain and we
assume ∂Ω to be Lipschitz. Let Σ be a multiple defect in Ω. We recall that Σ
might be the empty set.
Let ψ ∈ H1(Ω) and let k be such that 0 < k < k0(Ω\Σ, A, b). Then the following
Dirichlet type boundary value problem admits a unique weak solution:
(2.27)
 div(A∇u) + kbu = 0 in Ω\Σ,u = 0 on Σ,
u = ψ on ∂Ω.
The weak formulation of (2.27) is the following. We look for a function u ∈
H1(Σ,Ω) such that its trace on ∂Ω is equal to the trace of ψ on ∂Ω and such
that ∫
Ω\Σ
A∇u · ∇φ− kbuφ = 0 for any φ ∈ H10 (Ω\Σ).
If, in addition, we have that ψ ∈ H1(Ω)∩C(Ω), then we infer that u ∈ C(Ω) (see
for instance [10, Theorem 8.31]) and u = ψ on ∂Ω is satisfied in a classical sense.
We consider also the case when a Neumann type condition is imposed on ∂Ω.
We assume that Σ is not empty and we take k such that 0 < k < k0(Σ,Ω, A, b).
For any η ∈ H−1/2(∂Ω), we have that the mixed type boundary value problem
(2.28)
 div(A∇v) + kbv = 0 in Ω\Σ,v = 0 on Σ,
A∇v · ν = η on ∂Ω
admits a unique (weak) solution. The weak formulation of (2.28) is to find a
function v ∈ H1(Σ,Ω) such that∫
Ω\Σ
A∇v · ∇φ− kbvφ = η[φ|∂Ω] for any φ ∈ H1(Σ,Ω).
UNIQUENESS FOR THE DETERMINATION OF SOUND-SOFT DEFECTS 225
We recall that if η ∈ L2(∂Ω), then η ∈ H−1/2(∂Ω) and we have η[φ] = ∫
∂Ω
ηφ for
any φ ∈ H1/2(∂Ω). Also, if η ∈ L2(∂Ω), then v is continuous up to the boundary
of Ω; that is, v ∈ C(Ω).
The proof of this continuity result can be sketched as follows. We already know
that v is continuous in all Ω. We need only to consider its continuity near ∂Ω. Let
us take a smooth simply connected domain Ω1 that is compactly contained in Ω
and such that Σ ⊂ Ω1. Then the Neumann problem
(2.29)

div(A∇vˆ) = 0 in Ω\Ω1,
A∇vˆ · ν = η on ∂Ω,
A∇vˆ · ν = − 1|∂Ω1|
∫
∂Ω η on ∂Ω1
admits a solution that is unique up to additive constants. Here |∂Ω1| denotes
the length of ∂Ω1 and the integral
∫
∂Ω
η is taken with respect to arclength. We
have that vˆ is continuous on Ω\Ω1. This may be proved as follows. We study
the behaviour of vˆ locally near a point of the boundary of Ω\Ω1, which is given
by ∂Ω ∪ ∂Ω1. Let us fix a point z0 in ∂Ω and let us investigate the continuity of
vˆ in a neighbourhood of z0. The same kind of reasoning can be applied to points
belonging to ∂Ω1. There is no guarantee that a global single-valued stream function
associated to vˆ exists in Ω\Ω1, since this domain is doubly connected. However,
for a fixed z0 ∈ ∂Ω, we can find a neighbourhood U of z0 such that U ∩ (Ω\Ω1) is a
simply connected Lipschitz domain. Therefore, wˆ, the stream function associated
to vˆ in U ∩ (Ω\Ω1), is well-defined and single-valued and its trace on ∂Ω ∩ U is
equal to ψ, the antiderivative of η along ∂Ω; that is, ψ =
∫
η where the indefinite
integral is taken with respect to arclength in the counterclockwise direction. We
remark that ψ is not necessarily single-valued on the whole ∂Ω (unless, actually,
η has zero mean) but it is well-defined on every proper open subset of it, and,
furthermore, on any such set is Ho¨lder continuous. Then by standard regularity
estimates up to the boundary, we infer that wˆ is Ho¨lder continuous on U1 ∩ Ω, where
we assume U1 to be an open neighbourhood of z0 compactly contained in U and
such that U1 ∩ Ω is a simply connected Lipschitz domain. Through a bi-Lipschitz
transformation between U1 ∩Ω and B1(0) and the representation theorem already
cited, [6], we have that vˆ + iwˆ = Fˆ ◦ χ where Fˆ is holomorphic in B1(0) and χ is
a quasiconformal mapping between B1(0) and U1 ∩ Ω such that χ and its inverse
are Ho¨lder continuous up to the boundary. We deduce that Wˆ = =Fˆ is Ho¨lder
continuous up to ∂B1(0), since wˆ is Ho¨lder continuous up to ∂(U1 ∩Ω). Therefore,
by Privaloff’s Theorem (see [5, Part II, Chapter 6, Theorem 5, p. 279]), Vˆ = <Fˆ
is also Ho¨lder continuous up to the boundary of B1(0), and this, in turn, implies
that vˆ is Ho¨lder continuous up to the boundary of U1 ∩Ω.
Let us take Ω2 to be a smooth simply connected domain containing the closure
of Ω1 and contained (compactly) in Ω. Then by the already-mentioned theorem
by Meyers, [19], and by standard regularity estimates in the interior, we can find
a function h such that h is continuous in R2 with compact support contained in
Ω\Ω1, h ∈W 1,q(Ω) for some q > 2 and h = v − vˆ on ∂Ω2.
Then we have that h1 = v − vˆ − h satisfies the boundary value problem
(2.30)
 div(A∇h1) = g + div(G) in Ω\Ω2,A∇h1 · ν = 0 on ∂Ω,
h1 = 0 on ∂Ω2,
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where g ∈ Lp(Ω\Ω2) for any p < ∞ and G belongs to Lq(Ω\Ω2) for some q > 2.
A bi-Lipschitz change of variables transforming Ω\Ω2 onto an annulus does not
modify the nature of the elliptic equation, of its right-hand side and of its boundary
conditions. So, we can assume, without loss of generality, that the boundary of
Ω\Ω2 is at least C1 and we can apply a theorem by Stampacchia, [21], to ensure
that h1 ∈ C(Ω\Ω2). Since v = h1 + vˆ near ∂Ω and both h1 and vˆ are continuous
up to ∂Ω, the result is proven.
Let u be a solution to (2.20), with k small enough. Then the geometric index of
a zero of u provides information on the behaviour of u on the boundary. Roughly
speaking, we can estimate the number of sign changes either of u|∂Ω or of the
conormal derivative of u on ∂Ω. We state this result in the following proposition.
Proposition 2.2. Let u be a nonconstant C(Ω) ∩ H1(Ω) solution to (2.20). Let
z0 ∈ Ω\Σ be such that u(z0) = 0 and let n be the geometric index of ∇u at z0.
Then the following holds:
i) if k < k0(Ω\Σ, A, b), there exist 2(n+ 1) points on ∂Ω, yj, j = 1, . . . , 2(n+
1), ordered in a clockwise sense along ∂Ω, such that (−1)ju(yj) > 0 for any
j, j = 1, . . . , 2(n+ 1);
ii) if k < k0(Σ,Ω, A, b), then there exist 2(n+ 1) open, connected and pairwise
disjoint subarcs of ∂Ω, Γj, j = 1, . . . , 2(n+1), ordered in a clockwise sense,
such that A∇u · ν on Γj is not allowed to be nonnegative for any even j
and is not allowed to be nonpositive for any odd j, j = 1, . . . , 2(n+ 1).
Proof. We recall that n is a nonnegative integer and it is positive if and only if
z0 is a geometrical critical point for u. We apply Proposition 2.1 to z0. For any
j, j = 1 . . . , 2(n + 1), let D˜j be the connected component of {z ∈ Ω : u(z) 6=
0} containing Dj . In either case, since clearly k0(Σ,Ω, A, b) ≤ k0(Ω\Σ, A, b), we
have that k < k0(Ω\Σ, A, b) ≤ k0(D˜j , A, b) and so we can infer that u|∂D˜j is not
identically equal to zero. Obviously, u = 0 for any point of ∂D˜j ∩ Ω; therefore,
there exists a point yj ∈ ∂D˜j ∩ ∂Ω such that u(yj) 6= 0. We can connect each yj
with a point belonging to Dj by a continuous curve which, but for its endpoint yj,
is contained in D˜j . Therefore, since the sign of u on Dj (and hence also on D˜j)
changes from one j to the next one, we can prove that the order of the points yj
on ∂Ω is equal to the order defined by the sets Dj and the sign of u on yj is also
changing from one j to the next one. Here, and in the sequel, we clearly identify
j = 2(n+ 1) + 1 with j = 1. So, we have established part i) of the proposition.
For what concerns part ii), we consider the following reasoning. For any j,
j = 1, . . . , 2(n+ 1), we define the function uj in the following way:
uj =
{
u in D˜j ,
0 in Ω\D˜j .
We have that uj ∈ H1(Σ,Ω). Therefore, by the assumption on k, we obtain that∫
ΩA∇uj · ∇uj − kbu2j > 0. It is also easy to see that∫
Ω
A∇uj · ∇uj − kbu2j =
∫
Ω
A∇u · ∇uj − kbuuj > 0.
Therefore, we deduce that
(2.31) (A∇u · ν)[uj |∂Ω] > 0 for any j, j = 1, . . . , 2(n+ 1).
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We have that uj is a continuous function on Ω and is either nonpositive or
nonnegative. By the previous construction, we are able to find Γj , j = 1, . . . , 2(n+
1), open, connected and pairwise disjoint subarcs of ∂Ω such that {z ∈ ∂Ω : uj(z) 6=
0} ⊂ Γj . As before, the arcs Γj are ordered in a clockwise sense and preserve the
order of the sets Dj and u changes sign from one Γj to the adjacent ones. That
is, we can assume, without loss of generality, that uj is nonnegative for j even and
nonpositive for j odd, j = 1, . . . , 2(n+ 1).
Let us assume that uj is nonnegative on Γj . If A∇u · ν were also nonnegative
on Γj, formula (2.31) would yield a contradiction. The case when uj is nonpositive
on Γj is treated in an analogous way; hence the proof is complete. ¤
3. The main uniqueness results
In this section we prove a unique determination of a multiple sound-soft defect
buried into a domain Ω by a finite number of boundary measurements. We are
interested in two cases. In the first one, Dirichlet conditions are assigned on the
exterior boundary ∂Ω and the corresponding Neumann data are measured on an
open subarc Γ of ∂Ω. In the second case, we prescribe Neumann conditions and we
measure the corresponding Dirichlet data on Γ. A suitable choice of the data to be
prescribed on ∂Ω allows us to uniquely determine the multiple defect.
Let us consider the following framework. Let Ω be a Lipschitz, bounded and
simply connected domain. Let A be a 2 × 2 measurable symmetric matrix defined
in Ω and satisfying (2.11), and let b be a measurable function in Ω satisfying (2.12),
for a positive constant λ.
Let Σ and Σ′ be two multiple defects in Ω. We fix also Γ, an open subarc of ∂Ω.
We prove the following auxiliary proposition.
Proposition 3.1. Let k satisfy 0 < k < min{k0(Ω\Σ, A, b), k0(Ω\Σ′, A, b)}.
Fix ψ ∈ C(Ω)∩H1(Ω) and let u be the solution to (2.27) and let u′ be the solution
to the same problem when Σ is replaced by Σ′. Then if A∇u · ν = A∇u′ · ν on Γ in
a weak sense, we have u = u′ on Ω.
For fixed η ∈ L2(∂Ω), if v solves (2.28) and v′ solves the same problem with Σ
replaced by Σ′, and v = v′ on Γ, then v = v′ on Ω.
Proof. We follow the arguments used to prove Proposition 3.1 in [2]. We define G
as the connected component of Ω\(Σ ∪ Σ′) such that ∂Ω is contained in ∂G. By
the unique continuation property that we have described in the previous section,
we immediately obtain that u = u′ in G and indeed on G, given the continuity of
the functions involved. The same reasoning allows us to say that v = v′ on G. We
need to check that u = u′ and v = v′ also outside G. We shall treat only the first
case since the second is completely analogous.
On ∂G∩Ω we have that u = u′ = 0 since ∂G∩Ω is clearly contained in Σ∪Σ′.
Let D be one of the connected components of (Ω\G)\Σ. The boundary of D is
composed of points either belonging to Σ or to ∂G∩Ω. We infer that u ≡ 0 on ∂D
and this implies, given the assumption on k, that u = 0 in D. Therefore, we have
that u = 0 on Ω\G. By the same reasoning, we obtain that u′ is equal to zero on
Ω\G and therefore the two functions coincide everywhere. ¤
Already this global unique continuation property provides us with a uniqueness
result with a single measurement in some particular cases. In the first case, we
consider a restriction on the kind of defects considered, namely, we assume that
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the unknown multiple defect coincides with the closure of its interior. With this
assumption on Σ, one measurement will be enough to determine the multiple defect
even if no assumption, but nontriviality, is imposed on the prescribed datum. In
the second case, we do not restrict the kind of defects considered, but we impose the
prescribed boundary datum to be nontrivial and either nonnegative or nonpositive
on the whole ∂Ω.
We describe these results in the following two theorems.
Theorem 3.2. Let Ω, A, b and Γ satisfy the previously described assumptions.
Let Σ and Σ′ be two multiple defects in Ω such that Σ =
◦
Σ, where
◦
Σ denotes the
interior part of Σ, and Σ′ =
◦
Σ′.
Let k be such that 0 < k < min{k0(Ω\Σ, A, b), k0(Ω\Σ′, A, b)}. Let us fix ψ ∈
C(Ω) ∩H1(Ω) in such a way that ψ|∂Ω 6≡ 0. Then if u, the solution to (2.27), and
u′, the solution to (2.27) with Σ replaced by Σ′, satisfy
A∇u · ν = A∇u′ · ν on Γ,
we have that Σ = Σ′.
Let k satisfy 0 < k < min{k0(Σ,Ω, A, b), k0(Σ′,Ω, A, b)}. For fixed η ∈ L2(∂Ω),
η 6= 0, if v, the solution to (2.28), and v′, the solution to (2.28) where Σ is replaced
by Σ′, satisfy
v = v′ on Γ,
then Σ = Σ′.
Theorem 3.3. Let Ω, A, b and Γ be as before. Let Σ and Σ′ be two multiple defects
in Ω.
We assume that k satisfies 0 < k < min{k0(Ω\Σ, A, b), k0(Ω\Σ′, A, b)}. If ψ ∈
C(Ω)∩H1(Ω) is such that ψ|∂Ω 6≡ 0 and ψ|∂Ω ≥ 0, then, letting u and u′ be defined
as before, if
A∇u · ν = A∇u′ · ν on Γ,
we have that Σ = Σ′.
If k is such that 0 < k < min{k0(Σ,Ω, A, b), k0(Σ′,Ω, A, b)} and η ∈ L2(∂Ω),
η 6= 0, is such that η ≥ 0 on ∂Ω, then, v and v′ being as in the previous theorem,
v = v′ on Γ
implies Σ = Σ′.
Proof of Theorem 3.2 and Theorem 3.3. By Proposition 3.1 we infer, in both cases,
that u = u′ in Ω and v = v′ in Ω.
In order to prove Theorem 3.2, we argue by contradiction. Assume that Σ 6=
Σ′. Then, without loss of generality, we can assume that Σ′\Σ 6= ∅ and, by our
assumption on Σ and Σ′, Σ′\Σ actually contains an open ball. On this ball, u =
u′ = 0. Therefore, by unique continuation, u = 0 in Ω and this would contradict
the nontriviality of ψ. By the same reasoning, applied to v and v′, we obtain a
proof for the second part of Theorem 3.2.
Theorem 3.3 can be proved as follows. By Proposition 2.2 and the hypothesis on
ψ and η respectively, we infer that u and v respectively are always different from
zero inside Ω\Σ. Therefore, since u = u′ in Ω, or in the second case, since v = v′
in Ω, and u′ = 0 on Σ′, or v′ = 0 on Σ′ respectively, we deduce that Σ′\Σ must
be empty. Changing the roles of Σ and Σ′, we have that also Σ\Σ′ = ∅ and hence
Σ = Σ′. ¤
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Proposition 2.2, which describes the sign changes of the boundary data in terms
of the index of a nodal geometrical critical point inside the medium, is crucial also
for the proof of the other uniqueness result that we state in this paper. In this
case, we make no assumptions on the multiple defect to be determined, but those
given by the hypothesis on k. A single measurement, unless of the particular kind
described in Theorem 3.3, would not be enough to uniquely determine the multiple
defect, since we would not be able to decide whether a part of a nodal line of u
is contained in the multiple defect or not. Thus we need to take at least a second
measurement. In the following theorem, we show that if we prescribe two suitably
chosen boundary data, then the corresponding measurements uniquely identify the
multiple defect.
Theorem 3.4. Let Ω, A, b and Γ satisfy the previously described assumptions. Let
Σ and Σ′ be two multiple defects in Ω. Let γ0, γ1 and γ2 be three open subarcs of
∂Ω that are pairwise disjoint.
Let k be such that 0 < k < min{k0(Ω\Σ, A, b), k0(Ω\Σ′, A, b)}. Let ψ1 and ψ2 be
two functions belonging to C(Ω) ∩H1(Ω) and such that ψ1|∂Ω and ψ2|∂Ω are non-
trivial, they coincide on γ0, where both are nonincreasing, they are nondecreasing
on γ1 and γ2 respectively, and are constant elsewhere.
Let u1 and u2 be the solutions to (2.27) with ψ replaced by ψ1 and ψ2 respectively
and let u′1, u
′
2 be the solutions to the same boundary value problems where Σ is
replaced by Σ′. Then, if
A∇ui · ν = A∇u′i · ν on Γ
for any i = 1, 2, we have Σ = Σ′.
Suppose that k satisfies 0 < k < min{k0(Σ,Ω, A, b), k0(Σ′,Ω, A, b)}. Let η1 and
η2 be two nontrivial L2(∂Ω) functions that coincide on γ0, where both are nonneg-
ative, are nonpositive on γ1 and γ2 respectively and are equal to zero elsewhere.
We set v1, v2 as the solutions to (2.28) with η replaced by η1 and η2 respectively
and v′1, v′2 as the solutions to the same boundary value problems if Σ is replaced by
Σ′. Then, if
vi = v′i on Γ
for any i = 1, 2, we have Σ = Σ′.
Proof. Let α, β be any two real numbers such that α2 +β2 = 1. Let ψ = αψ1 +βψ2.
Then u = αu1 + βu2 solves (2.27), and we have that u has no nodal geometrical
critical points in Ω\Σ. In fact, we can find two open subarcs of ∂Ω such that ψ
is nonincreasing on the first one, nondecreasing on the second one and constant
elsewhere. Therefore, for any value c attained by ψ on ∂Ω, the set {z ∈ ∂Ω :
ψ(z) = c} has at most two connected components. Proposition 2.2 implies that if
u admits a nodal geometrical critical point, then the set {z ∈ ∂Ω : u(z) = 0} has
at least four connected components and this would contradict the configuration of
ψ. By an analogous reasoning, we have that also u′ = αu′1 + βu
′
2 has no nodal
geometrical critical points in Ω\Σ′.
The second part of Proposition 2.2 provides, in an analogous way, that any
linear combination of v1 and v2 (and of v′1 and v
′
2 respectively), with at least one
coefficient different from zero, has no nodal geometrical critical points in Ω\Σ (Ω\Σ′
respectively).
Then the conclusion follows immediately from this claim, which we prove along
the lines of the proof of Theorem 1.1 in [2].
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Let ω1 and ω2 be two linearly independent functions satisfying (2.20) and, at the
same time, the same equation (2.20) with Σ replaced by Σ′. Then, if Σ′\Σ is not
empty, we can find two real numbers α, β, with α2 +β2 = 1, so that ω = αω1 +βω2
has a nodal geometrical critical point in Ω\Σ.
Let z0 belong to Σ′\Σ. Then ωi(z0) = 0 for any i = 1, 2. Let r > 0 be such
that Br(z0) ⊂ Ω\Σ and let w be the solution to (2.23) in Br(z0). We consider the
functions ω˜i = ωi/w, i = 1, 2, and their stream functions θ˜i, i = 1, 2. Without loss
of generality, we can choose θ˜i, i = 1, 2, so that θ˜1(z0) = θ˜2(z0) = 0. We take a
sequence of points {zn} in Σ′ ∩ Br(z0), such that zn is different from z0 for every
n and zn converges to z0 as n goes to infinity. We have that ω˜i(zn) = 0 for any
i = 1, 2 and any n. For every n we can choose αn, βn such that α2n + β2n = 1 and
(αnθ˜1 + βnθ˜2)(zn) = 0. We can suppose, passing to a subsequence, that αn and βn
converge to α0, β0 respectively as n goes to infinity. We have that the function
f˜n = αn(ω˜1 + iθ˜1) + βn(ω˜2 + iθ˜2) has a zero in zn and in z0. By the continuity
property of the index, we obtain that f˜0 = α0(ω˜1 + iθ˜1) + β0(ω˜2 + iθ˜2) is such
that I(z0, f˜0) ≥ 2 and this implies that z0 is a nodal geometrical critical point for
ω = α0ω1 + β0ω2. ¤
We wish to make the following remarks about the assumptions on k that we have
used in Theorem 3.2, Theorem 3.3 and Theorem 3.4.
The first assumption, that is, when we prescribe Dirichlet data, is that k must
satisfy 0 < k < min{k0(Ω\Σ, A, b), k0(Ω\Σ′, A, b)}. This hypothesis is satisfied
for any multiple defect Σ (including the empty set) if we assume k < k0(Ω, A, b).
Therefore, by (2.17), it will be enough to assume 0 < k < λ2 (2pi/|Ω|)1/2 .
In the second assumption on k, when instead we prescribe Neumann data, we
impose 0 < k < min{k0(Σ,Ω, A, b), k0(Σ′,Ω, A, b)}. First, we notice that this
condition is stronger than the one considered above and also implies that Σ and Σ′
are not empty. Second, since the value of k0(Σ,Ω, A, b), as we have seen in Section 2,
can be bounded from below by a constant depending on λ, Ω and the Sobolev 2-
capacity of Σ only (see (2.19)), any a priori information on the unknown multiple
defect which allows us to estimate its capacity would provide also an estimate on
the value of k which can be used to apply our results. In particular, let us assume
that the unknown multiple defect Σ is such that δ(Σ) is greater than or equal to
a fixed positive constant δ. Then we have that Σ is not empty and satisfies, using
(2.10),
C1,2(Σ) ≥ pi40 log (max {15, 5/δ(Σ)}) ≥
pi
40 log (max {15, 5/δ}) .
Hence there exists a positive constant k˜, depending on λ, Ω and δ only, such
that k˜ ≤ k0(Σ,Ω, A, b) for every Σ such that δ(Σ) ≥ δ. Therefore, if we further
assume that Σ and Σ′ satisfy δ(Σ) ≥ δ and δ(Σ′) ≥ δ respectively, δ being a fixed
positive constant, then it will be enough to choose k to be positive and less than
the corresponding k˜.
We summarize these remarks in the following corollary.
Corollary 3.5. The conclusions of Theorem 3.2, Theorem 3.3 and Theorem 3.4
remain valid if we replace, in the Dirichlet case, the assumption that k satisfies
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0 < k < min{k0(Ω\Σ, A, b), k0(Ω\Σ′, A, b)} with
0 < k < λ2
(
2pi
|Ω|
)1/2
.
In the Neumann case, if we further assume that δ(Σ) ≥ δ and δ(Σ′) ≥ δ,
for a fixed positive constant δ, then there exists a positive constant C depend-
ing on Ω only such that if we replace the assumption that k satisfies 0 < k <
min{k0(Σ,Ω, A, b), k0(Σ′,Ω, A, b)} with
0 < k < λ2C
[
log
(
max
{
15,
5
δ
})]−1/2
,
we have that the conclusions of Theorem 3.2, Theorem 3.3 and Theorem 3.4 still
hold.
4. Applications to inverse scattering
In this section we describe how to obtain uniqueness results for the determina-
tion of sound-soft defects buried in an inhomogeneous and anisotropic medium by
inverse scattering techniques, that is, by measuring far-field data. We shall show
that the far-field data provide us information on the near field and, in turn, on
boundary measurements. Applying the uniqueness results of the previous section,
we are therefore able to uniquely determine a multiple sound-soft defect, of the
most general type, in an inhomogeneous and anisotropic medium. Thus our results
will be similar to the determination of obstacles inside an inhomogeneity described
in [15], the main difference being the fact that we deal with the planar case and
that we consider a much wider class of the (unknown) admissible multiple defects
and of the (known) inhomogeneities surrounding them.
We begin by investigating the existence and uniqueness of the solution to our
forward scattering problem. We shall essentially use the notation of [8], to which
we refer also for a more comprehensive treatment of inverse scattering theory.
Let A = A(z), z ∈ R2, be a 2×2 symmetric matrix whose entries are measurable
and b = b(z), z ∈ R2, be a measurable function. We assume that for a fixed positive
constant λ and for almost every z ∈ R2, A satisfies the uniform ellipticity condition
(2.11) and b satisfies (2.12).
Roughly speaking, we assume that outside a bounded domain, the matrix A
coincides with the identity matrix and b is identically equal to 1. More precisely,
we assume that there exists a positive constant R such that
(4.1) supp(A− Id) ⊂ BR(0), supp(b − 1) ⊂ BR(0).
Let k be a positive constant such that
0 < k <
√
2λ2
R
.
Finally, let Σ be a multiple defect in BR(0), as defined in Section 2, page 220.
Let the incident field be given by the time-harmonic acoustic plane wave
ui(z, t; d) = ei
√
kz·d−ωt
where
√
k is the wave number, d is the direction of propagation and ω is the
frequency.
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Then the direct scattering problem will be to find the total field u(z; d), z ∈ R2,
given by the sum of the incident field ui(z; d) = ei
√
kz·d and of the scattered field
us(z; d), which is due to the presence of the inhomogeneity and of the sound-soft
multiple defect. The total field u satisfies, in a weak sense, the problem
(4.2)
{
div(A∇u) + kbu = 0 in R2\Σ,
u = 0 on Σ,
and the so-called Sommerfeld radiation condition
(4.3) lim
r→∞
√
r
(
∂us
∂r
− i
√
kus
)
= 0.
By solving (4.2) in a weak sense, we mean that u belongs to C(R2) ∩H1loc(R2)
and satisfies ∫
R2\Σ
A∇u · ∇φ− kbuφ = 0 for any φ ∈ C∞0 (R2\Σ),
and it is identically equal to zero on Σ. Concerning the Sommerfeld radiation
condition, here r = |z| and the limit has to be intended uniformly for all directions
z/|z|.
From a physical point of view, the condition u = 0 on Σ models the presence of
many sound-soft defects, whereas the Sommerfeld radiation condition characterizes
outgoing waves and therefore characterizes the scattered wave.
We notice that outside BR(0), the Helmholtz type equation div(A∇u)+kbu = 0
coincides with the Helmholtz equation ∆u+ ku = 0. Therefore, outside BR(0), the
incident field ui, the scattered field us and the total field u = ui + us satisfy the
Helmholtz equation ∆u+ ku = 0.
The scattered field, since it satisfies the Sommerfeld condition, is said to be
radiating and its asymptotic behaviour is one of an outgoing spherical wave. More
precisely,
(4.4) us(z; d) =
ei
√
k|z|√|z|
{
us∞(zˆ; d) +O
(
1
|z|
)}
as |z| goes to ∞ uniformly in all directions zˆ = z/|z|.
The function us∞(·; d), which is defined on the unit circle, is called the far-field
pattern of us. The inverse scattering problem consists in identifying the multiple
defect Σ by measuring the far-field pattern of the scattered wave for one or more
directions of propagation d of the incident waves.
Existence and uniqueness of the solution to the direct problem (4.2)-(4.3) are an
immediate consequence of the following proposition.
Proposition 4.1. Let A, b, k and Σ satisfy the previously stated assumptions for
some constants λ, R. Let g, f = (f1, f2) belong to Lp(BR(0)) and let ψ belong to
C(BR(0)) ∩W 1,p(BR(0)\Σ) for some p > 2.
Then there exists a unique (weak) solution u to the problem
(4.5)

div(A∇u) + kbu = div(f) + g in R2\Σ,
u = ψ on ∂Σ,
limr→∞
√
r
(
∂u
∂r
− i
√
ku
)
= 0.
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Proof. By a weak solution to (4.5) we mean the following. We look for a function
u in C(R2) such that u ∈ H1(Br(0)\Σ) for every r > 0, and it satisfies∫
R2\Σ
A∇u · ∇φ− kbuφ =
∫
BR(0)
f · ∇φ− gφ for any φ ∈ C∞0 (R2\Σ),
u = ψ, both in the classical and weak sense, on ∂Σ and the Sommerfeld condition
holds, where the limit has to be intended uniformly for all directions z/|z| and
r = |z|.
We can always assume, without loss of generality, that the support of ψ is com-
pactly contained in BR(0) and, possibly by choosing a slightly greater constant R
without breaking the assumption on k, that also g and f are compactly supported
in BR(0). That is, we can suppose that there exists a constant r, 0 < r < R,
such that the following conditions hold. The multiple defect Σ and the supports of
A − Id, b − 1, ψ, g and f are all (compactly) contained in Br(0). Let us denote
by h a cut-off function between Br(0) and BR(0), that is, a function belonging to
C∞0 (BR(0)) that is identically equal to 1 in a neighbourhood of Br(0).
The uniqueness of the solution relies on the following argument. By linearity, it
will be enough to prove that if ψ, g and f are zero, then the function u ≡ 0 is the
unique solution to the problem (4.5). So, let us assume, for the time being, that u
solves (4.5) with ψ = 0, g = 0 and f = 0.
We have that ∫
BR(0)\Σ
A∇u · ∇u− kb|u|2 =
∫
∂BR(0)
u
∂u
∂ν
.
Hence the imaginary part of
∫
∂BR(0)
u∂u∂ν = 0 and this implies (see, for instance,
[8]) that u ≡ 0 outside BR(0). Then, by unique continuation, u is identically equal
to zero in R2 and so uniqueness is established.
For what concerns existence we need to introduce the following notation. Let
Φ(z, w) be the fundamental solution to the Helmholtz equation ∆u+ku = 0, which
is defined as
Φ(z, w) =
i
4
H
(1)
0 (
√
k|z − w|), z 6= w,
where H(1)0 denotes the Hankel function of the first kind of order 0; see [8] for
details. For any fixed w ∈ R2, Φ(·, w) satisfies the Helmholtz equation in R2\{w}.
Given the fundamental solution, we define the acoustic single-layer potential as
follows. For details and its basic properties we refer again to [8].
Given a continuous function ϕ on ∂BR(0), the function
Sϕ(z) =
∫
∂BR(0)
ϕ(w)Φ(z, w)ds(w), z ∈ R2\∂BR(0),
is called the single-layer potential with density ϕ.
We look for a solution constructed in the following way. We take a Ho¨lder
continuous function ϕ on ∂BR(0), that is, ϕ ∈ Cα(∂BR(0)) for a given α, 0 < α < 1,
and we define v+(z) = Sϕ(z) for every z ∈ R2\BR(0) and v−(z) = Sϕ(z) for every
z ∈ BR(0).
We introduce the function v as the (weak) solution to
(4.6)
 div(A∇v) + kbv = div(f) + g in BR(0)\Σ,v = ψ on ∂Σ,
v = v− on ∂BR(0).
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Then we look for a density ϕ in such a way that the function u defined as
(4.7) u(z) =
{
v+(z) for every z ∈ R2\BR(0),
v(z) for every z ∈ BR(0),
solves the problem (4.5). The properties of the single-layer potential, its regularity
and the regularity of the solution to the boundary value problem (4.6) imply that
u is a solution to (4.5) provided that the following transmission condition holds:
(4.8)
∂v+
∂ν
=
∂v
∂ν
on ∂BR(0).
We pick the auxiliary function v˜ = v − (1 − h)v− − ψ, where h is the cut-off
function introduced before, and we rewrite the transmission condition (4.8) in the
following form:
∂v+
∂ν
=
∂v˜
∂ν
+
∂v−
∂ν
.
The behaviour of the single-layer potential on ∂BR(0) implies that, in order to
solve problem (4.5), ϕ must satisfy
ϕ = −∂v˜
∂ν
.
We have that v˜ belongs to H10 (BR(0)\Σ) and solves in BR(0)\Σ,
div(A∇v˜) + kbv˜ = div(f) + g − (∆(1 − h))v− − div(A∇ψ) − kbψ.
Letting L be the elliptic operator defined on H10 (BR(0)\Σ) such that L[u] =
div(A∇u) + kbu in BR(0)\Σ, we have that this operator, by the assumption on
k, is invertible. If we denote its inverse by L−1, then
v˜ = L−1[div(f) + g − (∆(1 − h))v− − div(A∇ψ) − kbψ].
So, we have that our construction provides a solution if ϕ solves the equation
(4.9) ϕ+
∂
∂ν
(L−1[(∆(h− 1))Sϕ]) = − ∂
∂ν
(L−1[div(f) + g − div(A∇ψ) − kbψ]).
In order to obtain an existence result for our problem (4.5), it is enough to
show that (4.9) admits a solution. Standard regularity theory for elliptic equations
implies that the right-hand side belongs to Cα(∂BR(0)) and the operator K :
Cα(∂BR(0)) 7→ Cα(∂BR(0)) defined by
Kϕ =
∂
∂ν
(L−1[(∆(h− 1))Sϕ])
is compact. Therefore, by the Fredholm theory for compact operators, it remains
to prove that the equation ϕ+Kϕ = 0 has a unique solution given by ϕ = 0.
We observe that if ϕ solves ϕ+Kϕ = 0, then the function u, which is constructed
as before, solves (4.5) with ψ, g and f equal to zero. The uniqueness previously
obtained implies that u would be identically equal to zero. Therefore, the single-
layer potential with density ϕ will be identically equal to zero outside BR(0). From
the continuity property of the single-layer potential, we deduce that Sϕ is equal to
zero on ∂BR(0) and satisfies the Helmholtz equation in BR(0). Our assumption on
k therefore implies that the single-layer potential with density ϕ is zero everywhere
in R2 and from this it is immediate to deduce that also ϕ must be zero. ¤
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Given existence and uniqueness of solutions to the direct problem (4.2)-(4.3), we
can define the far-field operator F which associates to d, the direction of propaga-
tion of the incident field, the far-field pattern us∞(·; d); that is,
F [d] = us∞(·; d) for every d in the unit circle.
It is clear that the far-field operator depends on the frequency (characterized by
k), on the inhomogeneity (characterized by the coefficients of the Helmholtz type
equation A and b) and on the multiple defect Σ. Since we assume that the inhomo-
geneity and the frequency are given, whereas the defect is unknown, we shall state
in an explicit way the dependence of the far-field operator from Σ, denoting it by
F(Σ). Therefore, the inverse scattering problem that we shall investigate is of the
following kind. We want to determine the shape and the location of Σ by suitable
information on the operator F(Σ).
First, we show that the far-field pattern determines the near field. Therefore,
the measurement of the far-field pattern gives us corresponding boundary measure-
ments on the boundary of BR(0). Before establishing this relation, let us introduce
the operator that represents boundary measurements.
Given A, b, k and Σ satisfying the previously described assumptions, we know
that for every ψ ∈ H1/2(∂BR(0)) the boundary value problem (2.27), with Ω re-
placed by BR(0), admits a unique solution u. We recall that the conormal derivative
of u on ∂BR(0), A∇u · ν|∂BR(0), is a well-defined element of H−1/2(∂BR(0)). The
operator Λ : H1/2(∂BR(0)) 7→ H−1/2(∂BR(0)) such that
Λ[ψ] = A∇u · ν|∂BR(0) for every ψ ∈ H1/2(∂BR(0))
where u solves (2.27), will be called the Dirichlet-to-Neumann map. Again, this
operator depends on A, b, k, Σ and, obviously, R, but since we consider all the
data except Σ as fixed, we keep only this dependence and we denote the operator
by Λ(Σ).
Proposition 4.2. Let the previously stated assumptions on A, b and k be satisfied
for some constants λ and R and let Σ and Σ′ be two multiple defects in BR(0). Fix
a direction d, let u be the solution to (4.2)-(4.3) and u′ the solution to the same
problem where Σ is replaced by Σ′. Then, if F(Σ)[d] = F(Σ′)[d], we have that
u = u′ on R2\BR(0) and, if we set ψ = u|∂BR(0) = u′|∂BR(0), then also
Λ(Σ)[ψ] = Λ(Σ′)[ψ].
Proof. The scattered fields related to Σ and Σ′ respectively satisfy the same Helm-
holtz equation in R2\BR(0) and they also share the far-field pattern. Therefore,
they coincide in R2\BR(0); see [8]. This, in turn, immediately implies that u = u′
in R2\BR(0). Unique continuation allows us to prove that u = u′ in an open
neighbourhood of R2\BR(0) and this concludes the proof of the proposition. ¤
By using Proposition 3.1, it is immediate to notice that, under the assumptions
of Proposition 4.2, F(Σ)[d] = F(Σ′)[d] implies also that u = u′ everywhere in R2.
Furthermore, we remark that ψ = u|∂BR(0) = u′|∂BR(0) is a nontrivial function.
In fact, otherwise, the total field would be identically equal to zero, that is, us =
−ui, and the Sommerfeld condition would be violated. Then as a corollary of
Proposition 4.2, we obtain the following uniqueness result for the determination of
a multiple obstacle.
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Theorem 4.3. Let A, b and k satisfy the previously described assumptions with
constants λ, R.
Let Σ and Σ′ be two multiple defects in BR(0) such that Σ =
◦
Σ and Σ′ =
◦
Σ′.
Then if F(Σ)[d] = F(Σ′)[d] for a fixed direction d, we have that Σ = Σ′.
The relation between the far-field operator and the Dirichlet-to-Neumann map
is indeed quite strong and we describe it in the following proposition.
Proposition 4.4. Given two positive constants λ and R, let the previous assump-
tions on A, b and k be satisfied and let Σ and Σ′ be two multiple defects in BR(0).
Then we have that F(Σ) = F(Σ′) if and only if Λ(Σ) = Λ(Σ′).
Proof. We shall follow the lines of the proof of an analogous result contained in
[14].
One of the two directions is easy. Namely, it is immediate to show that if the
Dirichlet-to-Neumann maps are equal, so are the far-field operators. In fact, fix a
direction d, let u be the solution to the direct scattering problem (4.2)-(4.3) and
let ψ = u|∂BR(0). The fact that Λ(Σ) = Λ(Σ′), through unique continuation and
the kind of reasoning used in the proof of Proposition 3.1, implies that u|BR(0),
which is a solution in BR(0) of (2.27) with Dirichlet datum ψ, is also a solution of
the same boundary value problem when Σ is replaced by Σ′. Therefore, we obtain,
in turn, that u solves also (4.2)-(4.3) when Σ is replaced by Σ′. By uniqueness
of the solutions to the scattering problems, we have that the solutions to the two
scattering problems, with Σ and Σ′ respectively, are equal, and therefore also their
far-field patterns are the same.
The proof that F(Σ) = F(Σ′) implies Λ(Σ) = Λ(Σ′) relies on a density argument.
For any direction of propagation d, |d| = 1, of the incident field, let u(·; d) be the
solution to (4.2)-(4.3). It is clear from our previous results (in particular, from
Proposition 4.2) that if ψ = u(·; d)|∂BR(0), for a fixed direction d, then Λ(Σ)[ψ] =
Λ(Σ′)[ψ]. Let span{u(·; d)|∂BR(0) : |d| = 1} denote the subspace of H1/2(∂BR(0))
that is generated by the set {u(·; d)|∂BR(0) : |d| = 1}. It is enough to prove that
this subspace is dense in H1/2(∂BR(0)).
We fix a positive constant ε0 such that k satisfies also 0 < k < (
√
2λ2)/(R+ ε0)
and Σ and the supports of A− Id and b− 1 are contained in BR−ε0(0).
Then we claim that for every ε, 0 < ε < ε0, if u is a solution to
(4.10)
{
div(A∇u) + kbu = 0 in BR+ε(0)\Σ,
u = 0 on Σ,
then there exists a sequence of elements of span{u(·; d) : |d| = 1} converging to u
in L2(BR+ε/2(0)\BR−ε/2(0)).
First, we show that the claim immediately allows us to prove the density result
needed. We take ψ a real-analytic function on ∂BR(0), and we consider the solution
u to (2.27) with ψ as boundary datum and Ω replaced by BR(0). By the analyticity
of the boundary, the boundary datum and the coefficients of the Helmholtz type
equation near the boundary of BR(0), u can be extended on a neighbourhood of
BR(0) in such a way that u satisfies div(A∇u) + kbu = 0 in BR+ε(0)\Σ for a
positive ε. Therefore, in a neighbourhood of ∂BR(0), we can approximate u in
the L2 norm by a sequence of elements of span{u(·; d) : |d| = 1}. By standard
regularity estimates in the interior for elliptic equations, we can find a, possibly
smaller, neighbourhood of ∂BR(0) where u can be approximated by a sequence of
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elements of span{u(·; d) : |d| = 1} in the H1 norm. Therefore, every real-analytic
function on ∂BR(0) can be approximated, in H1/2(∂BR(0)), by elements of the set
span{u(·; d)|∂BR(0) : |d| = 1} which, consequently, is dense in H1/2(∂BR(0)).
It remains to prove our claim, and we shall proceed as in the proof of Lemma 6.1.6
in [14]. We argue by contradiction. If the claim is false, by the Hahn-Banach theo-
rem, we can find a function g ∈ L2(BR+ε/2(0)\BR−ε/2(0)) such that g is orthogonal
to every element of span{u(·; d) : |d| = 1} but not to a solution u to the problem
(4.10). Let v be the solution to (4.5) with g as above, f = 0 and ψ = 0.
Then, if we set r = R + ε, we have that for every d, |d| = 1,
0 = −
∫
Br(0)\Σ
gu(·; d) =
∫
Br(0)\Σ
(A∇v · ∇u(·; d)− kbvu(·; d))−
∫
∂Br(0)
∂v
∂ν
u(·; d).
Since also u(·; d) solves the Helmholtz type equation in Br(0)\Σ, we obtain that∫
∂Br(0)
∂u(·; d)
∂ν
v − ∂v
∂ν
u(·; d) = 0.
For any ρ, ρ > r, the functions v, ui(·; d) and us(·; d) satisfy the Helmholtz
equation in Bρ(0)\Br(0), and v and us(·; d) satisfy also the Sommerfeld condition.
Therefore, we have that∫
∂Br(0)
∂us(·; d)
∂ν
v − ∂v
∂ν
us(·; d) =
∫
∂Bρ(0)
∂us(·; d)
∂ν
v − ∂v
∂ν
us(·; d)
and, since by the Sommerfeld condition we deduce that
lim
ρ→∞
∫
∂Bρ(0)
∂us(·; d)
∂ν
v − ∂v
∂ν
us(·; d) = 0,
we obtain that ∫
∂Br(0)
∂ui(·; d)
∂ν
v − ∂v
∂ν
ui(·; d) = 0.
If we take v0 as the solution in Br(0) of{
∆v0 + kv0 = 0 in Br(0),
v0 = v on ∂Br(0),
we immediately have that, since ui(·; d) solves the same Helmholtz equation in
BR(0), ∫
∂Br(0)
∂ui(·; d)
∂ν
v0 − ∂v0
∂ν
ui(·; d) = 0,
and hence we deduce that∫
∂Br(0)
(
∂v
∂ν
− ∂v0
∂ν
)
ui(·; d) = 0.
Since the exponential solutions {ui(·; d) : |d| = 1} are dense in L2(∂Br(0))
(see [13]), we obtain that v and v0 share the same Cauchy data on ∂Br(0) and this
implies that v can be extended to a solution to the Helmholtz equation in the whole
plane. By the fact that v satisfies the radiation condition, we can deduce that v
is identically equal to zero outside BR+ε/2(0). With a reasoning similar to the one
used before, we obtain that
−
∫
BR+ε/2(0)\BR−ε/2(0)
gu = −
∫
Br(0)\Σ
gu =
∫
∂Br(0)
∂u
∂ν
v − ∂v
∂ν
u = 0,
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since v is identically equal to zero in a neighbourhood of ∂Br(0). Therefore, g
should be orthogonal also to u and this provides the contradiction required. ¤
Proposition 4.4, with the aid of either Theorem 3.3 or of Theorem 3.4, implies
immediately the following uniqueness result for the determination of a multiple
defect by scattering data.
Theorem 4.5. For two positive fixed constants λ and R, let the previously stated
assumptions on A, b and k be satisfied.
Then if Σ and Σ′ are two multiple defects in BR(0) so that F(Σ) = F(Σ′), we
have that Σ = Σ′.
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