Multi-antenna OFDMA-SDMA systems provide the required high spectral efficiency and flexibility to support the ever increasing data rates requirements of real-time multimedia applications in future wireless access systems. However, the resource allocation process becomes extremely complex because of the large number of degrees of freedom and the strict timing requirement of real-time traffic. In this paper, we propose heuristics to efficiently solve the zero-forcing OFDMA-SDMA resource allocation problem and provide, when feasible, guaranteed service to users with minimum rate requirements. The heuristics combine both rate-constrained power allocation and subcarrier reassignment algorithms. We compare the heuristics performance against an upper bound and other methods proposed in the literature and find that, although they have a slightly lower sum rate performance, they support a wider range of minimum rates while significantly reducing the computational complexity, making them suitable for usage in real-time systems.
I. INTRODUCTION
Multimedia real-time (RT) services make up one of the largest components of the current exponential traffic growth in wireless networks. There is thus a need to design systems that support traffic with strict timing deadlines, and concurrently optimize the system resources usage to make network deployments economically profitable. Meanwhile, multi-user orthogonal frequency division multiple access (OFDMA) and spatial division multiple access (SDMA) systems are the leading technologies for providing spectral efficient and flexible wireless access in next generation wireless networks [1] . However, OFDMA-SDMA systems have multiple degrees of freedom for resource allocation (users, subcarriers and power) which make the resource allocation (RA) complex. The problem we deal with in this paper is thus the design of efficient RA algorithms for a zero-forcing (ZF) [2] OFDMA-SDMA system supporting RT users with minimum rate requirements.
The RA problem considered in this paper is a nonlinear, non-convex integer program, which makes it almost impossible to solve directly for any realistic system parameters. In [3] , a dual based upper bound is provided to the optimal RA solution and an off-line dual method is proposed to find a near-optimal solution. Several heuristic methods have also been proposed to solve the RA problem for OFDMA-SDMA systems with both RT and non-Real Time (nRT) traffic. In [4] , [5] , [6] , different methods are proposed to take into account the minimum rate constraints of RT users by increasing their priority, cost or weight in a sum-rate RA algorithm. However, these methods are complex and do not guarantee that the minimum rate requirements are satisfied. In [7] , a heuristic algorithm is proposed for the sum rate maximization problem with proportional rates among the user data rates. The criteria used to form user groups includes semi-orthogonality as in [5] , but also fairness through proportional rate constraints. This method is extended to include hard minimum rates requirements in [8] . This algorithm is the only one, to the best of our knowledge, that actually tries to guarantee that the minimum rate requirements are satisfied at the cost of a relatively high complexity, especially for large numbers of RT users. Finally, in all those works, a performance comparison with a nearoptimal solution is not provided to evaluate the accuracy of the heuristics.
The main contribution of the paper is an efficient RA heuristic for ZF OFDMA-SDMA systems with strict guarantees to RT users with minimum rate requirements. This heuristic combines both rate-constrained power allocation and subcarrier reassignment algorithms. It extends the range of supported minimum rates when compared with the algorithm in [8] and has a significantly lower computational complexity. The second important contribution is efficient algorithms for subcarrier reassignment taking into account users with minimum rate requirements. The final contribution is the first evaluation in the literature of the accuracy, by comparing with the optimal upper bound, of RA heuristics for ZF OFDMA-SDMA system.
The paper is organized as follows, in Section II we provide the system model and the RA problem formulation. In Section III, we describe the RA heuristic and two algorithms for rate-constrained subcarrier reassignment. Numerical results are provided and discussed in Section IV. The paper is concluded is Section V.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider the resource allocation problem for the downlink transmission to a set K of single-antenna users in an OFDMA-SDMA system with a single base station (BS) equipped with M antennas. K is divided into a set D of RT users with minimum rate constraintsď k > 0 and a set (K \ D) of non real-time (nRT) users for whichď k = 0. The system bandwidth W is divided into N subcarriers whose coherence bandwidth is assumed larger than W/N . In the system under consideration, the BS transmits data in the downlink direction to different users on each subcarrier by performing linear beamforming precoding. We assume that we use capacityachieving channel coding.
The BS transmits, on each subcarrier n, the signal vector x n = k w n,k s n,k , where w n,k ∈ C M ×1 and s n,k ∈ C are the beamforming vector and the information symbol for user k on subcarrier n. The symbols s n,k are assumed to be independent and follow the CN (0, 1) distribution. A power constraint n,k w n,k 2 ≤P is also imposed. The signal received at user k on subcarrier n is then given by y n,k = h n,k w n,k s n,k + j =k h n,k w n,j s n,j + z n,k (1) where h n,k ∈ C 1×M is the channel row M -vector between the BS and user k on subcarrier n, and z n,k ∼ CN(0, 1) is the white additive noise at the receiver. To simplify the RA problem, we assume that the beamforming vectors are chosen according to the zero forcing (ZF) criteria, which is known to be nearly optimal when the SNR is high [2] . Define S n , the SDMA set containing the indexes of the users assigned to subcarrier n. For each subcarrier, we can choose at most M users for which w n,k 2 > 0 and therefore g n . = |S n | ≤ M . For the users in S n , the beamforming vectors must meet the orthogonality constraints h n,k w n,j = 0, j = k. Under the ZF constraint, the achievable rate of user k on subcarrier n is given by r n,k (w n,k ) = log 2 1 + h n,k w n,k 2 . The objective of the RA algorithm is to select the sets S n and the beamforming vectors w n,k , ∀n, k, to maximize the weighted sum rate of the users subject to the power, minimum rate and ZF constraints. The users weights c k and the minimum rate constraints are determined by a higher layer scheduler. This is a nonlinear mixed integer program. A tight upper bound to the optimal solution and a near-optimal off-line algorithm are provided [3] .
We also discussed in [3] how restricting the direction of the vectors w n,k to the directions of the pseudoinverse of matrix H n . = [h T n,Sn (1) . . . h T n,Sn(gn) ] T yields a quasi-optimal solution. In this case, it can be shown that the RA sum-rate optimization problem can be formulated as
where
In this model, (3) is the total power constraint and (4) are the rate constraints. The optimization variables are the sets S n of selected users per subcarrier and the allocated power p n,k .
III. EFFICIENT HEURISTIC METHODS

A. General Description of the Proposed Heuristic
In the dual-based near-optimal method [3] , power allocation and user selection per subcarrier are performed jointly. Except for some trivial cases, we cannot separate the subcarrier allocation and power allocation processes. However, for heuristic methods, we will separate these processes in order to reduce computational complexity. The basis for the design of our heuristic is the realization that for fixed SDMA sets S n , the resulting power allocation problem in (2-5) is convex which is much easier to solve. Thus, instead of enumerating all feasible values of S n , our heuristic chooses a subcarrier assignment and solves a convex power allocation problem. Fig. 1 illustrates the main steps of the proposed heuristic. It starts by solving problem (2-5) without considering the rate constraints (4). To get the maximum throughput solution efficiently, we use the algorithm described in [9] which first uses the semiorthogonal user selection (SUS) algorithm [2] to find the subcarrier assignment and then perform maximum throughput 1.
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Fig. 1. Heuristic general algorithm
power allocation (PA). If the required rates are met, a solution has been found, otherwise, we need to assign more resources to the RT users in need. There are two mechanisms to reassign resources to RT users.
The first one is to perform rate-constrained PA which takes into account the user rate constraints to reallocate power between users. Rate-constrained PA is discussed in Section III-B.
The second mechanism is rate-constrained subcarrier reassignment which takes away subcarriers assigned to nRT users that do not absolutely require them, and assigns them to the users in need. The subcarrier reassignment heuristic is described in Section III-C.
Subchannel reassignment has a much larger effect because users in need are given subcarriers that they did not have before and the rates increase substantially with every subcarrier added. On the other hand, rateconstrained power allocation has a smaller effect because the rate increases as the logarithm of power. Yet, this mechanism proves to be crucial in finding feasible points when the minimum rate requirements increase. In addition, recomputing the users power is faster than finding a new subcarrier assignment and inverting its channel matrix.
B. Efficient Power Allocation
For given sets S n , problem (2-5) maximizes a concave function over a convex set formed by constraints (3) (4) (5) and is thus a convex problem which can be optimally solved using a dual Lagrange approach as described in [10] . Let define the dual variables θ for the power constraint (3) and δ k for rate constraints (4) .
The allocated power is given by
Maximum-throughput power allocation (PA) can be efficiently solved with the following exact method reported in [10] , [11] : 1) Make the dual variables δ k = 0 and find θ that satisfies the power constraint (3) with equality, using
whereθ > 0 is a lower bound of θ, δ k = 0, i is the iteration index, and
where N is the set of all subcarriers.
2) Recompute sets B
are equal, we have found the solution and the power constraint is satisfied with equality. Otherwise, iterate recomputing (8) and (9) until identical sets are computed in two consecutive iterations. Finding the exact solution for the rate-constrained PA is more computationally intensive due to the large number of dual variables {δ k } for the rate constraints (4). Rate-constrained PA can also be accomplished efficiently using the following heuristic described in [10] . This method finds a feasible point and does not require any iteration. This feasible point satisfies the power constraint with equality and is faster to compute than iterative algorithms like the subgradient method, even though some of the rate constraints may be inequalities. This method can be summarized as follows.
1) Compute the set of unsatisfied users T .
and θ (1) is the optimal dual variable obtained after maximum-throughput PA.
2) For the users that do not belong to T , make δ k = 0. For the other users, get the minimum value of the dual variable δ k required to satisfy the rate constraints
where A k = B k (θ, δ k ) is found using (9), γ = |A k | −1 ,θ = max k∈T θ (1) 2 (ď k −r k ) is an upper bound of θ, and > 0 is a parameter found experimentally as explained in [10] . 3) Using dual variables δ (2) k , compute the power constraint dual variable θ that satisfies the constraint (3) with equality.
C. Subcarrier Assignment Heuristic
The user rates are an increasing function of the allocated power, which are in turn increasing functions of the effective channel gains β −1 n,k in (7) . These increase when the channel vector norms are large and the chosen vectors for each subcarrier are orthogonal to each other [2] , [10] . We therefore propose a modification of the well-known semiorthogonal user selection heuristic (SUS) [2] to perform the rate-constrained subcarrier assignment and determine the sets S n .
1) Algorithm 1: The SUS algorithm objective is to select users from K = {1, . . . , K} to form the SDMA sets S n for each subcarrier; the algorithm can be summarized as follows. Denote by U the set of candidate users. In the initialization stage U = K, the algorithm finds the user {π 0 } in U with the maximum norm and computes a matrix G n forming a basis of the null space spanned by h π0 . S n is then initialized with {π 0 } and the user is removed from U. In the following stages, the SUS algorithm computes the projection of the channel vector for the remaining users in U on G n . The user whose projection is the largest is added to the set S n and the null space matrix G n is recomputed; the user is removed from U. Users are added until S n contains M users.
Following maximum throughput subcarrier assignment and power allocation, all users k have been granted a total transmission rate r k . The rateconstrained subcarrier assignment algorithm is then employed to grant additional transmission resources to the set of users in need T . = {k ∈ K : r k <ď k }. The subcarriers are first ordered according to the quality of their channel for the users in T . That is, the set of subcarriers is sorted in decreasing order of max k∈T h n,k to produce the ordered set N . The subcarriers in N are then scanned as follows. For each subcarrier n, the algorithm builds a critical set E containing the users in S n belonging to D. These users will keep their subcarrier assignment because that could take them out of feasibility. The algorithm then reinitializes S n with E and uses the SUS algorithm, with the initial set of candidate users U = T , to add users to S n . If during the SUS search algorithm there are no more users in U, then the search continues over the remaining users K − S n . The subcarriers in N are scanned until a subcarrier resource has been added to each user in T .
After obtaining the new SDMA sets, the algorithm performs maximum throughput PA and, if required, rate-constrained PA as indicated by blocks 2 and 3 in Fig. 1 . If T is not empty after those steps, the rate-constrained subcarrier assignment algorithm is then reinvoked to add subcarriers in N that have not been scanned yet. This loop continues until all rates are feasible or there are no more subcarriers and the algorithm declares that is not able to find a feasible point. We name this procedure Algorithm 1.
The (KN M 3 ) otherwise. This is significantly lower than the previous method proposed in the literature [8] , which has computational complexity O(KN 2 M 4 ) for all N . Nevertheless, for systems with large number of subcarriers, the complexity grows with N 2 .
2) Algorithm 2: We therefore propose a variant of Algorithm 1, whose complexity is linear in N . In the power allocation algorithm, the power-constraint and rate-constraint dual variables depend on all subcarriers which produces the term N 2 in the expression for N > M 3 . In the iterations following the rate-constrained subcarrier reassignment, we propose to solve a sum rate maximization problem without rate constraints and with a power constraint per subcarrier instead of a total power constraint. With this variant, only the power allocation for the subcarriers with a new assignment need to be recomputed at each iteration and the total complexity associated with power allocation for all loop iterations is O(KN ) instead of O(KN 2 ). The overall complexity of this variant is thus O(KN M 3 ) for all N . We refer to this variant as Algorithm 2.
IV. NUMERICAL RESULTS
In this section, we use a Rayleigh fading channel model to generate independent subcarrier channels and compute the sum rate achieved by the complete resource allocation heuristic method described in Fig. 1 . We compare the performance of Algorithms 1 and 2 presented in Section III-C. For this, we use the upper bound given by the dual [3] as the reference to measure the performance of all heuristic methods. We include the performance achieved with the Papoutsis algorithm [8] , the best known algorithm for resource allocation with minimum rate constraints. We also discuss the CPU load of these algorithms. The plots only show feasible points. Thus, as the minimum required rates increase along the x-axis, the curves stop if the methods can no longer find a feasible point. This occurs at the minimum rates r 1 , r 2 and r 3 for Algorithm 1, Papoutsis method and Algorithm 2, respectively. We also focus on the domain where rate constraints are active and do not plot the flat part of the curves where the minimum rate requirements are small. It can be observed that the Papoutsis algorithm closely follows the upper bound and outperforms the heuristics, Algorithms 1 and 2, proposed in this paper. However, the proposed heuristics increase the range of supported minimum rates respect to Papoutsis method.
To quantify these observations, we define the following values of the total rate obtained by various algorithms:
The maximum minimum rate supported by the SUS-based heuristic Algorithm 1 r 2 :
The maximum minimum rate supported by Papoutsis algorithm r 3 :
the maximum minimum rate supported by the simplified Algorithm 2 U 0 : The maximum sum-rate achieved by the dual upper bound U 1 : The sum-rate achieved by Algorithm 1 U 2 : The sum-rate achieved by the Papoutsis algorithm U 3 : The sum-rate achieved by Algorithm 2 U 0 , U 1 , U 2 , U 3 are averages over the supported rates.
We define two sets of metrics to evaluate the merit of the various algorithms. The first set, formed by metrics A and B, measure the range of minimum rates for which an algorithm is able to find a feasible solution with respect to Algorithm 1.
Because r 1 ≥ r 3 ≥ r 2 , these metrics indicate the merits of Algorithm 1 to support minimum rates vs. Papoutsis method and Algorithm 2. The second set of metrics, denoted E, F and G, measure the relative differences in the objective function (2) achieved by the various algorithms respect to the dual upper bound. They are given by
Averaging these measurements over 1000 channel realizations, we get the results shown in Fig. 3 for various number of RT users, D. To make the comparison fair, we keep the sum of all requirements id i the same for different values of D . The difference between the performance of the Papoutsis 0method and the upper bound, E, is very small, < 2.5 %, because the Papoutsis algorithm minimizes the throughput reduction by scanning over all possible user swappings.
Both proposed heuristics have similar performance gaps against the dual bound, F, G ≈ 13 %, which are larger than Papoutsis method (the closest to the upper bound). However, Algorithms 1 and 2 achieve this performance with a much lower computational complexity as we shall see next. In addition, Algorithm 1 supports up to 20% larger minimum rates than the other two methods, as we can observe from figure 3. As the number of RT users D increase, this improvement decreases to approx. 10%.
We observe the same performance when varying the number of total users, K, from 8 to 32. Moreover, Fig. 4 . Algorithms performance vs. the number of RT users the rate produced by the two heuristics improves as the number of users increases. This is because in the presence of more users, the SUS algorithm is more likely to find semiorthogonal channel vectors, thus increasing the rates and effectively exploiting multiuser diversity. In contrast, Papoutsis' method performance slightly deteriorates when the number of users increase. Fig. 4 illustrates the case where the number of RT users increases but the minimum rate requirement of each user is fixed. This corresponds to finding the maximum number of supported RT users by the BS. The minimum rate requirements are set to 10% more than the rates achieved by maximum throughput resource allocation. The performance of the Papoutsis algorithm is initially very close to the upper bound, but it quickly degrades when the number of RT users increases. It cannot find feasible points with more than 8 RT users, while the proposed heuristics yield solutions for these values within 12% of the upper bound. Fig. 5 shows the elapsed time needed by these heuristics as a function of the number of RT users, D. It grows approximately linearly for the Papoutsis algorithm and it is significantly larger than both Algorithms 1 and 2. This is because when the number of RT users increases, the Papoutsis algorithm needs to examine more combination of users and invert their corresponding channel matrices.
V. CONCLUSIONS
In this paper, we proposed heuristic algorithms to provide feasible points to the resource assignment problem for ZF OFDMA-SDMA systems supporting minimum rate requirements. We showed through numerical evaluations that they achieve a performance not far from the optimal solution and that they increase the range of supported minimum rates when compared with other approaches reported in the literature. This is an important result because, in a system with RT users, it is more important to satisfy the rate constraints of the users in need than increasing the rates of the nRT users. We also showed that the computational complexity is significantly lower than in other algorithms, particularly when the number of RT users increases.
