In this paper, a class of generalized backward doubly stochastic differential equations whose coefficient contains the subdifferential operators of two convex functions, which are also called as generalized backward doubly stochastic variational inequalities, are considered. By means of a penalization argument based on Yosida approximation, we establish the existence and uniqueness of the solution. As an application, this result is used to derive existence result of stochastic viscosity solution for a class of multivalued stochastic Dirichlet-Neumann problems.
Introduction
The theory of nonlinear backward stochastic differential equations (BSDEs, for short) was firstly developed by Pardoux and Peng [16] . These equations have attracted great interest due to their connections with stochastic control, mathematical finance and due to providing probabilistic interpretation for solutions of PDEs. One can see Hamedène and Lepeltier [12] , El Karoui et al. [9] , Peng [20] , Ren et al. [22, 23] and the references therein. Further, other settings of BSDEs have been introduced. Especially, Gegout-Petit and Pardoux [10] introduced a class of BSDEs related to a multivalued maximal monotone operator defined by the subdifferential operator of a convex function. In addition, Pardoux and Rȃşcanu [18] proved the existence and uniqueness of the solution of BSDEs, on a random (possibly infinite) time interval, involving a subdifferential operator in order to give a probabilistic interpretation for the viscosity solution of some parabolic and elliptic variational inequalities. Its extension to the probabilistic interpretation of the viscosity solution of the parabolic variational inequality (PVI, for short) with a mixed nonlinear multivalued NeumannDirichlet boundary condition was recently given in Maticiuc and Rȃşcanu [15] .
Another class of BSDEs, named backward doubly stochastic differential equations (BDSDEs, for short) involving a standard forward stochastic integral and a backward stochastic integral has been proposed by Pardoux and Peng [17] . They derive existence and uniqueness result under global Lipschitz assumptions on the coefficients and use it under stronger assumptions (coefficients are C 3 ) to give a probabilistic representation for a class of quasilinear stochastic partial differential equations (SPDEs, for short). Furthermore, Buckdahn and Ma [6, 7, 5] improve this representation introducing the viscosity solution of semi-linear SPDEs. This viscosity solution is been extended to semilinear SPDE with a Neumann boundary in [2] by means of a class of generalized backward doubly stochastic differential equations (GBDSDEs, for short). On the other hand, Boufoussi and Mrhardy [3] derive the existence result to stochastic viscosity solution for some multivalued SPDE using it connection with BDSDEs whose coefficient contains the subdifferential of a convex function. More recently, the scalar GBDSDE with one-sided reflection which provides a probabilistic representation for the stochastic viscosity solution of an obstacle problem for a nonlinear stochastic parabolic PDE was considered by Aman and Mrhardy in [1] .
Motivated by the above works, the purpose of the present paper is to consider the following generalized backward doubly stochastic differential equation, whose coefficient contains the subdifferential operators of two convex functions, also called generalized backward doubly stochastic variational inequality (BDSGVI, for short). Precisely, we have       
where (A t ) t≥0 is a one-dimensional continuous increasing F t -progressively measurable process, ∂ϕ and ∂ψ are two subdifferential operators. The integral with respect to {B t } is a backward Kunita-Itô integral (see Kunita [13] ) and this one with respect to {W t } is a standard forward Itô integral (see Gong [11] ). It is actually a class of GBDSDEs, which involves two subdifferential operators of two convex functions. Let us recall that (1.2) has been studied, in the case h = 0, in [15] .
We have two goals. First, under Lipschitz conditions on f , g and h, we derive an existence and uniqueness result to BDSGVI (1.1) by means of the Yosida approximation. Next, we naturally establish the connection between solution of (1.1) and the stochastic viscosity solution of the following stochastic PVI (SPVI, for short) with a mixed nonlinear multivalued Neumann-Dirichlet boundary condition:
HereḂ denotes the white noise and, thus, indicates that the differential is to be understood in Itô's backward integral sense with respect to Brownian motion B and f , h, g and χ are some measurable functions with appropriate dimensions. Moreover, L and ∂ ∂n denote the infinitesimal generator of some reflected diffusion process and are defined by
where the function φ is linked to a connected bounded domain Θ as defined in [14] . Let us mention that (1.2) is the generalization of the existence result (and not of the uniqueness) for the solution of the equation studied in [15] , where h = 0 and f , g are not random. As in [5] or [3] , we shall define stochastic viscosity solution for SPVI (1.2) by using the notion of stochastic sub-and super-jets. But the novelty lies in adding Stieltjes integrals with respect the process A which allows us to give representation formula (Feynman-Kac formula) for solution of the stochastic multivalued NeumannDirichlet problems. Therefore in our mind, the results of this article is a non trivial generalization of the work from [3] and hence one appear in [5] . The rest of this paper is organized as follows. In Section 2, we give some preliminaries and notations. Section 3 is devoted to prove the existence and uniqueness of a solution for the BDSGVI (1.1). As application, we derive the notion of stochastic viscosity solution for a class of multivalued stochastic Dirichlet-Neumann problems and then prove its existence in the last section.
Preliminaries and notations
In the sequel, let T > 0 be a fixed terminal time,
, defined on the complete probability (Ω, F , P) and (Ω ′ , F ′ , P ′ ) respectively, and (A t ) t≥0 be a one-dimensional continuous increasing measurable stochastic process (m.s.p., for short). Let us consider the product space (Ω,F ,P), wherē
and let N denote the totality ofP-null sets ofF . For each t ∈ [0, T ], we define
where for any process
} is neither increasing nor decreasing so that it does not constitute a filtration. Further, we assume that random variables ξ(ω), ω ∈ Ω and ζ(ω ′ ), ω ′ ∈ Ω ′ are considered as random variables onΩ via the following identifications:
In what follows, we will work under the following spaces as defined in [15] . For the positive constants λ and µ,
• S λ,µ k denotes the space of continuous j.m.s.p. γ :
Now, we give the following assumptions:
(H2) The two functions ϕ and ψ satisfy (i) ϕ, ψ : R k → (−∞, +∞] are proper ( = ∞), convex, and lower semi continuous (l.s.c., for short),
(H3) The terminal value ξ is an R k -valued F T -measurable random variable. Moreover we have the
For θ equal to ϕ or ψ, let us define
It is well known that the subdifferential operator ∂θ is a maximal monotone operator, which means that
Remark 2.1. Assumption (H2-ii) is not a restriction since we can replace ϕ(u) (resp. ψ(u)) by
To end this section, let us introduce the following needed classical Yosida approximation of the subdifferential operator ∂θ equal to ∂ϕ or ∂ψ. For ε > 0, we define (see [4] and the references therein)
where J ε (x) = (I + ε∂θ) −1 (x) is called the resolvent of the monotone operator ∂θ. Next, on can show that
and x → ∇θ ε (x) is a monotone Lipschitz function. Now, let us give the compatibility assumptions, which appear for the first time in [15] :
Recall again that θ is equal to ϕ or ψ, we have (see [4] or [18] ).
Proposition 2.2. (1) θ ε is a convex function with Lipschitz continuous derivatives;
(2) for all x ∈ R k , ∇θ ε (x) = ∂θ ε (x) = 1 ε (x − J ε (x)) ∈ ∂θ(J ε (x)); (3) for all x, y ∈ R k , |∇θ ε (x) − ∇θ ε (y)| ≤ 1 ε |x − y|; (4) for all x, y ∈ R k , ∇θ ε (x) − ∇θ ε (y), x − y ≥ 0; (5) for all x, y ∈ R k and ε, δ > 0, ∇θ ε (x) − ∇θ δ (y), x − y ≥ − (ε + δ) ∇θ ε (x), ∇θ δ (y) .
Existence and uniqueness result to BDSGVI
This section aims to derive the existence and uniqueness result to BDSGVI (1.1). They are obtained via Yosida approximations. First of all, let us introduce the adapted definition of solution from [15] to our BDSGVI. 
Since our method is based on the Yosida approximations, let us consider the following GBDSDE:
Since ∇ϕ ε and ∇ψ ε are Lipschitz continuous, it is known from a recent result of Boufoussi et al. [2] , that GBDSDE(3.1) has a unique solution
, which is the desired solution of the BDSGVI (1.1).
The principal result of this section is the following theorem. We would like to point out that the proofs of Lemma 3.3, Lemma 3.4, Lemma 3.5 and Theorem 3.2 are generalizations of the results from [15] . For the reading convenience, we give the detailed calculations. In the sequel, C > 0 is a constant which can change its value from line to line. Firstly, we give a prior estimates on the solution.
Lemma 3.3. Assume the assumptions of (H1)-(H3) hold. Then, it holds that
Proof. Applying Itô's formula to e λt+µA t |Y ε t | 2 , we obtain e λt+µA t |Y
Using the elementary inequality 2ab ≤ β 2 a 2 + b 2 β 2 , for all a, b ≥ 0, and (H1), we get
1−α and using Proposition 2.2 (4), we get
We show from (H3) that
Therefore, the lemma follows from (3.3) and Burkholder-Davis-Gundy's inequality.
Lemma 3.4.
Assume the assumptions of (H1)-(H4) hold. Then, for all 0 ≤ t ≤ T, it holds that
Proof. Here, we adopt the same arguments appeared in Pardoux and Rȃşcanu [18] . Given an equidistant partition of interval
n , the subdifferential inequality shows that
Summing up the above formula over i and letting n → ∞, we obtain
From (3.1), we obtain
The desired results can be derived from the following facts:
Lemma 3.5. Assume the assumptions of (H1)-(H3) hold. Then, it holds that
Proof. Applying Itô's formula to e λt+µA t |Y ε t −Y δ t | 2 , we obtain
Choosing M = 1−α 2 and noting Proposition 2.2 (5), we get
Thus, the desired result follows from Lemma 3.4 (i) and Burkholder-Davis-Gundy's inequality.
We now give the following:
Proof of Theorem 3.2. Existence
and for all 0 ≤ t ≤ T,
Fatou's lemma, Lemma 3.4 and the fact that ϕ and ψ are l.s.c. show that (3) of Definition 3.1 is satisfied. In addition, from Lemma 3.4, we have
which shows that U ε t and V ε t are bounded in the space M λ,µ k andM λ,µ k respectively. So, there exists a subsequence ε n → 0 such that
Thus, the process (Y,U,V, Z) satisfies (5) of Definition 3.1 by passing limit in (3.1). Finally, we show that (4) of Definition 3.1 is satisfied. For all 0 ≤ t ≤ T , since U ε t ∈ ∂ϕ(J ε (Y ε t )) and V ε t ∈ ∂ψ(J ε (Y ε t )), it follows that
and
Taking the lim inf in the above two inequalities, (4) of Definition 3.1 holds.
0≤t≤T be two solutions of the BDSGVI (1.1). Denote 
Since ∂ϕ and ∂ψ are monotone, we obtain
Thus, as the same procedure as Lemma 3.5, we can show the uniqueness of the solution.
Stochastic viscosity solutions of SPVI with a mixed nonlinear NeumannDirichlet boundary condition
In this section, we consider the one-dimensional equation, i.e. k = 1. We will investigate the BDSGVI studied in the previous section in order to give the existence of the stochastic viscosity solution of a class of SPVI with a mixed nonlinear Neumann-Dirichlet boundary condition. For this, we need some additional hypotheses and tools.
Notion of stochastic viscosity solution of SPVI with a mixed nonlinear NeumannDirichlet boundary condition
With the same notations as in Section 2, let F B = {F B t,T } 0≤t≤T be the filtration generated by B,
where B is a one-dimensional Brownian motion. By M B 0,T , we denote all the F B -stopping times
∞ is the set of all almost surely finite F B -stopping times. For generic Euclidean spaces E and E 1 , we introduce the following spaces: 
For any sub-σ-field
the mapping ω → α(t, ω, x) is F B -progressively measurable.
4. For any sub-σ-field G ⊆ F B and a real number p ≥ 0, let L p (G ; E) be a set of all E-valued, G -measurable random variable ξ such that E|ξ| p < ∞.
Furthermore, regardless of the dimension, we denote by ·, · and |·| the inner product and norm in E and E 1 , respectively. For 
(H7) The function h ∈ C 0,2,3 b
Let us consider the following SPVI with mixed nonlinear Neumann-Dirichlet boundary condition:
where
We first define the mean of stochastic viscosity solution to S P V I
( f ,g,h,χ,ϕ,ψ) (4.1). As mentioned in introduction, our notion of stochastic viscosity solution uses the stochastic sub-and super-jets introduced by Buckdahn and Ma [5] . Next, the existence result will be derived by the use of the well-known Doss-Sussman transformation. In this fact, let us recall the statement appeared in [5] .
Definition 4.1. Let τ ∈ M B 0,T , and ξ ∈ F τ . We say that a sequence of random variables
(ii) either τ k ↑ τ a.s., and τ k < τ on the set {τ > 0}; or τ k ↓ τ a.s., and τ k > τ on the set {τ < T }.
if the following terms hold:
where S (n) is the set of all symmetric n × n matrix.
(ii) Denoting
denotes the set of all stochastic h-superjet of u at (τ, ξ). Similarly, the triplet of (a, p, X ) is a stochastic h-subjet of u at (τ, ξ) if (i) and (ii) hold and the inequality in (4.9) is reversed. Moreover, J 1,2,− h u(τ, ξ) denotes the set of all stochastic h-subjet of u at (τ, ξ). 
, for every y ∈ Dom(θ) where θ ′ l (y) and θ ′ r (y) denote the left and right derivatives of θ.
Now, we define the stochastic viscosity solution of S P V I
( f ,g,h,χ,ϕ,ψ) (4.1). In order to simplify the presentation, we set
and at any (τ, ξ)
(4.1) if it is both a stochastic viscosity subsolution and a stochastic viscosity supersolution.
Remark 4.5. Observe that if f and g are deterministic and h ≡ 0, Definition 4.4 coincides with the definition of (deterministic) viscosity solution of PVI given by Maticiuc and Rȃşcanu in [15] .
To end this section, we state the notion of random viscosity solution which will be a bridge link to the stochastic viscosity solution and its deterministic counterpart.
Doss-Sussmann transformation
In this section, using the Doss-Sussman transformation, our next goal is to establish the existence of the stochastic viscosity solution to S P V I ( f ,g,h,χ,ϕ,ψ) (4.1) by means of backward doubly stochastic generalized variational inequality.
As shown by the work of Buckdahn and Ma [6, 7] , the Doss transformation will depend heavily on the following stochastic flow η ∈ C(F B , [0, T ] × R n × R), defined as the unique solution of the following stochastic differential equation in the Stratonovich sense:
We refer the reader to their paper [6] for a lucid discussion on this topic. We also note that due the direction of backward Itô integral, (4.8) should be viewed as going from T to t (i.e y should be understood as the initial value). Under the assumption (H7), the mapping y → η(t, x, y) defines a diffeomorphism for all (t, x), P-a.s. (see Protter [21] ). Let us denote its y-inverse by ε(t, x, y). Then, one can show that ε(t, x, y) is the solution to the following first-order SPDE:
Let us recall the following important proposition appeared in [3] (see Lemma 4.8).
Proposition 4.7. Assume that the assumptions
Then, for any (τ, ξ)-approximating sequence (τ k , ξ k ), and for P-a.e. ω, it holds that
Following the key ideas of Buckdahn and Ma, our aim is to convert a SPVI to a PVI with random coefficients with the Doss-Sussman transformation so that the stochastic viscosity solution can be studied ω-wisely. However, our resulting equation from S P V I ( f ,g,h,χ,ϕ,ψ) (4.1) due to Doss-Sussman transformation is not necessarily the PVI studied by Maticiuc and Rȃşcanu in [15] . Therefore, we will need the following version of Doss-Sussman transformation.
Corollary 4.8. Assume that the assumptions
, then u satisfies (4.4) and (4.5) if and only if v(·, ·) satisfies that 
. We assume that u is a stochastic subsolution of S P V I
( f ,g,h,χ,ϕ,ψ) (4.1), which means that
and at any
Since D y η(t, x, y) > 0, ∀ (t, x, y) we define the random field f by
We obtain
and on the event which is random field such that u(t, x) is F B t,T -measurable for each (t, x) ∈ [0, T ] × Θ. We are now ready to derive the main result of this section.
Let ω ∈ Ω be fixed such Since v δ n (ω, ·, ·) is a (deterministic) viscosity solution to the PDE ( f δ n (ω, ·, ·, ·), 0, g δ n (ω, ·, ·), χ), we obtain (a) (τ n (ω), ξ n (ω)) ∈ [0, T ] × Θ V f δn (ω) (τ n (ω), ξ n (ω), a D y η(τ n (ω), ξ n (ω), v δ n (τ n (ω), ξ n (ω))) , ∇φ(ξ n ), D x η(τ n (ω), ξ n (ω), v δ n (τ n (ω), ξ n (ω))p n v ) − g δ n (ω)(τ n (ω), ξ n (ω), v δ n (τ n (ω), ξ n (ω))) + ∇ψ δ n (η(τ n (ω), ξ n (ω), v δ n (τ n (ω), ξ n (ω)))) D y η(τ n (ω), ξ n (ω), v δ n (τ n (ω), ξ n (ω))) ≤ 0. (5.13)
To simplify the notation, we remove the dependence of ω in the sequel. Let y ∈ Dom(ϕ) ∩ Dom(ψ) such that y ≤ u(τ, ξ) = η(τ, ξ, v(τ, ξ)). The ucp convergence v δ n → v implies that there exists n 0 > 0 such that y < η(τ, ξ, v(τ, ξ)), ∀ n ≥ n 0 . Therefore, from (5.12) and (5.13), it follows that (η(τ, ξ, v(τ, ξ)) − y)V f (τ n , ξ n , a v , X v , p v ) ≤ −ϕ δ (J δ n (η(τ, ξ, v δ n (τ, ξ)))) + ϕ(y) 1 D y η(τ n , ξ n , v δ n (τ n , ξ n )) , ( f ,g,h,χ,ϕ,ψ) (4.1). By similar arguments, one can prove that u is a stochastic viscosity supersolution of S P V I
( f ,g,h,χ,ϕ,ψ) (4.1) and completes the proof.
