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Abstract—Image colorization achieves more and more realistic
results with the increasing computation power of recent deep
learning techniques. It becomes more difficult to identify the fake
colorized images by human eyes. In this work, we propose a novel
forensic method to distinguish between natural images (NIs) and
colorized images (CIs) based on convolutional neural network
(CNN). Our method is able to achieve high classification accuracy
and cope with the challenging scenario of blind detection, i.e.,
no training sample is available from “unknown” colorization
algorithm that we may encounter during the testing phase. This
blind detection performance can be regarded as a generalization
performance. First, we design and implement a base network,
which can attain better performance in terms of classification
accuracy and generalization (in most cases) compared with state-
of-the-art methods. Furthermore, we design a new branch, which
analyzes smaller regions of extracted features, and insert it into
the above base network. Consequently, our network can not
only improve the classification accuracy, but also enhance the
generalization in the vast majority of cases. To further improve
the performance of blind detection, we propose to automatically
construct negative samples through linear interpolation of paired
natural and colorized images. Then, we progressively insert these
negative samples into the original training dataset and continue
to train the network. Experimental results demonstrate that our
method can achieve stable and high generalization performance
when tested against different state-of-the-art colorization algo-
rithms.
Index Terms—Image forensics, natural image, colorized image,
convolutional neural network, generalization, negative samples
I. INTRODUCTION
W ITH the increasing popularity and sophistication ofimage editing technologies, it is now relatively easy
to create edited images that are visually plausible. For exam-
ple, current advanced colorization algorithms, more or less
leveraging the powerful capacity of deep neural networks,
can automatically colorize the grayscale images to obtain the
high-quality color images. Fig. 1 shows a pair of images, the
right one is the original color image used for comparison,
and the left one is a colorized image produced by a fully
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Fig. 1. Pair of images. The left one is a colorized image generated by the
colorization method proposed in [1], and the right one is a natural image
taken from ImageNet [3].
automatic colorization algorithm [1] that takes the grayscale
version of the right one as input. Obviously, it is difficult to
distinguish which one is colorized image by naked human
eyes. Although this technique brings convenience to people’s
live, it may also be maliciously used and potentially lead
to security issues, such as confounding object recognition or
scene understanding [2]. Therefore, distinguishing between
natural images (NIs) and colorized images (CIs) has become
an important research problem in image forensics.
Very recently, Guo et al. [2] first proposed two approaches
to solve this new forensic problem. On the basis of the sta-
tistical difference between NIs and CIs in the hue, saturation,
dark, and bright channels, two methods, namely, histogram-
based and Fisher-encoding-based, were designed to catch the
difference. After having obtained the discriminant feature vec-
tors, they trained the support vector machine (SVM) classifiers
to identify fake colorized images. In fact, the classification
performance of their methods still has some space for im-
provement. Furthermore, in the challenging scenario of blind
detection, i.e., no training sample is available from “unknown”
colorization method that we may encounter during the testing
phase of forensic detectors, the performance of their methods
in general decreases. Hereafter, we call this blind detection
performance as generalization performance. In the meanwhile,
although not being very rigorous, we choose to use the term
“classification accuracy/performance” to indicate the detection
performance on testing data in which CIs are generated by a
same colorization method known by the training procedure.
Nowadays, convolutional neural network (CNN) has ob-
tained obvious performance improvement compared with tra-
ditional handcrafted-feature-based methods, not only in com-
puter vision and pattern recognition [4]–[6], but also in mul-
timedia security [7]–[11]. A well-known reason is that it can
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2automatically extract useful information from (complex) data
and thus has powerful learning capacity. In addition, its unified
optimization framework, i.e., in the “end-to-end” manner, may
be superior than the multi-step pipeline of conventional meth-
ods which often have separate stages of extracting handcrafted
features (somehow reflecting human prior knowledge on the
problem) and training classifiers. In this work, we propose a
CNN-based method to identify colorized images. Specifically,
we propose two ways to improve the forensic performance,
especially the generalization capability. We design in the
first place a base network and then improve its architecture,
with the objective to obtain better performance in terms of
classification accuracy and generalization. Afterwards, in order
to better cope with the challenging scenario of blind detection,
we introduce a simple yet effective method, namely, inserting
additional auto-constructed negative samples into the original
training dataset and then carrying out enhanced training of the
network for a better generalization performance.
Our main contributions are summarized below:
• We design and implement a base “end-to-end” deep
model based on CNN to identify NIs and CIs, which
obtains better classification accuracy and generalization
capability (in most cases) compared with state-of-the-art
methods [2]. We also consider and compare three differ-
ent design choices about the activation of the network’s
first layer.
• We improve the original base network via inserting a
new branch, which analyzes the smaller regions of the
extracted features of the first layer, to enrich the learned
features and enhance the discrimination capacity of net-
work. This enhanced network can not only increase the
classification accuracy, but also improve the generaliza-
tion performance in the vast majority of cases.
• We introduce a simple yet effective method to further
improve the generalization performance of the proposed
network. In practice, we construct negative samples via
linear interpolation of paired natural and colorized images
available in the training dataset, and iteratively add them
into the original training dataset for additional and en-
hanced CNN training. This procedure is fully automatic,
and can allow us to obtain stable and high generalization
performance when conducting tests against colorization
algorithms that are “unknown” during the training stage.
The rest of this paper is organized as follows. Section II
reviews relevant existing work. Section III discusses the mo-
tivation of every step of our work, and presents the details
of the proposed method. Section IV reports the performance
evaluations for our method and comprehensive comparisons
with state-of-the-art methods. Section V draws the conclusions
and proposes some future working directions.
II. RELATED WORK
A. Colorized Image and Its Identification
Image colorization adds color to a monochrome image and
obtains a realistic color image. Existing colorization algo-
rithms mainly consist of three categories: scribble-based [12]–
[16], reference-based [17]–[19], and fully automatic [1], [20]–
[22] approaches.
Scribble-based methods require user-specific scribbles and
propagate the color information to the whole grayscale images.
This kind of method is usually accompanied by trail and
error to obtain satisfactory results, and thus is rather time-
consuming. Reference-based (or example-based) approaches
mainly exploit the color information of a reference image that
is (semantically) similar to the input grayscale image. The core
idea is to model a matching relationship between these two
types of images. However, the selection of suitable reference
image may be burdensome.
In contrast, recently researchers have developed fully auto-
matic methods that do not need user interaction or example
color images, and that are usually working in the data-
driven manner. Cheng et al. [20] proposed the first deep neu-
ral network based image colorization method. Their method
performed pixel-wise prediction, however the input of deep
model was pre-extracted handcrafted features. Iizuka et al. [1]
proposed a novel fully “end-to-end” network for the task of
image colorization. The input was a grayscale image and
its output was the chrominance, which was combined with
the input image to produce the color image. Their network
jointly learned global and local features from an image, and
at the same time, they also exploited classification labels of
the grayscale images to improve the performance. Different
from previous methods, Larsson et al. [21] proposed a deep
model that predicted a color histogram, instead of a single
color value, at every image pixel. Zhang et al. [22] took into
account the nature of uncertainty of this colorization task and
introduced class-rebalancing method to increase the diversity
of color of resultant image. These CNN-based methods lead
to the very high visual quality of colorized images, often
plausible enough to deceive the human perception.
As shown in Fig. 1, visually realistic colorized image (the
left one), which is generated by the state-of-the-art colorization
algorithm [1], is difficult to distinguish compared with corre-
sponding natural image (the right one). Very recently, Guo
et al. [2] first proposed handcrafted-feature-based methods to
detect the fake colorized images. On the basis of the obser-
vation that the colorized images tend to possess less saturated
colors, they analyzed the statistical difference between NIs
and CIs in the hue and saturation channels. In addition, they
also found that there are differences in certain image priors. In
practice, they exploited the extreme channels prior (ECP) [23],
i.e, the dark channel prior (DCP) [24] and the bright channel
prior (BCP). They proposed two approaches, i.e., histogram-
based and Fisher-encoding-based, to extract statistical features,
and then trained SVMs for classification. We believe that
this new and important forensic problem deserves further
studies because the results shown in the pioneer work [2]
could be improved in terms of classification accuracy and
generalization performance – both are important metrics for
moving forensic algorithms towards practical applications. The
same as in Guo et al.’s work [2], in our study, we also consider
high-quality colorized images generated by three state-of-the-
art colorization algorithms, hereafter denoted respectively by
Ma [21], Mb [22], and Mc [1].
3B. CNN for Multimedia Security
Inspired by the notable success of CNN, in the multimedia
security community, a number of researchers have used CNN
for image forensics [8], [10], [11], [25]–[31] and steganaly-
sis [7], [9], [32]–[34].
Concerning CNN-based image forensics, different research
problems have been considered. Chen et al. [8] first proposed
to use CNN to detect median filtering, and obtained significant
performance improvement compared with traditional methods.
Tuama et al. [25] and Bondi et al. [26] utilized CNN to accom-
plish the task of source camera identification. This powerful
tool was also employed to distinguish between natural and
computer graphics images [10], [29], and to detect image
forgery [30], [31]. In addition, Bayar et al. [11] developed
a so-called constrained convolutional neural network to solve
general purpose image manipulation detection problem.
Most of previous CNN-based methods mentioned above
use conventional single-stream networks to complete their
tasks [7], [8], [10], [11], [25], [26], [31], [32]. Different
from this conventional design, other design choices have
been considered, for example injecting additional knowledge
to CNN [34] and utilizing multi-stream inputs (i.e., mul-
tiple representations of the same input image in different
domains) [27], [28]. Chen et al. [34] introduced JPEG-phase
knowledge into the CNN architecture to detect modern JPEG
steganography. Barni et al. [27] designed the CNN-based
model for aligned and nonaligned double JPEG compression
detection. Their networks took three inputs: original images,
noise residuals, and discrete cosine transform (DCT) his-
tograms (with an additional sub-network to compute DCT
histograms), respectively. They fused the output of DCT-based
CNN and noise-based CNN as feature vector, and then trained
a random forest to improve the accuracy in the mixed case
of aligned and misaligned compression. Different from this
“hard” fusing strategy, Amerini et al. [28] fused deep features
of two networks with different inputs, i.e., original images
and DCT histograms, using fully connected layer, and thus
the two-stream network can be trained in an “end-to-end”
manner. In our work, we propose a two-branch network.
Unlike previous networks mentioned above, the input of our
network is only the image under forensic examination, without
any additional knowledge or a different representation of the
image. In addition, our feature fusion locates at the middle
of network, and there are several convolutional layers after
feature fusion to further learn hierarchical and discriminative
representation for detecting colorized images.
At last, to the best of our knowledge, there is no existing
work that considers the “generalization” capability yet for
CNN-based image forensics. In fact, this is a highly challeng-
ing scenario because no training samples of the “unknown”
colorization algorithms are available. In other words, we want
the trained network to be able to successfully detect colorized
images generated by new colorization methods that remain
unknown during the training of CNN. In this work, we solve
this challenging generalization problem through a simple yet
effective approach, i.e., inserting additional negative samples
that are automatically constructed from available training
samples, in order to carry out an enhanced training of CNN.
III. PROPOSED FRAMEWORK
A. Motivation
Our study is inspired by Guo et al.’s work [2], where
they first proposed histogram-based and Fisher-encoding-
based fake colorized image detection methods, and obtained
decent performance. In fact, these two handcrafted features to
some extent are based on the prior knowledge observed from
data, and thus may be the non-optimal discriminant features
for this complex identification task. The classification accuracy
shown in [2] can support this point as well. Furthermore,
the generalization performance could be further improved as
discussed in [2]. More specifically, the forensic performance of
their methods sometimes drops when the training images and
the testing images are produced by different colorization algo-
rithms. Therefore, an “end-to-end” framework based on CNN
could be a good solution to automatically learn informative and
generic characteristics between natural and colorized images.
In our approach, we consider two aspects: (1) designing a
suitable CNN architecture to learn discriminative and enriched
features for this forensic problem with good classification
accuracy and generalization performance, and (2) constructing
additional training data, i.e., the so-called negative samples, to
obtain an appropriate decision boundary for this classification
problem and thus further improve the generalization capability
of our network.
B. Our Network - Base Architecture
For this forensic problem, we first design and implement a
base CNN. Except for the components enclosed by red dotted
rectangle in Fig. 2, the remaining part is the proposed base
network (called “BaseNet”) with a conventional single-branch
structure. Our network consists of 8 convolutional layers and a
fully-connected classifier layer (in total 9-layer deep). Inspired
by the recent network designs of computer vision tasks [6],
[35], [36], our network ends with a 2-way fully-connected
layer instead of traditional stacked multi-layer perceptrons and
thus has less parameters. The input of BaseNet is an RGB
image. After the first layer (conv1), it is expected that much
useful information is extracted from the original input image.
The next three layers (conv2-4) are designed to analyze the
extracted features of the first layer. Then a somehow high-
level abstraction and reasoning is applied via the remaining
layers (conv5-8). Finally, the 2-dimensional score vector of the
class label is output by a fully-connected classifier [FC(2) with
(2) standing for output dimension]. All convolutional kernel
sizes in BaseNet are 3 × 3. For conv1-7, each convolutional
layer (Conv) is with the zero-padding of 1, which ensures that
the input and output of Conv have the same size. The loss
function of our network is cross entropy loss, which is most
commonly used for classification tasks. Given the training
dataset of images xi, each associated with a label yi, where
i = 1, 2, ..., N and yi ∈ {0, 1} (0: CI and 1: NI), the loss
function can be described as:
L = − 1
N
∑
i
log(
ecyi∑
j e
cj
), (1)
4Fig. 2. Architecture of our networks named respectively by BaseNet (architecture excluding the part within the red dotted rectangle, Section III-B) and
DecNet (whole architecture, Section III-C). The network input is a 256× 256 RGB image, and output is the class scores. For each convolutional layer, k is
the kernel size and n is the number of feature maps. The two-branch outputs of conv4 have same size and are directly concatenated as the input of conv5.
“W/O Act” means “with or without activation”, and “FC(2)” stands for a fully-connected classifier layer with a 2-dimensional output of class scores.
where cj means the j-th element of the class score vector c.
In our network, each Conv is equipped with the batch nor-
malization (BN) layer. BN [37] explicitly forces the output of
Conv to take on a unit Gaussian distribution. At the same time,
a pair of parameters of shift and scale is applied to guarantee
that the transformation can represent the identity transform.
This layer increases the stability of the network training and
reduces the potential overfitting due to its slight regularization
effects. All max-pooling layers (Max) [38] in BaseNet have
the same kernel size of 3 × 3 and a stride of 2. Max-
pooling reports the maximum output within a local window
of feature maps, and essentially is a down-sampling operation.
This operation brings two benefits: reducing the number of
parameters within the model by decreasing the spatial size of
processed feature maps; and making the representation approx-
imately invariant to small translations [39]. Many multimedia
security researchers argue that the extracted low-level features
of the first layer are crucial for the success of their tasks [8],
[11], [32]. In this work, we pay attention to the activation
function of the first layer, and we consider and compare
three different design choices (reflected by the box of “W/O
Act” in Fig. 2): without activation, with rectified linear unit
(ReLU) activation [40], and with hyperbolic tangent (TanH)
activation. The input-output relation of ReLU activation is
f(x) = max(0, x), and that of TanH is tanh(x) = e
x−e−x
ex+e−x .
Compared with state-of-the-art methods using handcrafted
features [2], this BaseNet already obtains better classification
accuracy and generalization performance (in most cases), and
detailed results are given in Section IV-D.
C. Our Network - Enhanced Architecture
In order to enhance the learning capacity of the BaseNet,
we improve its architecture and the corresponding inspira-
tion is borrowed from ensemble learning. Ensemble learning
combines multiple predictions of a set of individually trained
classifiers, and then gives the final decision [41]. Empirically,
more variety among the base classifiers makes the ensemble
more powerful [42], [43]. In our work, loosely speaking, we
try to apply this idea by slightly adjusting the base network’s
architecture. Practically, we design a new branch which is
different from the base network, and insert it in the middle of
BaseNet to jointly analyze the extracted features of the first
layer (conv1) from a multi-scale perspective. This enhanced
network is denoted by DecNet (Detection colorization Net-
work). The new branch is highlighted by red dotted rectangle
in Fig. 2. The convolutional kernels in this new branch have
the same size, i.e., 1 × 1, which is different from the 3 × 3
kernel of the other branch. For the Convs with same position
in two branches (conv2-4), the sizes of their outputs are same
because the former uses 1× 1 kernel and the latter uses 3× 3
kernel with zero-padding of 1. In the meantime, the settings
of Max in these two branches are also consistent. Hence, the
analysis results of the two branches have the same size and
can be directly concatenated as the input of the fifth layer (i.e.,
conv5) of DecNet.
Due to different architectures of two branches, i.e., different
kernel sizes, a neuron in the output of these two branches
(i.e., the output of conv4) corresponds to regions of different
sizes in the input image space. This difference is analyzed
and shown in Fig. 3. The region size “seen” by a neuron
at the output of conv4 of the new branch is 17 × 17 (the
top row of Fig. 3), which is almost quarter of that of the
base network (the corresponding region size is 31 × 31, as
shown in the bottom of Fig. 3), because the new branch has
smaller convolutional kernel size. Therefore, the difference
between two branches in terms of local region size “seen” in
the original image space can introduce some level of variety
into the process of feature analysis (conv2-4). Then, we utilize
several convolutional layers (conv5-8) to efficiently fuse the
analysis results of two branches, intending to make good use
of this potential variety. Consequently, this enhanced network
further increases the classification accuracy and improves
the generalization performance in the vast majority of cases.
Quantitative results are reported in Section IV-B.
5Fig. 3. The local region sizes in the original image space “seen” by a neuron at output of two branches, respectively. Note that, this neuron locates at the
concatenation stage of feature maps of conv4. Here, four columns (from “conv1” to “conv4”) correspond to the first four layers of our network shown in
Fig. 2, and we explicitly illustrate this correspondence, for example, “conv1(k3n32)”. A blue square stands for a feature map, and the numbers close to it
denote its size. A group of two yellow squares stands for convolutional operation, and a group of two red squares stands for max-pooling.
D. Negative Sample Insertion
According to our observation, there is a certain degree
of performance deviation in the challenging blind detection
scenario, not only for traditional handcrafted-feature-based
methods [2], but also for our CNN-based approach, although
the latter has better performance. In details, for a traditional or
CNN-based model trained on dataset constructed by one spe-
cific colorization algorithm, the test performance on datasets
constructed by other colorization algorithms is sometimes
rather limited for colorized images. The possible reason of
this performance drop is that colorized images produced by
a specific colorization algorithm tend to be equipped with a
particular internal property, but CIs of different colorization
algorithms are very likely to have different properties.
To clearly illustrate the encountered problem with an ex-
ample, we train the DecNet on the dataset constructed by col-
orization method Mb [22], and test on the datasets constructed
by Ma [21] and Mc [1], respectively. It should be noted
that Ma and Mc are the “unknown” colorization algorithms,
and thus the corresponding samples of Ma and Mc are not
used in the training process. We use t-distributed stochas-
tic neighbor embedding (t-SNE) [44] to project the high-
dimensional deep features (the output of conv8 of DecNet,
and its dimension is 512) of testing data constructed by above
three colorization methods onto the two-dimensional map, and
detailed visualization results are shown in Fig. 4. Comparing
Fig. 4(a), (b) and (c), we find that the distributions of NIs (red
squares) are relatively stable with a rather high “intra-class”
variation, which is somehow expected; in the meanwhile, CIs
(blue symbols) are more tightly clustered for each coloriza-
tion algorithm but their locations change a lot for different
methods [please compare the CIs in (a), (b) and (c)]. This is
reasonable because the different colorization methods tend to
have not exactly the same internal characteristics and hence the
corresponding CIs have different locations in the feature space.
When the features of CIs produced by “unknown” colorization
algorithms (here Ma and Mc whose samples are not used for
training) are near the decision boundary of the CNN (which
is trained by using NIs and CIs produced by a “known”
colorization algorithm, here Mb), and at the same time the
decision boundary is relatively close to colorized images, there
are high probabilities to misclassify the “unknown” CIs. For
instance, many CIs in Fig. 4(b) (blue circles with red + in the
figure) are wrongly predicted as NIs.
We would like to find a simple yet effective method to
solve the encountered problem. The idea is that we make use
of the available training samples (and only these samples) to
construct an appropriate decision boundary which can lead
to better generalization performance. A feasible and intuitive
solution is to add negative samples (with same labels as
CIs) near the initial decision boundary of the CNN, so as
to make the CNN be more “strict” about the predictions of
CIs and somehow push the classification boundary towards
NIs. As such, it is expected that the “unknown” CIs located
close to the initial decision boundary [e.g., those shown in
Fig. 4(b)] have more chance to be correctly classified with the
new classification boundary which would be closer to NIs.
More precisely, we construct negative sample through linear
interpolation between paired NI and CI which share the same
grayscale version and only differ in chrominance components.
The corresponding formulation is shown below:
INS = α · IN + (1− α) · IC , (2)
where INS is the negative sample, IN is the natural im-
age, IC is the corresponding colorized image, and α ∈
{0.1, 0.2, 0.3, 0.4} is the interpolation factor. This actually
makes sense, as negative samples are in fact forensically
negative (i.e., considered as CIs), especially for our chosen
weight values among {0.1, 0.2, 0.3, 0.4} (i.e., negative samples
are closer to CIs than NIs). When α increases, the negative
samples are progressively getting closer to the natural images
and it is expected that the decision boundary is further moving
towards NIs after enhanced training.
As analyzed above, adding negative samples and conduct-
ing additional training will push the classification boundary
towards NIs. Thus, the classification accuracy on the NIs will
gradually decrease as more and more negative samples are
inserted. The classification accuracy of network on validation
dataset also slightly decreases because the CIs are almost all
correctly classified and this accuracy mainly depends on the
classification accuracy on the NIs. However, in the meanwhile
the CIs constructed by “unknown” colorization algorithms
are expected to be classified more correctly, implying a
6(a) (b)
(c) (d)
Fig. 4. The deep feature visualization with t-SNE [44]. The model is trained on the original dataset where CIs are generated by Mb. “C” means colorized
images and “N” means natural images. “C-X” means the colorized images produced by X colorization method, for example, “C-Ma” corresponds to CIs
generated by Ma colorization algorithm. “Y-pred” means that the predicted label of CNN is Y. The network is DecNet using TanH in the first layer. We
randomly select 900 natural images from validation dataset splitting them into three equal subsets of 300 images, and then we construct corresponding
colorized images using Ma, Mb, and Mc for every 300 images. The deep feature is the output of conv8, and the dimension is 512. In addition, (d) is the
combination of (a), (b), and (c).
better generalization capability. Obviously, there is a trade-
off between the classification accuracy (on data similar to the
training samples) and generalization performance (mainly on
“unknown” CIs) for our network. Therefore, without being
able to directly measure the generalization during training of
network, we consider the classification accuracy on NIs (on
the so-called natural validation dataset V) as a measure to
select the final model in the process of additional training with
negative sample insertion. In our work, we design a threshold-
based model selection criterion. This threshold (θ) essentially
determines the degree of final classification accuracy that can
be accepted by user or current task. Generally speaking, larger
θ means that the selected model has less high classification
accuracy, but better generalization performance. Basically, we
set θ = β · error rate, where β is a user defined parameter
and error rate is the classification error rate (in %, measured
on natural validation dataset V) of the CNN model trained
with the original training dataset D before negative sample
insertion. This criterion simply defines the maximum tolerable
value of the relative increase of error rate on V induced by
enhanced training. In our experiments, we set β = 2. One
exception is that when error rate is very small (less than
1%), we set θ = 2%, meaning that we can slightly relax the
constraint on classification error rate to obtain relatively large
improvement of generalization performance.
Algorithm 1 illustrates the training process with negative
sample insertion. It is worth noting that we only use CIs of a
“known” colorization method but in a better way to construct
a more appropriate decision boundary. In our experiments, this
insertion is an iterative process with four iterations, i.e., the α
is increased from 0.1 to 0.4 with step of 0.1. Given a CNN
modelM trained by using original dataset D, and some basic
settings for CNN training, such as initial learning rate lr0 and
S epochs for each insertion, we first compute error rate on
V and then the threshold θ, which are used for final model
selection. For each round of negative sample insertion, we
construct negative samples and insert them into the dataset
D. Then, we update the parameters of model M using new
training dataset, and compute the error rate on V starting from
the second half of training process (i.e., from
⌈
S
2
⌉
-th epoch
for each insertion, where
⌈
.
⌉
is the integer ceiling operator),
because from that time the model becomes relatively stable.
After each insertion, we test the negative samples produced
by previous iteration. If a negative sample is misclassified,
i.e., the predicted label is NI and not consistent with its
ground-truth label, then we stop using the corresponding pair
to construct negative sample (i.e., we remove corresponding
pair from P as described in line 9 of Algorithm 1). In fact, this
7Algorithm 1 Enhanced training of CNN model with negative
sample insertion
Input: M, lr0, S, V , D and the set of corresponding natural and
colorized image pairs P constructed from D.
Output: final model after enhanced training.
Initialization: current learning rate lr = lr0, negative samples
N = ∅, set of error rates on V of candidate CNN models R =
∅.
1: compute error rate of M.
2: compute θ.
3: for all α ∈ {0.1, 0.2, 0.3, 0.4} do
4: construct negative samples from P using Eq. (2) and insert
them into N .
5: update training dataset: D = D ∪N .
6: update the parameters of M for S epochs. In the second half
of training process, compute error rate on V for each model,
and insert this value at the end of R.
7: for all INS ∈ N do
8: if INS is misclassified then
9: remove corresponding pair from P .
10: end if
11: end for
12: set N = ∅.
13: update current learning rate: lr = lr · 0.1.
14: end for
15: select i-th model which satisfies max
i
{ri|ri ∈ R, ri < θ}.
operation can slightly reduce the amount of negative samples,
and does not weaken the performance of our network. After
four iterations of insertion, we select the final CNN model.
It is worth mentioning that when α > 0.5, the negative
samples will be close to NIs, and this is likely to have more
impact on the classification of NIs. We take a conservative and
experimentally effective approach, i.e., stopping the negative
sample insertion process after four iterations.
The complete training process of proposed method includes
two stages: (1) using the original training dataset to train
the deep model from scratch until convergence; (2) itera-
tively adding new negative samples into the original training
dataset and continuing to train the model as summarized in
Algorithm 1. Fig. 5 shows the learning curves of a complete
training process. In the first stage, the error rates on V
and CIs produced by Mb obviously decline in the first 20
epochs and the network reaches the stability after about 50
epochs, as shown in Fig. 5(a) and (b). With the negative
sample insertion, the error rate on V slightly increases, which
can be found from the second part of Fig. 5(a). However,
the generalization performance of network has a significant
improvement on CIs produced by Ma [Fig. 5(c)] and a small
improvement on Mc [Fig. 5(d)]. More numerical and visual
results (including t-SNE visualization after enhanced training)
are given in Section IV.
IV. EXPERIMENTAL RESULTS
A. Implementation Details
Our networks are implemented with PyTorch 0.3.1 [45]. The
GPU version is GeForce® GTX 1080Ti of NVIDIA® corpo-
ration. All images in our experiments are resized to 256×256
using bicubic interpolation, and for each image, we rescale
(a) V (b) Mb
(c) Ma (d) Mc
Fig. 5. Learning curves of a complete training of DecNet (with TanH in the
first layer). The network is trained on Mb [22], and tested on Ma [21] and
Mc [1]. The error rates (in %) on CIs produced by these three methods are
shown in (b), (c), and (d), respectively. The error rate on V is shown in (a).
Black dotted line separates two training stages, where the first part uses the
original training dataset for 60 epochs and the second part is the enhanced
training with negative sample insertion (15 epochs for each insertion and in
total 60 epochs). The green circle in (a) stands for the final selected model.
its pixel values to [−1, 1]. Stochastic gradient descent (SGD)
with a minibatch of 20 is used to train CNN models. Each
minibatch contains 10 natural images and 10 colorized images.
We randomly shuffle the order of training dataset after each
epoch. For SGD optimizer, the momentum is 0.9 and the
weight decay is 1e-4. The base learning rate is initialized
to 1e-4. In our work, a complete training process includes
two stages, respectively without and with negative sample
insertion. In the first stage, we divide the learning rate by
10 every 20 epochs, and the training procedure stops after 60
epochs. In the second stage, the learning rate is continued to
be divided by 10 every 15 epochs (it is enough to guarantee
the convergence after new negative sample insertion), and the
training procedure stops after 60 epochs, i.e., 4 iterations of
negative sample insertion. For BN, we keep a running estimate
of computed mean and variance in the training stage, and this
running mean and variance is used for normalization in the
testing stage [37].
Following [2], we also employ the half total error rate
(HTER) to evaluate the performance of the proposed method.
The HTER is defined as the average of misclassification rates
(in %) of NIs and CIs. In this work, all reported results of our
method are the average of 7 runs.
B. Validation of Network Architecture Design
Before evaluating the proposed method, we provide the de-
tails of datasets used in our experiments. Following [2], three
state-of-the-art colorization algorithms, Ma [21], Mb [22],
and Mc [1] are adopted for producing CIs. NIs come from
ImageNet dataset [3]. We use 10,000 natural images from
ImageNet validation dataset to construct training dataset and
8(a) Train on Ma, test on Mb and Mc (b) Train on Mb, test on Ma and Mc (c) Train on Mc, test on Ma and Mb
Fig. 6. The generalization performance (in HTER, lower is better) of different architectures on three different settings. From left to right, the CIs of training
datasets are generated by Ma [21], Mb [22], and Mc [1], respectively. “Avg HTER” means average HTER of testing on datasets constructed by other two
colorization methods. For example, (a) means training on dataset constructed by Ma, and testing on dataset constructed by Mb and Mc.
TABLE I
THE CLASSIFICATION PERFORMANCE (HTER, IN %, LOWER IS BETTER)
OF DIFFERENT NETWORK ARCHITECTURES ON THREE DATASETS
CONSTRUCTED BY MA [21], MB [22], AND MC [1], RESPECTIVELY.
“BASENET+” IS AN AUGMENTED VERSION OF “BASENET” WITH MORE
FEATURE MAPS FROM THE SECOND TO FOURTH LAYERS (CONV2-4).
“ARC.” STANDS FOR “ARCHITECTURE”.
Arc. No activation TanH ReLUMa Mb Mc Ma Mb Mc Ma Mb Mc
BaseNet 0.66 0.32 0.87 0.56 0.19 0.72 0.63 0.26 0.77
BaseNet+ 0.69 0.33 0.87 0.58 0.24 0.69 0.69 0.27 0.78
DecNet 0.60 0.29 0.69 0.55 0.16 0.55 0.62 0.20 0.61
validation dataset, and the ratio is 4:1. The exact indexes
of these images are reported in [21], and they are used for
parameter selection and validation in [2]. Then, we remove
the 899 grayscale images and 1 CMKY (cyan, magenta,
yellow, and black) image from the remaining 40,000 images
of ImageNet validation dataset (the total number of images in
this dataset is 50,000), and obtain 39,100 natural images to
construct testing dataset. Note that, the magnitude of testing
dataset is far larger than the setting reported in [2]. We employ
the three colorization methods mentioned above to produce the
corresponding colorized images.
We first validate our network architecture design in terms
of the classification performance and generalization capability
of networks. As illustrated in Fig. 2, we first design a base
network (BaseNet), which already has a good performance,
and then improve our design by inserting a new branch into
BaseNet, to obtain the final network (DecNet) that achieves
further performance improvement. In order to verify that the
performance improvement is not due to the increase of model
parameters, we increase the number of feature maps from
the second to fourth layers (conv2-4) of BaseNet (before: 64,
128, 256; after: 96, 192, 384) to obtain the augmented single-
branch model BaseNet+. In total, the number of parameters
of BaseNet, BaseNet+, and DecNet are 6.88M, 7.65M and
7.52M, respectively. Table I reports the classification perfor-
mance (in HTER, a measure of misclassification rate, so lower
is better) of three network architectures on three different
datasets (all with training and testing on the same colorization
method), and each network considers three activation choices.
We can find that all the three networks have very low mis-
classification rates, and that DecNet outperforms BaseNet and
BaseNet+ for all the nine settings. In addition, all the three
networks with TanH in the first layer have the best classi-
fication performance, and those without activation have the
highest HTER. Two possible reasons are: (1) The non-linearity
of TanH and ReLU help increase the approximation/learning
capability of networks; (2) Different from ReLU, TanH keeps
the sign of features which may provide useful information for
classification of NIs and CIs.
Fig. 6 shows the generalization performance of three net-
work architectures when trained and tested on datasets con-
structed by different colorization algorithms. For each of the
three test settings shown in Fig. 6, when looking at all the
nine combinations between three network architectures and
three activation choices, it is always DecNet, combined with
a certain activation choice, that has the lowest HTER, and
recall that in the meanwhile DecNet has always the best
classification performance, regardless of the activation type,
when tested on the same colorization method (as shown in
Table I). If we check in Fig. 6 the performance separately
for each activation choice, in general, DecNet has the best
generalization performance except for two cases (out of nine)
when combined with ReLU [(b) and (c)]; however ReLU
is apparently not a suitable activation function in terms of
generalization performance as shown in the figure. A possible
explanation is that ReLU sets the output of some neurons of
the first layer to be zero and thus destroys to some extent the
extracted useful information. TanH and “no activation” have
better generalization performance (with the latter slightly out-
performing the former), implying that preservation of extracted
information at first layer is helpful for generalizing better.
To summarize, our network DecNet can stably increase
the classification accuracy regardless of activation in the first
layer and improve the generalization performance in most
cases (especially for TanH and “no activation”). This im-
provement is attributed to the new branch, which can enhance
the discrimination and variety of learned features. DecNet
achieves a better trade-off than BaseNet+; the latter weakly
improves the generalization performance but slightly decreases
the classification accuracy. This implies that the performance
improvement of CNN model is more dependent on suitable
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PERFORMANCE OF NEGATIVE SAMPLE INSERTION OF DIFFERENT NETWORK ARCHITECTURES ON DIFFERENT DATASETS. EACH NETWORK CONSIDERS
THREE ACTIVATION TYPES IN THE FIRST LAYER. “DECNET” STANDS FOR NETWORK TRAINED ON ORIGINAL TRAINING DATASET, AND “DECNET-I”
STANDS FOR NETWORK AFTER ENHANCED TRAINING OF THE PREVIOUSLY TRAINED MODEL (DECNET), WITH NEGATIVE SAMPLE INSERTION. STARTING
FROM THE SECOND COLUMN, EACH CONSECUTIVE TWO COLUMNS FORM A GROUP. THE FORMER IS THE CLASSIFICATION ERROR RATE (HTER, TESTED
ON THE SAME COLORIZATION METHOD AS GIVEN IN THE SECOND ROW), AND THE LATTER IS THE AVERAGE GENERALIZATION PERFORMANCE (AVG
HTER, IN ITALICS, TESTED ON THE OTHER TWO COLORIZATION METHODS).
Arc.
No activation TanH ReLU
Ma Mb Mc Ma Mb Mc Ma Mb Mc
DecNet 0.60 8.15 0.29 11.44 0.69 5.55 0.55 7.36 0.16 14.83 0.55 7.61 0.62 9.49 0.20 19.36 0.61 9.44
DecNet-i 1.11 5.24 0.96 2.51 1.10 2.29 1.03 4.61 0.85 3.01 0.98 2.30 1.14 6.23 0.92 3.71 1.02 3.47
network architecture design, instead of simply increasing the
number of feature maps. Concerning the activation type, TanH
is considered a good choice, achieving a very satisfying
compromise between classification accuracy and generaliza-
tion. In contrast, although the classification performance of
networks with ReLU in the first layer is good enough (though
slightly worse than networks with TanH in the first layer, see
Table I), the generalization performance is the worst among
three activation choices. This is probably due to the fact that
ReLU destroys part of the initial information directly extracted
from the input image, reflecting the importance of preserving
richness of extracted features of the first layer. Networks with-
out activation in the first layer have the lowest classification
accuracy as shown in Table I, but they can well preserve the
extracted features at first layer, which then contributes to the
good generalization performance (see Fig. 6). Although the
generalization capability of our network DecNet with different
activation choices have small difference, this can be stably
improved by our negative sample insertion method and the
detailed results are given in the next subsection.
C. Effect of Negative Sample Insertion
In this paper, we propose negative sample insertion to fur-
ther improve the generalization performance of our network.
As described in Section III-D, this enhanced training uses
natural validation dataset V to select the final model, and we
randomly select 20,000 NIs from ImageNet test dataset [3] to
construct V . Table II reports the performance of our network
before (the row of “DecNet”) and after (the row of “DecNet-
i”) negative sample insertion1. From Table II, we can see that
the effect of negative sample insertion, i.e., improving the
generalization of network, is consistently stable for different
activation choices. The negative sample insertion leads to
slight decrease of the classification accuracy, however, the
generalization performance of network usually has apparent
improvement. For example, the initial generalization error of
DecNet with ReLU trained on Mb is 19.36%, and then reduces
to 3.71% after enhanced training using negative samples, with
a slight increase of classification error from 0.20% to 0.92%.
When the initial generalization error is relatively small, like
5.55% of DecNet without any activation and trained on Mc,
negative sample insertion still further decreases this value to
2.29%, while the classification error changes from 0.69% to
1For the sake of clarity, generalization performance is presented in italics
in Table II, and this is the same for subsequent tables.
TABLE III
COMPARISON OF THE PERFORMANCE (HTER, IN %, LOWER IS BETTER)
OF OUR METHOD WITH THAT OF THE STATE-OF-THE-ART METHODS [2] ON
IMAGENET VALIDATION DATASET [3]. “FCID-HIST” AND “FCID-FE”
ARE PROPOSED IN [2]. NOTE THAT, THE RESULTS OF [2] ARE OBTAINED
BY TESTING ON 2,000 IMAGES, AND THOSE OF OUR METHOD ARE FROM
TESTING ON 78,200 IMAGES. THE GENERALIZATION PERFORMANCE
RESULTS ARE IN ITALICS.
Method Ma Mb McMa Mb Mc Ma Mb Mc Ma Mb Mc
FCID-HIST [2] 22.50 28.00 33.95 26.95 24.45 41.85 38.15 43.55 22.35
FCID-FE [2] 22.30 23.65 31.70 25.10 22.85 34.25 38.50 36.15 17.30
BaseNet 0.56 10.57 10.62 31.65 0.19 6.16 13.93 1.91 0.72
DecNet 0.55 7.62 7.09 26.12 0.16 3.53 13.09 2.12 0.55
DecNet-i 1.03 5.09 4.13 4.41 0.85 1.60 2.83 1.77 0.98
1.10%. This is also consistent with previous analysis (Sec-
tion III-D) that there is a trade-off between the classification
and the generalization performance, and our negative sample
insertion method can achieve a satisfying trade-off.
In addition, we also visualize deep features of DecNet-i with
TanH using t-SNE [44], and the results are shown in Fig. 7.
Here, deep features are the output of conv8 of DecNet-i, and
its dimension is 512. The corresponding visualizations of the
model before negative sample insertion are shown in Fig. 4.
The testing data is also the same in Fig. 7 and Fig. 4. By
comparing the border of correctly classified CIs, i.e., blue
symbols with a blue + inside, in Fig. 4(d) and Fig. 7(d),
we can find that the latter has fewer misclassified CIs, and
the classification boundary is pushed towards NIs. The CIs
generated by “unknown” colorization algorithms, especially
Ma [21], are in consequence less misclassified, and this can
be clearly observed by comparing Fig. 4(b) with Fig. 7(b).
This confirms that our negative sample insertion scheme can
push the decision boundary towards NIs to some extent and
then improve the generalization performance.
D. Comparison with State-of-the-Art
We experimentally compare the performance of our method
(all networks with TanH in the first layer) with that of the
state-of-the-art methods [2]. We take the network with TanH
as example for detailed comparison with [2], for the sake
of brevity. But our method with other activation types has
in general consistently good performance; in particular the
performance of the final network DecNet-i with different
activations is very similar as shown in the last row of Table II,
and outperforms the methods in [2] as described below.
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(a) (b)
(c) (d)
Fig. 7. The deep feature visualization of DecNet-i with t-SNE [44]. The model is obtained through enhanced training of the previously trained model (used
in Fig. 4) with negative sample insertion. The meaning of symbols is same as that of Fig. 4. It is worth noting that in t-SNE the transformation used for
dimension reduction and the obtained visualization depend on the input data. Therefore, transformation and visualization in this figure are different from those
of Fig. 4.
We first compare classification accuracy and generalization
performance on ImageNet validation dataset [3], and all testing
results are shown in Table III. We can find that the classifi-
cation accuracy (numbers not in italics in Table III) of our
base architecture BaseNet is much improved compared with
the two methods in [2] respectively denoted by FCID-HIST
and FCID-FE, and the generalization performance (numbers
in italics) is also better than that of two existing methods
except for one case (31.65%, i.e., training on Mb and testing
on Ma). For DecNet (the second last row), the trend is almost
same. There is a significant improvement of generalization
performance through the negative sample insertion compared
with [2], and this can be observed by comparing the numbers
in italics in same column of the rows of FCID-HIST, FCID-
FE and DecNet-i of Table III. Furthermore, the results of [2]
are obtained by testing on 2,000 images (1,000 ImageNet
images and corresponding 1,000 CIs) whose exact indexes
remain unknown, and those of our method are testing on
78,200 images (39,100 ImageNet images and corresponding
39,100 CIs). In order to confirm the reliability and rationality
of comparison, as an example, Table IV reports the statistical
results of models trained on Ma (these models are same as
those in the first group, i.e., from the second to fourth columns,
in Table III). Practically, we run tests for 500 times and each
time on 2,000 images (1,000 pairs of NIs and CIs) randomly
selected from 78,200 images. We can see that the performance
TABLE IV
MULTIPLE STATISTICS OF HTER OF TESTING ON 2,000 IMAGES (1,000
PAIRS OF NIS AND CIS) RANDOMLY SELECTED FROM 78,200 IMAGES.
THE MODEL IS TRAINED ON MA. WE RUN 500 TIMES AND COMPUTE THE
MAXIMUM, MEAN, AND MINIMUM OF HTER. THE GENERALIZATION
PERFORMANCE RESULTS ARE IN ITALICS.
Arc. Maximum Mean MinimumMa Mb Mc Ma Mb Mc Ma Mb Mc
BaseNet 0.98 12.19 12.21 0.55 10.56 10.61 0.15 9.02 8.50
DecNet 1.08 9.67 8.16 0.55 7.62 7.08 0.14 6.02 5.57
DecNet-i 1.64 6.81 5.16 1.03 5.06 4.14 0.54 3.75 2.83
of our method is stably superior than that of [2] (comparing
the three groups of results in Table IV and the first group of
the rows of FCID-HIST and FCID-FE in Table III).
We then compare the performance of the cross-dataset test
of our method and [2], and the corresponding results are
reported in Table V. The same as in [2], we also consider
two cases: train on ImageNet validation dataset [3] and test on
Oxford building dataset [46] (called Oxbuild, which consists
of 5,063 images); train on Oxbuild and test on ImageNet val-
idation dataset. For each case, we consider three colorization
methods: Ma [21], Mb [22], and Mc [1]. The results of [2]
are obtained by testing on 2,000 images whose exact indexes
remain unknown, and those of our method are from testing on
78,200 images for ImageNet validation dataset [3] and 10,126
images for Oxbuild [46]. It can be observed from Table V
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TABLE V
COMPARISON OF HTER (IN %, LOWER IS BETTER) OF OUR METHOD WITH
THAT OF THE STATE-OF-THE-ART METHODS [2] (“FCID-HIST” AND
“FCID-FE”) ON CROSS-DATASET TEST. NOTE THAT, THE RESULTS OF [2]
ARE OBTAINED BY TESTING ON 2,000 IMAGES, AND THOSE OF OUR
METHOD ARE FROM TESTING ON 78,200 IMAGES FOR IMAGENET
VALIDATION DATASET [3] AND 10,126 IMAGES FOR OXBUILD [46].
“IMAGENET→ OXBUILD” MEANS TRAINING ON IMAGENET VALIDATION
DATASET AND TESTING ON OXBUILD, AND VISE VERSA.
Dataset ImageNet → Oxbuild Oxbuild → ImageNetMa Mb Mc Ma Mb Mc
FCID-HIST [2] 22.85 21.50 30.95 43.45 30.75 36.60
FCID-FE [2] 51.40 22.70 20.20 49.80 30.25 23.15
DecNet 1.15 0.11 1.73 2.04 1.88 2.85
that the classification performance of cross-dataset test of our
method is much better than that of two methods proposed
in [2]. In addition, the statistical results of multiple testings
of our method on 2,000 images (like previous experiment of
Table IV) have the consistently good appearance as well (for
the sake of brevity we do not present these results here). A
possible reason of good performance of our method on cross-
dataset test is that the CNN model can to some extent find
the essential difference between NIs and CIs from data and
decrease the potential interference of image content.
E. Qualitative Analysis and Misclassified Cases
In the following, we first conduct qualitative analysis
through the visualization of the convolutional kernels and
feature maps of well-trained models. Fig. 8 visualizes the
convolutional kernels of the first layer of our network. For
conventional computer vision classification tasks, the appear-
ance of the first-layer filters of CNN models well trained on
natural images is often common, in the sense that some of
these filters are similar to Gabor filters and others resemble
color blobs [4], [47], [48]. By contrast, the first-layer kernels of
our method are almost all color sensitive and have no apparent
orientation, which is reasonable for a network designed for
detecting colorized images. In other words, the filters of the
first layer of CNNs for computer vision tasks tend to take
the image content as clues for image classification while our
network rather considers the local color patterns as useful
information for the classification of NIs and CIs.
The visualization of feature maps of CNN is often used to
gain intuition of CNN models [47], [49]. Fig. 9 visualizes the
first 64 feature maps of two branches at conv4. The left groups
of three columns [(a), (c), and (e)] correspond to NIs and the
right groups [(b), (d), and (f)] correspond to CIs. We can see
that there is obvious difference between the feature maps of
NIs and CIs for each branch, for example, Fig. 9(a) and (b).
In addition, the difference also exists between two branches
of each test image. These differences imply that our network
learns discriminative and enriched features through two-branch
architecture. We observe that some feature maps in the middle
and right of Fig. 9(b) have strong response corresponding
to the right region of CI in Fig. 9(b) (i.e., the border of
the building, and highlighted by red rectangle), where the CI
has slight color bleeding. The similar phenomenon can also
be found in the boundary region between grass and dog in
Fig. 8. Visualization of the convolutional kernels of the first layer of
our network. The filters are organized in groups of three (in columns)
corresponding to the three color channels R, G and B. Brighter pixels stand
for larger values.
Fig. 9(f) (highlighted by two red rectangles), although here
the color bleeding is to some extent masked by textures when
compared with (b). For the middle and right of (e), i.e., the
feature maps of two branches, high response in the grass is
observed due to richness and naturalness of color, but low
response in the counterparts of (f) is observed because the
color is relatively monotonous in CI. Similarly, some feature
maps of the new branch [the middle of Fig. 9(c)] have high
response for the gate and grass of NI in (c), whereas low
response is found for (d). To summarize, these observations
give the hint that our network can grab some useful clues, such
as color bleeding and monotonous color, for classification of
NIs and CIs.
At last, several misclassified examples of our method are
shown in Fig. 10. For (a), we can see that the color of first
image is less saturated, and the color of the second image
is sea blue for most of the area and somehow monotonous.
Therefore, our network misclassifies these NIs as CIs. Con-
versely, the first image in (b) has relatively saturated color and
clear boundary, and the second image has plausible and rich
color, such as the grass and tank. These cues may have misled
the classification decision of our network.
V. CONCLUDING REMARKS
In this paper, we proposed an “end-to-end” framework based
on the convolutional neural network to distinguish between
natural images and colorized images. We first designed a base
CNN model, which outperformed state-of-the-art methods (in
most cases) in terms of both classification and generaliza-
tion performance. Afterwards, we designed and added a new
branch to the base network, leading to a CNN with enhanced
architecture and enriched features. This well-designed network
not only improves the classification accuracy but also the
generalization performance. Furthermore, we considered the
challenging blind detection scenario and proposed an effective
method based on negative sample insertion to further improve
the generalization capability of our CNN model. Consequently,
our network’s generalization performance is obviously and sta-
bly improved while decreasing very slightly the classification
accuracy. We plan to share the source code of our method to
the research community.
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Fig. 9. Visualization of feature maps of conv4. We visualize the first 64 feature maps for each branch. The left groups of three columns correspond to NIs,
and the right groups correspond to CIs. Each group consists of the RGB image (left), the feature map of the new branch (middle), and that of the base network
(right). Hotter color stands for stronger activation. Red rectangle highlights the color bleeding region (best viewed with zooming on a big screen).
(a)
(b)
Fig. 10. Misclassified cases. (a): NIs misclassified as CIs, and (b): CIs
misclassified as NIs.
In the future, we are willing to apply our two-branch
network architecture to other image forensic problems, where
enriched features may help improve the forensic performance,
and also to optimize the architecture in a task adaptive manner.
For example, we could optimize in a rigorous way some meta
parameters including the number of feature maps (width) and
layers (depth) of each stage of the CNN for each task. We also
plan to employ the proposed negative-sample-based enhanced
training to improve the generalization performance of other
kinds of forensic methods whenever applicable. Concerning
the classification of natural and colorized images or other
related problems, it would be interesting to further improve
the CNN architecture via modeling high-level semantic in-
formation or imitating the human perception process of the
given task. Furthermore, an attractive research direction is to
explore other approaches to understanding and enhancing the
generalization performance of neural networks.
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