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Abstract
We study the effect of adaptive mesh refinement on a parallel domain decom-
position solver of a linear system of algebraic equations. These concepts need
to be combined within a parallel adaptive finite element software. A proto-
type implementation is presented for this purpose. It uses adaptive mesh
refinement with one level of hanging nodes. Two and three-level versions of
the Balancing Domain Decomposition based on Constraints (BDDC) method
are used to solve the arising system of algebraic equations. The basic concepts
are recalled and components necessary for the combination are studied in de-
tail. Of particular interest is the effect of disconnected subdomains, a typical
output of the employed mesh partitioning based on space-filling curves, on
the convergence and solution time of the BDDC method. It is demonstrated
using a large set of experiments that while both refined meshes and discon-
nected subdomains have a negative effect on the convergence of BDDC, the
number of iterations remains acceptable. In addition, scalability of the three-
level BDDC solver remains good on up to a few thousands of processor cores.
The largest presented problem using adaptive mesh refinement has over 109
unknowns and is solved on 2048 cores.
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1. Introduction
Adaptive mesh refinement (AMR) is a well-established technique in the
framework of the finite element method (FEM). Its use in combination with
massively parallel calculations is, however, still rather limited. This should
not be surprising, since developing an efficient parallel code employing a
general AMR is highly nontrivial and requires meeting several contradicting
requirements. In particular, keeping the load of CPU cores balanced is the
main issue during the parallel process. Other issues involve management of
hanging nodes (or enforced refinements) and a choice of a suitable algebraic
solver.
In this contribution, we present an implementation of a massively par-
allel AMR code. It is coupled to the parallel linear system solver based on
nonoverlapping domain decomposition method. The impact of AMR on the
solver is evaluated. A subsequent goal of the paper is convincing the reader
that hanging nodes treatment and its implementation can be relatively easy
and straightforward, as opposed to the general feeling that nonconforming
meshes are best to be avoided. The simplicity is achieved by allowing only
so called first-level hanging nodes and equal order elements.
The goal of an AMR strategy is to improve the approximate solution
in those parts of the domain, where the behaviour of the exact solution
is complex, such as close to singularities or within boundary and internal
layers. The structure of the mesh becomes complicated while the degrees of
freedom are efficiently distributed and their number is kept low. On the other
hand, relatively simple, often structured, globally fine meshes are typically
preferred in massively parallel codes, resulting in very large number of degrees
of freedom.
An integral part of parallel computations is partitioning the computa-
tional mesh into subdomains. The strategy employed in our work leads to
parts with approximately equal number of elements. Although this require-
ment may seem rather simple, partitioning adaptively refined meshes in a
scalable way on thousands of CPU cores is still a challenging task.
Perhaps the simplest strategy suitable for structured meshes is dividing
them into geometrically regular subdomains. However, it cannot be used for
adaptively refined subdomains, where the number of elements in different
regions can differ largely, leading to huge load imbalance. A widely adopted
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alternative is translating the problem of dividing the mesh into partitioning
the graph of the mesh. The graph partitioning is then performed by standard
libraries, such as METIS [19] or ParMETIS [20]. While the latter is meant
for parallel repartitioning, the approach is not scalable to thousands of cores
as required by massively parallel adaptive simulations.
A considerably simpler approach is based on partitioning space-filling
curves, as it is done in the p4est library [10, 17], one of the building blocks
of our implementation. Its scalability has been tested in [10] up to hundreds
of thousands of cores, and its use for development of a parallel FEM library
deal.II is described in [5]. The authors use a globally assembled system ma-
trix distributed by rows. The main difference of our work seems to be the use
of the subassembled system matrix, i.e. matrix only assembled subdomain-
wise, as it is common to nonoverlapping domain decomposition methods.
An interface degree of freedom is present in two or more subdomains, and
its assembly is not finalised over the interface. The use of this matrix format
naturally avoids partitioning of matrix rows of the fully assembled matrix
and thus circumvents the issue with the assembly at hanging nodes in the
vicinity of interface described in [10].
On the other hand, properties of subdomains play a more important role
in our approach. The drawback of the use of space-filling curves for mesh
partitioning is the poor shape of subdomains. Moreover, disconnected subdo-
mains composed of several independent components are common. One of our
goals is to investigate how this type of subdomains affects the performance
of the nonoverlapping domain decomposition solver.
For the solution of the system of equations, we use the Balancing Domain
Decomposition based on Constraints (BDDC) method [14] and its extension
to multiple levels, the Multilevel BDDC [28, 39]. The potential of the mul-
tilevel method to scale to 500 thousand cores was recently demonstrated
in [4]. Another parallel implementation of multilevel BDDC is available in
our open-source BDDCML library [35], the second building block of our im-
plementation.
A crucial role in BDDC is played by constraints which enforce continuity
of suitably defined coarse degrees of freedom across subdomains. Typically,
these are point values at selected nodes called corners or averages over faces
and/or edges among neighbouring subdomains. If a sufficient number of
constraints is properly selected, the local Neumann problems on subdomains
become uniquely solvable.
The strategy for handling disconnected subdomains employed in BDD-
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CML is described. In fact, it is quite simple: a local graph of computational
mesh is created for each subdomain and its continuity is analyzed. If more
graph components are detected, each of them is treated separately during the
selection of constraints. While this may lead to a certain load imbalance due
to a sudden increase of number of constraints for disconnected subdomains,
the principal amount of work, which is given by the size of each subdomain,
remains unchanged. This effect is studied in detail in our paper.
The rest of the paper is organized as follows. In Section 2, we review
adaptive mesh refinement strategies and describe a simple approach to deal-
ing with hanging nodes. The BDDC method is recalled in Section 3 with the
emphasis on accommodating disconnected subdomains within the method.
Section 4 is devoted to combination of these concepts and discussion of spe-
cific issues arising in coupling AMR with a parallel BDDC solver. Finally,
numerical results testing the developed implementation are presented in Sec-
tion 5, and conclusions are drawn in Section 6.
2. Adaptive meshes and hanging nodes
The purpose of mesh adaptivity is to ensure precise resolution of details in
troublesome areas of the domain while keeping the overall size of the resulting
system within reasonable bounds. This often cannot be achieved by uniform
refinements. The price to pay are several complications of the discretisation
algorithm which have to be addressed. This is particularly true in the case of
adaptivity in parallel setting as will be further elaborated in Section 4. There
is, however, one particular issue, which is rather challenging even in the case
of serial calculation: a proper treatment of the so called hanging nodes. These
nodes appear when several smaller elements are adjacent to an edge (in 2D) or
a face (in 3D) of a larger element, see Fig. 1. It is especially demanding when
higher-order elements are used. Various techniques have been developed and
used in different settings in the case of serial calculations. However, one has
to be careful when dealing with adaptivity in parallel where hanging nodes
might appear at subdomain interface.
Hanging nodes present a complication of the numerical scheme, and many
authors proposed various techniques to avoid them from the beginning by in-
troducing extra refinements. These enforced refinements are not necessary
for a better precision of the solution but have the only purpose of keeping
the mesh regular, i.e. face-to-face. Let us just mention the red–green al-
gorithm, although many others exist. Nevertheless, these algorithms bring
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other disadvantages, and it seems that most approaches towards mesh adap-
tivity involve hanging nodes nowadays. The presence of hanging nodes is
quite simply manageable when a discontinuous approximation, e.g. the dis-
continuous Galerkin method, is used. This can be employed for development
of hybrid continuous-discontinuous methods as in [3], where discontinuous
approximation is used at hanging nodes.
If continuous approximation is used, the use of arbitrary-level hanging
nodes (see e.g. [33] for 2-D and [23] for 3-D results or recent works [40] or
[36] for alternative approaches) becomes technically somewhat difficult. The
level here corresponds to the number of subsequent refinements at one side of
an element face that were needed for creation of the hanging node, see Fig. 1
for first and second level hanging nodes. The advantage of the arbitrary-
level approach is that there are no additional refinements enforced by mesh
regularity reasons. It leads, however, to a substantial algorithmic complexity
due to the non-local character of constraints on continuity at higher-level
hanging nodes and their propagation through the mesh [23]. This holds
especially in 3D. From this reason, most authors resort to the use of first-
level hanging nodes only (see, e.g., [13]), which seems to be the most feasible
solution and which is used in our current work as well.
In the rest of this section, we describe in more detail the way hanging
nodes are treated in our solver. The ideas are not new, but we recall them
for the sake of completeness and in a way suitable for a subsequent coupling
with nonoverlapping domain decomposition. We proceed by imposing two
important restrictions, formulated as assumptions on the mesh.
Assumption 1 (2:1 mesh regularity). Only first-level hanging nodes are
present in the adaptive meshes.
This important assumption means that no more than two (four) other ele-
ments can be adjacent to an element edge (face) in 2D (3D), respectively, see
Fig. 1. Consequently, a limited number of enforced refinements can appear
in order to fulfill this assumption. This restriction is used by a majority of
authors as a reasonable trade-off between performance gain and complexity
of implementation.
Assumption 2 (Equal order of elements). Finite elements have a uni-
form polynomial order.
This restriction rules out the superior hp-adaptivity and leaves us with the
h-adaptivity, however including powerful higher-order approximations.
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Figure 1: Mesh satisfying the 2:1 regularity of Assumption 1 (left) contains only first-
level hanging nodes (red dots). Mesh not satisfying the 2:1 regularity (right) contains
also higher-level hanging nodes (blue dot). To comply with the assumption, the refined
element would trigger an enforced refinement of the large (left) element in this case.
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Figure 2: Linear basis function in regular (left) and adapted (right) meshes. The figure
represents the first approach, where a global degree of freedom g11 is assigned to the
hanging node and needs to be handled after the global assembly.
Assumption 3 (Isotropic refinements). Elements are only refined into
4 (2D) or 8 (3D) smaller elements in a most natural way by bisecting all
element edges.
Although anisotropic refinements might be useful e.g. near to boundary lay-
ers, the potential performance gain is rather limited.
2.1. Finite element assembly
We will illustrate the finite element assembly on an example of a sim-
ple mesh of (initially) two bilinear elements, see Fig. 2 (left). If we do not
consider boundary conditions, as if the two-element patch was inside the
computational domain, there are 6 degrees of freedom denoted g1, g2, . . . , g6.
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In standard finite element codes, the global stiffness matrix is built element-
wise, first constructing local stiffness matrix of each element (4×4 in our
example) followed by the assembly, i.e. distributing the values into appro-
priate places in the global matrix (6×6 in the example). The local stiffness
matrix is obtained using shape functions local to the element, which corre-
spond to local degrees of freedom, such as L1, . . . , L4 indicated on the hatched
element Ωej in Fig. 2 (left). Denoting shape functions by the same symbols
as corresponding degrees of freedom, the local stiffness matrix on element Ωej
can be written as
Aej =
a(L1, L1) . . . a(L1, L4)... . . . ...
a(L4, L1) . . . a(L4, L4)
 (1)
where a(·, ·) is the bilinear form in a weak formulation, e.g. of the Poisson
problem used in our computations in Section 5. The global assembly proce-
dure can be formally written as
A =
Ne∑
j=1
ReTj A
e
jR
e
j , (2)
where A is the global stiffness matrix, Ne is the number of elements in the
mesh, and Rej is the 0–1 matrix restricting global vector of unknowns to those
present on the j-th element. In our example, Rej for the hatched element is
Rej =

0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 (3)
In an actual implementation, matrix Rej is implemented as a vector of global
indices expressing the local-to-global correspondence of degrees of freedom,
in our case
(L1, L2, L3, L4)↔ (g2, g3, g5, g6). (4)
Similarly, the global right-hand side vector f is assembled from the finite
element contributions f e as
f =
Ne∑
j=1
ReTj f
e
j . (5)
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Finally, the global system of equations is
Au = f, (6)
where u is the global vector of unknown coefficients of finite element basis
functions. In general, application of suitable boundary conditions makes
system (6) uniquely solvable.
2.2. Continuity of the solution at a hanging node
When hanging nodes are present in the discretisation, the situation gets
slightly more complicated. As can be seen in Fig. 2 (right), we can no longer
allow an arbitrary value in g11 if we want to keep the solution continuous,
which is the case for the considered conforming finite element method. There
are generally two possibilities how this can be achieved, which are both de-
scribed in this section. Although the approaches are equivalent mathemati-
cally, their algorithms differ.
In the global approach, degrees of freedom are kept in the hanging nodes,
and the same local (1) and global (2) matrices are used to create the global
system. In order to obtain continuous results, additional constraints have to
be satisfied by the degrees of freedom. In our example of Fig. 2,
(L1, L2, L3, L4)↔ (g2, g7,g11, g8), (7)
and the continuity leads to the constraint
g11 =
g2 + g5
2
. (8)
In a more complicated mesh with more hanging nodes, we would have to add
a number of such constraints, which can be written in the form of a matrix
equation
Gu = 0. (9)
Matrix G is typically rectangular with much less rows than columns. In our
example, (8) translates to
G =
[
0, 1
2
, 0, 0, 1
2
, 0, 0, 0, 0, 0,−1] . (10)
System (6) now has to be solved subject to the constraint (9), or in other
words, satisfying u ∈ nullG. Various techniques are possible, see e.g. [6] for
more details of this approach for hp-adapted meshes.
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Figure 3: The second approach to handling hanging nodes — no global degree of freedom
is assigned to the hanging node. There is no global degree of freedom associated with L3.
Instead refined elements contribute to non-local global nodes during the assembly.
The second, local approach, is more suitable for our situation, and it is
employed in our implementation. It relies on elimination of hanging nodes on
the element level before the global matrix assembly. The important difference
from the global approach is that we do not assign global degrees of freedom
to hanging nodes. Instead, we directly apply the constraints to create con-
tinuous basis functions, which in turn give rise to a continuous approximate
solution.
Due to Assumptions 1–3 one can keep simple relationship between local
and global degrees of freedom similar to (4). In particular, each element
contributes to as many global degrees of freedom as is the number of local
degrees of freedom. In our example, correspondence (7) will be replaced by
(L1, L2, L3, L4)↔ (g2, g7,g5, g8). (11)
Note that instead of the global degree of freedom g11, which is not consid-
ered now, the element will contribute to g5. The reason can be seen from
Fig. 3. We eliminate g11 directly during the assembly by distributing contri-
butions from local degree of freedom L3 between g2 and g5. This can be also
understood as applying first the local transform
A¯ej = T
T
j A
e
jTj (12)
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given for the example in Fig. 3 by the transition matrix
Tj =

1 0 0 0
0 1 0 0
1/2 0 1/2 0
0 0 0 1
 . (13)
Here A¯ej is a modified local stiffness matrix. The transform is followed by an
assembly procedure
A =
Ne∑
j=1
R¯eTj A¯
e
jR¯
e
j , (14)
where R¯ej is now adjusted according to (11).
The matrix Tj is of square shape and the same dimension as Aej due to
Assumptions 1–3. Both Tj and R¯ej would get more complicated for more
general meshes with different polynomial orders and higher-level hanging
nodes. Such cases are elaborated e.g. in [23, 33, 36].
2.3. Higher order basis functions
In the previous section, we explained in detail how the transition matrix
Tj can be constructed in the case of bilinear elements. In the case of higher-
order basis functions, and still under Assumptions 1–3, we can proceed in a
very similar way. In the top row of Fig. 4, two elements from fourth-order
regular mesh are shown together with an example of the basis function v14.
This global basis function corresponds to the degree of freedom g14, which lies
on the edge shared by two elements, so two local basis functions contribute
to the construction of the global basis function. From the left element, it is
the shape function corresponding to the local degree of freedom L14. The
correspondence of local and global degrees of freedom for the left-hand side
element is trivial:
(L1, L2, . . . , L16)↔ (g1, g2, . . . , g16) (15)
and the transformation matrix Tj constructed for this element is the identity.
Let us now describe the situation of hanging nodes, as it is shown in
the bottom row of Fig. 4, where the investigated element has been refined.
Let us focus on one of the newly created elements as shown in the left part
of the figure, where interior local degrees of freedom are omitted due to a
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Figure 4: Example of the basis function v14 of fourth order before (top) and after (bottom)
the refinement of the left element. Each local degree of freedom from the left element
corresponds to exactly one global degree of freedom (L14 → g14) in both cases.
lack of space. In the right-hand side of the figure we can see newly enu-
merated global degrees of freedom g1, g2, . . . , g12 which correspond to newly
created nodes. Global degrees of freedom g13, . . . , g16, however, remain the
same, since the right-hand side element was not refined. Thanks to the new
usage of g1, g2, . . . , g12, the relation (15) will still hold meaning that the dis-
cussed element will contribute to global degrees of freedom g1, g2, . . . , g16.
The transformation matrix, however, now has a more complicated form
Tj =

1 0 0 . . . 0 0 0 0
0 1 0 . . . 0 0 0 0
0 0 1 . . . 0 0 0 0
...
...
... . . .
...
...
...
...
0 0 0 . . . v13(L13) v14(L13) v15(L13) v16(L13)
0 0 0 . . . v13(L14) v14(L14) v15(L14) v16(L14)
0 0 0 . . . v13(L15) v14(L15) v15(L15) v16(L15)
0 0 0 . . . v13(L16) v14(L16) v15(L16) v16(L16)

(16)
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The structure of the matrix is the following. Each row corresponds to a local
degree of freedom Li, each column to a global basis function vk corresponding
to a global degree of freedom gk and the matrix entry is the value of the
respective function in the respective node vk(Li). Note that in the first
part of the matrix, nodes are regular and thus the basis function is 1 in the
corresponding node and vanishes in all other nodes, leading to the identity
matrix. Also note that the structure of the matrix is the same (although
more complicated) as in (13). Neither this matrix is constructed explicitly
during the calculation.
This correspondence of (Lobatto-type) local degrees of freedom on con-
strained elements is well described in paper [17] during the discussion of
Lnodes extension of the p4est library. It can be shown that under Assump-
tions 1–3, the matrix Tj can always be constructed for both two and three
dimensions and that it will be a square matrix. Another benefit of the local
approach towards hanging node elimination is that it is compatible with the
Lnodes extension of the p4est library and thus global numbering of degrees
of freedom of the distributed mesh can be taken directly from p4est. See
Section 4.1 for details.
3. Balancing Domain Decomposition based on Constraints
The BDDC method [14] is used as a recent example of nonoverlapping
domain decomposition (DD) techniques. The starting point of these methods
is a division of the computational domain Ω and the computational mesh into
NS nonoverlapping subdomains, Ωi, i = 1, . . . , NS. We use Ω and Ωi also
to denote the set of all degrees of freedom and those present in the i-th
subdomain, respectively. The interface Γ is formed as the set of unknowns
that are present in more than one subdomain.
3.1. Iterative substructuring
The standard approach employed by nonoverlapping DDmethods is called
iterative substructuring, and it is described in detail, e.g., in the mono-
graph [38]. The solution of the global system of equations arising from the
finite element discretisation is split into solving a local discrete Dirichlet
problem on each subdomain and a global interface problem with the Schur
complement with respect to the interface and the reduced right-hand side vec-
tor.
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In more detail, suppose that Ai is the local stiffness matrix assembled
only from finite elements in the subdomain Ωi. This is sometimes called
subassembly, and the assembly could be finalized as
A =
NS∑
i=1
RTi AiRi, (17)
where Ri : Ω→ Ωi is the 0–1 restriction matrix selecting unknowns local to
subdomain Ωi from the global vector of unknowns. Similarly, let fi be a local
right-hand side vector obtained by integration over the same set of elements
and a subsequent subassembly. Again,
f =
NS∑
i=1
RTi fi. (18)
Note the similarity of (17) with (2) and of (18) with (5).
Let us denote the set of local interface unknowns as Γi = Γ ∩ Ωi. Then
RΓi : Γ → Γi stands for the 0–1 matrix selecting local interface unknowns
from the set of global interface unknowns.
Splitting the local degrees of freedom into interior (superscript I) and in-
terface (superscript Γ) ones implies a 2×2 blocking of the subdomain problem
on the i-th subdomain[
AIIi A
IΓ
i
AΓIi A
ΓΓ
i
] [
uIi
uΓi
]
=
[
f Ii
fΓi
]
. (19)
The local Schur complement with respect to Γi is defined as
Si = A
ΓΓ
i − AΓIi
(
AIIi
)−1
AIΓi . (20)
The global Schur complement S can be assembled from the local ones,
similarly to (17), as
S =
NS∑
i=1
RΓTi SiR
Γ
i . (21)
In a similar way, the reduced right-hand side vector is constructed as
g =
NS∑
i=1
RΓTi gi, gi = f
Γ
i − AΓIi
(
AIIi
)−1
f Ii . (22)
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Then the reduced global interface problem
SuΓ = g (23)
is to be solved. Once we know the solution at the interface uΓ, solution in
the interior of each subdomain can be recovered from the discrete Dirichlet
problems
AIIi u
I
i = f
I
i − AIΓi RΓi uΓ, i = 1, . . . , NS. (24)
If we use for solving the reduced problem (23) a preconditioned Krylov
subspace method, such as the Preconditioned Conjugate Gradient (PCG)
method, we need to solve the system
M−1SuΓ = M−1g, (25)
and only actions of the matrix S and of the preconditioner M−1 are needed
(see e.g. [16]). Consequently, one can circumvent the explicit construction
of both S and M−1 by providing computational procedures for multiplying
a vector by these matrices. In a procedure implementing the action of S, the
matrix is applied subdomain-wise according to (21) and (20). The inverse
in (20) is applied through solving a local discrete Dirichlet problem with the
same matrix as in (24) in each iteration. The key observation for the success
of these methods is now the fact that the discrete Dirichlet problems are
independent and they can be solved in an embarrassingly parallel way.
3.2. BDDC preconditioner
Apart of constructing the Schur complement S, the division into subdo-
mains is used also as the basis for constructing the preconditionerM−1. As is
commonly done, the preconditioner will be provided by one step of a nonover-
lapping domain decomposition method based on primal unknowns, i.e. a
subset of u. These evolved from the Neumann–Neumann (NN) method [12]
without an explicit coarse space, through the Balancing Domain Decomposi-
tion (BDD) [25] with the coarse space built from the exact nullspaces of local
matrices, to the BDDC method [14] allowing more general coarse spaces.
Perhaps the main difference among these methods is in their approach to
solving the local discrete Neumann problems. These problems are singular
for the so called floating subdomains, i.e. those for which the local solution
is not fixed by the boundary conditions of the original problem, in the case
of Poisson equation as well as the linear elasticity.
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In the BDDC method, local problems are regularized by constraints en-
forcing continuity of the finite element functions across the interface. Note
that these constraints are different from constraints on continuity of shape
functions at hanging nodes discussed in Section 2.2, though similar in spirit.
Prescribing locally these constraints as homogeneous gives rise to a natu-
ral coarse problem, which is Ai-orthogonal to the local spaces. In this way,
subdomain problems again become independent and embarrassingly paral-
lel, while all the intersubdomain communication is extracted to the (global)
coarse problem.
More specifically, from minimizing local energy functionals subject to
the continuity constraints, each local problem on subdomain Ωi leads to the
saddle-point system matrix of the type[
Ai C
T
i
Ci 0
]
. (26)
Here Ci is the matrix defining coarse degrees of freedom. In our case, these
are arithmetic averages over edges and faces of subdomains for all cases
presented in Section 5. In addition, values at coarse nodes selected by the
algorithm from [32] are considered for the linear elasticity problems.
The use of matrix (26) in BDDC is two-fold:
1. Constructing local coarse basis functions Φi and the local coarse matrix
SCi = −Λi in the set-up of the BDDC preconditioner by solving the
following problem with multiple right-hand sides[
Ai C
T
i
Ci 0
] [
Φi
Λi
]
=
[
0
I
]
, i = 1, . . . , NS. (27)
Here I is the identity matrix of the correct dimension.
2. Finding the local subdomain correction ui from the local residual ri
within each application of the BDDC preconditioner[
Ai C
T
i
Ci 0
] [
ui
µi
]
=
[
ri
0
]
, i = 1, . . . , NS. (28)
The coarse problem matrix SC can be assembled from the local coarse
matrices SCi defined as
SCi = Φ
T
i AiΦi = −Λi (29)
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in a way, once again, analogous to (17),
SC =
NS∑
i=1
RTCiSCiRCi, (30)
where RCi is the restriction of the global vector of coarse unknowns to those
present at the i-th subdomain. However, we keep the matrix SC unassembled
and distributed in the parallel sparse direct solver MUMPS [2] employed in
BDDCML for its factorization.
To avoid confusion here, it should be emphasized that in BDDC, the
coarse problem is built algebraically in the solver based on the structure of
subdomains. Consequently, it is not related to the coarse mesh of the initial
steps of the adaptive finite element algorithm.
Finally, let us briefly recall the complete action of the BDDC precondi-
tioner, largely following notation of [14]. Before doing that, let RBi : Ωi → Γi
stand for the 0–1 matrix restricting local vector of unknowns to those at the
interface. Starting from a residual of the Krylov subspace method rΓ, the
preconditioned residual is obtained as zΓ = M−1BDDC r
Γ by the following algo-
rithm:
1. Prepare the subdomain residual on the whole subdomain (both interior
and interface unknowns)
ri = R
T
BiWiR
Γ
i r
Γ. (31)
The diagonal matrix Wi here applies weights to satisfy the partition of
unity, and it is constructed in this contribution as the inverse of the
number of subdomains containing an interface unknown. See [11] for
more general options. Note that RTBi only extends the residual at Γi by
zeros in subdomain interior.
2. Solve the subdomain corrections[
Ai C
T
i
Ci 0
] [
ui
µi
]
=
[
ri
0
]
, i = 1, . . . , NS. (32)
3. Prepare the coarse residual
rC =
NS∑
i=1
RTCiΦ
T
i ri. (33)
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4. Solve the coarse problem
SCuC = rC . (34)
5. Prolong the coarse correction to every subdomain
uCi = ΦiRCiuC . (35)
6. Combine the coarse correction and the subdomain ones
zΓ =
NS∑
i=1
RΓTi WiRBi (ui + uCi) . (36)
As noted in [14, 35], the parallel solution of the coarse problem (34) of
the previous algorithm eventually becomes a bottleneck for the scalability
of the parallel process despite the fact that it is solved by a parallel sparse
direct solver MUMPS. To improve the situation, BDDCML makes use of the
Multilevel BDDC method. The idea of the 3-level method is quite simple:
instead of solving problem (34) exactly by a direct method, we just use its
approximation by one step of the BDDC method applied to this problem. In
particular, due to the analogy of (30) with (2), the coarse problem is seen as
a small finite element problem in which subdomains play the role of elements.
These are grouped into higher-level subdomains, and the preconditioner pro-
ceeds similarly to the standard (2-level) algorithm. It is now clear that the
idea can be repeated recursively, giving rise to the multilevel method. The
coarse degrees of freedom used on higher levels are analogous to those on the
first level.
Multilevel BDDC introduces error with each additional level because a
preconditioner is used in place of an exact coarse solve. Thus, the precon-
ditioner becomes less accurate, and the number of iterations typically grows
with the number of levels. See also [28] for the theoretical proof. However,
the resulting coarse problem is much smaller and simpler for solution. As a
result, the algorithm is more scalable in a massively parallel setting [4, 35].
3.3. Accommodating disconnected subdomains in BDDC
In the BDDC theory [26, 27, 28], an important role is played by the
following assumption.
Assumption 4. Let us assume that
nullAi ∩ nullCi = {0}. (37)
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This assumption represents the necessary and sufficient condition for a unique
solvability of systems (27) and (28) with a positive semidefinite matrix Ai [9,
Theorem 3.2]. In the context of BDDC, Assumption 4 is satisfied if enough
constraints are selected on each subdomain.
Let us now discuss the case in which a subdomain Ωi is composed of
several disconnected parts Ωc,ki , k = 1, . . . , nci , where nci is the number of
such components. The matrix Ai becomes block-diagonal with nci blocks.
Consequently, each block Aki potentially has its own nullspace. In order
to satisfy Assumption 4 in this case, it is natural to select constraints Cki
independently for each subdomain component and to compose the matrix of
constraints Ci based on these blocks. The structure of the matrix (26) is
then refined to 
A1i C
1,T
i
A2i C
2,T
i
. . . . . .
A
nci
i C
nci ,T
i
C1i
C2i
. . .
C
nci
i

(38)
If enough constraints are selected for each component Ωc,ki , nullAki ∩
nullCki = {0} for each k. Now let Rki : Ωi → Ωc,ki be the 0–1 matrix se-
lecting the k-th component of Ωi. Then nullAi = span
{
(Rki )
TnullAki
}
, k =
1, . . . , nci and nullCi = span
{
(Rki )
TnullCki
}
, k = 1, . . . , nci . Here (Rki )T ex-
tends the component values to the whole subdomain by zeros. It follows that
nullAi ∩ nullCi = {0}, and Assumption 4 is satisfied.
This gives a complete picture for problems with one-dimensional nullspace
of Ai for floating subdomains (i.e. those without Dirichlet boundary condi-
tions) such as the Poisson problem. However another situation can still arise
for problems with higher-dimensional nullspaces, such as in the case of linear
elasticity, which has three and six-dimensional nullspaces for floating subdo-
mains in two and three dimensions, respectively. In this case, two compo-
nents can be also loosely coupled, by which we mean that there is not enough
coupling between the two components to make the nullspace as simple as
in the case of a connected subdomain. As an example for linear elasticity
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in 2D, this case arises if two mesh components share only one node. Then
the two components are not mutually fixed and can rotate relatively to each
other around this common node. In general, for two components of a float-
ing subdomain, the dimension of the nullspace is between that of the simple
floating subdomain, and twice this number for two completely disconnected
mesh components.
Our approach to resolve this issue is in a proper definition and detection
of components of the subdomain mesh. To this end, we detect components
of the dual graph of the mesh, in which mesh elements become graph vertices
and an edge between two vertices is present whenever the two elements share
an appropriate number of nodes depending on the type of finite elements.
Returning once again to the case of linear elasticity, this corresponds to
sharing an element edge in 2D and an element face in 3D. Then, if a loose
coupling appears within the subdomain mesh, more graph components are
detected and constraints are generated independently for each of them as in
the case of completely disconnected mesh parts.
Let us now look at the structure of the matrix (38) from the point of
view of a direct solver applied to (27). The main goal of the employed load
balancing is to approximately equal the number of finite elements within
each subdomain. If the subdomain is composed of several components, ei-
ther disconnected or loosely coupled, the structure of the leading block Ai
simplifies and can even become block diagonal. For completely independent
mesh parts, the system (27) in fact splits into several independent saddle-
point systems, although this is not explicitly utilized in our solver. However,
due to the independent detection of constraints for each component, number
of rows of Ci corresponding to the number of coarse degrees of freedom of the
subdomain can increase significantly. Consequently, problem (27) is solved
for a larger number of right-hand sides and the dimension of the global coarse
problem also increases for a disconnected subdomain. These are presumably
two somewhat contradictory effects on performance of a direct solver applied
to (27), creating some room for load imbalance. Consequently, the impact
of disconnected subdomains on an actual performance of the parallel BDDC
solver is investigated in Section 5.
4. Coupling parallel AMR with BDDC
In the previous two sections, we have given an overview of the two main
ingredients of the calculation. The first is discretisation of the problem on
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meshes with hanging nodes, the second is the solver applied to the resulting
linear algebraic system. In this section, we will further refine these concepts
in regard to their combination, and the adaptivity in a massively parallel
setting, the ultimate aim of the paper.
4.1. Parallel mesh handler
Although very sophisticated strategies for mesh partitioning exist, such
as equilibrating size of factors of local problems (see e.g. [18]), these are
mostly related to balanced load of the algebraic solver itself. In the broader
context of a finite element simulation, other parts of the algorithm may
dominate the solution. For example, integration of element matrices and
subassembly of subdomain matrices by far dominated the computational time
in time-dependent incompressible flow simulations in [31]. This trend is also
pronounced for recent advanced discretisation techniques such as high order
elements with Lagrange or B-spline basis functions. These parts of the code
are embarrassingly parallel, with the amount of work proportional to the local
number of elements. Therefore, keeping the numbers of elements balanced
across subdomains is seen as the right requirement for parallel simulations
at very large scale.
The main reason for considering adaptive mesh refinement is an effort
to invest most of the computational resources into troublesome parts of the
domain, such as close to singularities or within boundary layers. Since we
usually do not know these areas a priori, we have to perform several refine-
ment steps, where the mesh is adaptively refined towards such areas. It is
therefore obvious that in the parallel setting one cannot use adaptivity with-
out some kind of mesh re-balancing between these steps. If no balancing
was used, adaptivity would lead to meshes such as the example shown in
Fig. 5 (left), where elements of only few subdomains are refined. This leads
to complete imbalance of subdomain sizes after several adaptivity steps. In
such setting, very little benefit would be taken from the employment of do-
main decomposition.
A possible solution would be the use of a graph partitioner, such as
METIS [19], after each adaptivity step in order to create new balanced sub-
domains. Although one cannot use mesh partitioning directly because of
the presence of hanging nodes, an incidence graph (such as in the centre of
Fig. 5) can be created and partitioned. This might be a very reasonable ap-
proach for a moderate number of subdomains. Although the shape of these
subdomains can be far from optimal (see e.g. [22]), it is often acceptable.
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Also, connected subdomains can be enforced. However, the serial graph par-
titioning cannot be used for a large number of subdomains within a parallel
computation. Moreover, parallel versions (such as ParMETIS [20]) also have
their own limitations and do not scale to thousands of cores.
An alternative approach, which we follow in this paper, is the use of
space-filling curves, such as a Z-curve, see Fig. 5, right. As can be seen, a
drawback of Z-curves is that their use for mesh partitioning typically leads
to disconnected and loosely coupled subdomains. However, in connection to
the BDDC method, these artifacts can be resolved at the level of the parallel
linear solver by selection of appropriate constraints for each subdomain com-
ponent. Consequently, the strategy described in Section 3.3 can be readily
applied to subdomains provided by the p4est library.
Figure 5: Unbalanced mesh (left), applying graph partitioner (centre) and applying a
space-filling curve (right). Unbalanced mesh is clearly not usable. Graph partitioning
usually results in better shape of subdomains, but scales only to moderate number of
subdomains.
4.2. Nonlocal degrees of freedom
Interface unknowns are located at the geometric boundary of subdomains
for many types of finite elements, such as the classical piecewise polynomial
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Lagrange elements used here. However, more general interfaces arise as soon
as degrees of freedom shared by adjacent subdomains are not geometrically
aligned with element boundaries. For example, the fat interface is naturally
encountered for B-spline basis functions [7, 8].
A similar generalization is needed also here. Figure 6 should illustrate the
effect. The situation arises when the division of elements into subdomains
suggested by the Z-curves contains a hanging node at the geometric bound-
ary of elements. After elimination of this hanging node, described in detail
in Section 2.2, a node that is originally interior to one of the subdomains
becomes a part of the interface, because its degree of freedom is contained
in both subdomains. Moreover, the long edge at the hanging node becomes
shared by three elements after this elimination. This complicates the geome-
try of the interface, but in our experience does not require any modifications
of the domain decomposition algorithm itself.
Figure 6: A generalized interface. The hanging node at the geometric boundary of sub-
domains is eliminated, resulting in an interface degree of freedom proliferating into the
interior of the right subdomain. Interface degrees of freedom are denoted by red circles,
the eliminated hanging node is marked by the white circle.
4.3. Modification of the adaptivity procedure
Let us first recall a standard adaptivity algorithm in a parallel setting.
After setting up an initial mesh, the following steps are performed:
Loop until convergence or predefined number of refinements.
1. Construct element and subdomain matrices for a given mesh.
2. Find the discrete solution.
3. Estimate the solution error on each element.
4. Decide which elements to refine.
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5. Refine the selected elements.
6. Re-balance the mesh.
End loop.
We have implemented these steps, and the results of the adaptivity runs
are presented in Section 5.3. Our detailed performance analysis is, however,
restricted to Step 2, which is performed by our BDDC solver. The other
parts of the algorithm benefit from the simplifications of our setting, and
their cost is negligible compared to Step 2.
To be more specific, Step 1 benefits from constant coefficients in the
equation and the simple (cubic) shape of the elements. Steps 5 and 6 are
simplified by the fact that there are no specific data (such as solutions from
the previous time levels, etc.) connected to elements, and we do not have to
project and transfer any information.
Estimating the error in Step 3 is a key part of each adaptivity algorithm.
This estimate can be also used for estimating the global error and termi-
nating the adaptivity procedure. There are many ways how to estimate the
element error. In particular, various kinds of a posteriori error estimates are
constructed for different problems, see e.g. [1] for an excellent introduction
to this topic. In our calculation, however, we use the knowledge of the exact
solution for this step.
Although Step 4 is rather trivial in serial setting, it needs to be elaborated
for the case of distributed adaptivity algorithm. Let us assume that we are
able to assign to each element ΩeK a real number ηK , which estimates local
error of the solution. In each adaptivity step, one should refine some of
the elements in such a way, that the global error would decrease as fast as
possible and converge to zero. Unfortunately, it is rather difficult to prove
convergence of adaptive algorithms in a general way (see e.g. [15, 30] for
details). In practice, however, there are two widely adopted approaches. In
the simpler one, all elements with an estimated error ηK > θ ηmax are refined
in each adaptivity step. Here ηmax is the maximal element error over the
whole mesh and θ ∈ (0, 1) is a suitable factor. If θ is chosen too small, we
might do a lot of unnecessary refinements. If it is too large, only few elements
would be refined, and we might end up doing prohibitively many adaptivity
steps. Thus, a reasonable choice of θ is critical.
Adapting this algorithm for parallel setting is straightforward. We first
find a maximal error ηi = maxK∈Ωi ηK for each subdomain Ωi and then use
a global reduction of a single number to find the global maximum ηmax =
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Figure 7: Histograms of estimated element error (x axis: element error, y axis: normalised
number of elements) on 3 processors and globally (right). The top line using 160 intervals
can be approximated by the bottom line using only 16 intervals.
maxi ηi, i = 1, . . . , NS.
The disadvantage of this algorithm is the necessity to find a suitable
value θ, which can be difficult to do in a problem-independent way. From the
practical point of view, it is often more convenient to refine a given percentage
ζ of elements (e.g. 30%) with the largest estimated error in each adaptivity
step. Within a serial calculation, this can be done easily by sorting elements
according to their estimated error, defining θ¯ such that ζNe elements have
their error larger than θ¯. Then, as in the previous approach, all elements
with estimated error larger than θ¯ are refined. Unfortunately, this algorithm
is not readily applicable to a parallel computation.
The task of refining a given percentage of elements can be viewed through
histograms in Fig. 7. Here the x-axis corresponds to intervals of the element
error ηK while the y-axis corresponds to numbers of elements in each interval
normalized by the interval size. We can see, that a fine sampling of ηK in the
top line can be approximated well by a rather coarse sampling at the bottom
line. This leads us to the following parallel algorithm based on a reasonable
number of discrete compartments:
1. Find the local maximal element error ηi = maxK∈Ωi ηK on each subdo-
main.
2. Find the global maximum ηmax = maxi ηi, i = 1, . . . , NS by a global
reduction of a single scalar.
3. Define equidistant partitioning of interval [0, ηmax] into moderate num-
ber M of subintervals with bounds 0, L, 2L, . . . ,ML = ηmax, where
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L = ηmax/M .
4. DefineH im as the number of elements with estimated error from interval(
(m− 1)L,mL] at each subdomain (i.e. process) Ωi.
5. Find global sum of number of elements in each interval Hm =
∑
iH
i
m.
We need a global reduction of a vector of length M , which is typically
not much more expensive than a reduction of a single scalar as long as
M is small.
6. Find a value θˆ as the maximal possible value m¯L such that
∑M
m=m¯Hm ≥
ζNe.
Now we use θˆ as the approximation of θ¯.
5. Numerical results
We have performed numerical tests for the Poisson problem and lin-
ear elasticity in two and three dimensions. All tests have been run us-
ing the Salomon supercomputer at the National Supercomputing Centre
IT4Innovations with up to 4096 cores. The largest problem solved (on a
highly adapted mesh) had around 1.3×109 unknowns.
Most of the tests have been performed for the following Poisson problem
in 2D and 3D,
−∆u = 1 on Ω, u = 0 on ∂Ω, Ω = [0, 1]d, d ∈ 2, 3. (39)
Each node of the Salomon supercomputer has 24 cores (two 12-core Intel
Xeon E5-1620V3 processors) with 2.5 GHz and 128 GB RAM. The commu-
nication network is InfiniBand connected into 7D enhanced hypercube. In
total, the computer has 1008 computing nodes. Intel C, C++, and Fortran
compilers version 16 and Intel MPI library version 5.1 were consistently used
in our study.
An important ingredient for the performance of the domain decompo-
sition algorithm is a sparse direct solver for the local subdomain problems
and the final coarse problem. We have used MUMPS version 4.10.0 for this
purpose. In particular, the local discrete Dirichlet problems (24) are solved
using the sparse Cholesky (LLT ) factorization on each subdomain, while the
discrete Neumann problems (27) and (28) are solved using the LDLT factor-
ization for symmetric indefinite matrices. The coarse problem (34) is solved
on the last level by a parallel Cholesky factorization.
In all presented computations, PCG iterations are stopped based on the
relative norm of the residual when ‖rΓ‖2/‖g‖2 < 10−6.
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Figure 8: An example of the Poisson problem solved with regular subdomains, division
into 64 subdomains with H/h = 8 (left) and plot of the solution (right).
5.1. Weak and strong scalability
There are many combinations of relevant parameters, for which scaling
results have been performed: 2-D and 3-D problems, two and three levels
in the BDDC method, the first and higher order of FEM approximation,
selected refinements that determine not only the final size of the problem
(number of degrees of freedom) but also the structure of hanging nodes, and
finally the effect of solving the linear elasticity problem instead of the Poisson
equation. Out of these combinations, we have selected those allowing us to
best assess the performance of the method. We have organized them into
four groups, which will be addressed in detail in the following. A particular
interest is devoted to the imbalance in solving the local Neumann problems
due to the variable number of local constraints for disconnected subdomains.
5.1.1. Regular subdomains
In order to have a bottom line case for further comparisons, we start by
solving the 3D Poisson problem with regular cubic subdomains, see exam-
ple in Fig. 8. This is a widely used benchmark for domain decomposition
solvers. In our case, regular mesh of trilinear finite elements is used. First, we
perform weak scaling tests for this problem, in which the subdomain size is
fixed, and the number of subdomains, and correspondingly computing cores,
is increased. Subdomain size is characterized by the number of elements
along an edge of the cubic subdomain, known as the H/h ratio, with H be-
ing the characteristic subdomain size and h the characteristic element size.
We perform the weak scaling test for H/h = 16, 32, and 64, in each case
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comparing 2-level and 3-level BDDC method, and using 43, 53, 83, 103, and
163 subdomains. Arithmetic averages on edges and faces of subdomains are
used as the coarse degrees of freedom.
Results for the two-level BDDC method are summarized in Table 1, while
Table 2 presents results obtained using three levels of BDDC. As usual, we
are interested in the number of PCG iterations for reaching the tolerance.
Our results confirm the mathematical theory for the BDDC method, with the
number of required iterations being independent of the number of subdomains
and processors, and increasing slightly with the H/h ratio.
When using the three-level BDDC method, the number of iterations
slightly increases, while it seems also independent of the number of sub-
domains. The slight oscillations in the number of iterations for the 3-level
method might be attributed to the fact that the mesh is partitioned into
irregular subdomains on the second level. This is again in accordance to the
previously published results.
This desirable behaviour of the multilevel BDDC method was proven the-
oretically (see e.g. [28, 39]), as well as confirmed by a number of experiments
(e.g. [4, 35]). We repeat these results here to evaluate the BDDCML solver on
the Salomon supercomputer, and we are interested in the computing times.
These are also plotted in Fig. 9. In the plots, we show separately time for
preconditioner set-up, time for the PCG iterations, and their sum (total). As
expected, the weak scalability is slightly better for the 3-level method, which
becomes faster than the 2-level method especially on 4096 cores.
As described in Section 3.3, disconnected subdomains by p4est are han-
dled by generating constraints independently for each component of the sub-
structure. It is therefore important to evaluate the effect of the varying
number of constraints on individual subdomains on the load balance of the
solver. In particular, this mostly affects the factorization of the matrix of
the Neumann problem (26) and the time of back-substitution in the problem
with multiple right-hand sides to find the local coarse basis functions (27).
We are interested in the number of constraints on each subdomain and the
time required by the MUMPS solver for factorization and back-substitution.
These local subdomain properties are summarized in Table 3. For each case,
we present minimum, maximum, and average number of constraints on sub-
domains and corresponding times for the two operations. It is interesting to
realize that even for this regular case, subdomains inside the cube have 3×
more local constraints than those at the corners of the domain.
Based on the results, we can conclude that this difference in number of
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H/h NS n n/NS n
Γ nC its. tset−up tPCG
16
64 2.7·105 4291 3.6·104 279 9 0.6 0.11
125 5.3·105 4251 7.5·104 604 9 56 0.15
512 2.1·106 4192 3.3·105 2863 9 132 0.96
1000 4.2·106 4173 6.6·105 5859 9 169 2.7
4096 1.7·107 4144 2.8·106 2.6·104 9 352 3
32
64 2.1·106 3.4·104 1.5·105 279 11 3.2 0.96
125 4.2·106 3.3·104 3.0·105 604 11 4.1 1
512 1.7·107 3.3·104 1.3·106 2863 11 142 2.6
1000 3.3·107 3.3·104 2.7·106 5859 11 145 5.9
4096 1.4·108 3.3·104 1.1·107 2.6·104 11 347 5
64
64 1.7·107 2.7·105 5.9·105 279 12 75 15
125 3.3·107 2.6·105 1.2·106 604 13 75 17
512 1.4·108 2.6·105 5.5·106 2863 14 151 25
1000 2.6·108 2.6·105 1.1·107 5859 14 209 40
4096 1.1·109 2.6·105 4.7·107 2.6·104 14 385 25
Table 1: Weak scaling test, Poisson equation in 3D, regular subdomains, 2-level BDDC;
Columns correspond to number of subdomains NS , size of the global linear system n,
average subdomain size n/NS , size of the interface problem nΓ, global number of coarse
degrees of freedom nC , number of PCG iterations, time of preconditioner set-up tset−up
in seconds, and time spent in all PCG iterations tPCG in seconds.
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H/h NS n n/NS n
Γ nC its. tset−up tPCG
16
64/8 2.7·105 4291 3.6·104/118 279/25 9 0.33 0.072
125/12 5.3·105 4251 7.5·104/336 604/106 11 64 0.11
512/22 2.1·106 4192 3.3·105/1544 2863/266 14 106 0.37
1000/32 4.2·106 4173 6.6·105/2069 5859/308 12 125 0.79
4096/64 1.7·107 4144 2.8·106/7452 2.6·104/809 13 179 1.7
32
64/8 2.1·106 3.4·104 1.5·105/118 279/25 11 4.7 0.91
125/12 4.2·106 3.3·104 3.0·105/336 604/106 13 47 1.1
512/22 1.7·107 3.3·104 1.3·106/1544 2863/266 15 124 2.1
1000/32 3.3·107 3.3·104 2.7·106/2069 5859/308 14 140 4.3
4096/64 1.4·108 3.3·104 1.1·107/7452 2.6·104/809 15 187 3.6
64
64/8 1.7·107 2.7·105 5.9·105/118 279/25 14 75 18
125/12 3.3·107 2.6·105 1.2·106/336 604/106 15 87 19
512/22 1.4·108 2.6·105 5.5·106/1544 2863/266 17 202 28
1000/32 2.6·108 2.6·105 1.1·107/2069 5859/308 16 196 43
4096/64 1.1·109 2.6·105 4.7·107/7452 2.6·104/809 17 247 26
Table 2: Weak scaling test, Poisson equation in 3D, regular subdomains, 3-level BDDC;
number of subdomains on the first/second level NS , other columns have the same meaning
as in Table 1.
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local constraints does not cause significant imbalance of time for factoriza-
tion of the matrix. However, the time for the back-substitution part scales
with the number of constraints, as MUMPS does not seem to make a good
data reuse of these multiple vectors in version 4.10.0. We believe that this
behaviour might be improved with a newer versions of the MUMPS solver.
Fortunately, time for this part of the algorithm is significantly lower than that
for the factorization. We would like to remind that both parts are performed
once for each subdomain during the set-up of the BDDC preconditioner.
Based on the times for the different H/h ratios, we can also estimate the
cost of the sparse direct LDLT factorization performed in MUMPS in this
case as proportional to (1/h3)α, with α ≈ 1.7.
In fact, the local properties could be shown for both 2- and 3-level BDDC
method, and for both levels for the latter. However, the results shown that
properties of the first-level subdomains are critical with respect to time, and
these are the same for 2- and 3-level method. Therefore, other tables are
omitted in all presented computations.
We conclude the study with regular subdomains by performing a strong
scaling test. In this test, the number of elements is fixed to 400×400×400 =
64·106 elements with 64.5·106 degrees of freedom. This problem is solved on
64, 125, 512, 1000, and 4096 regular subdomains, and the results are sum-
marized in Table 4 for 2-level, and Table 5 for 3-level BDDC. The number
of iterations does not grow with number of subdomains, it even slightly de-
creases, again in an encouraging agreement with the theory for decreasing
H/h ratio. Resulting times are also plotted in Fig. 9. They show again
the superiority of the 3-level method for 1000 and 4096 subdomains. How-
ever, these scaling results seem to be affected by the observed suboptimal
behaviour of the supercomputer for larger numbers of cores.
5.1.2. Refined meshes in 2D and 3D
Let us now investigate the behaviour of the parallel BDDC solver for
adaptively refined meshes with hanging nodes. It is not obvious to us how
a scaling test could be designed for a parallel adaptive finite element al-
gorithm. For this reason, we perform strong scaling tests on fixed refined
meshes. These are created by prescribed refinements of an original one el-
ement mesh in such a way that all specific phenomena of adapted meshes,
such as hanging nodes, different sizes of elements in different parts of the
mesh, and disconnected subdomains are present. Let RU stand for a uni-
form refinement, for which all elements in the mesh are subdivided into 4
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H/h NS
num. coarse dofs time fact. loc. (s) time sol. loc. (s)
min max avg min max avg min max avg
16
64 6 18 11 0.05 0.06 0.06 0.01 0.02 0.01
125 6 18 12 0.05 0.06 0.05 0.01 0.02 0.01
512 6 18 14 0.05 0.07 0.05 0.01 0.02 0.01
1000 6 18 15 0.05 0.11 0.05 0.01 0.03 0.01
4096 6 18 16 0.05 0.07 0.05 0.01 0.02 0.02
32
64 6 18 11 1.25 1.34 1.28 0.07 0.19 0.12
125 6 18 12 1.25 1.34 1.28 0.06 0.19 0.13
512 6 18 14 1.28 1.41 1.32 0.07 0.20 0.16
1000 6 18 15 1.28 1.60 1.32 0.07 0.21 0.16
4096 6 18 16 1.28 1.43 1.33 0.07 0.21 0.18
64
64 6 18 11 34.89 38.33 36.79 0.97 2.62 1.75
125 6 18 12 34.55 38.19 36.38 0.93 2.63 1.88
512 6 18 14 36.64 41.52 39.12 0.98 2.82 2.25
1000 6 18 15 36.89 41.66 39.80 1.03 2.88 2.38
4096 6 18 16 36.41 42.18 39.90 1.02 3.03 2.57
Table 3: Weak scaling test, Poisson equation in 3D, regular subdomains, local subdomain
properties; number of coarse degrees of freedom on subdomain (minimum, maximum and
average over all subdomains), time for factorization of the local matrix from equation (26),
time for back-substitution and solution of the local problem in equation (27).
NS n n/NS n
Γ nC its. tset−up tPCG
64 6.4·107 1.0·106 1.4·106 279 14 656 59
125 6.4·107 5.2·105 1.9·106 604 14 240 24
512 6.4·107 1.3·105 3.3·106 2863 13 161 10
1000 6.4·107 6.4·104 4.2·106 5859 12 158 9.8
4096 6.4·107 1.6·104 7.0·106 2.6·104 10 338 3.5
Table 4: Strong scaling test, Poisson equation in 3D, regular subdomains, 2-level BDDC.
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NS n n/NS n
Γ nC its. tset−up tPCG
64/8 6.4·107 1.0·106 1.4·106/118 279/25 15 656 65
125/12 6.4·107 5.2·105 1.9·106/336 604/106 16 230 26
512/22 6.4·107 1.3·105 3.3·106/1544 2863/266 17 176 11
1000/32 6.4·107 6.4·104 4.2·106/2069 5859/308 14 124 8.2
4096/64 6.4·107 1.6·104 7.0·106/7452 2.6·104/809 14 198 2.7
Table 5: Strong scaling test, Poisson equation in 3D, regular subdomains, 3-level BDDC.
NS n/NS
num. coarse dofs time fact. loc. (s) time sol. loc. (s)
min max avg min max avg min max avg
64 1.0·106 6 18 11 301.78 344.43 320.09 4.22 12.03 7.71
125 5.2·105 6 18 12 93.03 100.83 96.19 1.81 5.16 3.68
512 1.3·105 6 18 14 10.21 11.31 10.77 0.37 1.06 0.85
1000 6.4·104 6 18 15 3.53 4.18 3.73 0.16 0.47 0.38
4096 1.6·104 6 18 16 0.43 0.48 0.45 0.03 0.08 0.07
Table 6: Strong scaling test, Poisson equation in 3D, regular subdomains, local subdomain
properties.
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Figure 9: Poisson equation in 3D, regular cubic subdomains, weak scaling for 2-level and
3-level BDDC, trilinear elements, H/h = 16 (top left), H/h = 32 (top right), and H/h =
64 (bottom left), and a strong scaling test (bottom right).
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Figure 10: Example meshes obtained by combination of uniform, square and circle refine-
ments in 2D and 3D. Partitioning and preserving 1:2 balance done by the p4est library.
In the 3D case, only subdomains 1-16 of 20 are shown.
(in 2D) or 8 (in 3D) new elements, let RC stand for ‘circular’ refinement, for
which all elements intersected by a circle or a sphere with centre at the ori-
gin and radius 0.85 are refined. The last considered refinement RS (‘square’)
refines all elements which have nonempty intersection with a square or cube
[0.26, 0.28]d, d = 2, 3. Although these refinements might look somewhat arti-
ficial, they produce reasonable testing meshes such as those shown in Fig. 10.
Note that refinements concentrate around the circle and the square, which
might predict the behaviour of an adaptivity algorithm with a presence of an
internal layer or a singularity. Arithmetic averages over the edges and faces
of subdomains are again used as the coarse degrees of freedom.
Let us start with comparing the solver behaviour for linear finite elements
in two and three spatial dimensions. The 2-D problem is created by 10× RU ,
14× RC , and 7× RS, while the 3-D problem is obtained by 7× RU , 5×
RC , and 5× RS. An illustrative example of meshes created by much less
refinements of the same type are in Fig. 10.
In 2D, the resulting mesh has 150 million elements and 120 million un-
knowns, and in 3D, the considered problem has approx. 87 million elements
translating to about 59 million unknowns. Bilinear and trilinear elements are
used, and the global number of unknowns is reduced by the fact that degrees
of freedom are not assigned to hanging nodes. Note that since RC and RS
are focused in different parts of the domain, the maximal level of refinements
can be obtained as RU + max(RC , RS), which is 24 for 2D and 12 for 3D.
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This is still within p4est restrictions of maximal level of refinements 29 for
2D and 19 for 3D. A relatively high number of refinement levels in our test
cases is caused by using a single element as an initial mesh and doing a lot
of refinements in a relatively small area.
Results of the scaling test with the 2-D problem are presented in Table 7
for the 2-level method, and in Table 8 for the 3-level method. Similarly, 3-D
results are presented in Tables 9 and 10. The computational times of the
BDDC solver are also shown in Fig. 11.
For the 2-D problem, 2-level BDDC outperforms the 3-level method not
only in the number of iterations (as expected), but also in computational
time. Neither of these methods has converged for 1024 subdomains, but the
2-level method also provided results for 2048 subdomains.
The situation has changed for the 3-D case, for which the 2-level method
did not fit into memory for more than 1024 cores, while the 3-level method
allowed us to continue the test up to 4096 subdomains. Even on 1024 cores,
the 3-level method has provided a significantly faster solution. Both 2- and 3-
level methods have shown a very acceptable growth in the number of required
PCG iterations. This is seen in the plots by the fact, that the curve for time
of iterations has a worse slope than the one for preconditioner set-up.
Let us now have a look at the local subdomain properties in this exper-
iment, presented in Tables 11 and 12 for 2D and 3D, respectively. One can
see that for these refined meshes, the ratio of the minimum and maximum
number of constrains grows to approx. 15 in 2D and approx. 20 in 3D. While
the ratio of the average value to minimum is still only about 4, there are
subdomains with high number of local coarse degrees of freedom. Unfortu-
nately, these subdomains dictate the time of the parallel execution of this
stage, and we can see some imbalances even in the factorization phase now.
The ratio of maximum and minimum time is roughly 2 in 2D and about 3 in
3D. These ratios become much higher for the back-substitution in problem
(27), and in the worst cases might take even longer than the factorization.
However, an interesting insight can be obtained by comparing the 3-D
results of Table 12 with Table 6 obtained for regular subdomains, which are
about the same size. One can see, that the maximum time for factorization
is not worsening a lot, while the minimum is much smaller compared to
the regular case. This means, that the imbalance is actually caused by the
fact that some subdomain problems are getting simpler to be solved for the
sparse direct solver, rather than more difficult by additional constraints. It is
also worth noting that most of the subdomains have two components (non-
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NS n n/NS n
Γ nC its. tset−up tPCG
16 1.2·108 7.5·106 1.6·104 72 23 267 162
32 1.2·108 3.7·106 2.5·104 151 25 150 105
64 1.2·108 1.9·106 4.4·104 341 28 76 69
128 1.2·108 9.3·105 7.0·104 707 29 39 44
256 1.2·108 4.7·105 1.2·105 1862 21 27 27
512 1.2·108 2.3·105 1.9·105 3713 22 21 39
2048 1.2·108 5.8·104 5.3·105 1.5·104 24 56 94
Table 7: Strong scaling test, Poisson equation in 2D, mesh refined by prescribed refine-
ments, 2-level BDDC.
NS n n/NS n
Γ nC its. tset−up tPCG
16/4 1.2·108 7.5·106 1.6·104/25 72/10 25 265 173
32/6 1.2·108 3.7·106 2.5·104/46 151/20 28 150 116
64/8 1.2·108 1.9·106 4.4·104/81 341/26 34 76 80
128/12 1.2·108 9.3·105 7.0·104/202 707/40 49 39 73
256/16 1.2·108 4.7·105 1.2·105/368 1862/66 37 23 40
512/22 1.2·108 2.3·105 1.9·105/814 3713/121 62 15 114
Table 8: Strong scaling test, Poisson equation in 2D, mesh refined by prescribed refine-
ments, 3-level BDDC.
contiguous parts of the subdomain). The exact percentage varies, but it
is between 60 and 80 percent of subdomains for meshes presented in this
section. Interestingly, we have not detected any subdomain with three or
more components.
5.1.3. Higher order elements
The previous cases of trilinear elements have shown good scaling prop-
erties in 3D, especially for the 3-level BDDC method. In this section, we
investigate the performance of the method for higher-order finite elements.
Studies of using nonoverlapping DD methods for p and hp finite element
methods were performed e.g. in [24, 37]. For the BDDC method, conver-
gence analysis with respect to the polynomial order p was provided in [21, 29]
showing only mild worsening of the condition number with increasing p. We
have successfully experimented with second and fourth order finite elements.
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NS n n/NS n
Γ nC its. tset−up tPCG
32 5.9·107 1.9·106 6.6·105 423 33 508 136
64 5.9·107 9.3·105 9.5·105 949 41 269 92
128 5.9·107 4.6·105 1.3·106 2383 45 204 88
256 5.9·107 2.3·105 1.8·106 5232 47 103 52
512 5.9·107 1.2·105 2.5·106 1.1·104 49 47 45
1024 5.9·107 5.8·104 3.3·106 2.3·104 54 54 64
Table 9: Strong scaling test, Poisson equation in 3D, mesh refined by prescribed refine-
ments, 2-level BDDC.
NS n n/NS n
Γ nC its. tset−up tPCG
32/6 5.9·107 1.9·106 6.6·105/280 423/30 34 517 158
64/8 5.9·107 9.3·105 9.5·105/507 949/63 42 269 93
128/12 5.9·107 4.6·105 1.3·106/1624 2383/187 49 203 84
256/16 5.9·107 2.3·105 1.8·106/2514 5232/256 51 100 52
512/22 5.9·107 1.2·105 2.5·106/6110 1.1·104/492 58 41 44
1024/32 5.9·107 5.8·104 3.3·106/9261 2.3·104/572 67 21 47
2048/46 5.9·107 2.9·104 4.4·106/1.3·104 4.5·104/748 71 14 52
4096/64 5.9·107 1.5·104 5.9·106/2.0·104 9.0·104/1267 73 60 13
Table 10: Strong scaling test, Poisson equation in 3D, mesh refined by prescribed refine-
ments, 3-level BDDC.
NS n/NS
num. coarse dofs time fact. loc. (s) time sol. loc. (s)
min max avg min max avg min max avg
16 7.5·106 3 14 5 80.17 103.66 84.07 4.71 12.47 6.52
32 3.7·106 3 19 6 37.91 61.55 40.00 2.37 9.88 3.55
64 1.9·106 2 27 6 17.82 27.97 18.96 1.16 7.12 1.94
128 9.3·105 2 31 7 8.99 13.64 9.47 0.60 3.85 1.05
256 4.7·105 3 43 9 4.45 7.05 4.73 0.36 3.27 0.70
512 2.3·105 2 38 9 2.10 5.17 2.24 0.17 2.22 0.36
Table 11: Strong scaling test, Poisson equation in 2D, mesh refined by prescribed refine-
ments, local subdomain properties.
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Figure 11: Poisson equation for meshes with a prescribed combination of refinements in
2D (left) and 3D (right). First order (bilinear and trilinear) elements were used. In both
cases performance of 2 and 3-level BDDC is compared. Data can be found in Tables 7
and 8 for 2D, and Tables 9 and 10 for 3D.
NS n/NS
num. coarse dofs time fact. loc. (s) time sol. loc. (s)
min max avg min max avg min max avg
32 1.9·106 9 61 31 105.06 205.52 133.48 5.46 34.56 17.68
64 9.3·105 13 77 34 39.47 108.08 51.94 3.13 24.94 8.65
128 4.6·105 13 116 43 15.62 85.23 20.88 1.51 24.31 5.11
256 2.3·105 11 162 46 6.21 45.76 8.43 0.63 12.29 2.51
512 1.2·105 11 184 47 3.06 14.16 3.83 0.40 7.22 1.28
1024 5.8·104 11 238 48 1.29 5.00 1.59 0.17 5.84 0.61
2048 2.9·104 12 297 46 0.56 2.55 0.64 0.07 3.35 0.26
4096 1.5·104 12 224 45 0.25 0.60 0.29 0.03 0.69 0.12
Table 12: Strong scaling test, Poisson equation in 3D, mesh refined by prescribed refine-
ments, local subdomain properties.
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NS n n/NS n
Γ nC its. tset−up tPCG
32/6 2.0·107 6.2·105 5.2·105/308 473/37 24 202 42
64/8 2.0·107 3.1·105 7.3·105/531 997/53 26 70 17
128/12 2.0·107 1.5·105 9.6·105/1427 2106/205 31 30 9.6
256/16 2.0·107 7.7·104 1.3·106/2556 4690/206 37 13 5.8
512/22 2.0·107 3.9·104 1.7·106/5899 9561/437 45 7.1 5.6
1024/32 2.0·107 1.9·104 2.1·106/9459 1.9·104/708 52 4.9 5.8
2048/46 2.0·107 9658 2.7·106/1.2·104 3.9·104/919 52 14 7.4
Table 13: Strong scaling test, Poisson equation in 3D, mesh refined by prescribed refine-
ments, 4th order elements, 3-level BDDC.
However only results for the latter are presented in Tables 13 and 14 as the
relevant effects are more pronounced for this choice. Computational times
are also plotted in the left part of Fig. 12. Only results for the three-level
BDDC method are presented.
The selected problem has been obtained by applying RU = 4, RC = 4,
and RS = 4 refinements to the unit cube. It has 336 thousands of elements
and nearly 20 million unknowns. We use the averaging scaled by the diagonal
stiffness in the weight matrices Wi in the BDDC algorithm (see e.g. [11] and
references therein), namely in equations (31) and (36). Note that simple
arithmetic average has been used in the previous cases. Nevertheless, this
provided us with a significant improvement of convergence for the higher-
order elements.
As we can see from Table 13, increasing the polynomial order of finite
elements does not have any significant effect on the global number of con-
straints. More importantly, the convergence of the BDDC method does not
seem to deteriorate with the polynomial order. In fact, one can see even a
slight relative improvement compared to the linear case in Table 10. The
number of iterations approximately doubles when going from 32 to 2048 sub-
domains, which is similar for both cases and seems acceptable.
With respect to local subdomain properties in Table 14, the increase in
polynomial order approximately doubles the times for factorization of the
subdomain problem, while the issues with load balance of the coarse basis
functions solution remain similar. Note that this conclusion is based on
comparing the case for 1024 subdomains of fourth order elements and 4096
subdomains with the linear elements to get comparable subdomain sizes.
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NS n/NS
num. coarse dofs time fact. loc. (s) time sol. loc. (s)
min max avg min max avg min max avg
32 6.2·105 10 65 34 49.51 84.43 63.92 2.91 15.25 7.83
64 3.1·105 13 80 36 16.26 26.64 21.15 1.53 7.65 3.18
128 1.5·105 12 110 38 6.92 11.24 8.80 0.56 4.28 1.53
256 7.7·104 11 141 42 2.49 4.36 3.50 0.23 2.15 0.75
512 3.9·104 15 164 43 1.21 2.01 1.55 0.15 1.15 0.37
1024 1.9·104 9 129 44 0.55 0.84 0.65 0.06 0.48 0.17
2048 9658 12 129 45 0.24 0.52 0.29 0.03 0.23 0.08
Table 14: Strong scaling test, Poisson equation in 3D, mesh refined by prescribed refine-
ments, 4th order elements, local subdomain properties.
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Figure 12: Poisson in 3D, polynomial order 4 (left) and linear elasticity, polynomial or-
der 1 (right). Global parameters of the runs, including depicted timings, can be found in
Tables 13 and 15, respectively.
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5.1.4. Linear elasticity
In this section, we investigate the performance of the method for a dif-
ferent problem, namely problem of the linear elasticity defined as
(λ+ µ) grad div u+ µ∆u = F on Ω, u = 0 on ∂Ω, Ω = [0, 1]3, (40)
where λ and µ are the Lamé constants, u is the displacement vector, and
F represent body forces. The Lamé constants are related to the Young’s
modulus E and the Poisson’s ratio ν as
λ =
νE
(1 + ν)(1− 2ν) , µ =
E
2(1 + ν)
. (41)
For our calculations, we use E = 1010, ν = 1/3, F = (0, 0,−105) together
with zero Dirichlet boundary condition on the whole ∂Ω. Solution to this
benchmark problem corresponds to displacement caused by application of a
constant body force to a cube supported at all faces.
We can see two interesting differences from the Poisson problem that are
of interest for finite element solution and a domain decomposition method.
Firstly, the structure of the matrices is more complicated, with more non-
zero entries on each row. This makes the problem more complicated for a
sparse direct solver used on subdomains.
Nevertheless, the main difference is the more complicated structure of the
nullspace of local subdomain matrices. While it is simply the one-dimensional
space of constants for the Poisson problem, it is a six-dimensional space for a
floating subdomain for the elasticity problem. This space is spanned by the
rigid body motions, which are three translations and three rotations around
the given coordinate axes. However, if the subdomain consists of several
components that are completely disconnected or connected only through a
single finite element node, the nullspace structure becomes more complicated.
In general, the dimension of the local nullspace can be anywhere between six
times the number of subdomain components and zero, depending also on the
fact whether the subdomain is in touch with boundary conditions.
Three options seem important in the set-up of the BDDC preconditioner
in this case. First, we consider dual graph of subdomain mesh (elements are
graph vertices) to detect components. Since a graph edge is created only
when two elements share a face, two components will be detected even if the
elements are connected via a single node or a single edge, and coarse degrees
of freedom are generated independently for each of them. Next, we consider
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selection of corners for this case. This was shown to play an important role
for complex elasticity problems solved on unstructured meshes in [32], and
the algorithm from this reference is used in BDDCML. Finally, we use again
the averaging scaled by the diagonal stiffness in the weight matrices Wi.
All these three modifications had a positive effect on convergence for the
elasticity problem.
The numerical tests presented in Table 15 and in the right part of Fig. 12
are obtained for problem (40) solved on a unit cube after application of
RU = 7, RC = 3, and RS = 3 refinements, leading to 7.3 million elements
and 16.7 million unknowns. The results of a strong scaling test are presented
for the 3-level BDDC method in Table 15, and the solution times are also
plotted in the right part of Fig. 12 along with those for a 2-level method. We
can see again a certain increase in the number of iterations during the strong
scaling test, starting at 32 for 64 subdomains and reaching 79 iterations for
1024 subdomains. We consider this again to be rather acceptable for the given
highly refined unstructured meshes. Despite this growth of the number of
iterations, the times in the plot show a rather nice strong scaling properties.
With the 2-level BDDC method, we were not able to obtain results with
more than 128 subdomains.
Let us conclude this study by looking at the local subdomain properties
presented in Table 16, and compare them to Table 12. To look at comparable
subdomain sizes, one can consider the case of 1024 subdomains for the elas-
ticity problem and the case with 4096 subdomains for the Poisson problem.
We can see that the number of local constraints approximately triples for the
elasticity problem compared to the Poisson problem, however, the ratio of
maximum and minimum number of local constraints is smaller, only around
10 for linear elasticity. The factorization time increases slightly more than
twice, and the ratio also slightly worsens. As we have already discovered,
the worst part in terms of scaling with number of constraints is the back-
substitution part which, due to the high number of local constrains, is now
more than twice more expensive than the factorization.
5.2. Impact of non-uniform mesh
In the previous section, we have shown good scaling properties of the
method for different types of elements and different configurations. In this
section, we want to summarize previous results and perform a simple exper-
iment to assess the influence of partitioning by the p4est library on the per-
formance of the domain decomposition solver. For this, we present properties
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NS n n/NS n
Γ nC its. tset−up tPCG
64/8 1.7·107 2.6·105 9.1·105/2526 1282/108 32 417 49
128/12 1.7·107 1.3·105 1.2·106/6759 2815/274 49 85 31
256/16 1.7·107 6.5·104 1.6·106/1.2·104 5777/369 61 34 18
512/22 1.7·107 3.3·104 2.1·106/2.6·104 1.2·104/728 66 16 12
1024/32 1.7·107 1.6·104 2.7·106/3.8·104 2.4·104/919 79 9.5 15
Table 15: Strong scaling test, linear elasticity in 3D, mesh refined by prescribed refine-
ments, trilinear elements, 3-level BDDC.
NS n/NS
num. coarse dofs time fact. loc. (s) time sol. loc. (s)
min max avg min max avg min max avg
64 2.6·105 75 342 191 13.68 186.26 31.21 6.32 88.89 21.36
128 1.3·105 81 441 211 5.55 31.63 11.47 3.74 29.86 10.66
256 6.5·104 75 537 218 2.36 11.80 4.27 1.25 13.72 4.78
512 3.3·104 81 621 225 0.96 3.80 1.70 0.72 8.00 2.33
1024 1.6·104 69 633 229 0.38 1.47 0.65 0.25 3.77 1.05
Table 16: Strong scaling test, linear elasticity in 3D, mesh refined by prescribed refine-
ments, trilinear elements, local subdomain properties.
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Figure 13: Illustrative examples (using few elements in 2D) of the difference between
uniform mesh with uniform subdomains (left), the same mesh with nonaligned subdomains
(centre) and adapted mesh (right). Note that the difference between the first and the
second case is only in the number of subdomains, which is not aligned with the mesh in
the second case. Figures correspond to the three cases shown in Tables 17 and 18.
of three calculations. The first one is obtained by 8 consecutive applications
of RU refinement. It is thus a cube uniformly refined into (28)3 elements.
When we use p4est to partition this mesh into 512 processors, we obtain
regular subdomains, as it is shown for a smaller problem in 2D at the left
panel of Fig. 13. It is due to the fact that the number of elements is divisible
by the number of subdomains. The second configuration we consider is the
same mesh divided into 513 processors. Since now the number of elements
is not divisible by number of processors, we obtain more complicated sub-
structures, as it is suggested in the centre of Fig. 13. The last considered
configuration is for the same mesh with one additional RC and one RS re-
finement. We partition this mesh again into 512 processors, but this time
the mesh is not uniform anymore, and it does not lead to a partition with
regular subdomains.
The data obtained from these three calculations are shown in Tables 17
and 18. We can observe that the irregularity of subdomains and adaptively
refined meshes have similar role in increasing the complexity of the problem
and the number of iterations, and the number of iterations approximately
doubles from the case of uniform mesh with regular subdomains.
5.3. Parallel adaptivity
We have shown so far that the BDDCmethod preserves good scaling prop-
erties for significantly refined meshes with hanging nodes. Those meshes were
created artificially, by applying prescribed refinements, which were designed
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NS n n/NS n
Γ nC its. tset−up tPCG
512/22 1.70·107 3.3·104 1.3·106/1586 2863/252 16 3.4 2.1
513/22 1.70·107 3.3·104 1.8·106/3530 8197/303 22 4.3 3
512/22 1.74·107 3.4·104 1.8·106/5028 7745/530 30 4.7 3.9
Table 17: Impact of nonuniformity. Similar cases (but much larger and 3D) as shown in
Fig. 13, in the same order. Both using unaligned subdomains and unstructured meshes
contribute to the higher complexity and the corresponding increase of the number of
iterations and both set-up and solution times.
NS n/NS
num. coarse dofs time fact. loc. (s) time sol. loc. (s)
min max avg min max avg min max avg
512/22 3.3·104 6 18 14 1.23 1.36 1.28 0.06 0.19 0.15
513/22 3.3·104 8 62 39 0.88 1.32 1.03 0.07 0.48 0.32
512/22 3.4·104 12 63 36 0.78 1.43 1.08 0.13 0.48 0.31
Table 18: Impact of nonuniformity, local subdomain properties, the same three meshes as
in Table 17.
to mimic the expected behaviour of an adaptive algorithm for certain type
of problems.
In this section, we show results of adaptive runs of the described algo-
rithm, with no refinements prescribed a priori. Instead, the adaptivity algo-
rithm described in Section 4.3 is used. We use again the Poisson problem
defined in Section 5. However, now we prescribe the exact solution as
u∗ = arctan
(
s · (r − pi
3
))
, (42)
where r is the distance from the point [1.25,−0.25] in 2D or [1.25,−0.25,−0.25]
in 3D. The right-hand side f and Dirichlet boundary condition g are defined
to recover the prescribed solution,
f = −∆u∗, g = u∗|∂Ω. (43)
Function u∗ exhibits an internal layer, i.e. it has large gradients on a narow
region inside the domain, as can be seen in Fig. 14 for 2D and 3D. The
steepness of the layer is controlled by parameter s, which is set to s = 60
in presented calculations. The knowledge of the exact solution makes it
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easy to estimate the error of the current solution for each element and to
select elements for refinements accordingly. This is not possible for real-life
applications though, where a different strategy has to be employed. For
example, one can use one of the existing a posteriori error estimators.
Figure 14: Exact solution of the test problem in 2D and 3D.
The parameters of the algorithm described in detail in Section 4.3 are set
as follows. In each adaptivity step we refine ζ = 15% of elements in linear
case and ζ = 12% of elements otherwise. In 3D, when each refined element
is replaced by eight new elements, this leads to roughly doubling the number
of elements after each step. The change of the number of degrees of freedom
is similar. We have also experimented with several values of the number of
compartments M from the algorithm of Section 4.3 and found that for our
setting with 2048 subdomains and meshes with more than 109 elements, the
value M = 100 is sufficient and its increase does not significantly change the
behaviour of the algorithm.
The error is measured as the norm of the difference between the approx-
imate and the exact solution. Size of the error in each adaptivity step is
depicted in Fig. 17 together with the error for uniform refinements (all el-
ements refined in each step), leading to an 8× increase of the number of
elements.
The adaptivity algorithm behaves according to the expectations and re-
fines elements close to the internal layer, as can be seen in Fig. 15 for the 2-D
and in Fig. 16 for the 3-D problem. Different colours indicate different sub-
domains (processors). The figures are only for illustration and were obtained
from runs on 8 processors. Notice how some areas of the computational do-
mains change colours, indicating rebalancing of the mesh and moving some
elements from one processor to another.
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Figure 15: Three illustrative adaptivity steps in 2D.
Figure 16: Three illustrative adaptivity steps in 3D.
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Convergence of the global error of the solution is shown in Fig. 17, in
L2 and H1 norms in 3D and for orders 1, 2, and 4. We show convergence
of the adaptive algorithm (individual colours) in comparison with the cor-
responding uniform refinements. As can be observed, the use of adaptive
algorithm achieves higher precision with much fewer degrees of freedom than
the uniform refinements. To be more precise, let us suppose that we want to
achieve H1 error around 10−3. Using linear elements (no matter if uniform or
adaptive), this precision has not been reached even for the largest computed
problems. Using quadratic elements with uniform refinements, we need more
than 2 · 108 degrees of freedom. If we use quadratic elements with adaptivity
(or fourth order elements with uniform refinements), approx. 107 degrees of
freedom are sufficient. Finally, using adaptivity with fourth order elements,
the same error is achieved using only approx. 106 degrees of freedom. In the
same way, one can fix the number of degrees of freedom and find reduction
of error when higher-order and/or adaptive algorithm is used. For example,
using 107 degrees of freedom, one can reduce the L2 error from more than
2 ·10−4 for linear uniform refinements to less then 2 ·10−7 for adaptivity with
order 4. The reduction of error is thus more then 1000× by using a better
method, while keeping the final linear system of the same size (although the
matrix might be significantly denser).
Let us now analyze the difference between adaptive and corresponding
uniform convergence curves (grey with the same starting point in Fig. 17).
At the beginning, the adaptive algorithm reduces the error very quickly com-
pared to uniform refinements. After several steps, which refine elements close
to the internal layer, the error is approximately uniformly distributed among
elements. From this point on, the adaptive algorithm will not work signifi-
cantly differently from uniform refinements – there is no area where elements
should be refined with higher priority. This corresponds to the observed
straightening of the convergence curves for the adaptive algorithm, which,
after initial phase, have the same slope as uniform refinements of the corre-
sponding order. Adaptivity algorithm in this case thus does not improve the
rate of convergence. Note that in order to achieve an exponential conver-
gence, as e.g. in [34], one would need to allow also increasing the polynomial
degree during the adaptive process.
One can also observe that the reason for spreading of refinements away
from the internal layer is not due to avoiding hanging nodes of a higher level.
Although these could be restrictive in the case of a singularity, in our case,
the solution is smooth (although very steep), and the refinements are needed
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Figure 17: Convergence of the L2 and H1 norms of the error, respectively, on 2048 sub-
domains in 3D, 3-level BDDC method. Different colours indicate adaptive method with
different polynomial orders. Grey colour indicates convergence obtained by corresponding
uniform refinements. In both cases, polynomial orders 1, 2, and 4 are used.
for equilibrating the error.
In Table 19, global properties of problems solved on individual adaptivity
levels are presented. Note that this can be seen as yet another type of scaling
test. Unlike in the case of strong or weak scaling, we use the same number
of processors (2048 in our case), while both global and local problem sizes
increase.
We can see from Table 19 that the performance of the method is good
for the selected number of processors. The largest solved problem has more
than 109 unknowns. Although the solution time gets rather large for the last
adaptivity steps, the number of iterations remains similar.
6. Conclusions
We have presented an approach to employ adaptive mesh refinement
within a massively parallel finite element software. The necessary equili-
brating of subdomain sizes during the adaptivity process is based on repar-
titioning a space-filling Z-curve, and the solver relies on the p4est library in
this regard. The goal of the partitioning strategy is to obtain subparts with
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NS n n/NS n
Γ nC its. tset−up tPCG
2048/46 4913 2 4873/2144 4055/552 9 2.8 1.1
2048/46 8594 4 8488/4134 7756/942 29 0.55 1.6
2048/46 2.5·104 12 2.1·104/7978 1.7·104/1005 53 0.6 3
2048/46 1.3·105 63 8.3·104/1.6·104 3.6·104/988 60 0.67 3.5
2048/46 7.0·105 342 3.1·105/2.0·104 4.5·104/1109 54 0.89 3.5
2048/46 3.0·106 1445 8.2·105/2.1·104 4.7·104/1152 56 1.6 4.8
2048/46 1.4·107 6623 2.4·106/2.0·104 4.7·104/1057 55 2.9 10
2048/46 6.4·107 3.1·104 7.2·106/2.1·104 4.5·104/1011 55 10 33
2048/46 2.9·108 1.4·105 2.0·107/2.2·104 4.8·104/1222 56 61 130
2048/46 1.3·109 6.3·105 5.2·107/2.1·104 4.7·104/1088 51 565 521
Table 19: Adaptivity in 3D, Poisson problem, 3-level BDDC, trilinear elements. For
brevity, only initial and even steps 1, 2, 4, 6, 8, . . . , 18 are shown.
equal number of elements. While more advanced partitioning strategies exist,
this set-up is, to the best of our knowledge, the only one currently available
for rebalancing at thousands of computer cores. Moreover, for real-world
problems, which might be time-dependent, nonlinear or with other complex-
ities, and can involve high-order elements, the assembly time might actually
dominate the whole computation. This also supports the use of this simple
partitioning strategy, as the matrix integration and assembly algorithms are
typically embarrassingly parallel with time proportional to the number of
elements in the given subdomain.
For solving the arising systems of linear equations, the multilevel BDDC
method has been employed. A parallel implementation of this method is
freely available in our BDDCML library. The standard (two-level) and the
three-level versions of the method have been used.
A relatively simple strategy for dealing with hanging nodes has been re-
called. The assumption on 2:1 mesh regularity has been advocated as a
reasonable trade-off between unnecessary enforced refinements and algorith-
mic complexity. Under this assumption, hanging nodes can be eliminated
on the element level while the number of local degrees of freedom of an el-
ement and, consequently, a major part of the assembly algorithm remain
unchanged. Meshes satisfying this requirement are automatically provided
by the p4est library without any extra coding effort.
We have demonstrated that this set-up fits naturally into the framework
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of nonoverlapping domain decomposition methods, and it is very straight-
forward to pass the subdomain-wise assembled algebraic system to the BD-
DCML solver for the subsequent solution. One of the challenges of this
combination seems to be the fact that disconnected subdomains composed of
several components as well as loosely coupled subdomains are often encoun-
tered. The BDDC solver detects these situations and is able to accommodate
them by an adjusted selection of constraints.
We have investigated parallel performance of the BDDCML solver with
respect to adaptively refined meshes. In particular, we have studied the per-
formance in two and three dimensions, for Poisson and elasticity problems,
using linear, quadratic and fourth-order finite elements, and employing two
and three levels within the BDDC method. We have presented tests of par-
allel strong scaling on adapted unstructured meshes as well as studies of the
effect of irregular subdomains. The solver has been also verified using conver-
gence tests. Finally, we have presented an adaptive finite element calculation
in 3D, with the finest mesh resulting in more than 109 unknowns.
Presented results show a very good performance of the developed solver
in most circumstances. In particular, the number of PCG iterations required
for solving the system remains almost constant for all the studied cases.
The only issue seems to be the potential load imbalance caused by sig-
nificantly different number of constraints on different subdomains. However,
the number of components of a subdomain is limited, and it has reached at
most two in our computations. Consequently, we have shown on a number of
experiments that the differences from a simple case with regular subdomains
remain rather small and acceptable.
Acknowledgements
We are grateful to Santiago Badia, Javier Principe and Fehmi Cirak for
valuable discussions on related topics.
This research was supported by Czech Science Foundation through grant
14–02067S, and by Czech Academy of Sciences through RVO:67985840. Com-
putational time on the Salomon supercomputer has been provided by the
IT4Innovations Centre of Excellence project (CZ.1.05/1.1.00/02.0070), funded
by the European Regional Development Fund and the national budget of the
Czech Republic via the Research and Development for Innovations Opera-
tional Programme, as well as Czech Ministry of Education, Youth and Sports
51
via the project Large Research, Development and Innovations Infrastructures
(LM2011033).
References
[1] Ainsworth, M., Oden, J. T., 2000. A Posteriori Error Estimation in
Finite Element Analysis. John Wiley & Sons, Inc.
[2] Amestoy, P. R., Duff, I. S., L’Excellent, J.-Y., 2000. Multifrontal paral-
lel distributed symmetric and unsymmetric solvers. Comput. Methods
Appl. Mech. Engrg. 184, 501–520.
[3] Badia, S., Baiges, J., 2013. Adaptive Finite Element Simulation of In-
compressible Flows by Hybrid Continuous-Discontinuous Galerkin For-
mulations. SIAM J. Sci. Comput. 35 (1), A491–A516.
[4] Badia, S., Martín, A. F., Principe, J., 2016. Multilevel balancing domain
decomposition at extreme scales. SIAM J. Sci. Comput. 38 (1), C22–C52.
[5] Bangerth, W., Burstedde, C., Heister, T., Kronbichler, M., 2012. Al-
gorithms and Data Structures for Massively Parallel Generic Adaptive
Finite Element Codes. ACM Trans. Math. Softw. 38 (2), 14:1–14:28.
[6] Bangerth, W., Kayser-Herold, O., 2009. Data Structures and Require-
ments for hp Finite Element Software. ACM Trans. Math. Softw. 36 (1),
4:1–4:31.
[7] Beirão da Veiga, L., Cho, D., Pavarino, L. F., Scacchi, S., 2013. BDDC
preconditioners for isogeometric analysis. Math. Mod. Meth. Appl. S.
23 (6), 1099–1142.
[8] Beirão da Veiga, L., Pavarino, L. S., Scacchi, S., Widlund, O. B.,
Zampini, S., 2014. Isogeometric BDDC preconditioners with deluxe scal-
ing. SIAM J. Sci. Comput. 36 (3), A1118–A1139.
[9] Benzi, M., Golub, G. H., Liesen, J., 2005. Numerical solution of saddle
point problems. Acta Numerica 14, 1–137.
[10] Burstedde, C., Wilcox, L., Ghattas, O., 2011. p4est: Scalable Algo-
rithms for Parallel Adaptive Mesh Refinement on Forests of Octrees.
SIAM J. Sci. Comput. 33 (3), 1103–1133.
52
[11] Čertíková, M., Šístek, J., Burda, P., 2015. Different approaches to inter-
face weights in the BDDC method in 3D. In: Chleboun, J., Přikryl, P.,
Segeth, K., Šístek, J., Vejchodský, T. (Eds.), Proceedings of Programs
and Algorithms of Numerical Mathematics 17, Dolní Maxov, Czech Re-
public, June 8–13, 2014. Institute of Mathematics AS CR, pp. 47–57.
[12] De Roeck, Y.-H., Le Tallec, P., 1991. Analysis and test of a local do-
main decomposition preconditioner. In: Glowinski, R., Kuznetsov, Y.,
Meurant, G., Périaux, J., Widlund, O. B. (Eds.), Proceedings of the
Fourth International Symposium on Domain Decomposition Methods
for Partial Differential Equations. SIAM, pp. 112–128.
[13] Demkowicz, L., Kurtz, J., Pardo, D., Paszynski, M., Rachowicz, W.,
Zdunek, A., 2007. Computing with Hp-Adaptive Finite Elements, Vol.
2: Frontiers Three Dimensional Elliptic and Maxwell Problems with
Applications, 1st Edition. Chapman & Hall/CRC.
[14] Dohrmann, C. R., 2003. A preconditioner for substructuring based on
constrained energy minimization. SIAM J. Sci. Comput. 25 (1), 246–258.
[15] Dorfler, W., 1996. A Convergent Adaptive Algorithm for Poisson’s Equa-
tion. SIAM J. Numer. Anal. 33 (3), 1106–1124.
[16] Elman, H. C., Silvester, D. J., Wathen, A. J., 2005. Finite elements and
fast iterative solvers: with applications in incompressible fluid dynamics.
Oxford University Press, New York.
[17] Isaac, T., Burstedde, C., Wilcox, L. C., Ghattas, O., 2015. Recursive al-
gorithms for distributed forests of octrees. SIAM J. Sci. Comput. 37 (5),
C497–C531.
[18] Jurková, K., Tůma, M., 2010. Factorization-based graph repartitionings.
In: Lirkov, I., Margenov, S., Waśniewski, J. (Eds.), Large-Scale Scien-
tific Computing: 7th International Conference, LSSC 2009, Sozopol,
Bulgaria, June 4-8, 2009. Springer, Berlin, pp. 771–778.
[19] Karypis, G., Kumar, V., 1998. A fast and high quality multilevel scheme
for partitioning irregular graphs. SIAM J. Sci. Comput. 20 (1), 359–392.
[20] Karypis, G., Kumar, V., 1999. Parallel multilevel series k-way partition-
ing scheme for irregular graphs. SIAM Review 41 (2), 278–300.
53
[21] Klawonn, A., Pavarino, L. F., Rheinbach, O., 2008. Spectral element
FETI-DP and BDDC preconditioners with multi-element subdomains.
Comput. Methods Appl. Mech. Engrg. 198 (3–4), 511–523.
[22] Klawonn, A., Rheinbach, O., Widlund, O. B., 2008. An analysis of a
FETI-DP algorithm on irregular subdomains in the plane. SIAM J. Nu-
mer. Anal. 46 (5), 2484–2504.
[23] Kůs, P., Šolín, P., Andrš, D., 2014. Arbitrary-level hanging nodes for
adaptive hp-FEM approximations in 3d. J. Comput. Appl. Math. 270,
121–133.
[24] Mandel, J., 1990. Two-level domain decomposition preconditioning for
the p-version finite element method in three dimensions. Int. J. Numer.
Methods Engrg. 29, 1095–1108.
[25] Mandel, J., 1993. Balancing domain decomposition. Comm. Numer.
Methods Engrg. 9 (3), 233–241.
[26] Mandel, J., Dohrmann, C. R., 2003. Convergence of a balancing domain
decomposition by constraints and energy minimization. Numer. Linear
Algebra Appl. 10 (7), 639–659.
[27] Mandel, J., Dohrmann, C. R., Tezaur, R., 2005. An algebraic theory for
primal and dual substructuring methods by constraints. Appl. Numer.
Math. 54 (2), 167–193.
[28] Mandel, J., Sousedík, B., Dohrmann, C. R., 2008. Multispace and mul-
tilevel BDDC. Computing 83 (2-3), 55–85.
[29] Pavarino, L. F., 2007. BDDC and FETI-DP preconditioners for spectral
element discretizations. Comput. Methods Appl. Mech. Engrg. 196 (8),
1380–1388.
[30] Šebestová, I., Vejchodský, T., 2016. Two-sided bounds of eigenvalues -
local efficiency and convergence of adaptive algorithm. Preprint arXiv.
[31] Šístek, J., Cirak, F., 2015. Parallel iterative solution of the incompress-
ible Navier-Stokes equations with application to rotating wings. Com-
put. & Fluids 122, 165–183.
54
[32] Šístek, J., Čertíková, M., Burda, P., Novotný, J., 2012. Face-based selec-
tion of corners in 3D substructuring. Math. Comput. Simulat. 82 (10),
1799–1811.
[33] Šolín, P., Červený, J., Doležel, I., 2008. Arbitrary-level hanging nodes
and automatic adaptivity in the hp-FEM. Math. Comput. Simulat.
77 (1), 117–132.
[34] Šolín, P., Korous, L., Kůs, P., 2014. Hermes2d, a C++ library for rapid
development of adaptive hp-fem and hp-dg solvers. J. Comput. Appl.
Math. 270, 152–165.
[35] Sousedík, B., Šístek, J., Mandel, J., 2013. Adaptive-Multilevel BDDC
and its parallel implementation. Computing 95 (12), 1087–1119.
[36] Stolfo, P. D., Schröder, A., Zander, N., Kollmannsberger, S., 2016. An
easy treatment of hanging nodes in hp-finite elements. Finite Elem. Anal.
Des. 121, 101–117.
[37] Toselli, A., Vasseur, X., 2004. Domain decomposition preconditioners
of Neumann-Neumann type for hp-approximations on boundary layer
meshes in three dimensions. IMA J. Numer. Anal. 24 (1), 123–156.
[38] Toselli, A., Widlund, O. B., 2005. Domain Decomposition Methods—
Algorithms and Theory. Vol. 34 of Springer Series in Computational
Mathematics. Springer-Verlag, Berlin.
[39] Tu, X., 2007. Three-level BDDC in three dimensions. SIAM J. Sci. Com-
put. 29 (4), 1759–1780.
[40] Zander, N., Bog, T., Elhaddad, M., Frischmann, F., Kollmannsberger,
S., Rank, E., 2016. The multi-level -method for three-dimensional prob-
lems: Dynamically changing high-order mesh refinement with arbitrary
hanging nodes. Comput. Method Appl. M. 310, 252–277.
55
