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Abstract
Let Λ be a finite abelian group. A dynamical system with transformation
group Λ is a triple (A,Λ, α), consisting of a unital locally convex algebra A,
the finite abelian group Λ and a group homomorphism α : Λ → Aut(A),
which induces an action of Λ on A. In this paper we present a new, geo-
metrically oriented approach to the noncommutative geometry of principal
bundles with finite abelian structure group based on such dynamical systems.
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1 Introduction
The correspondence between geometric spaces and commutative algebras is a fa-
miliar and basic idea of algebraic geometry. Noncommutative topology started
with the famous Gelfand–Naimark Theorems: Every commutative C*-algebra is
the algebra of continuous functions vanishing at infinity on a locally compact space
and vice versa. In particular, a noncommutative C*-algebra may be viewed as “the
algebra of continuous functions vanishing at infinity” on a “quantum space”. The
aim of noncommutative geometry is to develop the basic concepts of topology,
measure theory and differential geometry in algebraic terms and then to general-
ize the corresponding classical results to the setting of noncommutative algebras.
The question whether there is a way to translate the geometric concept of a fibre
bundle to noncommutative geometry is quite interesting in this context. In the
case of vector bundles a refined version of the Theorem of Serre and Swan [21] gives
the essential clue: The category of vector bundles over a manifold M is equivalent
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to the category of finitely generated projective modules over C∞(M). This obser-
vation leads to a notion of noncommutative vector bundles and is the connection
between the topological K-theory based on vector bundles and algebraic K-theory.
For principal bundles, free and proper actions offer a good candidate for a notion
of noncommutative principal bundles (see e. g. [2, 3, 7, 17, 19, 20]). In a purely
algebraic setting, the well-established theory of Hopf–Galois extensions provides
a wider framework comprising coactions of Hopf algebras (e. g. [10, 13, 18]). We
also would like to mention the related notion of noncommutative principal torus
bundles proposed by Echterhoff, Nest, and Oyono-Oyono [6] (see also [11]), which
relies on a noncommutative version of Green’s Theorem. A similar geometric
approach based on transformation groups was developed by the author in [25, 27].
As is well-known from classical differential geometry, the relation between lo-
cally and globally defined objects is important for many constructions and appli-
cations. For example, a principal bundle (P,M,G, q, σ) can be considered as a
geometric object that is glued together from local pieces which are trivial, i.e.,
which are of the form U ×G for some open subset U of M . Thus, a natural step
towards a geometrically oriented theory of “noncommutative principal bundles” is
to describe the trivial objects first, i.e., to determine and to classify the “trivial”
noncommutative principal bundles. The case of the n-torus, i.e., G = Tn, was
treated in [24]:
Definition 1.1. (Trivial noncommutative principal torus bundles). A (smooth)
dynamical system (A,Tn, α) is called a (smooth) trivial noncommutative principal
Tn-bundle, if each isotypic component Ak, k ∈ Zn, contains an invertible element.
A hint for the quality of this definition for trivial noncommutative principal torus
bundles is the observation that they have a natural counterpart in the theory of
Hopf–Galois extensions: In fact, up to a suitable completion, they correspond to
the so-called cleft C[Zn]-comodule algebras; a notion that is close, although in
general not equivalent, to the triviality of a principal bundle:
Remark 1.2. (Relation to cleft Hopf–Galois extensions). Let G be a group. An
algebra A is a C[G]-comodule algebra if and only if A is a G-graded algebra (cf.
[4, Lemma 4.8]). Moreover, we conclude from [18, Example 2.1.4] that a G-graded
algebra A =
⊕
g∈GAg is a Hopf–Galois extension (of A1G) if and only if A is
strongly graded, i.e., if AgAg′ = Agg′ for all g, g
′ ∈ G. Now, a short calculation
shows that a C[G]-comodule algebra A is cleft if and only if each grading space Ag
contains an invertible element. For more background on Hopf–Galois extensions,
in particular for the definition of cleft extensions, we refer to [18, Section 2.2].
Unfortunately, if Λ is a finite abelian group, then the class of cleft C[Λ]-comodule
algebras do not extend the classical geometry of trivial principal Λ-bundles.
Our approach is inspired by the following observation: Without loss of gener-
ality we may assume that Λ = Cn1 ×· · ·×Cnk , where k ∈ N and each Cni denotes
the cyclic group of order ni. A principal Λ-bundle (P,M,Λ, q, σ) is trivial if and
only if it admits a trivialization map. Such a trivialization map consists basically
of k (smooth) functions fi : P → Cni satisfying f
ni
i = 1 and fi(σ(p, λ)) = fi(p) ·λi
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for all p ∈ P and λ = (λ1, . . . , λk) ∈ Λ. From an algebraical point of view this con-
dition means that each isotypic component of the (naturally) induced dynamical
system (C∞(P ),Λ, α) contains an invertible element of (some prescribed) finite
order.
In Section 2 we present a geometrically oriented approach to the noncommu-
tative geometry of trivial principal Cn-bundles based on dynamical systems of the
form (A,Cn, α). We will in particular see that this approach extends the classi-
cal geometry of trivial principal Cn-bundles: If A = C
∞(P ) for some manifold P ,
then we recover a trivial principal Cn-bundle and, conversely, each trivial principal
bundle (P,M,Cn, q, σ) gives rise to a trivial noncommutative principal Cn-bundle
of the form (C∞(P ), Cn, α).
While in classical (commutative) differential geometry there exists up to iso-
morphy only one trivial principal Cn-bundle over a given manifoldM , the situation
completely changes in the noncommutative world. Indeed, Fourier decomposition
shows that the underlying algebraic structure of a trivial noncommutative prin-
cipal Cn-bundle (A,Cn, α) is the one of a so-called (Cn, A
Cn)-crossed product
algebra, which are described and classified in Appendix A. Thus, given a unital
algebra B (which serves as a “ base”), the main goal of the third section is to
provide a complete classification of (Cn, B)-crossed product algebras for which the
associtated sequence (1) of groups is split, i.e., to classify all “algebraically” trivial
noncommutative principal Cn-bundles with fixed point algebra B.
The goal of Section 4 is to extend the results of Section 2 to finite abelian groups
(which are, up to an isomorphism, products of cyclic groups), i.e., to present a
geometrically oriented approach to the noncommutative geometry of trivial prin-
cipal bundles with finite abelian structure group based on dynamical systems of
the form (A,Λ, α), where Λ denotes a finite abelian group. Again, we will see
that this approach extends the classical geometry of trivial principal Λ-bundles:
If A = C∞(P ) for some manifold P , then we recover a trivial principal Λ-bundle
and, conversely, each trivial principal bundle (P,M,Λ, q, σ) gives rise to a triv-
ial noncommutative principal Λ-bundle of the form (C∞(P ),Λ, α). Moreover, we
present a bunch of examples of trivial noncommutative principal Λ-bundles. In
particular, given n ∈ N, we will see that the matrix algebra Mn(C) carries the
structure of a trivial noncommutative principal Cn × Cn-bundle. Furthermore,
the last part of Section 4 is dedicated to some ideas and problems concerning a
classification theory of “ algebraically” trivial noncommutative principal Λ-bundles
(with a prescribed fixed point algebra B).
Again, let Λ be a finite abelian group. Section 5 is finally devoted to a geomet-
rically oriented approach to the noncommutative geometry of principal Λ-bundles.
Since the freeness property of a group action is a local condition (cf. [27, Remark
8.10]), our main idea is inspired by the classical setting: Loosely speaking, a dy-
namical system (A,Λ, α) is called a noncommutative principal Λ-bundle, if it is
“locally” a trivial noncommutative principal Λ-bundle in the sense of Section 4. At
this point a localization method for non-commutative algebras or, more generally,
for dynamical systems enters the game (cf. [27]). We prove that this approach
extends the classical theory of principal Λ-bundles and present some noncommu-
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tative examples. In fact, we first show that each trivial noncommutative principal
Λ-bundle carries the structure of a noncommutative principal Λ-bundle in its own
right. We further show that examples of noncommutative principal Λ-bundles
are provided by sections of algebra bundles with trivial noncommutative principal
Λ-bundle as fibre, sections of algebra bundles which are pull-backs of principal
Λ-bundles and sections of trivial equivariant algebra bundles.
Let G be a group and B be a unital algebra. A (G,B)-crossed product algebra
is a G-graded unital algebra with A1G = B and the additional property that each
grading space contains an invertible element. For example, if G is abelian and
B = C, then a (G,B)-crossed product algebra is the same as a G-quantum torus
in the terminology of [16]. In Appendix A we introduce a “cohomology theory” for
crossed product algebras, which is inspired by the classical cohomology theory of
groups. The corresponding cohomology spaces are crucial for the classification of
trivial noncommutative principal bundles with compact abelian structure group.
A detailed discussion for the case G = Zn can be found in [24]. Finally, given a
compact abelian group G, the last part of the appendix is devoted to a Landstad
duality theorem for C∗-dynamical systems (A,G, α) with the property that each
isotypic component contains an invertible element. We did not find such a result
in the literature.
The present paper is part of a larger program with the intend of finding a
geometric approach to noncommutative principal bundles (cf. [24, 25, 27]).
Preliminaries and Notations
All manifolds appearing in this paper are assumed to be finite-dimensional, para-
compact, second countable and smooth. For the necessary background on (prin-
cipal) bundles and vector bundles we refer to [12]. All algebras are assumed to be
associative and complex if not mentioned otherwise. Given an algebra A, we write
ΓA := Homalg(A,C)\{0} (with the topology of pointwise convergence on A) for
the spectrum of A and Aut(A) for the corresponding group of automorphisms in
the category of A. Moreover, a dynamical system is a triple (A,G, α), consisting
of a unital locally convex algebra A, a topological group G and a group homomor-
phism α : G → Aut(A), which induces a continuous action of G on A. We will
also make use of concepts coming from classical group cohomology: If G,H are
groups and p ∈ N0, we say that a map f : G
p → H is normalized if
(∃j) gj = 1G ⇒ f(g1, . . . , gp) = 1H
and write Cp(G,H) for the space of all normalized maps Gp → H , the so called p-
cochains. For a detailed background on group cohomology we refer to [14, Chapter
IV]. Finally, for n ∈ N we write
Cn := {z ∈ C
× : zn = 1} = {ζk : ζ := exp(
2πi
n
), k = 0, 1, . . . , n− 1}
for the cyclic subgroup of T of n-th roots of unity.
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2 Trivial noncommutative principal Cn-bundles
In this section we present a geometrically oriented approach to the noncommuta-
tive geometry of trivial principal Cn-bundles based on dynamical systems of the
form (A,Cn, α). We will in particular see that this approach extends the classi-
cal geometry of trivial principal Cn-bundles: If A = C
∞(P ) for some manifold P ,
then we recover a trivial principal Cn-bundle and, conversely, each trivial principal
bundle (P,M,Cn, q, σ) gives rise to a trivial noncommutative principal Cn-bundle
of the form (C∞(P ), Cn, α).
Notation 2.1. We recall that the map
Ψ : Cn → Homgr(Cn,T), Ψ(ζ
k)(ζ) := ζk
is an isomorphism of abelian groups. In the following we will identify the character
group of Cn with Cn via the isomorphism Ψ. In particular, if A is a unital locally
convex algebra and (A,Cn, α) a dynamical system, then we write
Ak := AΨ(ζk) = {a ∈ A : α(ζ).a = Ψ(ζ
k)(ζ) · a = ζk · a}
for the isotypic component corresponding to ζk, k = 0, 1, . . . , n− 1.
Definition 2.2. (Trivial noncommutative principal Cn-bundles). A dynamical
system (A,Cn, α) is called a trivial noncommutative principal Cn-bundle if each
isotypic component Ak contains an invertible element ak satisfying a
n
k = 1A.
Remark 2.3. Let (A,Cn, α) be a dynamical system such that each isotypic com-
ponent Ak, k = 0, 1, . . . , n− 1, contains an invertible element. Then the set
A×h :=
⋃
0≤k≤n−1
A×k
of homogeneous units is a subgroup of A× containing A×0 and we thus obtain the
following short exact sequence
1 −→ A×0 −→ A
×
h
q
−→ Cn −→ 1 (1)
of groups, where q(ak) := ζ
k.
Proposition 2.4. A dynamical system (A,Cn, α) is a trivial noncommutative
principal Cn-bundle if and only if the associtated sequence (1) is split, i.e., if there
is a group homomorphism σ : Cn → A
×
h satisfying q ◦ σ = idCn .
Proof (“ ⇒ ”) For this direction we first choose an invertible element a1 ∈ A1
satisfying an1 = 1A. Then a short calculation shows that the map
σ : Cn → A
×
h , σ(ζ
k) := (a1)
k
defines a group homomorphism splitting the associated sequence (1) of groups.
(“ ⇐ ”) Let σ : Cn → A
×
h be a group homomorphism splitting the associated
sequence (1) of groups and put ak := σ(ζ)
k. Then ak ∈ Ak is invertible by
definition and satisfies ank = σ(ζ)
kn = σ(ζkn) = σ(1) = 1A. 
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Remark 2.5. Let (A,Cn, α) be a trivial noncommutative principal Cn-bundle
and σ : Cn → A
×
h a group homomorphism which splits (1). Then the map
A×0 ⋊S Cn → A
×
h , (a0, ζ
k) 7→ a0σ(ζ)
k
is an isomorphism of groups, where the semidirect product is defined by the ho-
momorphism
S := CA×
0
◦ σ : Cn → Aut(A
×
0 )
and CA×
0
: A×h → Aut(A
×
0 ) denotes the conjugation action of A
×
h on A
×
0 .
Lemma 2.6. Let (A,Cn, α) be a dynamical system and B := A
Cn . Then the
following statements are equivalent:
(a) There exist invertible elements a1 ∈ A1 and b1 ∈ B such that an1 = b
n
1 .
(b) For each k = 0, 1, . . . , n−1 there exist invertible element ak ∈ Ak and bk ∈ B
such that ank = b
n
k .
Proof (a) ⇒ (b): For k = 0, 1, . . . , n − 1 we simply put ak := ak1 and bk := b
k
1 .
Then ak ∈ Ak and bk ∈ B are both invertible and we have
ank = a
kn
1 = (a
n
1 )
k = (bn1 )
k = (bk1)
n = bnk .
(b) ⇒ (a): This direction is obvious. 
Proposition 2.7. Let (A,Cn, α) be a dynamical system such that B := A
Cn is
a central subalgebra of A. Then (A,Cn, α) is a trivial noncommutative principal
Cn-bundle if and only if (A,Cn, α) satisfies one of the equivalent conditions of
Lemma 2.6.
Proof (“⇒ ”) This direction immediately follows from Definition 2.2.
(“⇐ ”) For the other direction we first choose invertible elements a1 ∈ A1 and
b1 ∈ B such that an1 = b
n
1 . Then a short calculation shows that the map
σ : Cn → A
×
h , σ(ζ
k) := (a1b
−1
1 )
k
is a group homomorphism which splits the associated sequence (1) of groups. 
Lemma 2.8. If A is a unital locally convex algebra and (A,Cn, α) a dynamical
system such that each isotypic component Ak contains an invertible element, then
the induced map
σ : ΓA × Cn → ΓA, χ.ζ
k := σ(χ, ζk) := χ ◦ α(ζk)
defines a free action of Cn on the spectrum ΓA of A.
Proof An easy observation shows that σ defines an action of Cn on the spectrum
ΓA. The crucial part is to verify the freeness of the map σ, i.e., to show that the
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stabilizer of each element of ΓA is trivial: For this, we first choose an invertible
element a1 ∈ A1. Now, let χ ∈ ΓA and 0 ≤ l ≤ n−1 such that χ.ζl = χ◦α(ζl) = χ.
Then
(χ ◦ α(ζl))(a1) = χ(α(ζ
l).a1) = ζ
l · χ(a1) = χ(a1)
implies that ζl = 1 and thus in turn that l = 0, which proves the freeness of the
map σ. 
Remark 2.9. If P is a manifold, p ∈ P and δp the corresponding point evaluation
map on C∞(P ), then there is a unique smooth structure on the spectrum ΓC∞(P )
of C∞(P ) for which the map
Φ : P → ΓC∞(P ), p 7→ δp
becomes a diffeomorphism. A proof of this statement can be found in [26, Lemma
2.5].
Proposition 2.10. Let P be a manifold and (C∞(P ), Cn, α) a dynamical system
such that each isotypic component C∞(P )k contains an invertible element. Then
the map
σ : P × Cn → P, (δp, ζ
k) 7→ δp ◦ α(ζ
k),
where we have identified P with the set of characters via the map Φ from Remark
2.9, is smooth and defines a free and proper action of Cn on the manifold P . In
particular, we obtain a principal bundle (P, P/Cn, Cn, pr, σ), where pr : P → P/Cn
denotes the canonical orbit map.
Proof Since the group Cn is finite, the map σ is obviously smooth and proper.
Its freeness follows from Lemma 2.8. Therefore, the Quotient Theorem implies
that we obtain a principal bundle (P, P/Cn, Cn, pr, σ) (cf. [23, Kapitel VIII, Satz
21.6]). 
Theorem 2.11. (Trivial principal Cn-bundles). Let P be a manifold. Then the
following assertions hold:
(a) If (C∞(P ), Cn, α) is a trivial noncommutative principal Cn-bundle, then the
corresponding principal bundle (P, P/Cn, Cn, pr, σ) of Proposition 2.10 is
trivial.
(b) Conversely, if (P,M,Cn, q, σ) is a trivial principal Cn-bundle, then the cor-
responding dynamical system (C∞(P ), Cn, α) defined by
α : Cn × C
∞(P )→ C∞(P ), α(ζk, f)(p) := (ζk.f)(p) := f(σ(p, ζk)),
is a trivial noncommutative principal Cn-bundle.
Proof (a) If (C∞(P ), Cn, α) is a trivial noncommutative principal Cn-bundle,
then we may choose an invertible element f ∈ C∞(P )1 satisfying fn = 1 from
which we conclude that im(f) = Cn. In particular, the map
ϕ : P → P/Cn × Cn, p 7→ (pr(p), f(p))
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defines an equivalence of principal Cn-bundles over P/Cn implying that the prin-
cipal bundle (P, P/Cn, Cn, pr, σ) of Proposition 2.10 is trivial.
(b) Conversely, let (P,M,Cn, q, σ) be a trivial principal Cn-bundle and
ϕ : P →M × Cn, p 7→ (q(p), f(p))
be an equivalence of principal Cn-bundles over M . We first note that the function
f ∈ C∞(P ) is invertible. Furthermore, the Cn-equivariance of ϕ implies that
f ∈ C∞(P )1. Hence, f ∈ C∞(P )1 is invertible and satisfies fn = 1. We thus
conclude that (C∞(P ), Cn, α) is a trivial noncommutative principal Cn-bundle. 
3 Classification of trivial noncommutative
principal Cn-bundles
While in classical (commutative) differential geometry there exists up to isomor-
phy only one trivial principal Cn-bundle over a given manifold M , the situation
completely changes in the noncommutative world. Indeed, Fourier decomposi-
tion shows that the underlying algebraic structure of a trivial noncommutative
principal Cn-bundle (A,Cn, α) is the one of a so-called (Cn, A
Cn)-crossed product
algebra, which are described and classified in AppendixA. Thus, given a unital
algebra B (which serves as a “ base”), the main goal of this section is to pro-
vide a complete classification of (Cn, B)-crossed product algebras for which the
associtated sequence (1) of groups is split, i.e., to classify all “algebraically” trivial
noncommutative principal Cn-bundles with fixed point algebra B.
Definition 3.1. Let B be a unital algebra. We say that two group homomor-
phisms S, S′ : Cn → Aut(B) are equivalent and write in that case S ∼ S′ if there
exists an element h ∈ C1(Cn, B×) satisfying the following two conditions:
(i) We have S′ = (CB ◦h)·S, where CB : B× → Aut(B) denotes the conjugation
action of B× on B.
(ii) The class [dSh] ∈ H2(Cn, Z(B)×)S (cf. [14, Chapter IV, Section 4] for the
corresponding definition) vanishes, where
dSh(ζ
k, ζl) := h(ζk)S(ζk)(h(ζl))h(ζk+l)−1.
Remark 3.2. To see that the 2-cochain dSh in Definition 3.1 (ii) is actually a 2-
cocycle, we just have to note that condition (i) is equivalent to im(dSh) ⊆ Z(B)
×,
which in turn implies that dSh ∈ Z2(Cn, Z(B)×)S (cf. [15, Remark 2.20 (b)]).
Lemma 3.3. Let B be a unital algebra. Then ∼ defines an equivalence relation
on the set Homgr(Cn,Aut(B)).
Proof For the proof we have to check that ∼ is reflexive, symmetric and transi-
tive:
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• “Reflexivity”: We just take h ≡ 1B.
• “Symmetrie”: We take h′ := h−1. Then a short calculation shows that
dS′h
′ = dSh.
• “Transitivity”: If S ∼ S′ with h ∈ C1(Cn, B×) and S′ ∼ S′′ with
h′ ∈ C1(Cn, B×), then we easily conclude S ∼ S′′ with h′ · h ∈ C1(Cn, B×).
In fact, another short calculation yields to dS(h
′ · h) = dS′h′ + dSh.

Definition 3.4. (Set of equivalence classes). Let B be a unital algebra. We write
Ext(Cn, B)split for the set of all equivalence classes of (Cn, B)-crossed product
algebras for which the associtated sequence (1) of groups is split.
Proposition 3.5. Let B be a unital algebra and S : Cn → Aut(B) a group homo-
morphism. Then the (Cn, B)-crossed product algebra AS := A(S,1) of Construction
A.11 defines an element of Ext(Cn, B)split.
Proof We just have to note that the map σ : Cn → A
×
h , σ(ζ
k) := vζk defines a
group homomorphism splitting the associated sequence (1) of groups. 
Theorem 3.6. Let B be a unital algebra. Then the map
Φ : Homgr(Cn,Aut(B))/ ∼→ Ext(Cn, B)split, [S] 7→ [AS ]
is a well-defined bijection.
Proof We divide the proof of this theorem into three parts:
(i) That the map Φ is well-defined is a consequence of Proposition 3.5 and [15,
Remark 2.20 (b)]: In fact, if S ∼ S′ with h ∈ C1(Cn, B×), then we get
[AS ] = [A(S′,dSh)] = [dSh].[AS′ ] = [AS′ ]
(cf. Theorem A.18).
(ii) Next, we show that Φ is surjective: For this, let [A] ∈ Ext(Cn, B)split and
choose a group homomorphism σ : Cn → A
×
h splitting the associated sequence
(1) of groups. Then S := CB ◦ σ : Cn → Aut(B) defines a group homomorphism
satisfying Φ([S]) = [AS ] = [A].
(iii) To see that Φ is injective, we choose S, S′ ∈ Homgr(Cn,Aut(B)) with
[AS ] = [AS′ ]. Then there exists h ∈ C1(Cn, B×) with S′ = (CB ◦ h) · S
what is equivalent to im(dSh) ⊆ Z(B)×, which in turn implies that dSh ∈
Z2(Cn, Z(B)
×)S (cf. [15, Remark 2.20 (b)]). Now, we conclude from
[AS ] = [A(S′,dSh)] = [dSh].[AS′ ] = [AS′ ]
that [dSh] ∈ H2(Cn, Z(B)×)S vanishes. Therefore, we obtain S ∼ S′ (with h ∈
C1(Cn, B
×)). 
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Corollary 3.7. If B is commutative, then the map
Φ : Homgr(Cn,Aut(B))→ Ext(Cn, B)split, S 7→ [AS ]
is a well-defined bijection.
Proof The assertion immediately follows from Theorem 3.6 and the fact that in
this case we have S ∼ S′ if and only if S = S′. 
Remark 3.8. Let Λ be an abelian group and S : Cn → Aut(Λ) be a group
homomorphism. Further, let NΛ be the subgroup of Λ generated by the elements
of the form λ+ S(ζ).λ + . . .+ S(ζn−1).λ for λ ∈ Λ, i.e.,
NΛ :=
〈
λ+ S(ζ).λ + . . .+ S(ζn−1).λ : λ ∈ Λ
〉
.
Then we have
H2(Cn,Λ)S ∼= Λ
Cn/NΛ.
In particular, if S is trivial, then H2(Cn,Λ) ∼= Λ/nΛ and thus H2(Cn,Λ) is trivial
for divisible Λ. A nice reference for the previous discussion is [14, Chapter IV,
Section 7].
Example 3.9. If B = C, then Aut(B) = {idC}. We thus conclude from Corol-
lary 3.7 and Remark 3.8 that Ext(Cn,C)split consists of a single element which is
geometrically realized as the trivial principal Cn-bundle over a single point {∗},
which algebraically corresponds to the group algebra C[Cn].
Example 3.10. If B = C∞(M) for some manifold M , then Aut(B) ∼= Diff(M).
We thus conclude from Corollary 3.7 that Ext(Cn, C
∞(M))split is classified by
diffeomorphisms of the manifold M of finite order n. In particular, the trivial
principal Cn-bundle over M corresponds to the trivial diffeomorphism, i.e., to
S = 1.
Example 3.11. Let B = Mm(C) for some m ∈ N. Then Z(Mm(C))× ∼= C×
and according to the well-known Skolem–Noether Theorem each automorphism of
Mm(C) is inner. In particular, each group homomorphism S
′ : Cn → Inn(Mm(C))
is equivalent to S = 1, since H2(Cn,C
×) is trivial (cf. Remark 3.8). From this we
conclude that Ext(Cn,Mm(C))split consists of a single element, which is realized by
the group algebra Mm(C)[Cn] (with multiplication given by the usual convolution
product).
4 Trivial noncommutative principal bundles with
finite abelian structure group
In the following let Λ be a finite abelian group. The goal of this section is to present
a geometrically oriented approach to the noncommutative geometry of trivial prin-
cipal Λ-bundles based on dynamical systems of the form (A,Λ, α). Again, we will
see that this approach extends the classical geometry of trivial principal Λ-bundles:
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If A = C∞(P ) for some manifold P , then we recover a trivial principal Λ-bundle
and, conversely, each trivial principal bundle (P,M,Λ, q, σ) gives rise to a trivial
noncommutative principal Λ-bundle of the form (C∞(P ),Λ, α).
Notation 4.1. Let Λ be a finite abelian group and let {λ1, . . . , λk} be a set of
generators of Λ (having order n1, . . . , nk ∈ N) of minimal cardinality. To each
such generator λi we associate an element λ̂i of its dual group Λ̂ := Homgr(Λ,T)
by defining
λ̂i(λj) :=
{
ζi for i = j
1 otherwise.
Here, the complex numbers ζi are defined for each i = 1, . . . , k through
Cni := {z ∈ C
× : zni = 1} =
{
ζli : ζi := exp(
2πi
ni
), l = 0, 1, . . . , ni − 1
}
.
Definition 4.2. (Trivial noncommutative principal Λ-bundles). A dynamical sys-
tem (A,Λ, α) is called a trivial noncommutative principal Λ-bundle if there exists
a set of generators {λ1, . . . , λk} of Λ (having order n1, . . . , nk ∈ N) of minimal
cardinality such that each associated isotypic component
A
λ̂i
:= {a ∈ A : (∀λ ∈ Λ) : α(λ, a) = λ̂i(λ) · a}
contains an invertible element ai satisfying a
ni
i = 1A.
Remark 4.3. Note that if Λ is cyclic, i.e., if Λ = Cn for some n ∈ N, then
Definition 4.2 coincides with Definition 2.2.
Remark 4.4. Let (A,Λ, α) be a dynamical system such that each isotypic com-
ponent contains an invertible element. Then the set A×h of homogeneous units
is a subgroup of A× containing A×0 and we thus obtain the following short exact
sequence
1 −→ A×0 −→ A
×
h
q
−→ Λ̂ −→ 1 (2)
of groups, where q(a
λ̂
) := λ̂ (whenever λ̂ ∈ Λ̂ and a
λ̂
∈ A
λ̂
). If now {λ1, . . . , λk} is
a set of generators of Λ (having order n1, . . . , nk ∈ N) of minimal cardinality, then
each of the natural inclusion maps ιi : Λ̂i → Λ̂ gives rise to a pull back extension
Ei : 1 −→ A
×
0 −→ A
×
h,i −→ Λ̂i −→ 1 (3)
of (2). Here, Λ̂i denotes the subgroup of Λ̂ generated by λ̂i, i.e., Λ̂i := 〈λ̂i〉gr (note
that λ̂i has by definition order ni ∈ N) and
A×h,i :=
⋃
0≤l≤ni−1
A×
λ̂l
i
.
Proposition 4.5. A dynamical system (A,Λ, α) is a trivial noncommutative prin-
cipal Λ-bundle if and only if each pull back extension Ei (3) of the associtated
sequence (2) of groups is split, i.e., if for each i = 1, . . . , k there is a group homo-
morphism σi : Λ̂i → A
×
h,i satisfying q ◦ σi = idΛ̂i .
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Proof (“⇒ ”) For this direction we first choose for each i = 1, . . . , k an invertible
element ai ∈ Aλ̂i satisfying a
ni
i = 1A. Then a short calculation shows that the
map
σi : Λ̂i → A
×
h,i, σ(λ̂
l
i) := (ai)
l, l = 0, . . . , ni − 1
defines a group homomorphism splitting the pull back extension Ei.
(“ ⇐ ”) For each i = 1, . . . , k, let σi : Λ̂i → A
×
h,i be a group homomorphism
splitting the the pull back extension Ei and put ai := σ(λ̂i). Then ai ∈ Aλ̂i is
invertible by definition and satisfies
anii = σ(λ̂i)
n1 = σ(λ̂nii ) = σ(1) = 1A.

Lemma 4.6. If A is a unital locally convex algebra and (A,Λ, α) a dynamical
system such that each isotypic component contains an invertible element, then the
induced map
σ : ΓA × Λ→ ΓA, χ.λ := σ(χ, λ) := χ ◦ α(λ)
defines a free action of Λ on the spectrum ΓA of A.
Proof The proof of this assertion is similar to the proof of Lemma 2.8. Alterna-
tively, we refer to [26, Proposition 5.6]. 
Proposition 4.7. Let P be a manifold and (C∞(P ),Λ, α) a dynamical system
such that each isotypic component contains an invertible element. Then the map
σ : P × Λ→ P, (δp, λ) 7→ δp ◦ α(λ),
where we have identified P with the set of characters via the map Φ from Remark
2.9, is smooth and defines a free and proper action of Λ on the manifold P . In
particular, we obtain a principal bundle (P, P/Λ,Λ, pr, σ), where pr : P → P/Λ
denotes the canonical orbit map.
Proof Since the group Λ is finite, the map σ is obviously smooth and proper. The
freeness of σ is a consequence of Lemma 4.6. Therefore, the Quotient Theorem
implies that we obtain a principal bundle (P, P/Λ,Λ, pr, σ) (cf. [23, Kapitel VIII,
Satz 21.6]). 
Theorem 4.8. (Trivial principal Λ-bundles). If P is a manifold, then the follow-
ing assertions hold:
(a) If (C∞(P ),Λ, α) is a smooth trivial NCP Λ-bundle, then the corresponding
principal bundle (P, P/Λ,Λ, pr, σ) of Proposition 4.7 is trivial.
(b) Conversely, if (P,M,Λ, q, σ) is a trivial principal Λ-bundle, then the corre-
sponding smooth dynamical system (C∞(P ),Λ, α) defined by
α : Λ × C∞(P )→ C∞(P ), α(λ, f)(p) := (λ.f)(p) := f(σ(p, λ)),
is a trivial noncommutative principal Λ-bundle.
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Proof (a) If (C∞(P ),Λ, α) is a trivial noncommutative principal Λ-bundle, then
there exist a set of generators {λ1, . . . , λk} of Λ (having order n1, . . . , nk ∈ N)
of minimal cardinality and invertible elements fi ∈ C
∞(P )
λ̂i
satisfying fnii = 1.
From this we immediately conclude that im(fi) = Cni . Moreover, we note that
the map
µ : Cn1 × · · · × Cnk → Λ, (ζ
l1
1 , . . . ζ
lk
k ) 7→ λ
l1
1 · · ·λ
lk
1 ,
is an isomorphism of finite abelian groups. Now, a short observation shows that
ϕ := pr×(µ ◦ (f1, . . . , fk)) : P → P/Λ× Λ
defines an equivalence of principal Λ-bundles over P/Λ implying that the principal
bundle (P, P/Λ,Λ, pr, σ) of Proposition 4.7 is trivial.
(b) Conversely, let (P,M,Λ, q, σ) be a trivial principal Λ-bundle and let ϕ :
P → M × Λ be an equivalence of principal Λ-bundles over M . Then ϕ induces a
Λ-equivariant isomorphism of unital locally convex algebras between C∞(P ) and
C∞(M × Λ) and thus the statment follows from the observation that
C∞(M × Λ) =
⊕
λ̂∈Λ̂
λ̂ · C∞(M).
holds as a consequence of Fourier decomposition. 
Some more examples
In this subsection we present a bunch of examples of trivial noncommutative princi-
pal Λ-bundles. For this we recall that the dual group Λ̂ also carries the structure of
a finite abelian group. Moreover, given n ∈ N, we will see that the matrix algebra
Mn(C) carries the structure of a trivial noncommutative principal Cn×Cn-bundle.
Construction 4.9. (ℓ1-crossed products). Let (A, ‖·‖,∗ ) be an involutive Banach
algebra and (A,Λ, α) a dynamical system. Note that this means that Λ acts by
isometries of A. We write F (Λ, A) for the vector space of functions f : Λ→ A and
define a multiplication on this space by
(f ⋆ g)(λ) :=
∑
λ′∈Λ
f(λ′)α(λ′, g(λ− λ′)).
Moreover, an involution is given by
f∗(λ) := α(λ, (f(−λ))∗).
These two operations are continuous for the ℓ1-norm
‖f‖1 :=
∑
λ∈Λ
‖f(λ)‖.
For consistency we write ℓ1(A ⋊α Λ) for the corresponding involutive Banach al-
gebra.
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Proposition 4.10. If (A, ‖ · ‖,∗ ) is an involutive Banach algebra and (A, Λ̂, α) a
dynamical system, then the map
α̂ : Λ× ℓ1(A⋊α Λ̂)→ ℓ
1(A⋊α Λ̂), (α̂(λ, f))(λ̂) := (λ.f)(λ̂) := λ̂(λ) · f(λ̂)
defines an action of Λ on ℓ1(A⋊α Λ̂) by algebra automorphisms. In particular, the
triple
(ℓ1(A⋊α Λ̂),Λ, α̂)
defines a dynamical system.
Proof The proof of this lemma is similar to the proof of [24, Lemma 2.6]. 
Example 4.11. If (A, ‖ · ‖,∗ ) is an involutive Banach algebra and (A, Λ̂, α)
a dynamical system, then the dynamical system (ℓ1(A ⋊α Λ̂),Λ, α̂) is a trivial
NCP Λ-bundle. Indeed, given a set of generators {λ1, . . . , λk} of Λ (having order
n1, . . . , nk ∈ N) of minimal cardinality, we define
δi(λ̂) :=
{
1A for λ̂ = λ̂i
0 otherwise
.
Then
λ.δi = λ̂i(λ) · δi, and δi ⋆ δ
∗
i = δ
∗
i ⋆ δi = 1
show that δi is an invertible element of ℓ
1(A⋊α Λ̂) lying in the isotypic component
ℓ1(A⋊α Λ̂)λ̂i . From this observation and δ
ni
i = 1 we conclude that ℓ
1(A⋊α Λ̂) is
a trivial noncommutative principal Λ-bundle.
Example 4.12. If (A, ‖ · ‖,∗ ) is an involutive Banach algebra and (A, Λ̂, α) a
dynamical system, then the action α̂ of Proposition 4.10 extends to a continuous
action of Λ on the enveloping C∗-algebra C∗(A⋊α Λ̂) by algebra automorphisms.
For details we refer to the [22]. In particular, the corresponding dynamical system
(C∗(A⋊α Λ̂),Λ, α̂)
is a trivial noncommutative Λ-bundle. This follows exactly as in Example 4.11.
Remark 4.13. (2-cocycles). A 2-cocycle on Λ with values in the circle T is a map
ω : Λ× Λ→ T satisfying ω(0Λ, 0Λ) = 1 and
ω(λ, λ′)ω(λ+ λ′, λ′′) = ω(λ, λ′ + λ′′)ω(λ′, λ′′)
for all λ, λ′, λ′′ ∈ Λ. We write Z2(Λ,T) for the space of all 2-cocycle on Λ with
values in T.
Construction 4.14. (ℓ1-spaces associated to 2-cocycles). Let (A, ‖ · ‖,∗ ) be an
involutive Banach algebra and ω a 2-cocycle in Z2(Λ,T). The involutive Banach
algebra ℓ1(A×ω Λ) is defined similar to Construction 4.9 by introducing a twisted
multiplication
(f ⋆ g)(λ) :=
∑
λ′∈λ
f(λ′)g(λ− λ′)ω(λ′, λ− λ′)
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and an involution
(f∗)(λ) := ω(λ,−λ) · f(−λ).
In fact, the cocycle property ensures that the multiplication is associative. The
enveloping C∗-algebra of ℓ1(A×ωΛ) is called the twisted A-valued group C∗-algebra
of Λ by ω and denoted by C∗(A×ω Λ).
Example 4.15. Let (A, ‖·‖,∗ ) be an involutive Banach algebra and ω a 2-cocycle
in Z2(Λ̂,T). Similarly to Proposition 4.10, we see that the map
α̂ : Λ × ℓ1(A×ω Λ̂)→ ℓ
1(A×ω Λ̂), (α̂(λ, f))(λ̂) := (λ.f)(λ̂) := λ̂(λ) · f(λ̂)
defines an action of Λ on ℓ1(A ×ω Λ) by algebra automorphisms. Moreover, the
corresponding dynamical system
(ℓ1(A×ω Λ̂)),Λ, α̂)
turns out to be a trivial noncommutative principal Λ-bundle (cf. Example 4.11).
Example 4.16. The action α̂ of Example 4.15 extends to an action of Λ on
C∗(A ×ω Λ̂) by algebra automorphisms (cf. Example 4.12). The corresponding
dynamical system
(C∗(A×ω Λ̂),Λ, α̂)
is a trivial noncommutative principal Λ-bundle as well.
Example 4.17. (The matrix algebra). For n ∈ N and ζ := exp(2pii
n
) we define
R :=

1
ζ
ζ2
. . .
ζn−1
 and S :=

0 . . . . . . 0 1
1 0 . . . 0 0
. . .
. . .
...
...
. . . 0
...
0 1 0
 .
We note that the matrices R and S are unitary and satisfy the relations Rn = 1,
Sn = 1 and RS = ζ · SR. Further, they generate a C∗-subalgebra which clearly
commutes only with the multiples of the identity, so it has to be the full matrix
algebra. The map
α : (Cn × Cn)×Mn(C)→ Mn(C), (ζ
k, ζl).A := RlSkAS−kR−l
for k, l = 0, 1, . . . , n− 1 defines a smooth group action of Cn ×Cn on Mn(C) with
fixed point algebra C. We now conclude from
R∗ ∈Mn(C)(1,0) :=
{
A ∈ Mn(C) : (∀(ζ
k, ζl) ∈ Cn × Cn) (ζ
k, ζl).A = ζk · A
}
and
S ∈ Mn(C)(0,1) :=
{
A ∈Mn(C) : (∀(ζ
k, ζl) ∈ Cn × Cn) (ζ
k, ζl).A = ζl ·A
}
that the triple (Mn(C), Cn ×Cn, α) is a smooth trivial noncommutative principal
Cn × Cn-bundle.
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Some remarks on the classification of trivial non-
commutative principal bundles with finite abelian
structure group
In Section 3 we gave a complete classification of all “algebraically” trivial non-
commutative principal Cn-bundles with a prescribed fixed point algebra B. Un-
fortunately, a similar classification theory for a general noncommutative principal
Λ-bundles seems to be much more involved. As before, Fourier decomposition
shows that the underlying algebraic structure of a trivial noncommutative princi-
pal Λ-bundle (A,Λ, α) is the one of a so-called (Λ̂, AΛ)-crossed product algebra,
which are described and classified in Appendix A. Thus, given a unital algebra
B (which serves as a “base”), the main goal of this short subsection is to discuss
some ideas and problems concerning a complete classification of (Λ, B)-crossed
product algebras for which the corresponding pull back extensions of the assoc-
itated sequence (2) of groups is split, i.e., to classify all “ algebraically” trivial
noncommutative principal Λ-bundles with fixed point algebra B (cf. Remark 4.4
and Proposition 4.5).
Notation 4.18. Let B be a unital algebra. Then Ext(Λ, B) denotes the set of all
equivalence classes of (Λ, B)-crossed product algebras (cf. Definition A.9) and we
recall that according to Theorem A.15, the map
χ : Ext(Λ, B)→ H2(Λ, B), [A] 7→ χ(A) = [(S, ω)]
is a well-defined bijection, i.e., the cohomology space H2(Λ, B) from Subsection
A classifies set of all equivalence classes of (Λ, B)-crossed product algebras. Next,
given a set {λ1, . . . , λk} of generators of Λ (having order n1, . . . , nk ∈ N) of minimal
cardinality and a class [A] ∈ Ext(Λ, B) with χ(A) = [(S, ω)], we write Λi for the
subgroup of Λ generated by λi, i.e., Λi := 〈λi〉gr and [(Si, ωi)] ∈ H
2(Λi, B) for the
factor system of the corresponding pull back extension Ei (cf. Remark 4.4).
Definition 4.19. Let B be a unital algebra. We write Ext(Λ, B)ss for the set
of all equivalence classes of (Λ, B)-crossed product algebras for which there exists
a set {λ1, . . . , λk} of generators of Λ (having order n1, . . . , nk ∈ N) of minimal
cardinality such that [A(Si,ωi)] ∈ Ext(Λi, B)split for all i = 1, . . . , k (cf. Definition
3.4 and Construction A.11). Here, “ss” stands for “semisplit”.
Example 4.20. If B = C, then we conclude from Remark A.19 that Ext(Λ,C) is
classified by the space H2(Λ,C×), which in turn can easily be computed with the
help of [16, Proposition II.4]. For example, if Λ = Cn × Cn, then
H2(Cn × Cn,C
×) ∼= Cn.
A short observation shows that the class of the trivial noncommutative principal
Cn ×Cn-bundle (Mn(C), Cn ×Cn, α) of Example 4.17 corresponds to the element
exp(2pii
n
).
We close this short subsection with the following open problem:
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Open Problem 4.21. Find a computable description of the set Ext(Λ, B)ss.
For this purpose, it is worth to study [15, Corollary 2.21]. Moreover, ideas of
the classification methods for loop algebras of [1] might be useful. The algebras
Mm(C) and C
∞(M) for m ∈ N and a manifold M are of particular interest and
serve also as a good starting point. We recall that Ext(Λ,Mm(C)) is classified by
H2(Λ,C×) (cf. Theorem A.18), which in turn can easily be computed with the
help of [16, Proposition II.4].
5 Non-trivial noncommutative principal bundles
with finite abelian structure sroup
The main goal of this section is to present a geometrically oriented approach to the
noncommutative geometry of principal Λ-bundles. Since the freeness property of a
group action is a local condition (cf. [27, Remark 8.10]), our main idea is inspired
by the classical setting: Loosely speaking, a dynamical system (A,Λ, α) is called
a noncommutative principal Λ-bundle, if it is “locally” a trivial noncommutative
principal Λ-bundle in the sense of Section 4. We prove that this approach extends
the classical theory of principal Λ-bundles and present some noncommutative ex-
amples. In fact, we first show that each trivial noncommutative principal Λ-bundle
carries the structure of a noncommutative principal Λ-bundle in its own right. We
further show that examples of noncommutative principal Λ-bundles are provided
by sections of algebra bundles with trivial noncommutative principal Λ-bundle as
fibre, sections of algebra bundles which are pull-backs of principal Λ-bundles and
sections of trivial equivariant algebra bundles.
Notation 5.1. Let A be a unital locally convex algebra and C∞(R, A) the alge-
bra of smooth A-valued function on R endowed with the smooth compact open
topology. For each a ∈ A we define an element of C∞(R, A) by fa : R → A,
t 7→ 1A − ta and write Ia for the closure of the two-sided ideal generated by this
element. We further write A{a} := C
∞(R, A)/Ia for the corresponding locally
convex quotient algebra and call it the smooth localization of A with respect to a.
Given a dynamical system (A,Λ, α) and an element z in the fixed point algebra of
the induced action of Λ on the center CA of A, i.e., an element z ∈ C
Λ
A, the map
α{z} : Λ ×A{z} → A{z}, (λ, [f ]) 7→ [α(λ) ◦ f ]
defines an action of Λ on A{z} by algebra automorphisms. In particular, the
triple (A{z},Λ, α{z}) is a dynamical system and is called the smooth localization
of (A,Λ, α) associated to the element z ∈ CΛA. For a solid background on the
previous discussion we refer to the first part of [27].
Definition 5.2. (Noncommutative principal Λ-bundles). We call a dynamical
system (A,Λ, α) a noncommutative principal Λ-bundle if for each χ ∈ ΓCΛ
A
there
exists an element z ∈ CΛA with χ(z) 6= 0 such that the corresponding localized
dynamical system (A{z},Λ, α{z}) is a trivial noncommutative principal Λ-bundle
the sense of Section 4.
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Remark 5.3. (An equivalent point of view). The previous definition of noncom-
mutative principal Λ-bundles is inspired by the classical setting. Indeed, given
z ∈ CΛA, we recall that D(z) := {χ ∈ ΓCΛ
A
: χ(z) 6= 0}. Then a short observation
shows that a dynamical system (A,Λ, α) is a noncommutative principal Λ-bundle
if and only if there exists a family of elements (zi)i∈I ⊆ CΛA satisfying the following
two conditions:
(i) The family (D(zi))i∈I is an open covering of ΓCΛ
A
.
(ii) The localized dynamical systems (A{zi},Λ, α{zi}) are trivial noncommutative
principal Λ-bundles.
Theorem 5.4. (Reconstruction Theorem). For a manifold P , the following as-
sertions hold:
(a) If P is compact and (C∞(P ),Λ, α) is a noncommutative principal Λ-bundle,
then we obtain a principal Λ-bundle (P, P/Λ,Λ, pr, σ).
(b) Conversely, if (P,M,Λ, q, σ) is a principal Λ-bundle, then the corresponding
dynamical system (C∞(P ),Λ, α) is a noncommutative principal Λ-bundle.
Proof The proof of this theorem is similar to the proof of [27, Theorem 8.11]. In
fact, for part (a) we recall that if A is a commutative unital locally convex algebra
and (A,Λ, α) a trivial noncommutative principal Λ-bundle, then the induced action
of Λ on the spectrum ΓA of A is free (cf. Propositon 4.7). For part (b) we have
to add Theorem 4.8. 
Example 1: Trivial noncommutative principal Λ-
bundles
We show that each trivial noncommutative principal Λ-bundle carries the structure
of a noncommutative principal Λ-bundle:
Theorem 5.5. (Trivial Noncommutative Principal Λ-bundles). Each trivial non-
commutative principal Λ-bundle (A,Λ, α) carries the structure of a noncommuta-
tive principal Λ-bundle.
Proof If (A,Λ, α) is a trivial noncommutative principal Λ-bundle, then 1A ∈ CΛA
and χ(1A) = 1 6= 0 holds for each χ ∈ ΓCΛ
A
. In particular, [27, Corollary 2.10]
implies that A{1A}
∼= A holds as unital locally convex algebras. Thus, (A,Λ, α) is
a noncommutative principal Λ-bundle in its own right. 
Example 2: Sections of algebra bundles with a triv-
ial noncommutative principal Λ-bundle as fibre
We show that if A is a unital Fre´chet algebra and (A,Λ, α) a trivial noncommu-
tative principal Λ-bundle such that CΛA is isomorphic to C, then the algebra of
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sections of each algebra bundle with “fibre” (A,Λ, α) is a noncommutative princi-
pal Λ-bundle. We start with the following lemma:
Proposition 5.6. If (A,Λ, α) is a trivial noncommutative principal Λ-bundle and
M a manifold, then the triple (C∞(M,A),Λ, β), where
β : Λ× C∞(M,A)→ C∞(M,A), (λ, f) 7→ α(λ) ◦ f
carries the structure of a trivial noncommutative principal Λ-bundle.
Proof The claim directly follows from [27, Lemma 7.5] and the fact that the
algebra A is naturally embedded in C∞(M,A) through the constant maps. In
fact, if λ̂ ∈ Λ̂ (again, Λ̂ denotes the dual group of Λ), then the corresponding
isotypic component C∞(M,A)
λ̂
is equal to C∞(M,A
λ̂
). 
Remark 5.7. (The automorphism group of a dynamical system). Let (A,Λ, α)
be a dynamical system. The group
AutΛ(A) := {ϕ ∈ Aut(A) : (∀λ ∈ Λ)α(λ) ◦ ϕ = ϕ ◦ α(λ)}
is called the automorphism group of the dynamical system (A,Λ, α).
Example 5.8. Let (Mn(C), Cn ×Cn, α) be the trivial noncommutative principal
Cn × Cn-bundle of Example 4.17. Then we have
AutCn×Cn(Mn(C))
∼= Cn × Cn.
Indeed, we first recall that Mn(C) is generated by the unitaries R and S. If
now ϕ ∈ AutCn×Cn(Mn(C)), then a short observation leads to ϕ(R) = λR · R
and to ϕ(S) = λS · S for some λR, λS ∈ Cn. In particular, each element in
AutCn×Cn(Mn(C)) corresponds to an element in Cn × Cn and vice versa.
Theorem 5.9. Let A be a unital Fre´chet algebra and (A,Λ, α) a trivial noncom-
mutative principal Λ-bundle such that CΛA is isomorphic to C. Further, let M be a
manifold, (Ui)i∈I an open cover of M and Uij := Ui ∩ Uj for i, j ∈ I. If (gij)i,j∈I
is a collection of functions gij ∈ C
∞(Uij ,AutΛ(A)) satisfying
gii = 1 and gijgjk = gik on Uijk := Ui ∩ Uj ∩ Uk,
then the following assertions hold:
(a) There exists an algebra bundle (A,M,A, q) and bundle charts ϕi : Ui ×A→
AUi such that
(ϕ−1i ◦ ϕj)(x, a) = (x, gij(x).a).
Moreover, the map
σ : Λ× A→ A, (λ, a) 7→ ϕi(x, α(λ).a0),
where i ∈ I with x = q(a) ∈ Ui and a0 ∈ A with ϕi(x, a0) = a, defines an
action of Λ on A by fibrewise algebra automorphisms.
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(b) The map
β : Λ× ΓA→ ΓA, β(λ, s)(m) := σ(λ, s(m))
defines an action of Λ on the corresponding space ΓA of sections by algebra
automorphisms. Furthermore, the triple (ΓA,Λ, β) carries the structure of a
noncommutative principal Λ-bundle.
Proof The first assertion of this theorem is a consequence of [27, Proposition
8.17]. The proof of the second assertion is similar to the proof of [27, Theorem
8.20]. In fact, we just have to add Proposition 5.6. 
Example 5.10. (Non-triviality of the previous construction). In this example we
show that the previous construction actually leads to non-trivial examples. For
this we apply Theorem 5.9 to the trivial noncommutative principal Cn×Cn-bundle
(Mn(C), Cn × Cn, α) of Example 4.17. In view of Example 5.8 we have
AutCn×Cn(Mn(C))
∼= Cn × Cn.
In particular, a similar argument as in [24, Proposition 2.1.14] implies that there
is a one-to-one correspondence between the algebra bundles arising from Theorem
5.9 (a) and principal Cn × Cn-bundles. Thus, if (A,M,Mn(C), q) is such an alge-
bra bundle which corresponds to a non-trivial principal Cn×Cn-bundle, then also
(A,M,Mn(C), q) is non-trivial as algebra bundle. We claim that the associated
dynamical system (ΓA, Cn × Cn, β) of Theorem 5.9 (b) is a non-trivial noncom-
mutative principal Cn × Cn-bundle. To prove this claim we assume the converse,
i.e., that (ΓA, Cn ×Cn, β) is a trivial noncommutative principal Cn ×Cn-bundle.
For this, we proceed as follows:
(i) Since (ΓA, Cn×Cn, β) is assumed to be a trivial noncommutative principal
Cn × Cn-bundle, there exist two generators λ1, λ2 of Cn × Cn and invertible
elements
s1 ∈ (ΓA)λ̂1 =
{
s ∈ ΓA : (∀m ∈M) s(m) ∈ (Am)λ̂1
}
and
s2 ∈ (ΓA)λ̂2 =
{
s ∈ ΓA : (∀m ∈M) s(m) ∈ (Am)λ̂2
}
satisfying sn1 = s
n
2 = 1.
(ii) If si1 := prMn(C) ◦ϕ
−1
i ◦ s1|Ui : Ui → Mn(C), then a short observation shows
that si1 = µ
i
1 · V1 for a unitary V1 ∈ Mn(C)λ̂1 satisfying V
n
1 = 1 (note that V1 has
the form RkSl for some k, l ∈ N) and a (smooth) function µi1 : Ui → Cn. The same
construction applied to s2 shows that s
i
2 = µ
i
2 · V2 for a unitary V2 ∈ Mn(C)λ̂2
satisfying V n2 = 1 and a (smooth) function µ
i
2 : Ui → Cn.
(iii) Next, we recall that Mn(C) is generated by the unitaries R and S. There-
fore it is also generated by the unitaries V1 and V2, i.e., its elements can uniquely
be written as finite sums of the form
a =
∑
aklV
k
1 V
l
2 with akl ∈ C.
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(iv) We now show that the map
ϕ :M ×Mn(C)→ A,
(
m, a =
∑
aklV
k
1 V
l
2
)
7→
∑
akls
k
1(m) · s
l
2(m)
is an equivalence of algebra bundles over M . Indeed, ϕ is bijective and fibrewise
an algebra automorphism. Moreover, the map ϕ is smooth if and only if the map
ψi := prMn(C) ◦ϕ
−1
i ◦ ϕ|Ui×Mn(C) : Ui ×Mn(C)→ Mn(C),(
x, a =
∑
aklV
k
1 V
l
2
)
7→
∑
akl(s
i
1)
k(x) · (si2)
l(x)
is smooth for each i ∈ I. Since
ψi(x, a) =
∑
akl(µ
i
1)
k(x) · (µi2)
l(x)V k1 V
l
2 ,
we conclude that
ψi = α ◦
(
(µi1, µ
i
2)× idMn(C)
)
,
i.e., that ψi is smooth as a composition of smooth maps. A similar argument
shows the smoothness of the inverse map.
(v) We finally achieve the desired contradiction: In view of part (iv), A is a
trivial algebra bundle contradicting the construction of A, i.e., that A is non-trivial
as algebra bundle. This proves the claim.
Example 3: Sections of algebra bundles which are
pull-backs of principal Λ-bundles
We show that if A is a unital Fre´chet algebra with trivial center, (A,M,A, q)
an algebra bundle and (P,M,Λ, π, σ) a principal Λ-bundle, then the algebra of
sections of the pull-back bundle
π∗(A) := {(p, a) ∈ P × A : π(p) = q(a)}
carries the structure of a noncommutative principal Λ-bundle. We start with the
following lemma:
Proposition 5.11. If A is a unital locally convex algebra and M a manifold, then
the map
α : Λ × C∞(M × Λ, A)→ C∞(M × Λ, A), (λ, f) 7→ (λ.f)(m,λ′) := f(m,λλ′)
defines an action of Λ on C∞(M×Λ, A) by algebra automorphisms. In particular,
the triple (C∞(M × Λ, A),Λ, α) carries the structure of a trivial noncommutative
principal Λ-bundle.
Proof For the proof we just have to note that the algebra C∞(M×Λ) is naturally
embedded in C∞(M × Λ, A) through the unit element of A. 
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Theorem 5.12. Let A be a unital Fre´chet algebra with trivial center, (A,M,A, q)
an algebra bundle and (P,M,Λ, π, σ) a principal bundle. If π∗(A) is the pull-back
bundle over P and A := Γπ∗(A) the corresponding space of sections, then the
following assertions hold:
(a) The map
σ∗ : π∗(A)× Λ→ π∗(A), ((p, a), λ) 7→ (p.λ, a)
defines an action of Λ on π∗(A). Moreover, the map
α : Λ×A → A, α(λ, s)(p) := σ∗(s(p.λ), λ−1)
defines an action of Λ on A by algebra automorphisms.
(b) The dynamical system (A,Λ, α) carries the structure of a noncommutative
principal Λ-bundle.
Proof The first assertion of this theorem is a consequence of [27, Lemma 8.24
and Proposition 8.25]. The proof of the second assertion is similar to the proof of
[27, Theorem 8.26]. In fact, we just have to add Proposition 5.11. 
Example 5.13. (Non-triviality of the previous construction). In this example
we show that the previous construction actually leads to non-trivial examples.
Therefore let n ∈ N with n > 1 and ζ := exp(2pii
n
). Further, let m ∈ N such that
ζm = ζ (e.g. m = n+1) and choose any algebra bundle A over T2 with fibreMm(C)
(e.g. take the smooth two-dimensional quantum torus T21
m
(cf. [27, Remark 8.22])).
Then, the pull-back along the non-trivial principal bundle (covering) defined by
the natural action of Cn × Cn on T2, i.e., by
(t1, t2).(ζ
k, ζl) := (ζk · t1, ζ
l · t2)
for k, l = 0, 1, . . . , n−1, leads to an algebra bundle π∗(A) over T2 with fibreMm(C).
We claim that the associated dynamical system (A, Cn×Cn, α) of Theorem 5.12 (a)
is a non-trivial noncommutative principal Cn × Cn-bundle. To prove this claim
we assume the converse, i.e., that (A, Cn × Cn, α) is a trivial noncommutative
principal Cn × Cn-bundle and proceed as follows:
(i) In the following let (ϕi, Ui)i∈I be a bundle atlas of the pull-back bundle
π∗(A) over T2. For a section s ∈ A and i ∈ I we write
si := prMm(C) ◦ϕ
−1
i ◦ s|Ui
for the corresponding function in C∞(Ui,Mm(C)) (cf. [27, Construction 4.3]). We
recall that sj(t) = gji(t).si(t) holds for all i, j ∈ I and t ∈ Ui ∩ Uj , where
gji : (Ui ∩ Uj)→ Aut(Mm(C))
denotes the smooth map defined by the transition function ϕ−1j ◦ ϕi.
(ii) Let s ∈ A. We show that the map
Det(s) : T2 → C, Det(s)(t) := det(si(t)),
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for i ∈ I with z ∈ Ui, is well-defined and smooth: In fact, the crucial point is to
show that the map Det(s) is well-defined: For this let i, j ∈ I with z ∈ Ui ∩ Uj .
Since each automorphism of the matrix algebra Mm(C) is inner (cf. the well-known
Skolem–Noether Theorem), we easily conclude that
det(sj(t)) = det(gji(t) · si(t)) = det(si(t)).
The smoothness of the map Det(s) follows from the local description by a smooth
function.
(iii) Since (A, Cn×Cn, α) is assumed to be a trivial noncommutative principal
Cn × Cn-bundle, there exist two generators λ1, λ2 of Cn × Cn and invertible
elements F1 ∈ Aλ̂1 and F2 ∈ Aλ̂2 satisfying F
n
1 = F
n
2 = 1A.
(iv) Part (ii) now implies that f1 := Det(F1) ∈ C∞(T2). Since F1 is invertible,
so is f1, i.e., f1 takes values in C
×. Moreover, the function f1 satisfies
(ζk, ζl).f1 = (ζ
k, ζl).Det(F1) = Det(λ̂1(ζ
k, ζl) · F1)
= (λ̂1(ζ
k, ζl))m ·Det(F1) = λ̂
m
1 (ζ
k, ζl) ·Det(F1)
= λ̂1(ζ
k, ζl) ·Det(F1) = λ̂1(ζ
k, ζl) · f1
for all k, l = 0, 1, . . . , n−1. Thus, f1 is an invertible element in C∞(T2)λ̂1 satisfying
fn1 = 1 (here we have used that the action of Cn×Cn on A restricts to an action on
CA ∼= C∞(T2)). The same construction applied to F2 gives an invertible element
f2 ∈ C∞(T2)λ̂2 satisfying (f2)
n = 1.
(v) Finally, part (iv) leads to a contradiction: Indeed, we conclude just as in
the proof of Theorem 4.8 (a) that the smooth functions f1 and f2 have image Cn
and define an equivalence of principal Cn × Cn-bundles over T2/(Cn × Cn) ∼= T2.
But this is not possible, since T2 is connected.
Example 4: Sections of trivial equivariant algebra
bundles
We now consider again a principal bundle (P,M,Λ, q, σ) and, in addition, a unital
locally convex algebra A. If π : Λ×A→ A defines a smooth action of Λ on A by
algebra automorphisms, then (p, a).λ := (p.λ, π(λ−1).a) defines a (free) action of
Λ on P ×A and one easily verifies that the trivial algebra bundle (P ×A,P,A, qP )
is Λ-equivariant. Moreover, a short observation shows that the map
α : Λ× C∞(P,A)→ C∞(P,A), (λ.f)(p) := π(λ).f(p.λ)
defines a smooth action of Λ on C∞(P,A) by algebra automorphisms. We recall
that the corresponding fixed point algebra is isomorphic (as C∞(M)-algebra) to
the space of sections of the associated algebra bundle
A := P ×pi A := P ×Λ A := (P ×A)/Λ
over M . In fact, bundle charts of (P,M,Λ, q, σ) induces bundle charts for the
associated algebra bundle.
23
Lemma 5.14. If we apply the previous situation to the trivial principal bun-
dle (M × Λ,M,Λ, qM , σΛ), then the corresponding dynamical system (C∞(M ×
Λ, A),Λ, α) carries the structure of a trivial noncommutative principal Λ-bundle
with fixed point algebra C∞(M,A).
Proof For the proof we again just have to note that the algebra C∞(M × Λ) is
naturally embedded in C∞(M × Λ, A) through the unit element of A. 
Theorem 5.15. If (P,M,Λ, π, σ) is a principal bundle, A a unital Fre´chet algebra
with trivial center and π : Λ × A → A a smooth action of Λ on A, then the
dynamical system (C∞(P,A),Λ, α) is a noncommutative principal Λ-bundle.
Proof The proof of this theorem is similar to the proof of [27, Theorem 8.30]. In
fact, we just have to add Lemma 5.14). 
Example 5.16. We want to apply Theorem 5.15 to the the non-trivial principal
bundle (covering) defined by the natural action of Cm × Cm on T2, i.e., by
(z1, z2).(ζ
k, ζl) := (ζk · z1, ζ
l · z2)
for k, l = 0, 1, . . . ,m−1, the algebraMm(C) and the action of Cm×Cm onMm(C)
defined by
(ζk, ζl).A := RlSkAS−kR−l
for k, l = 0, 1, . . . ,m− 1. Here, R and S are defined as in Example 4.17 (θ = 1
m
).
The corresponding dynamical system (C∞(T2,Mm(C)), Cm × Cm, α) is a non-
commutative principal Cm × Cm-bundle with fixed point algebra the rational
quantum torus T21
m
(cf. [25, Appendix E, Proposition E.2.5]). According to
Example 4.17, the algebra Mm(C) carries the structure of a trivial noncommu-
tative principal Cm × Cm-bundle. Therefore, it turns out that the same holds for
(C∞(T2,Mm(C)), Cm×Cm, α) sinceMm(C) is naturally embedded in the algebra
C∞(T2,Mm(C)) through the constant maps.
Remark 5.17. (Non-triviality of the previous construction). Non-trivial examples
can be constructed similarly as in Example 5.13.
A Classification of crossed product algebras
Let G be a group and B be a unital algebra. A (G,B)-crossed product algebra is
a G-graded unital algebra with A1G = B and the additional property that each
grading space contains an invertible element. For example, if G is abelian and
B = C, then a (G,B)-crossed product algebra is the same as a G-quantum torus
in the terminology of [16]. In this appendix we introduce a “cohomology theory”
for crossed product algebras, which is inspired by the classical cohomology theory
of groups. The corresponding cohomology spaces are crucial for the classification
of trivial noncommutative principal bundles with compact abelian structure group.
A detailed discussion for the case G = Zn can be found in [24].
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Factor systems
We start with associating so-called factor systems to pairs (G,B) consisting of a
group G and a unital algebra B.
Definition A.1. Let G be a group and B be a unital algebra.
(a) We write CB : B
× → Aut(B) for the conjugation action of B× on B.
(b) We call a map S ∈ C1(G,Aut(B)) an outer action of G on B if there exists
ω ∈ C2(G,B×) with δS = CB ◦ ω,
where
δS(g, g
′) := S(g)S(g′)S(gg′)−1.
(c) On the set of outer actions we define an equivalence relation by
S ∼ S′ ⇔ (∃h ∈ C1(G,B×))S′ = (CB ◦ h) · S
and call the equivalence class [S] of an outer action S a G-kernel.
(d) For S ∈ C1(G,Aut(B)) and ω ∈ C2(G,B×) let
(dSω)(g, g
′, g′′) := S(g)(ω(g′, g′′))ω(g, g′g′′)ω(gg′, g′′)−1ω(g, g′)−1.
Lemma A.2. Let n ∈ N and B be a unital algebra and consider the group
C1(G,B×) with respect to pointwise multiplication. This group acts on the set
C1(G,Aut(B)) by h.S := (CB ◦ h) · S
and on the product set
C1(G,Aut(B))× C2(G,B×) by h.(S, ω) := (h.S, h ∗S ω)
for
(h ∗S ω)(g, g
′) := h(g)S(g)(h(g′))ω(g, g′)h(gg′)−1.
The stabilizer of (S, ω) is given by
C1(G,B×)(S,ω) = Z
1(G,Z(B)×)S
which depends only on [S], but not on ω, and the following assertions hold:
(a) The subset
{(S, ω) ∈ C1(G,Aut(B)) × C2(G,B×) : δS = CB ◦ ω}
is invariant.
(b) If δS = CB ◦ ω, then im(dSω) ⊆ Z(B)× .
(c) If δS = CB ◦ ω and h.(S.ω) = (S′, ω′), then dS′ω′ = dSω.
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Proof A proof of this Lemma can be found in [25, Lemma 7.3.2]. 
Definition A.3. Let n ∈ N and B be a unital algebra. The elements of the set
Z2(G,B) := {(S, ω) ∈ C1(G,Aut(B))× C2(G,B×) : δS = CB ◦ ω, dSω = 1}
are called factor systems for the pair (G,B). By Lemma A.2, the set Z2(G,B) is
invariant under the action of C1(G,B×) and we write
H2(G,B) := Z2(G,B)/C1(G,B×)
for the corresponding cohomology space.
Classification of crossed product algebras
Given a group G and a unital algebra B, the main goal of this section is to present
a complete classification of (G,B)-crossed product algebras. We start with the
precise definition:
Definition A.4. (Crossed product algebras). A G-graded unital algebra
A =
⊕
g∈G
Ag
with B := A1G is called an (G,B)-crossed product algebra, if each grading space
Ag contains an invertible element.
We now provide a construction that associates to each (G,B)-crossed product
algebra A a class in H2(G,B):
Construction A.5. (Characteristic classes). Let A be a (G,B)-crossed product
algebra. The set
A×h :=
⋃
g∈G
A×g
of homogeneous units is a subgroup of A× containing B×. We thus obtain an
extension
1 −→ B× −→ A×h
q
−→ G −→ 1 (4)
of groups, where q(ag) := g. In particular, A
×
h is equivalent to a crossed product of
the form B× ×(S,ω) G for a factor system (S, ω) ∈ Z
2(G,B). In fact, if we choose
a section σ : G → A×h of the extension (4) which is normalized in the sense that
σ(1G) = 1A, then we may endow the product set B
× ×G with the multiplication
(b, g)(b′, g′) = (bS(g)(b′)ω(g, g′), gg′),
where
S : G→ Aut(B), S(g).b := σ(g)bσ(g)−1
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and
ω : G×G→ B×, (g, g′) 7→ σ(g)σ(g′)σ(gg′)−1.
A short observations shows that this multiplication turns B××G into a group and
we write B× ×(S,ω) G for the set B
× ×G endowed with the group multiplication
induced by the factor system (S, ω). In particular, the map
B× ×(S,ω) G→ A
×
h , (b, g) 7→ bσ(g)
becomes an isomorphism of groups. In this way each (G,B)-crossed product alge-
bra A induces a characteristic class
χ(A) := [(S, ω)] ∈ H2(G,B).
Lemma A.6. Each (G,B)-crossed product algebra A possesses a characteristic
class χ(A) ∈ H2(G,B).
Proof Indeed, this statement immediately follows from Construction A.5. 
Definition A.7. Two (G,B)-crossed product algebras A and A′ are called equiv-
alent if there is an algebra isomorphism ϕ : A→ A′ satisfying ϕ(Ag) = A
′
g for all
g ∈ G and ϕ|B = idB. If A and A
′ are equivalent (G,B)-crossed product algebras,
then we write [A] for the corresponding equivalence class.
Proposition A.8. Let A and A′ be two equivalent (G,B)-crossed product algebras.
Then their corresponding characteristic classes coincide, i.e.,
χ(A) = χ(A′) ∈ H2(G,B).
Proof If A and A′ are equivalent, then the same holds for their corresponding
extensions of Construction A.5. Thus, the claim follows from [14, Chapter IV,
Section 4]. 
Definition A.9. (Set of equivalence classes). Let G be a group and B be a unital
algebra. We write Ext(G,B) for the set of all equivalence classes of (G,B)-crossed
product algebras.
Lemma A.10. The map
χ : Ext(G,B)→ H2(G,B), [A] 7→ χ(A)
is well-defined.
Proof The statement immediately follows from Proposition A.8. 
In the remaining part we show that the map χ is a bijection:
Construction A.11. Let G be a group and B be a unital algebra. Further, let
A :=
⊕
g∈G
Bvg
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be a vector space with basis (vg)g∈G. For a factor system (S, ω) ∈ Z2(G,B), we
define a multiplication map
m(S,ω) : A×A→ A
given on homogeneous elements by
m(S,ω)(bvg, b
′vg′) := b(S(g)(b
′))ω(g, g′)vgg′ , (5)
and write A(S,ω) for the vector space A endowed with the multiplication (5). A
short calculation shows that A(S,ω) is a G-graded unital algebra with A1G = B
and unit v1G . Moreover, each grading space Ag contains invertible elements w.r.t.
to this multiplication: Indeed, if b ∈ B×, then the inverse of bvg is given by
S(g)−1(b−1ω(g, g−1)−1)vg−1 .
Thus, A(S,ω) is a (G,B)-crossed product algebra which has characteristic class
χ(A(S,ω)) = [(S, ω)].
Proposition A.12. If G is a group and B a unital algebra, then each element
[(S, ω)] ∈ H2(G,B) can be realized by a (G,B)-crossed product algebra with χ(A) =
[(S, ω)].
Proof This statement is a consequence of Construction A.11: In fact, if [(S, ω)]
represents a class in H2(G,B), then A(S,ω) satisfies the requirements of the propo-
sition. 
Proposition A.13. Let A be a (G,B)-crossed product algebra. Then A is equiva-
lent to a (G,B)-crossed product algebra of the form A(S,ω) for some factor system
(S, ω) ∈ Z2(G,B).
Proof Let A be a (G,B)-crossed product algebra. We consider the corresponding
short exact sequence of groups
1 −→ A×1G −→ A
×
h −→ G −→ 1
and choose a section σ : G→ A×h . Now, a short calculation shows that the map
ϕ : (A =
⊕
g∈G
Ag,mA)→
(⊕
g∈G
Bvg,m(CB◦σ,δσ)
)
,
given on homogeneous elements by
ϕ(ag) := agσ(g)
−1vg,
defines an equivalence of (G,B)-crossed product algebras. 
Proposition A.14. Let G be a group and B be a unital algebra. Further, let (S, ω)
and (S′, ω′) be two factor systems in Z2(G,B) with [(S, ω)] = [(S′, ω′)]. Then the
corresponding (G,B)-crossed product algebras A(S,ω) and A(S′,ω′) are equivalent.
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Proof First recall that the condition [(S′, ω′)] = [(S, ω)] is equivalent to the
existence of an element h ∈ C1(G,B×) with
h.(S, ω) = (S′, ω′),
Now, a short observation shows that the map
ϕ :
(⊕
g∈G
Bvg,m(S′,ω′)
)
→
(⊕
g∈G
Bvg,m(S,ω)
)
,
given on homogeneous elements by
ϕ(bvg) = bh(g)vg,
is an automorphism of vector spaces leaving the grading spaces invariant. We
further have
m(S,ω)(ϕ(bvg), ϕ(b
′vg′)) = m(S,ω)(bh(g)vg, b
′h(g′)vg′ )
= bh(g)S(g)(b′h(g′))ω(g, g′)vgg′
= b[CB(h(g))(S(g)(b
′))]h(g)S(g)(h(g′))ω(g, g′)vgg′
= b(h.S)(g)(b′)(h ∗S ω)(g, g
′)h(gg′)vgg′
= ϕ(b(h.S)(g)(b′)(h ∗S ω)(g, g
′)vgg′ )
= ϕ(m(S′,ω′)(bvg, b
′vg′ )).
Hence, the map ϕ actually defines an equivalence of (G,B)-crossed product alge-
bras. 
We are now ready to state and proof the main theorem of this section:
Theorem A.15. Let G be a group and B be a unital algebra. Then the map
χ : Ext(G,B)→ H2(G,B), [A] 7→ χ(A)
is a well-defined bijection.
Proof We first note that Lemma A.10 implies that the map χ is well-defined.
The surjectivity of χ follows from Proposition A.12. Hence, it remains to show
that the map χ is injective: For this let A and A′ be two (G,B)-crossed product
algebras with χ(A) = χ(A′). By Proposition A.13 we may assume that A = A(S,ω)
and A′ = A(S′,ω′) for two factor systems (S, ω) and (S
′, ω′) in Z2(G,B) with
[(S′, ω′)] = [(S, ω)]. Thus, the claim follows from Proposition A.14. 
G-Kernels
We just saw that the set of all equivalence classes of (G,B)-crossed product alge-
bras is classified by the cohomology space H2(G,B). Moreover, Proposition A.8 in
particular implies that equivalent (G,B)-crossed product algebras correspond to
the same G-kernel (cf. Definition A.1 (c)). This leads to the following definition:
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Definition A.16. (Equivalence classes of G-kernels). Let G be a group and B
be a unital algebra. We write Ext(G,B)[S] for the set of equivalence classes of
(G,B)-crossed product algebras corresponding to the G-kernel [S].
Note that the set Ext(G,B)[S] may be empty. The aim of this section is
to show how to classify this set and give conditions for its non-emptiness. The
following proposition basically states that if Ext(G,B)[S] is non-empty, then it is
classified by the second group cohomolgy space H2(G,Z(B)×)[S] (cf. [14, Chapter
IV, Section 4] for the necessary definitions on classical group cohomology.)
Proposition A.17. Let G be a group and B be a unital algebra. Further, let S be
an outer action of G on B with Ext(G,B)[S] 6= ∅. Then the following assertions
hold:
(a) Each extension class in Ext(G,B)[S] can be represented by (G,B)-crossed
product algebra of the form A(S,ω).
(b) Any other (G,B)-crossed product algebra A(S,ω′) representing an element of
Ext(G,B)[S] satisfies
ω′ · ω−1 ∈ Z2(G,Z(B)×)[S].
(c) Two (G,B)-crossed product algebras A(S,ω) and A(S,ω′) are equivalent if and
only if
ω′ · ω−1 ∈ B2(G,Z(B)×)[S].
Proof (a) From Proposition A.12 we know that each (G,B)-crossed product
algebra A is equivalent to one of the form A(S′,ω′). If [S] = [S
′] and the element
h ∈ C1(G,B×) satisfies h.S = S′, then h−1.(S′, ω′) = (S, h−1 ∗S′ ω′), so that
ω′′ := h−1 ∗S′ ω′ implies that A(S′,ω′) and A(S,ω′′) are equivalent. This means
that each extension class in Ext(G,B)[S] can be represented by a (G,B)-crossed
product algebra of the form A(S,ω′′).
(b) If (S, ω) and (S, ω′) are two factor systems for the pair (G,B), then CB◦ω =
δS = CB ◦ ω′ implies β := ω′ · ω−1 ∈ C2(G,Z(B)×). Further dSω′ = dSω = 1B,
so that
1B = dSω
′ = dSω · dSβ = dSβ
implies β ∈ Z2(G,Z(B)×)[S] and hence the assertion.
(c) (“⇒ ”) In view of Proposition A.8 and Proposition A.14, the equivalence of
the (G,B)-crossed product algebrasA(S,ω) and A(S,ω′)is equivalent to the existence
of an element h ∈ C1(G,B×) with
S = h.S = (CB ◦ h) · S and ω
′ = h ∗S ω.
Then CB ◦ h = idB implies that h ∈ C1(G,Z(B)×) which in turn immediately
leads to ω′ = h ∗S ω = (dSh) · ω, i.e.,
ω′ω−1 ∈ B2(G,Z(B)×)[S].
(“⇐ ”) If conversely ω′ω−1 = dSh for some h ∈ C1(G,Z(B)×), then we easily
conclude that h.S = S and ω′ = h ∗S ω. 
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Theorem A.18. Let G be a group and B be a unital algebra. Further, let [S] be
a G-kernel with Ext(G,B)[S] 6= ∅. Then the map
H2(G,Z(B)×)[S] × Ext(G,B)[S] → Ext(G,B)[S]
given by
([β], [A(S,ω)]) 7→ [A(S,ω·β)]
is a well-defined action which is both transitive and free.
Proof This follows directly form Proposition A.17. 
Remark A.19. (Commutative fixed point algebras). Let G be a group and sup-
pose that B is a commutative unital algebra. Then the adjoint representation of B
is trivial and a factor system (S, ω) for (G,B) consists of a module structure given
by a homomorphism S : G → Aut(B) and an element ω ∈ C2(G,B×) satisfying
dSω = 1B (which is equivalent to ω ∈ Z2(G,B×)[S]). In this case we simply write
Aω for the corresponding (G,B)-crossed product algebra.
Further S ∼ S′ if and only if S = S′. Hence a G-kernel [S] is the same as
a G-module structure S on B and Ext(G,B)S := Ext(G,B)[S] is the set of all
(G,B)-crossed product algebras corresponding to the G-module structure on B
given by S.
According to Theorem A.18, these equivalence classes correspond to cohomol-
ogy classes of cocycles, so that the map
H2(G,B×)S → Ext(G,B)S , [ω] 7→ [Aω]
is a well-defined bijection.
We now give a condition that ensures the non-emptiness of the set Ext(G,B)[S]
for a given G-kernel S. We first need the following definition:
Definition A.20. Let G be a group and B be a unital algebra. Further, let S
be an outer action of G on B and choose ω ∈ C2(G,B×) with δS = CB ◦ ω. The
cohomology class
ν(S) := [dSω] ∈ H
3(G,Z(B)×)S
does not depend on the choice of ω and is constant on the equivalence class of S,
so that we may also write ν([S]) := ν(S) (cf. [25, Corollary 7.3.25 for G = Zn]).
We call ν(S) the characteristic class of S.
The next theorem provides a group theoretic criterion for the non-emptiness
of the set Ext(G,B)[S]:
Theorem A.21. Let G be a group and B be a unital algebra. If [S] is a G-kernel,
then
ν([S]) = 1 ⇔ Ext(G,B)[S] 6= ∅.
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Proof (“ ⇐ ”) If there exists a(G,B)-crossed product algebra A corresponding
to [S], then Proposition A.13 implies that we may w.l.o.g. assume that it is of
the form A(S,ω). In particular, this means that dSω = 1B. Hence, we obtain
ν([S]) = [dSω] = 1.
(“ ⇒ ”) Suppose, conversely, that ν([S]) = [dSω] = 1. Then there exists an
element ω ∈ C2(G,B×) with δS = CB ◦ ω and some h ∈ C2(G,Z(B)×) with
dSω = dSh
−1. Therefore ω′ := ω · h ∈ C2(G,B×) satisfies
dSω
′ = dSω · dSh = 1 and δS = CB ◦ ω
′.
Hence, (S, ω′) is a factor system for (G,B) and Proposition A.12 implies the
existence of a (G,B)-crossed product algebraA(S,ω′) corresponding to the G-kernel
[S]. 
A Landstad duality theorem for crossed product
algebras
In the following let G be a compact abelian group. In the last part of this appendix
we present a Landstad duality theorem for C∗-dynamical systems (A,G, α) with
the property that each isotypic component contains an invertible element. We did
not find such a result in the literature.
Notation A.22. Given a C∗-dynamical system (A,G, α), we write
Aϕ := {a ∈ A : (∀g ∈ G)α(g, a) = ϕ(g) · a}
for the isotypic component corresponding to an element ϕ in the dual group Ĝ
of G. In particular, we write B := AG = A0 for the corresponding fixed point
algebra.
Lemma A.23. Let G be a compact abelian group and (A,G, α) be a C∗-dynamical
system such that each isotypic component contains an invertible element. Then
each isotypic component also contains a unitary element.
Proof Let ϕ ∈ Ĝ and aϕ ∈ Aϕ be an invertible element. Then we conclude from
polar decomposition for C∗-algebras that aϕ = |aϕ|uϕ for some positive element
|aϕ| and a unitary element uϕ. Further, the construction implies that |aϕ| ∈ B
and thus that uϕ ∈ Aϕ as desired. Hence, each isotypic component contains a
unitary element. 
Construction A.24. Let G be a compact abelian group and (A,G, α) be a C∗-
dynamical system such that each isotypic component contains an invertible ele-
ment. According to Lemma A.23, we may choose in each isotypic component Aϕ
a unitary element uϕ, which in turn leads to a factor system (S, ω) for the pair
(Ĝ, B) (cf. A.3) defined by
maps
S : Ĝ→ Aut(B), S(ϕ).b := uϕbu
∗
ϕ
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and
ω : Ĝ× Ĝ→ U(B), ω(ϕ, ϕ′) := uϕuϕ′u
∗
ϕ·ϕ′,
where U(B) denotes the unitary group of B. The corresponding algebra A(S,ω)
from Construction A.11 carries a natural involution given by
(bvϕ)
∗ := ω(−ϕ, ϕ)−1S(−ϕ).b∗v−ϕ
and a short observation shows that multiplication and involution are continuous
for the ℓ1-norm
‖(bϕvϕ)ϕ∈Ĝ‖1 :=
∑
ϕ∈Ĝ
‖bϕ‖.
We write ℓ1(A(S,ω)) for the corresponding involutive Banach algebra and further
C∗(A(S,ω)) for the enveloping C
∗-algebra of ℓ1(A(S,ω)).
Remark A.25. In view of the terminology of Example 4.12 (cf. Example 4.16) we
could also write ℓ1(B ×(S,ω) Ĝ) for ℓ
1(A(S,ω)) and C
∗(B ×(S,ω) Ĝ) for C
∗(A(S,ω)).
Proposition A.26. Suppose we are in the situation of Construction A.24. Then
A is isomorphic (as C∗-algebra) to C∗(A(S,ω)).
Proof The assertion immediately follows by extending the (algebraic) isomor-
phism of Proposition A.13 to an C∗-algebraic isomorphism of the corresponding
completions. Alternatively, the assertion follows from [8, Proposition 4.2].

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