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I. INTRODUCTION 
In this paper we consider the Fredholm determinant of integral operators of 
the form 
Such integral operators have been, in recent years, viewed from a probabilit) 
theoretic interest. These integral operators can be interpreted as continual 
analogs of Toeplitz forms and the Fredholm determinant of such operators 
as the continual analogs of Toeplitz determinants. Kac [I, 21, Ahiezer [3], 
and Hirschman [4], have looked at these operators with this viewpoint and 
have obtained extensions of Szego’s works on Toeplitz forms [5-71. In this 
paper we are interested in extending the following result due to Ahiezer [3]. 
The Fredholm determinant D, of the operator T, in (I. I) is given b! 
D, = c [I - ,ui(~)] == esp [ - 1,’ a(0, S) ll~] 
if K(s) satisfies the following conditions. 
(i) k(x) is a bounded, continuous, real valued function on (- -B, ,cD), 
(ii) K(t) = K(--t), 
(iii) The Fourier transform i(w), of k(t), is absolutely integrable on 
--x) < w < co, 
(iv) Jra / tR(t)l dt < ‘cc, 
and 
(v) JTx ) k(t)/ dt < ;. 
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In (1.2), &T) denote the eigenvalues of T, and CL(X, 7) is the solution of the 
integral equation 
a(x, T) = k(x) + [ k(x - y) a(y, T) dy. (1.3) 
In this paper, we extend this result and obtain a similar formula for a larger 
class of kernels. We make the following assumptions on the function k(x) 
(i) K(x) = k(--x), (1.4) 
(ii) k(x) is locally square integrable, (1.5) 
(iii) k(x) E&-CO, 00) (1.6) 
and 
(iv) 1 - L(w) f 0 in --r;c,<w<m, 
where x(w) is the Fourier transform of K(x). 
(1.7) 
2. SOME PROPERTIES OF THE EICENVALUES OF T, 
In our analysis we shall be using some properties of the eigenvalues of T, as 
functions of T. We shall briefly review these properties in this section. 
Under assumptions (1.4) and (1.5), it follows that, for every T in [0, CO), T, 
defines a self-adjoint compact operator on L,[O, T], and hence its spectrum 
U( T,) consists of a discrete set of eigenvalues {pi(~)} with 0 as the only possible 
limit point. If we denote by {pi+(~)} and {,A-(T)} the set of positive and negative 
eigenvalues, respectively, arranged such that 
then one can prove the following theorems [8, 91. 
THEOREM I. For every fixed i, pi+(~) and pi-(~) are monotone nondecreasing 
and nonincreasing functions of T, respectively and they are also absolutely contin- 
uous functions of 7. 
THEOREM II. If pi+(~) has multiplicity m,+, then one can choose mif 
orthonormal continuous eigenfunctions {&(x, T)}yki corresponding to pi+(~), 
such that the derivativfe of pi’(T), which exists almost everywhere by Theorem I, 
is given b> 
C,:‘(T) = Pi+(T) 1 ‘Pi’(T, T)i’ for almost every 7. 
A similar result holds for the negative eigenvalues. 
P-1) 
EXTENDED AHIEZER FORRICLA 81 
3. ,4 REPRESENTATION FOR THE FUNCTION (Y(x,T) 
From (1.4) and (1.6) it follows that /;( w is a real continuous function ) 
vanishing at infinity. This together with (1.7) gives that 
1 - R(w) > 0 for - ozj < w < x’. (3.1) 
It now follows that 1 does not belong to u(T,) for any 7. For, if possible, let 
1 belong to o(T7,) for some T’. Then there is a nontrivial function T(X) in 
L,[O, T’] such that 
p?(s) = j” k(x - y) cp(?‘) dy. (3.2) 
0 
Multiplying both sides of (3.2) bv v(x) and integrating, we get 
2 d.r = jr p(r) dx fT k(x -y) &) dy, 
0 ‘0 
which can be written as 
by extending T(X) to be zero outside [0, ~‘1. Using Parseval’s formula, one 
then gets 
which is a contradiction. Hence 1 6 a(T,) for an!- T. 
Let ~l(x, T) denote the unique solution of the integral equation 
cy(x, T) = k(x) + fT k(s - y) u(y, T) &I. (3.3) 
‘0 
\Ve now use the following expansion theorem due to Hilbert and Schmidt [IO]. 
I f  the Hilbert-Schmidt kernel K(r, y) = K(y, X) satisfies the condition 
I ” 1 K(.v,y)l’) dy < C” < cc for all .Y E [a, b], (3.4) (I 
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then for everyf(x) EL,[u, b], the series 
converges uniformly and absolutely to sl K(x, y)f(y) dy, where pi denotes 
the eigenvalues and &x) the corresponding eigenfunctions, of K(x,y); 
and (f, vi) denotes the &[a, b] inner product. 
Now, with the kernel K(x, y) = k(x - y) on 0 < x < y  < 7, we have 
s 
M 
< I &)I” dt for large enough M, (3.5) 
-M 
<cx, by (1.5). 
Thus the above kernel satisfies condition (3.4), and hence by the Hilbert- 
Schmidt theorem we get, from (3.3), 
(3.6) 
where now (OL, vi) stands for Ls[O, T] inner product. From (3.6) we get 
= 
J 
*’ k( -x) cpi(.x, 7) dx, by (1.4) 
” 
= Pi(T) %(a 4 (using the definition of pi and 
d 
Hence, 
Pi(T) 
(a, cpi) = 1 _ pi(T) do, 7). 
Substituting this in (3.6), we get 
a(x, T) = k(x) + f dYT) i=l 1 _ pi(T) 940~ T) 9%(x, 4 
(3.7) 
(3.8) 
the series on the right side converging uniformly and absolutely on [0, T]. 
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-- 
Lysing the fact that k(x - y) = K(y - x), it can be easily seen that the 
eigenfunctions can be so chosen that 
__--- 
qJj(S, T) = +&(T - .I., T). (3.9) 
It follows that when k(x) is also real, then the eigenfunctions can be chosen 
to be real and either symmetric or antisymmetric about the midpoint of [0, :]. 
Hence, when k(r) is real, (3.8) can be written as 
where the i sign is chosen according as the corresponding eigenfunction is 
symmetric or antisymmetric about the midpoint of [0, T]. 
\Te shall now use the representations (3.8) and (3.10), for OL(S, 7). to get the 
extensions of the Ahiezer formula. 
4. ~~HIEZER FORMULA FOR KERNELS CONTINI~OUS NEAR THE ORIGIN 
If we assume k(x) to be continuous in a neighborhood of the origin, then 
(3.8) gives 
a(0, T) = k(O) + fl fg;(q I r&(0, T)I’. 
From (3.9) we get 
j c&.(0, T) 4 = / $q(T, T)~‘. 
Using this relation in (2. l), we get 
tli’(4 = 144 I P~(T, TV = Ad , 940, TV 
for almost every T. Hence (4.1) can be written as 
for almost every T. Integrating, we get 
(4.2) 
(4.3) 
We now prove the following lemma. 
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is convergent and hence equal to 
(4.4) 
(4.5) 
Proof. By Theorem I of Section 2, pi(s) is a nondecreasing function of s in 
[0, 71 if pi(s) is a positive eigenvalue. Thus, 
for all positive eigenvalues pi(s), where pl+(~) is the largest positive eigenvalue 
of T, . Thus 
1 1 
1 - Pi(S) G 1 - PI+(T) 
for all positive eigenvalues and for s in [0, 71. But for negative eigenvalues 
pi(s), we have 
1 1 
1 - Pi(S) G l G 1 - p1+(T) * 
Hence it follows thal 
1 1 
1 - Pi(S) d 1 - &f(7) 
for all i and for all s in [0, T]. Also, pi(s) pLi’( s is nonnegative for all i and for all ) 
s in [0, T]. Hence 
for all i and for all s in [0, T]. This yields 
s ’ h) pi’(‘) ds < tLi2tT) 0 1 -Pi(S) ’ I -PI+(T) ’ 
and we know that 
F P?(T) = [l’ I 4~ - r)l” dx dy < ~0. 
Hence it follows that the series (4.4) converges. That it is equal to (4.5) 
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follows from the fact that the functions involved are nonnegative [ 1 I]. This 
completes the proof of the lemma. 
By applying the above lemma to (4.3) we get 
= -Th(O) - f  ]-pi(T) f  In , -iA,(T)[ , 
1=1 t 
which gives us 
.T 
esp - [ J ci(0, s) ds 0 I 
= [exp(--T&I))1 i [exp h(~)l III - kw 
Thus we have proved the following theorem. 
THEOREM. I f  k(x) satisfies conditions (I .4) to (I .7) and is continuous in a 
ne&hborhood of the origin, then we han?e the jbrmula (4.7), which giz,es us an 
extension of the Ahiezer formula (1.2). 
5. AHIEZER FORMULA FOR KERNELS DISCONTINI~OUS AT THE ORKIN 
In the case where K(x) is not continuous at the origin, the above proof fails. 
For this case we prove the following theorem. 
THEOREM. Zf R(s) satisfies conditiom (I .4)-( I .7j and is in addition real 
e?alued. then b 
[ 1 
-7 
esp - a(s, s) ds 
‘0 I 
FL%’ [exp&)l [I ~ nil = - 
lT;ld! [exp PAT)1 [I - P;(T)1 
(4.8) 
(The notations n’ * ) and n(m) will be explained in the proof of the theorem. 
Proof. From (3.10) we get, for almost every T, 
a(,, T) = R(T) + i (*) p($q [qQ(T, T)]‘. 
i=l 
(5. I ) 
IVe recall that the 5 sign is taken according as the corresponding eigen- 
function satisfies (3.9) with 5 sign. From (5. I) it follows that 
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We know that for every fixed 7 the series on the right side in (5.1) converges 
absolutely. So we can write 
V-3) 
where the first and second summations on the right side above come, res- 
pectively, from the plus terms and the minus terms on the right side. 
Using (5.3) in (5.2), we get 
1 
7 
a(s, s) ds = \’ k(s) ds + jo7 1; (+) pizf’~$‘;)12 ds 
‘0 ‘0 I 
(5.4) 
Using the lemma of Section 4, we get 
and similarly 
1’ 11 _ tLj2Cs) [ds~ ~11” ds = - c [ --cLj(T) + In 
0 1 j ( ) l - PAS) I 
’ 
i 
1 
1 - pj(T)- . 
Using these in (5.4) and exponentiating, we get 
I 
exp - [ 1 1 II’+’ [exp Pi(7)l 11 - Pi(T)1 ~o~(s,s)d~ = ;, II- 1-p &)I Cl - k441 exp [- lo7 k(s) ds] , 
(5.5) 
where n(+) is the product involving eigenvalues with symmetric eigenfunc- 
tions and n(-) is the product involving antisymmetric eigenfunctions. The 
relation (5.5) is the extension of Ahiezer’s formula for kernels that are not 
necessarily continuous at the origin. 
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6. CONCLUSION 
Let us make the following classification of the eigenvalues. Let 
Let 
fli = [Number of symmetric eigenfunctions of pi] 
- [Number of antisymmetric eigenfunctions of ,u;]. 
and 
,-IT be the set of all eigenvalues for which pi 3:. 0, 
-J- be the set of all eigenvalues for which /3, < 0, 
-1 be the set of all eigenvalues for which pi := 0. 
It is now easily seen that if pi E AT, then in (5.4), the factor involving this 
eigenvalue will appear /3i times more in the numerator than in the denomina- 
tor; and that if pi E A-, then the factor involving this eigenvalue will appear 
(-pi) times more in the numerator than in the denominator; and if pi E --I, 
it appears exactly the same number of times. So n- in (5.5) can be taken as 
the product taken over all pi E -4 +, the factor involving pi appearing exactl! 
pi times, and n-- is that over all pi E -J -, the factor involving p, appearing 
exactly (-8,) times. 
In the case where all the eigenvalues are in -4, then we get the identit! 
(5.6) 
a necessary condition for which is that all the eigenvalues be of even multi- 
plicity. 
In a future paper we shall establish a relation between CX(S, 7) and 
Chandrasekhar’s X-function and hence, using (5.5), establish a relation 
between the eigenvalues of T, and the A’ function and give a procedure for 
determining the eigenvalues of classes =2+ and --1- ([9]). 
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