Abstruct-We will introduce and study different fuzzy-set oriented computational models of neurons. The generic topologies of the neurons emerging there are significantly influenced by basic logic operators (AND, OR, NOT) encountered in the theory of fuzzy sets. The logical flavor of the proposed constructs is expressed in terms of operators used in their formalization and a way of their superposition in the neurons. The two broad categories of neurons embrace basic aggregation neurons (named AND and OR neurons) and referential processing units (such as matching, dominance, inclusion neurons).
are fairly limited and knowledge acquisition processes become quite shrewd.
A demarcation line between the systems based on symbolic processing and neurocomputations can be established through a careful analysis of learning capabilities and the schemes used in knowledge representation exploited by these systems. Fuzzy sets [27] can be viewed as a tool for subsymbolic processing. They exhibit both symbolic and numerically inclined computational features. When they are treated as collections of objects encapsulated within some linguistic labels, they lend themselves towards symbolic entities with syntax rules governing operations at this level. When one refers to the semantics of these symbolic quantities, their membership functions can serve effectively at the level of numerical processing. It is then not astonishing that one can look at fuzzy sets as a potential conceptual and algorithmic platform for merging neural networks with symbolic processing.
The first ideas of utilizing fuzzy sets in the context of neural networks have emerged quite early after the inception of the theory [15] , [26] . The various concepts of enhancing computing capabilities of fuzzy sets by accepting specific mechanisms of leaming or augmenting architectures of neural networks with some elements of fuzzy sets have materialized across different fields ranging from pattern recognition [6] , [I 11, [12] , [I91 to reasoning and control problems [12] , [13] , [221, PSI. In this paper, we will look at generic models of neurons viewed as computing units carrying out logic operations on input signals. They will be classified as aggregative and reference neurons. An extensive and comprehensive discussion on biological motivation behind these types of neurons can be found in [20] , [21] , [25] . The emerging structures of neural networks composed of these neurons are heterogenous. The mapping of the inherent logical background of the problem at hand onto the logic-oriented network can be realized directly by choosing appropriate logic-based neurons. In such a way, the explicit character of knowledge remains preserved within the network. This helps in:
incorporating any initial domain knowledge in the network prior to its leaming (and, thus, enhancing the learning activities) interpreting the results of learning by revealing the derived structure of the network. Considering the conceptual transparency maintained within the networks, the method of connection initialization, and the method of learning, we can also call them knowledge-based networks.
01634706/93$03.00 0 1993 IEEE The paper is structured into sections. At the very beginning, wewill look closely at different classes of logic-driven neurons (both aggregative and referential), study their properties, and combines the results by AND-ing them. We obtain: n establish some equivalency conditions between them (Sections
= T(uisxi).
I1 and 111). Later on, in Section IV, we will address the i=l problems of learning both for a single neuron and various architectures of neural networks. Through a series of illustrative examples, it will be revealed how different topologies of decision-making problems and tasks of classification and diagnostics can be easily accommodated within the relevant architectures of the networks (Section V).
In Particular, for the min and max operations we derive n y = . min {max(ui,xi)) = A ( u i VZ;).
(2) i=l z=1,2,...n
BASIC LOGIC-DRIVEN CLASSES
OF OR AND AND NEURONS In this section, we will introduce two general types of neurons, study their characteristics, and focus on their knowledge representation and computational capabilities. The key feature of these neurons is that all processing faculties realized by them are completed with the use of standard fuzzy set operations like AND, OR, and NOT. Let us reminisce ourselves that, in fuzzy set theory, these essential logical connectives are generally modeled by triangular norms (t and s norms) and by the maximum and minimum operations, in particular. In the remainder of the paper, we will assume that all input and output signals as well as the connections of the networks are coded in the unit interval.
The OR and AND neurons (computing nodes) are formally described accordingly.
It is worthwhile to notice that the min and max operations used in these expressions are noninteractive. This means that only a single input, combined with the corresponding connection of the neuron, exclusively determines the output y [this holds for both (1) and ( 2 ) ] . In other words, we obtain:
The same property of noninteractivity is satisfied for the AND neuron; for each combination of its inputs, there exists a single index (input) j 0 reducing the entire expression to a single component exclusively determining the output . . . , x, are ploying first the AND logical connective to each pair (xz, 20%).
Subsequently, these partial results are aggregated by means Due to associativity of the triangular norms, the aggregation yields:
combined successively with weights w1-w2. ' . ' -wn by em-operations out by the are well defined. This of the OR logic operator producing in this way the output y of the neuron. This transformation is written down as follows:
as well as y = OR(x; w).
Its coordinatewise notation reads accordingly:
when implemented with the use of the triangular norms when realized with the aid of lattice operations
2) The AND computing node constitutes a structure dual to that given previously. The input signals are first optimistically combined by completing the OR operation over a collection of the connections of the neuron. Afterwards, the AND node y = S ai = a,+s (S * = I a i )
One should stress that both operations used in the construction of the neurons are strictly monotonic (increasing). As a result, one can only capture the excitatory characteristics. To handle inhibitory features of the neurons and still sustain the unit interval as a suitable range of coding of its signals and the connections, we have to expand the previous construct by augmenting the existing inputs by their complements Z i , Z; = 1 -xi.
We provide some characteristics of the neurons described by (1) and(2). We will restrict our analysis to the two-input neurons (with a single input signal z and its complement 3), as shown in Figs. 1 and 2. The triangular norms are specified as the minimum operator (t norm) and the maximum (s norm), respectively. Additionally, we will consider a product and 
where p > 0. Again, assume that the neuron has a single input, say
The computational characteristics depend on the values of the connections w1 and w:! and the values of the parameter "p." The results derived for several selected collections of this parameter are given in Fig. 3 .
For the dual AND neuron [where the s norm is dually associated with that given by ( 3 ) and described as y = (w1 sx)t(wzsi?)], the corresponding inputloutput characteristics are visualized in Fig. 4 . In addition to the neurons discussed so far, it is also worth introducing another topology as included in Fig. 5 .
In comparison to the previous construct, the actual neuron clearly separates an influence coming from the inhibitory and excitatory part. This separation has been accomplished by forming two intermediate nodes (neurons), each of whose is exclusively responsible for a pure inhibitory or excitatory behavior of the neuron. Based on that, we will arrive at the corresponding formulas describing the network
where the relevant parts are specifically given by
which completes the proof. The equivalency conditions can be applied in constructing neurons with separate inhibitory and excitatory components or incorporating these two components into a single neuron: i) One can proceed with merging the inhibitory and excitatorycharacteristics into a single neuron. Then, its connections undergo a simple scaling as expressed by (6).
ii) In order to separate the inhibitory and excitatory parts of theneuron, one has to treat the collection of conditions (6) as a system of equations which has to be solved with respect to the connections u1, u2, and wi and ui, i = 1,2, .. . , n. Note first that if the conditions i = 1,2, . . . , n are not fulfilled, then this transformation cannot be realized. Even in situations where these conditions hold, the solution to the problem is usually not unique. We will be interested in determining the maximal values of the
Then, one can look at wt = w;tu1 as a system of equations to be solved with respect to unknown wts. The maximal solution to the ith equation w: = witu1 is computed as:
Assuming that the s norm is taken as maximum, one can prove wi = ulcpw: that under some conditions the neuron described by where cp stands for a pseudocomplement (cp operator) [2] , [18] defined as:
coincides with that given by (4). The following proposition explicitly formulates the conditions of this equivalency.
Proposition 1: The neurons described by (4)and (3, with the Similarly, the maximal connections U; are determined from the corresponding relationships:
s norm specified as the maximum operation, are equivalent if and only if the following conditions are fulfilled:
Pro08
The proof is completed by rearranging the terms of (4). Let us rewrite it as A similar construction could be obtained for the AND neurons. Let the two neurons be described by:
The result analogous to that conveyed by Proposition 1 is given; we assume that the t norm is the minimum operation.
Proposition 2:
The two AND neurons areequivalent if their connections satisfy the requirement:
Similarly, one can merge or separate the inhibitory and excitatory part of the neurons. The conditions of merging pertain to the scaling requirement w:
To cope with the separation problem, one observes that the separability conditions read as
Under these conditions, the minimal values of the connections are determined through the relationships:
U , = u&l:
. . ,n, with the , O operator implied by the s norm standing in the neuron:
The characteristics of the standard AND and OR neurons can be significantly enhanced by considering higher-order logical terms. This extension gives rise to a polynomial type of logic network. They somewhat remind multinomial neural networks found in the existing literature, cf. [8] . The examples of logic terms of the second order of two variables z 1 and 2 2 are: 21 AND 21, 21 AND $1, 2 1 AND z 2 , etc. Note that not all parameters of the polynomial type of neuron constitute standard connections of the neuron. They should be viewed, rather, as parameters directly associated with the body of the neuron. Two characteristics of the neurons of this type are included in Fig. 6 . Obviously, the inclusion of the higher-order logical terms makes sense for nonidempotent triangular norms (the use of min or max operations, in this case, does not produce any effect). 
FUNCTIONAL NEURONS
The role of functional neurons is to perform transformations of the input signals with respect to a given reference point. These transformations involve matching, difference, inclusion, and dominance. Let the reference point be denoted by r, r = [ T I , 7-2, . . . , T,] Denoting this transformation by F, we will describe the neuron as follows:
where, as usual, w stands for the connections of the neurons.
In the sequel, we will distinguish between several main classes of the functional neurons. This taxonomy is based on the character of the transformation F. i) Matching (sensor) neuron:
where the equality index, denoted by E, specializes a degree to which the input xi matches the corresponding coordinate of the reference point. We will adopt the definition of matching, which has been introduced in
that returns a level of matching for any two degrees of membership a, b E [0,1].
In this formula, the implication operator + is modeled by the cp operation. For the same values of arguments, a = b, a b = 1; otherwise, the definition always produces a When w, = 1, the matching along this coordinate is essential; lower values of w; indicate that the result of matching derived becomes less important. Note, also, that the sensor neuron can be formally rewritten as an OR neuron driven by inputs x = r rather than the direct signals x as it was before. This phase clearly accentuates the reference manner of the realized processing b < 1.
MATCH(x; w, r) = OR(x = r; w).
One may also claim that their utilization in fuzzy neuroii) Difference neuron: The neuron combines degrees to which x is different from the given reference point g = computations is fairly questionable.
[gl, g2, . . . , gn]. The output is interpreted as a global level of difference observed between the input and reference point study its conjunctive character, namely y = AND(x Fc w).
The inclusion neuron could be helpful in introducing bias into the structure of the neuron. This is accomplished by transforming the output of the neuron y through the inclusion relationship
where the difference operator [ of the equality index is taken as a complement
As before, the referential character of this neuron can be emphasized by noting that DIFFER(x; W, g) = OR(x E (g; w).
iii) The inclusion neuron summarizes the degrees of inclusion to which x is included in the reference point f:
The relationship of inclusion is expressed in the sense of the pseudocomplement operation (implication). Due to the properties of the cp operator, one obtains: where T expresses a threshold value T E [0, 11. If T > y, the output is elevated to 1, y' = 1; otherwise, y becomes modified by the threshold T.
For instance, for the cp operator induced by the product operation, the bias linearly elevates the output of the neuron; all the output values y exceeding this threshold level are set to 1.
Before proceeding with the detailed studies on the architectures oflogic-based neural networks, it is convenient to concentrate on learning procedures that will be applied to a single logic neuron.
Iv. LEARNING PROCEDURE FOR BASIC LOGIC NEURONS
In this section, we will concentrate on developing the learningmechanisms for the discussed types of neurons. The generic performance index being used there is usually expressed as a sum of squared errors between the output of the neuron and a target value (MSE criterion). For the series of training data organized as inputloutput pairs, iv) The dominance neuron expresses relationships dual to one looks for the adjustable parameters of the neuron (wi, vi, andor its reference values ri, g i ) and modifies them within the that carried out by the inclusion neuron
where h is a reference point. In other words, the dominance relationship denotes degrees to which x dominates h. The coordinatewise notation of the neuron reads as: 
The learning rate a controls successive increments of the connections. The derivative standing in (7) is computed once all indispensable details pertaining to t and s norms, and the equality and difference indices, have been specified. The For the AND neuron, the derivative is equal to:
Foy the equality neuron, we obtain similarly:
for the connections ( w ; ) ,
Note that both of them do not include the case x = a. One can argue that the probability measure of such a pointwise event {z = a} is zero and, therefore, an impact it might have on the learning algorithm is practically negligible. One can eventually modify slightly these definitions by admitting at this critical point the values of the derivatives equal to 1. The main learning problem is, rather, associated with a Boolean (twovalued) character of these derivatives rather than their detailed and specific formulations. The potential, and essentially quite pragmatic, aspect of the derivatives defined is that the learning algorithm could eventually end up in a nonstationary point. This is primarily caused by an accidental zeroing of all the derivatives that might occur under some configurations of the connections and learning data. To avoid this highly undesirable phenomenon, several paths have been proposed: i) This derivative can be viewed as a two-valued predicate(retuming either 1 or 0). One can look at the derivative as a Boolean predicate "equal to" that retums 1 (true) if and only if both the arguments are equal. This predicate can be relaxed by its multivalued version of "included in" that yields:
and allows for smooth transitions between full inclusion and complete dominance. 
For the reference points ( r i ) ,
where The calculations of the derivatives for the maximum and minimum operations deserve a special attention. In this setting, this problem has been initially addressed in [19] . Briefly speaking, the main issue lies in a piecewise character of these operations. Thus, from a formal point of view, the derivative and a z can be defined for all x's but x = a. This produces the formulas: ii) The modification proposed in [7] is quite similar to that explained in i), but now the derivative is defined as a sigmoid-like function.
iii) The maximum and minimum can be replaced by their smooth,albeit still good, approximations of the original relationships. In [3] , the authors considered a parametric version being of the type 1 2
where 6 is taken as a small numerical parameter, say S = 0.05. This modifcation eliminates the edges in the original derivative that are situated at x = a. More generally, one can look for any parameterized family of the triangular norm that tends to the minimum or maximum at some limit values of its parameters and utilize this representative as a relevant approximation.
While these modifications are conceptually quite different, their final numerical effects of learning, as investigated in [7] , are quite similar.
The learning procedure can also involve specific parameters of the triangular norms; this could enhance learning, although the impact of these changes might be fairly limited in comparison to the changes of the connections themselves.
Example: We will consider OR and AND neurons with three inputs (t norms: product of the s norm: probabilistic sum).
The learning data set constitutes several discrete waveforms 0.503 - of inputs of X I x2 x3 and the corresponding output values y (see Fig. 7 ). The learning scheme has been carried out with the learning rate a = 0.4. The performance of learning, characterized in terms of the minimized performance index, is illustrated in Fig.   26 AND (0.999ORZ~). Some additional pruning of the weakest connections of the neurons can reveal the most significant inputs. The pruning rules depend upon the character of the aggregation realized by the neuron. For the OR type of aggregation, one immediately observes that higher values of the connection imply a stronger (more evident) impact of the corresponding variable in the neuron. By accepting a certain threshold level A, one can eliminate all the inputs of the neurons with connections weaker (lower) than X. For instance, the threshold X set to 0.6 and applied to the previous neuron yields: The pruning rule for the AND neuron takes on a complementary form. It means that all variables associated with the connections with previously stated values given threshold p, are viewed as candidates for a potential elimination from the structure. For example, by setting p = 0.90, the resulting structure of the AND neuron reduces to:
The selection of the threshold levels X and p has a significant effect on the obtained formulas of the neurons controlling the effect of pruning. These levels can be either set up arbitrarily, as already utilized in the previous example, or optimized as Example: We will consider the equality neuron with two inputs and study its disjunctive form. The neurons uses probabilistic sum and product, while the reference operation is realized by the Lukasiewicz implication, say
The training set consists of a series of triples ( X I , 22, y) as shown in Fig. 9 . The results of learning of the neuron are visualized in Fig. 10 .
The learned connections are equal to: w1 = 0.39 7-1 = 0.3 w2 = 0.58
while the contours of the characteristics of the neuron are summarized in Fig. 11 .
v. DEVELOPMENT OF KNOWLEDGE-BASED NETWORKS
The basic types of neurons studied so far can be directly put together to produce a variety of structures of fuzzy neural networks. The main advantage of these neurons and the derived networks resides in a substantial simplicity of mapping the topology of the problem onto the logical structure of the network. In this manner, the structural relationships existing in the network correspond directly to the elements of the problem under the study. The initial qualitative domain knowledge shapes up the structure of the network, both in sense of the MATCH DIFFER AND of the initial values of the connections. This, of course, implies that once the training has been completed, the structure of the network can be interpreted with the same apparentness. Due to an explicit way of coding the domain knowledge in the networks, we will refer to them as knowledge-based networks.
To illustrate the variety of structures arising in various applications, we will study several classes of networks representing problems frequently emerging in decision making, technical diagnosis, and tasks of logic-based approximation of nonlinear mappings between unit hypercubes.
A. Decision-Making Problems
One can look at many single-step decision-making processes asproblems in which one has to deal with many constraints of a different nature to be satisfied to the highest possible degree.
For instance, consider the conditional statement (rule) We can interpret this statement as a collection of conditions (including constraints r11r21g, h) which have to be fulfilled simultaneously by x in order to support decision d. Usually, the conditions can be satisfied by x to some degree as is the level of satisfaction of the decision to be issued. The translation of the problem into the structure of the network isconspicuous (see Fig. 12 ) and relies on one-toone association of the structural elements with the generic consists of several functional neurons.
Along the same line of decision-making procedures, one can refer toproblems of pattem classification. The "if-then'' components of the problem. The neural networks shown there classification rule reads as:
if pattem x is similar to prototype rl or or then pattem x is similar to prototype r2 pattem x is similar to prototype r3
x belongs to class w describes class w of pattems centered around the threeprototypes, (see Fig. 13 ). Refer also to [19] for more details onthe resulting architecture and the leaming algorithms.
B. Diagnostic Problems
In diagnostic problems (e.g., technical diagnostics), we are dealing with a collection of symptoms and associated faults which could occur in the system. In addition to that, we can usually recognize some intermediate states (e.g., combination of characteristic symptoms) which, in tum, are related with particular faults.
An illustrative example of the diagnostic problem which has been mapped on the corresponding structure of the neural network is shown in Fig. 14.
There are four symptoms ( S~, S Z , S~, S~) while the set offaults consists of three elements: f~, f~, and f3. The complemented events ( 3 1~3 2 , S3,34) are also included to facilitate the process of mapping the problem onto the network. They could be also advantageous in supporting learning procedures and leading towards more compact representation schemes of the problem. Observe also that some of the faults (such as f1) are caused by a conjunction of several symptoms, while others require occurrence of some events (e.g., f2). Furthermore, the network includes some direct connections between the input and output layers (for instance, 33 implies f3).
Regarding the representation of the problem in the logic network, two facts are worth underlying:
The networks arising there are usually not fully connected (only the necessary connections that are specific to the problem at hand are to be included in the initial topology). This preliminary step pertains to the allocation of a surface (qualitative) knowledge on the network. While the topology of the network can be formed from the problem description, the connections, constituting a quantitative part of the knowledge about the problem, have to be determined through learning (via parametric adjustments) .
C. Logic Processor in Logic Approximation of Many-Input Single-Output Fuzzy Functions (Mappings)
An important class of fuzzy neural networks concems approximationof mappings from [O, 11" hypercube to [0,1] interval realized in a logic-based format. This enables us to capture relationships between data in a logical way.
There are two generic structures of these networks named logicprocessors (LP) [5] . Those are heterogeneous architectures containing OR and AND aggregative neurons. The logic processor consists of two layers. The first type of the structure consists of AND neurons forming a hidden layer and a single OR neuron placed in the output layer. The AND neurons accomplish a so-called generalized minterms (in addition to the direct inputs xi, we also admit their complements z i ) .
This structure will be referred to as a sum of products (SOM). The POM (product of maxterms) version of the LP implements logical relationships by AND-ing the generalized maxterms of the inputs. In this version, the hidden layer consists of a series of OR neurons. The output layer has a single AND neuron.
In comparison to Boolean functions and their canonical representations, one should stress that:
1. The logic processors approximate fuzzy functions [9] , [ 101. Thus, a nonzero representation error could occur. 2. As opposed to the results found in the Boolean functions, the SOM and POM versions of the LP are not equivalent. It could happen, however, that for some data sets these two versions may produce quite similar results. There might be several LP's realizing the same approximation task at the same level of accuracy. In the context of approximation of logic relationships, one can think of designing fuzzy controllers as carrying out a certain logic-oriented approximation problem. Accepting this point of view, the control rules ("if-then'' statements) Assuming that the linguistic labels { E l , E*, E3) have been selected to represent error and { D E I : DEz, DE3, DE4) have been applied to carry out quantization of the second variable (change oferror), the rule is mapped directly on the structure of the logic processor as shown in Fig. 15 . Note that the AND neurons of the hidden layer build the conditions of the rule (by AND-ing the respective subconditions).
Observe that this rule occupies three cells of Table I .
D. LRarning in Neural Networks
The learning of the neural networks is done in a supervised fashion. For a given collection of input/output pairs of data (XI , tl). . . . , (XN, tN) , the parametric learning modifies the parameters of the network (both connections and reference points) minimizing the given performance index Q. The general scheme of learning can be concisely expressed as: aQ Aparameter = --cy parameters where a denotes the learning rate. The parameters of the network are adjusted following these increments.
new-parameters = actual-parameters + Aparameters.
All relevant details of the learning scheme can be fully specified upon the availability of the network (its architecture, types of the neurons, and triangular norms used in their construction). The reader can refer to [ 5 ] , [18] , [19] for more numerical details. The backpropagation-like methods, applied to the neurons with max or min operations, has to express the corresponding derivatives as clarified in Section IV. The learning can vary from case to case and usually heavily depends on the initial information available to the problem, which can be immediately accommodated in the networ.
For instance, in many situations it is obvious in advance that some connections are nonexistent. This allows us to build an initial configuration of the network, which is very divergent from the fully connected network. This initial knowledge tangibly enhances the learning procedure, eliminating a need to modify all the connections of the network and therefore preventing us from proceeding with learning from scratch. On the other hand, if the initial information about the problem (network) is not sufficient, the fully connected structures yielding a higher level of entropy function; cf. [23] would be greatly recommended.
In many cases, the role of the individual layers is also obvious so that one can project the behavior of the network (and its learning capabilities) with this respect. Consider, for example, approximation networks realized as logic processors. The two general strategies are worth pursuing.
Successive Reductions: One starts from a large neural network (with many elements in the hidden layer), analyze the results of learning and, if possible, resumes the size of the network. These reductions are carried out as far as they do not drastically affect the quality of learning (by slowing it down significantly andlor increasing the values of the minimized performance index). The main advantage of this strategy is fast learning. This is due to the "underconstraint" nature of the network. One should remember, though, that the network constructed in this way can lead to an "overdistributed" character of the knowledge contained in it. Successive Expansions: The starting point is a small neural network, which is expanded successively based on the values of the obtained performance index. Too high values of the index suggest further expansions. The network derived in this way could be compact; nevertheless, under some circumstances a total computational overhead (many unsuccessfully extended structures of the neural networks) may not be acceptable and could make this approach computationally quite costly. The elicitation of the logical structure out of the network can be enhanced by pruning some weaker connections of the neurons. Generally, in the OR neuron one eliminates all the connections with values below a certain threshold A. These connections are set to 0, while the values of the remaining ones are retained. The opposite rule holds for the AND neuron: all the connections with values above the threshold value are set to 1.
Another way of pruning the connections is to approximate the fuzzy neural network by its Boolean version by selecting optimal threshold levels. Within this procedure, all connections of the network are converted either to 0 or 1. which is computationally much more amenable. This form of induction of the Boolean neural network is driven by the error criterion. Another interesting criterion is used when implementing case-based reasoning, cf. [ 141, [24] . This type of reasoning refers to the situations when the network is employed in solving classification problems. The underlying idea is to minimize a number of situations characterized by the absence of classification results produced by the network. Let us be given a collection of situations (cases) (xk, t k ) , IC = 1,2, . . . , N conveying information about the classification of the cases. Each tk has only a single component equal to 1; this entry identifies one among "m" classes distinguished in the problem. The threshold operation with a threshold level "g"T: [0,1] + (0, l} is defined accordingly 1 i f u > g = { 0 otherwise.
The operation is applied to all the outputs of "m" logic processors. The construction of the Boolean network is realized by selecting such thresholds levels A,p, and "g" for which the corresponding output y exactly follows the classification results reported for the cases used for training.
VI. CONCLUSIONS
We have introduced and studied new models of neurons based on logic-oriented processing mechanisms of fuzzy sets. Two broad classes of aggregative and reference neurons have been presented in detail; some equivalent architectures have been also discussed.
The formal model of neuron incorporating different triangular normshas an additional advantage. By selecting appropriate t and s norms, one can reduce computational complexity and enhance knowledge representation conveyed by the neuron. The different neurons put together give rise to the architectures of heterogeneous neural networks. The different functional components aggregated into a single computational structure reflecting the topology of the problem strongly enhance representation capabilities as well as improve overall learning.
The underlying topology of the network facilitates interpretationaspects: the computing is still completely distributed but, simultaneously, each part of the network could be interpreted as a logical statement involving basic logical conjunctions. If required, the network can be used to generate a collection of "if-then" statements describing input/output relationships. The algorithms transforming fuzzy neural networks into their Boolean counterparts can enhance these representation capabilities even further.
