Advanced methods for prototype-based classification by Schneider, Petra
  
 University of Groningen
Advanced methods for prototype-based classification
Schneider, Petra
IMPORTANT NOTE: You are advised to consult the publisher's version (publisher's PDF) if you wish to cite from
it. Please check the document version below.
Document Version
Publisher's PDF, also known as Version of record
Publication date:
2010
Link to publication in University of Groningen/UMCG research database
Citation for published version (APA):
Schneider, P. (2010). Advanced methods for prototype-based classification. Groningen: s.n.
Copyright
Other than for strictly personal use, it is not permitted to download or to forward/distribute the text or part of it without the consent of the
author(s) and/or copyright holder(s), unless the work is under an open content license (like Creative Commons).
Take-down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Downloaded from the University of Groningen/UMCG research database (Pure): http://www.rug.nl/research/portal. For technical reasons the
number of authors shown on this cover page is limited to 10 maximum.
Download date: 12-11-2019
Bibliography
Arnonkijpanich, B., Hammer, B., Hasenfuss, A. and Lursinap, A.: 2008, Matrix learning for to-
pographic neural maps, International Conference on Artificial Neural Networks, Prague, Czech
Republic, pp. 572–582.
Bibliography on the Self-Organizing Map (SOM) and Learning Vector Quantization (LVQ): 2002,
Neural Networks Research Centre, Helskinki University of Technology.
Biehl, M., Breitling, R. and Li, Y.: 2007, Analysis of tiling microarray data by learning vector
quantization and relevance learning, International Conference on Intelligent Data Engineering
and Automated Learning, Springer LNCS, Birmingham, UK, pp. 880–889.
Biehl, M., Ghosh, A. and Hammer, B.: 2007, Dynamics and generalization ability of LVQ
algorithms, Journal of Machine Learning Research 8, 323–360.
Biehl, M., Hammer, B., Schleif, F.-M., Schneider, P. and Villmann, T.: 2009, Stationarity of
relevance matrix learning vector quantization, Technical Report MLR-01-2009, University of
Leipzig.
Biehl, M., Hammer, B., Verleysen, M. and Villmann, T. (eds): 2009, Similarity based clustering
- recent developments and biomedical applications, Vol. 5400 of Lecture Notes in Artificial Intelli-
gence, Springer.
Biehl, M., Pasma, P., Pijl, M. and Petkov, N.: 2006, Classification of boar sperm head images
using learning vector quantization, in M. Verleysen (ed.), European Symposium on Artificial
Neural Networks, Bruges, Belgium, pp. 545–550.
Biehl, M., Schneider, P., Hammer, B., Schleif, F.-M. and Villmann, T.: submitted, 2010, Station-
arity of matrix updates in relevance learning vector quantization.
Bishop, C. M.: 1995, Neural Networks for Pattern Recognition, 1 edn, Oxford University Press.
Bishop, C. M.: 2007, Pattern Recognition and Machine Learning, 1 edn, Springer.
Boehm, W. and Prautzsch, H.: 1993, Numerical Methods, Vieweg.
Bojer, T., Hammer, B., Schunk, D. and von Toschanowitz, K. T.: 2001, Relevance determina-
tion in learning vector quantization, inM. Verleysen (ed.), European Symposium on Artificial
Neural Networks, Bruges, Belgium, pp. 271–276.
Cover, T. and Hart, P.: 1967, Nearest neighbor pattern classification, IEEE Transactions on
Information Theory 13(1), 21–27.
Crammer, K., Gilad-Bachrach, R., Navot, A. and Tishby, A.: 2003, Margin analysis of the lvq
algorithm,Advances in Neural Information Processing Systems, Vol. 15, MIT Press, Cambridge,
MA, USA, pp. 462–469.
Darken, C., Chang, J., Z, J. C. and Moody, J.: 1992, Learning rate schedules for faster stochas-
tic gradient search, Neural Networks for Signal Processing 2 - Proceedings of the 1992 IEEE
Workshop, IEEE Press.
Duda, R., Hart, P. and Stork, D.: 2000, Pattern Classification, second edn, Wiley-Interscience.
Gath, I. and Geva, A. B.: 1989, Unsupervised optimal fuzzy clustering, IEEE Transactions on
Pattern Analysis and Machine Intelligence 11(7), 773–780.
Ghosh, A., Biehl, M. and Hammer, B.: 2006, Performance analysis of lvq algorithms: a statis-
tical physics approach, Neural Networks 19(6), 817–829.
Gustafson, E. and Kessel, W.: 1979, Fuzzy clustering with a fuzzy covariance matrix, IEEE
Conference on Decision and Control, San Diego, CA, USA, pp. 761–766.
Hammer, B., Schleif, F.-M. and Villmann, T.: 2005, On the generalization ability of prototype-
based classifiers with local relevance determination, Technical Report IfI-05-14, Clausthal
University of Technology.
Hammer, B., Strickert, M. and Villmann, T.: 2004, Prototype based recognition of splice sites,
Bioinformatic using Computational Intelligence Paradigms, Springer-Verlag, pp. 25–56.
Hammer, B., Strickert, M. and Villmann, T.: 2005a, On the generalization ability of GRLVQ
networks, Neural Processing Letters 21(2), 109–120.
Hammer, B., Strickert, M. and Villmann, T.: 2005b, Supervised neural gas with general simi-
larity measure,Neural Processing Letters 21(1), 21–44.
Hammer, B. and Villmann, T.: 2002, Generalized relevance learning vector quantization, Neu-
ral Networks 15(8-9), 1059–1068.
Kaski, S.: 2001, Principle of learning metrics for exploratory data analysis,Neural Networks for
Signal Processing XI, Proceedings of the 2001 IEEE Signal Processing Society Workshop, IEEE,
pp. 53–62.
Kietzmann, T. C., Lange, S. and Riedmiller, M.: 2008, Incremental grlvq: Learning relevant
features for 3d object recognition,Neurocomputing 71(13-15), 2868–2879.
Kohonen, T.: 1986, Learning vector quantization for pattern recognition, Technical Report TKK-
F-A601, Helsinki Univeristy of Technology, Espoo, Finland.
Kohonen, T.: 1990, Improved versions of learning vector quantization, International Joint Con-
ference on Neural Networks, Vol. 1, pp. 545–550.
Kohonen, T.: 1997, Self-Organizing Maps, second edn, Springer, Berlin, Heidelberg.
Kohonen, T.: 1998, Learning vector quantization, The handbook of brain theory and neural net-
works, MIT Press, Cambridge, MA, USA, pp. 537–540.
Kusumoputro, B. and Budiarto, H.: 1999, Improvement of artificial odor discrimination sys-
tem using fuzzy-lvq neural network, International Conference on Computational Intelligence
and Multimedia Applications, IEEE Computer Society, Los Alamitos, CA, USA, pp. 474–478.
Martinetz, T. and Schulten, K.: 1991, A ”neural-gas” network learns topologies,Artificial Neu-
ral Networks I, 397–402.
Mendenhall, M. and Mere´nyi, E.: 2006, Generalized relevance learning vector quantization
for classification driven feature extraction from hyperspectral data, Proceedings of ASPRS
2006 Annual Conference and Technology Exhibition, p. 8.
Mwebaze, E., Schneider, P., Schleif, F.-M., Haase, S., Villmann, T. and Biehl, M.: 2010, Di-
vergence based learning vector quantization, inM. Verleysen (ed.), European Symposium on
Artificial Neural Networks, Bruges, Belgium, pp. 247–252.
Newman, D. J., Hettich, S., Blake, C. L. and Merz, C. J.: 1998, Uci repository of machine
learning databases, http://archive.ics.uci.edu/ml/.
Ong, C., A. Smola, A. and Williamson, R.: 2005, Learning the kernel with hyperkernels, Jour-
nal of Machine Learning Research 6, 1043–1071.
Perfetti, R. and Ricci, E.: 2006, Reduced complexity rbf classifiers with support vector centres
and dynamic decay adjustment, Neurocomputing 69(16-18), 2446–2450.
Petersen, K. B. and Pedersen, M. S.: 2008, The matrix cookbook,
http://matrixcookbook.com.
Prudent, Y. and Ennaji, A.: 2005, A k nearest classifier design, Electronic Letters on Computer
Vision and Image Analysis 5(2), 58–71.
Sato, A. and Yamada, K.: 1996, Generalized learning vector quantization, in M. C. M.
D. S. Touretzky and M. E. Hasselmo (eds), Advances in Neural Information Processing Sys-
tems, Vol. 8, MIT Press, Cambridge, MA, USA, pp. 423–429.
Sato, A. and Yamada, K.: 1998, An analysis of convergence in generalized lvq, in L. Niklasson,
M. Bode´n and T. Ziemke (eds), Proceedings of the International Conference on Artificial Neural
Networks, Springer, pp. 170–176.
Schneider, P., Biehl, M. and Hammer, B.: 2007, Relevance matrices in lvq, in M. Verleysen
(ed.), European Symposium on Artificial Neural Networks, Bruges, Belgium, pp. 37–42.
Schneider, P., Biehl, M. and Hammer, B.: 2009a, Adaptive relevance matrices in learning vec-
tor quantization, Neural Computation 21(12), 3532–3561.
Schneider, P., Biehl, M. and Hammer, B.: 2009b, Distance learning in discriminative vector
quantization, Neural Computation 21(10), 2942–2969.
Schneider, P., Bunte, K., Stiekema, H., Hammer, B., Villmann, T. and Biehl, M.: 2010, Regular-
ization in matrix relevance learning, IEEE Transactions on Neural Networks 21(5), 831–840.
Schneider, P., Schleif, F.-M., Villmann, T. and Biehl, M.: 2008, Generalized matrix learning
vector quantizer for the analysis of spectral data, inM. Verleysen (ed.), European Symposium
on Artificial Neural Networks, Bruges, Belgium, pp. 451–456.
Seo, S., Bode, M. and Obermayer, K.: 2003, Soft nearest prototype classification, IEEE Transac-
tions on Neural Networks 14(2), 390–398.
Seo, S. and Obermayer, K.: 2003, Soft learning vector quantization, Neural Computation
15(7), 1589–1604.
Seo, S. and Obermayer, K.: 2006, Dynamic hyper parameter scaling method for lvq algo-
rithms, International Joint Conference on Neural Networks, Vancouver, CA.
Shalev-Schwartz, S., Singer, Y. andNg, A.: 2004, Online and batch learning of pseudo-metrics,
Proceedings of the 21st International Conference on Machine Learning, ACM, New York, USA,
p. 94.
Strickert, M., Witzel, K., Mock, H.-P., Schleif, F.-M. and Villmann, T.: 2007, Supervised at-
tribute relevance determination for protein identification in stress experiments, Machine
Learning in Systems Biology, pp. 81–86.
Tamura, H. and Tanno, K.: 2008, Midpoint-validation method for support vector machine
classification, IEICE - Transactions on Information Systems E91-D(7), 2095–2098.
Thiel, C., Sonntag, B. and Schwenker, F.: 2008, Experiments with supervised fuzzy lvq, in
L. Prevost, S. Marinai and F. Schwenker (eds), Artificial Neural Networks in Pattern Recogni-
tion, Vol. 5064 of Lecture Notes in Computer Science, Springer, pp. 125–132.
Tsang, I. W., Kocsor, A. and Kwok, J. T.: 2006, Diversified svm ensembles for large data
sets,Machine Learning: ECML 2006, Vol. 4212 of Lecture Notes in Computer Science, Springer,
pp. 792–800.
Weinberger, K., Blitzer, J. and Saul, L.: 2006, Distance metric learning for large margin near-
est neighbor classification, in Y. Weiss, B. Scho¨lkopf and J. Platt (eds), Advances in Neural
Information Processing Systems, MIT Press, Cambridge, MA, USA, pp. 1473–1480.
Wu, K.-L. and Yang, M.-S.: 2003, A fuzzy-soft learning vector quantization, Neurocomputing
55(3-4), 681–697.
