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Abstract—In this communication, we address the problem
of approximating the atoms of a parametric dictionary A =
{a(θ) : θ ∈ Θ}, commonly encountered in the context of sparse
representations in “continuous” dictionaries. We focus on the
case of translation-invariant dictionaries, where the inner product
between a(θ) and a(θ′) only depends on the difference θ − θ′.
We investigate the following general question: is there some low-
rank approximation of A which interpolates a subset of atoms
{a(θj)}Jj=1 while preserving the translation-invariant nature
of the original dictionary? We derive necessary and sufficient
conditions characterizing the existence of such an “interpolating”
and “translation-invariant” low-rank approximation. Moreover,
we provide closed-form expressions of such a dictionary when it
exists. We illustrate the applicability of our results in the case of
a two-dimensional isotropic Gaussian dictionary. We show that,
in this particular setup, the proposed approximation framework
outperforms standard Taylor approximation.
Index Terms—Sparse representations, continuous dictionaries,
translation invariance, interpolating approximations.
I. INTRODUCTION
Sparse representations aim at representing a signal of in-
terest as the linear combination of a few elements of a
dictionary A. Recently, this problem has been reformulated
in a “continuous” setting, where the elements of A are
continuously indexed by some parameter θ:
A = {a(θ) ∈ H : θ ∈ Θ} (1)
where Θ is a square interval of Rd, H is a Hilbert space over
the real field R with inner product 〈·, ·〉 and induced norm ‖·‖,
and a(·) some continuous function from Θ to H, see e.g., [1]–
[3]. We adopt the common hypothesis that ‖a(θ)‖ = 1 ∀θ ∈
Θ. We focus on families of translation invariant parametric





a(θ − τ ),a(θ′ − τ )
〉
, (2)
that is the inner product between two atoms of the dictionary
only depends on θ − θ′. This setup is ubiquitous in many
physical, chemical or biological problems where the observed
signal is the linear combination of shifted copies of the
system’s impulse response, see e.g., [3], [4].
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Continuous dictionaries contain an infinite uncountable
number of elements and induce therefore new difficulties. Triv-
ial operations in the discrete setting may become challenging
in the continuous framework. For instance, consider the well-
known “atom selection” problem [5], [6]:
Find θ? = arg max
θ∈Θ
〈a(θ), r〉 for some r ∈ H, (3)
which only involves the evaluation of a finite number of inner
products in the discrete setting but can turn out to be a difficult
optimization task in the continuous framework.
In order to circumvent this problem, several contributions of
the literature have proposed to tackle the infinite-dimensional
nature of continuous dictionaries by resorting to “low-rank”
approximations of a(θ). More formally, the idea consists in






for some functions {ck : Θ→ R}Kk=1. This approach was for
example used in [7] and [8] to transform “continuous” sparse-
representation problems into approximate (but tractable) finite-
dimensional ones. The quality of the approximation obtained
with this strategy obviously depends on the choice of the
vectors {vk}Kk=1 and functions {ck}Kk=1. Several options were
considered in [7]–[9]. In [7], the authors introduced the
“Taylor” and “polar” approximations: the former is based on
a Taylor decomposition of a(θ); the latter is constructed so
that â(θ) has a unit norm ∀θ ∈ Θ and interpolates a(θ) for
some {θj}3j=1. In [8], the authors suggested to use a singular-
value decomposition of a(θ) to identify the approximation
subspace minimizing the projection error in a ‖·‖-sense. In
[9], the authors pointed out some connection between the
approximations considered in [7] and [8].
The present communication is mainly of theoretical nature.
We address the following general question: is there some low-
rank approximation of the form (4) which: (i) interpolates the
original dictionary over some subset of parameters {θj}Jj=1;
(ii) preserves the translation invariance of the original dictio-
nary? The formal statement of this question is given below,
all the formal derivations are available in [10].
II. PROBLEM STATEMENT AND MAIN RESULT
We focus on low-rank approximations of the form (4)
obeying the two following properties:
• Interpolation:










` (θ − θ
′)) (6)
for some {λ`}L`=0 and {ω`}L`=1.
Property (5) imposes that the approximation â(θ) perfectly
interpolates the original atom a(θ) for some values of the
parameters {θj}Jj=1. Property (6) enforces the inner product
of the approximated atoms to obey a “raised-cosine” kernel. In
particular, we note that satisfying (6) ensures the translation-
invariance of â(θ).
In the rest of this section, we answer the two following
questions: 1) is there some low-rank approximation Â =
{â(θ) : θ ∈ Θ} verifying properties (5) and (6)? 2) if such
an approximation exists, how to build it?
Before presenting our main result, we make two important
remarks, which will allow us to give a more formal statement
of the two above questions.
First, in order to simplify our exposition, we assume that
{λ`}L`=0 and {ω`}L`=1 are such that the right-hand side of (6)
defines a semidefinite kernel. This assumption makes sense
since the kernel induced by any family of parametric atoms
must necessarily be positive semidefinite. Second, consistency
of the different decompositions imply constraints on parame-
ters (J,K,L), more precisely
J = K
L = bK/2c
where b·c returns the greatest integer less than or equal to
its input argument. We also assume that the interpolated vec-
tors {a(θj)}Jj=1 are linearly independent. The main question
addressed herefafter thus takes the following form:
Main Question. Is there a rank-K approximation (4) that
interpolates a family of K linearly independent atoms
{a(θj)}Kj=1 and verifies (6) for some {λ`}
bK/2c
`=0 and
{ω`}bK/2c`=1 ? If so, how to build such an approximation?
The answer to this question is provided in Theorem 1 below.
We present necessary and sufficient conditions that ensure the
existence of the desired approximation. Moreover, when it
exists, we provide the closed-form expressions of {vk}Kk=1
and {ck(θ)}Kk=1 defining the approximation.
Our main result relates the existence of a low-rank approx-
imation verifying (5)-(6) to some constraints on the Gram
matrix of the family of interpolated atoms {a(θj)}Kj=1. More
specifically, letting
G , [〈a(θi),a(θj)〉]i,j ∈ RK×K , (7)
the following result holds:
Theorem 1. Let K ∈ N. If there exists a family of atoms (4)
satisfying (5)-(6), then





` (θi − θj)) ∀i, j (8)
for some {λ`}L`=0, {ω`}L`=1.
Conversely, assume there exist {λ`}L`=0, {ω`}L`=1 and
{θj}Kj=1 such that (8) holds. Then, low-rank approximation
(4) with











verifies (6) and interpolates {a(θj)}Kj=1.
A proof of this result is available in [10]. Theorem 1
provides necessary and sufficient conditions for our “Main
Question” to have a positive answer. Interestingly, we see that
the existence of a low-rank decomposition verifying (5)-(6)
is exclusively conditioned on the existence of some particular
factorization of the Gram matrix G (see condition (8)). Hence,
Theorem 1 transforms the question of the existence of an
interpolating and translation-invariant low-rank approximation
into an algebraic problem where one must find a set of
parameters {λ`}L`=0, {ω`}L`=1 verifying equation (8).
The existence of decomposition (8) will depend on the
nature of the original dictionary A and the choice of the
interpolation parameters {θj}Kj=1. Providing a general answer
to this algebraic problem is therefore a broad question which
is out of the scope of this communication. Note however
that in the case of interpolated atoms on a regular grid, the
Gram matrix problem decomposition is linked to the well-
documented Vandermonde decomposition problem [11]. The
Vandermonde decomposition is not fully resolved in the multi-
dimensional case but we provide a solution to this problem in
the particular case of a separable isotropic dictionary A.
To conclude this section, let us mention that the expressions
of the vectors {vk}Kk=1 and functions {ck}Kk=1 provided in
Theorem 1 only involve simple operations and are thus easy
to evaluate numerically. Hence, the construction a low-rank
dictionary verifying (5)-(6) is straightforward once the set of
paremeters {λ`}L`=0 and {ω`}L`=1 satisfying conditions (8) has
been identified.
We will illustrate the applicability of our results in the
case of a two-dimensional isotropic Gaussian dictionary. We
show that, in this particular setup, the proposed approximation
framework outperforms standard Taylor approximation.
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