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a b s t r a c t
Overlapping Schwarz preconditioners are constructed and numerically studied for Gauss–
Lobatto–Legendre (GLL) spectral element discretizations of heterogeneous elliptic
problems on nonstandard domains defined by Gordon–Hall transfinite mappings. The
results of several test problems in the plane show that the proposed preconditioners retain
the good convergence properties of overlapping Schwarz preconditioners for standard
affine GLL spectral elements, i.e. their convergence rate is independent of the number of
subdomains, of the spectral degree in the case of generous overlap and of the discontinuity
jumps in the coefficients of the elliptic operator, while in the case of small overlap, the
convergence rate depends on the inverse of the overlap size.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we extend our previous work on overlapping Schwarz methods for spectral elements to the case of
heterogeneous elliptic problems posed on nonstandard domains. In particular, we will study the use of Gordon–Hall
transfinite mappings and their effects on both the accuracy of the resulting spectral element method and the convergence
rate of overlapping Schwarz preconditioners for the iterative solution of the resulting discrete system. Transfinite or
blending-function interpolation was originally derived in [1] in order to design invertible maps from the reference
hexahedron onto simply connected domains by using curvilinear coordinate systems. These techniques have then found
application to problems of mesh generations in finite element methods andmore recently in spectral element methods; see
e.g. [2–4]. Thesemethods are high-order generalizations of standard finite elementmethodswhere accuracy is improved by
increasing the polynomial degree of the basis functions as well as the number of elements; see e.g. the monographs [5,6,4]
and, for the related hp-version finite elements, [7,8]. These high-order methods produce discrete systems that are much
more ill-conditioned than those generated by standard low-order finite elements. Therefore, the construction of efficient
domain decomposition preconditioners for these methods is a challenging and important issue; see [9–11].
In this paper, we consider Gauss–Lobatto–Legendre (GLL) spectral elements, which employ GLL nodal bases and
quadrature rules. Overlapping Schwarz methods for GLL spectral elements have been initially constructed for scalar
elliptic problems (see e.g. [12,9]) and then successfully applied to important application areas such as Navier–Stokes
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problems [13,14], linear elasticity and elastic waves [15], and nontensorial and unstructured spectral elements [16–18].
The main goal of this paper is to show numerically that overlapping Schwarz methods can be successfully extended to GLL
spectral elements employing Gordon–Hall transfinite mapping techniques, and in particular retain their good convergence
properties such as scalability and optimality also for heterogeneous problems with discontinuity jumps in the elliptic
coefficients.
In the rest of the paper, we will introduce the model elliptic problem and its GLL spectral element discretization in
Section 2. We will discuss the application of Gordon–Hall transfinite mapping techniques to spectral elements in Section 3
and the construction of overlapping Schwarz preconditioners withminimal GLL overlap in Section 4. The paper is concluded
by an extensive numerical study of four challenging test problems in the plane presented in Section 5.
2. Model problem and spectral elements
LetΩ ∈ Rd, d = 2, 3, be a bounded Lipschitz domain with piecewise smooth boundary ∂Ω . For simplicity, we consider
a model elliptic problem in the plane (d = 2):
− div (α grad u)+ βu = f inΩ, (1)
with Dirichlet boundary conditions u = 0 on ΓD and Neumann boundary conditions ∂u∂n = gNe on ΓNe, where f is a given
function in L2(Ω), gNe is defined on ΓNe. Furthermore, the coefficient α > 0 is a piecewise constant function in Ω , and
β ∈ C0(Ω), with β > 0. Let V be the space V := {v ∈ H1(Ω) : v = 0 on ΓD}, where H1(Ω) is the usual Sobolev space of
functions in L2(Ω)whose gradient is in [L2(Ω)]2. The weak formulation of (1) reads (see e.g. [11]): Find u ∈ V such that
a(u, v) = (f , v), ∀ v ∈ V , (2)
with a(u, v) := ∫
Ω
(αgrad u · grad v + βuv) dx, (f , v) := ∫
Ω
f v dx + ∫
ΓNe
αgNev dΓ . The variational problem (2) is
discretized by the standard conforming spectral element method (SEM) based on quadrilateral elements. The method
can be viewed as a nodal version of the hp-FEM, that uses Gauss–Lobatto–Legendre (GLL) points, and employs a discrete
space consisting of continuous piecewise polynomials of degree p in each variable within each quadrilateral; see [19,4,6]
for a general introduction and an analysis of the method. Let Qref be the reference square (−1, 1)2 and let Qp(Qref) be
the set of polynomials on Qref of degree ≤ p in each variable. We assume that the original domain Ω is decomposed
into K spectral quadrilateral elements Qk as Ω = ⋃Kk=1 Q k. This is a conforming finite element partition, in particular
the intersection between two distinct elements Qk is either the empty set or a common vertex or a common side. We
denote by h the maximum diameter of the elements Qk’s and by τh the associated finite element mesh. Each element Qk
is the image of the reference square Qref by means of a suitable mapping ϕk, k = 1, . . . , K , i.e., Qk = ϕk(Qref), defined
in Section 3. Finally, the space V is discretized by continuous, piecewise polynomials of degree ≤ p in each variable by
VK ,p = {v ∈ V : v|Ωk ◦ ϕk ∈ Qp(Qref), k = 1, . . . , K}.
The spectral element approximation of the variational elliptic problem (2) is obtained by replacing the L2-inner product
and the bilinear form defined in (2) with their approximations based on GLL quadrature formulas.
2.1. The Gauss–Lobatto–Legendre (GLL) points and weights
We consider conforming SEM based on GLL quadrature points, which also allows the construction of a tensor-product
basis for VK ,p. We denote by {ξj}pj=0 the set of GLL points of [−1, 1], that are the (p+1) zeros of the polynomial (1−ξ 2) ∂Lp(ξ)∂ξ ,
where Lp is the pth Legendre polynomial in [−1, 1]. It is well-known that these nodes cluster towards the endpoints of the
interval, where the distance between GLL nodes is on the order of 1/p2, while in the middle of the interval [−1, 1] the
distance is on the the order of 1/p (see [19]). Then we denote by σj = 2p(p+1) 1(Lp(ξj))2 the quadrature weight associated with
ξj. Let lj,p(ξ) be the Lagrange interpolating polynomial of degree ≤ p which vanishes at all the GLL nodes except ξj, where
it equals one. The Lagrangian nodal basis functions on the reference square Qref are defined by building tensor products
lj,p(ξ)l`,p(η), 0 ≤ j, ` ≤ p. Each function u ∈ Qp(Qref) can be expanded in this nodal basis through its values at GLL
nodes u(ξj, ξ`), 0 ≤ j, ` ≤ p, as u(ξ , η) = ∑pj=0∑p`=0 u(ξj, ξ`)lj,p(ξ)l`,p(η). Then, on Qref, the discrete L2-inner product is
(u, v)Qref,p =
∑p
j=0
∑p
`=0 u(ξj, ξ`)v(ξj, ξ`)σjσ`, and in general onΩ ,
(u, v)K ,p =
K∑
k=1
p∑
j,`=0
(u ◦ ϕk)(ξj, ξ`)(v ◦ ϕk)(ξj, ξ`)|Jk|σjσ`, (3)
where |Jk| is the Jacobian of the mapping ϕk at (ξj, ξ`), defined in the next Section 3. Similarly, the discrete counterpart of
the portion of the inner product (3) defined on the boundary ΓNe is given by
(u, v)ΓNe,p =
K∑
k=0
∑
s∈Sk
(u ◦ ϕk)(ξis , ηjs)(v ◦ ϕk)(ξis , ηjs)|Jˆk(ξis , ηjs)|σs, (4)
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Table 1
Test 1: accuracy of SEM. (Left) The error EL2 is reported as a function of p, for N = 4 and Nel = 2, i.e., Ki = 2 × 2; (Right) The error EL2 is reported as a
function of Nel , (Ki = Nel × Nel) for p = 4 and N = 4. The computational domain is showed in Fig. 1 (left).
Nel = 2 p = 4
p EL2 Nel EL2
4 2.89E−03 2 2.89E−03
6 3.01E−05 4 3.64E−05
8 1.95E−07 6 3.42E−06
10 8.07E−10 8 6.28E−07
12 2.43E−12 10 1.67E−07
14 4.79E−13 12 5.67E−08
16 1.74E−13
where Sk is a set of indices detecting, for each quadrilateral Qk, the nodes (ξis , ηjs) lying on ΓNe, and σs is the discrete weight
associated to the isth (resp. js) node of the boundary in the x- (resp. y-) direction. Finally, |Jˆk(ξis , ηis)| =
√
x˙(t)2 + y˙(t)2,
where t 7→ [x(t), y(t)]T is the parametric representation of the side belonging to the portion of ΓNe at issue. We then obtain
the discrete variational problem: Find u ∈ VK ,p such that
aK ,p(u, v) = (f , v)K ,p + (gNe, v)ΓNe,p, ∀ v ∈ VK ,p, (5)
where aK ,p(·, ·) is obtained by substituting the integral in a(·, ·) with the GLL quadrature rule (3). The discrete problem (5)
can be written equivalently in matrix form as a linear system Au = b, where A is here the assembled SEM matrix, b is the
load vector accounting for the contribution of f and gNe, and u is the vector of the unknown nodal values of the function
approximating u at the GLL nodes.We recall that in the case of a constant coefficientα thematrix A is symmetric and positive
definite (see, e.g., [19]).
3. Nonstandard domains and Gordon–Hall transfinite mappings
One difficulty in the implementation of SEM is the approximation of problems in complex-shaped domains, arising in
several branches of applied sciences. In this paper, we propose to use transfinite interpolation, or Gordon–Hall maps [1],
in order to build very flexible maps ϕk : Qref → Qk from the reference to the generic spectral element, this allowing us to
define quite general computational domains.
We consider a regular triangulation ofΩ into K quadrilateral elements,Ω =⋃Kk=1 Q k, and denote by `i,k : [−1,+1] →
Ω , i ∈ {1, 2, 3, 4}, k ∈ {1, . . . , K}, the parametric representation t 7→ [x(t), y(t)]T of the four sides of each element Qk.
We allow general parametric representations, assuming only `i,k ∈ C0([−1,+1]) and the standard regularity assumptions
needed to obtain SEM convergence and condition number estimates. We then extend this parametric representation from
the boundary ofQk to its interior. Let us define an unknownmapΦk : Qref → Qk that transforms the reference square into the
generic quadrilateral Qk. The mapΦk coincides with `i,k, for some i ∈ {1, 2, 3, 4}, on a side of the square Qk. In the particular
case of SEM meshes with curvilinear elements, if the mapping Qk → Q˜k is sufficiently smooth, where Qk is a quadrilateral
element having straight sides and Q˜k is a quadrilateral element having curvilinear sides and sharing the vertices of Qk, then
the same regularity holds for the global mapping Qref → Qk → Q˜k. Numerical results reported in Section 5 support this
fact, showing that convergence with respect to h and p does not deteriorate in comparison with that observed in the case of
rectangular elements (see, e.g., Table 1).
In order to build the Lagrange interpolating polynomials li,1(ξ) and lj,1(η), i, j ∈ {0, 1}, let us consider the first and last
GLL nodes ξ0 = η0 = −1 and ξ1 = η1 = +1 on the reference interval. Then, for a general map Φ : Qref → Ω , we define
the projection operators
P1(Φ) := Φ(ξ0, η)l0,1(ξ)+ Φ(ξ1, η)l1,1(ξ) =
1∑
i=0
Φ(ξi, η)li,1(ξ),
P2(Φ) := Φ(ξ , η0)l0,1(η)+ Φ(ξ , η1)l1,1(η) =
1∑
j=0
Φ(ξ , ηj)lj,1(η).
(6)
We note that, if we set Φ = Φk, then Φ(ξ0, η) is the parametric representation of the left side of Qk, and similarly for the
remaining three sides ofΦ . Finally, we can define the product projection
P1P2(Φ) :=
1∑
i=0
1∑
j=0
Φ(ξi, ηj)li,1(ξ)lj,1(η) (7)
and the Boolean sum projection
(P1 ⊕ P2)(Φ) := P1(Φ)+ P2(Φ)− P1P2(Φ). (8)
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Owing to the definition of the interpolating Lagrangian polynomials, it can be easily shown that themapP1P2(Φk) associates
the vertices of the reference square Qref to the vertices of each Qk, whereas (P1 ⊕ P2)(Φk) associates the whole boundary
of Qref to the one of Qk. The natural extension of the parametric representation of the boundary to the interior of the
quadrilateral is then
ϕk := (P1 ⊕ P2)(Φk), (9)
where only the known boundary values stored in the elsewhere unknown functionΦk are used.
Sometimes it may be convenient to generalize the extension technique so that the transfinite interpolating function
ϕk fulfills further constraints in addition to those associated to the four sides of the boundary. For instance, in order to
improve the quality of the spectral mesh, it may be useful to impose the interpolation condition also for some arrays of
interior points that are images of an orthogonal lattice in Qref. It is then sufficient to consider the parametric representations
Φk(ξi, η) and Φk(ξ , ηj) of the interior lines lying along the chosen arrays of interior points and build the corresponding
Lagrange interpolating basis. We have
P1(Φ) :=
l∑
i=0
Φ(ξi, η)li,l(ξ), P2(Φ) :=
m∑
j=0
Φ(ξ , ηj)lj,m(η), (10)
where l+ 1 andm+ 1 are the number of arrays of points where we enforce the interpolating condition, including those of
the boundary. The product projection operator (7) is consequently defined as follows:
P1P2(Φ) :=
l∑
i=0
m∑
j=0
Φ(ξi, ηj)li,l(ξ)lj,m(η). (11)
Weobserve that the Lagrange interpolating polynomials in (6) and (7) are given by l0,1(ξ) = (1−ξ)/2 and l1,1(ξ) = (1+ξ)/2
(and similarly for the variable η), providing bilinear transfinite interpolation. Moreover, using (10) and (11) and choosing
the medians of boundary sides as interior arrays of points, we obtain l0,2(ξ) = ξ(ξ − 1)/2, l1,2(ξ) = (1 + ξ)(1 − ξ) and
l2,2(ξ) = ξ(ξ+1)/2 (and similarly for the variable η), providing now bi-quadratic transfinite interpolation. In a similar way
we can define bi-cubic or bi-quartic transfinite interpolations.We finally observe thatwe can definemore general extensions
of the bilinear transfinite interpolation by adopting a different number of arrays of interior points in the two directions.
Generalizations to surfaces and volumes embedded in 3D space are likewise possible (e.g., [1]). The parametrization of the
many curves (or surfaces) needed may be automatically generated by CAD programs.
4. Overlapping Schwarz preconditioners
We now apply some domain decomposition methods and build some preconditioning techniques for the iterative
solution of the SEM discrete systems Au = b by the preconditioned conjugate gradient method. The preconditioner belongs
to the family of overlapping Schwarzmethods and is built from the solution of parallel independent local elliptic problems on
overlapping subdomains, in addition to the solution of coarse problems on the coarsemesh, needed to ensure scalability. For
a general introduction to domain decomposition methods and overlapping Schwarz preconditioners we refer to [20,9–11]
and the references therein.
For the classical GLL SEM case with only one element per subdomain, several works are available in the literature, both
for the scalar and vector cases, see e.g. [12,13,18,15]. Afterwards the more general case, where Ω is decomposed into
subdomainsΩi’swhich are in turn partitioned into spectral elements, has been studied for instance in [17] for both triangular
SEM based on Fekete nodes and quadrilateral SEM based on GLL nodes. For the latter case in this paper we apply overlapping
Schwarz preconditioners to complex-shaped domains. In order to define the preconditioning technique, we assemble the
spectral elements Qk’s, k = 1, . . . , K of the SEM partitions intoN quadrilateral subdomainsΩi, each consisting of Ki spectral
elements Qk. With a local renumbering of the quadrilateral subdomains we then have
Ω i =
Ki⋃
k=1
Q k,
where K = ∑i Ki (see Fig. 1 for some examples). We assume also that the subdomain partition is conforming, i.e., the
intersection between two distinct subdomains is either the empty set or a common vertex or a common side and we denote
by H the maximum diameter of the subdomainsΩ ′i s.
In the trivial case where H = h, each element Qk coincides with a whole subdomain. When H > h, we associate groups
of quadrilateral elements to each subdomain and two different choices for the coarse problem are possible, one associated
with the subdomain mesh, denoted by τH , the other with the element mesh, denoted by τh and both using coarse bilinear
basis functions with polynomial degree equal to 1. We will denote them as τH-coarse space and τh-coarse space.
Therefore, the coarse triangulation τ0 can be given by quadrilateral subdomainsΩi (resp. elementsQk) providing a coarse
problem on τ0 := τH (resp. τ0 := τh) with bilinear finite elements (p = 1 in each direction). Then the local fine discretization
τp is determined by GLL nodes in each subdomainΩi, when we associate each quadrilateral finite element to a subdomain,
or GLL nodes in each element Qk, when each subdomainΩi is in turn partitioned into Ki quadrilateral elements of smaller
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Fig. 1. Domain decomposition and overlapping examples corresponding to an overlap of δ = 2 GLL points for non-standard domains. Bold lines denote
boundaries of subdomains. (Left) A squareΩ = [−1, 1]2 presenting an elliptic hole, with semiaxes a = 0.4 and b = 0.3, subdivided into 36 subdomains,
each with 2 × 2 elements of degree p = 3 (4 × 4 GLL nodes per element). (Right) Hexagonal domain, subdivided into 18 subdomains, each with 2 × 2
elements of degree p = 6 (7× 7 GLL nodes per element).
size h. We observe that τp is not shape-regular, because the distance between GLL points is not uniform along the interval,
as it has been already observed in Section 2.1.
We consider an overlapping partition ofΩ by extending each subdomainΩi to a larger subdomainΩ ′i , consisting of all
GLL nodes of τp within a certain distance δ∗ from Ωi. Precisely, δ∗ = minNi=1{dist(∂Ωi, ∂Ω ′i )}. We also measure the size of
the overlapping region by the number δ of GLL points extending Ωi in each direction. For example, in the case of minimal
overlap and a uniform partition of a square domainΩ = [−1, 1]2, we have δ = 1 and δ∗ = (ξ1 − ξ0)h/2, where ξ0 and ξ1
are respectively the first and second GLL node in [−1, 1]; in the case of generous overlap we have δ = p and δ∗ = h.
Overlapping Schwarz methods can now be described either in matrix form or in terms of a space decomposition of the
discrete spaces. Let us consider the matrix form first. The overlapping Schwarz preconditioner B−1 for A is based on:
(a) the solution of a coarse problem on the coarse mesh τ0, with bilinear elements (p = 1);
(b) the solutions of local problems on the overlapping subdomainsΩ ′i .
For the coarse solve, we need to define:
(a1) a restriction matrix R0; its transpose RT0 interpolates coarse bilinear functions on τ0 to spectral elements functions on
the fine GLL mesh τp;
(a2) a coarse stiffness matrix A0 = R0ART0 needed for the solution of the coarse problem with p = 1 on τ0. The associated
preconditioner for the coarse problem is P0 = RT0A−10 R0A.
For the local solves, we need to define:
(b1) restriction matrices Ri (with 0, 1 entries) returning only the degrees of freedom inside each subdomainΩ ′i ;
(b2) local stiffness matrices Ai = RiARTi needed for the solution of the ith local problem onΩ ′i with zero Dirichlet boundary
conditions on ∂Ω ′i .
Finally, we define
Pi = RTi A−1i RiA, i = 0, 1, . . . ,N.
These are the building blocks of the proposed preconditioners. The additive form of the overlapping Schwarz preconditioner
is
B−1add := RT0A−10 R0 +
N∑
i=1
RTi A
−1
i Ri, i.e. Padd := B−1addA = P0 +
N∑
i=1
Pi, (12)
while the multiplicative form is
Pmul := B−1mulA = I − (I − PN) · · · (I − P1)(I − P0). (13)
More general hybrid variants can be considered as well, see [10].
These preconditioners are associated with the space decomposition
VK ,p = V0 +
N∑
i=1
Vi.
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Table 2
Test 1: condition number as a function of the polynomial degree p (top) and as a function of the number of elements Nel (bottom): PCG iteration counts,
extreme eigenvalues and condition number for the unpreconditioned system, for PCG with overlapping Schwarz preconditioner (δ = 2) without and with
τH or τh coarse problem. θ = H/δ∗ represents the relative overlap. N = 4×1×1 subdomains, each with Ki = 2×2 elements of degree p in each direction
(top) or with Ki = Nel × Nel elements of degree p = 4 in each direction (bottom).
p CG (no prec.) PCG, without coarse pb.
it. λmin λmax κ2 it. λmin λmax κ2
4 123 0.0413 21.97 532.21 10 0.7024 2.00 2.85
6 211 0.0190 28.56 1506.33 14 0.4497 2.00 4.45
8 307 0.0108 35.84 3305.21 18 0.2813 2.00 7.11
10 427 0.0070 43.40 6193.25 22 0.1872 2.00 10.68
12 555 0.0049 51.11 10432.00 26 0.1324 2.00 15.11
14 696 0.0036 58.89 16286.80 30 0.0982 2.00 20.36
16 845 0.0028 66.72 24017.18 34 0.0757 2.00 26.43
p θ PCG, with τH -coarse pb. PCG, with τh-coarse pb.
it. λmin λmax κ2 it. λmin λmax κ2
4 4.00 14 0.8480 2.92 3.44 19 0.9578 2.98 3.11
6 7.53 17 0.6305 2.64 4.18 22 0.8270 2.85 3.44
8 12.39 20 0.4545 2.40 5.27 23 0.6819 2.68 3.93
10 18.56 23 0.3446 2.25 6.52 24 0.5542 2.55 4.60
12 26.03 27 0.2734 2.16 7.89 26 0.4490 2.46 5.47
14 34.81 30 0.2236 2.10 9.41 28 0.3664 2.39 6.52
16 44.88 32 0.1864 2.08 11.19 31 0.3024 2.34 7.73
Nel CG (no prec.) PCG, without coarse pb.
it. λmin λmax κ2 it. λmin λmax κ2
2 123 0.0413 21.97 532.21 10 0.70 2.00 2.85
4 256 0.0110 24.09 2197.98 15 0.38 2.00 5.25
6 387 0.0050 25.33 5104.18 19 0.25 2.00 8.02
8 519 0.0028 26.07 9255.02 22 0.18 2.00 10.88
10 652 0.0018 26.57 14654.83 25 0.15 2.00 13.78
12 787 0.0013 26.92 21307.91 28 0.12 2.00 16.71
Nel θ PCG, with τH -coarse pb. PCG, with τh-coarse pb.
it. λmin λmax κ2 it. λmin λmax κ2
2 4 14 0.8480 2.92 3.44 19 0.9578 2.98 3.11
4 8 18 0.5611 2.55 4.54 22 0.9116 2.98 3.27
6 12 21 0.4185 2.35 5.62 22 0.9362 2.98 3.18
8 16 24 0.3404 2.24 6.59 23 0.9277 2.98 3.21
10 20 26 0.2907 2.18 7.50 23 0.9218 2.98 3.23
12 24 28 0.2557 2.14 8.37 23 0.9176 2.98 3.25
Here, V0 is the subspace of VK ,p consisting of piecewise bilinear functions on the coarse mesh τ0 and
Vi = {v ∈ VK ,p : v = 0 at all the GLL nodes outsideΩ ′i and on ∂Ω ′i }.
Defining the operators Ti : VK ,p −→ Vi, i = 0, 1, . . . ,N by
aK ,p(Tiu, v) = aK ,p(u, v), ∀ v ∈ Vi, i = 0, 1, . . . ,N,
then it is easy to check that B−1addA given in (12) is exactly the matrix form of the additive Schwarz operator
Tadd = T0 + T1 + · · · + TN . (14)
Analogously, B−1mulA given in (13) is the matrix form of the multiplicative Schwarz operator
Tmul = I − (I − TN) · · · (I − T1)(I − T0). (15)
Condition number estimates. The spectral equivalence between the SEM matrices (mass and stiffness) and the usual
P1 finite element matrices obtained when using the GLL nodal mesh (see [12]) allows to transfer the main domain
decomposition results from the finite element case to SEM case (see e.g. [9]).
Theorem 1. The condition number κ2(Tadd) = λmax(Tadd)/λmin(Tadd) of the overlapping Schwarz SEM operator Tadd in additive
form is bounded by
κ2(Tadd) ≤ C
(
1+ H
δ∗
)
, (16)
with the constant C independent of p,H, h, δ∗.
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Table 3
Test 1: condition number as a function of the number of subdomains N (Ki = 2 × 2 elements of degree p = 4 in each direction; δ = 2;): PCG iteration
counts, extreme eigenvalues and condition numbers as functions of N for the unpreconditioned system, for PCG with overlapping Schwarz preconditioner
without and with τH or τh coarse problem. θ = H/δ∗ represents the relative overlap.
N CG (no prec.) PCG, without coarse pb.
it. λmin λmax κ2 it. λmin λmax κ2
4× 1× 1 123 0.0413 21.97 532.21 10 0.7024 2.00 2.85
4× 2× 2 256 0.0110 24.09 2197.98 28 0.2152 4.00 18.59
4× 3× 3 387 0.0050 25.33 5104.18 38 0.0899 4.00 44.51
4× 4× 4 519 0.0028 26.07 9255.02 48 0.0479 4.00 83.45
4× 5× 5 652 0.0018 26.57 14654.83 59 0.0296 4.00 135.24
4× 6× 6 787 0.0013 26.92 21307.91 70 0.0200 4.00 199.83
N θ PCG, with τH -coarse pb. PCG, with τh-coarse pb.
it. λmin λmax κ2 it. λmin λmax κ2
4× 1× 1 4 14 0.8480 2.92 3.44 27 0.4359 2.44 5.60
4× 2× 2 4 29 0.7224 4.55 6.30 29 0.9258 4.86 5.25
4× 3× 3 4 32 0.7527 4.68 6.22 30 0.9342 4.86 5.20
4× 4× 4 4 34 0.7039 4.72 6.71 30 0.9182 4.86 5.29
4× 5× 5 4 35 0.6632 4.78 7.20 31 0.9071 4.86 5.35
4× 6× 6 4 35 0.6292 4.78 7.59 31 0.8989 4.86 5.40
Table 4
Test 1: condition number as a function of the overlap size δ (N = 4 × 1 × 1 subdomains, each with Ki = 2 × 2 elements of degree p in each direction):
iteration counts and condition numbers for PCG with overlapping Schwarz preconditioner for increasing values of δ = 1, . . . , 4. θ = H/δ∗ represents the
relative overlap.
p δ = 1 δ = 2 δ = 3 δ = 4
θ it. κ2 θ it. κ2 θ it. κ2 θ it. κ2
4 11.58 22 3.46 4.00 19 3.11 2.42 13 3.05 2.00 16 2.19
6 23.56 24 4.26 7.53 22 3.44 4.00 20 3.16 2.72 18 3.06
8 39.90 27 5.48 12.39 23 3.93 6.28 21 3.43 4.00 21 3.21
10 60.61 30 7.10 18.56 24 4.60 9.20 22 3.78 5.67 21 3.42
12 85.67 33 9.05 26.03 26 5.47 12.75 23 4.23 7.74 22 3.66
14 115.09 37 11.34 34.81 28 6.52 16.91 25 4.79 10.16 23 4.03
16 148.88 40 13.95 44.88 31 7.73 21.70 26 5.47 12.95 23 4.38
As in the standard finite element case, we cannot guarantee that in the case of SEM this bound is independent of the
coefficient jumps in the elliptic operator, namely α, but the numerical experiments reported in Section 5 show that such
independence holds. The bound (16) implies that in case of minimal overlap, δ = 1 GLL points, i.e. δ∗ ≈ h/p2, we have
κ2(Tadd) ≤ C
(
1+ H
h
p2
)
, (17)
i.e. the number of iterations is expected to scale like p for fixed H/h, while it scales like
√
H/h for fixed p. In case of generous
overlap, δ = p GLL points, i.e., δ∗ = h, we have
κ2(Tadd) ≤ C
(
1+ H
h
)
, (18)
i.e. the number of iterations is expected to be independent of p and on the order of
√
H/h. This was already proved in [21]
for hp-finite elements and generous overlap.
5. Numerical results
We tested the spectral accuracy of the SEM discretization in nonstandard domains, as well as the properties of the
overlapping Schwarz preconditioned conjugate gradient method for SEM partitions, by performing a p-, H-, h- and δ-
convergence study. We consider either an homogeneous (Test 1–2) or an heterogeneous medium (Test 3–4). The discrete
problems are solved by either the conjugate gradient (CG) method or by the Schwarz preconditioned conjugate gradient
(PCG) method, with zero initial guess and stopping criterion ‖r(ν)‖2/‖b(ν)‖2 ≤ 10−12, where r(ν) is the residual of the linear
systems Au = b at the νth iterate. The Schwarz preconditioner is here applied in the additive version (12) without or with
the coarse correction given by the term RT0A
−1
0 R0 in (12).
Test 1: homogeneous problem on a square with elliptic hole. We consider the model problem (1) over the square
Ω = [−1, 1]2 presenting an elliptic hole, where the ellipse has semiaxes a = 0.4 and b = 0.3, with Dirichlet boundary
conditions on the boundary of the internal ellipse and Neumann boundary conditions on the boundary of the square (see
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Fig. 2. Test 1: condition number of CG and PCG with and without coarse problem as a function of the polynomial degree p (top left, data from Table 2,
top), as a function of the number of subdomains Nsd , where N = 4× Nsd × Nsd (top right, data from Table 3), as a function of the number of elements Nel
(bottom left, data from Table 2, bottom), and as a function of the overlap δ (bottom right, data from Table 4).
Fig. 1). The body force f and the load gNe are consistent with u(x, y) = sin(pix) sin(piy) as exact solution of (1). We
consider homogeneous coefficients in the elliptic operator α = β = 1. The spectral element partition of Ω is obtained
by considering four quadrilaterals that share the diagonals of the square domain, each quadrilateral is in turn partitioned
into Nsd × Nsd subdomains. Then, for this test case the total number of subdomains is N = 4 × Nsd × Nsd. Finally, each
subdomainΩi is partitioned into Ki = Nel × Nel spectral elements of polynomial degree p. Then Nel denotes the number of
elements in each direction per subdomain and is proportional to 1/h. For simplicity we assume that Ki is constant between
subdomains.
First we consider the accuracy of the scheme with respect to p and h, fixing Nsd = 1, i.e., N = 4, since the
decomposition into subdomains affects only the performance of the preconditioner. Then we consider the performance
of the preconditioner as a function of p, H , h and δ. We compare the above exact solution u(x, y) with the SEM solution at
the nodes of the discretization. To this aim, we compute the error EL2 given by evaluating the difference between the exact
and the SEM solutions using the discrete norm induced by the GLL discrete scalar product (3). In Table 1 (columns 1–2) we
show the spectral behavior of the error EL2 as a function of the degree of the polynomials p, varying p from 4 to 16, fixed
Nsd = 1, i.e., N = 4, and Nel = 2, i.e. Ki = 2 × 2, whereas columns 3–4 refer to the algebraic behavior of the error EL2 as a
function of the size h of the elements, varying Nel from 2 to 12, fixed p = 4 within each element. These results show that
the accuracy of the spectral element scheme does not deteriorate in the case of nonstandard domains.
We consider now numerical results regarding the behavior of the Overlapping Schwarz preconditioner with respect to
all parameters of the numerical discretization. In Table 2, top, we report the iteration counts (It.), spectral condition number
(κ2) and extreme eigenvalues (λmax, λmin), varying the degree p from 4 to 16, fixing N = 4 (each subdomain is one of the
four quadrilaterals sharing the diagonals of the square), Nel = 2 elements of degree p in each direction, and δ = 2 GLL
points. Then the ratio H/h is constant. In column 11 we report the values of the relative overlap θ = H/δ∗ introduced
in (16). Columns 2–5 refer to unpreconditioned CG, columns 6–9 refer to PCG without coarse problem, columns 12–15 and
columns 16–19 refer to PCGwith τH and τh coarse problem, respectively. In agreement with the bound of Theorem 1, all PCG
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Fig. 3. Test 2: accuracy of SEM. (Top left) An example of computational domain: a circular sector subdivided into N = 9 subdomains, each with Ki = 2×2
or Ki = 6× 2 elements of degree p = 6 (7× 7 GLL nodes per element). (Top right) The error EL2 is reported as a function of p, for N = 9 and Ki = 2× 2
and as a function of Nel , (Ki = Nel × Nel), for p = 6 and N = 9. (Bottom left) Numerical (◦) and analytical (–) values of the magnetic vector potential Az and
(Bottom right) of the magnetic field H, as functions of the distance from the symmetry axis.
iteration counts display a linear growth with p, corresponding to a quadratic growth of the condition number. In Table 2,
bottom, we report the same quantities of the previous example, varying the number Nel of elements of degree p = 4 in
each direction from 2 to 12, fixing N = 4 × 1 × 1 subdomains and δ = 2 GLL points. Therefore the number of elements
per subdomain Ki is varying from 2 × 2 to 12 × 12, and the ratio H/h is proportional to the the number Nel of elements
per subdomain in each direction. In agreement with the theoretical estimate of Theorem 1, the preconditioner with the
τH-coarse space yields condition numbers that grow linearly with
√
Ki ≈ 1/h. On the other hand, the τh-coarse space
yields condition numbers that are independent of Ki. In Table 3, we report the same quantities of the previous examples,
varying the number of subdomains from N = 4 × 1 × 1 to N = 4 × 6 × 6, fixing Nel = 2 elements in each direction,
the local polynomial degree p = 4 and δ = 2 GLL points. While both unpreconditioned CG and PCG without coarse
problems are not scalable, PCG with either the τh- or τH-coarse space is. Finally, we consider the convergence properties
of our preconditioner with respect to the overlap δ (number of GLL points extending Ωi in each direction). In Table 4, we
report the iteration counts (It.) and spectral condition number (κ2) varying the overlap from δ = 1 GLL points (minimal
overlap) to δ = 4 GLL points. We fix the number of subdomains N = 4 × 1 × 1, the number of elements per subdomain
Nel = 2 in each direction, and vary the local polynomial degree p from 4 to 16. Again in agreement with the theory, the
condition numbers and iteration counts improve with increasing δ. The improvement is large in going from δ = 1 to
δ = 4, while it becomes rapidly marginal for larger values of δ, in particular from δ = 5 to δ = p (generous overlap,
not shown). The condition numbers and extreme eigenvalues of unpreconditioned and preconditioned SEM matrices
reported in Tables 1–4 are then plotted in Fig. 2 as a function of p (top left), H (top right), h (bottom left) and δ (bottom
right).
In conclusion, all these results show that the overlapping Schwarz preconditioner remains very efficient also for
decompositions of the domain into nonstandard subdomains defined by Gordon–Hall transfinite mappings.
Test 2: homogeneous magnetostatic problem on a cable wedge. We consider a magnetostatic model problem as a
simplified case of Maxwell’s equations in the time invariance of fields hypothesis, so that the electric field decouples from
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Fig. 4. Test 3: top: computational domain, subdomain, spectral element mesh. Middle: contour plot of the solution. Bottom: convergence of the spectral
element solution to a reference solution for increasing p and fixed number of elements (continuous lines) or increasing number of elements for fixed p
(dashed lines).
the magnetic field and the former, with related quantities, need not being considered. The magnetostatic problem reads:
∇ × 1
µ
∇ × A = j,
where j is the current density field, A is the unknown magnetic vector potential and µ denotes the magnetic permeability.
We recall that the magnetic vector potential A is a three-dimensional vector field, defined up to a gradient, whose curl is
the magnetic induction B, i.e., B = ∇ × A, whilst H = B/µ is the magnetic field. For two-dimensional problems such that
µ is piecewise constant the governing equations reads:
1
µ
∇2Az = jz, (19)
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Fig. 5. Test 4: values of the discontinuous elliptic coefficient α in the computational domain of Fig. 1 (right): regular pattern (top left), random pattern
(top right). Bottom table: PCG iteration counts, extreme eigenvalues and condition numbers as functions of the exponent a in the regular pattern and in
the random pattern (denoted by ∗ in the table) for the unpreconditioned system, for PCG with overlapping Schwarz preconditioner without and with τH
or τh coarse problem.
index z referring to the normal component to the plane problem. As an example we consider a coaxial cable consisting of an
inner conductor with radius R1 = 1mm, surrounded by an insulating spacer, surrounded by an outer cylindrical conducting
shield cable with internal radius R2 = 3 mm and external radius R2 = 4 mm. A current I = 10 A flows within the two
cables in the opposite direction. The cable is assumed in a medium having constant µ = µ0. For symmetry reasons the
model problem can be solved in a circle sector of a plane that is orthogonal to the symmetry’s axis, for which the analytical
solution can be computed by standard arguments (e.g., [22]). See Fig. 3 (left). Beside symmetry, Dirichlet boundary condition
Az = 0 is imposed on ∂Ω , describing the fact that the magnetic field is null outside of the outer cable. We first consider the
accuracy of the scheme with respect to p and h, fixing N = 9. Then we consider the performance of the preconditioner as a
function of p and H .
We compare the exact solution with the SEM solution at the nodes of the discretization. To this aim, we compute the
error EL2 given by evaluating the difference between the exact and the SEM solutions using the discrete norm induced by
the GLL discrete scalar product (3). In Fig. 3 (columns 1–2) we show the spectral behavior of the error EL2 as a function of
the degree of the polynomials p, varying p from 2 to 12, fixed N = 9 and Ki = 6 × 6, whereas columns 3–4 refer to the
behavior of the error EL2 as a function of the size h of the elements, varying Nel from 1 to 6, (Ki = Nel×Nel), fixed N = 9 and
p = 6 within each element. In Fig. 3 (bottom), we compare the exact and numerical magnetic vector potential Az (left) and
magnetic field H (right), plotting the corresponding values as functions of the radius ρ, which measures the distance of a
given point from the common axis. The analytical solution is represented with a solid line, whereas the numerical solution
in denoted by circles. The mesh consists of N = 9 subdomains, which are globally partitioned into K = 60 elements, with
spectral degree p assuming values from 8 to 12 in each direction depending on the different elements of the SEMmesh. We
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Table 5
Test 2. PCG iteration counts, extreme eigenvalues and condition numbers as functions of p (top) and Ki = Nel × Nel (bottom) for the unpreconditioned
system, for PCG with overlapping Schwarz preconditioner with δ = 2 with/without τH or τh coarse problem. θ = H/δ∗ represents the relative overlap.
N = 9 subdomains, each with fixed Ki = 2× 2 number of elements of degree p in each direction (top) or each with Ki = Nel×Nel elements of fixed degree
p = 6 in each direction (bottom).
p CG (no prec.) PCG, without coarse pb.
it. λmin λmax κ2 it. λmin λmax κ2
2 115 5.73E−3 16.2 2832 32 1.14E−1 6.00 52.57
4 269 1.54E−3 23.7 15380 31 4.69E−2 4.00 85.19
6 451 7.01E−4 31.0 44165 37 2.59E−2 4.00 154.15
8 671 3.99E−4 39.1 97839 44 1.59E−2 4.00 251.75
10 924 2.57E−4 47.5 184480 52 1.06E−2 4.00 376.34
12 >1000 1.80E−4 56.0 311993 60 7.58E−3 4.00 527.53
14 >1000 1.32E−4 64.7 488297 68 5.67E−3 4.00 705.19
16 >1000 1.02E−4 73.3 721336 76 4.40E−3 4.00 909.28
p θ PCG, with τH -coarse pb. PCG, with τh-coarse pb.
it. λmin λmax . κ2 . it. λmin λmax κ2
2 2.00 33 0.932 6.00 6.44 34 0.998 6.54 6.56
4 4.00 30 0.715 4.47 6.26 29 0.972 4.84 4.98
6 7.53 32 0.544 4.21 7.73 30 0.836 4.48 5.36
8 12.39 36 0.400 4.09 10.23 31 0.713 4.25 5.96
10 18.56 41 0.296 4.04 13.67 33 0.581 4.13 7.10
12 26.03 45 0.224 4.02 17.97 36 0.466 4.07 8.72
14 34.81 49 0.174 4.01 23.08 39 0.376 4.04 10.73
16 44.88 53 0.138 4.01 28.99 43 0.307 4.02 13.10
Nel CG (no prec.) PCG, without coarse pb.
it. λmin λmax . κ2 . it. λmin λmax κ2
1 228 2.67E−3 27.82 10439 35 5.66E−2 4.29 75.72
2 451 7.01E−4 30.96 44165 37 2.59E−2 4.00 154.15
3 663 3.17E−4 32.06 101193 43 1.68E−2 4.00 237.98
4 893 1.80E−4 32.63 181564 49 1.24E−2 4.00 321.81
5 >1000 1.16E−4 32.99 285317 53 9.86E−3 4.00 405.65
6 >1000 8.06E−5 33.23 412492 59 8.17E−3 4.00 489.50
Nel θ PCG, with τH -coarse pb. PCG, with τh-coarse pb.
it. λmin λmax . κ2 . it. λmin λmax κ2
1 3.77 31 0.767 4.56 5.95 30 0.952 4.62 4.86
2 7.53 32 0.544 4.21 7.73 30 0.836 4.48 5.36
3 11.30 36 0.416 4.10 9.86 31 0.794 4.47 5.63
4 15.06 39 0.334 4.06 12.15 32 0.779 4.47 5.74
5 18.83 42 0.279 4.04 14.50 32 0.771 4.47 5.80
6 22.59 44 0.239 4.03 16.88 32 0.769 4.47 5.82
consider now numerical results regarding the behavior of the Overlapping Schwarz preconditioner with respect to p and h.
In Table 5we report the same quantities of Table 2, (top) varying the degree p from 2 to 16, fixingN = 9, Ki = 2×2 elements
of degree p within each subdomain, δ = 2 GLL points, and (bottom) varying the number of elements Nel per subdomain in
each direction from 1 to 6, fixing N = 9 subdomains, degree p = 6, and δ = 2 GLL points. For this classic magnetostatic
test problem in a nonstandard domain, we can observe that numerical results are analogous to those discussed in the case
of Test 1, both with regards to accuracy and to convergence properties of the preconditioning technique.
Test 3: heterogeneous tubular heat exchanger with channels. We now consider a tubular heat exchanger containing
a hot fluid (500 °C) enclosed by a layer of insulating material, covered by protective coating and surrounded by air at
room temperature (20 °C). Inside the tubular exchanger there are small channels containing a cold fluid (10 °C). Thanks
to symmetry, we can consider as computational domainΩ a slice of the circular tubular section shown in Fig. 4. Proceeding
radially and outward, the inner and outer diameters of the exchanger are 200 and 550 mm, the outer diameter of the
insulating material is 600 mm and the outer diameter of the coating layer is 620 mm. The cooling channels (cut in half
in Fig. 4) have diameters 50 mm. The model problem is then given by Eq. (1) with β = f = 0 and a piecewise constant
thermal conductivity coefficient α = 40 W/(m K) for the stainless steel exchanger, α = 0.01 W/(m K) for the insulating
layer and α = 0.2W/(m K) for the coating layer. The boundary conditions are of homogeneous Neumann type on the radial
lines induced by the symmetry and of Robin type at the boundaries in contact with fluids, i.e. −α ∂u
∂n = cv(u − T ) with
T = 10 for the channels boundaries, T = 500 at the inner boundary of the tube, T = 20 at its outer boundary and finally
with convection coefficient cv = 20. A spectral element mesh with N = 26 subdomains, each subdivided into Ki = 2 × 2
spectral elements, is also shown in Fig. 4, together with a contour plot of the solution (top). Fig. 4 (bottom) reports the
semilogarithmic plots of the error as a function of the number of GLL nodes between the spectral element and a reference
solution at a given point (marked as check point in Fig. 4, top) for increasing p and fixed number of elements (continuous
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lines) or increasing number of elements for fixed p (dashed lines). These numerical results show that spectral accuracy is
attained also in the case of a test problem presenting simultaneously nonstandard shape of the domain and jumps of the
coefficient α at the interfaces of some elements.
Test 4: hexagonal domain with random heterogeneities.We finally present the results of the application of CG and PCG
iteration to the hexagonal domain reported in Fig. 1 (right) presenting discontinuities in the diffusion coefficient α. The
domain Ω is subdivided into N = 18 subdomains, each with Ki = 2 × 2 elements of degree p = 6 (7 × 7 GLL point per
element). Adjacent subdomains have different coefficient α. The values of α are distributed either in a cyclic regular pattern
on the subdomains (see Fig. 5, left), or, for a harder case, in a randompattern (see Fig. 5, right). These values and arrangement
are just test cases and do not come from real applications. In Table 5 we report the same quantities as in the previous cases
of homogeneous media, varying the diffusion coefficient α from 10−9 to 109 in the case of regular pattern, and from 10−6 to
106 in the random case. The results show that, while unpreconditioned CG greatly suffers the severe ill-conditioning of the
problems due to the increasing coefficient jumps, the overlapping Schwarz preconditioner performs well independently
of discontinuity jumps in the coefficients of the elliptic operator, since large coefficient jumps are reduced to (and taken
care by) the local solvers on overlapping subdomains. Hence, this good property of overlapping methods, well known for
standard finite elements, also holds for SEM on complex geometries.
6. Conclusions
We have constructed and numerically analyzed overlapping Schwarz preconditioners for Gauss–Lobatto–Legendre
spectral element discretization of scalar elliptic problems, either homogeneous or heterogeneous, on nonstandard domains
defined by Gordon–Hall transfinite mappings. We have presented several tests problems in the plane both in presence
of discontinuity jumps in the coefficients of the elliptic operators and in the case of nonstandard domains, for instance
having holes or curved boundaries, defined byGordon–Hall transfinitemappings. The results show that overlapping Schwarz
methods can be successfully extended to Gauss–Lobatto–Legendre spectral elements employing Gordon–Hall transfinite
mappings, and in particular they retain spectral accuracy and their good convergence properties, such as scalability and
optimality, also for heterogeneous problems with discontinuity jumps in the elliptic coefficients.
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