We consider a fundamental problem in data structures, 
Introduction

The problem and the model
Static predecessor searching is a well studied problem in data structure design (see e.g. [BKZ77, Boa77, Wil85,  £ Work done while the author was a postdoctoral researcher at LRI, Orsay, France. Research supported by the EU 5th framework program QAIP IST-1999-11234 , and by CNRS/STIC 01N80/0502 and 01N80/0607 grants. And96, Ajt88, Mil94, MNSW98, BF02] ). Data structures for answering predecessor queries can be used to construct data structures to answer other queries like rank (finding the number of elements in Ë that are smaller than or equal to Ü) and nearest neighbour (finding an element in Ë closest to Ü)
efficiently. This motivates the need to design efficient data structures that support predecessor queries.
Let Ñ denote the set of integers ¼ Ñ ½ . In this paper, we study the static predecessor searching problem in Yao's cell probe model [Yao81] . The cell probe model is a natural and general model for proving upper and lower bound results in data structures.
Definition 1 (Static predecessor searching)
Definition 2 (The cell probe model) A´× Û Øµ cell probe scheme for the´Ñ Òµ-static predecessor problem has two components: a storage scheme and a query scheme. The storage scheme stores the subset Ë as a table Ì Ë of × cells, each cell of word size Û bits. The storage scheme is deterministic. The query scheme answers predecessor queries by making at most Ø probes to Ì Ë , where each probe reads one cell at a time, and the probes can be adaptive. In a deterministic cell probe scheme the query scheme is deterministic, whereas in a randomised cell probe scheme it is randomised.
Since in the cell probe model we only charge a scheme for the number of probes made to memory cells and for the total number of cells of storage used, and all internal computation is for free, lower bounds proved in the cell probe model hold in all reasonable data structure models (e.g. the unit cost RAM with the same word size) and give us insight into the intrinsic difficulty of the problem.
The goal is to design cell probe schemes for predecessor using small space i.e. × Ò Ç´½µ and Û Ç´ÐÓ Ñµ, and at the same time making a small number of probes Ø in the worst case.
Previous work
We start by describing the sequence of results that lead to the currently best known upper bounds for the´Ñ Òµ-static predecessor problem. For a long time, the best upper bound known for the predecessor problem was due to the data structures of van Emde Boas et al. [BKZ77, Boa77] , and the data structures of Fredman and Willard [FW93] . In their papers, van Emde Boas et al. [BKZ77, Boa77] gave a´ª´Ñµ ḈÐÓ Ñµ ḈÐÓ ÐÓ Ñµµ deterministic cell probe solution for predecessor. The main drawback of their solution is that the number of cells used is very large. Later, Willard [Wil85] The first lower bound for the´Ñ Òµ-static predecessor problem was proved by Ajtai [Ajt88] , who showed that no´Ò Ç´½µ ḈÐÓ Ñµ Ø µ deterministic cell probe scheme for predecessor can have constant number of probes Ø. Miltersen [Mil94] observed that there is a close connection between the cell probe complexity of a data structure problem and the communication complexity of a related communication game, and used this to improve Ajtai's lower bound to ª´ÔÐÓ ÐÓ Ñ µ probes. Recently, building on Ajtai's and Miltersen's work, Beame and Fich [BF02] showed that their data structure described above is indeed optimal in the following sense: any´Ò Ç´½µ ¾´Ð Ó Ñµ ½ ª´½µ Ø µ deterministic cell probe scheme for predecessor must satisfy Ø ª ÐÓ ÐÓ Ñ ÐÓ ÐÓ ÐÓ Ñ as a function of Ñ, and aný Ò Ç´½µ ´ÐÓ Ñµ Ç´½µ Ø µ deterministic cell probe scheme for predecessor must satisfy Ø ª Õ ÐÓ Ò ÐÓ ÐÓ Ò as a function of Ò. Similar lower bounds were proved by Xiao [Xia92] . We would like to stress here that all the above lower bound proofs are complicated with many technical details. Also, they hold for deterministic cell probe schemes only.
The result of Beame and Fich gives rise to the following two questions: does their lower bound hold for randomised query schemes as well? It has been observed recently that randomisation enormously helps in the case of membership queries [BMRV00] , and one might believe that it could help answer predecessor queries quickly as well. Secondly, is it possible to give a simple proof of the lower bound result of Beame and Fich?
A partial answer to both of the above questions was given by Miltersen, Nisan, Safra and Wigderson [MNSW98] . In their paper, they proved a general round elimination lemma for communication complexity. Using the connection between cell probe complexity of data structures and communication complexity, and their round elimination lemma, they showed the following lower bound for the predecessor problem: any´Ò Ç´½µ ´ÐÓ Ñµ Ç´½µ Ø µ randomised cell probe scheme for´Ñ Òµ-static predecessor must satisfy Ø á Ô ÐÓ ÐÓ Ñ µ as a function of Ñ, and Ø ª´´ÐÓ Òµ ½ ¿ µ as a function of Ò. Though the lower bound proved by [MNSW98] is weaker than that of [BF02] , their approach had two advantages: their lower bound holds for randomised query schemes too, and the proof is much simpler. In their paper, Miltersen et al. ask if their round elimination based approach can be strengthened to obtain the lower bound of Beame and Fich.
Our Results
We answer the question posed by Miltersen, Nisan, Safra and Wigderson. Our main result in this paper shows that the lower bound of Beame and Fich holds for randomised cell probe schemes as well.
The Predecessor Problem
Result 1 Suppose there is a´Ò Ç´½µ ´ÐÓ Ñµ Ç´½µ Ø µ randomised cell probe scheme for the´Ñ Òµ-static predecessor problem with error probability at most ½ ¿. Then,
We prove this result by combining the approach in [MNSW98] with a new round elimination lemma for communication complexity. Our round elimination lemma is a strengthening of the one proved in [MNSW98] , and we believe it is of independent interest.
An improved round elimination lemma
In this paper, all communication protocols are two-party. The error probability of a randomised communication protocol is defined as the maximum error of the protocol for any input. For a general introduction to communication complexity, see the book by Kushilevitz and Nisan [KN97] . So it should be possible to eliminate the first message of Alice, giving rise to a protocol where Bob starts, with one less round of communication, and having similar message complexity and error probability. The round elimination lemma captures this intuition. 
The proof of this lemma uses tools from information theory. In particular, we use the average encoding theorem of Klauck, Nayak, Ta-Shma and Zuckerman [KNTZ01] . Intuitively, this theorem says that if the mutual information between a random variable and its randomised encoding is small, then the probability distributions on code words for various values of the random variable are indeed close to the average probability distribution on code words.
Applications to other problems
We prove our lower bound result for predecessor by actually proving a lower bound for the rank parity problem. In the rank parity problem, we need to store a subset Ë of the universe Ñ so that given a query element Ü ¾ Ñ , we can output whether the number of elements in Ë less than or equal to Ü is even or odd. Lower bounds for rank parity imply similar lower bounds for some other data structure problems like point separation [BF02] and two-dimensional reporting range query [MNSW98] . For details of the reduction from rank parity to the above problems, see the respective papers cited above.
Independently, the round elimination lemma has applications to problems in communication complexity. For example, let us consider communication protocols for the 'greater-than' problem GT Ò in which Alice and Bob are given bit strings Ü and Ý respectively of length Ò each, and the goal is to find out if Ü Ý or not ( 
Extensions to quantum schemes
In [SV01], Sen and Venkatesh defined a new model for studying static data structure problems in the quantum world, called the address only quantum cell probe model. This model is general enough to subsume classical randomised query algorithms as well as most known quantum black box algorithms (for example, Grover's algorithm [Gro96] ). In that paper, they proved a round elimination lemma for quantum communication complexity using quantum information theoretic techniques. However, their quantum round elimination lemma was not strong enough to obtain Beame and Fich's lower bounds for predecessor in the address-only quantum cell probe model. Instead, the lower bounds for predecessor in the address-only quantum cell probe model that they could prove were the same as those of Miltersen et al. [MNSW98] . It turns out that the better use of existing information theoretic techniques that allow us to prove the strong round elimination lemma of this paper generalise to the quantum scenario too, allowing us to now prove a strong quantum round elimination lemma. This strong quantum round elimination lemma finally enables us to obtain optimal lower bounds for predecessor in the address-only quantum cell probe model. We postpone the details of the quantum generalisation to the full version of the paper.
Our techniques
The starting point of our work is the paper of Miltersen, Nisan, Safra and Wigderson [MNSW98] showing lower bounds for randomised cell probe schemes for predecessor. The crux of Miltersen et al.'s lower bound is the following round elimination lemma for communication complexity. Our next observation is that Klauck, Nayak, Ta-Shma and Zuckerman [KNTZ01] have studied rounds versus quantum communication tradeoffs for the 'tree pointer chasing' problem using tools from quantum information theory. In fact, their quantum lower bound for the 'tree pointer chasing' problem is better than its previously known classical lower bound [MNSW98] ! An important ingredient of their quantum lower bound was a quantum informationtheoretic result called average encoding theorem. This result, when interpreted in classical information theory, says informally that when messages carry very little information about the input, the average message is essentially as good as the individual messages. This result gives us a new way of attacking the round elimination problem. The information-theoretic round reduction arguments in [KNTZ01] are average-case (under the uniform distribution on the inputs) arguments, and do not immediately give a worst-case result like the round elimination lemma. The information-theoretic arguments have to be combined with Yao's minimax lemma [Yao77] (also used in the proof of the round elimination lemma in [MNSW98] ) to prove the strong round elimination lemma of this paper. The information-theoretic approach brings out more clearly the intuition behind round elimination, as opposed to the ad hoc combinatorial proof in [MNSW98] . We believe that this strong round elimination lemma is an important technical contribution of this paper.
Fact (Round elimination lemma, [MNSW98])
Organisation of the paper
We start with some preliminaries in the next section. Assuming the average encoding theorem, we prove an intermediate result which allows us to reduce the number of rounds of a communication protocol if the first message does not convey much information about the sender's input. A selfcontained classical proof of the average encoding theorem can be found in the appendix for completeness. Using the intermediate result, we prove our strong round elimination lemma in Section 4. Using the strong round elimination lemma, we prove the optimal lower bound for the predecessor problem with randomised query schemes in Section 5. The rounds versus communication tradeoff for the 'greaterthan' problem is sketched in Section 6. We finally conclude mentioning some open problems in Section 7.
Preliminaries
Predecessor searching and communication complexity
We first recall some facts about the connection between randomised cell probe schemes for predecessor and communication complexity of rank parity from [MNSW98] . We give proof sketches of these facts for completeness. Proof: Consider the static rank parity data structure problem where the storage scheme has to store a set Ë Ñ , Ë Ò, and the query scheme, given a query Ü ¾ Ñ , has to decide whether the rank of Ü in Ë is odd or even. Fredman, Komlós and Szemerédi [FKS84] have shown the existence of two-level perfect hash tables containing, for each member Ý of the stored subset Ë, Ý's rank in Ë, and using 
Some information theoretic facts
In this subsection, we discuss some information theoretic facts which will be used in the proof of our improved round 
Þ.
The next fact follows easily from the definitions. In particular, if
where is expectation is over the marginal distribution of .
We will need the following average encoding theorem of Klauck, Nayak, Ta-Shma and Zuckerman [KNTZ01] . Klauck et al. actually prove a quantum version of this theorem in their paper, but we will use the classical version in the proof of our round elimination lemma. Intuitively speaking, the theorem says that if the mutual information between a random variable and its randomised encoding is small, then the probability distributions on the code words for various values of the random variable are close to the average probability distribution on the code words. 
Definition 6 (Total variation distance)
Reducing the number of rounds
In this section, we will prove an intermediate result (Lemma 1), which will be required to prove our round elimination lemma (Lemma 2). The proof of Lemma 1 is similar to the proof of Lemma 4.4 in [KNTZ01] (see also [Man01] ), but much simpler since we are in the classical setting. Intuitively speaking, the lemma says that if the first message in a communication protocol carries little information about the sender's input, under some probability distribution on Alice's and Bob's inputs, then it can be eliminated, giving rise to a protocol where the other player starts, with one less round of communication, smaller message complexity, and with similar average error probability with respect to the same probability distribution on Alice's and Bob's inputs.
Consider a (possibly randomised) communication protocol È computing a function ¢
. For an input´Ü Ýµ ¾ ¢ , we define the error¯È Ü Ý of È oń Ü Ýµ to be the probability (over the coin tosses of Alice and Bob) that the result of È on input´Ü Ýµ is not equal to ´Ü Ýµ. For a protocol È, given a probability distribution on ¢ , we define the average error¯È of È with respect to as the expectation over of the error of È on inputs´Ü Ýµ ¾ ¢ . We define¯È to be the maximum error of È on inputs´Ü Ýµ ¾ ¢ i.e.¯È is the error of protocol È. Å µµ ½ ¾ . The important idea here is to first generate Alice's message using a new private coin without 'looking' at her input, and after that, to adjust Alice's old private coin in a suitable manner so as to be consistent with her message and input. In protocol È ¼ , the probability that Alice's old private coin is set to Ö is È Ñ Ñ Õ ÜÑ Ö . Thus, the total variation distance between the probability distributions on Alice's old private coin is 
Idea of
The round elimination lemma
We now prove our improved round elimination lemma for the communication game ´Òµ . The round elimination lemma is stated for public coin randomised protocols only. Since a public coin protocol can be converted to a private coin protocol at the expense of an additive increase in the communication complexity by at most logarithm of the total bit size of the inputs [New91], we also get a similar round elimination lemma for private coin protocols. But since the statement of the round elimination lemma is cleanest for public coin protocols, we give it below for such protocols only. Using Lemma 1 and equations (3) and (4), we get a Ø ½ Ð ¾ Ð Ø deterministic protocol È Ü½ Ü ½ for with
Lemma 2 (Round elimination lemma) Suppose
We have that (note that the expectations below are under distribution £ and the mutual informations are for protocol È £ with its inputs distributed according to £ )
The first inequality follows from (5), the second inequality follows from the concavity of the square root function and the last inequality from (1) and (2).
Thus, we can immediately see that there exist ¾ Ò and Ü ½ Ü ½ ¾ such that¯È
È is our desired Ø ½ Ð ¾ Ð Ø deterministic protocol for with¯È ¯, thus completing the proof of the round elimination lemma.
Optimal lower bounds for predecessor
In this section, we prove our (optimal) lower bounds on the query complexity of static predecessor in the cell probe model with randomised query schemes. 
Theorem 1 Suppose there is a´Ò
Proof:
The proof is similar to the proof of the lower bound for predecessor in [MNSW98] , but with different parameters, and using our stronger round elimination lemma (Lemma 2).
By , but the error probability increases to at most AE · ¾´½¾Øµ ½ . We do the above steps repeatedly. We start off with á ¾Ø µ public coin protocol for PAR ÐÓ Ñ Ò with error probability less than ½ ¿. After applying the above steps times, we get a´¾Ø ¾ µ public coin protocol for
with error probability less than ½ ¿ · ¾ ´½¾Øµ ½ .
By applying the above steps Ø times, we finally get á Thus, we get a zero round protocol for a rank parity problem on a non-trivial domain with error probability less than ½ ¾, which is a contradiction.
In the above proof, we are tacitly ignoring "rounding off" problems. We remark that this does not affect the correctness of the proof.
The 'greater-than' problem
We illustrate another application of the round elimination lemma to communication complexity by proving improved rounds versus communication tradeoffs for the 'greater-than' problem. . We can think of the protocol as a´Ø µ public coin randomised protocol with error probability less than ½ ¿. Suppose Ò Ø , where ¡ ´¾ ÐÒ ¾µ´¿Øµ ¾ . Applying the self-reduction and Lemma 2 alternately for Ø stages gives us a zero round protocol for the 'greater-than' problem on a non-trivial domain with error probability less than ½ ¾, which is a contradiction. Thus,
Conclusion and open problems
In this paper, we proved a lower bound for the randomised query complexity of a cell probe scheme for the static predecessor searching problem. Our lower bound matches the deterministic cell probe upper bound of Beame and Fich. We proved our lower bound by proving a strong round elimination lemma in communication complexity. Our round elimination lemma improves on the round elimination lemma of Miltersen, Nisan, Safra and Wigderson, and is crucial to proving our optimal lower bound for predecessor searching. Our strong round elimination lemma also gives us improved rounds versus communication tradeoffs for the 'greater-than' problem. We believe that our round elimination lemma is of independent interest and should have other applications.
We believe that our work brings out an interesting fact. Sometimes, in order to prove lower bound results, it helps to work in a more general model of computation. Of course, this makes the task of proving lower bounds harder, but also we now have more tools and techniques at our disposal. This sometimes enables us to attack the problem in a clearer fashion, without letting irrelevant details about the restricted model distract us. In our case, our attempt to prove a lower bound result in the more general addressonly quantum cell probe model [SV01] led us to make better use of powerful tools from information theory, which finally enabled us to prove optimal lower bounds for predecessor in the (classical) randomised cell probe model! Also, the information-theoretic approach gives us a simpler and clearer lower bound proof as compared to previous lower bound proofs for predecessor.
Our lower bound for rank parity implies simpler and improved lower bounds for the randomised query complexity of cell probe schemes for many other closely related data structure problems like the point separation problem and the two-dimensional reporting range query problem. However, it does not seem to imply a non-trivial lower bound for the approximate nearest neighbour searching problem (ANN) on the Hamming cube ¼ ½ . In this problem, the storage scheme has to store a subset Ë ¼ ½ in a table using Ë Ç´½µ cells with word size Ç´½µ , and the query scheme, given a query element Ü ¾ ¼ ½ , has to return an element Ý ¾ Ë such that ´Ü Ýµ ¡ ´Ü Þµ for all Þ ¾ Ë, where ¡ ½ is the given approximation factor and ´¡ ¡µ is the Hamming distance. An Ç´ÐÓ ÐÓ µ upper bound for ANN using randomised query schemes follows from the works of Indyk and Motwani [IM98] , and Kushilevitz, Ostrovsky and Rabani [KOR98] . An ª ÐÓ ÐÓ ÐÓ ÐÓ ÐÓ lower bound for deterministic query schemes was proved by Chakrabarti, Chazelle, Gum and Lvov [CCGL99] , building on the methods of Beame and Fich [BF02] . The round elimination lemma fails to give a non-trivial lower bound for this problem due to technical reasons, and no non-trivial lower bound for ANN for randomised query schemes is known. Hence, proving a non-trivial lower bound for ANN for randomised query schemes is an important open problem.
The lower bound for predecessor searching for quantum cell probe schemes works only if the quantum query scheme satisfies a technical restriction of being address-only. For a general quantum query scheme, no non-trivial lower bound is known for any data structure problem. The connection between cell probe query complexity and communication complexity breaks down if the quantum query scheme is not address-only. Hence, proving non-trivial lower bounds for data structure problems in the general quantum cell probe model is another important open problem.
