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Several authors [ 1,2, 51 have proved in various cases that the free boundary 
in the (one-dimensional) Stefan problem is an infinitely differentiable curve. 
Here we present what we feel is a very simple proof of this result. As in [5], 
our proof is based on a priori estimates for parabolic equations, but we have 
tried to be more explicit than [5]. To simplify the notation, we consider only 
the one-phase problem, but it will be apparent that our methods generalize 
immediately to the two-phase problem. 
If s(t) is a continuous positive function, let 
Q8 = {(x, t): 0 < t < T, 0 < x < s(t)>. 
The Stefan problem we consider is as follows. Find a positive function s(t) 
with s(O) = b and a function u on Qs such that 
ut = u,, in Qs , (1) 
u =f,+,Oona'Q,, (2) 
and 
u&(t), t) = -a.+(t) for 0 < t < T. (3) 
Here a’Q, denotes the three sides of aQI along which boundary data is 
prescribed in the first boundary problem; condition (2) states that u is equal 
to f, 4, and zero along the left, initial, and right faces of aQs , respectively. 
In this paper, we consider only classical solutions on (l)-(3). It will not be 
necessary to impose any specific conditions on f or 4, as our main theorem 
concerns the behavior of the solution along the right face of aQs . 
THEOREM. Ifs, u satisfy (l)-(3), then s E P(E, T) for any E > 0. 
Let s, u be some fixed solution of (l)-(3). Then u may be regarded as a 
solution of the boundary problem (l), (2) on a given domain Q8 . We transform 
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this problem to a boundary problem on the rectangle Q = (0, 1) x (0, T) 
as follows. Let 
8 = x/s(t), 7 = t. (4) 
If we define e, by the relation ~(5, T) = U(X, t), then e, satisfies 
VT = W2>(d + (dWvd in Q, (5) 
v =f,$,O on iYQ. (6) 
Here we have used the notation u = S and 
ii(t) = b + Iot u(t’) dt’ = s(t). (7) 
The transformation (4) is Cm with respect to x and Cl with respect to t. 
Hence, all derivatives in (5) (6) admit a classical interpretation. In this 
notation, Eq. (3) may be written 
u(t) = -c%-‘(l/G(t))(vp(l, t)) for 0 < t < T. 
We recall the anisotropic Holder spaces that enter into the a priori estimates 
of Schauder type for parabolic equations. (See, for example, [4, p. 71). For 
any positive nonintegral real number h let 
where II . /I0 is the sup norm. The seminorms appearing as the first two terms 
here are defined as follows. If 0 < X < 1, let 
I u ld,Z = sup 14% t) - 4x’, t)l/l x - x’ IA, 
x,x’,t 
and for general A, let 
I u IA.~ = 1 I D2Dtku LI . 
j+2k=[A] 
If0 <A < 1,let 
1 u I&t = ,“y:, I u(x, t) - u(x, t’)M t - t’ IA’2; 
I I 
if 1 < h < 2, let 
I u IA.; = I D,u Id-1 + SUP I+, t) - u(x, WI t - t’ P2, 
z,t.t’ 
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and for general A, let 
I u L,t = c I 4jDtku IA-lnJ,t + c I DzjWu IA--IA-at . 
j-kZk=[A] j+2k==[A-l] 
Finally, let H,(Q) be the set of functions on Q for which // * /IA is finite. 
LEMMA. Let u be a bounded sdutim of the equation ut = au,, + bu, + czc 
in Q (where a > 0) such that 
~(1, t) = 0 for 0 < t < T. 
Ij the coe~ci~ts a, b, and c be~~ to H,(Q), thepr for any c > 0, we have 
u f ffA+2(QJ, &we QG = (E, 1) x (e, T). 
This lemma is a special case of [4, Theorem 10.1, p. 3513. In the notation 
of [4], we have set T0 =: 42, Tl = e, T, = T, fz = (0, l), fz’ = (E, l), 
fL” = (c/2, 1). Note that the functions j and @ in the estimate [4, Eq. (10.5)] 
both vanish in our situation and that 4 is not needed. 
In the proof of our theorem, we shall regard CT as a function on Q, even 
though in fact it is independent of x. By (7), if f~ E IRAQ), then ii e HA+s(Q). 
The basic iterative step in the proof is as follows. 
Suppose that for some X > 0, we have u E HA(Qs), where 6 3 0. Now z, 
satisfies Eq. (5), and by (6) v vanishes along the right face of aQ; hence by 
the lemma v E Hncp(Qs+J. Therefore, r+ E Hncr(Qs+J, so by (8) we have 
Q E: fG+~(Qti+& 
The preceding argument supplies the inductive step of a proof by induction 
that CT E P(E, 7’). To start the induction one needs an estimate for the 
Holder continuity of vp , where v is the solution of (5), (6). However, the 
coefficients in Eq. (5) are bounded and this estimate is standard. (See, for 
example, [4, Chap. 3, Section 111, including Remark 11.2 on p. 218.) The 
proof is complete. 
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