Geometry and topology of symplectic resolutions by Kaledin, D.
ar
X
iv
:m
at
h/
06
08
14
3v
2 
 [m
ath
.A
G]
  2
2 J
un
 20
08
Geometry and topology of symplectic resolutions
D. Kaledin
∗
Contents
1 Definitions and general results. 2
2 Deformations and quantization. 6
2.1 Local theory. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Globalization by formal geometry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3 Positive characteristic case. 10
3.1 New phenomena. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.2 Restricted structures. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.3 Quantization. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4 Derived equivalence. 16
4.1 Tilting generators. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.2 Twistor deformations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.3 Estimates for critical lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4.4 Artin approximation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
5 Geometric corollaries. 22
5.1 Additional results on derived equivalences. . . . . . . . . . . . . . . . . . . . . . . . . 22
5.2 Comparison with quantum groups. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
Introduction.
By Hironaka, every singular algebraic variety Y over C admits a resolution of singularities – that is,
a smooth algebraic variety X equipped with a projective birational map X → Y . In many problems
of algebraic geometry the mere existence of X is enough, but sometimes it is not. Especially when
algebraic geometry is being used as a tool in some other area of mathematics, more control over the
resolution X is needed.
This is very prominently the case, for instance, in Geometric Representation Theory (see e.g.
[CG]). Ideally, given a singular variety Y encoding some representation theory problem, one wants
a resolution X which is semismall (that is, dimX ×Y X = dimX), and with some restrictions on
the topology of the fibers. If Y carries some group action, one also wants X to be equivariant with
respect to this action.
In many cases it is actually possible to achieve the ideal. For instance, if Y is the nilpotent cone
in the adjoint representation of a semisimple Lie group, then it admits a semismall resolution X
known as Springer resolution. The resolution is equivariant with respect to all possible group actions
on Y . Its fibers, although singular, cohomologically behave in the same way as smooth homogeneous
spaces: all the cohomology groups are pure with respect to the weight filtration, and are in fact
spanned by classes of algebraic cycles. A completely parallel picture holds for the so-called quiver
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2varieties of H. Nakajima, and for Hilbert schemes of n points on C2. Some additional pieces of
structure are present in all these cases on the resolution X, in particular, X is equipped with a
holomorphic symplectic from.
The standard proofs of these facts (e.g. [CLP]) work by explicit constructions and rely heavily
on the specific geometry of the variety Y in question.
The goal of the present paper is to report on a recent series of results that somewhat changes
this conventional perspective. Namely, upon closer inspection, it turns out that the holomorphic
symplectic form, an auxiliary and almost accidental piece of structure on the resolution X, actually
insures all of the other good properties it enjoys – the semismall property, the cohomological purity
of the fibers, and so on and so forth. Moreover, the theory can be pushed through so far as to give a
complete algebraic description of the derived category of coherent sheaves on the X. This gives new
information even in the well-studied cases such as the Springer resolution or the Hilbert scheme.
Since the only thing needed from X is the holomorphic symplectic form, the results we are going
to describe lie entirely within Algebraic Geometry (or even Algebraic Symplectic Geometry, if such
a thing exists at present). Thus no knowledge of Geometric Representation Theory is needed, nor
assumed. Moreover, while most known applications come from geometric representation theory, all
the results can also be used in the local study of contractions of compact holomorphic symplectic and
hyperka¨hler manifolds – or, more generally, in that part of the Minimal Model Program which deals
with varieties with trivial canonical bundle. In particular, some of the results on the derived category
are actually difficult conjectures which should hold in larger generality, and at least for general
Calabi-Yau varieties (see e.g. the general program sketched in [BO1], [BO2]). In the holomorphic
symplectic case, these conjectures can actually be proved.
We should warn the reader that the scope of this paper is limited – we essentially restrict ourselves
to giving an overview of the papers [Kal3], [BK1], [BK2], [BK3] and [Kal2]. We do not attempt to
give a general overview of symplectic singularities, and we do not even mention a lot of fine work –
a most notable omission is a series of papers [Nam1], [Nam2], [Nam3], [Nam4] by Y. Namikawa and
a paper [FuNa] by B. Fu and Y. Namikawa. In addition, we aim to be understandable and brief,
even at the cost of being precise. Thus some of the proofs are omitted, and the other ones are only
sketched. We always give a precise references to original papers, which the reader who wishes to see
a complete proof should definitely consult. In remarks, we allow ourselves even more imprecision,
and the entire last Subsection 5.2 should be treated as an extended remark.
Acknowledgments. The results reviewed in this paper have been obtained through a long research
project; the original motivation for this project came from R. Bezrukavnikov, and part of the research
is joint work. It goes without saying that his help was invaluable even in those parts which do not
directly bear his name. I am very grateful to the organizers of the Seattle meeting for inviting me,
and for generously allowing me several talk slots instead of one, thus giving me an opportunity to
present the results in great detail.
1 Definitions and general results.
Fix a base field K of characteristic 0. A convenient starting point is the following definition intro-
duced by A. Beauville [Beau].
Definition 1.1. Asymplectic singularity is a normal irreducible algebraic variety Y overK equipped
with a non-degenerate symplectic form Ω ∈ H0(Y sm,Ω2) on the smooth locus Y sm ⊂ Y which
extends to a possibly degenerate symplectic form on a smooth projective resolution X → Y .
Here and elsewhere in the paper symplectic is understood in the algebraic sense – it should
not be confused with C∞ symplectic forms which appear in Ka¨hler geometry. By a resolution we
understand a smooth variety X equipped with a projective birational map X → Y . Originally,
3Beauville only required the existence of the form Ω; we prefer to include it into the definition as a
part of the data.
An easy observation ([Beau]) is that if Ω extends to one smooth resolution X, it also extends to
any other resolution X ′ – thus in Definition 1.1 we can replace ”a resolution” with ”any resolution”
without any loss of generality.
In the present paper, we are mostly concerned with local study of symplectic singularities – in
particular, Y will be usually assumed to be affine. Since we also assume Y normal, we must have
Y = SpecH0(X,OX ), so that, once a resolution X is given, it is no longer necessary to specify Y .
Let us give some examples of symplectic singularities.
Example 1.1. Y =W/G, whereW is the 2-dimensional vector space considered as an affine variety,
and G ⊂ SL(W ) is a finite subgroup. In this classic case (see e.g. [Lau]), there exists a unique
smooth resolution X with trivial canonical bundle – since we are in dim 2, this is equivalent to having
a symplectic form.
Example 1.2. Y = A2n/Sn, the quotient of the affine space of dimension 2n by the symmetric
group on n letters – equivalently, Y is the n-th symmetric power of the affine plane A2. X is the
Hilbert scheme of 0-dimensional subschemes of length n in A2 (abbreviated to “Hilbert scheme of n
points”).
Example 1.3. A combination of the previous two examples: Y is the n-th symmetric power of a
quotient Y0 =W/G, dimW = 2, G ⊂ SL(W ), X is the Hilbert scheme of n points on the canonical
symplectic resolution X0 of Y0.
Example 1.4. Y = V/G is the quotient of a symplectic vector space V by a finite subgroup
G ⊂ Sp(V ), X is any resolution.
Example 1.5. Y ⊂ g is the nilpotent cone in a Lie algebra g of a semisimple Lie group G, X =
T ∗(G/B) is the cotangent bundle of the flag variety G/B associated to G (the Springer resolution).
Example 1.6. More generally, X = T ∗(G/P ) is the cotangent bundle to a homogeneous variety
G/P associated to a parabolic subgroup P ⊂ G in a semisimple Lie group. Y = SpecH0(X,OX ) is
in this case a closure of a certain nilpotent orbit in g.
Example 1.7. Even more generally, Y is the normalization of the closure of a nilpotent orbit in a
semisimple Lie algebra g, X is any resolution.
Example 1.8. Y andX are quiver varieties constructed by H. Nakajima [Nak] starting from certain
combinatorial data.
We note that Examples 1.1-1.3 are particular cases of Example 1.4, and Examples 1.5-1.6 are
particular cases of Example 1.7. The reason we have separated them from the rest is that they
actually satisfy a stronger assumption: there exists a resolution X to which the symplectic form Ω
extends as a non-degenerate 2-form. This property, unlike the general definition of the symplectic
singularity, depends on the resolution. To emphasize this, we introduce the following definition.
Definition 1.2. A symplectic resolution is a smooth algebraic variety X over K equipped with
a closed non-degenerate 2-form Ω such that the canonical map X → Y = SpecH0(X,OX ) is a
birational projective map.
Not all symplectic singularities have symplectic resolutions. In the quotient singularity case (Ex-
ample 1.4), the only known examples of symplectic resolutions are those in Example 1.3. Moreover,
it has been proved by M. Verbitsky [Ve] that the existence of a symplectic resolution yields a strong
necessary condition on the subgroup G ⊂ Sp(V ), and even this condition is not sufficient ([GiKa]).
4In the nilpotent orbit case (Example 1.7), the existence question has been studied exhaustively by
Baohua Fu [Fu]; all the symplectic resolutions that do exist are covered by Example 1.6. Finally, in
the quiver variety case a resolution always exists, but this is in fact a corollary of a certain technical
assumption on the combinatorial data imposed in [Nak]. If one drops this assumption, one obtains
some quiver varieties which do not admit a resolution (for instance, those considered in [KLS]).
Even more surprisingly, there are quiver varieties which do admit a symplectic resolution, but not
of the quiver type – such is the O’Grady singularity studied in [KL].
An obvious source of smooth symplectic varieties is the cotangent bundles, X = T ∗M for a
smooth algebraic varietyM . However, this is not very promising from the point of view of symplectic
singularities. Indeed, there is the following conjecture variously attributed to J.-P. Demailly, F.
Campana, Th. Peternell, which is very difficult, but kind of old and well-established.
Conjecture 1.3. Assume given a smooth algebraic variety M , let X = T ∗M , and assume that the
natural map X → Y = H0(X,OX ) is a projective birational map. Then M = G/P , the quotient of
a semisimple algebraic group G by a parabolic subgroup P ⊂ G.
Thus all the symplectic resolutions of the form T ∗M are conjecturally covered by Example 1.6.
We note that if in assumptions of Conjecture 1.3 one in addition requires that Y has an isolated
singularity, then one can prove thatM must be a projective space – this is S. Mori’s famous theorem
on smooth varieties with ample tangent bundle.
Another natural source of symplectic resolution comes from global holomorphic symplectic ge-
ometry. Given a projective holomorphic symplectic manifold X, one can sometimes construct a
projective birational contraction X → Y ; the preimage X ⊂ X of any open affine Y ⊂ Y is then
an example of a symplectic resolution according to Definition 1.2. However, so far, all the singu-
larities obtained in this way are also covered by Example 1.6 (prominent examples are the Mukai
Contraction, where X = T ∗Pn, and the O’Grady singularity, where X = T ∗L, L the Grassmanian
of Lagrangian 2-planes in the 4-dimensional symplectic vector space).
Let us now list some of the general properties of symplectic singularities and symplectic resolu-
tions. First of all, assume given a symplectic singularity Y . The first observation is the following.
Lemma 1.4 ([Beau]). A symplectic singularity Y is necessarily canonical and rational. 
Corollary 1.5. For any fiber F of a smooth resolution π : X → Y of a symplectic singularity Y ,
the cohomology group H1(Fan,Z) is trivial.
Proof. By proper base change, it suffices to prove that R1π∗ZX = 0; this immediately follows from
R1π∗OX = 0 by considering the exponential exact sequence. 
To proceed, it turns out to be very productive to notice that Y carries a natural structure of a
Poisson scheme, [Kal2, Definition 1.2]. Namely, for every two local functions f, g ∈ OY on Y , we
define
{f, g} = Θ y df ∧ dy
on the smooth part Y sm ⊂ Y , where Θ ∈ H0(Y sm,Λ2T ) is the bivector on Y sm dual to the
symplectic form, and we note that since Y is normal, any function extends uniquely from Y sm to
the whole Y . The advantage of the Poisson bracket over the symplectic form is that the bracket is
perfectly well-defined on the singular locus of Y . This allows to prove the following.
Theorem 1.6 ([Kal2, Theorem 2.3]). Every symplectic singularity Y admits a finite stratifica-
tion by locally closed Poisson subschemes Yi ⊂ Y such that every Yi is in fact smooth, and the
induced Poisson structure on Yi comes from a symplectic form. All the closures Yi are also sym-
plectic singularities. Moreover, for any closed point y ∈ Y , the formal completion Ŷy admits a
decomposition
(1.1) Ŷy = Yy,0×̂Ŷiy
5into the Poisson scheme product of the formal germ of the stratum Yi containing y and a certain
symplectic singularity Yy,0.
The decomposition (1.1) into the product of a symplectic stratum and a transversal slice is
an algebraic version of the Weinstein decomposition known in the C∞ Poisson geometry, see [We].
Unfortunately, in algebraic geometry it only exists after passing to the formal completion. To remedy
the situation, it would be very convenient to have one additional piece of structure on a symplectic
singularity – namely, a Gm-action which dilates the symplectic form.
Definition 1.7. An action of the algebraic group Gm on a symplectic singularity Y is called dilating
if it preserves the line K ·Ω ∈ H0(Y sm,Ω2Y ) and acts on this line via a representation of weight l > 0
(in other words, λ · Ω = λlΩ for some fixed integer l > 0 any λ ∈ Gm(K) = K
∗). A Gm-action on
Y is said to be positive-weight if every finite-dimensional Gm-equivariant subquotient of H
0(Y,OY )
decomposes into a sum of representations of non-negative weights.
Conjecture 1.8. Every transversal slice Yy,0 in (1.1) admits a dilating positive-weight action of
Gm such that y ∈ Yy,0 is its only fixed point.
This conjecture is not as wild as one might suppose, since it is actually possible to prove that
Yy,0 does admit a dilating Gm-action whose only fixed point is y ([Kal2, Theorem 2.4]). It is not
true, however, that such an action always has positive weights. It often happens in examples that Y
admits a commuting Gm action which is Hamiltonian, and even if one starts with a positive-weight
dilating action, composing it with a commuting Hamiltonian action may produce a dilating Gm
action whose weights are no longer positive. Effectively, Conjecture 1.8 says that this is the only
source of problems: whenever a dilating action provided by [Kal2, Theorem 2.4] is not positive-
weight, there is a commuting Hamiltonian action which can be used to correct the weights.
In examples, a good Gm-action is always present. In the quotient singularity case Y = V/G, the
strata Yi and the transversal slices Yy,0 are also symplectic quotient singularities, and the Gm-action
on V with weight 1 induces a good dilating action. In the nilpotent orbit case, the strata are smaller
nilpotent orbits, and it is possible to obtain a dilating positive-weight Gm-action on transversal slice
by an explicit construction. The same is true in the quiver variety case.
The existence of a positive-weight dilating Gm-action is in fact necessary for some of the results
that we are going to describe; since we cannot at present prove Conjecture 1.8, it has to be introduced
as an additional hypothesis in the statements.
Assume now given a symplectic resolution X in the sense of Definition 1.2. Then the affine
scheme Y = SpecH0(X,OX ) is a symplectic singularity, so that Theorem 1.6 applies. However, one
can also prove some stronger results concerning the topology of X.
Theorem 1.9 ([Kal2, Corollary 2.8, Lemma 2.11, Theorem 2.12]). Let X be a symplectic
resolution of Y = SpecH0(X,OX ). Then X is semismall over Y – that is, dimX ×Y X = dimX.
More exactly, for any stratum Yi ⊂ Y of codimension codimYi = 2l, its preimage Xi ⊂ X has
codimension ≥ l. Moreover, we have
Hp(X,ΩqX) = 0
whenever p > q, and for any fiber E ∈ X of the map X → Y , the odd cohomology groups
H2p+1(Ean,C) of the corresponding complex-analytic space Ean are trivial, while the even coho-
mology groups H2p(Eam,C) carry a pure R-Hodge structure of weight 2p and type (p, p). Finally,
the symplectic form Ω is exact in the formal neighborhood of any fiber E ∈ X.
Sketch of the proof. For any integer i ≥ 0, denote by F iH
q
DR(X) the image of the cohomology
H
q
(X,F iΩ
q
X) with coefficients in the i-th term of the stupid filtration on the de Rham complex Ω
q
X .
This is not quite the Hodge filtration, since X is not compact, but it is functorial, and restricts to
Hodge filtration on compact fibers. By definition, the de Rham cohomology class [Ω] ∈ H2DR(X) of
the symplectic form Ω lies in F 2H2DR(X). Since Y has rational singularities, we have H
i(X,OX ) = 0
6for i ≥ 1, so that H
q
DR(X) = F
1H
q
DR(X), and the same is then true for the complex-conjugate to
the filtration F
q
. In particular, [Ω] ∈ F 1H2DR(X). By Hodge theory, this implies that [Ω], hence
also Ω itself restricts to 0 on any fiber E.
Since the de Rham cohomology H
q
DR(E˜) of the formal neighborhood E˜ of the fiber E ∈ X is
isomorphic to the cohomology of E itself, [Ω] is also trivial in H2DR(E˜). Noting that H
1(E˜,O eE) = 0
by Lemma 1.4, we deduce that Ω is exact on E˜.
Let now Yi ⊂ Y be some smooth stratum, let y ∈ Yi be a closed point, and let E ⊂ X be
its preimage. Since Ω = 0 on E, for any tangent vector ξ ∈ TyYi we have a well-defined 1-form
α = ξ yΩ on the smooth part of E. By careful analysis of the construction of the Hodge structure
on the cohomology of E – this is a delicate point, for details we refer the reader to [Kal2, Lemma
2.9] – one checks that α actually has a well-defined class in H1(Ean,C). But this group vanishes by
Corollary 1.5. Again by Hodge theory, this implies that α = 0 on the smooth part of E.
We conclude that the restriction of Ω to the smooth part of the preimage Xi is obtained by
pullback from a symplectic form on Yi (more careful analysis actually shows that this is the sym-
plectic from induced by the Poisson structure on Y ). Since Ω is non-degenerate on X, this gives the
dimension estimates 2 codimXi ≥ codimYi, dimX ×Y X = dimX.
Now one can apply one of the vanishing theorems of [EV], see [Kal2, Lemma 2.10], to conclude
thatHp(X,ΩqX) = 0 whenever p+q ≥ dimX, or, equivalently, whenever p ≥ q (sinceX is symplectic,
we have ΩqX
∼= Ω
dimX−q
X ). Again analyzing the Hodge structure on the fiber E, we deduce the
cohomological purity claim. 
2 Deformations and quantization.
As before, let us fix a symplectic resolution X over a field K of characteristic 0. Next we would like
to discuss deformation theory of X.
Since X is not compact, it usually does not have a reasonable deformation theory as an algebraic
variety (in particular, the deformation space is infinite-dimensional). What one has to do is to
consider deformations of the pair 〈X,Ω〉 – that is, deformations of X together with the symplectic
form Ω. For this deformation problem, the order-1 deformations are controlled by the second de
Rham cohomology group H2DR(X) which is finite-dimensional. Moreover, in higher orders we have
a complete analog of the Bogomolov-Tian-Todorov Unobstructedness Theorem.
Theorem 2.1 ([KV, Theorem 1.1]). The pair 〈X,Ω〉 admits a universal formal deformation
〈X,ΩX〉/S whose base is the completion of the vector space H
2
DR(X) at the point [Ω] ∈ H
2
DR(X). 
In fact, for any deformation 〈X′,ΩX′〉/S′, the classifying map S′ → S is the period map for
the symplectic form Ω: it sends a point s ∈ S′ to [Ωs] ∈ H2DR(X), where Ωs is the symplectic
form on the fiber X′s over s ∈ S′, and we identify H2DR(X
′
s)
∼= H2DR(X) by using the Gauss-Manin
connection. Of course, the deformation X/S is only formal, so that s ∈ S′ should be understood her
as an A-valued point for some Artin local K-algebra A. The proof imitates the usual proof of the
Bogomolov-Tian-Todorov Lemma using the T1-lifting principle of Z. Ran ([R], [Kaw1]).
However, it turns out that it also makes sense to consider the non-commutative deformations of
X. Namely, we introduce the following.
Definition 2.2. A quantization of a Poisson variety X is a sheaf Oh of flat K[[h]]-algebras on X,
complete in h-adic topology and equipped with an isomorphism Oh/h ∼= OX , f 7→ f , so that for
any two local sections f, g ∈ Oh we have
fg − gf = h{f , g} mod h2,
where {−,−} is the Poisson bracket on X.
7This can be applied to our symplectic resolution X, or to some deformation X′/S′ with the
Poisson structure induced by the relative symplectic form (functions in OS′ are in the Poisson
center). This allows one to give a complete classification of quantization.
Theorem 2.3 ([BK1, Theorem 1.8, Lemma 6.4]). Assume given a symplectic resolution X,
and let X/S be its universal symplectic deformation provided by Theorem 2.1. Then there exists a
canonical quantization O˜h of the Poisson variety X which is universal in the following sense: for
any quantization Oh of the symplectic resolution X, there exists a unique section
s : SpecK[[h]]→ SpecK[[h]]×̂S
of the projection SpecK[[h]]×̂S → Spec k[[h]] such that s∗(O˜h) is isomorphic to Oh.
Algebraically speaking, quantizations of X exist, and they are classified up to an isomorphism
by power series H2DR(X)[[h]] with coefficients in H
2
DR(X) and leading term [Ω].
We would like to explain briefly why Theorem 2.3 holds. For this, we need to start with the
local theory.
2.1 Local theory. Let A = K[[x1, . . . , xn, y1, . . . , yn]] be the algebra of functions on the formal
neighborhood of 0 in the 2n-dimensional vector space. Equip SpecA with the standard symplectic
form Ω = dx1 ∧ dy1 + · · · + dxn ∧ dyn and consider the associated Poisson structure. Then A has a
standard quantization D given by
(2.1) D = K[[x1, . . . , xn, y1, . . . , yn, h]]/{xixj − xjxi, yiyj − yjyi, xiyj − yjxi − δijh},
where δij is the Kronecker delta-symbol. Denote by Aut(D) the algebraic group of K[[h]]-linear
automorphisms of the algebra D. For any l ≥ 1, denote by Aut≥l(D) ⊂ Aut(D) the subgroup of
automorphisms which are equal to identity on D/hlD.
Proposition 2.4. (i) For any other symplectic form Ω′ on SpecA, the pair 〈A,Ω〉 is isomorphic
to 〈A,Ω′〉.
(ii) Any quantization of 〈A,Ω〉 is isomorphic to D.
(iii) The subgroup Aut≥1(D) ⊂ Aut(D) coincides with the subgroup of inner automorphisms of the
algebra D, and we have a central group extension
(2.2) 1 −−−−→ K[[h]]∗ −−−−→ D∗ −−−−→ Aut≥1(D) −−−−→ 1.
Sketch of a proof. (i) is the Darboux Theorem; all the standard proofs work in our formal algebraic
situation. For (ii) and (iii), we first prove the following.
Lemma 2.5. For any quantization D′ of the Poisson algebra A, the relative Hochschild coho-
mology groups HH lK[[h]](D
′) of the algebra D′ over K[[h]] are annihilated by h for l ≥ 1, while
HH0K[[h]](D
′) ∼= K[[h]].
Sketch of a proof. Consider the spectral sequence computing HH
q
K[[h]](D
′) associated to the h-adic
filtration on D′. Its first term E
q, q
1 is HH
q
K[[h]](gr
q
D′), and the associated graded quotient gr
q
D′
with respect to the h-adic filtration by definition coincides with A[[h]]. Therefore we have
E
q, q
1
∼= Λ
q
(T (A))[[h]],
the algebra of polyvector fields on SpecA. One checks easily that the differential in the spectral
sequence is given by
d1(α) = h[Θ, α],
8where Θ ∈ Λ2(T (A)) is the Poisson bivector, and [−,−] is the Schouten bracket of polyvector fields.
If we use the symplectic form Ω on A to identify T (A) ∼= Ω1(A), then Λ
q
T (A) becomes identified
with the algebra Ω
q
(A) of differential forms, and the differential d1 becomes identified with hd,
where d : Ω
q
(A) → Ω
q+1(A) is the de Rham differential. But by the Poincare´ Lemma, SpecA has
no higher de Rham cohomology, and H0DR(A)
∼= K. Therefore for dimension reasons, the spectral
sequence degenerates already at E
q, q
2 , and the term E
q, q
2
∼= E
q, q
∞ is as required by the statement. 
Now, since all the groups in Proposition 2.4 (iii) are unipotent, it suffices to prove the corre-
sponding statement for Lie algebras, where it immediately follows from Lemma 2.5: since HH1(D)
is annihilated by h, every derivation of the algebra D which is divisible by h is inner, and the center
of the algebra D is HH0(D) = K[[h]]. To prove (ii), we take a different quantization D′, and we
prove by induction that D/hlD ∼= D′/hlD′ for any l. Indeed, D/hlD is an extension of the algebra
D/hl−1D by A/K, and as as such, it is given by an extension class β in
HH2K[h]/hl−1(D/h
l−1D,A/K) ∼= Ω2(A).
If l = 2, then this class β is exactly the Poisson bivector for A, and therefore it is the same for
D and for D′. If l ≥ 2, then β comes from a class in HH2(D/hl−1D,D/h2D), so that it survives
in the E2-term of the h-adic spectral sequence. By the proof of Lemma 2.5, this means that the
corresponding form β ∈ Ω2(A) must be closed. The same is true for the class β′ ∈ Ω2(A) associated
to D′/hlD′. But by the Poincare´ Lemma, all closed forms on A are exact, β = β′ + dα; therefore
one can change an isomorphism D/hl−1D ∼= D′/hl−1D′ by composing it with exp(1+hl−1α) so that
we have β = β′ and D′/hlD′ ∼= D/hlD. 
For any l ≥ 0, denote the quotient Aut(D)/Aut≥l+1(D) by Autl(D). By Proposition 2.4 (ii),
every symplectic automorphism of A lifts to an automorphism of D, so that Aut0(D) is the group
of symplectic automorphisms of A. For any l ≥ 1, we have a group extension
(2.3) 1 −−−−→ A/K −−−−→ Autl(D) −−−−→ Autl−1(D) −−−−→ 1,
where A/K on the left-hand side is considered as the additive group. By definition, Autl(D) acts
on D/hl+1D, and we have an injective map
Autl(D) →֒ Aut(D/hl+1D).
However, this map is not surjective – not every K[[h]]-linear automorphism of D/hl+1D lifts to an
automorphism of D. To describe the groups Autl(D) exactly, we introduce the following.
Definition 2.6. A quantized algebra over the field K is an associative algebra B over K[[h]]
equipped with a Lie bracket {−,−} such that {a,−} is a derivation of B for any b ∈ B, and
for any a, b ∈ B we have
ab− ba = h{a, b}.
If a quantized algebra B is flat over K[[h]], then the bracket can be recovered uniquely from the
product, and Definition 2.6 simply requires that the commutator ab− ba is divisible by h (in other
words, B/hB is commutative). Conversely, a quantized algebra annihilated by h is the same thing
as a Poisson algebra. In general, Definition 2.6 interpolates between the two notions.
Lemma 2.7. For any l ≥ 0, the group Autl(D) is the group of K[[h]]-linear automorphisms of the
quantized algebra D/hl+1D.
Proof. Left to the reader. 
92.2 Globalization by formal geometry. Assume now given a smooth symplectic variety X of
dimension 2n over K. To obtain global results about quantization of X, we use the technique called
formal geometry ([GeKa]). Namely, we note that X defines a completely canonical variety of formal
coordinate systems Mcoord whose points are pairs 〈x, ϕ〉 of a point x ∈ X and an isomorphism ϕ :
ÔX,x ∼= A between the standard algebra A and the algebra of functions on the formal neighborhood
of x in X. Forgetting ϕ gives a map
Mcoord → X,
and one check easily thatMcoord is a torsor over X with respect to the group Aut(A) of all continuous
automorphisms of the algebra A. The symplectic structure on X defines a subtorsor
M0 ⊂Mcoord
of symplectic coordinate systems – that is, such pairs 〈x, ϕ〉 that ϕ is compatible with the symplectic
form. By Proposition 2.4 (i), the forgetful mapM0 → X surjective, andM0 is a torsor with respect
to the group Aut0(D) ⊂ Aut(A) of all symplectic automorphisms of A – in other words, we have a
restriction of the torsor Mcoord to the subgroup Aut
0(D) ⊂ Aut(A).
Analogously, every quantization Oh of the symplectic manifold X defines the space M˜ of pairs
〈x, ϕ˜〉, x ∈ X, ϕ˜ is an isomorphism between the natural completion Ôh at x ∈ X and the standard
quantization D. By Proposition 2.4 (ii), M˜ is a restriction (or maybe, a lifting would be a better
term) of the Aut0(D)-torsor M0 to the group Aut(D) with respect to the natural map Aut(D) →
Aut0(D).
Thus to any quantization Oh, we associate a restriction of the Aut
0(D)-torsor M0 to the group
Aut(D).
This is not a one-to-one correspondence, but it can be made into one if we enlarge the auto-
morphism groups. Namely, every automorphism of the algebra D must necessarily preserve the
maximal ideal m ⊂ D generated by x1, . . . , xn, y1, . . . , yn, h ∈ D. Thus the Lie algebra of the group
Aut(D) is the algebra Der0(D) of all K[[h]]-linear derivations D → D which preserve m ⊂ D. It lies
naturally within a larger algebra Der(D) of all K[[h]]-linear derivations, but those derivations which
do not preserve m cannot be integrated to actual automorphisms. We have a similar picture for
Aut(A). To take account of the non-integrable derivations, one has to either consider groups which
are partially formal, or, which is simpler, to work with the so-called Harish-Chandra pairs 〈G, h〉 of
an algebraic group G, a Lie algebra h equipped with an action of G, and a G-equivariant Lie algebra
embedding g →֒ h, where g is the Lie algebra of the group G. When the appropriate notion of a
〈G, h〉-torsor is introduced (see e.g. [BK1, Definition 2.3], or [BeDr, Section 2.6]), Mcoord becomes a
〈AutA,DerA〉-torsor over X, M0 becomes a 〈Aut
0(D),Der0(D)〉-torsor, and we have the following.
Proposition 2.8 ([BK1, Lemma 3.4]). Let X be a smooth symplectic variety over K of dimen-
sion 2n. Then there exists a natural one-to-one correspondence between the isomorphism classes
of quantizations Oh of the variety X and the isomorphism classes of liftings M˜ of the symplectic
coordinate torsor M0 from the Harish-Chandra pair 〈Aut
0(D),Der0(D)〉 to the Harish-Chandra pair
〈Aut(D),Der(D)〉. 
An analogous statement holds in the relative situation – for a variety X smooth and symplectic
over a base S and of relative dimension 2n.
With the use of Proposition 2.8, the problem of finding and classifying quantizations reduces to
the study of torsors. This can be done step-by-step using the extensions (2.3). By the standard
obstruction theory, at each step, the obstruction to lifting an Autl(D)-torsor to Autl+1(D) lies in
the group
H2(X, E),
where E is the vector bundle on X associated to the given Autl(D)-torsor via the action of Autl(D)
on A/K. This action factors through Aut0(D); therefore E does not really depend on the Autl(D)-
torsor. An easy computation shows that E ∼= J∞OX/OX , the quotient of the jet bundle J∞OX
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of the structure sheaf by the structure sheaf itself. When we pass to Harish-Chandra pairs, the
cohomology gets replaced with de Rham cohomology (see [BK1]; note that both OX and J
∞OX
carry natural flat connections). Thus the group that contains the obstruction fits as the middle
term into an exact sequence
H2DR(X,J
∞OX) −−−−→ H2DR(X,J
∞OX/OX) −−−−→ H3DR(X)
Moreover, since the central extension (2.2) is obviously compatible with the filtration Aut≥ q(D),
one shows that the obstruction actually comes from an element in H2DR(X,J
∞OX). But by the
universal property of the jet bundle, this group coincides with H2(X,OX ), which is trivial for a
symplectic resolution X. Thus there are no obstructions. Analogously, we see that possible liftings
at each step are classified by elements of the group
H1DR(X,J
∞OX/OX),
and this is isomorphic to H2DR(X), as required in Theorem 2.3.
Remark 2.9. In fact, one can use a parallel argument to study commutative symplectic deforma-
tions and prove Theorem 2.1. To do this, one replaces the standard quantization D by the standard
(trivial) symplectic deformation A[[h]], and considers its automorphism group. An exact sequence
completely analogous to (2.3) exists, where A/K on the left-hand side consists of exponentials of
Hamiltonian vector fields on SpecA.
3 Positive characteristic case.
Interestingly, the quantization theory for symplectic resolutions can be developed still further and
in a slightly unexpected direction. Namely, assume now that everything is defined over a perfect
base field k of positive characteristic char k = p > 0.
3.1 New phenomena. Our definition of a quantization, Definition 2.2, makes sense in positive
characteristic without any changes, and so does the standard example of a quantization, the algebra
D of (2.1). However, in char p we immediately see a new feature: the algebra D has a large center.
The p-th powers xpi , y
p
j of the generators become central in D. This observation motivates the
following.
Definition 3.1 ([BK3, Definition 1.4]). A Frobenius-constant quantization of a Poisson scheme
X over a field k of characteristic p is a pair of a quantization Oh of X in the sense of Definition 2.2
and a map s : OX → Oh such that for any f ∈ OX , s(f) is central in Oh and satisfies
s(f) = fp mod hp−1.
In other words, the natural surjection Oh → OX should be split by the map s on the subalgebra
OpX ⊂ OX of p-th powers of functions on X.
Remark 3.2. Definition 3.1 first appeared in [BK2] with a weaker condition, s(f) = fp mod h,
not mod hp−1. The need for a stronger condition was realized in [BK3].
One would like to prove a version of Theorem 2.3 for Frobenius-constant quantizations in positive
characteristic. We can start in the same way, and we immediately notice that the situation is
somewhat simpler: instead of considering the whole algebra A, it is enough to consider the truncated
algebra
(3.1) A = A/{xpi , y
p
i }
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and its standard quantization
D = D/{xpi , y
p
i }.
Again, we consider the algebraic group Aut(D), its subgroups Aut≥l(D), and the quotient groups
Autl(D). But since D is a finitely-generated k[[h]]-module, these groups are now finite-dimensional.
For the same reason, there is no need to consider Harish-Chandra pairs: the non-integrable auto-
morphisms can be included into the group Aut(D) itself as a certain non-reduced part (formally,
Aut(D) is the group scheme over k which represents the functor T 7→ AutT [[h]](D ⊗OT )).
However, there is a price to pay for this simplification, and it is Proposition 2.4. Out of its three
claims, only (iii) survives in positive characteristic essentially in the same form.
Lemma 3.3. For any Frobenius-constant quantization D
′
of the Poisson algebra A, the tensor
product D
′
⊗k[[h]] k((h)) is a matrix algebra over the Laurent power series field k((h)), and we
have a group extension
(3.2) 1 −−−−→ k[[h]]∗ −−−−→ D
′∗
−−−−→ Aut≥1(D
′
) −−−−→ 1,
where Aut≥1(D
′
) is the algebraic group of all k[[h]]-linear automorphisms of the algebra D
′
which
are equal to identity on A = D
′
/h.
Sketch of a proof. The first claim is [BK3, Lemma 3.2]; the second claim immediately follows from
the Skolem-Noether Theorem. 
Remark 3.4. Lemma 3.3 is true even for a weaker notion of a Frobenius-constant quantization
used in [BK2].
Proposition 2.4 (ii) also has a positive-characteristic counterpart – if one uses the strong notion of
a Frobenius-constant quantization, and imposes an additional technical assumption (Definition 3.12).
However, the proof is much more delicate, since Lemma 2.5 no longer holds.
Indeed, our proof of Lemma 2.5 goes through in positive characteristic without any changes up
to the point where one needs to invoke the Poincare´ Lemma. But the Poincare´ Lemma now is false:
the higher de Rham cohomology groups H
q
DR(A) are not trivial. Conversely, they are very large –
there exists the so-called Cartier isomorphism C : H
q
DR(A)
∼= Ω
q
(Ap) which identifies the de Rham
cohomology groups of SpecA with the spaces of differential forms on SpecAp (recall that the subring
Ap ⊂ A of p-th powers of elements of A is isomorphic to A as an abstract ring). For the reduced
algebra A, the Cartier map identifies de Rham cohomology algebra H
q
DR(SpecA) with the exterior
algebra Λ
q
W , where W = T ∗o SpecA is the cotangent vector space at the closed point o ∈ SpecA.
For the same reason, Proposition 2.4 (i) – in other words, the Darboux Theorem – completely
breaks down in positive characteristic. For example, while the standard symplectic form Ω on A
satisfies C(Ω) = 0, it is very easy to construct a symplectic form Ω′ with a C(Ω′) not equal to 0, or
in fact equal to an arbitrary prescribed non-zero 2-form on Ap. Since the Cartier map is canonical,
A equipped with such a form Ω′ cannot be isomorphic to 〈A,Ω〉.
Remark 3.5. Since Hochschild cohomology is Morita-invariant, a matrix algebra has the same
Hochschild cohomology as its center; therefore Lemma 3.3 implies that HH
q
k[[h]](D
′
) is annihilated
by some power of h, just as in Lemma 2.5. What happens is that there is a second non-trivial
differential in the spectral sequence, namely, the differential at the term Ep. After that term, the
spectral sequence does degenerate, and we still get the statement of Lemma 2.5, but the higher
Hochschild cohomology groups are only annihilated by hp−1, not by h. This, in particular, explains
why, if we want Proposition 2.4 to hold, we have to introduce a stronger assumption on s(f) in
Definition 3.1.
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3.2 Restricted structures. To recover the full statement of Proposition 2.4 in positive charac-
teristic, and then prove a version of Proposition 2.8, we need to equip our quantizations with an
additional structure.
Denote by Q(x, y) the free quantized algebra in the sense of Definition 2.6 generated by two
elements x, y. Explicitly, we have
Q(x, y) =
⊕
W
q
PBWT
q
(x, y),
where T
q
(x, y) is the free associative algebra generated by x and y, and W
q
PBW is the Poincare´-
Birkhoff-Witt increasing filtration (see [BK3, Subsection 1.2] for details). The quantization parame-
ter h acts on Q(x, y) by the natural embedding W
q
PBWT
q
(x, y)→W
q+1
PBWT
q
(x, y). We call elements
of the algebra Q(x, y) quantized polynomials in variables x, y.
Lemma 3.6. Assume that the base field k is of characteristic char k = p > 0. Then there exists
quantized polynomials F (x, y), P (x, y) in x, y such that
(x+ y)p − xp − yp = hp−1F (x, y) (xy)p − xpyp = hp−1P (x, y).
Proof. Immediately follows from [BK3, Lemma 1.3]. 
Definition 3.7. A restricted quantized algebra A is a quantized algebra A over a field k of charac-
teristic char k = p > 0 equipped with an additional operation x 7→ x[p] such that h[p] = h and
(3.3)
{x[p], y} = (adx)p(y),
(x+ y)[p] = x[p] + y[p] + F (x, y),
(xy)[p] = xpy[p] + x[p]yp − hp−1x[p]y[p] + P (x, y),
where we denote by adx : A→ A the endomorphism given by y 7→ {x, y}.
Remark 3.8. The polynomial F (x, y) is a well-known Lie polynomial in x, y which can also be given
by an explicit formula (Jacobson formula, [DP, II, §7.3, De´finition 3.1]). The first two equations of
(3.3) define the standard notion of a restricted Lie algebra. The standard example of a restricted Lie
algebra is the algebra of vector fields on a scheme or, more generally, the algebra of all derivations
of an associative algebra B/k (the restricted power operation sends a derivation D : B → B to its
p-th power Dp, which, as one checks easily, is also a derivation).
Recall that a quantized algebra A which is h-adically complete and has no h-torsion is the same
as a quantization in the sense of Definition 2.2 (of the quotient A/hA). The notion of a restricted
quantized algebra plays the same role for Frobenius-constant quantizations.
Lemma 3.9. A restricted quantized algebra A which is h-adically complete and has no h-torsion is
the same as a Frobenius-constant quantization of the quotient A/hA.
Sketch of a proof. Given a restricted quantized algebra A, we define the splitting map s : A/hA→ A
by
(3.4) s(a) = ap − hp−1a[p].
The first equation of (3.3) guarantees that this is a central map from A to itself, and the last two
equations insure that it is an algebra map; since h[p] = h, this map vanishes on hA ⊂ A. Conversely,
by our assumption, for any Frobenius-constant quantization the difference s(a) − a is divisible by
hp−1 for any a ∈ A; since A has no h-torsion, (3.4) uniquely defines a restricted power operation
a 7→ a[p], and the conditions on the map s insure that (3.3) is satisfied. 
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On the other hand, if h = 0 on a restricted algebra A, then A is a Poisson algebra. In this
case Definition 3.7 gives a notion of a restricted Poisson algebra. The first two equations of (3.3)
insure that A equipped with the Poisson bracket is a restricted Lie algebra in the usual sense, and
the last equation gives a compatibility condition between the restricted power operation and the
multiplication which, it seems, was first introduced in [BK3]. The main source of restricted Poisson
algebras is the following.
Proposition 3.10 ([BK3, Theorems 1.11,1.12]). Let X = SpecA be a smooth affine scheme
over a field k of characteristic char k = p > 0, and assume that X is equipped with a symplectic form
Ω. Then the following conditions are equivalent.
(i) We have C([Ω]) = 0.
(ii) The form Ω is exact, Ω = dα for some α ∈ Ω1X .
(iii) The Lie subalgebra H ⊂ T (A) of Hamiltonian vector fields on X is closed with respect to the
natural restricted power operation on T (A).
(iv) The Poisson algebra A admits a restricted Poisson structure.
Moreover, restricted Poisson structures in (iv) are in one-to-one correspondence with 1-forms α in
(ii) considered modulo exact 1-forms, α ∼ α+ df for any f ∈ A. 
In particular, we see that the algebra A equipped with the standard symplectic form has a
restricted Poisson structure.
3.3 Quantization. We can now give the main results about quantization in positive characteristic.
First of all, we need the following technical notion introduced in [BK3]
Definition 3.11. A good quantization base B is a complete local k-algebra B with residue field k
equipped with an element h in its maximal ideal m ⊂ B and an additive operation B → B, b 7→ b[p]
such that s : B → B given by s(b) = bp − hp−1b[p] is an algebra map.
In other words, a good quantization base is a commutative restricted quantized algebra, with
a completeness condition. The quotient B/hB is then a complete local restricted Poisson algebra
whose Poisson bracket is trivial. The restricted power operation on B/hB need not be trivial (and
in applications, it is not). However, since {−,−} = 0 tautologically, we must have b[p] = K(b) for
some additive map K : B/h→ B/h which satisfies K(ab) = apK(b)+K(a)bp. In [BK3], such maps
are called Frobenius-derivations.
Given a quantization base B, by a restricted quantized algebra A over B we will understand a
quantized algebra over B equipped with a restricted structure in such a way that the natural central
embedding B → A is compatible with the restricted structures.
We will also need the following notions.
Definition 3.12. A Frobenius-constant quantization 〈Oh, s〉 of a scheme X/k is called regular if for
any local section f ∈ OX such that f
p = 0, we have s(f) = 0 mod hp−1. A restricted quantized
algebra A is called regular if for any a ∈ A with ap = 0 mod h, we have a[p] = 0 mod h.
Remark 3.13. Regularity is a technical condition needed to study non-reduced algebras such as
the algebra A. We note that for reduced algebras – in particular, for algebras of functions on a
smooth algebraic variety – this condition is tautologically satisfied.
Definition 3.14. A small Dieudonne´ module I over k is a k-vector space equipped with an additive
operation I → I, a 7→ a[p] which is Frobenius-semilinear, that is, (λa)[p] = λpa[p] for any λ ∈ k,
a ∈ I.
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Small Dieudonne´ modules obviously form an abelian category. For any good quantization base
B with an ideal I ⊂ B such that mB ·I = 0, the restricted power operation on B induces a structure
of a small Dieudonne´ module on I.
Proposition 3.15 ([BK3, Proposition 3.8, Lemmas 3.10, 3.11]). Assume given a good quan-
tization base B with maximal ideal m ⊂ B. Then there exists a unique regular restricted quantized
algebra AB over B whose quotient AB/mAB is isomorphic as a Poisson algebra to the standard
Poisson algebra A defined in (3.1). Moreover, for any restricted ideal I ⊂ B such that m · I = 0 we
have a natural extension of algebraic groups
(3.5) 1 −−−−→ H(A, I) −−−−→ Aut(AB) −−−−→ Aut(AB/I) −−−−→ 1,
where Aut(AB) is the group of B-linear automorphisms of the restricted quantized algebra AB,
Aut(AB/I ) is the group of B/I-linear automorphisms of the restricted quantized algebra AB/I , and
H(A, I) is a certain commutative algebraic group which only depends on the small Dieudonne´ module
I ⊂ B. Finally, if I = m, then the group extension (3.5) is a semi-direct product. 
This Proposition is the positive characteristic counterpart of Proposition 2.4, together with
Lemma 2.7. We will not need the precise form of the group H(A, I), see [BK3, Definition 1.16,
Subsection 3.3]. Let us just say that H(A,−) is an exact functor from small Dieudonne´ modules
to commutative algebraic groups, and that the algebraic group Aut(A) of all automorphisms of the
algebra A acts naturally on H(A, I) for any I (the action of Aut(AB/I) on H(A, I) coming from
the extension (3.5) is induced by this action via the natural map Aut(AB/I)→ Aut(A)). Moreover,
there are two particular cases that we will need.
(i) If the restricted structure on I is trivial, a[p] = 0 for any a ∈ I, then H(A, I) is the k-vector
space (A/k)⊗k I considered as an (additive) algebraic group.
(ii) If I = k · t for some element t ∈ I with t[p] = t, then H(A, I) = A
∗
/k∗ (with the natural
structure of an algebraic group).
To state the global quantization result, let us from now on, for any scheme X/k, denote X(1) =
〈X,OpX 〉 – that is, X with the subsheaf O
p
X ⊂ OX of p-th powers as the structure sheaf. Let
us denote by Fr : X → X(1) the natural map (if X is reduced, X(1) is isomorphic to X, and Fr
becomes the Frobenius map). For any restricted Poisson scheme X/k and a good quantization base
B with maximal ideal m ⊂ B, by a B-quantization OB of X we will understand a sheaf of flat and
complete restricted quantized B-algebras OB on X equipped with a restricted Poisson isomorphism
OB/mB ∼= OX .
Theorem 3.16 ([BK3, Proposition 1.22]). Assume given a good quantization base B in the
sense of Definition 3.11 and a smooth symplectic variety X/k. Assume also that H i(X,OX ) = 0 for
i = 1, 2, 3. Then the isomorphism classes of B-quantizations of X are in one-to-one correspondence
with elements of the e´tale cohomology group
(3.6) H1et(X
(1),Loc(H(A,m/m2))),
where Loc(H(A, I)) is an e´tale sheaf on X(1) which only depends on the Aut(A)-action on the al-
gebraic group H(A, I). In particular, Frobenius-constant quantizations – or, equivalently, k[[h]]-
quantizations – of X/k are classified up to an automorphism by elements of the group
H1et(X
(1), (Fr∗OX)∗/(OX(1))
∗).
Finally, every B/h-quantization of the scheme X extends to a B-quantization.
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Sketch of the proof. As in the proof of Theorem 2.3, we use the technique of formal geometry. To
any smooth variety X/k of dimension 2n one associates the torsor
Mcoord(X) = Maps(SpecA,X)
of e´tale maps SpecA→ X – or, informally speaking, of formal coordinate systems in the Frobenius
neighborhoods of points of X. By definition, Mcoord(X) is a torsor over X with respect to the
subgroup group Aut0(A) ⊂ Aut(A) of automorphisms of the algebra A which preserve the maximal
ideal m ⊂ A. The larger group Aut(A) also acts on Mcoord(X), and the quotient is isomorphic to
X(1) – we have a sequence of maps
Mcoord(X) −−−−→ X
Fr
−−−−→ X(1),
where the map on the right-hand side is the Frobenius map. Both torsors Mcoord(X)/X and
Mcoord(X)/X
(1) are locally trivial in e´tale topology.
For any algebraic group V equipped with an action of the group Aut(A), we denote by Loc(V )
the associated e´tale sheaf on X(1). One checks easily that Loc(A) ∼= Fr∗OX , Loc(k) ∼= OX(1) ,
Loc(A
∗
) ∼= (Fr∗OX)∗, and Loc(k∗) = O∗X(1) .
Just as in Proposition 2.8, one deduces from Proposition 3.15 that giving a B-quantization of X
is equivalent to giving a lifting of the torsor Mcoord(X)/X
(1) to the group Aut(AB) with respect to
the natural group map
Aut(AB)→ Aut(A).
We filter B by the powers of the maximal ideal m ⊂ B, and we lift the torsor Mcoord(X)/X
(1) to
Aut(AB) step-by-step, by going through the groups Aut(AB/m
l
). At the first step, we have
Aut(AB/m
2
) = Aut(A)⋊H(A,m/m2);
therefore a lifting exists, and all liftings are classified by elements of the cohomology group (3.6).
At each subsequent step, we apply the standard obstruction theory to (3.5) and deduce that the
obstruction to the lifting lies in the group
H2et(X
(1),Loc(H(A,ml/ml+1))),
and if this obstruction vanished, the liftings are classified by elements of the group
H1et(X
(1),Loc(H(A,ml/ml+1))).
However, when l ≥ 1, the restricted structure on ml/ml+1 is obviously trivial. Therefore we have
H(A,ml/ml+1) = (A/k)N for some integer N , and
Loc(H(A,ml/ml+1)) = (Fr∗OX/OX(1))
N .
By assumption on X, this e´tale sheaf has no cohomology. Therefore the lifting exists and is unique.
This proves the first claim. To prove the second claim, it suffices to notice that Loc(A∗/k∗) =
(Fr∗OX)∗/O∗X(1) . Finally for the last claim, one checks that the small Dieudonne´ module k · h is
injective in the abelian category of small Dieudonne´ modules, so that, whatever is the restricted
operation on m/m2, the exact sequence
0 −−−−→ k · h −−−−→ m/m2 −−−−→ (m/m2)/h −−−−→ 0
splits. 
When studying Frobenius-constant quantizations by Theorem 3.16, one can further consider the
Kummer spectral sequence, and deduce the short exact sequence
(3.7) 0→ Pic(X)/pPic(X)→ H1et(X
(1), (Fr∗OX)∗/OX(1)∗)→ Brp(X)→ 0,
where Pic(X(1)) ∼= Pic(X) is the Picard group of X and X(1), and Brp(X) is the p-torsion part of
the (cohomological) Brauer group Br(X(1)) = Br(X) = H2et(X,O
∗
X ). An additional result clarifies
the appearance of the Brauer group.
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Proposition 3.17 ([BK3, Proposition 1.24]). In the assumption of Theorem 3.16, assume that
a Frobenius-constant quantization Oh is classified by a ∈ H
1
et(X
(1), (Fr∗OX)∗/O
∗p
X ), and denote by
b ∈ Brp(X) the image of the class a under the canonical projection given in (3.7). Denote
X(1)[[h]] = Spec(X(1),OX(1) [[h]]), X
(1)((h)) = Spec(X(1),OX(1)((h))),
and let π : X(1)((h)) → X(1) be the natural projection. Using the splitting map s : OpX → Oh,
consider Oh as a sheaf of algebras over X
(1)[[h]], and consider the localization Oh(h
−1) as a sheaf
of algebras over X(1)((h)). Then Oh(h
−1) is an Azumaya algebra over X(1)((h)), and its class in
the Brauer group of X(1)((h)) is equal to π∗(b). 
4 Derived equivalence.
Quantization theory in positive characteristic summarized in Theorem 3.16 may have some inde-
pendent interest; however, the reason for its development in [BK3] was a somewhat unexpected
application purely in characteristic 0. This is what we are going to describe now.
4.1 Tilting generators. We start with some generalities. Assume given an affine normal alge-
braic variety Y over a field K and a smooth projective resolution π : X → Y . Consider the derived
category Dbc(X) of bounded complexes of coherent sheaves on X, and assume given a vector bundle
E on X. Then, if we denote R = End(E), we have a natural functor
RHom(E ,−) : Dbc(X)→ D
b(R-modfg),
where Db(R-modfg) is the bounded derived category of finitely generated left R-modules. Denote
this functor by R
q
πE∗ . If we pass to the derived categories bounded from above, we have an adjoint
functor
L
q
π∗E : D
−(R-modfg)→ D−c (X).
Definition 4.1. (i) A vector bundle E on X is said to be tilting if we have Exti(E , E) = 0 for all
i ≥ 1.
(ii) A vector bundle E is called a tilting generator for X if in addition RHom
q
(E ,F) = 0 implies
F = 0 for any F ∈ D−c (X).
A vector bundle E is tilting if and only if the composition R
q
πE∗ ◦L
q
π∗E is the identity endofunctor
of the category D−(R-modfg). This in turn happens if and only if the functor L
q
π∗E : D
−(R-modfg)→
D−c (X) is fully faithful. If E is a tilting generator, then L
q
π∗E◦R
q
πE∗ is also the identity, and both L
q
π∗E
and R
q
πE∗ are equivalence of categories which induce equivalences between Dbc(X) and Db(R-mod
fg)
(for details, see [Kal3, Lemma 1.2]).
Thus if X admits a tilting generator E , the “geometric” category Dbc(X) is equivalent to the
purely algebraic category Db(R-modfg). This is interesting in its own right, and also has rather
strong implications concerning the topology of X which we will describe in the next Section.
Unfortunately, tilting generators seem to be quite rare. Presently there are only two situations
where the existence of a tilting generator is known.
(i) dimX = 3, X is a crepant resolution of a quotient singularity Y = V/G, where V is a 3-
dimensional vector space, and G ⊂ SL(V ) is a finite subgroup. This is the situation of a
so-called McKay equivalence established in [BKR].
(ii) Again dimX = 3, X has a trivial canonical bundle, and π : X → Y is small, that is, X has
relative dimension at most 1 over Y . This has been described by M. Van den Bergh [VdB],
following the work of T. Bridgeland [Br].
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It turns out that the quantization in positive characteristic allows one to construct a tilting generator
in a third rather general situation – namely, for a symplectic resolution X.
Theorem 4.2 ([Kal3, Theorem 1.4]). Let X → Y be a symplectic resolution over a field K of
characteristic 0. Then for any closed y ∈ Y , there exists an e´tale neighborhood Y0 → Y of the point
y ∈ Y such that the fibered product X0 = Y0 ×Y X admits a tilting generator.
Very sketchily, the reason Theorem 3.16 is useful for this result is the following. Note that if X
and Y were defined over a perfect field k of positive characteristic char k = p > 0, andH i(X,OX ) = 0
for i ≥ 1, then for any a ∈ Pic(X)/pPic(X) Theorem 3.16 gives a quantization Oa of X associated
to the image of the class a in the group H1et(X,O
∗
X/O
p∗
X ). Moreover, by Proposition 3.3, the sheaf
Oa(h
−1) is a split Azumaya algebra over X(1)((h)) – in other words, Oa(h−1) = End(Ea) for some
vector bundle Ea on X
(1)((h)). On the other hand, H i(X,Oa) = 0 for i ≥ 1 by semicontinuity, and
therefore H i(X(1)((h)), End (Ea)) = 0 for i ≥ 1. Thus the vector bundle Ea is automatically tilting.
Elementary obstruction theory shows that tilting vector bundles are rigid, that is, they extend
uniquely to any formal deformation of X. Thus by standard reduction to positive characteristic, we
obtain, in the assumption of Theorem 4.2, a series of tilting vector bundles E on X((h)) ∼= X(1)((h))
depending on a prime number p and a class a ∈ Pic(X) (since Y is not proper, we may have to
replace it by a e´tale neighborhood Y0). At the cost of shrinking Y0 even further, we can get of
rid of the quantization parameter h, and obtain a series of tilting vector bundles on the symplectic
resolution X0.
Now, a careful analysis shows that for almost all values of the parameter a ∈ Pic(X) the corre-
sponding vector bundle Ea will actually be a tilting generator (in fact, it suffices to consider values
proportional to a class [L] ∈ Pic(X) of an ample line bundle L). More precisely, there is constant
M independent of p such that Ea is not a generator for at most M values of a. Thus if we take p
large and a generic enough, we get a tilting generator required by Theorem 4.2.
We will now try to fill the gaps in this sketch to some extent, so that the reader would get an
idea about how the actual proof of Theorem 4.2 works.
4.2 Twistor deformations. The first thing to do is to collect various quantization Ea into a
single multi-parameter family. To do this, we will apply the last claim of Theorem 3.16 to a certain
special one-parameter deformation of the symplectic resolution X.
Recall that if a smooth symplectic variety Z over a field k is equipped with a symplectic action
of the multiplicative group Gm, then a map µ : Z → A
1 = Speck[t] is called a moment map if
ΩZ y ξ0 = µ
∗dt, where ξ0 is the infinitesimal generator of the Gm-action. If a moment map is given,
and the quotient Z/Gm exists, this quotient becomes naturally a Poisson scheme over A
1, and its
fiber X over the origin o ⊂ A1 is again symplectic. This is known as Hamiltonian reduction.
It turns out that sometimes the Hamiltonian reduction procedure can be inverted to some extent.
Namely, let X/Y be a symplectic resolution over a field k, and let L be a line bundle on X. Denote
S = Speck[[t]], the formal disc over k, and let o ∈ S be the special point (given by the maximal
ideal tk[[t]] ⊂ k[[t]]).
Definition 4.3. By a twistor deformation Z associated to the pair 〈X,L〉 we will understand a
smooth symplectic deformation 〈X,L〉 of the pair 〈X,L〉 over S and a symplectic form ΩZ on the
total space Z of the Gm-torsor associated to L such that ΩZ is Gm-invariant, and the projection
ρ : Z → X → S is the moment map for the Gm-action on Z. A twistor deformation is called exact
if the symplectic form ΩZ is exact.
Lemma 4.4 ([Kal1, Lemma 2.2]). Assume that char k = 0. Then for any line bundle L on X,
there exists a twistor deformation 〈X,L,ΩZ〉 associated to the pair 〈X,L〉. Moreover, X is projective
over Y = SpecH0(X,OX), while Y is normal and flat over S. 
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In terms of the period map as in Theorem 2.1, a twistor deformation is parametrized by a
straight line [Ω] + t[L] ∈ H2DR(X) – it is easy to see that this is equivalent to the moment map
condition in Definition 4.3. Thus Lemma 4.4 can be deduced from Theorem 2.1. Interestingly,
twistor deformations exist in a much wider generality – namely, for a arbitrary Poisson scheme X
with H1(X,OX ) = H
2(X,OX ) = 0 (see [Kal1]).
Remark 4.5. The name twistor deformation comes from hyperka¨hler geometry. Namely, if the
Chern class [L] ∈ H2DR(X) can be represented by the Ka¨hler form of a hyperka¨hler metric on X,
then the corresponding twistor deformation X/S can be extended over the whole affine line A1 and
in fact even over the projective line P1. The total space of this extended deformation is known as
the twistor space associated to the hyperka¨hler metric.
Lemma 4.6 ([Kal1, Lemma 2.5]). Assume that the line bundle L on X is ample, and consider
the twistor deformation 〈X,L,ΩZ〉 associated to the pair 〈X,L〉 by Lemma 4.4. Let Â = H
0(X,OX),
Y = Spec Â, and let π : X → Y be the natural map. Then the map π is one-to-one over the
complement S \ {o}. Moreover, if Y is the spectrum of a Henselian local k-algebra, so that Â is a
local k-algebra with maximal ideal m ⊂ Â, then there exists a finitely generated k-subalgebra A˜ ⊂ Â
such that
(i) the t-adic completion of the Henselization of the algebra A˜ in m ∩ A˜ ⊂ A˜ coincides with Â,
and
(ii) all the data 〈X,L,ΩZ〉 are defined over A˜.
Sketch of the proof. Since the map π : X → Y is projective and Y is normal, for the first claim
it suffices to show that the generic fiber Xη over the generic point η ∈ S has no compact curves.
Indeed, if ρ : Cη → Xη is a map from a proper curve Cη, the class [Ωη] of the symplectic from Ωη
on Xη satisfies
ρ∗[Ωη] = ρ∗[Ω] + tρ∗[L],
where [Ω] is the class of the form Ω on X, and [L] is the first Chern class of the line bundle [L].
Since Cη is a curve, ρ
∗Ωη = 0, so that in particular, ρ∗[L] = 0. Since L is ample, this implies that
ρ(Cη) ⊂ Xη is a point, which proves the first claim.
As a corollary, we deduce that the generic fiber Yη ∼= Xη is smooth. Then the second claim is a
particular case of Artin’s Theorem [Ar, Theorem 3.9]. Namely, since the formal scheme Y contains
a closed subscheme Y ⊂ Y if finite type, and the complement Y \ Y ∼= Yη is regular, the formal
scheme Y is a completion of a scheme Y˜ = Spec A˜ of finite type. 
Assume now that we are in the situation of Theorem 4.2 – we are given a symplectic resolution
X/Y , π : X → Y over a field K of characteristic 0, and a closed point y ∈ Y . By Theorem 1.9 the
form Ω is exact in the formal neighborhood of the fiber π−1(y) ⊂ X. Changing Ω if necessary and
possibly replacing Y with an open neighborhood of y, we can assume that Ω is exact on the whole
of X.
Fix an ample line bundle L on X, and consider the twistor deformation 〈X, Z,ΩZ〉 associated
to 〈X,L〉 by Lemma 4.4. One shows – this is [Kal3, Lemma 2.4] – that since Ω is exact on X,
the symplectic form ΩZ on Z is also exact (that is, the twistor deformation is exact in the sense
of Definition 4.3). Moreover, by Lemma 4.6 X and all the other data are actually defined over a
scheme Y˜ = Spec A˜ of finite type over K whose completion near Y ⊂ Y˜ is Y. Therefore we can find
a subring O ⊂ K of finite type over Z so that everything is defined and smooth over O. Since O is
of finite type over Z, the residue field O/m for any maximal ideal m ⊂ O is a finite field.
To sum up: starting from a symplectic resolution X/Y over K and a point y ∈ Y , we can
construct a symplectic resolution XO/YO, its exact twistor deformation XO/YO, and an O-valued
point yO ∈ YO. Localizing O is necessary, we can also assume that XO satisfies all the topological
properties of X given in Theorem 1.9 – in particular, XO/YO is semismall, and H
i(XO,OXO) = 0
for i ≥ 1.
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4.3 Estimates for critical lines. Let us now fix O ⊂ K, the symplectic resolution XO/YO and
its exact twistor deformation described above. For any maximal ideal m ⊂ O, we obtain a symplectic
resolution Xm/Ym and its exact twistor deformation Xm over the field k = O/m of some positive
characteristic char k = p > 0. We also obtain the closed point ym ∈ Ym.
Since the twistor deformation Xm is exact, the corresponding variety Zm carries a restricted
Poisson structure in the sense of Definition 3.7, see Proposition 3.10. A more careful analysis
([Kal3, Proposition 2.6]) shows that this restricted structure is Gm-invariant, so that it descends to
Xm = Zm/Gm, and that the deformation parameter t satisfies t
[p] = t. Setting t[p] = t obviously
defines uniquely a Frobenius-derivation of k[[t]] = OS , in other words, a restricted structure on k[[t]].
Thus Xm/S is a k[[t]]-quantization of the restricted Poisson variety Xm.
In order to apply Theorem 3.16 to Xm/S, we need to choose a good quantization base in the sense
of Definition 3.11 which is compatible with this restricted structure on k[[t]]. We let B = k[[h, t]],
the algebra of power series in two variables, and define the splitting map s : k[[t]] → k[[h, t]] by
s(t) = t(tp−1 − hp−1). Then 〈B, s〉 obviously satisfies the conditions of Definition 3.11, and
t[p] =
1
hp−1
(tp − s(t)) = t,
as required. Applying the last claim of Theorem 3.16, we obtain a B-quantization Oh of the
Poisson scheme Xm extending the given B/h-quantization Xm – in other words, a Frobenius-constant
quantization Oh of the restricted Poisson scheme Xm which is a sheaf of algebras over B.
Geometrically, the map s : Sh = SpecB → S is a flat map with a singular fiber over the origin
o ∈ S. This fiber So = s
−1(o) ⊂ Sh is the union of the lines Sa ⊂ Sh defined by equations h− at for
all a ∈ Z/pZ. We let St = Speck[t]/t
p = So ×k[[h]] k. By definition, Oh is a sheaf of algebras on
Xh = X
(1)
m ×̂S(1)Sh,
where ×̂ means the tensor product completed with respect to the natural adic topology. For every
line Sa ⊂ Sh, the subscheme Xa = X
(1)×̂S(1)Sa ⊂ Xh is canonically identified with Xh = X
(1)
m [[h]].
If we restrict Oh to Xa ⊂ Xh, we obtain a Frobenius-constant quantization Oa of the scheme Xm
associated by Theorem 3.16 to the parameter a[L] ∈ Pic(Xm)/pPic(Xm) ⊂ H
1
et(Xm,O
∗
Xm
/O∗pXm ).
By Proposition 3.3, the algebra Oa(h
−1) is a matrix algebra for any a ∈ Z/pZ, that is, Oa(h−1) =
End(Ea) for some vector bundle Ea on Xa = Xa \X
(1)
m
∼= Xm((h)). If we consider the union
Xo =
⋃
a
Xa = X
(1)
m ×̂So ⊂ Xh,
then the complement Xo = Xo \ (X
(1)
m × St) is the disjoint union of the complements Xa, and Oh
restricts to a matrix algebra over the whole Xo.
Definition 4.7. A line Sa ⊂ Sh is said to be regular for Xm if the vector bundle Ea is a tilting
generator on the completion of X
(1)
m ((h)) near the preimage π
−1(ym((h))). A line which is not
regular is called critical.
The main technical result needed for Theorem 4.2 is the following.
Proposition 4.8. There exists a constant C, independent of the choice of the ideal m ⊂ O, such
that there are at most C lines Sa ⊂ Sh which are critical for Xm.
Thus if we take the ideal m ⊂ O so that p = charO/m is high enough, there exists at least one
regular line Sa, a ∈ Z/pZ.
The proof of Proposition 4.8 takes up Section 3 and most of Section 4 of [Kal3]; we refer a reader
interested in technical details to that paper. Here we only list the main steps of the proof.
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Step 1. We need a way to measure whether the direct image functor R
q
πE∗ is an equivalence. We work
in a general situation: consider a scheme X equipped with a coherent sheaf of algebras A such that
H i(X,A) = 0 for i ≥ 1, and consider the global sections functor R
q
πA∗ : D
b
c(X,A) → D
b(A-modfg)
from the derived category of coherent sheaves of A-modules to the category of finitely generated
modules over A = H0(X,A). The functor has an adjoint L
q
π∗A : D
−(A-modfg) → D−c (X,A), and
since A = R
q
πA∗ (A), we have R
q
πA∗ ◦ L
q
π∗A ∼= Id. We show (see [Kal3, Subsection 3.1]) that the
composition in the other direction, – that is, the functor
(4.1) L
q
π∗A ◦R
q
πA∗ : D
−
c (X,A)→ D
−
c (X,A)
is a kernel functor associated to a kernel M
q
(X,A) ∈ D−c (X ×X,Aopp⊠A). The kernel M
q
(X,A)
maps naturally to the diagonal sheaf A∆ on X × X, and the cone K
q
(X,A) of this map is trivial
if and only if the functor (4.1) is an equivalence. The kernel K
q
(X,A) essentially depends only on
the topology of X, not on its scheme structure; in particular, for any finite radical map ρ : X → X ′
we have
(4.2) K
q
(X ′, ρ∗A) ∼= ρ∗(X,A).
If the scheme X is flat over a scheme S, then a similar construction exists relatively over X, and
the kernel K
q
(X,A) is actually supported on X ×S X ⊂ X × X. Moreover, this construction is
compatible with the base change: for any map ρ : S′ → S, we have ρ∗K
q
(X,A) ∼= K
q
(X×S S
′, ρ∗A).
Finally, we note that if Dbc(X,A) has finite homological dimension, say d, then it suffices to check
that Ki(X,A) is trivial for 0 ≥ i ≥ −2d – if this is satisfied, then Ki(X,A) = 0 for all i.
Step 2. Applying Step 1 to Proposition 4.8, we see that a line Sa ⊂ Sh is regular if and only if the
kernel
K
q
a = K
q
(Xa,Oa) = K
q
(X
(1)
m ((h)), End (Ea))
is trivial on the fiber Fy = π
−1((ym×ym)((h))) ⊂ (X
(1)
m ×X
(1)
m )((h)). Moreover, since D
b
c(X
(1)((h)))
has homological dimension dimX, we can claim that if the line Sa is critical, then there exists a
non-positive integer i ≥ −2 dimX and a point x ∈ Fy such that K
j
a = 0 on Fy for all j > i, while the
fiber
(
Kia
)
x
is non-trivial. However, Kia is by definition a sheaf of modules over End(Ea)
opp
⊠End(Ea),
and this is a matrix algebra of rank p2dimX . Therefore we can claim that
(4.3) dimk((h))
(
K
i
a
)
x
≥ pdimX .
Step 3. Choose a projective embedding X
(1)
m × X
(1)
m → PY = P
N × Y
(1)
m × Y
(1)
m , and denote by
Py ⊂ PY the fiber of PY /Y over the point ym × ym ∈ Y
(1)
m × Y
(1)
m , with the embedding map
iy : Py → PY . Let Ph = Py((h)) ⊂ PY ((h)). Applying pushforward, we can treat the complex K
q
a
as a complex of sheaves on PY ; by restriction we obtain a complex of sheaves K
q
y,a = L
q
i∗yK
q
a on Ph,
and (4.3) implies
dimk((h))H
i
(
Ph,K
q
y,a
L
⊗ kx
)
= dimk((h))
(
K
i
y,a
)
x
≥ pdimX .
But by definition, Ph is the projective space P
N
k((h)) of dimension N over k((h)). Therefore the
skyscraper sheaf kx at the point x ∈ Ph has a Koszul resolution by sheaves of the form O(−n)
⊕(N
n
),
0 ≥ n ≥ N , and we conclude that
pdimX ≤ dimk((h))H
i
(
Ph,K
q
y,a
L
⊗ kx
)
≤
∑
0≤n≤N
dimk((h))
(
N
n
)
Hi−n(Ph,K
q
y,a(−n)).
The right-hand side does not depend on the point x ∈ Ph. Therefore we can sum up these estimates
over all critical a ∈ Z/pZ, and conclude that to bound from above the number of critical lines, it
suffices to prove that for any n, 0 ≤ n ≤ N and i, 0 ≥ i ≥ −2 dimX, we have
(4.4)
∑
a∈Z/pZ
dimk((h))H
i−n(Ph,K
q
y,a(−n)) ≤Mp
dimX ,
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where M is a positive integer which does not depend on the maximal ideal m ∈ O.
Step 4. Using the disjoint union decomposition Xo =
∐
aXa, we can rewrite (4.4) as
dimk((h))H
i−n(Po, (L
q
i∗yK
q
o)(−n)) ≤Mp
dimX ,
where Po = Py×̂So ⊂ PY ×̂So, and K
q
o = K
q
(Xo,Oh). Moreover, since the scheme So is flat over
k[[h]] and formation of the kernel K
q
(−,−) commutes with base change, we can apply semicontinuity
theorem to Xo/k[[h]]; we conclude that to prove (4.4), it suffices to prove that
(4.5) dimkH
i−n(Py × St, (L
q
i∗yK
q
t )(−n)) ≤Mp
dimX ,
where
K
q
t = K
q
(Xo/h,Oo/h) = K
q
(X
(1)
m × St,OX/t
p).
Step 5. It remains to prove (4.5). It explicitly does not depend on the quantization Oh, but still
depends on the twistor deformation Xm. We first note that the kernel K
q
t can be rewritten as
K
q
t = K
q
(X
[p]
m ,Fr
S
∗OXm )/t
p,
where X
[p]
m = X
(1)
m ×S(1) S ⊂ Xm, and Fr
S is the embedding map (simultaneously, the relative
Frobenius map for X/S). But since the map FrS is finite and radical, we may apply (4.2) and write
K
q
t = Fr
S
∗K
q
/tp,
where K
q
= K
q
(Xm,OXm ). Since the map π : Xm → Ym is one-to-one over the generic point of S, the
kernel K
q
is annihilated by tM1 for some integer M1. Moreover, the map π is generically one-to-one
already over our original field K of characteristic 0, so that M1 does not depend on the choice of
m ⊂ O. We deduce that
dimkH
i−n(Py × St, L
q
i∗yK
q
t (−n)) ≤M1 dimk H
i−n(Py, L
q
i∗y(Fr∗K
q
)(−n)),
where M1 does not depend on m. Thus to prove (4.5), it suffice to prove that
(4.6) dimk H
i−n(Py , L
q
i∗y(Fr∗K
q
)(−n)) ≤MpdimX
for some universal constant M .
Step 6. Finally, (4.6) only depends on Xm/Ym, not on the quantization Oh, nor on the twistor
deformation X. Thus the symplectic form on X is no longer used. We can compactify X/Y to a
birational map X˜ → Y˜ of proper schemes over K, obtain X˜O and X˜m (possibly changing O ⊂ K),
and extend K
q
O = K
q
(XO,OXO ) to some complex K˜
q
O of coherent sheaves on X˜O × X˜O. We denote
its restriction to X×X ⊂ XO×OXO by K˜
q
, and we denote its restriction to Xm×Xm ⊂ XO×OXO
by K˜
q
m. Choose a projective embedding X˜O ×O X˜O → P
N1
O . Localizing O if necessary, we may
assume that the Hilbert polynomials of the sheaves K˜
q
m do not depend on m ⊂ O and coincide with
the Hilbert polynomials of the sheaves K˜
q
.
We can now remove the restriction functor L
q
i∗y from (4.6). To do this, we apply again the
Koszul resolution argument of Step 3, and conclude that it suffices to find an estimate of the form
(4.7) dimkH
i−n(X˜(1)m × X˜
(1)
m , (Fr∗K˜
q
)(−n)) ≤MpdimX
But the left-hand side is equal to
dimkH
i−n(X˜m× X˜m, K˜
q
(−pn)),
so that (4.7) is a statement about the Hilbert polynomials of the sheaves K˜
q
– which are by assump-
tion the same as the Hilbert polynomials of the sheaves K˜
q
. We have to show that the degrees of these
polynomials are not greater than dimX. Indeed, K
q
is supported on X ×Y X ⊂ X ×X, and choos-
ing the extension K˜
q
in an appropriate way, we can also insure that dimSupp K˜
q
= dimSuppK
q
≤
dimX ×Y X. Since X/Y is a symplectic resolution, it is semismall by Theorem 1.9, in other words,
dimX ×Y X = dimX. Thus dimSupp K˜
q
≤ dimX, which yields (4.7).
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4.4 Artin approximation. Using Proposition 4.8, the proof of Theorem 4.2 proceeds as follows.
Assume given a symplectic resolution X/Y over a field K of characteristic 0 and a point y ∈ Y .
As in the last Subsection, we choose a subalgebra O ⊂ K of finite type over Z, schemes XO/YO
flat, smooth and of finite type over SpecO, and an O-valued point yO : SpecO → YO such that
XO ⊗O K ∼= X, YO ⊗O K ∼= Y , yO ⊗O K = y, and XO is projective over YO. For any maximal
ideal m ⊂ O, we obtain by reduction schemes Xm/Ym and a point ym ∈ Ym. By Proposition 4.8,
we can choose m ⊂ O in such a way that Xm admits a regular line in the sense of Definition 4.7.
Explicitly, consider the point ym((h)) ∈ Ym((h)), let Ŷm be the completion of Ym((h)) near ym((h)),
and let X̂m = Ŷm×Ym Xm; then by Proposition 4.8 we have a vector bundle Em = Ea on X̂m which
is a tilting generator.
Let ŶO be the completion of YO ⊗O O((h)) near ym((h)), and let X̂O = ŶO ×YO XO. Then X̂O
is flat and smooth over the completion Ô of the algebra O((h)) with respect to the maximal ideal
m((h)), and the special fiber of X̂O/X̂O is identified with X̂m. Since the vector bundle Em is tilting,
it extends uniquely to X̂O considered as a a formal scheme – indeed, by standard deformation
theory obstructions to this at each level of the adic filtration lie in Ext2(Em, Em), the choices of
extensions are parametrized by elements of Ext1(Em, Em), and both groups are trivial. By [EGA,
The´ore`me 5.4.5], the vector bundle Em therefore extends to a vector bundle EO over the actual
scheme X̂O/ŶO. By Nakayama Lemma the vector bundle EO is also tilting, and the corresponding
kernel K
q
(X̂O, End(EO)) vanishes, so that it is a tilting generator.
By Artin Approximation Theorem [Ar, Theorem 1.10], there exists a subalgebra O′ ⊂ Ô of finite
type over O, schemes XO′/YO′ of finite type over O
′, and an O′-valued point yO′ : SpecO′ → YO′
such that XO′ ⊗O′ Ô ∼= X̂O, YO′ ⊗O′ Ô ∼= ŶO, yO′ ⊗O′ Ô ∼= ŷO, XO′ is projective over YO′ , EO by
approximated to a high order by EO′ ⊗O′ Ô for a vector bundle EO′ on XO′ , and on the other hand,
the natural maps XO′ → XO ×O O
′, YO′ → YO ×O O′ are e´tale, and the second map sends yO′ to
yO ×O O
′. Again by Nakayama Lemma, we note that if the order of approximation is high enough,
then shrinking YO′ if necessary, we can guarantee that the vector bundle EO′ is a tilting generator
for XO′ .
It remains to take a generic point o ∈ SpecO′ whose residue field K ′ is a finite extension of
our original field K, and notice that, possibly after shrinking YO′ even further, Y0 = YO′ ⊗O′ K
′
is an e´tale neighborhood of the point y ∈ Y , and E = EO′ ⊗O′ K
′ is a tilting generator for X0 =
XO′ ⊗O′ K
′ = Y0 ×Y X.
5 Geometric corollaries.
5.1 Additional results on derived equivalences. One unsatisfactory thing about Theorem 4.2
is the need to fix a point y ∈ Y and pass to an e´tale neighborhood Y0. Of course, one can cover
the whole of Y with such e´tale neighborhoods, but at present, we do not know whether the tilting
generators provided by Theorem 4.2 patch together. There very well might be an obstruction to this
lying in the Brauer group Br(X). In practice, this problem is alleviated by the following additional
result.
Theorem 5.1 ([Kal3, Theorem 1.8]). In the assumptions of Theorem 4.2, assume in addition
that Y admits a positive-weight Gm-action. Then this action lifts canonically to a Gm-action on X,
and the tilting generator E provided by Theorem 4.2 extends to a Gm-equivariant tilting generator
on the whole of X. 
In fact, Theorem 5.1 is valid for any tilting generator of the type provided by Theorem 4.2; where
it came from is not relevant to the proof. In light of Conjecture 1.8, Theorem 5.1 is potentially very
useful.
By general nonsense, the presence of a tilting generator yields strong restrictions on the topology
of a resolution X, further extending those given in Theorem 1.9. Namely, we have the following.
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Theorem 5.2 ([Kal3, Theorem 1.9]). Assume that a smooth manifold X is projective over an
affine local Henselian scheme Y/k and admits a tilting generator E. Then the structure sheaf O∆ of
the diagonal ∆ ⊂ X ×X admits a finite resolution by vector bundles of the form Ei ⊠Fi, where Ei,
Fi are some vector bundles on X. 
Corollary 5.3 ([Kal3, Corollary 1.10]). Assume that a smooth manifold X is projective over an
affine scheme Y , and let E ⊂ X be the fiber over a closed point y ∈ Y . Assume that Y admits a
positive-weight Gm-action that fixes y ∈ Y , and assume that X admits a tilting generator E. Then
the cohomology groups H
q
(E) of the scheme E are generated by classes of algebraic cycles. 
In this Corollary we are deliberately vague as to what particular cohomology groups H
q
(E)
one may take. In fact, every cohomology theory with the standard weight formalism will suffice;
in particular, the statement is true for l-adic cohomology and for analytic cohomology when the
base field K is C. The proof is rather standard: one considers the identity endomorphism of the
cohomology H
q
(E) and, using Theorem 5.2, decomposes it as
(5.1) Id(a) =
∑
ηi(a)[ai],
where ηi are certain linear forms on H
q
(E), and [ai] are classes of algebraic cycles. However, there is
a complication – since the scheme X is not compact, the natural map from the cohomology H
q
c (X)
with compact support to the usual cohomology H
q
(X) is not at all an isomorphism, and the usual
way to deduce (5.1) does not work. To overcome this difficulty, we have to require an existence of
a Gm-action and work with Gm-equivariant cohomology. This seems much too strong; however, at
present, we do not know whether Corollary 5.3 holds without the Gm-action assumption.
Theorem 5.2 itself is a direct corollary of the equivalence
(5.2) Dbc(X)
∼= Db(R-modfg),
where R = End(E). The non-commutative algebra R is finite over its Henselian center, so that it
has a finite number of indecomposable projective modules Pi. The equivalence (5.2) sends R itself to
E ; every projective module Pi, being a direct summand of R
N for some N , goes to a vector bundle
Fi on X, and it is these vector bundles that appear in the resolution of the diagonal.
The algebra R also has a finite number of irreducible modules; those go to some complexes
of coherent sheaves on X supported near the exceptional fiber E ⊂ X. In fact, one can use
the equivalence (5.2) to translate the standard t-structure on Db(R-modfg) to a rather unusual t-
structure on Dbc(X) – it is this “perverse” t-structure on the category of coherent sheaves on X that
was discovered in [Br] in dim 3. The perverse t-structure is Artinian and Noetherian. Its irreducible
objects provide a canonical basis in the K-group K ′0(X). It would be very interesting to compute
this basis in various particular cases, such as the quiver variety case (Example 1.8).
We note that in our construction of the tilting generator E , there are three choices: we have
to choose a maximal ideal m ⊂ O with residue field k = O/m of positive characteristic char k = p,
an ample line bundle L on X, and a regular value a ∈ Z/pZ. Since by construction, E is a vector
bundle of rank pdimX , it obviously depends at least on the residual characteristic p. However, we
venture the following.
Conjecture 5.4. In the assumption of Theorem 5.2, the perverse t-structure induced on the derived
category Dbc(X) is the same, up to a twist by an autoequivalence of D
b
c(X), for almost all maximal
ideals m ⊂ O, ample line bundles L on X, and regular values a ∈ Z/pZ.
“Almost all” here means, hopefully, “all but a finite number”. Unfortunately, our methods do
not yield an easy way to compare the results for different values a ∈ Z/pZ, and comparison between
different maximal ideals m ⊂ O seems to be completely out of reach.
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In the simplest possible example X = T ∗P1, the cotangent bundle to P1, one can follow through
the proof of Theorem 4.2 in an effective way, with the following end result:
Ea ∼= O
⊕a
X ⊕OX(1)
⊕(p−a),
where OX(1) is the pullback of the standard line bundle O(1) on P
1 with respect to the projection
X = T ∗P1 → P1. Thus every a 6= 0 is regular, and the tilting generator Ea is the sum of two vector
bundles OX , OX(1) with different multiplicities depending on m ⊂ O and a ∈ Z/pZ. It is easy to
see that Conjecture 5.4 is true in this case, with all the tilting generators giving the same t-structure
as OX ⊕ OX(1) (which is also a tilting generator, and in a sense, the smallest possible one). We
expect that in general, the situation is the same: there is a finite number of indecomposable vector
bundles Ei which generate the t-structure, and all the tilting generators Ea are obtained by summing
up the bundles Ei with multiplicities depending on m ⊂ O, L, and a ∈ Z/pZ.
Remark 5.5. There is in fact one more choice in the proof of Theorem 4.2 which we tacitly ignore
in the above discussion: when we represent the matrix algebra Oa(h
−1) as an endomorphism algebra
End(Ea), the vector bundle Ea is only defined by up to a twist by a line bundle. The “twist by an
autoequivalence” clause in Conjecture 5.4 is needed to take care of this. To be on the safe side,
we do not require this autoequivalence to be a twist by a line bundle. In general, it would be very
interesting to study the group of all autoequivalences of the triangulated category Dbc(X) and its
action on various perverse t-structures; however, at present there seems to be no way to do this, at
least in the interesting case dimX > 2.
One additional observation is the following.
Proposition 5.6. In the assumptions of Theorem 4.2, every tilting generator E on X extends
uniquely to a tilting generator E˜ on the universal deformation X provided by Theorem 2.1.
Proof. Standard deformations theory: since E is tilting, Exti(E , E) = 0 for i = 1, 2; thus there are
no obstructions to deforming it together with X, and no choices are involved in such a deformation.
By Nakayama Lemma, the deformed vector bundle E˜ is also a tilting generator. 
Thus Theorem 5.1, Theorem 5.2, Corollary 5.3, and all the above discussion apply just as well
to the scheme X.
Remark 5.7. In the case dimX = 3, KX trivial – that is, in the case studied in [Br] and [VdB]
– it is known that Y , being a terminal singularity, must be a so-called cDV point, and the whole
X/Y is a one-parameter deformation of a partial resolution X0/Y0 of a Du Val quotient singularity
Y0 = A
2/G, G ⊂ SL(2,K). However, X0 is usually singular – it is only the total space X of
the deformation that is smooth. Thus X/Y is not really of the form X/Y for some 2-dimensional
symplectic resolution, and our methods do not apply. It would be very interesting to try to generalize
our approach to this situation and compare it with [VdB].
Finally, there is a result which compares the derived categories Dbc(X) for different crepant
resolutions of the same symplectic singularity Y . This is a generalization of the particular case of
[BO1, Section 3, Conjecture] proved by Y. Kawamata in [Kaw2]: in Kawamata’s language, “K-
equivalence implies D-equivalence”. We would also like to mention that a particular case of this
result was proved by Y. Namikawa in [Nam3].
Theorem 5.8 ([Kal3, Theorem 1.6]). In the assumptions of Theorem 4.2, assume given a dif-
ferent resolution X ′, π′ : X → Y of the variety Y with trivial canonical bundle KX′ . Then for
every closed point y ∈ Y , there exists an e´tale neighborhood Yy → Y such that the derived categories
Dbc(X ×Y Yy) and D
b
x(X
′ ×Y Yy) are equivalent.
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Sketch of the proof. One checks easily that since KX′ is trivial, the resolution X
′ must also be
symplectic. Since a symplectic resolution in dim 2 admits a unique symplectic resolution, the rational
map X 99K X ′ induces an isomorphism X0 = π−1(Y0) ∼= X ′0 = (π
′)−1(Y0), where the open subset
Y0 ⊂ Y is the union of the strata of dimensions dimY and dimY −2 with respect to the stratification
of Theorem 1.6.
Going through the proof of Theorem 4.2, we choose an ample line bundle L on X and obtain
a tilting generator Ea for X ×Y Yy; repeating the same argument for X
′ equipped with the strict
transform L′ of the line bundle L, and possibly changing Yy, we obtain a tilting vector bundle E ′a
on X ′ ×Y Yy.
We can not claim that E ′a is a tilting generator: indeed, unless X ∼= X ′, the line bundle L′ is
not ample on X ′. However, since X ′/Y is semismall, the complements X \X0 ⊂ X, X ′ \X ′0 ⊂ X
′
are of codimension at least 2. Moreover, H i(X0,OX0) = 0 for i = 1, 2, and, analyzing the proof of
Theorem 3.16, we conclude that the quantizations used in the construction of the tilting bundles
E1, E
′
a agree on X0. Therefore Ea
∼= E ′a on X0 ×Y Yy. Again, since the complement to X0 is of
high codimension both in X and X ′, we conclude that the algebra R = End(Ea) is isomorphic to
R′ = End(E ′a).
In particular, the algebra R′ has finite homological dimension, so that the natural functor
D−(R′-modfg)→ D−c (X ′) induces a functor
Db(R′-modfg)→ Dbc(X
′).
Since E ′a is tilting, this functor is a fully faithful embedding with admissible image in the sense of
[BO2]. To finish the proof, it suffices to use the following standard trick.
Lemma 5.9. Assume given an irreducible smooth variety X with trivial canonical bundle KX
equipped with a birational projective map π : X → Y to an affine variety Y . Then any non-trivial
admissible full triangulated subcategory in Db(X) coincides with the whole Db(X).
For the proof we refer the reader, for instance, to [BK2, Section 2]. 
We note that in general, Lemma 5.9 gives a quick and easy way to prove that a tilting vector
bundle E is a generator, avoiding all the difficult estimates of Proposition 4.8. However, in order to
apply it, one need to know that the algebra R = End(E) has finite homological dimension. It seems
that in general, there is no way to prove it short of proving that E is a generator.
One notable exception to this is the quotient singularity case Y = V/G considered in [BK2]
(this is our Example 1.4). In this case, using a more detailed analysis of quantizations, one shows
that there exists a tilting vector bundle E on X such that End(E) ∼= S
q
(V ∗)#G, the smash-product
of the algebra of polynomial functions on V and the group algebra of the group G. This algebra
obviously has finite homological dimension; therefore E is a generator. No version of Proposition 4.8
is required, and the description of Dbc(X) is more explicit than in the general case.
Remark 5.10. One thing that was not done in [BK2] is the analysis of the deformed tilting gener-
ator E˜ provided by Proposition 5.6. The endomorphism algebra R˜ = End(E˜) is a flat deformation of
the endomorphism algebra End(E) ∼= S
q
(V ∗)#G. One expects that R˜ coincides with the so-called
symplectic reflection algebra introduced in [EG], but this has never been verified expect in some
special cases, see [Go].
5.2 Comparison with quantum groups. To finish the paper, we would like to return to the
starting point mentioned in the Introduction and give some speculations on the connections of the
present work with Geometric Representation Theory.
The motivation for the research carried out in [BK2], [BK3], [Kal3] was the paper [BMR1]
and its sequel [BMR2], where the authors study the case X = T ∗M , M = G/P , a partial flag
variety associated to a semisimple algebraic group G and a parabolic subgroup P ⊂ G. In that
case, a particular series of quantizations of the cotangent bundle X = T ∗M is given from the very
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beginning – one can consider the algebras DM,L of differential operators on M twisted by a line
bundle L. The classic result of A. Beilinson and J. Bernstein [BeBe] claims that in characteristic
0, the partial flag variety M = G/P is D-affine for generic L – that is, the category of sheaves
of DM,L-modules is equivalent to the category of modules over the algebra H
0(M,DM,L) of global
sections of the sheaf DM,L. In positive characteristic, the statement is no longer true; however,
and it has been proved in [BMR1], [BMR2], the equivalence does survive on the level of derived
categories: the natural global sections functor induces an equivalence between the derived categories
Dbc(M,DM,L) and D
b(H0(M,DM,L)-mod
fg). Moreover, the algebra DM,L acquires a large center, so
that sheaves of DM,L-modules on M can be localized to sheaves on X
(1). As in our Theorem 4.2,
the equivalence can then be lifted back to characteristic 0; the resulting algebra of global sections
is closely related to the so-called quantum enveloping algebra at a p-th root of unity (see [BaKr]).
In general, one can use the sheaves DM,L for the cotangent bundle T
∗M of any algebraic variety
M , but this is not expected to be very useful – indeed, the derived D-affine property in positive
characteristic would in particular imply that X = T ∗M satisfies the assumptions of Conjecture 1.3,
so that we are automatically in the situation of [BMR2]. Therefore in order to generalize [BMR1]
to other interesting situations, one has to develop a geometric quantization machinery as in [BK1],
[BK3]. One can in fact hope to generalize [BeBe] as well – the following has been conjectured in
[Kal3].
Conjecture 5.11. In the assumptions of Theorem 2.3, the global sections functor
Shv(X,Oh)→ Shv(S[[h]], π∗Oh)
from sheaves of finitely generated Oh-modules on X to sheaves of finitely generated π∗Oh-modules on
S[[h]] = S×̂ SpecK[[h]] is an equivalence of abelian categories over a dense open subset U ⊂ S[[h]].
However, from the present perspective, another relation to Geometric Representation Theory
seems more promising.
Let us summarize once more the main steps in the construction of a tilting generator on a
symplectic resolution X.
(i) We reduce X to a smooth symplectic variety Xm over a perfect field k of positive characteristic
char k = p > 0.
(ii) Using quantization theory, we deform the Frobenius map
σ : O
X
(1)
m
→ Fr∗OX
to a central algebra map
s : O
X
(1)
m
→ Oh.
(iii) Using rigidity of tilting vector bundles, we lift the map s to a central algebra map
(5.3) OX →R,
where R = End(E) is a matrix algebra sheaf on X.
In principle, a similar procedure can be applied to a smooth variety X which is only Poisson, not
symplectic. The problem is, steps (ii) and (iii) require some rigidity, and one cannot expect them
to work nearly as well for arbitrary Poisson varieties. In particular, our approach to quantization is
essentially that of Fedosov [Fe], and it is based on the fact that locally, all symplectic manifolds and
all quantizations are the same – this of course breaks down completely in the general Poisson case.
However, there is one more situation where quantization works really well, namely, the case of a
semisimple Lie group with a Poisson-Lie structure (see [Dr]). In this case, the necessary rigidity is
provided by the fact that G is a group – a quantization becomes essentially unique if one requires it
to be compatible with the group structure (see [Dr] and also [EK]). Motivated by this, we expect,
roughly, the following picture in the Lie group case.
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Assume given a semisimple Lie group G over a field K of characteristic 0. Then the
standard Poisson-Lie structure on G canonically extends to a model GO of the group G
over a subalgebra O ⊂ K of finite type over Z, so that for any maximal ideal m ⊂ O,
we obtain a Poisson-Lie group Gm over a finite field k = O/m. The Poisson-Lie group
Gm admits a unique Frobenius-constant quantization compatible with the group structure.
Moreover, the quantized structure sheaf Oh on G
(1)
m lifts uniquely to a algebra sheaf Oq
of finite rank on G which is, again, compatible with the group structure.
This is much too imprecise to be stated even as a Conjecture. In particular, one has to clarify the
exact meaning of “compatibility with the group structure” – we expect that it should not be difficult
to do this, but at present, this has not been done. In addition, one cannot expect Oh(h
−1) to be a
matrix algebra, so that step (iii) – lifting to characteristic 0 – will not be automatic, and probably
requires the same methods as step (ii).
In spite of all this, we can guess what the final result will be – that is, what is the algebra sheaf
Oq. Namely, recall that G. Lusztig – see, e.g., [Lu] – has found a particular form Uq of the quantized
enveloping algebra Uh associated in [Dr] to a semisimple Lie group G (we note that this is different
from the quantized enveloping algebra used in [BaKr]). The algebra Uq is defined over a much
smaller subalgebra K[q, q−1] ⊂ K[[h]] in the algebra of formal power series in h = log q. Therefore
one can actually assign some value to the parameter q. It is known that the resulting algebra is
especially interesting when q is a root of 1. In this case, G. Lusztig constructs in addition the so-
called quantum Frobenius map – an algebra map Uq → U from Uq to the usual universal enveloping
algebra U associated to the group G. The dual picture has been also studied, for instance in [CP].
There instead of quantized enveloping algebra Uq, one considers a quantum version OG,q of the
algebra OG of algebraic functions on G; if q is a root of 1, one obtains a quantum Frobenius map
OG → OG,q,
so that OG,q becomes a sheaf of associative algebras on the group G.
This is what we expect our sheaf Oq to be, for q = exp
2pi
√−1
p . The map (5.3) should be the
quantum Frobenius map.
Unlike [Lu] and consequently [CP], where Uq and OG,q are constructed by explicit formulas,
it should be possible to obtain Oq by pure deformation theory, as an essentially unique solution
to a deformation problem. We do not know whether it has any real significance for the theory of
quantum groups, a subject very well studied already; still, a conceptual explanation of the formulas
in [Lu] may be worth trying for.
Conversely, the algebras R = End(E) constructed in Theorem 4.2 should be related to quantum
group theory, at least in the cases like Example 1.6 when the symplectic resolution X is related to
a semisimple group G. When X is not directly related to any group, one could still hope to find in
the algebras R some of the rich additional structures known for quantum groups, such as e.g. the
so-called crystal bases. From this point of view, the most promising case is perhaps Example 1.8,
the quiver variety case. Since a quiver variety X is given by a very explicit set of combinatorial
data, computing the algebra R explicitly is not perhaps quite out of reach.
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