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RÉSUMÉ 
La description de plusieurs phénomènes en finance nécessite souvent l'utilisation 
des outils mathématiques reliés aux processus aléatoires. Dans ce mémoire, 
l'auteur introduit les notions de base relatives aux processus et aux équations 
différentielles stochastiques en s'efforçant de présenter les éléments théoriques 
les plus importants. Il pousse cet te étude en examinant une application en 
finance du très important modèle de Black- Scholes. Il présente ensuite les 
schémas numériques d 'Euler et de Milstein, et les compare à l'aide de simu-
lations. Il offre aussi quelques résultats concernant la sensibilité de l'équation 
de Black- Scholes selon certains paramètres . 
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CHAPITRE 1 
INTRODUCTION 
Les spécialist es de la finance ont en général recours, depuis quelques années, à 
des outils mathématiques de plus en plus sophistiqués (mart ingales, intégrales 
stochastiques, . . . ) pour décrire certains phénomènes et mettre au point des 
techniques de calcul. 
L'intervention du calcul des probabilités en modélisation financière n 'est pas 
récente. En effet , c'est Bachelier qui en tentant de bâtir une "théorie de la 
spéculation" a découvert , au début du xxiéme siècle, l'objet mathématique 
appelé "mouvement Brownien". À part ir de 1973 cette théorie a pris une 
nouvelle dimension avec les travaux de Black-Scholes-Merton sur l'évaluation 
("pricing" en anglais) et la couverture des options, voir Geman (1998) . 
Depuis ces travaux, le monde de la finance a connu de grands bouleverse-
ments , les marchés (taux de change, taux d 'intérêt , . .. ) sont devenus plus 
volatils créant ainsi une demande croissante des produits dérivés (options, 
contrat s à terme, dérivés de crédit) pour cont rôler , miser , spéculer et gérer 
les risques. Les progrès t echnologiques ont permis aux institutions financières 
de créer et de mettre sur le marché des produits et des services qui perme-
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ttront de se prémunir contre les risques et de générer des revenus. La con-
cept ion, l'analyse et le développement de ces produits et services nécessitent 
une connaissance approfondie des théories financières avancées, une maîtrise 
des mathématiques et des calculs numériques sophistiqués . 
Il est à rappeler que Black et Scholes en se référant à Geman (1998) ont été 
les premiers à proposer un modèle conduisant à une formule explicite du prix 
d 'un "caU européen" sur une action ne donnant pas de dividendes. Dans ce 
modèle, la formule obtenue ne dépend que d 'un paramètre non directement 
observable sur le marché et appelé "volat ile" par les praticiens. 
Le recours à la notion d 'intégrale stochastique, pour exprimer les gains et les 
pertes dans les stratégies de gestion de portefeuille, et surtout l'ut ilisation 
du calcul stochastique en finance, a été la motivation de ce mémoire. 
Le mémoire est structuré comme suit: 
(i) premièrement , nous présentons une synthèse détaillée des processus 
aléatoires (processus, fil t ration , martingale, mouvement Brownien , vari-
ation totale et quadratique), 
(ii) ensuite, nous présentons les équations différent ielles stochastiques: définit ions 
et propriétés, formule d 'Itô, processus d 'Itô avec l'étude de quelques 
schémas numériques, 
(iii) finalement nous étudions en détail un modèle d 'application en finance, 
à savoir le modèle de Black-Scholes pour lequel nous présentons les 
hypothèses de marché et certaines notions en finance. 
(iv) nous terminons par une conclusion. 
CHAPITRE 2 
NOTIONS DE PROCESSUS ALÉATOIRES 
Les fluctuations observées donnent la variation des prix des actions, des taux 
d 'intérêt ... et ne peuvent pas être prédites avec exactitude à un instant 
ultérieur. Ces variables qualifiées de processus aléatoires se comportent de 
façon non déterministe. 
Nous introduisons les notions de base qm nous permettrons d 'étudier en 
détail les équations différentielles stochastiques. 
Pour ce faire , nous commençons par une présentation des définitions et de 
rappels sur les processus aléatoires. Ensuite, nous aborderons, entres autres 
les notions de continuité, de dérivabilité et d 'intégrabilité d'un processus en 
donnant certaines caractérisations basées sur des théorèmes connus de la 
littérature. Les notions de filtration adaptée, engendrée et complète seront 
aussi abordées , suivi de l'étude des martingales, du mouvement Brownien et 
de la variation quadratique. 
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2.1 Processus 
Un processus aléatoire est une fonction du temps X t , telle que pour chaque 
t, X t est une variable aléatoire définie sur un espace de probabilité, noté 
(D, A , P) , où 0 est l'espace échantillonnaI, A est une Cl-algèbre, et P est une 
mesure de probabilité. 
2.1.1 Définition 
Un processus aléatoire X t défini sur un espace de probabilité (D, A, P) est 
une famille de variables aléatoires X = (Xtk~o définies sur le même espace 
de probabilité. En d 'autres termes, X est une fonction à deux variables telle 
que X: [0, (0) x 0 -t IR, (t,w) H Xt(w). Nous remarquons que 
a) l'espace d 'arrivée peut être beaucoup plus complexe que IR; 
b) t représente, en général, le temps; 
c) un processus peut être vu comme une fonction qui \/w E D, associe une 
fonction Xt(w) de [0 , (0) dans IR. La fonction l -t Xt(w) s'appelle la 
trajectoire du processus. 
2.1.2 Processus continus, dérivables et intégrables 
Un processus Xt est dit continu si la fonction t -t Xt(w) est continue pour 
presque tout w E D. 
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Les notions de continuité, dérivabilité et intégrabilité devront être définies 
selon des critères de convergence. Le critère le plus utilisé est celui de la 
convergence en moyenne quadratique, car il est bien adapté aux simula-
tions . Spécifiquement, un processus X t , dont la variance existe, converge en 
moyenne quadratique au point to si 
où E est l'espérance mathématique. 
Nous dirons qu 'un processus aléatoire est continu en moyenne quadratique 
sur un intervalle [a , b] si X t est continu en moyenne quadratique pour tout 
t E [a, b]. Le théorème suivant donne une caractérisation de la continuité en 
moyenne quadratique. 
Théorème 2.1. Un processus X t est continu en moyenne quadratique si et 
seulement si sa fonction d ' autocorrélation, à savoir 
est continue à t l = t2 = t , 'it > O. 
Démonstration. 
Supposons que "( (LI , L2) est continue à LI = L2 = t. 
Nous avons 
E (X;J + E (X;2) - 2 E (Xt1 X t2 ) 
E (X~) + E (X;2) - 2 "((t l , t2 ). 
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Par conséquent, si t l = t2 = t, alors 
Ce qui démontre que le processus X t est continu en moyenne quadratique. 
Inversement, si le processus est continu en moyenne quadratique, alors 
E (Xt1 X t2 ) - E (Xt X t) = E {(Xt1 - Xt)(Xt2 - Xt)} 
+ E {(Xt1 - Xt) Xd + E {(Xt2 - X t) X t}. 
Ensuite, en appliquant trois fois l'inégalité de Cauchy-Schwartz, nous obtenons 
lE (XtI X t2 ) - E (Xt Xt)1 :::; JE {(Xh - Xt)2} JE {(Xt2 - X t)2} 
+ JE {(Xt1 - Xt)2} JE (Xl) 
+ JE {(Xt2 - Xt )2} JE (Xl). 
Puisque X t est continu en moyenne quadratique, on en déduit que 
d 'où 
Donc, E (Xh X t2) est une fonction continue à t l = t2 = t. 
Le concept de dérivabilité en moyenne quadratique est défini de façon sem-
blable. Nous dirons qu'un processus aléatoire X t est dérivable en moyenne 
quadratique au point ta s'il existe un processus Yt tel que 
lim E { (Xt - X to _ Yto)2} = O. 
t~to l - l,a 
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Si X t est dérivable en moyenne quadratique pour tout t E [a, b], alors il est 
dérivable en moyenne quadratique sur [a, b]. Cette dérivabilité est caractérisée 
par le théorème suivant. 
Théorème 2.2. Un processus X t est dérivable en moyenne quadratique si et 
seulement si 
a2 
atl at2 "lUI, 1.2) 
existe et est continue à t l = t2 = t. 
Nous procédons comme pour l'intégrale de Riemann, en considérant des suites 
de fonctions en escalier et le passage à la limite sera pris au sens de la moyenne 
quadratique. 
Un processus aléatoire Xt est dit intégrable en moyenne quadratique sur un 
intervalle [a, b] s' il existe une variable aléatoire Y définie sur (0 , A, P) telle 
que 
!~~ E { ("" t,XkA"+. - y n = 0, 
où ~n = (b - a)/n est la longueur des n intervalles qui subdivisent [a, b]. Le 
théorème ci-dessous caractérise l'intégrabilité en moyenne quadratique. 
Théorème 2.3. Un processus aléatoire X t est intégrable en moyenne quadra-
tique sur l'intervalle [a, b] si et seulement si l 'intégrale 
lb lb "I (tl , l2) dt l d/'2 < 00. 
Remarque 2.1. Les démonstrations des Théorèmes 2.2 et 2.3 sont sem-
blables à celle du Théorème 2. 1 sur la continuité; elles ne sont donc pas 
présentées. Ces deux théorèmes sont tirés de Huynh et al. (2006). 
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Exemple 2.1. Un processus X t est qualifié de Gaussien si toute combinai-
son linéaire finie de (X t , t 2 0) est une variable aléatoire de loi normale. 
Autrement dit, pour tout t l , ... , tn et a l , ... , an E lR, la loi de la variable 
aléatoire 
est normale. 
Au même t it re qu 'un vecteur aléatoire de loi normale caractérisé par un 
vecteur de moyennes et une matrice de covariance, un processus Gaussien 
est caractérisé par sa fot;ction espérance, pour tout t , et par sa fonction de 
covariance ,(tl , t2 ) . 
2.2 Filtration 
Nous nous intéressons ici aux phénomènes dépendant du temps. otons que 
l'information connue à un temps t sera rassemblée dans une t ribu A t. Une fil-
t ration (At)tEIR+ est une famille croissante de sous t ribus de A , c'est à dire que 
A t c A s pour tout t ~ s. Puisque A t représente la quantité d 'informations 
disponibles à l'instant t , il est normal que celle-ci augmente avec le temps. 
Une t ribu est dite complète si elle contient l'ensemble des négligeables N de 
(D, A , P ) qui est défini par 
N := {N c D, :lA E A IN c A, P(A) = O} . (2.1) 
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Une fil tration A est complète si tout A t cont ient l'ensemble des négligeables 
N , ce qui équivaut à N c Ao. 
Un processus aléatoire (Xt)t~O est dit A-adapté si pour tout t, la variable 
aléatoire Xt est At-mesurable. 
Proposition 2.1. Si (Xt)t~O est A-adapté, alors la variable aléatoire X s est 
A rmesurable pour tout s :::; t. 
Démonstration. 
La proposition est naturelle lorsque nous raisonnons en terme d 'information. 
En effet, la t ribu A t est plus grande que la tribu A s, donc, si X s est connue 
avec l'information A s, elle l'est aussi avec l'information A t. Analytiquement, 
on remarque que l'image réciproque d 'un borélien B par X s , noté X;l(B), 
est un élément de A s, donc de A t. 
La filt ration engendrée par un processus X , notée A X , est la suite croissante 
des t ribus Af engendrées par (Xs)s9; c'est la plus petite filt ration qui rend 
X adapté. Une fil t ration A est complète lorsque tout At contient l'ensemble 
des négligeables N défini à l'équation (2. 1). En d 'autres termes , N c Ao. En 
général, la filt ration complète engendrée par un processus (Xt)t~O est appelée 
la filtration naturelle du processus. Dans la suite, nous parlerons de filt ration 
naturelle de processus plutôt que de filtration complète. 
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2.3 Martingales 
En général, nous rencontrons plus de processus continus que de processus 
discrets dans les problèmes financiers . L'étude des processus continus est 
parfois plus difficile, mais beaucoup plus intéressante. En conséquence, les 
définitions qui suivent vont porter majoritairement sur les processus continus. 
D éfinition 2 .1. Un processus aléatoire X t est une A-martingale si 
(i) X t est A-adapté. 
(ii) X t est intégrable, c 'est à dire E( !X t!) < 00, pour tout t. 
Il est à noter qu 'une sur-martingale est un processus qui vérifie les propriétés 
(i) et (ii), et qui satisfait E [Xt!Asl ::; X s pour tout s ::; t. De façon similaire, 
une sous-martingale satisfait (i), (ii) et E [Xt! Asl ~ X s pour tout s ::; t . 
R emarque 2 .2 . Une martingale est un jeu équitable, une sur-martingale est 
un jeu perdant , et une sous-martingale est un jeu gagnant. 
Si X t est une martingale, alors pour tout t, on a E (Xt) = E (Xo). Aussi, si 
(Xt)t ::;T est une martingale, alors ce processus est complètement déterminé 
par sa valeur terminale, à savoir X t = E (XT!At ). Cette propriété est d 'un 
usage très fréquent en finance. 
P roposit ion 2.2 . Soit Xt , une A-martingale de carré intégrable, c'est à dire 
que E(Xl) < 00 pour tout t. Alors, pour s ::; t, on a 
2. NOTIONS DE PROCESSUS ALÉATOIRES 
D émonst ration. 
Par un calcul direct , on a 
ce qui termine la preuve. 
E (X; IAs) - 2E (Xs XtlAs) + E (X; IAs) 
E (X;IAs) - 2XsE (XtIAs) + X; 
E (X; - X;IAs) , 
12 
Exemple 2.2. Si X est une martingale telle que E(X 2 ) < 00, alors X2 et IXI 
sont des sous-martingales. Ceci découle du fait que q;(x) = x2 et q;(x) = Ixl 
sont convexes . En effet , soit q; une fonction convexe, mesurable et intégrable 
avec q; : ~ -+ R Alors q;(X) est une sous-martingale car, d 'une application 
de l'inégalité de Jensen, on a 
2.4 Mouvement Brownien 
2.4.1 Historique 
En 1828, Robert Brown (Brown, 1828) a observé le mouvement irrégulier 
de particules de pollen en suspension dans l'eau. Ce mouvement aléatoire, 
dû aux chocs successifs entre le pollen et les molécules d 'eau, entraîne la 
dispersion, ou diffusion, du pollen dans l'eau. Par la suite, Delsaux (1877) 
explique ces changements incessants de direction de trajectoire par les chocs 
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entre les particules de pollen et les molécules d 'eau; ce type de mouvement est 
qualifié de " mouvement au hasard". Bachelier (1900), en étudiant les cours de 
la bourse, a mis en évidence le caractère markovien du mouvement Brownien: 
la position d 'une particule à l'instant t + s dépend de sa position en t et ne 
dépend pas de sa position avant t. En 1905, Einstein , par l'intermédiaire de 
l 'équation de la chaleur, a déterminé la densité de transition du mouvement 
Brownien et relie par la suite le mouvement Brownien et les équations aux 
dérivées partielles de type parabolique. Ensuite, Smoluchowski (1906) a décrit 
ce mouvement comme une limite de promenades aléatoires. 
La première étude mathématique rigoureuse sur la continuité et la non-
dérivabilité des trajectoires du mouvement Brownien est faite par Wiener 
(1923). Le mouvement Brownien passionne les probabilistes , tant pour l'étude 
de ses trajectoires qu 'en théorie de l'intégration stochastique. 
Pour définir ' formellement le mouvement Brownien, soit un espace (0, A, P) 
sur lequel nous définissons le processus (Btk~o. 
Définition 2.2. Un mouvement Brownien est un processus (Bt)t~o tel que 
Jal) Bo = 0 presque sûrement; 
Ja2) B est continu, c'est à dire t -+ Bt(w) est continue pour presque tout w; 
Ja3) B est à accroissements indépendants, c'est-à-dire que Bt - Bs est in-
dépendant de A~ = O'{(Bs)s:sd ; 
Ja4) les accroissements sont stationnaires (pour s < t l 'accroissement Wt -
W s ne dépend que de la valeur de t-s), Gaussiens, et tels que si s :S t, 
on a Bt - Bs f"V N(O , t - s). 
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2.4.2 Propriétés et exemples 
Soit B = (Bt)t>o un mouvement Brownien, et A, sa filtration naturelle. Alors 
(i) (Bt ), (B; - t) et exp(CTBt - CT2t / 2) où CT E lR, sont des A-martingales; 
(ii) (-Bt), (Bc2tJc) et (tBl /t ) où cE lR, sont des mouvements Browniens; 
(iii) les trajectoires de B sont continues et presque sûrement nulle part 
différentiables. 
D émonstration . Les processus définis au-dessus sont A -adaptés. Ils sont 
intégrables car Bt rv N(O, t), donc l'espérance, la variance et la transformée 
de Laplace de ces dernières sont finies. Il reste alors à vérifier la dernière 
condition. Faisons-le, à titre d'exemple, pour les processus Bt et Bc2tJc. Nous 
avons 
D'abord, X t = Bc2tJc est Gaussien car c'est une combinaison linéaire de 
processus Gaussiens. Ensuite, E (Xt) = 0 et E (XtXs ) = min(c2 t , c2 s)/c2 = 
min(t, s), d'après le théorème qui suit. Nous déduisons de ce même théorème 
que le processus X t est un mouvement Brownien. 
En général pour prouver qu 'un processus est un mouvement Brownien, nous 
utilisons la caractérisation donnée par le théorème ci-dessous. 
Théorèm e 2.4. Un processus B est un mouvement Brownien si et seulement 
si c'est un processus Gaussien contin'u, centré, et de fonction de covariance 
cov(Bs , Bt) = min(s , t). 
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Démonstration. 
(~) Les composantes du vecteur (Btl , Bt2 - BtI' ... , Btn - Btn- I ), où t l ~ 
t2 · .• ~ tn , sont des variables aléatoires Gaussiennes et indépendantes; il 
est donc lui-même Gaussien. Par conséquent, toute combinaison linéaire est 
Gaussiene et le processus B est Gaussien. Par hypothèse, le processus est 
continu . Il est aussi centré car E (Bt) = E (Bt - Bo) = O. Enfin, sa fonction 
covariance est, pour 5 ~ t, 
E (Bs Bt) 
E (Bs (Bt - Bs)) + E (B;) 
E (Bs) E (Bt - Bs) + var (Bs - Bo) 
0 +5 
5. 
(<=) Nous allons montrer une-à-une les propriétés du mouvement Brownien 
décrites à la définition 2.2. Pour BI, on a E (B5) = var (Bo) = 0, ce qui fait 
que Bo = 0 presque sûrement. Ensuite, B est continu, par hypothèse, donc 
B2 est satisfaite. Pour B3, nous remarquons que pour rI ~ ... ~ r n ~ 5 ~ t, 
le vecteur (BrI" .. Brn' Bt - Bs) est Gaussien. De plus, 
Donc, Bt - Bs est indépendante de tout vecteur (BrI" '" BrJ , et donc 
indépendante de A~ := a{(Bs)s$d. Finalement, pour montrer B4, nous con-
statons que pour 5 ~ t, Bt - Bs est Gaussienne, et donc déterminée par son 
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espérance et sa variance, qui sont E(Bt - Bs) = 0 et 
t+s-2s/\t 
/, - s. 
Donc Bt - Bs rv N(O, t - s) et la loi de Bt - Bs ne dépend que de t - s. 0 
Soit (Xtk~o, un mouvement Brownien. Le processus Y(t) := eX, est appelé 
le mouvement Brownien log-normal. Aussi , si Y(t) = exp(uXt + I/t), alors 
E{Y(t)} =exp { t (1/+ 1;2 )} 
et 
var {Y(t)} = exp { 2t (1/ + ,~2 ) } ( etu2 - 1) . 
En effet, E {Y (t)} = evtE (euX, ) = evt 9x, (u), où 9x, (u) est la fonction 
génératrice des moments de Xt, qui vaut eu2t . De plus, 
Nous en déduisons que 
2.5 Variation totale et quadratique 
Définition 2.3. La variation infinitésimale d'ordre p d'un processus Xt 
défini sur [0, Tl associée à une subdivision IIn = (tf, ... ,t~) est définie par 
n 
Vf(IIn) = L IXti - xti_1lP . 
i=l 
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Si V; (fIn) a une limite dans un certain sens (convergence presque sûre, con-
vergence V) lorsque 
La limite ne dépend pas de la subdivision choisie et nous l'appellerons alors 
la variation d 'ordre p de X t sur [0, Tl. En particulier, 
• si P = 1, la limite s'appelle la variation totale de X t sur [0, T l,· 
• si P = 2, la limite s'appelle la variation quadratique de X t sur [0, Tl et 
est notée (X)r. 
2.5.1 Variation bornée 
Un processus Xt est un processus à variation bornée sur [0, Tl s'il est à 
variation bornée trajectoire par trajectoire, c'est-à-dire que 
n 
sup L IXt; - Xti_ll < 00 presque sûrement. 
11"n i=l 
Remarque 2.3. Si la variation totale d 'un processus existe presque sûrement, 
alors elle vaut 
n 
vi := sup L IXti - Xti_ ll presque sûrement, 
IlEP i=l 
où P est l'ensemble des subdivisions possibles de [0, Tl. Réciproquement , si 
ce supremum est fini , le processus admet une variation totale. La variation 
totale d 'un processus s'interprète comme la longueur de ses trajectoires. 
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2.5.2 Cas du mouvement Brownien 
Soit (Bt)tEP, un mouvement Brownien standard que nous noterons B(t) par 
la suite. Pour t > 0, nous définissons 
Définition 2.4. Pour tout t > 0, 
lim (B)~n) = t presque sûrement. 
n--+oo 
Nous définissons la variation quadratique du mouvement Brownien standard 
(B)t comme étant donnée par cette limite et on pose (B)o = O. 
Démonstration. 
Soient Xi = B (~~) - B ((i;;)t ), 1 :::; i :::; 2n et t , n fixés . Les variables 
aléatoires sont indépendantes et identiquement distribuées, Xi '" N (0, t/2n) 
et (B)~n) = 2:;21 Xl. Nous avons alors 
2n 2n 
E ( (B)~n) ) = L E (X;) = L ;~ = t 
i=1 i=1 
et 
i=1 
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Par conséquent, en appliquant l'inégalité de Chebychev (avec la fonction 
x f------t X 2 ) il vient 
Comme cette somme est finie , nous pouvons utiliser le lemme de Borel-
Cantelli qui nous assure que 
Nous avons ainsi 
et donc 
lim (B)}n) = /, presque sûrement, 
n-too 
ce qui complète la démonstration. <> 
Remarque 2.4. La variation totale du mouvement Brownien trajectoire par 
trajectoire est la longueur de son chemin. Un mouvement Brownien oscille 
en permanence et donc la longueur de ses trajectoires est infinie. Ceci est 
également lié au fait que les trajectoires du mouvement Brownien, bien que 
continues ne sont pas régulières . En d 'autres termes, presque toutes les tra-
jectoires du mouvement brownien ne sont nulle part différentiables sur lR+. 
Proposit ion 2.3 . Si X t est un processus, alors 
• il est à variation bornée si et se'ulement si il est la difJérence entre deux 
processus croissants; 
• s'il est à variation bornée et à trajectoù'es continues, sa variation quadra-
tique est nulle presque sûrement, c'est-à-dire que (Xh = o. 
CHAPITRE 3 
INTÉGRATION STOCHASTIQUE 
3.1 Introduction 
Tel que mentionné auparavant , beaucoup de phénomènes en finance sont 
aléatoires et peuvent être caractérisés par les outils statistiques du calcul 
stochastique. Il est à noter que notre objectif n 'est pas de faire un exposé en 
profondeur du calcul stochastique, mais plutôt de mettre en place les outils 
pour en étudier certaines applications. Ainsi , certains des résultats théoriques 
qui nécessitent de longues démonstrations ne seront pas abordés; néanmoins, 
une esquisse de preuve sera parfois fournie. 
L'élaboration du calcul différentiel a permis de donner un cadre à la no-
tion d'équation différentielle ordinaire. Cette dernière a \permis de modéliser 
plusieurs phénomènes variables dans le temps. En ajoutant des perturbations 
aléatoires à ces équations, on rencontre dans le domaine des mathématiques 
financières des difficultés liées surtout au fait que les trajectoires du mouve-
ment Brownien ne sont nulle part dérivables. 
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Ici, nous présenterons la construction d'une intégrale par rapport au mou-
vement Brownien. Nous commençons par définir l'intégrale pour les proces-
sus élémentaires. Ensuite, nous étendons la définition aux processus adaptés 
ayant un moment d 'ordre 2, en utilisant un résultat sur les espaces com-
plets. Pour finir , nous regardons la formule d 'Itô, de même que l'intégrale 
par rapport à un processus d 'Itô . 
3.2 Définition 
Soit e = (et), un processus élémentaire. Nous souhaitons donner un sens à la 
variable aléatoire lT et dEt , (3 .1) 
où Et est un mouvement Brownien. Pour cela, rappelons que lorsque nous 
intégrons une fonction 9 régulière par rapport à une fonction dérivable J, 
alors l T g(t) df(t) = l T g(t)f'(t) dt. 
Dans le cas où f n'est pas dérivable, mais en supposant qu'elle est à variation 
bornée, alors l'intégrale de Stieltjes, définie par 
où 0 = to < t l < ... < tn = T et 7rn = maxO$i$n- l Iti+l - til peut être 
utilisée. Malheureusement, puisque le mouvement Brownien n'est pas à va-
riation bornée, la définition précédente ne s'applique pas à l'intégrale (3.1). 
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Cependant, puisque E t est à variation quadratique finie, car pour tout t > ° 
nous avons d 'après un résultat du chapit re précédent que 
lim ( E)~n) = t p.s, 
n-HX) 
il semble naturel de définir l'intégrale par rapport au mouvement Brownien 
comme une limite dans l'espace 122 de variables aléatoires dont le moment 
d 'ordre deux existe. Autrement dit, X E 122 si et seulement si E(X 2 ) < 00. 
Ainsi, on définit 
où le processus et appartient à l'espace 122. Nous exigeons aussi que et soit 
A -adapté, de t elle sorte que eti soit indépendant de E ti+l - E ti. Dans cer-
taines applications financières, et désigne la quant ité d 'actifs risqués dans un 
portefeuille à l'instant t , alors que dEt représente sa variation infinitésimale. 
Pour des raisons t echniques, des conditions de régularité sont souvent im-
posées aux processus étudiés. En général, nous exigeons qu 'ils soient presque 
sûrement continus à droite avec une limite à gauche (càdlag) . Par la suite, 
l'espace sur lequel sera construite l'intégrale stochastique sera L~(n , [0, T]), 
qui est l'ensemble des processus càdlag et sur [0, Tl qui sont A-adaptés et 
tels que 
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3.3 Processus élémentaires 
Définition 3 .5. Un processus (Bt)O~t~T est dit élémentaire s'il existe une 
subdivision ° = to < t l < ... < tn = T et un processus discret (Bi)O~i~n- 1 E 
.c2(n) qui est Ati-adapté et tel que 
n-I 
Bt(w) = 2: Bi(W)lIlti,ti+1l (t). 
i=O 
En d'autres mots , un processus élémentaire (Bt ) prend un nombre fini de 
valeurs sur des sous-intervalles de [0, T]. Évidemment, l'ensemble E des pro-
cessus élémentaires est un sous-espace de .c~(n, [0 , Tl). 
Définition 3.6. L'intégrale stochastique entre 0 et t < T d'un processus 
élémentaire Bt E E est la variable aléatoire 
où a 1\ b = min(a, b). 
De cette manière, nous associons à un processus BEE le processus 
De façon naturelle l'intégrale sur un intervalle [s, t] est définie par 
l t BrdBr = l t BrdBr -ls BrdBr = 8 t - 8 s· 
Proposition 3.1. Pour B, <P E E, nous avons 
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(ii) E { ([ B. dB.)' A,} ~ E ([ B;drl A) 
(iii) E { (lt er dBr) (lU ~r dBr) 1 As} = E (ltAu er~r drl As). 
Démonstration. 
(i) Nous avons 
E { ~ Bi ( il, .. , - B,,) A,} 
~ E { ~ Bi (B"" - B,J A,} + ~ E (Bi(B" " - B4 )1 A,,) 
j-1 k-1 
= 2..: ei(Bti+l - Bd + 2..: E {eiE(Bti+l - Bt. IAdlAtj} 
i=O i=j 
car E( Bti+l - Bt. lAd = O. Enfin, par la linéarité de l'intégrale, 
(ii) Par un calcul direct , 
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E { (J.' BedBe)' A,} 
~ E [ {~B;(B'+, - B,) r lAt, 1 
k- l 
LE {B;(Bti+1 - BtY IAtj } 
i=j 
i<l<k- l 
k-l 
LE [B;E {(Bt H l - BtYIAt,} lAt;] 
i=l 
+2 L E{BiBI(BtHl - BtJE(BtHl - BtjlAtj) IAtj} 
i<l<k- l 
k- l L E { Bl (tH 1 - ti ) 1 Ati } + 0 
i=l 
(iii) Nous avons pour u ::; t que 
2 E { (l t Br dBr) (lU ~r dBr) 1 As} 
E [ {f.' (B, + ~"I,S.) dB, } 2 A,] 
- E { (J.' B, dBe)' A,} -E { ([ ~, dB,)' A,} 
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E {l t (Br + ~rITr~u)2 dTI As} - E (l t B; dTI As) - E (lU ~; dTI As) 
= 2E (lU Br~r dTI As) . 
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Proposition 3.2. Si 0 E E, alors 
(i) 0 t----+ et est linéaire; 
(ii) t t----+ et est continue presque sûrement et At-adapté; 
(iii) E (et) = 0 et var (et) = E (J; 0; dr); 
(iv) et est une At-martingale; 
(v) Le processus eZ - J~ 0; dr est une At-martingale. 
Démonstration. 
(i) La linéarité de l'intégrale stochastique est immédiate et sa continuité 
résulte de la continuité des trajectoires du mouvement Brownien; 
(ii) La variable aléatoire et est At-mesurable pour tout t car c'est une 
somme de variables aléatoires At-mesurables; il s'ensuit que l'intégrale 
stochastique est un processus At-adapté; 
(iii) On démontre par des calculs directs que: 
k-l 
LE {Oi(Bti+! - Bd} 
i=O 
k-l 
LE { OiE (Bti+! - Bt; lAt;) } 
i=O 
o 
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et 
k-l 
= LE {B;(BtHl - BtY} 
i=O 
i<j 
k-l 
= LE [B;E {(BtHl - BtYIAtJ] 
i=O 
i <j 
(iv) Le processus et est adapté et et E L2 ; par conséquent, et E LI. La 
proposition 3.1 donne la propriété de martingale de l'intégrale stochas-
tique, à savoir que c'est simplement une transformée de martingale; 
(v) Le processus e; - J; B; dr est A-adapté car c'est une somme de proces-
sus adaptés. Chacun des processus de cette somme est dans LI, car c'est 
la somme de deux éléments de LI. La proposition 3.1 conduit ensuite à 
la propriété de martingale. 
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3.4 Extension de l'intégrale sur .c~ (0, [0, T]) 
Pour étendre la définition de l'intégrale et = J; (}rdBr pour {} E .c~(D , [0, T]) , 
rappelons d'abord que {}n converge vers {} au sens .c2 si 
lorsque n ~ 00. De plus notons que l'application {} ~ 11{}112 définit une norme, 
d 'où l'espace .c~ (D, [0, Tl) est complet. L'idée consiste d 'abord à approximer 
le processus () par une suite de processus élémentaires ({}n)n;:::l de telle sorte 
que {}n converge vers {}. Il s'agit de prendre pour i = 0, ... , n - 1, 
n-l 
{}n ,t = 2:: {}i,n lI]!:I. (i+1)T ] (t) 
n ' n 
i=O 
avec t i = i~ et {}i,n E Ati . L'intégrale et = J; (}rdBr est ensuite définie dans 
.c~(D, [0, Tl) , par 
l t . l t . n-l {((i + I)T) (iT)} {}r dBr = hm {}n ,r dBr = hm 2:: {}i,n B - B - . o n-too 0 n-too i=O n n 
Cette extension de l'intégrale stochastique possède toutes les propriétés vues 
à la Section 3.3. L'exemple qui suit, qui est un exemple classique, concerne 
l'intégration du pont Brownien. 
Exemple 3.1. Nous pouvons montrer que pour tout t, 
En effet , nous avons, par définition , que 
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Ensuite, en utilisant l'identité 
n - l n - l n - l 
2 L Bd Bti+1 - Bd = L (BL1 - B~) - L (Bti+1 - BtY , 
i=Û i=Û i=Û 
nous obtenons 
Cet te dernière égalité découle du fait que 
n- l 
lim " (Bti+1 - Bti) 2 
n-too ~ 
i=Û 
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converge dans ,C2(O) vers la variation quadratique du mouvement Brownien, 
à savoir t. En effet nous déduisons d 'un résult at du chapitre précédent à 
savoir 
Hm (B)~n) = t p.s, 
n-too 
que 
3.5 Cas d'un processus non aléatoire 
Soit un processus e qui n 'est pas aléatoire, mais simplement une fonction de 
t; nous disons alors que e est déterministe. Dans ce cas, nous pouvons écrire 
et = J (t) pour une certaine fonction J : [D, Tl ---+ .IR. En plus des propriétés de 
l'intégrale stochastique, nous avons le résultat qui suit concernant l'intégrale 
de Wiener. 
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Proposition 3.3. Si le processus e est déterministe, alors 
Démonstration. Par définition, 
Or, la variable aléatoire 
n-l 
L f(t i ) (EtHl - Et;) 
i=O 
est de loi Normale, puisque c'est une combinaison linéaire d 'éléments du 
vecteur (Et1 , . .. , Etn). Puisque la convergence dans [,2 entraîne la conver-
gence de l'espérance et de la variance, cela assure aussi la convergence de 
la fonction caractéristique des variables aléatoires Normales. Par conséquent, 
l'intégrale J; f(r) dEr est de loi Normale, puisqu'elle s'écrit comme une limite 
dans [,2 de variables aléatoires ormaIes. 
3.6 Cas d'un processus de la forme f(B) 
Soit Ck(lR), k E M, l'espace des fonctions réelles qui sont k fois continûment 
différentiables. Nous souhaitons obtenir l'intégrale de processus qui s'écrivent 
sous la forme e = f(E) , c'est-à-dire comme fonctionnelle du mouvement 
Brownien. Le candidat le plus naturel pour approximer l'intégrale de f(E) 
est 
n-l 
LJ(Et;) (EtHl - Et;). 
i=O 
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Voyons sous quelles conditions cette approximation est valide. 
Proposition 3.4. Soit f une fonction dérivable telle que f' est bornée sur 
[0, Tl . Alors 
D émonstration. 
Montrons d 'abord que l'intégrale stochastique a un sens, c'est à dire que 
f (B) E .c~(n, [0, Tl). Puisque le mouvement Brownien est A-adapté et con-
t inu presque sürement, on en déduit que f(B) est A-adapté et càdlàg. En-
suite, pour tout t ::; T , on a 
If(Bt)l::; If (Bo)1 + 11J'llco ' IBt - Bo l = If(O) 1 + 1J'll co ·IBt l · 
Puisque la constante If(O)1 est dans .c~(n, [0, Tl) et que 
E (lT IBrl2 dr) = l T E (IBrI2) dr = l T r dr = ~2 < 00, 
nous déduisons que f(Bt) E .c~(n, [0, Tl) ; ainsi, foT f(Br) dBr est bien définie. 
Subdivisons maintenant [0, Tl en n sous-intervalles lti, t i +1], où t i = iT ln, et 
considérons le processus 
n - l 
B~ = L Bt;IT)t;,ti+l) (r). 
i=O 
Nous avons alors 
T n-l 1 f (B~) dBr = ~ f (B~ ) ( B(i+:lT - B~) , 
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ce qui fait que 
Ilf(B) - f(Bn)ll; E {lT (J(Br) - f(B~))2 dr} 
E {~l'H {J(B,) - f(B,,))' dr} 
< 111'1I!, ~ l'H E { (B, - B,,)'} d, 
IIJ'II!' ~ 1"+' (, - ti) d, 
Il!'II!, (n f" , d,) 
T211J'11~ 
2n 
Par hypothèse, 11J'1100 < 00 , et donc Ilf(B) - f(Bn)11 2 -+ o. 
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Nous allons énoncer un résultat important qui permet de calculer les intégrales 
stochastiques sans utiliser les suites. 
Théorème 3.5. Toute fonction f E C2(lR) , telle que 1" est bornée, satisfait 
presque sûrement, 
f (Bt ) = f (Bo) + t J'(Br) dBr + ~ t 1"(Br) dr. Jo 2 Jo 
Démonstration. 
Pour t fixé , soit la subdivision de [0, tl par les n intervalles lt i - 1 , ti], où 
ti = it/n. La continuité presque sûre de B et un développement de Tay-
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lor trajectoire par trajectoire permettent d'obtenir 
n 
f(Bt) - f(Bo) = L {J(BtJ - f(Bti_ J} 
i=l 
t J' (BtJ(Bti - Bti_1 ) + ~ t f"(BoJ(Bti - Bti_ l)2 , 
i=l i=l 
où el, . . . ,en sont des variables aléatoires à valeurs dans ]ti - l , tJ Puisque l' 
est dérivable et f" bornée par hypothèse, l'application de la proposition 3.4 
conduit à: 
Soit maintenant; 
n 
Un L J"(BoJ(Bti - Bti_ J2, 
i=l 
n 
Vn = L J" (Bti_l)(Bti - Bti_l)2, 
i=l 
n 
Wn = L J"(Bti_J(ti- 1 - ti)' 
i=l 
Par une application de l'inégalité du triangle et de l'inégalité de Cauchy-
Schwartz, on déduit que 
E (IUn - Vnl) 
< E (s~p If" (B,_.) - f" (B,,) 1 t, (B" - B"j) 
< E (s~p 1!,,(B,,_.l - !,,(B,,) l' ) E { (t, (B" - B"j n 
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Pour toute trajectoire, r -+ f" { Br (w)} est continue sur un compact, donc 
uniformément continue; donc, le sup converge vers O. La convergence vers 
o de l'espérance est assurée par le Théorème de la convergence bornée de 
Lebesgue, car f" est bornée. Le deuxième terme est la variation quadratique 
du mouvement Brownien, qui converge vers t. 
Nous en déduisons que IlUn - Vnll l -+ O. De plus, 
E (IV. - W.I') ~ E { (t /"( B,,_.J (( B" - B"j - (t, - t'- l)) )'} 
n LE [{f"(Bti-l) ((Bti - Bti_J2 - (t i - ti _ l))}2] 
i=l 
n 
< Il!''II~ L E {(Bti - Bti_J2 - (t i - ti - l )} 2 
i=l 
n 
i=l 
n 
= Il!''II~ L 2 [var { (Bti - Bti_1 )2 } + 2(ti - t i _ l )2] 
i=l 
n 
i=l 
811!"11~ t2 . 
n 
Par conséquent, E (IVn - Wn12 ) -+ 0, car 11f"11~ < 00, par hypothèse. Donc, 
IlVn - Wn l1 2 -+ O. De la définition de l 'intégrale de Lebesgue, 
Puisque la convergence dans C2 implique la convergence dans Cl , 
J(Bt) - J(Bo) = t.f'(Bt;)(Bti - Bti_J + ~ t!"(BeJ(Bti - Bti_ J2 
i=l i=l 
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converge dans ,Cl vers 
l t f'(Br) dBr + ~ l t f"(Br) dT, 
car 
II Un - l t f"(Br) drill ~ IlUn - Vn l1 1 + IlVn - Wn l1 1 + IIWn - l t f"(Br) drill' 
Ceci complète la démostration. <> 
À noter que de façon infinitésimale, le résultat 3.5 s'écrit , pour tout t ~ T, 
df(Bt) = f'(Bt) dBt + ~ f"(Bt) dt. 
Exemple 3.2. Si J(x) = x2 , nous avons d 'après le Théorème 3.5 que 
B; - B5 = t 2Br dBr + ~ t 2 dT = 2 t Br dBr + t. Jo 2 Jo Jo 
Ainsi, nous déduisons que 
B; - t = 21
t 
Br dBr 
est une martingale. À noter aussi que 
E (l t 2B;dS) = 2 (l t E(B;)dS) = 2 1 t sds = t2 < 00. 
Exemple 3.3. Pour f(x) = eX, nous avons f'(x) = f"(x) = eX , et selon le 
Théorème 3.5, 
eB ! - l = eBr dBr + - eBr dr. l ·t lit o 2 0 
Si nous posons X t = eB !, alors l'égalité précédnte devient 
Xt - l = t Xr dBr + ~ t Xr dr. Jo 2 Jo 
Sous forme différentielle, on a 
l 
dXt = XtdBt + 2"Xt dt et Xo = 1. 
Cette équation sera étudiée plus en détail au Chapitre 4. 
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3.7 Formule d'Itô pour le mouvement Brow-
. 
nlen 
3.7.1 Définition des processus d 'Itô 
Ici, une nouvelle classe de processus sera introduite, par rapport à laquelle 
une intégrale stochastique sera définie: il s'agit de la famille des processus 
d 'Itô. Cette classe permet d'établir plusieurs formules pratiques qui forment 
la base du calcul différentiel et intégral stochastique. ous débutons avec la 
définition d 'un processus de Itô. 
Définition 3.7. Soit X o, un processus adapté, et 'l/J, e, des processus adaptés 
tels que presque sûrement, 
Un processus X t de la form e 
s'appelle un processus d 'Itô. 
L'équation précédente est notée de manière infinitésimale par 
En d 'autres termes, un processus d 'Itô est un processus (Xt ) qui peut se 
décomposer sous la forme X t = Mt + Vi, où 
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• Mt est une martingale continue de carré intégrable par rapport à une 
filtration At; 
• lit est (At)-adapté, continu, à variation bornée, et tel que Vo = O. 
Par la suite, nous supposerons que, presque sûrement, 
(3.2) 
Ces conditions sont moins fortes que les conditions d'intégrabilité imposées 
auparavant sur les processus 'IjJ et e. À noter que la décomposition en pro-
cessus d'Itô vérifiant les conditions (3.2) est unique presque sûrement. Nous 
démontrerons cette unicité à l'aide du lemme suivant. 
Lemme 3.1. Si Mt est une martingale continue qui s 'écrit sous la forme 
Mt = J; 'ljJr dr, où 'IjJ E 1:2 , alors pour tout t ::; T, Mt = 0 presque sûrement. 
Démonstration. Par définition Mo = 0, et comme Mt est une martingale, 
E{ (t.M*-M~ n 
E{t. h -M(.~, ),)2 } 
E {t. (J~ ~,dr) l 
Par l'inégalité de Cauchy-Schwartz, 
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Il s'ensuit que 
Donc, E (Mn -+ 0, ce qui fait que Mt = 0 presque sûrement pour tout t. 0 
La représentation d 'un processus d 'Itô est unique. Pour le montrer par l'absurde, 
supposons que 
Xt = Xo + fot 'l/;r,1 dr + fot Br,1 dBr et Xt = Xo + fot 'l/;r,2 dr + fot Br,2 dBr 
pour certains processus 'l/;r,! , Br,! , 'l/;r,2 et Br,2' Pour tout t ~ T , on aurait alors 
Le t erme de droite est une martingale continue qui s'écrit sous la forme 
d 'une intégrale de Lebesgue; on déduit du lemme 3.1 que le processus est nul 
presque sûrement. Par conséquent, J;('l/;r,1 - 'l/;r,2) dr est presque sûrement 
nulle. Par diff'érentiation, on déduit que 'l/;r,1 = 'l/;r,2' Enfin, la propriété 
d 'isométrie de l'intégrale stochastique implique que 
c'est-à-dire que Br,2 = Br,! presque sûrement. La représentation est donc 
unique. 
Définit ion 3 .8 . Soient X t et yt , des processus d 'Itô . Alors 
• les variations quadratiques sur [0, tl sont données par 
(X)t = fot B;,1 dr et (Y)t = fot B;,2 dr . 
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• la covariation quadratique entre X t et Yt est donnée par 
(X , Y)t = l t Br,1 Br,2 dr, 
où dXt = 'l/Jr,1 dr + Br,1 dEr et dYt = 'l/Jr,2 dr + Br,2 dEr. 
Démonstration. Par définition, 
~ (l t (Br,! + Br,2)2 dr - l t B;,1 dr - l t B;,2 dr) 
l t Br,1 Br,2 dr. 
La conclusion est obtenue en notant que (X)t = (X, X)t. 
3.7.2 Intégration 
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L'intégrale stochastique d 'un processus CPt par rapport à un processus d 'Itô 
est définie par 
l t CPr dXr = l t CPr Br dEr + l t CPr 'l/Jr dr. 
Par la suite, une formule importante d 'intégration stochastique par rapport 
aux processus d'Itô sera établie. 
Théorème 3.6. Si f E C2 , alors 
f(Xt) = f(Xo) + l t !'(Xr) dXr + ~ l t !"(Xr) d(X)r 
f(Xo) + l t !'(Xr) 'l/Jr dr + l t !'(Xr) Br dEr + ~ l t !"(Xr) B; dr. 
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Démonstration. Par un développement de Taylor, nous avons 
f(Xt) - f(Xo) = t J'(xtJ (Xti - Xti_ J + t t J"(XoJ (Xti - Xti_J 2 . 
i=l i=l 
Le premier terme converge vers J~ J'(Xr) dXr; le deuxième converge, par 
définition de variation quadratique, vers (1/2) J~ J"(Xr) d(X)r' <J 
La relation du Théorème 3.6 s'écrit , en notation différentielle, 
3.7.3 Intégration par parties 
La formule d 'intégration par parties décrit e dans le résultat suivant est une 
conséquence de la formule d 'Itô ; 
Proposition 3.5. Soient X t et yt , des processus d 'Itô. Nous avons 
Démonstration. Les formules d 'Itô pour les processus xl , ~2 et (X + Y); 
sont respectivement 
2Xt dXt + d(X)t , 
2yt dyt + d(Y)t , 
2(Xt + yt) d(Xt + yt) + d(X + Y)t. 
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De là, 
() 1 { 2 2 2} d XY t "2 d(X + Y)t - dXt - d~ 
1 
= X t dYt + yt dXt + "2 {d(X + Y)t - d(X)t - d(Y)tl 
X t dyt + yt dXt + d(X, Y)t. 
Le résultat annoncé s'obtient en intégrant de part et d 'autre de l'égalité. (; 
En notation différentielle, la preuve précédente permet de constater que la 
formule d 'intégration par partie peut s'écrire d(XY)t = X t dyt + yt dXt + 
d(X, Yk 
3.7.4 Autres considérations sur la formule d'Itô 
Si f E C2 (:IR) , alors 
f(Bt ) = f(Bo) + lt J'(Br) dBr + 11t J"(Br) dr, 
où Bt est le mouvement Brownien. L'équivalent de cette formule pour un 
processus d 'Itô Xt est 
f(Xt ) = f(Xo) + t J'(Xr) dXr + ~ t J"(Xr) d(X)r' Jo 2 Jo 
Soit maintenant une fonction 9 : [0, Tl x :IR -t R Alors nous avons 
Ces formules générales s'obtiennent de façon similaire aux formules dévelopées 
précédemment. Il s'agit, essentiellement, d 'appliquer un développement de 
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Taylor d 'ordre deux par rapport au mouvement Brownien ou au processus 
d 'Itô, et d'utiliser le fait que dEt ~ vdi et dXt ~ Btv'dt. 
Exemple 3.4. Soient les processus X t = eBt et Yi = e- t/ 2 . Nous avons vu à 
l'Exemple 3.3 que 
D'autre part , nous voyons facilement que 
1 
dYi = -- Yi dt. 2 
Si nous posons Zt = X t Yi = eBt -t/2, nous obtenons de la formule d 'intégration 
par parties que 
car (X , Y)t = 0, puisque Yi est à variation bornée. Nous avons donc 
Zt-1 = ltXs (- ~Yr)dr + ltYr (~Xr) dr+ l t YrXrdBr 
l
t 
Zr dEr . 
De là, dZt = Zt dEt et Zo = 1. 
CHAPITRE 4 
ÉQUATIONS DIFFÉRENTIELLES 
STOCHASTIQUES 
4.1 Introduction 
Dans les chapitres précédents nous avons rencontré des exemples d'équations 
différentielles stochastiques. Il s'agit ici de regarder sous quelles conditions 
nous avons l'existence d 'un processus qui serait une solution d'une telle 
équation. 
Exemple 4.1. À l'exemple 3.3, nous avons vu que X t = eBt est la solution 
de l'équation différentielle stochastique 
1 
dXt = 2 X t dt + X t dEt et X o = 1. 
Exemple 4.2. Nous pouvons démontrer que le processus 
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où J.L E ~ et (J > 0 sont fixés , est la solution de l'équation différentielle 
stochastique 
dXt=J.LXtdt+(JXtdEt et Xo=l. 
Pour le montrer, il s'agit d 'appliquer la formule d 'Itô à la fonction 
De là, nous obtenons 
a 
ax f(t" x ) 
a 
at f(I;,:r) 
a2 
ax2 f(t, x ) 
Ainsi, l'équation 
s 'écrit , 
f(t , Et) - f(O, Eo) t a t a Jo at f(r, Er) dr + Jo ax f(r , Er)dEr lit a2 +- a 2f(r, Er)dr 2 0 x 
lt (J.L - ~2) exp { (J.L - ~2 ) r + (JEr } dr 
+ lt (J exp { (J.L - ~2) r + (J Er } dEr 
+ ~ lt (J2 exp { (J.L - ~2) r + (J Er } dr. 
4. ÉQUATIONS DIFFÉRENTIELLES STOCHASTIQUES 45 
Quelques opérations algébriques nous permettent d 'obtenir 
X t - Xo = IL l t exp { (IL - ~2) r + a Br } dr 
+ a l t exp { ( IL - ~2) r + a Br } dBr . 
En notation différentielle, nous écrivons 
(4.1) 
L'équation (4.1) présentée à l'exemple 4.2 est connue sous le nom d 'équation 
de Black- Scholes; on peut se référer à Joshi (2003) pour de plus amples 
détails. Dans cette équation, IL désigne le coefficient de dérive, qui traduit en 
général la tendance du processus; le paramètre a est le coefficient de diffusion, 
qui représente la variabilité du processus. Cette équation et ses nombreuses 
généralisations sont couramment utilisées en mathématiques financières pour 
décrire l'évolution des prix des actifs. 
4.2 Équations homogènes en temps 
Étant donné un mouvement Brownien Bt et des fonctions l, 9 : IR --+ IR, nous 
nous demandons sous quelles conditions il existe un processus X t telle que 
où Xo E IR est la condition initiale. À l'instar de l'équation (4.1), le terme 
I(Xt ) est appelé la dérive, alors que g(Xt ) est la diffusion. Décrivons d 'abord 
la classe des fonctions Lipschitz. 
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Définition 4.9. Une fonction f : IR -t IR est dite lipschitzienne s'il existe 
une constante J{ 2 0 tel que pour tout x, y E IR, 
IJ(:1:) - J(y)1 :::; K lx - yi· 
Si f est une fonction lipschitzienne, alors f est uniformément continue, et 
donc continue sur IR. À l'inverse, si f est continûment dérivable de dérivée 
f' bornée, alors f est lipschitzienne car alors, 
IJ(x) - J(y) 1 = 1Y l'(z) dz l :::; sup 1I'(z)1 Iy - xl = K Iy - xl, 
x zE [x,y] 
où J{ = SUPZE [X,y] 1f'(z)1 < 00. 
Le résultat suivant établi des condit ions suffisante d 'existence et d 'unicité 
d 'un processus solution de l'équation homogène en temps. 
Théorème 4.7. Soient (Bt)t~O un mouvement Brownien adapté à une fil-
tration (At)tEIR+, xo E IR et J, 9 lipschitziennes. Alors il existe un unique 
processus (Xt)tEIR+ continu et adapté à (At)tEIR+ tel que pour tout t E IR+, on 
ait presque sûrement 
(4.2) 
De plus, pour tout T > 0, 
E ( sup x:) < 00 . 
O::;t ::;T 
Démonstration. La démonstration repose sur le Théorème du point fixe, 
dont nous allons esquisser les principales propriétés. D'abord, nous définissons 
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l 'espace vectoriel Xr des processus continus X t définis sur [0, Tl qui sont 
adaptés à A et tels que 
E ( sup Xi) < 00 . 
o:::;t :::; r 
L'espace Xr muni de la norme IIXII = E(suPo:::; t:::; r X l) est complet. Soit 
maintenant la suite de processus x (n), n E N, définie récursivement, pour t 
fixé, par X t(O) = :ro et pour n ~ 1, 
X t(n+l) = Xo + l t f (x~n) ) dr + l t 9 (x~n) ) dBr. 
Nous pouvons montrer que (x (n) ) est une suite de Cauchy dans Xr ; par 
conséquent, elle converge car Xr est complet . Il reste à montrer que la limite 
de cette suite est une solut ion de l'équation (4.2). De plus, nous pourrions 
montrer que, si X t et ft sont des solutions de l'équation (4.2), alors X t = ft 
presque sûrement pour tout t E lR+. 
La démonstration complète du Théorème 4.7 utilise l'inégalité de Doob et 
l'isométrie d 'Itô de telle sorte que pour tout 'IL ~ T , il existe K E lR+ tel que 
où 
En effet , si 
alors 
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Donc, pour u ~ T , 
g(u) :s 2E [~~dl (f(Y.) - f(Z,)) dr}'] 
Ainsi, 
+ 2 E [~~~ {1' (g(Y,) - g(Z,)) dB, } 2] 
< 2 E { ~~~ l t (f(Yr) - f(Zr))2 dr} 
+ 2 E [~~~ {1' (g(Y.) - g(Z,)) dB,} 2] 
< 2E{T l uU(Yr) - f(Zr))2 dr } 
+8E [{[ (g(Y,) - g(Z,)) dB, }'] . 
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g(u) < 2TE {lU (f(1';.) - f(Zr))2 dr} + 8E {lU (g(Yr) - g(Zr))2 dr} 
< 2T K2lu (Yr - Zr)2 dr + 8K2 l u (Yr - Zr)2 dr 
< 2(T+4)K2lu (1';. - Zr)2 dr, 
où K = max(KI ' K2) et KI, K2 sont les constantes de Lipschitz pour f et g, 
respectivement. Pour plus de détails voir 0 ksendal (2003). 
Proposition 4.1. La solution X t de l 'équation (4.2) est un processus d 'Itô. 
Démonstration. Remarquons d 'abord que Xt peut s'écrire sous la forme 
Xt = Mt + yt , où 
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Comme X t est un élément de XT et que 9 est lipschitzienne, l'intégrale 
stochastique 
a un sens; par conséquent , (Mt) est une martingale continue de carré inté-
grable. Ensuite, puisque t ----7 (X t ) et f sont cont inues, nous en déduisons que 
le processus (\It) est cont inûment dérivable; il est donc continu et à variation 
bornée. Ainsi, X t est un processus d 'Itô. 
Exemple 4.3. L'équation de Black- Scholes présentée en (4 .1 ) admet une 
unique solution (X t) car dans ce cas, f (x) = f..l x et g(x) = (J' x sont linéaires , 
donc lipschitziennes. 
Exemple 4.4. Pour a E IR, Xa E IR et (J' > 0 fixés, soit l'équation différent ielle 
stochastique dXt = - a X t dt + (J'dBt , avec X a = Xa. Ici, f( x) = - ax et 
g(x ) = (J' ; ces fonctions sont lipschitziennes. Il existe donc une unique solution 
X t, appelée processus d 'Ornstein-Uhlenbeck. 
Premièrement , soit le processus déterministe r/Jt, qui est solution de l'équation 
différentielle homogène dr/Jt = - a r/Jt dt et r/Ja = 1. Il est bien connu (voir 
Geffroy, 1983, par exemple) que r/Jt = e-at . Soit maintenant le processus 
Xt = r/JtYt . La formule d 'intégration par part ies permet de déduire que 
car r/Jt est à variation bornée. D'autre part , dXt = - a X t dt + (J' dBt. Ainsi, 
r/Jt dyt = a X t dt + (J' dBt , c'est-à-dire que 
(J' 
dYt = r/Jt dBt et Ya = Xa· 
4. ÉQUATIONS DIFFÉRENTIELLES STOCHASTIQUES 50 
Par conséquent, 
d 'où 
Exemple 4.5. Pour a E lR, soit l'équation différentielle stochastique 
dXt = aXt dt + Pt dBt et X o = O. 
Ici , nous avons g(x) = ft; cette fonction n'est pas lipschitzienne en 0 car 
g'(O) = 00. Ainsi , il n 'existe pas de solution forte à cette ·équation. Ce pro-
cessus est connu sous le nom de processus de Feller. Pour plus de détails, voir 
Durrett (1996). 
Dans l'exemple précédent, on a mentionné l'absence d 'une solution forte. Il 
existe toutefois une solution faible, dont la définition sera donnée ultérieurement. 
Définition 4.10. Une solution faible de l 'équation 
est un processus continu tel que les processus Mt et Nt sont définis respec-
tivement par les martingales 
À remarquer que le mouvement Brownien (Bt ) n'est pas présent dans la 
définition d 'une solution faible. De plus, une solution faible est une solution 
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en loi; en d'autres termes, sous certaines conditions, nous avons l'unicité de 
la solution faible en loi. Dans ce cadre, il existe un autre concept d 'unicité 
appelé solution faible au sens de la trajectoire, c'est-à-dire qu 'étant données 
deux solutions faibles X et Y avec une même condition initiale, les processus 
X et Y sont indistinguables. 
Exemple 4.6. Pour faire suite à l'Exemple 4.5, nous notons que la solution 
faible de l'équation différentielle stochastique dXt = a X t dt + .JX;dBt et 
X o = 0 est un processus continu (Xt ) tel que 
Mt = X t - a l t X r dr et Nt = Mt2 - l t X r dr 
sont des martingales. 
4.2.1 Équations non homogènes en temps 
Soit un mouvement Brownien (Bt ), un nombre réel xo, et des fonctions f, 9 : 
lR.+ x lR. -+ R Nous nous demandons s'il existe un processus (Xt ) tel que 
(4.3) 
Il faut d'abord définir le concept de fonctions Lipschitz bivariées. 
Définition 4.11. Une fonction f : lR.+ x lR. -+ lR. est dite lipschitzienne en x 
s 'il existe une constante K 2: 0 telle que pour tout t E lR.+ et tout x, y E lR., 
If(t, y) - f(t, x)1 ~ Kly - xl· 
Nous pouvons maintenant énoncer le résultat principal de cette sous-section. 
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Théorème 4.8. Si les fonctions f, g : lR+ x lR -t lR sont continues par 
rapport aux deux variables et lipschitziennes en x, alors il existe un unique 
processus (Xt ) qui est la solution de l 'équation (4.3); on a, pour tout t E lR+, 
X t = Xo + l t f(r, X r) dr + l t g(r, X r) dBr. 
Le processus (Xt ) est appelé la solution forte de l'équation (4.3). 
4.3 Théorème de Girsanov: applications 
La solution de l'équation (4.3) n'est pas, en général, une martingale sous la 
probabilité P . Nous pouvons toutefois nous demander s'il existe une mesure 
de probabilité P sous laquelle (Xt ) serait une martingale. 
Remarque 4.1. En mathématiques financières, nous cherchons souvent à 
évaluer le prix d'une option sur un actif; nous avons alors besoin de la pro-
priété de martingale. Cependant, le prix d'un actif n'est généralement pas 
une martingale puisqu'il affiche typiquement une tendance à la hausse ou à la 
baisse. De là vient la motivation de définir une nouvelle mesure de probabilité 
sous laquelle le processus étudié serait une martingale. 
Définition 4.12. Soit (Mt), une martingale par rapport à la filtration (At); 
on suppose que le processus Mt est contin'u, de carré intégrable, et tel que 
Mo = 0 et (Mt) ::; Kt pour tout (t, K) E lR+ X lR+ . La martingale exponen-
tielle associée à (Mt) est définie, pour tout t E lR+, par 
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Nous définissons, pour tout A E AT, la mesure de probabilité PT(A) = 
E(lAYT ). 
La définition 4. 12 permet de poser le problème sur l'espace de probabilité 
(D, AT, PT)' Il est facile de démontrer que PT satisfait les axiomes de Kol-
mogorov. En effet, 
(i) PT(A) ~ 0 pour tout A E AT, car YT > 0; 
(ii) PT(D) = E(YT) = E(Yo) = l, puisque (YT) est une martingale; 
(iii) si (An );:O=l est une famille d'événements dans AT, alors 
Nous notons que P(A) = 0 si et seulement si PT(A) = O. En d'autres termes, 
ces deux mesures de probabilité sont équivalentes. 
Lemme 4.2. Si Z est A t-mesurable et tel que E(IZ YTI) < 00, alors ET(Z) = 
E(Z yt). 
Démonstration. Comme (yt) est une martingale et que Z est At-mesurable, 
alors ET(Z) = E(ZYT) = E(Zyt). 
Lemme 4.3. Le processus (Xt) est une martingale sous PT si et seulement 
si (XtYi) est une martingale sous P. 
Démonstration. Si (Xt ) est une martingale sous PT, alors 
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(i) Xt est Armesurable et ET( !Xt!) < 00 pour tout t E [0, Tl; 
(ii) pour tout Z As-mesurable et borné, on a ET(XtZ) = ET(XsZ) pour 
tout s :S t E [0, Tl . 
Par conséquent, (XtYt) est une martingale sous P car 
(i) pour tout t E [0, T]; 
(ii) pour tout Z As-mesurable et borné, et pour tout s :::; t E [0, Tl, on a 
Réciproquement , si (XtYt) est une martingale sous P , alors 
(i) pour tout t E [0, Tl, le processus Xt = XtYt / Yt est At-mesurable et 
(ii) pour tout Z As-mesurable et borné, et pour tout s :S t E [0, Tl, on a 
Donc, (Xt ) est une martingale sous PT , ce qui termine la démonstration. <:) 
Le résultat suivant s'appelle le Théorème de Girsanov. 
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Théorème 4.9. Si (Zt) est une martingale continue de carré intégrable sous 
P , alors le processus Zt - (M, Z)t est une martingale sous PT , où Mt est 
une martingale par mpport à la filtration (At) qui est continue, de carré 
intégrable, et telle que 1110 = 0 et (Mt) :S Kt pour tout (t , K) E lR+ X lR+. 
Démonstration. Du Lemme 4.3, il suffit de montrer que (Zt - At) Yt est une 
martingale sous P, où At = (M, Z)to De la formule d 'intégration par parties, 
(Zt - At) Yt - (Zo - 0) Yo = l t (Zr - Ar) dY,. + l t Y,. dZr 
-l t YrdAr + (Z - A, Y)t . 
Puisque Y et Z sont des martingales sous P , les termes 
sont aussi des martingales sous P. Il reste à montrer que 
-lt Y,.dAr + (Z - A, Y )t = O. 
Par une application de la formule d'Itô, on a dYt 
dMt = dYt / Yt. Ainsi , 
1 dAt = d(M, Z)t = - d(Y, Z)t , Yt 
et donc Yt dAt = d(Y, Z)t. En intégrant, nous obtenons 
l t Y,. dAr = l t d(M, Z)r = (Y, Z)t. 
Yt dMt, et donc que 
Puisque A est à variation bornée, (Z - A, Y)t = (Z, Y)t ; nous déduisons que 
-lt Yr dAr + (Z - A, Y)t = O. 
Ce qui complète la démonstration. 
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Exemple 4.7. Nous avons vu que l'équation différentielle stochastique as-
sociée au modèle de Black-Scholes est dXt = pXtdt + cr Xtdt et X o = Xo, où 
P E lR, cr, Xo > O. Si on définit 
alors Mt est une martingale sous P et (M)t = p2 t/ cr2 . Si (Yt) est la martingale 
exponentielle associée à Mt et que PT(A) = E(lAYT), alors du Théorème de 
Girsanov le processus (Xt ) est une martingale sous PT. De plus, le processus 
(BT ) défini par 
- P ET = Et + - t 
cr 
est un mouvement Brownien standard sous PT et dXt = cr Xt d Et. 
4 .4 Approx imation d 'une équation différentielle 
stochastique 
Considérons l'équation différentielle stochastique (4.3). Nous avons vu que si 
f et g sont continues en (t , x) et lipschitziennes en x, cette équation possède 
une unique solution forte (Xt ). Cependant, il est parfois difficile d'obtenir une 
expression analytique pour cette solution. Il est donc important de développer 
des méthodes numériques afin de simuler des approximations de la solu-
tion de telles équations. Les schémas numériques utilisés pour les équations 
différentielles ordinaires peuvent , en général, être adaptés au cas aléatoire. 
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4.4.1 Méthode d 'Euler 
En supposant qu 'il existe une unique solution forte à l'équation (4.3), on a 
pour tout s < t E [0, Tl que 
Xt=Xs + l t j (r ,Xr)dr+ l tg (r ,Xr) dBr. (4.4) 
Pour t ~ s, nous pouvons utiliser la continuité des fonctions r -+ j(r, X r) et 
r -+ g(r, Xr) afin de déduire une approximation de (4.4), à savoir 
(4.5) 
Soit maintenant N E N. En posant s = nTjN et t = (n + I)TjN, où 
nE {O, 1, ... , N - 1}, nous obtenons de (4.5) que 
X (n~)T ~ X n; + j (n: , X '}Jo ) ~ + 9 (n:, X n; ) (B (n~)T - B n; ) . 
À noter que B(n~)T - B n; est une variable aléatoire de loi N(O , TjN) et 
est indépendante de A nT, où At est une filtration à laquelle sont adaptés 
N 
les processus Bt et X t . Un algorithme numérique est alors obtenu en posant 
xt) = XQ, et pour n E {O, 1, ... ,N -1}, 
(N) _ (N) (nT (N) ) T (nT (N) ) X(n~)T - Xn; + j N,Xn;J N + 9 N,Xn; çn+1, 
où 6 , ... , ÇN sont i.i.d. N(O , T j N). Ainsi, le processus Xt est approximé par 
X~~Jl)T pour t El~ , (n~)Tl· 
-N-
L'approximation précédente sera d 'autant meilleure que N est choisi suffi-
samment grand. En fait , nous pouvons montrer sous certaines hypothèses 
qu 'il existe une constante CT E (0, 00) telle que 
E ( sup Ixt) -Xtl) ~ %. ~~~ vN 
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Par conséquent, 
lim E ( sup IxJN) - xt l) ~ % = O. N~oo ~~~ yN 
L'approximation de Xt par Xi;;;l)T est donc uniformément convergente. Il 
-N-
est intéressante de noter que cette approximation stochastique est d'ordre 
1/ -/N, alors qu'elle est d 'ordre 1/ N dans le cas d 'équations différentielles 
ordinaires. Cette perte de vitesse de convergence s'explique par l'ajout du 
facteur JT / N dans l'intégrale d 'Itô. 
4.4.2 Méthode de Milstein 
Le schéma de Milstein est un raffinement de la méthode d 'Euler. En sup-
posant que la fonction 9 est continue et deux fois dérivables sur IR+ x IR, nous 
obtenons de la formule d 'Itô ; 
où Ct est un processus continu. Nous en déduisons l'approximation 
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Nous obtenons alors 
X t ~ Xs + f( s, X s) (t - s) + 9(S, X s) (Bt - Bs) 
o ft ft + OX 9(S , X s) 9(S, X s) s (Br - Bs) dBr + Gs s (r - s) dBr . 
En utilisant le fait que J~ Br dBr = (B; - l)/2 , la linéarité de l'intégrale et 
les propriétés de l'intégrale stochastique, nous pouvons montrer que 
et 
où Œ; t = ft (T - S )2dT = (t - s)3 13. En négligeant le second terme, nous avons 
, Js 
X (n+l)T 
-N- x "rJ' + f (n:; , X "rJ, ) ~ + 9 (n:; , X n,J ) (B (n~)T - Bn: ) 
+ :x 9 (n:; ' X n: ) 9 (n:; , X n,J ) ~ { (B (n~)T - B n: r -~ } . 
L'algorithme consiste à poser xt) = xo, et pour n E {O, 1, ... , N - 1}, 
(N) X (n+l)T 
N 
où 6 , ... ,ÇN sont Li.d . rv N(O , TIN). Sous certaines hypothèses, nous pou-
vons montrer que l'approximation stochastique de Milstein est d 'ordre II N, 
c'est-à-dire qu 'il existe une constante CT E (0,00) telle que 
( 1 (N) 1) CT E sup X t - X t ::; -N . tE[O,T] 
CHAPITRE 5 
ÉTUDE ET APPLICATION MODÈLE 
BLACK- SCHOLES 
5.1 Historique 
Le premier modèle d 'évolution des actifs finaciers a été proposé par Bache-
lier (1900). Les actifs risqués étaient supposés Gaussiens et pouvaient donc 
prendre des valeurs négatives . Pour remédier à ce défaut, le modèle retenu 
par la suite est un modèle rendant les actifs risqués log-normaux, afin de 
s'assurer qu 'ils restent toujours positifs. Ce modèle est connu sous le nom de 
Black-Scholes. 
Dans ce chapitre nous allons nous concentrer sur une application des schémas 
de discrétisation vu dans le chapit re précédent . 
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5.2 Description du modèle de Black-Scholes 
Considérons le modèle classique de Black-Scholes: 
avec St, Bt deux actifs, I-l E IR, a > 0 et W = (Wt) un mouvement Brownien 
sur un espace (D, A, P). 
Afin de respecter la tradition financière nous appellons B l'actif non risqué 
( B pour banque) , à ne pas confondre avec un mouvement Brownien, et S 
l'actif risqué qui seront définis sur une période [0, Tl. 
Intuitivement le rendement ou taux de variation de l'actif dSt! St n'est rien 
d 'autre que la quantité I-l dt à laquelle on ajoute une perturbation aléatoire 
a dWt . L'amplitude de cette perturbation est mesurée par a, paramètre dif-
ficile à calculer et très important qu 'on appelle la volatilité de l'actif St. Le 
coefficient I-l est appelé la dérive. 
Définition 5.13. St est un processus continu adapté défini par l 'équation 
stochastique: 
dSt = I-l St dt + a St dWt avec Sa = sa > O. (5.1) 
Maintenant nous tenterons de résoudre l'équation (5.1). Pour ce faire définissons 
le processus Zt = ln(St) , et appliquons la formule d 'Itô au processus Zt. Nous 
avons 
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~ dSt + ~ (-~) dSt x dSt St 2 St 
1 
= St (J-L St dt; + cr St dWt ) 
+ ~ ( - ;1 ) (JL St dl + cr St dWt) x (J-L St dt + cr St dWt) 
= ~t (J-LStdt+crStdWt)+~ (-;1) (cr2S;dt) 
(J-L - ~cr2) dt + cr dWt . 
Après intégration nous déduisons que 
Puisque St = exp(Zt), nous obtenons 
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Soit un pas de discrétisation 6 , le schéma d 'Euler de l'équation (5.1) est 
donné par ; 
et celui de Milstein par; 
où 6Wn "V N(O, 6). 
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5.3 Applications 
Pour illustrer une application des schémas présentés, nous essayons de voir 
la variation de la qualité des simulations suite à la variation du nombre de 
simulations, de l'intervalle de confiance, ou du pas de discrétisation. Pour ce 
faire, nous nous inspirons du livre de Huynh et al. (2006) dans lequel, un 
exemple d 'application est présenté et nous utilisons le logiciel matlab version 
7.10.0. Il est à noter que nous t ravaillons avec un pas de discrétisation fixe et 
nous regardons l'effet de la variation de certains paramètres en ut ilisant les 
schémas présentés, d 'où le choix de faire des tests avec différentes valeurs. 
Pour chacun des schémas nous effectuons alors 10, 100, 1000, 10000, 100000 
séries ( NbSeries ) de NbTraj= 1000 simulations avec un pas de discrétisation 
fixe ~ = 510' J.L = 0.05, cr = 0.25 et Bo = 100. En d 'autres termes, pour 
un nombre de t rajectoires fixé nous effectuons 10, ... , 100000 simulations 
pour obtenir plus de précision, ou vu sous un autre angle, le nombre de 
jours sur lesquels dure la simulation. Ensuite nous calculons l'erreur absolue 
d 'approximation epsilon avec un intervalle de confiance de ex = 95% pour 
chaque schéma. 
Pour ce faire, et pour opt imiser les programmes, nous allons plutôt ut iliser 
les fonctions logarithmes, donc nous simulons plutôt la variable logarithme 
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de Sn+1' L'approximation du schéma d 'Euler devient ; 
log {Sn (1 + /-L b. + CT b. Wn)} 
In(Sn) + log(l + /-L b. + CT b.Wn) 
n 
In(So) + I: In (l + /-L b. + CT b.Wi ) , 
i=O 
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et pour le schéma de Milstein , il suffit de rajouter le t erme ~ CT 2 {( b. Wi)2 - b.} . 
Enfin , en appliquant la même méthode aux solut ions exactes, nous avons, 
ln {Sd = log [SO exp { (/-L - ~CT2) t + CT Wt } ] 
In(So) + (,l, - ~CT2) t + CTWt . 
Maintenant , pour obtenir les solutions exactes au point t = (n + 1) b. , nous 
avons, 
In(80) + (fi, - ~ CT2) (n + 1) b. + CTW(n+1) ~ 
In(80) + t, [ (/-L - ~CT2) b. + CT (W(i+1) ~ - Wi ~)] . 
Pour plus de détails concernant ces schémas voir Huynh et al. (2006) . 
Dans un premier t emps nous testons la sensibilité de l'équàt ion par rapport 
au nombre de séries simulées dans le schéma d 'Euler et de Milstein. Avant de 
présenter les résultats (voir t ableau ci-dessous), nous traçons le graphe de la 
solut ion approchée et de la solution explicite dans le cas des deux schémas. 
Les figures 5. 1 et 5.2 représentent une illustration des solut ions exactes 
et approchées et permettent de voir la fluctuation de la variable étudiée, 
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Figure 5. 1: Simulation avec la méthode d 'Euler 
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mais par contre elles ne nous donnent pas de renseignements suffisants sur la 
précision des schémas. Nous remarquons que la solut ion approchée suit bien 
celle qui est exacte, mais pour être plus rigoureux nous devons regarder la 
moyenne des erreurs; c'est que nous faisons par la suite. 
Les études de sensibilité présentées ci-dessous permet tent de voir la variation 
de la qualité des simulations suite à la variation du nombres de simulations, 
de l'intervalle de confiance ou du pas de discrétisation. 
Au vu des résultats présentés dans le tableau 5.3 nous pouvons remarquer 
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Figure 5.2: Simulation avec la méthode de Milstein 
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que l'augmentation du nombre de simulations donne un résultat plus précis 
puisque l'intervalle de confiance rétrécit . De plus, la méthode de Milstein 
confirme la t héorie en donnant des résultats plus précis puisque l'erreur est 
plus petite dans ce dernier cas. 
Si nous reprenons l'exemple précédent, au lieu de t ester la sensibilité par 
rapport aux nombres de séries, nous testons celle-ci par rapport à l'intervalle 
de confiance et au pas de discrétisation. 
Les résultats présentés à la figure 5.4 montrent que, selon le niveau de con-
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Euler Milstein 
NbSeries epsilon Intervalle NbSeries epsilon Intervalle 
10 0.5265 [0.5225, 0.5305] 10 0.0229 [0.0224, 0.0234] 
100 0.5202 [0.5177, 0.5227] 100 0.0233 [0.0231 , 0.33] 
1000 0.5221 [0.5213, 0.5228] 1000 0.0233 [0.0232, 0.0233] 
10000 0.5224 [0.5221 , 0.5226] 10000 0.0233 [0.0233, 0.0233] 
100000 0.5224 [0.5224, 0.5225] 100000 0.0233 [0.0233, 0.0233] 
Figure 5.3: Sensibilité par rapport au nombre de séries 
Euler Milstein 
alpha epsilon Intervalle alpha epsilon Intervalle 
0.9 0.5153 [0.5116, 0.5190] 0.9 0.0231 [0.0228, 0.0233] 
0.95 0.5264 [0.5196, 0.5331] 0.95 0.0232 [0.0228, 0.0237] 
0.99 0.5197 [0.5096, 0.5297] 0.99 0.0234 [ 0.0229 , 0.0239] 
Figure 5.4: Sensibilité par rapport à l'intervalle de confiance 
fiance désiré, nous obtenons des intervalles de confiance légèrement différents. 
Maintenant pour tester la sensibilité par rapport au pas de discrétisation , 
nous utilisons les paramètres suivants: NbSeries= 1000, NbTraj= 1000, a = 
95% et calculons l'erreur d 'approximation en fonction de !:l = 1/ 365, 1/52 et 
1/ 12. 
Les résultats de la figure 5.5 montrent que le pas de discrétisation peut avoir 
une grande influence sur la précision des résultats, nous remarquons que plus 
le pas discrétisation diminue, plus l'erreur est petite et donc l'intervalle de 
confiance rétrécit. 
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Euler Milstein 
Delta epsilon Intervalle Delta epsilon Intervalle 
1/ 12 1.0531 [1.0516, 1.0546] 1/ 12 0.0930 [0.0929 , 0.0932] 
1/ 52 0.5124 [0.5117, 0.5131] 1/ 52 0.0224 [0.0224, 0.0224] 
1/ 365 0.1940 [0.1937, 0.1942] 1/ 365 0.0032 [ 0.0032 , 0.0032] 
Figure 5.5: Sensibilité par rapport au pas de discrétisation 
Dans la lit t érature il existe d 'aut res méthodes pour simuler les équations 
différentielles stochastiques, par exemple la simulation avec variables de con-
trôles, mais l'objectif ici est d 'appliquer les schémas vus précédemment. 
CONCLUSION 
L'étude détaillée d 'une équation différent ielle stochastique nécessite certaines 
notions de base concernant les processus stochastiques . Dans ce mémoire, 
nous avons mis en place tous les outils qui permettent d 'aborder , tant au 
plan t héorique que pratique, le cas d 'une équation différent ielle stochastique 
lorsqu 'une solut ion forte explicite est connue. De plus, pour les situations où 
la solution forte n 'est pas connue, ou encore inexistante, nous avons introduit 
la notion de solut ion faible et présenté quelques exemples. Ensuite, puisque 
la solut ion d 'une équation différentielle stochastique n'est pas, en général, 
une martingale, nous avons présenté le Théorème de Girsanov qui permet de 
définir une nouvelle mesure de probabilité pour laquelle ce processus solution 
serait une mart ingale. 
La motivation pour se consacrer à ce sujet de recherche était principalement 
de se familiariser avec certaines notions théoriques concernant les équations 
différentielles stochastiques. Par la suite, nous pourrons étudier , les équations 
aux dérivées partielles stochastiques. Ces dernières servent à modéliser de 
nombreux phénomènes dans des domaines variés. Ce champ de recherche 
connaît actuellement un développement important, t ant au niveau des con-
cepts que dans l'élaboration des nouveaux résultats en probabilité et en ana-
lyse. 
ANNEXES 
%Cheikh Bécaye Ndongo 
% Modèle de Black-Scholess 
function E u 1er (N bS e ri es, NbTraj , NbPas , a lpha) 
%Ce tt e fonction ca l cule l'erreur d'approximation en utilisant 
%une discrétisation d'Euler et en présenta nt l 'interval l e de con f iance 
%NbSeries: nombre de séries à simuler 
%NbTraj: nombre de traj ectoires par série 
%NbPas : nombre de pas à simuler 
%a lpha: niveau de confiance pour l 'erreur 
%A ff ic hag e des données 
disp (['Nombre d e sé ri es: ', num2str (NbSe ri es) ]); 
disp ([ ' Nombre d e tr a j ecto ir es s imul ées: num2str ( NbTraj )]); 
disp ([ ' Nombre d e p as d e di scrét i sat i on : num2str ( NbPas) ]); 
disp ([ 'Va le ur d u d eg r é de con fi ance: ' , num2str ( a lph a)]); 
~
%Paramétres initiaux 
raXo: valeur initia l e du processus 
XO = 100 ; 
reMue coe ff icient traduisant l a d érive 
Mu = 0.05; 
%Sigma: coe ff icient t raduisan t l a vo l a t ilité 
Sigm a = 0.25 ; 
%Pas de dis c rétisation 
ANNEXE 
Delta I /NbPas ; 
%/nitialisation de la période 
T = 5; 
%Nbjours : nombre de jours sur l esque l s se déroule la simulation 
%Variable utilisée pour un exemple de tra cé 
NbJours = T*NbPas; 
%V ec t eur des e psilons moyens pour chaqu e s é ri e 
EpsilonSeriesMoy = ze ros (NbSeries , 1) ; 
%Pour chaque série on simule les solutions analytiques et l e solutions 
%approché es 
fo r i= 1 : NbSeries 
%Simulation des variables gaussiennes 
DeltaW = s qrt (De lta)*fandn (NbTraj,NbJours) ; 
%Cons truction des vraies solutions 
Increments = (Mu - Sigma A 2/2)*Delta + Sigma*DeltaW; 
LogSo lExact = ClUTISlUl1 ( [ log(XO) *o nes(NbTraj , 1) , Increments ] ,2); 
SolExact = exp ( LogSolExact) ; 
%Construction des approximations d'Euler 
LogSolEu ler = log ( [ ,XO* ones (NbTraj , 1), ones (NbTraj , NbJours)+ 
Mu* De l ta* ones (NbTraj , NbJours)+Sigma*DeltaW ] ) ; 
SolEu ler = exp (ClUTISlUl1(LogSolEuler , 2)) ; 
if (i=NbSeries ) 
TempSo lExact SolExact (NbTraj ,:); 
TempSolEu ler So l Eu ler (NbTraj ,:); 
%Trac é de la tr'ajectoire au bout de NbS eries de simulation 
fi g u re 
hold on 
plot (0: 1: NbJours , TempSolExact, , r ' , 0: 1: NbJours , TempSo lEu ler , 'b ' ); 
x la b e l ( 'Temps' ); 
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e nd 
y la b e l ( ' Prix des actifs ' ); 
legend ('Solution exacte','Solution approchée'): 
ho Id 0 ff 
%Variable temporaire pour conserver les erreurs d'approximation 
TempErreur = 0 ; 
fo r j =l:NbTraj 
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TempErreur TempErreur + a b s(So IEuler(j, NbPas + 1)- So lExact(j, NbPas + 1)); 
e nd 
end ; 
%Calcul de la moyenne des erreurs de la série 
Epsi lonSeriesMoy ( i , 1) = TempErreur IN bTraj ; 
% %Ca lcul de la moyenne et la variance des erreu rs pour les séries 
EpsilonMoy mean( Eps il onSeriesMoy , 1); 
VarEpsilon var (Epsilon Ser ies Moy); 
%Calcul de l 'in tervalle de confiance 
Del taEps i Ion =ti n v (alpha, NbSeries -l)*sqrt (VarEps i Ion 1 NbSeries ); 
%D é termination de l ' intervalle de confiance à alpha% 
IntConf = [ Eps il onMoy - De l taEps il on, Eps ilonMoy, EpsilonMoy + De l taEps il on 1; 
%Affi chage des résultats selon la sensibilité du paramètre recherché 
di s p ( ' Interva l le de confiance, va leur des erreurs moyens au mi l ieu: '); 
IntCon f 
end 
ANNEXE 
%Cheikh Bécay e Ndongo 
% Modèle de Black-Scholess 
function Mi l ste i n(NbSer ies, NbTraj, NbPas, a lpha) 
%Ce tte fonction calcule l 'e rr eur d'approximation en utilisant 
%une discrétisation d ' Euler et en prés en tant l 'i ntervalle de confiance 
%NbSeri es : nombre de sél'ies à simuler 
%NbTraj: nombre de traj ec toir'e s par série 
%NbPas: nombre de pas à simul e r 
%alpha: niveau de confiance pour l 'erreur 
%Affi chage des donn ée s 
di s p ( [ 'Nombre de sé ri es: ' ,num2st r( NbSeries) )); 
di s p ( [ 'Nombre d e t r ajecto ir es s i m ul ées: num2str (NbTraj) J ) ; 
di s p ([ 'Nombre d e pas de discrétisat i on: num2str( NbPas) J ) ; 
dis p ( [ , Valeur du d egré de con f iance : , num2str ( a lp h a) J); 
%Param étres initiaux 
roXo : valeur initiale du proc ess us 
XO = 100 ; 
rMu: coefficient traduisant la d ériv e 
Mu = 0,05 ; 
%Sigma: coefficient traduisant l a vo latilit é 
Sigma = 0 , 25; 
%Pas de discr é tisation 
De lta = l / NbPas; 
%/ nil ia l is a t ion de la p é r'iod e 
T = 5; 
%Nbjours: nombre de jours sur l es qu e ls se dérou l e la simulation 
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%Variab l e utilisée pour un exemp le de tra cé 
NbJo urs = T*NbPas; 
%Vec t eur des e psilon s moyens pour chaque s é rie 
Eps il o nS er iesMoy = zeros (NbSeries, 1) ; 
%Pour chaqu e séri e on simul e l es solutions analytiques e t l e solutions 
%approché es 
for i= 1: NbSeries 
%Simulation des variables gau ssiennes 
DeltaW = s qrt (De lta) Handn (NbTraj , NbJours) ; 
%Ajout pour l ' approximation de Milstein 
DeltaW2 = DeltaW . * DeltaW ; 
%Construc t ion des vraies solutions 
In crements = (Mu - Sigma ' 2/ 2)*De lta + Sigma*DeltaW ; 
LogSo lExact = cumsum ( [ log (XO)*ones(NbTraj , l) , In c rements ] , 2); 
SolExact = exp( LogSoIExact); 
%C onstruc tion de s appro ximations de Mil stein 
LogSolMilst e in = log ( [ XO*ones(NbTraj , 1 ), ones(NbTraj , NbJours)+ 
Mu* De lta*ones (NbTraj , NbJours)+S igma*DeltaW + ... 
1 / 2*Sigma ' 2*(DeltaW2 - De lta*ones(NbTraj , Nb J ours)) ] ); 
So lMil ste in = exp(cumsum( LogSoIMil ste in , 2)) ; 
if (i=NbSer ies ) 
TempSolExact = SolExact (NbTraj , : ) ; 
TempSolMi lste in = So lMil ste in (NbTraj ,: ) ; 
%Tra cé de la traj ectoire au bout de NbS eri es de simulation 
figure 
hold on 
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plot (0: 1: NbJours, TempSolExact , , r ' , 0: 1: NbJours , TempSo lMi lstein , 'b' ); 
xia bel ( ' Temps ' ); 
y labe l ('Pr ix des acti fs') ; 
legend( ' Solution exacte ' , 'So lution approchée'): 
ANNEXE 
ho Id off 
end 
%Variable temporaire pour cons erv er l e s erreurs d ' approximation 
TempErreur = 0; 
for j =1:NbTraj 
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TempErreur TempErreur + abs (So IM il stein(j , NbPas + 1) - So IExact(j , NbPas + 1)) ; 
end 
end ; 
%Cal cul de la moyenne des e rr eurs de la s é rie 
Eps il onSeriesMoy (i , 1) = TempErreur I NbTraj; 
% %C al c ul de la moyenne et la varian ce des err e urs pour l e s s é ri e s 
Eps il onMoy mean ( Eps il onSe ri esMoy ,1) ; 
Var Eps il on var (Epsilon Seri e s Moy) ; 
%Calcul de l ' int e r v alle de confiance 
DeltaEpsilon =t in v(alpha , NbSer ies - 1)*sqrt(VarEpsilon I NbSeries); 
%D ét erminat ion de l ' int e r v all e de co nfian ce à alpha% 
IntConf = [ Epsi lon Moy - DeltaEpsilon , Eps il onMoy , Epsi lonMoy + DeltaEpsilon J; 
%Affi chage des r é sultats se lon la s e nsibilit é du paramètre re ch er ch é 
disp ( ' Intervalle de confiance, valeur d es err e urs moyens au m ili eu: ' ) ; 
IntConf 
end 
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