Abstract. This paper presents an adaptive direction strategy（ADS）to improve the searching ability for the TLBO algorithm. The improved algorithm is tested through searching the optimal points for a few typical testing functions. The testing result shows that the improved TLBO algorithm could obtain better optimal solutions in shorter time. Compared to the normal TLBO algorithm, the stability and effectiveness of the improved algorithm are increased greatly.
(1)
The heuristic algorithms include genetic algorithm (GA), particle swarm optimization (PSO), colony algorithm (ACA), artificial bee colony (ABC) algorithm and firework explosion optimization (FEO) algorithm has been used widely to solve these problems [3] [4] [5] .
In 2012 R.V.Rao proposed the TLBO algorithm based on the population heuristic algorithm. This algorithm has less parameters to be identified and performs well in solving the optimization problem for the real continuous functions [6] [7] [8] .
Basic TLBO
TLBO is include two phases: the first phase is the teacher phase, in which the students gain knowledge from the teachers; the second phase is the learner phase in which the students gain knowledge through communication with other students [9 ] .
Teacher Phase
First, identify the learning ability of each student, or
in which rj is a random number between (0,1). The rj identifies the learning degree. TF is the teaching affecting factor, it denotes the how much does the teaching influencing the average value of the group. The value of TF is either 1 or 2. The equation to identify the TF is shown as equation (3) 
Leaner Phase
Otherwise, update the value following equation (6) ) ( 
ADS
First find the influence factor of the communication,  as shown in Eqn (7) ) ( ) (
where ) (X f is the fitness value of the individual X . best X is the teacher of the current generation. i X is the ith individual of the population. The teacher is updated by Eqn (8) and (9).
If the obtained individual has a better fitness value than best X , replace best X by the obtained individual.
The relationship between
and best X is shown in Figure 1 .
Fig. 1. The location of the updated teacher
Suppose the variables mentioned above locate near one of the optimal value, and the fitness value function of the updated teacher is shown in Figure 2 , then it is likely to obtain a better teacher from
Fig. 2. The relationship between the updated teacher and the original teacher
Calculate the influencing factor  , as shown in Eqn (10)
where,
is the fitness value of X . The updating of an individual is divided into two cases, if i X is a better solution than j X , the updating rule is shown in Eqn (11) and (12)
Otherwise, follow Eqn (13) and (14)
If the obtained solution is better than i X , then replace i X with the new value. The evolution process of the improved TLBO is illustrated as below. First, create an optimization model, and initiate the corresponding parameters. Then randomly generate the initial population followed by updating the population. Repeat the updating process until population satisfies the ending condition. The evolution process of the improved TLBO is shown in Figure 3 . 
The feasible region consists of only 0.0003% of the searching region. In the optimal solution point, there are 6 inequality function limits the searching. The optimal solution is ) 1 , 
The feasible searching region consists of 93 independent spheres. The condition for point (x1, x2, x3) to be feasible solution is satisfying any of the constrains corresponding to p, q, r. The optimal solution is )
.The population size is chosen to be 50, the maximum evolution time is set to be 300. The testing result of the algorithm is shown in Table 1 . From Table 1 , ADS-TLBO algorithm has higher efficiency in solving the constrained and unconstrained optimization problem and is more stable.
Conclusion
This paper presents an improved TLBO algorithm for solving nonlinear optimization problem. The introducing of self-learning process of the teacher greatly improves the searching efficiency. The proposed improved methods increase the searching and
