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Resumo Estima-se que o sector dos edif´ıcios seja responsa´vel por cerca de 40%
da totalidade de energia consumida na Unia˜o Europeia e Estados Unidos
da Ame´rica. 50% dessa energia esta´ alocada a sistemas de aquecimento,
ventilac¸a˜o e ar-condicionado (AVAC), dos quais 20% estimam-se ser des-
perdic¸ados devido a ineficieˆncia na gesta˜o de energia. Considera-se perti-
nente focar-se no melhoramento da eficieˆncia energe´tica do edificado, re-
duzindo o desperd´ıcio de forma a evitar a escassez de recursos fo´sseis, bem
como para mitigar os problemas ambientais e as alterac¸o˜es clima´ticas cau-
sadas pelo consumo e produc¸a˜o de energia.
A tese propo˜e abordagens e metodologias que permitem tomar o controlo
preditivo de supervisa˜o dos sistemas de climatizac¸a˜o enquanto medida de re-
abilitac¸a˜o energe´tica na requalificac¸a˜o de edif´ıcios. A principal contribuic¸a˜o
deste trabalho prende-se com a implementac¸a˜o e desenvolvimento de meta-
modelos adaptativos baseados em aprendizagem computacional que assis-
tam o processo de otimizac¸a˜o multi-objetivo inerente ao controlo supervisor
da gesta˜o de energia em edif´ıcios de servic¸os. Esta metodologia devera´
ainda permitir a sua implementac¸a˜o de forma agno´stica a` natureza dos sis-
temas AVAC existentes no ed´ıficio.
A metodologia apresentada propo˜e uma abordagem convergente com o es-
tado da arte no desenvolvimento cient´ıfico na a´rea da inteligeˆncia artificial.
O esforc¸o m´ınimo requerido para a implementac¸a˜o deste tipo de sistema de
gesta˜o inteligente e´ avaliado, concluindo-se que o seu potencial de aplicac¸a˜o
e´ significativo. Para este fim, foi desenvolvida uma aplicac¸a˜o informa´tica
capaz de conduzir toda a metodologia em regime de simulac¸a˜o computa-
cional de modo a averiguar a utilidade das soluc¸o˜es propostas pelo sistema
de controlo supervisor desenvolvido.
Os resultados obtidos apresentam soluc¸o˜es compat´ıveis com o melhora-
mento do paradigma energe´tico-ambiental corrente, contribu´ındo desse
modo para uma maior sustentabilidade do edificado obsoleto em termos en-
erge´ticos. Os custos com energia alocada a sistemas AVAC podem alcanc¸ar
uma reduc¸a˜o de 27% dos custos base, acompanhando uma melhoria ao n´ıvel
do conforto dos ocupantes. Mesmo em casos em que a requalificac¸a˜o da
envolvente do edif´ıcio e do sistema de climatizac¸a˜o seja anterior a` imple-
mentac¸a˜o de um sistema de gesta˜o inteligente, ou que a envolvente seja
ja´ competente em termos de eficieˆncia energe´tica (como o caso de estudo
apresentado), a poupanc¸a energe´tica e´, ainda assim, assegurada devido a`
natureza flex´ıvel e autodidata do sistema de supervisa˜o proposto. Portanto,
recomenda-se que a reabilitac¸a˜o energe´tica de edif´ıcios tome como priori-
dade a requalificac¸a˜o do sistema de controlo AVAC por sistemas avanc¸ados
e supervisores de controlo de forma a potenciarem a ine´rcia dos edif´ıcios,
bem como toda a informac¸a˜o dispon´ıvel na atual era digital.

Keywords Intelligent Energy Management Systems; Energy retrofitting; Machine
Learning; Modelling; Optimization; Supervisory Predictive Control.
Abstract Buildings account for almost 40% of the total energy consumption in the
European Union and the United States combined. From that fraction, 50%
is allocated to the heating, ventilation and air-conditioning systems (HVAC),
from which 20% is wasted due to system’s inefficiency. Considering that
most of this energy is obtained from scarce fossil reserves and its consump-
tion has an adverse impact on the climate change problem, it is of utmost
importance to reduce energy wastes, namely by improving the overall energy
efficiency of buildings.
This thesis postulates the implementation of intelligent supervisory control
systems for new or existing HVAC equipment as an energy retrofitting mea-
sure concurrent with conventional architectural and systems retrofitting.
The proposed methodology is characterized by a flexible, yet robust pre-
dictive control algorithm, capable of supervising generic HVAC systems in
real-time by suggesting high-level controls, resulting in an optimized com-
promise between occupants’ comfort requirements and energy consumption
(and/or cost), taking advantage of the building constructive characteristics
and information availability.
The proposed solution integrates the flexibility of machine learning tech-
niques with the robustness of surrogate models to deliver data-driven pre-
dictive models capable of assisting the multi-objective optimization problem
of minimizing energy consumption and cost while improving occupants com-
fort. The proposed modelling and optimization strategies are presented as a
novelty capable of answering the quest for a robust yet flexible supervisory
predictive control for generic HVAC systems. A software package capable of
delivering advanced and generic supervisory predictive controls, especially
focusing on the scope of building energy retrofitting was developed and used
as the delivery method for the results presented in this thesis.
The obtained results suggest that office buildings, characterized by a con-
temporary construction and HVAC system, can be improved regarding over-
all energy efficiency and occupants comfort by retrofitting the control so-
lution adding a supervisory predictive control level, external to the existing
HVAC system. The expected energy saving by considering the proposed
control are in line with the requirements imposed by the present energy
and climate change framework, with up to 27% savings of energy related
costs due to autonomous demand shifting. Moreover, it is recommended
that building energy retrofits should consider as a priority the update of the
energy control strategies by adding supervisory solutions capable of capital-
izing the use of the building thermal inertia as well as the available data in
this current information era (occupancy schedules, weather, etc.).
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Chapter 1
Introduction
1.1 Context
World’s population is dramatically rising. In the edge of the last century the world’s
population accounted for 6 billion, and 12 years later, in 2011, the numbers have reached
the 7 billion mark with prospects of being 8 billion by the spring of 2024 [1]. More than
half of that population is living in urban areas, and by 2030, that number is expected
to have risen to 70%. This societal evolution pattern creates the conditions to the rise
of air-conditioning systems importance for guaranteeing the adequate thermal comfort
and indoor air quality levels to the growing number of building occupants. Collateral
effects such as the heat-island effect, which is especially observed in the cities, leads the
average temperatures measured in the cities to rise, and consequently, to the increase
the need of smart HVAC systems and a consequent buildings energy consumption [2].
Figure 1.1 shows that 83% of the total anthropogenic emissions of CO2 (which is
a relevant greenhouse gas) from Annex I1 countries are related to the use of energy
(production and consumption). Worldwide estimates consider that 65% of all CO2
emissions are also related to the same issue[4]. Accordingly, the energy consumption
associated with buildings (construction and operation) takes a significant portion of the
world’s total energy consumption and related greenhouse gases emissions. Studies show
that buildings in the European Union (EU) and the United States(US) are accountable
for more than 40% of the total energy consumption of those regions [5, 6]. Moreover,
about 50% of the whole energy consumed in buildings is used by HVAC systems, from
which up to 20% is estimated to be wasted due to control faults [7, 8].
The EU Climate & Energy have set as a target the reduction of 20% of the Green-
house gases and 20% energy savings by 2020 to take action against this carbon-intensive
framework [9, 10]. Acting towards the energy efficiency of the built environment is also
acting towards the saving of resources and climate change mitigation, which has become
a mandatory responsibility to achieve a more sustainable Society and the prosperity of
1Annex I countries of the United Nations Framework Convention on Climate Change [3].
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the future generations.
Figure 1.1: Shares of anthropogenic GHG emissions in Annex I countries, 2010 [3].
The reader of this thesis has a high probability of being inside a building constructed
before 1990. In fact, only around 20% of the residential buildings in central Europe were
constructed after the 90’s [11]. Moreover, in the US, more than half of the commercial
buildings were built before 1970. Therefore, considering that the lifespan of a building
is long, the respective energy retrofitting is a cornerstone to the challenge of cutting on
the energy waste associated with buildings, adjusting them to current and future energy
frameworks. Shaikh et al. [12], highlighted in a review work the prospects of energy
consumption savings potential by building energy retrofitting, including the reduction of
greenhouse gases emission related to buildings. The authors concluded that the saving
potential ranges from 5 to 30% globally. In Europe, it ranges from 27% to 30%, and the
US suggest a 20% savings mark.
The approaches to accomplish such energy saving potentials are vast and with con-
cordant concepts which could be working as symbiosis, namely the retrofitting of the
envelope or architecture, replacing or improving HVAC systems, or implementing ad-
vanced and intelligent controls. The dissemination of such advanced building controls
has been hindered because the majority of buildings do not have a network of sensors,
nor energy meters, building data is still sparse, and systems and buildings need retrofit
[13]. Such requirements have been diverting advanced control solutions from being con-
sidered as appropriate energy retrofitting options when planning building renovations
[8, 14].
The literature reviewed reinforces that the most common retrofitting strategies are
passive and quite similar in their nature, with the most frequent applications related to
the insulation of the envelope, replacement of windows, HVAC systems, appliances and
lighting [15]. However, most of the energy saving components are often selected without
considering alternatives, demonstrating that the decision to select a specific measure is
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still highly intuitive [7]. Moreover, the optimal set of measures regarding architectural
retrofitting is embedded in uncertainty, compromising the actual utility of such actions
and the expected saving potential. Hence, decision-making processes must take into
account the different techno-economic scenarios, especially when the costs regarding
such investments are significant, and the technical impact is not straightforward. As
a result, Academia and Industry are engaged in establishing more efficient buildings
and improving the demand side energy management and decision-making, via modelling
and optimization procedures (See Fig. 1.2). Hence, successful retrofits should embrace
modelling and multi-criteria optimization approaches to help to find the optimal set of
measures capable of fulfilling building operators’ expectations [16, 17, 18].
Modelling and optimization routines are becoming commonplace in the literature
reviewed, mainly due to ever decreasing costs of computational power, data availability
and storage, as well as the advent and dissemination of cloud computing. In buildings
research, the most frequent applications are related to the modelling and optimization
of energy management systems, optimization of building designs in early project phases,
and assisting the decision-making process on the retrofitting of building elements and
systems [19].
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Figure 1.2: Trend of published articles using Scopus data. Query: Abstract, Title and
Keywords containing simultaneously ”Building”, ”Energy”, ”Optimization”.
As pointed out in the review from Pombo et al. [20], many authors have been ad-
dressing the issue of finding the best retrofitting solution via multi-criteria optimization
problem, with expected savings from envelope retrofit of around 20%. However, a prob-
lem facing these optimization problems, especially in the case of large service buildings,
is incorporating uncertainty into retrofit decision-making because modelling the uncer-
tainty regarding climate and economic scenarios, energy prices, government tariffs and
subsidies is a very complex task [13]. The uncertainty towards climate and economy calls
for flexible retrofitting solutions which are capable of accommodating different working
conditions, climates, operational conditions, and economic and tariff scenarios, partic-
ularly at the verge of the smart-grids advent, self-production of energy, and an ever
increasing availability of renewable and intermittent sources of energy.
4 1.Introduction
The interest in sophisticated and advanced control has grown increasingly on all levels
of the grid with the aim of achieving efficient use of energy in industrial, commercial,
and residential buildings [21]. Building energy management calls for flexibility due to
the addition of complexity and non-linearity to the nature of their energy systems by
the coupling of heterogeneous devices in buildings such as appliances, HVAC, energy
production and storage systems, as well as electric vehicles and renewable sources of
energy. Advanced controls enable adaptive energy management strategies, changing the
way energy is consumed and produced while improving building energy performance and
occupants’ comfort [22]. Moreover, well-designed control systems can increase building
efficiency up to 30% without the need to upgrade existing appliances [23, 24].
The most popular advanced building control solution among the scientific community
is the Model Predictive Control (MPC) [12]. MPC combines measurement, building
modelling, disturbances forecasting and optimization formulations to simulate, select and
set the controllable variables that will maximize building energy performance [25]. In
contrast with conventional control techniques (rule-based, or scheduled), MPC includes
endogenous and exogenous instabilities in the optimization process directly, leading to
more energy savings and better occupants comfort.
HVAC controls can be divided into two big groups: the local control, and the su-
pervisory control. Local control is the control on the machine level, i.e. the control of
the HVAC system at the lowest level, namely the pumps, motors, and boilers. Whereas,
the supervisory control is the control at the highest level of abstraction, namely the
control accessible to the occupants: the temperature set-points of a thermostat, the
temperature level of a radiator, the position of a blind, and so on [26]. Model predictive
controllers at the local level are known for their robustness, and capability of improving
the energy efficiency by the reduction of energy consumption and an overall increase of
systems performance. However, the studies found regarding this type of solution often
neglect building occupants comfort, focusing on achieving the best performance for a
given group of set-points of a group of systems [26, 27]. Model predictive controllers on
the supervisory level are designed to find energy or cost-efficient control settings for all
local controllers, taking into account the system level or subsystem level characteristics
and interactions, as well as performing information fusion from external sources (inter-
net, web services, IoT). These energy or cost-efficient control settings are optimized in
order to minimize the overall system energy input or operating cost without violating
the operating constraints of each component and without sacrificing the indoor environ-
ment quality provided [26, 28]. Moreover, with the dissemination of artificial intelligence
and machine learning algorithms, especially those of supervised learning, the supervisory
model predictive controls are presented as versatile and holistic solutions capable of of-
fering energy and cost-efficient control schemes while considering the thermal occupants
comfort [29].
In sum, the current energy framework demands for building retrofitting to reduce
the energy waste in buildings while guaranteeing or improving the well-being of their
occupants. However, the solutions proposed do require to be more flexible and adaptive
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to capitalize the energy savings potential. The retrofitting of buildings’ systems and
architecture, and the retrofitting of the control solutions should be combined to accu-
mulate the expected savings from both the advanced control and building architectural
and systems retrofitting.
The present thesis will focus on the research for a generic, flexible and robust solution,
based on the state-of-the art of modelling and optimization techniques, to be capable of
assisting the building’s holistic energy retrofitting.
1.2 General objectives
The fundamental goal of this thesis is to improve the energy efficiency of buildings
by finding an alternative to the current solutions presented, aiming at finding a solu-
tion capable of integrating the two branches of building energy retrofitting apparently
disconnected, namely the improvement of the building architecture and system, and the
optimization of building control.
This thesis proposes to explore the architectural, systems, and advanced control
solutions as possible retrofit measures and investigate the techno-economic and environ-
mental impact of such solutions. The initial part of the research is focused primarily
on reviewing the solutions proposed in the literature to tackle the building retrofitting
problem, especially those concerning advanced techniques capable of extracting the most
information out of the available data and information society.
The following literature review gathers solutions to the problem of building energy
efficiency improvement via modelling and optimization approaches. First, the modelling
and optimization of architecture and systems retrofitting is presented, followed by the
review on building control optimization state-of-the-art.
1.3 Literature Review
In the present section, a literature survey focused on buildings energy retrofitting
approaches is made. Its objective is devoted to demonstrating the need and relevance
of modelling and optimization solutions aiming at improving buildings energy efficiency
and occupants comfort. The reviews on specific topics relevant to the developed research
programme will be made in the respective chapters
The range of applications in building energy modelling and optimization is vast,
and great effort has been made reviewing the different approaches to such applications.
Figure 1.3 summarizes the main applications of building modelling and optimization
found in the literature, and proposes a classification depending on the scope of the
works encountered following the surveys from Anderson et al. [30], Perez-Lombard et
al. [31] and Hong et al. [16].
There are two main groups dividing the literature. One is concerned with the opti-
mization of new buildings. These, focus mainly in the optimization of the life-cycle of the
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Figure 1.3: Building energy systems modelling and optimization applications.
building, focusing on minimizing the environmental and techno-economic impacts due
to the expected energy consumption throughout the building lifespan. The other group
tackles issues concerning existing buildings. These applications tend to be broader, both
in what concerns the approach and scope, and focus essentially on the optimization of
the energy usage and comfort improvement.
Despite the different objectives, constraints, and variables, the generic process of
optimization is similar. The problems reported may include the enhancement of energy
efficiency, or cost savings, the search for the option which guarantees the minimum
payback time in architectural retrofit proposals, or optimizing new buildings designs.
The problems can also focus on assisting energy managers in setting up priorities, and
decision making for the systems under their supervision, or even problems concerned with
optimizing HVAC control set-points at a local of supervisory level, adapting decisions to
current and future conditions, guaranteeing the desired comfort for the lowest possible
costs.
These applications require primarily the development of a building energy model
capable of forecasting the building dynamics and response to the variables under inves-
tigation (candidates), as well as environmental conditions, occupancy profiles, architec-
ture, energy sources, and so on. Secondly, these applications require the definition of an
optimization problem, requiring the development of an objective function, which has to
represent the absolute utility of choosing one candidate over another, among all possible
candidates [32]. Finally, finding that optimal solution it requires an optimization algo-
rithm capable of searching for feasible candidates, among all possible choices, and in an
computationally efficient fashion.
The following list summarizes the requirements for implementing a modelling and opti-
mization process, especially focusing on building energy systems applications:
 Development of a building energy model;
 Formulation of the optimization model (decision variables; constraints; objective
function(s));
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 Application of an optimization method;
The subsequent sections focus on reviewing mainly works from the existing buildings
class, since it is the motivation of this thesis to investigate the relevance of optimized con-
trol solutions and architectural retrofitting optimization as energy retrofitting measures.
Nevertheless, some building design optimization works will be also referenced, because
architectural retrofitting optimization and building design optimization are similar ap-
proaches subjected to different constraints and decision variables limitations, namely in
the degrees of freedom on the optimization of designs.
1.3.1 Architecture and systems retrofitting
Architectural retrofitting analysis are peculiarly complex and difficult to solve, since
besides dealing with building energy systems response, they should fulfil the expec-
tations of numerous and heterogeneous criteria, concerning energy efficiency, human
comfort, environmental regulations, political directives, and, at last, but often the most
intransigent, the economic performance. Moreover, the irreversibility inherent to the
implementation of a retrofitting project adds additional risk to the decision makers and
stakeholders, and complexity to the assessment.
Idealistically, stakeholders would expect to implement a set of building retrofits capa-
ble of saving energy consumption, while diminishing greenhouse gases emissions, saving
natural resources, increasing human living comfort, with the shortest financial pay-
back time. However, since real-world problems are everything but idealistic, building
retrofitting optimization is required to solve the complex problem of choosing appro-
priate combinations of energy efficiency architectural and systems retrofits, finding the
most suitable compromises by means of modelling and optimization strategies. Figure
1.4 highlights the generic process of building retrofitting optimization.
Asadi et al. [33] implemented a multi-objective optimization problem envisioning
the minimization of the energy consumption after the retrofit of a Portuguese residential
building, while guaranteeing the minimum investment possible. The building energy
performance model was based on the static formulation proposed by the Portuguese
directives and the building’s energy rating prior to retrofit was C class. Through an
iterative Pareto assessment of both objectives they presented the best solutions and
compromises, bringing the potentiality of each investment into focus, and highlighting
two optimal solutions which with a slight increment in the investment (95e) would
improve the energy classification of the building by one level, from B- to B, as depicted
in Fig. 1.5. They’ve implemented a Mixed-Integer Linear Programming (MILP) to
search for the best combinations of walls and roof insulation, type of glassing and size
of PV Panel.
Later, and following the work form Magnier et al. [34], the same research group
has reformulated the retrofitting problem to include the replacement of the HVAC sys-
tem as the optimization candidate, and added the objective of maximizing occupants
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Figure 1.4: Building retrofitting optimization iterative process.
comfort, while optimizing the architecture and systems of a school building [18]. The
building energy model was updated to a TRNSYS implementation of the building ca-
pable of delivering the occupants comfort indicator, augmenting the complexity of the
optimization problem to a tri-objective, as well as the associated computational burden.
Therefore, they’ve implemented a surrogate model of this building simulator, which was
then optimized via a genetic algorithm named NSGA-II (Non-dominated Sorting Ge-
netic Algorithm II) which is specifically designed for solving multi-objective and discrete
optimization problems [35]. The development of the surrogate model was carried out by
a Neural Network algorithm, trained and validated from a set of 950 samples (TRNSYS
simulations) that were selected by the Latin Hypercube Sampling method (LHS). Despite
presenting various combinations of Pareto curves, no assessment was found concluding
the energy saving potentials of each solution.
Magnier et al. [34] implemented the same methodology (TRNSYS + NN + Genetic
Algorithm), but for the problem of optimizing building design variables and seasonal
HVAC set-points. In this case, the authors pointed out the advantages of using surrogates
for saving computational time. The construction of the database specified by LHS and
simulated by TRNSYS took 3 weeks to complete. Afterwards, each optimization took
7 minutes to complete, while if using the simulator directly, they’ve estimated it would
take 10 years each. A relevant work in building design optimization is the one conducted
by Eisenhower et al. [36], where they’ve used a quasi-Monte Carlo sampling approach to
create the database from Energy Plus simulations for surrogate model implementation
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Figure 1.5: Normalized multi objective solutions for the building retrofit strategies [33].
via Support Vector Regression 2.The optimization routine was conducted by the Interior
Point method which is gradient based, and the objectives were formulated by a meta-
objective function combining both comfort (PMV) and energy consumption indicators.
In contrast, Chantrelle et al. [37] developed a tool called MultiOpt for multi-objective
optimization of building retrofitting, based on TRNSYS and NSGA-II. As optimization
candidates it considers building envelope (roof, wall, windows), HVAC systems, and
control strategies (blind control threshold), while the selected objectives were the en-
vironmental impact (GHG emissions), the energy consumption, the thermal comfort
(PPD < 15%3), and the retrofit investment. In their case-study, they also presented
various combinations of Pareto curves, but no remarks were drawn on the energy saving
potentials of each solution.
Two other works from Ascione et al. [39, 40] have also followed a methodology
without considering a surrogate model. In both works simulations were carried by Ener-
gyPlus, and the optimization routines computed by NSGA-II algorithm were limited to
750 iterations. Their first work [39] focused on the retrofitting of a residential building
of apartments in Italy. The objectives were concerned with minimizing the energy con-
sumption while improving of occupants comfort (PPD < 20%), and were limited by the
investment budget. The retrofitting options focused on installing external insulation for
envelope improvement, windows replacement, installing a free cooling system, upgrad-
ing the HVAC system and optimizing its seasonal heating and cooling set-points. The
calculated potential savings for the highest possible budget would reach 78%. Their lat-
est work [40] described the implementation of a two-phase optimization of the building
2urlhttp://www.support-vector-machines.org/
3PPD – Predicted Percentage of Dissatisfied, ranging from 5% to 100%, mirroring the percentage of
the occupants which would be uncomfortable for a given thermal environment, according to Fanger [38].
The PMV, which is used for calculation of PPD, varies from -3 to 3, representing environments too cold
and too warm, respectively. The best PMV is 0, yielding 5% of PPD.
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retrofitting. The first optimization aimed at minimizing both the heating and cooling
energy demand from choosing the best combination of energy efficiency measures similar
to the previous work, although including renewable energy sources. The second opti-
mization phase searched for the best compromise between primary energy consumption
and the total investment cost. The energy consumption was calculated following the
EPBD Recast European Directive, since the computational burden of Energy Plus to
assess the 596,700 iterations would have been prohibitive. They’ve concluded that in
the presence of a limitless economic availability, the retrofits would yield 12% of energy
consumption reduction from primary sources, and a related 24.5% cut in the global cost.
This study neglected the occupants comfort as optimization objective, so no information
can be drawn on the effects of such retrofit in the indoor climate quality.
Penna et al. [41] have implemented a TRNSYS model based on the Italian directives
and coupled it with NSGA-II. Their research investigates the relationship between the
initial characteristics of residential buildings and the definition of optimal retrofit solu-
tions in terms of either maximum economic performance (Net Present Value method –
NPV), or energy consumption minimization towards net-Zero Energy Buildings, while
maximizing occupants thermal comfort according to the Italian directive. They con-
cluded that conventional Energy Efficiency Measures manage to reach the net-zero en-
ergy target, while satisfying the economical convenience, but aggravating comfort.
Malatji et al. [42] have presented an econometric optimization of the retrofitting
optimization of HVAC system and lighting equipment, and the implementation of an
energy management system. The multi-objective formulation competed between the
ratio of the initial investment cost by the cost savings through the NPV formulation,
and the total annual energy savings, which were limited by the initial investment budget,
a defined payback, and a minimum energy savings target. The considered energy saving
potentials were the nominal difference between equipment, neglecting externalities due to
buildings’ dynamics. The authors defined both objectives to be equal to each other and
implemented a genetic algorithm to search for the best compromise between objectives.
The results presented a maximum of 23,4% savings in the energy cost, with a payback
period of around 20 months (NPV’s discount rate of 9%).
Another econometric retrofitting optimization is presented by Wang et al. [43] and
the objective formulation is similar to the work of Malatji et al. [42]. Moreover, Wang
et al. have included a Life Cycle Cost Analysis (LCCA) term to the NPV function,
as representation of the maintenance cost, or systems wearing. The candidates were
lighting and HVAC improvements and the chosen optimization algorithm was Differential
Evolution (DE – see Section 2.3). The authors based their case study on the work of
Malatji et al. [42], and for the best scenario, the retrofit solution would save 24.76% of
energy related costs, and would have a payback period of 34 months, which is significantly
higher compared to the work of Malatji et al.
The literature review reveals the formulation of objective functions as an often cum-
bersome task and prone to the adoption of assumptions and uncertainty sources, making
this field of study highly multi-disciplinary, and populating it with perspectives from
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both econometric and engineering stand points. The list bellow presents the most com-
mon objective functions in retrofitting optimizations, and is corroborated by the review
articles from De Boeck et al. [44], and [45]:
 Energy objectives, namely whole and primary energy consumption savings;
 Environmental objectives, namely GHG emissions from energy consumption, as
well as environmental impact from materials and energy, usually derived from Life
Cycle Assessments;
 Economical objectives, namely budget limitations, maximizing government incen-
tives, and minimizing payback periods by NPV calculations and Life Cycle Costs.
The extensive literature review from Pombo et al. [20] listed as the most common
energy efficiency measures:
 Improving building’s envelope through insulation of ceiling, walls and foundations.
 Replacement of windows, and glassed envelope;
 Replacement and/or optimizing season set-points of HVAC Systems;
 Heat recovery systems;
 Replacing lighting equipment;
 Implementation of Renewable Energy Sources, mostly PV panels;
Regarding building energy performance models, the most common are physics based
simulation conducted by TRNSYS and EnergyPlus. Some authors had implemented
surrogates based on NNs, and they’ve highlighted the benefits in terms of the compu-
tational burden of such decision. Finally, other authors have conducted their analysis
on static load models based on their countries directives, simplifying the optimization
process, but inducing uncertainties to their solutions due to the limitation of building
dynamics. Nevertheless, this solution may be sufficient if the purpose is solely to improve
energy classification as the case of Asadi et al. [33], because the optimization process
will be more focused on the problem to solve.
The most popular optimization algorithm encountered in this review, it is beyond
doubt the NSGA-II, with a review article considering Differential Evolution, and another
considering interior point method. This observation is to be expected since architectural
and systems retrofitting problems are often multi-objective and combinatorial problems
for which NSGA-II is particularly suitable.
The works reviewed pointed that further work should focus on the development of
methodologies capable of assessing retrofitting strategies from the environmental and
economic life cycle approach, including climate change and societal change models in
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their approaches [18, 44, 15]. There is still room for the improvement of building energy
models, namely in what concerns the accuracy, resolution time-step, and computational
effort [33, 46].
Architectural features and systems retrofit proves to be a very complex task, pop-
ulated with uncertainty regarding the real effects of a specific measure on the environ-
mental, economical, and societal impacts. Life cycle assessments and sensitivity analysis
have been conducted to reduce uncertainties. However, the variability encountered on
the economy, climate, energy framework, and society only propagate higher uncertainty
to the decision making process of renovating a building [13].
The subsequent section will review relevant articles presenting applications of build-
ing control optimization, where more emphasis is given to the Model Predictive Control,
both from local and supervisory layers.
1.3.2 Building advanced control retrofitting
Building energy management systems, also termed building automation systems,
or building control systems, are generally centralized, integrated, hardware and soft-
ware networks populated with sensors and actuators with the goal of monitoring and
controlling the indoor climatic conditions in building facilities. The current trend for
building control schemes among the scientific community is the Model Predictive Con-
trol (MPC), with ‘sensorized’ buildings, called Smart Energy Buildings (SEBs), as the
natural candidates for these control systems [12]. One usual objective encountered in
building energy management systems is focused on the ambiguous concept of comfort
requirements, either thermal, visual and air quality, adding the occupant’s preferences
and behaviours. The other one is the competing energy and cost savings maximization
strategies. Naturally, this problem characteristics call for the formulation of a multi-
objective optimization formulation.
A typical a MPC implementation, based on the review works from Afram et al. [25],
Shaikh et al. [12], Lazos et al. [47] and Hilliard et al. [48] can be depicted as the
flowchart in Figure 1.6.
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Figure 1.6: Model Predictive Control iterative process.
Generally, a continuously updated database feeds a Building Energy Simulator, or
model, along with forecast variables, which influence the building response, such as
internal and external loads, as well as energy production and storage data if existing. The
prediction of the required minimum energy consumption to face internal and external
loads, and to respond towards a desired comfort level is calculated by the simulator,
whereas the optimal control set-points are solved by the optimization process, limited
by the forecast window uncertainty.
This group of optimized control set-points are then sent to the building HVAC control
system, inducing a building response. In the end of the cycle, the relevant variables are
measured and stored in the database, and the entire process is then recursively repeated
[25].
Model predictive control (MPC) is a type of building dynamic control solution applied
in whole buildings, zones, or even independent systems operation. It can also be seen
as a Building Energy Management System, since, generally, it couples measurement,
forecasting, optimization and control theory to perform the tasks of simulation, selection
and actuate the controllable variables that will maximize building energy performance
[25].
Since this control optimization method is dynamic and adaptive to the current and
predicted building dynamics and behaviours, it differs from works where the seasonal
static HVAC set-points for heating and cooling were optimized [34, 36, 37].
As it can be depicted from Fig. 1.7, the intrinsic principle of the MPC is to optimize
the set of controls denoted by U = {u(t), ..., u(t+ k)} for the available forecast window of
k time steps, taking into account the predicted outcomes Y = {y(t+ 1), ..., u(t+ k)} of
such controlling decision (top graphic). Then, the first step of decision, u(t), which is the
optimal set-points at step t, are communicated to the Building. However, as new data is
gathered by the building response measurement at each time step, it leads the group of
optimized set-points calculated at the precedent time step to be unadjusted, urging the
optimization algorithm to seek for new optimal controls for the forecast window (bottom
graphic) [27, 49].
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Figure 1.7: Illustration of the receding horizon control approach: at each time step, t,
the optimal control input, u, is generated over the control horizon, but only the first
value u(t) is applied. The procedure is repeated at the next time step t + 1, which will
become time step t [49].
Bengea et al. [27], have implemented a Model Predictive Control at a supervisory
level, as depicted in Fig. 1.8, after the retrofitting of the HVAC system from pneumatic
to direct digital control at a mid-size commercial building. The objective of the MPC
dealt with the minimization of the energy consumption of the HVAC system for a 3h
horizon, through the adjusting of mass supply flow rate, mixed-air temperature, hot
and cold deck discharge air temperatures, and supply temperatures for each zone, while
guaranteeing a 0.56oC band around the occupant-adjusted zone thermostat setting. The
predictive model of the energy consumption included weather forecast real data, and was
obtained through a Resistance-Capacitance network for each space, and the optimization
was solved by the interior-point non-linear programming solver IPOPT. This strategy
yield energy savings of 70% on average during heating season.
Garnier et al. [29] studied the influence of a Model Predictive Control, implementing
a surrogate model of seasonal EnergyPlus simulations (November to December and June
to September), based on an array of Neural Networks for each zone, capable of predicting
the energy consumption, the air temperature, and the radiant temperature for each zone.
Temperature predictions were used for computing the Predicted Mean Vote (Fanger).
Predictions mean relative error comparing to two months of EnergyPlus simulations,
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Figure 1.8: Illustration of the Hierarchical control architecture diagram with MPC al-
gorithm at supervisory level and HVAC actuator control at low level [27].
and averaged to all three zones were 3% and 3.5% for winter and summer Zone Air
Temperatures, respectively. Radiative temperatures converged to 3.7% and 4% for winter
and summer, respectively. The energy consumption prediction errors were 2.9% for
winter and 4.1% for summer. These results show the increasing degree of difficulty in
predicting building dynamics in cooling season conditions. Occupancy was known in
advance, the weather forecast was predicted by using the previous day measurements
corrected by current values. They chose a Genetic Algorithm implementation from
MATLAB®toolbox to solve the optimization problem and compare results with five
case scenarios. The model predictive control improves the comfort comparing to all
cases and improves the energy consumption compared with the current control mode,
which turns on two hours prior occupation time and turns off two hours after. However,
regarding energy consumption during heating, early switch off technique (2h prior to
no occupation) proves to be the most economic, saving 21.45% of energy consumption
(Wh/day ·m2) comparing to MPC, but yielding an increase of 12.1% of uncomfortable
hours during occupation to 18.5%. During the cooling periods, this technique may save
16.8% of energy consumption when compared to MPC, but inflating the uncomfortable
percentage of hours from 0.1% to 13.4%. It is evident the struggle from the optimized
controller to meet comfort criteria, dictating an aggravation in the energy consumption.
It could be interesting to perform a Pareto curve, comparing different comfort thresholds
in order to assess if the compromise between energy consumption and comfort could
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be improved i.e. to save energy without extremely compromising the comfort index.
Another way would be to survey the occupants to assess how dissatisfied they are with
the thermal comfort and plan the optimization targets accordingly.
An example of the superiority of MPC over PID controllers is presented by Morosan
et al [24], where they conducted simulations of zone temperature regulation using decen-
tralized, centralized, and distributed MPC. The authors claimed an overall reduction of
the energy consumption of 18,9% and an improvement of thermal comfort of 36,7% by
a centralized MPC system, which considered the interaction between different building
zones, whereas PI controllers could not consider such coupling effects. The modelling
and optimization approach was employed by SIMBAD toolbox, a building simulation
toolbox for MATLAB/Simulink®.
Pr´ıvara et al. [50] and Sˇiroky´ et al. [51], from the same research group, compared an
MPC for zone temperature control of the heating system in a large university building
with a weather-compensated controller, and the heating curve control method, respec-
tively. Experimental results show the benefits of the MPC system based on subspace
identification methods connected to a Kalman filter. The MPC application registered
a reduction of up to 29% less energy (normalized by Heating Degrees Day method)
while maintaining the same thermal comfort level in both applications. Nevertheless, no
account was made to occupancy differences between case-studies. As it turns out, the
building showed a time delay of 12 h in its temperature response, leading the weather-
compensated controller to supply hot water to the radiant ceiling heating system at a
higher temperature compared with that of the MPC controller, resulting in higher en-
ergy consumption. Comparatively, the heating curve method heated the building mass
during the night, turning off the heating system in the morning, while the MPC also
preheated the building during the evening, however, not switching it off during the day,
resulting in a significant peak energy reduction.
A survey from Afram and Janabi-Sharifi identifies MPC’s main advantages the ca-
pability of conducting anticipatory control rather than corrective control strategies, and
the guarantee of achieving desired objectives by employing advanced optimization algo-
rithms [25]. The authors also point out that predictive control of slow-moving processes
with considerable time delays, namely energy storage systems, or thermal storage in
the building mass, enable demand response strategies, such as peak load shifting, and
allocating pre-heating, or pre-cooling tasks, to off-peak periods with lower energy tariffs.
This latter application does not always result in lower energy consumption, but may
result in lower operating costs, and lower environmental footprint if coupled with renew-
able energy production systems. Moreover, MPC applied in HVAC systems has shown to
outperform most control techniques, providing superior performance in terms of achiev-
ing lower energy consumption, better transient response, robustness to disturbances, and
consistent performance under varying conditions.
Despite the significant improvements showed in the literature by MPC applications,
direct comparison of the savings observed in the literature is not particularly meaningful,
since it depends on the eligible room for optimization in each particular case, as referred
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in the review work from Lazos et al. [47]. It also reflects the difficulty in establishing
an absolute superiority of a specific group of techniques for this purpose [47]. Instead,
there are distinct advantages and disadvantages depending on the available resources,
complexity and magnitude of each case where a forecasting algorithm is used to assist
energy management. As the authors point out, the major finding from the literature
review is that the consideration of local weather variable forecasting is mandatory, since
it always produces enhanced accuracy compared to the approaches with non-weather
data. Later, the same author proposes an enhanced short-term weather forecast model
(outside temperature and humidity) to assist building energy management, however, no
results are presented regarding the enhancement of energy management [52].
A recent review from Hilliard et al [48] summarized the key building characteristics
which are advantageous for MPC success:
 High thermal storage capacity (Building mass and active storage systems);
 Large predictable loads (occupancy, weather, etc.);
 Broad thermal comfort and indoor air quality (IAQ) ranges;
 Slow HVAC systems;
 Low infiltration;
 High insulation.
The reviewed studies indicate that the slower the building response, the better the
MPC may perform in comparison to feedback response control systems, since MPC’s
strategy takes into account future information of the building loads, whereas feedback
strategies don’t.
Some works that did not use the Model Predictive Control taxonomy are presented
ahead. These works are still relevant to the building control optimization section and to
the scope of this thesis. The latter included the works from He et al. [53] and Kusiak
et al. [54] which were based on Soft Computing and had highlighted saving potentials
in HVAC systems of a service building. Both developed a model with Neural Networks
and have incorporated it into an optimization strategy based on Swarm Optimization.
Kusiak et al. [54] have implemented four energy models (chiller, fan, pump and heat
exchanger) with less than 7.5 % of error (MAPE). It is claimed that optimization results
by the PSO algorithms over a baseline have reduced total energy consumption by over 7%
of the HVAC. Later, the same group focused on optimizing a HVAC system performance
along with room comfort. The introduction of room temperature ramp control to the
objective function was beneficial for smoothing the control settings of the set points and
achieving better room thermal comfort.
Shaikh et al. [55] developed an HVAC control system considering both energy ef-
ficiency and occupants comfort. Fuzzy logic was applied to determine the relationship
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between energy consumption and temperature target set-points. A Multi Objective Ge-
netic Algorithm was responsible to simultaneously minimize two competitive objective
functions. On the one hand, there was the power demand. On the other hand, there
was occupants’ discomfort level (Discomfort = 1 - Comfort). The control system based
on GA (Genetic Algorithm) optimization is claimed to be effective on the improvement
of energy consumption and comfort. In fact, by analysing the results, average comfort is
clearly improved by this method, while the same cannot be depicted when comparing the
optimized power consumption with the proposed baseline. Since the problem involves
two competitive objectives, energy consumption and overall comfort, it may be required
to increase the power consumption in order to achieve a better occupant’s comfort index.
Yang and Wang [56] employed a particle swarm optimizer (PSO) in a supervisory
Building Energy Management System (BEMS) to determine the energy distribution of a
multi-zone building served by renewable-energy resources and batteries. The algorithm
aims at maximizing the building occupants’ comfort based on temperature, illumination
and CO2 concentration data. Even in power-supply shortage periods, the intelligent
controller has proven to be able to distribute the energy appropriately maintaining high
overall comfort levels. This result reflects an oversized initial power-demand because the
necessary energy to achieve highly acceptable comfort levels is lower than the estimated
one. Furthermore, the proposed future work addresses the need to implement energy-
savings in consumption in the optimization target.
Kusiak et al. [57] compared eight Data-mining algorithms in order to build four mod-
els of energy consumption by an HVAC system (Chiller, Fan, Pump and Reheat). The
most reliable algorithm, with 3.77% of MAPE, was the Multilayer Perceptron (MLP)
ensemble, an NN widely applied in classification problems. The A single-objective opti-
mization model was solved via a particle swarm optimization (PSO) algorithm to mini-
mize the total energy consumption. PSO algorithm was used to search the near-optimal
solution of the system control set-points. Each operating-hour received simulated in-
put sets in response to different patterns of the internal load and other uncontrollable
parameters. The optimization results are presented and claimed to be responsible for
approximately 7% savings of the total of energy consumption.
Though the advances in the computational power have allowed the implementation
of MPC and building optimized control in general, there are still current limitations
regarding the computational efficiency and model detail trade-off of the used predictive
models in these applications. For example, most optimization methods, but especially
the state-of-the-art methods, such as Evolutionary Computing algorithms, often require
a high number of model evaluations, leading to a prohibitive assessment time, prevent-
ing real-time implementations. Moreover, Linear Programming optimization methods
usually are not suitable because of the non-linearity and combinatorial nature of these
problems. With that in mind, Hilliard et al. [48] also point the room for improvement
in this area:
 Building response model;
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 Simulation time-step and forecast horizon;
 Forecast resolution;
 Optimization algorithm.
Similarly to building architecture and systems retrofitting optimization, building con-
trol optimization also focuses on the reduction of the energy consumption, and comfort
enhancement,especially the case of supervisory Model Predictive Controls. However,
through the reviewed cases focused on optimizing both objectives, it seems that the
baseline on the thermal comfort before applying the optimization strategies is low, lead-
ing to an increase of the energy consumption to achieve desired comfort levels. It could
be beneficial to address the energy saving potential by minimizing the energy objec-
tive function, while maintaining the previous levels of comfort via restriction methods.
Therefore, the room for energy savings would be extended and the comfort would remain
similar to before, leading to a reduction of the energy objective.
Comparing the retrofitting solutions regarding the optimization of comfort via su-
pervisory predictive control with the local predictive control, it should be highlighted
the flexibility with which a supervisory model predictive control can be adapted to dif-
ferent working conditions, different climates and operational conditions, different tariffs
and economic scenarios. On the case of retrofitting services buildings which contemplate
HVAC systems, the implementation of a supervisory model predictive control capable
of actuating above the HVAC system level, using the available set-points could provide
a beneficial, non intrusive, and less risky retrofitting solution.
For accomplishing that purpose, advanced methods for developing the predictive
models are required. However, the unaffordable computational cost, the lack of robust-
ness of the predictive models, and suitable optimization algorithms are hindering the
dissemination of such advanced model based HVAC supervisory control systems [48].
Therefore, an opportunity is presented to investigate a methodology capable of improv-
ing the flexibility and robustness of supervisory model predictive controllers.
1.3.3 Remarks from literature review
The retrofitting of building architecture and systems has shown promising results
regarding the energy efficiency improvement. However, it seems to be pertinent to give
higher emphasis to the advanced control systems in the retrofitting assessments, since
there is evidence that optimized control is capable of improving the building energy
performance post-retrofit implementations. For example, the experimental case of an
HVAC system retrofit from pneumatic to direct digital control at a mid-size commercial
building has yield energy savings of 70% on average during heating season by changing
the control solution to MPC [27]. Moreover, the environmental and cost effectiveness
of the implementation of an advanced supervisory predictive control is expected to be
higher while presenting lower risks than building architecture renovation, especially if
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presented as a flexible solution. For example, while with a supervisory predictive control
it might be straightforward to update the software governing the control and improve it
throughout its lifetime, the update of an architectural feature would be more cumber-
some, involving civil work and its externalities.
No studies were found combining both approaches as retrofitting measure, namely
assessing the effectiveness of combining a supervisory model predictive control in the
architectural and systems retrofitting. This fact seems particularly relevant since archi-
tectural features are influencing the response of advanced controls positively [48]. Proba-
bly, the high computational costs related to building energy simulation and optimization
algorithms are preventing this confluence, as well as the integration of endogenous and
exogenous disturbances predictions for the desired control horizon with the optimization
routines [48].
The reviewed works regarding model predictive control have shown a lack of flexibility
in their approach, preventing the employment on the assessment of different buildings,
or types of HVAC systems.
The literature reviews of both themes have pointed the necessity of improving the
predictive models employed in their optimization routines. To overtake the issue of high
computational costs of optimization routines, the integration of surrogate models based
on machine learning algorithms is the current state-of-the-art measure [58]. Surrogate
models are also known as response surface models, meta-models, proxy models or emula-
tors, and they are intended to mimic the complex behaviour of the underlying simulation
model. The purpose behind the surrogate model approach is to avoid the temptation to
invest the computational budget in answering the question at hand, but instead, invest
it in developing fast-response mathematical approximations to the simulators. Given
these approximations, many case-studies could be explored, and many hypotheses could
be tested at a fraction of the expected computational cost [36, 59].
1.4 Specific objectives and research questions
The main goal of this Ph.D. is to deliver a methodology implemented in software,
capable of assisting practitioners in the area of building energy management.
Moreover, it is anticipated the answering of the following research questions:
 How to design a HVAC supervisory advanced control system independent of the
HVAC itself?
 How does a HVAC supervisory predictive control solution compare with architec-
ture and systems retrofitting approaches?
 How to implement a real-time supervision system for a large commercial and ser-
vices building, capable to establishing optimal operating conditions within an ac-
ceptable computational cost?
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The cornerstones should be robustness and flexibility, to enable the inclusion of ad-
vanced control solutions as a feasible and straightforward solution to building retrofitting
by the community of researchers and energy management practitioners.
The expected challenges are the high computational costs related to building energy
simulation and optimization algorithms, and the integration of forecast variables (or
forecast simulation) in the model predictive control implementation. To overtake the
former issue, the integration of surrogate models based on machine learning algorithms
is the current state-of-the-art measure. However, this leads to the simulation of different
case-scenarios and the drawing of a Design of Experiments for guaranteeing the statis-
tical representativeness of the domain of such models. At last, to overtake the latter
problem, the integration of a noise simulator to disturb the exogenous and endogenous
uncontrollable variables, such as weather, occupancy, and tariffs, may be a sufficient
solution for preliminary implementations.
1.5 Expected original contribution
The main goal of this PhD is to deliver a methodology implemented in software, ca-
pable of assisting practitioners in the area of building energy management. This method
should integrate the supervisory model predictive control strategy for building energy
performance simulators, hence providing the means to deliver appropriate assistance in
the investigation of building designs, and new solutions to advanced controls. Therefore,
the flexible, general and robust supervisory model predictive control system developed
must be agnostic to the equipment being supervised, which may vary substantially. It
can be different boilers, chillers, AHU units, all of them together, or even buildings
characterised by different materials and designs.
This methodology should enable the open integration of a supervisory model predic-
tive control strategy with building energy performance simulators, such as EnergyPlus,
hence providing the means to deliver appropriate assistance to the investigation of build-
ing designs, and new solutions to advanced controls. Moreover, it must be capable of
running much faster than the real clock to anticipate the future response of the building
and suggest optimal operating conditions for a real world implementation. The hardware
requisites should comprise only a standard personal computer (desktop or laptop PC)
for assisting in the dissemination of the contribution.
1.6 Thesis organization
Chapter 1 presented the objectives and contribution of the thesis to the society.
Additionally, and supporting the latter, a literature review synthesized the state-of-the-
art approaches to the building energy retrofitting problem, namely the optimization of
architecture and systems retrofitting, and the building control optimization.
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Chapter 2 serves as a support chapter to the methodology conducted further. This
chapter intention is to provide the fundamental tools and techniques to solve the problem
at hands which is the development of a supervisory predictive model.
Chapter 3 proposes the methodology to implement a generic supervisory predictive
control solution in a co-simulation environment. It presents the eppyco module which is
a software package to assist the development of data-driven models of buildings, while
performing on-line optimization of building settings and enabling co-simulation with
building energy simulators.
Chapter 4 presents the results of implementing a supervisory predictive control in
an office building reference case-study via co-simulation. The robustness of the method
is investigated and the conclusions are drawn regarding the performance benchmark of
the advanced control solution proposed.
Finally, Chapter 5 summarizes the major results obtained and draws the recommen-
dations and questions to be answered in future research.
Chapter 2
Fundamentals
This chapter intends to provide an insight on the fundamental tools and techniques
most commonly used and that best assist the development of an adequate methodology
for building supervisory control.
The first section tackles building energy dynamics fundamentals. It summarizes the
building thermodynamic as an attempt to understand which role does a supervisory
predictive control play in the building energy system. Furthermore, the method for
defining building occupants’ thermal comfort is addressed.
The second section addresses modelling and optimization techniques applied in build-
ing energy optimization problems, where a set of techniques and methods are defined to
allow for the development of a supervisory predictive control capable of providing robust
answers with an acceptable computational burden.
2.1 Building Energy Dynamics
The objective of this section is to introduce the fundamentals of building energy
dynamics, namely the thermodynamics governing a building energy system, as well as
the characterization of occupants’ thermal comfort for a given set of interior environment.
2.1.1 Building Thermodynamics
Buildings are complex and transient thermodynamic systems. They can be described
as heat and mass transfer balances with boundaries at the exterior envelope of the air-
conditioned areas. Following the first law of thermodynamics, the sum of all loads
present in a building should equal to zero. These loads, according to Hunn et al. [60],
comprehend the four types listed below, and depicted from Fig. 2.1:
 Climate-driven envelope loads;
 Internal gains;
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 Storage or release of energy;
 HVAC system loads.
A fine tuning of building envelope during design stages is necessary to take most
advantage out of the uncontrollable and climate related loads. The desired objectives
in this envelope selection can be often competitive, focusing either in leading a build-
ing to absorb desirable loads, or letting it be transparent for undesirable loads. For
instance, solar gains are advantageous during the heating season, whereas they are un-
desirable during the cooling season. Building envelope may also influence its mass and
its capability of energy passive-storage.
Figure 2.1: Building loads balance.
Internal gains are induced by interior equipment and lighting inefficiencies, and in-
tensity of occupants’ activity. They relate to the utilization purpose of buildings and
occupancy profile types. These loads are the ones that always contribute to the thermal
energy rise inside buildings.
Finally, HVAC system loads exist to lead internal environment conditions to comply
with the comfort requisites for occupants. The addition of heating or cooling loads to
air-conditioned areas alters the thermodynamic system state, which needs to attain equi-
librium by reaching a new temperature set-point. Heating and cooling loads imposed by
HVAC systems result from external climatic factors, internal occupancy characteristics,
and the building design, allowing occupants to live in a different, and more comfortable
environment than the one on the outside [60]. These loads usually require energy con-
version from a wide variety of sources, and account for around 50 % of the total energy
employed in buildings [7].
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Building energy management systems, especially HVAC control systems, struggle
with the minimization of this amount of energy while maintaining, or increasing, oc-
cupants’ comfort standards. HVAC control schedule schemes focus on defining HVAC
systems set-points that imply minimum loads capable of achieving required standards
[60, 52].
Figure 2.2: Supervisory and local HVAC control example.
HVAC controlling strategies may be divided into two well defined groups: in the
bottom layer there lies the HVAC local controls which deal with the setting of all related
equipment set-points to achieve a desired objective at an upper level. For instance,
as it can be depicted from 2.2, the set-points of hot water supplying the radiators at a
specific temperature (Tsup), that are heating up a group of zones to a certain temperature
set-point defined by occupants (Ts.p), or a supervisory control system [60, 27, 52].
The scientific community has been dedicating a considerable amount of effort to this
thematic. Haniff et al. [61], reviewed several HVAC systems scheduling techniques and
highlighted the conventional “early switch-off” (ESO); “pre-heating (or pre-cooling) for
demand reduction” (DR); “alternate switch-on/off” (ASOO); and other more advanced
techniques, such as Agent-based control, and Model Predictive Control. Garnier et al
[29], have also referred these techniques and have employed them as baseline to bench-
mark their solution against their proposed Model Predictive Control.
These advanced controlling techniques have proven its superiority against classical
techniques in achieving better buildings’ energy performances [27, 61, 52]. They have
taken into account the prediction of disturbances to the systems and calculate appro-
priate set-points over a prediction horizon into the future. The confluence of these
advanced controlling techniques with renewable energy sources, variable energy pricing,
and smart-grids, has also proven to be of great economical advantage [52].
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The work conducted in this thesis focuses on the development of such a supervisory
predictive control, aiming at minimizing both energy consumption and occupants dis-
comfort. The principle lies on the optimization of heating and cooling set-points over a
prediction horizon of the loads disturbing the system. Such predictive capacity of the
controller is delivered by surrogate models based on machine learning algorithms which
are capable of continuous learning and adapt to dynamic conditions.
2.1.2 Occupants Thermal Comfort
Whereas the energy consumption of a building is fully described and determined by
the energy balance of its loads, its occupants’ thermal comfort is that condition of mind
that expresses satisfaction with the thermal environment. Individuals draw conclusions
on their thermal comfort and discomfort depending on direct temperature and moisture
sensations from the skin, deep body temperatures, and the efforts necessary to regulate
body temperatures [62]. In general, comfort occurs when body temperatures are held
within narrow ranges, skin moisture is low, and the physiological effort of regulation is
minimized. Furniture, interior decoration and lighting affects human thermal comfort,
as well as actions taken by the occupants, leading to reducing or increasing comfort
estimation, even if the only effect is psychosomatic. For example, complaining, leaving
the space, changing posture or location, or changing the thermostat setting are actions
dictated by one’s comfort. Other examples of the latter include altering clothing, activity,
or even opening a window [62].
The comfort metric developed by Fanger, namely the PMV (Predicted Mean Vote)
and PPD (Predicted Percentage of Dissatisfied), have been adopted by the international
standards as thermal comfort indicators [62, 63]. Fanger [38] identified the PMV (Pre-
dicted Mean Vote) index with heat balance equations and empirical studies about skin
temperature to define comfort. The imbalance between heat flows leaving and entering
the body induces a thermal discomfort which in this index is categorized as a seven-point
scale comprised between -3 as cold sensation, and 3 as hot sensation, with zero being the
ideal value, representing thermal neutrality. The thermal sensation scale developed by
Fanger is adopted by the ASHRAE Standard 55 and EN-15251 and can be characterized
as [38]:
+3 Hot
+2 Warm
+1 Slightly warm
0 Neutral
-1 Slightly cool
-2 Cool
-3 Cold
Fanger’s PMV simplified equation to compute the above scale can be defined as
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presented by equation 2.1.1 [38, 64]:
PMV = (0.303 · e−0.036M + 0.028) · (H − L) (2.1.1)
where M is the metabolic rate per unit area, H is the internal heat production rate
of an occupant per unit area, and L represents all the modes of energy loss from the
body. The later includes the convection and radiant heat loss from the outer surface of
the clothing, the heat loss by water vapour diffusion through the skin, the heat loss by
evaporation of sweat from the skin surface, the latent and dry respiration heat loss and
the heat transfer from the skin to the outer surface of the clothing. Moreover, the PMV
model assumes that a person is thermally at a steady state with the environment.
Such an approach to define thermal comfort seems particularly convenient because
by using one index alone, a classification of a particular combination of variables is en-
abled. Those variables include: air temperature, mean radiant temperature, relative
humidity, air speed, metabolic rate, and clothing insulation. Furthermore, the interna-
tional standards for occupants comfort simplified the recommended ideal comfort as a
range of PMV between -0.5 and +0.5, assuming air velocities lower than 0.2m/s, and
clothing insulation indexes equal to 0.5 and 1 clo, for Summer and Winter, respectively
[63, 62].
After estimating the PMV with equation 2.1.1, the predicted percent of dissatisfied
(PPD) people with a set of the given conditions can be estimated as well. Through
statistical analysis, Fanger related the PPD to the PMV as established by equation
2.1.2:
PPD = 100− 95 · e−0.03353·PMV4−0.2179·PMV2 (2.1.2)
Figure 4.29 shows the relationship between PMV and PPD. The plot also shows
the acceptable limits ideally comprising a PMV equal to -0.5 and +0.5 in green, and
the expanded limit in red, considering a non-steady thermal state between body and
environment, hence, a PMV between -1 and +1 [65].
The PMV-PPD model is widely used and accepted for design and field assessment
of comfort conditions, and literature is found where optimization problems defined such
a model as the cornerstone to the thermal comfort of occupants. Ascione et al. [39]
focused on minimizing the energy consumption while improving occupants comfort to
PPD < 20%. Chantrelle et al. [67] formulated the multi-objective problem as mini-
mizing the environmental impact (GHG emissions) and the energy consumption while
setting the thermal comfort to PPD < 15%. Whereas, Garnier et al. [29] were more am-
bitious, setting the comfort limits to PPD < 10%. None of the works found referred the
upper limit of 25% as the minimum level of comfort. However, this consideration might
be acceptable given the conditions of the building before retrofitting, especially when
considering supervisory control towards retrofitting. That is to say, an optimized control
could stretch the comfort of occupants to its limits but, maximizing the energy-saving
potential.
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Figure 2.3: Fanger’s Predicted Percentage of Dissatisfied (PPD) as a function of Pre-
dicted Mean Vote (PMV) [66]. The red line is a PPD equal to 25%, whereas the green
line represents a PPD of 10%.
Given the relevance of the PPD-PMV index as a definition of thermal comfort, it
seems pertinent to use Fanger’s model to infer people comfort regarding the interior
environment.
2.2 Modelling strategies
As referred previously, the approaches to implement modelling and optimization
applications require primarily the development of a building energy model capable of
forecasting the energy consumption, which depends on a set of conditions influencing it,
namely the environmental conditions, the occupants behaviour, its architecture, among
the most relevant ones. However, the modelling of energy consumption in buildings
can be achieved by a wide range of approaches, and the scientific community has been
employing great effort in its classification.
This work proposes the classification presented in Fig. 2.4, which follows Fumo’s
work in summarizing the different categories of building energy modelling found in the
literature [68].
Throughout the Literature, three types of approaches have been consistently consid-
ered in what concerns energy modelling applications, as shown in Fig. 2.4 [68, 58, 69,
70, 52].
 Data-driven models based on Machine Learning algorithms;
 Physics-based methods, such as Building Energy Performance Simulators ( Ener-
gyPlus);
 Hybrid methods, basically, combinations of the above.
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Figure 2.4: Building Energy Modelling approaches.
The subsequent sections will focus on reviewing the main approaches from each
defined class of building energy modelling.
2.2.1 Machine learning models
Data dependent methods are often called Machine Learning, Soft Computing, Arti-
ficial Intelligence, statistical, or black-box methods. This is the trendiest approach due
to the advent of Internet of Things, providing an almost incommensurable flux of data,
and the dissemination of Data Science solutions by the reduction in computational cost,
and powerful open source solutions to process data. This group deals with the modelling
and forecasting of any system or process based on data patterns extracted by statistical
methods, or algorithms.
As pioneer in this matter, the ASHRAE’s contest “The Great Energy Predictor
Shootout” unveiled the potential of Artificial Neural Networks for the building energy
forecasting task, awarding the work of Mattias Ohlsson et al. [71] for their outstanding
performance.
Since then, many initiatives have been created, focusing on improving the energy
forecasting in buildings, namely “The Great Energy Predictor Shootout - II”, and the
Kaggle competition “Global Energy Forecasting Competition 2012 - Load Forecasting”.
Kaggle1 is the world’s largest community of data scientists, and is focused on provid-
ing real world challenges to the community, disseminating the best open source practices
in machine learning, and helping companies, and researchers, in the solving of highly
dimensional and incomplete problems related with data.
1https://www.kaggle.com
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Other works focused only on building energy consumption prediction are put into
focus, such as the work from Subodh Paudel et al.[72] where they have used NN and or-
thogonal arrays to develop a pseudo-dynamic model of the heating demand in a building,
with the goal to assist the energy supplier with predictive consumption to act towards
efficiency. The architecture of the neural network is well detailed, and equations to
determine architecture adjustments are proposed. The model inputs include climate
data, occupancy profiles, operational characteristics and pseudo-dynamic transitional
attributes. The latter are obtained by the orthogonal arrays to provide a smoother
transition, and it allowed the creation of a more robust model.
Also, Li et al. [73] proposed a new method for forecasting the energy consumption
of the air-conditioning system installed in a hotel, and claimed that hybrid genetic
algorithm-hierarchical adaptive network-based fuzzy inference system (GA-HANFIS)
achieved smaller coefficient of variation than an NN implementation. The hierarchi-
cal structure of the fuzzy-based model revealed to be significant as without it, the NN
revealed to be more accurate. In this study an interesting manner to employ different SC
algorithms was implemented, including a time-series model to predict the hotel’s daily
AC energy consumption [74]. One year later, this research group published a new work
with the same comparison applied to the prediction of a public library energy consump-
tion. Once again, the GA-HANFIS has higher accuracy than NN. It was also shown
the ability of GA to optimize the parameters of the fuzzy-rules present in the ANFIS
methodology.
An extensive review was carried out by Rajesh Kumara et al. [75] where they pointed
several applications of NN, mostly for predicting building’s energy consumption. Con-
versely, a review paper by Mohanraj et al. [76] has extensively surveyed Neural Network
applications in predicting the performance of refrigeration, air conditioning and heat
pump systems (RACHP). In their paper, there were found some limitations to the NN
approach, such as: inability to extrapolate beyond the training data; inability to gen-
eralize by over training the network; and difficulty in selecting the optimum network
architecture. The reviewed solutions suggested the creation of more relevant databases
to train the NN more widely, to avoid over-fitting by fine-tuning the network’s learning
parameters, and finally, to improve the selection of an ideal architecture by the em-
ployment of genetic algorithm optimization. Notwithstanding, the overall conclusion
was that NN can be effective in modelling and predicting the performance of RACHP
systems.
Ahmad et al [77] have reviewed the performance of the most popular algorithms
among researchers focused on electrical energy forecast, the Support Vector Machine
(Kernel methods) and the Artificial Neural Networks. Though ANNs usually perform
well in time-series forecast, and SVM rarely over-fitting the training data, the reviewed
models have their own advantages and disadvantages. They acknowledge the difficulty
in deciding which one is the best in forecasting. However, they conclude that the com-
bination of models can ensure better forecasting performance. This method is called
ensemble of algorithms and it is widely used in the most advanced Data Science prob-
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lems, such as in Kaggle competitions [78].
Following this trend of the approach, Fan et al. [79] have implemented an ensemble of
algorithms for the prediction of next-day building energy consumption and peak power
demand. Their methodology for developing ensemble model applications can be depicted
in Fig. 2.5. They have trained individually a Multi Layer Perceptron (a type of ANN),
a Boosting tree (Tree-based method), a Random forest (Ensemble method), a Support
Vector Machine (SVM, kernel method), a k-nearest neighbour (kernel method), and
linear regression combinations in order to predict the same outputs.
Figure 2.5: Schematic outline of Ensemble method implementation [79].
Finally, the ensemble model is developed by combining all models through a weighted
sum, from which the weights associated with each predictive models were optimized using
a genetic algorithm (GA) with the objective of minimizing the error. The case-study
was the tallest building in Hong Kong, and the prediction accuracies of the ensemble
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models measured by mean absolute percentage error (MAPE) were 2.32% and 2.85% for
the next-day energy consumption and peak power demand, respectively. Whereas the
best performing algorithm alone was the SVM with MAPE of 3.11% and 3.34% for the
same predictions. The authors highlight the importance of feature elimination since it
derived more accurate models while reducing the computational burden. Moreover, the
superiority of ensemble ensemble models is evident since the accuracy of the combination
of models was higher than the best model independently.
The available open-source machine learning libraries integrated to great diversity of
programming languages has never been wider. Consequently, the number of algorithms
is also overwhelming. Ferna´ndez-Delgado et al [80] have conducted an extensive review
and tested 179 algorithms on 121 publicly available data sets, arriving to the conclusion
that the most robust type of algorithm was the random forests, followed by support
vector machines. They also concluded that while Support Vector Machines can be the
most accurate in smaller problems (lower number of input), Random Forests easily beat
the other options when the complexity of the problem and the number of inputs gets
higher.
It seem relevant to also explore the capabilities of Random Forests, besides Artificial
Neural Networks and Support Vector Machines. Artificial intelligence techniques are
usually employed to solve classification and regression problems. Classification problems
include discrete data, and the goal is to divide the set of data in several categories, whose
characteristics are given by the user. A running example is predicting whether tomorrow
it is going to rain or not.
A regression analysis deals with function approximation, where data is continuous
and the goal of the algorithm is to approximate a continuous function as good as possible
to whole possible outputs. Since the nature of energy consumption data is continuous
and there is the need to approximate a data-driven models to a physics-based model
(surrogate model), this review will only focus on the regression versions of the machine
learning algorithms proposed subsequently.
Artificial Neural Networks – NN
Artificial Neural Networks development was triggered by the attempt of mimicking
the human brain ability of learning from experiences, enabling it to predict possible
consequences of new actions. Human neural networks consist on a large group of neurons
connected by synapses. These connections have the capacity to adjust their synaptic
weight and store the information extracted during learning activities, regarded as a
general synaptic modification, first stated by Hebb [81]. Supervised Artificial Neural
Networks also learn from experiences, by means of a learning algorithm, enabling it to
develop heuristic relationships between experiences, presented as a form of input and
output pairs of samples in a database.
The selection of which learning algorithms are more suitable for mimicking the human
brain has been the subject of several researchers, and it still remains a struggling one to
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be delivered fully. Nevertheless, Artificial Intelligence and Soft Computing are delivering
breakthroughs in Science [82, 83].
This section presents a Momentum Modification Backward Propagation Neural Net-
work Algorithm, for which the book of Hagan et al [84] served as a helpful support. Fig.
2.6 shows an example of the architecture of an artificial Neural Network that comprises
one input layer with four inputs; one hidden layer with five neurons, and one output
layer with one unit.
Figure 2.6: Scheme of a Feed Forward Neural Network.
The architecture of an artificial neuron includes an activation, or transfer function,
synaptic weights on connections between other units, and a bias term. The mathematical
model of a neuron is described as follows:
a = f(wp+ b) (2.2.1)
where a is the output signal (activation) of the transfer function f in order to the
synaptic weight w times the input p plus a bias value b. Note that w and b are the
scalars adjusted by the learning process, and where the learned information will be
stored. Function f depends on the problem to solve, however, logistic sigmoid and
hyperbolic tangent are the most popular, and convenient to apply.
A commonly used Neural Network for regression problems is the multilayer feed
forward with three layers, similar to the one shown on Fig. 2.6 [85, 86]. A multilayer
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feed forward Neural Network sequentially computes the signals from inputs towards
outputs. The output of each layer is the input of the subsequent, and the model of
a layer is the conversion of neuron’s model to matrix form. It is written as follows
(equations 2.2.1 and 2.2.2):
am+1 = fm+1(nm+1) (2.2.2)
where network n is
nm+1 = Wm+1am + bm+1 (2.2.3)
for m = 0, 1, ...,M − 1.
The upper-script, m, represents the layer number. The vector of inputs p is the first
activation (a0), and the hypothesis of the Neural Network is defined as aM , where M
is the total number of layers. The transfer function f applied in this particular work is
the logistic sigmoid, and it is defined in equation 2.2.4.
f(x) =
1
1− e−x (2.2.4)
The learning process is here regarded as an optimization problem, where weights
and biases are adjusted aiming at minimizing the error of Neural Network’s predictions.
Therefore, a performance function and an optimization algorithm are required for this
purpose. A commonly and effective performance estimator is the summed square error
(SSE), which allows for the evaluation of discrepancy between hypotheses’ vector aMW,b(p)
and targets’ vector t for input p. Therefore, the approximation of the SSE is defined as
in equation 2.2.5.
P̂ (W, b; p, t) =
(
t− aMW,b(p)
)T (
t− aMW,b(p)
)
(2.2.5)
Note that the performance estimation requires the evaluation of all n samples pre-
sented on the data-set. In this particular work, the choice of learning algorithm is
the batch momentum modification back propagation, which tends to converge faster,
with lower computational cost, and with the ability to avoid minor local minima, when
compared with its predecessor – steepest descent algorithm. These are gradient-based
optimization algorithms. Thus, they are expected to converge due to the quadratic na-
ture of the presented fitness function, Eq.2.2.5, and due to the smoothness of the transfer
function Eq. 2.2.4. The momentum modification to back propagation update rule of the
weights and biases of network’s layer m at iteration k + 1, is defined in equations 2.2.6
and 2.2.7.
Wm(k + 1) = γWm(k)− (1− γ)α
[
1
n
∇WmP̂ (W, b; p, t)
]
(2.2.6)
bm(k + 1) = γbm(k)− (1− γ)α
[
1
n
∇bmP̂ (W, b; p, t)
]
(2.2.7)
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where γ is the momentum weight, α is the learning rate, and ∇WmP̂ (W, b; p, t) and
∇bmP̂ (W, b; p, t) are the gradients of performance function at layer m in order to the
weights and biases, respectively. The addition of a momentum coefficient allows for
the use of a larger learning rate, while improving algorithm stability, and consequently,
accelerating convergence at the end of training (where gradient descent tends to slow
down). The gradient terms are the core to this learning algorithm, since they deliver
valuable information about the topology of the performance function. The gradient
of the last layer can be calculated by deriving the performance function, while the
same cannot be applied at the hidden layers, where there is no performance function.
Consequently, the solution is to apply the back propagation algorithm, which propagates
the error terms to the inner layers. This error term δm, also known as sensitivities,
provides the algorithm with a measure of the influence of each hidden neuron on the
hypotheses. Hence, applying the chain rule of derivatives, sensitivities at the last layer
M are computed as presented in equation 2.2.8 and 2.2.9.
δM =
∂
∂nM
P̂ (W, b; p, t)
= −2(t− aM ) ◦ f ′ (WMaM−1 + bM) (2.2.8)
For layers m = M − 1, ..., 2, 1, it is set as
δm =
(
Wm+1
)T
δm+1 ◦ f ′ (Wmam−1 + bm) (2.2.9)
Where ◦ represents the element-wise multiplication of matrices, and f ′ represents
the first order derivative of the transfer function.
A derivative term could increase significantly the complexity of training a Neural
Network. However, the derivative of logistic sigmoid transfer function is considered
mathematically convenient and it is described in Eq. 2.2.10,
f ′ (nm) = (1− am) am (2.2.10)
The computational and mathematical convenience of this derivative is indubitable,
since it only depends on terms already calculated during forward computation, i.e. on
itself. With sensitivities computed on every layer, the gradients of performance function
in order to the weights and biases can be written as described in 2.2.11, respectively, as
∇WmP̂ (W, b; p, t) = δm
(
am−1
)T
∇bmP̂ (W, b; p, t) = δm
(2.2.11)
Hereafter, equations 2.2.6 and 2.2.7 can be updated for each kth iteration until per-
formance function reaches stopping criteria. Once the learning process is complete, their
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weight matrices ,Wm, and biases vectors,bm, for each layer, m, are obtained. Then, val-
idation assessment and error estimation must be performed on a test dataset (hidden
from training) in order to assess over-fitting and generalization error, by applying feed
forward propagation on the NN, equations 2.2.2 and 2.2.3, to predict new hypotheses
a(pnew) to the new inputs, pnew. for a two layer NN, it can be rewritten as:
a(pnew) = f(W
2f(W 1pnew + b
1) + b2) (2.2.12)
The major limitations of this algorithm are the whole architecture and training fea-
tures requiring fine tuning, and influencing performance considerably. Furthermore,
without sufficient data, obtaining reasonable accuracy becomes unattainable. For the
specific application in Building Energy Modelling, neural networks have the advantage of
modelling non-linearity and complex patterns with more accuracy than other regression
methods and physically based models. The disadvantage is to have no control over the
physical-related behaviour of the outputs because of to the complexity of the networks,
since the approximation to reality is based on high-dimensional weight matrices, proving
little information on what input features the algorithm employs in the search for lower
prediction errors.
Nevertheless, Neural Networks are undoubtedly very powerful techniques to model
complex systems and help on building dynamics forecasting tasks.
Support Vector Machines – SVM
Support Vector Machines have been introduced in 1995 by Vapnik and Cortes [87]
as an answer to solve the handwritten character recognition problems in a more robust
way compared to Artificial Neural Networks (classification problem). The following
explanation is based on the works from Scholkopf et al. [88], and the review from
Foucquier et al. [58].
The principle of the SVM for regression is to find the optimal generalization of the
model, in order to promote sparsity. Therefore, the quest for a generalized solution is
in its nature. They rely on the definition of a performance function (soft margin loss
function) which ignores errors located within a defined boundary - ε epsilon.
Figure 2.7 shows an example of one-dimensional linear approximation by this type
of approach. During the optimization process of the model learning, the performance of
the model in any point inside the boundary band have zero error.
Suppose that the represented training data {(x1, y1), ..., (xn, yn)}, xi with input data
x ⊂ Rn and output data y ⊂ R is provided.
To create a model of a non-linear space, the basic idea is to overcome the non-linearity
by mapping variables x to Φ(x), converting the new inputs to a linear map such as the
one presented.
The goal of the learning process is to find a function f(x) with a small test error,
that means to have no more than ε deviation from the measured outputs yi present in
the training data.
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Figure 2.7: The soft margin loss setting for a linear SVM [89].
f(x) = 〈ω,Φ(x)〉+ b (2.2.13)
where 〈, 〉 denominates a dot product, Φ(.) is the non-linear function to map the
inputs to a higher dimensional feature space, and ω and b are the parameters to be
estimated via optimization problem 2.2.14 focused on minimizing the training error.
min
ω,b,e
1
2
‖ω‖2 + γ
2
l∑
i=1
ei (2.2.14)
subjected to yi = 〈ω,Φ(xi)〉+ b+ ei (2.2.15)
where γ is a predefined regularization constant, and ei is the penalization to the
performance function (ζi + ζ
∗
i ), representing the error above the threshold ε. However,
to be able to find the extreme of a constrained function such as 2.2.14, it’s necessary
to use a Lagrangian multiplier α applied to the constraint 2.2.15, which represents the
support vectors.
L(ω, b, e, α) = 1
2
‖ω‖2 + γ
2
l∑
i=1
ei −
l∑
i=1
αi(〈ω,Φ(x)〉+ b+ ei − yi) (2.2.16)
Then, the solution to the optimization problem is encountered by finding the first
order derivatives for each variable of the Lagrangian. From ∂Lω = 0, the values of ω take
the form of
ω =
l∑
i=1
αiΦ(xi) (2.2.17)
and from ∂Lα = 0 and
∂L
b = 0 we obtain Equations 2.2.21 and 2.2.22, respectively.
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yi = 〈ω,Φ(x)〉+ b+ ei (2.2.18)
l∑
i=1
αi = 0 (2.2.19)
Substituting 2.2.17, into 2.2.13 the regression model is rewritten as follows
yi =
l∑
i=1
αik(xi, xj) + b (2.2.20)
from where the parameters α and b can be obtained by regressing the equation to
the training data. k(xi, xj) is the kernel function responsible for mapping the variables
to the higher dimension, substituting the dot product 〈Φ(xi),Φ(xj)〉. This kernel can
take many forms to adapt to the nature of data. The most common and reliable kernel
function is the radius basis function, or Gaussian function and it is expressed as
〈Φ(xi),Φ(xj)〉 = k(xi, xj) = e
‖xi−xj‖2
σ2 (2.2.21)
Finally, the Support Vector Regression model can estimate new hypotheses for a
given input from the equation 2.2.22 if considering a Gaussian function kernel:
yi =
l∑
i=1
αie
‖xi−xj‖2
σ2 + b (2.2.22)
Only leaving for architecture parameters definition, the choice of γ which will com-
promise between over-fitting if too small and high variance if too high i.e. regularization
term, as well as the  value for the error-free band.
For a rather more detailed mathematical validation of the steps conducted above,
the work from Smola and Scho¨lkopf [89] provide sufficient information.
Vapnik’s theory is helpful in preventing model over-fitting, since it employs an es-
timator of the complexity of the model vs its accuracy, the so called Structural Risk
Minimization, the optimization problem in 2.2.14, which prevents the SVM architecture
of becoming too complex. Another advantage of this algorithm, especially comparing to
Neural Networks is its implementation robustness, since there are no architectural pa-
rameters to be defined other those of the kernel function. However, the main drawback
of this approach is its computational burden due to the quadratic optimization problem
derived from the Lagrangian approximation.
Nevertheless, if the problem doesn’t have too many dimensions and the database is
not very large (< 100k samples), this algorithm is definitely a choice to retain.
Again, the proposed algorithm is sufficient and able to be implemented as learning
algorithm. However, for performance purposes the open-source packages from Python
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libSVM2 and scikit-learn3 may provide more stable implementations, as well as R pack-
age e1071.
Random Forests – RF
Random forests algorithm, the most recent modelling strategy of the ones reviewed,
belongs to the ensemble learning methods from machine learning, and they are mainly
employed in classification and regression tasks. Ensemble methods for regression prob-
lems are learning algorithms that construct a set of many individual learners (base
learners) and combine them to predict new data by taking a weighted vote of each in-
dividual learner. It is now established that ensemble methods are often more accurate
than the individuals composing that ensemble [90].
Random forests have proven to give generalization error rates (over-fitting preven-
tion) that compare favourably to the best statistical and machine learning methods, such
as SVM and NN. In fact, random forests are among the most accurate general-purpose
classifiers available [78, 80].
In 2001, Breiman [91] introduces the term Random Forests algorithm as a general
ensemble of decision trees, which depend on independent sets of data with the same
distribution. The results provided from the whole group are combined through averaging,
yielding a global hypothesis for a determined input vector.
Classification and Regression Trees (CART) are a type of decision trees capable
of solving classification and regression problems. In a regression model such as those
of energy consumption prediction, a CART slips the inputs’ subspace in a predefined
number of splits, and location, with the goal of minimizing the variance of the output
depending on the inputs presented in each partitions. Once the tree is trained and a
new input is given, the predicted result will be the average of the outputs comprehended
within the region assigned to each combination of inputs. The 2001’s book from Berk
[92] provides comprehensive dissemination material not only on CART algorithm, but
also on Random Forests.
The following description of the flow of the algorithm is adapted from the work
original work of Breiman [91], and the work from Abdulsalam et al. [93], its reading is
advised for further information on the subject.
1. A database contains N pairs of samples, S = {(x1, y1), ..., (xN , yN )}, each xi with
D attributes as xi = (xi1, ..., xiD), and each output yi with O targets as yi =
(yi1, ..., yiO).
2. For B number of trees, Ti, assign a random subset of the S database records, by
sampling with replacement method4, and get Si = {S1, ..., SB}.
2https://www.csie.ntu.edu.tw/~cjlin/libsvm/ which is available for a breadth programming lan-
guages, including C++, Java, and R.
3http://scikit-learn.org/stable/modules/svm.html
4Sampling with replacement method is also known as bootstrap bagging, i.e. the same sample can be
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3. For each tree Ti and dataset Si, select a m number of attributes from xi, with
m < D, and train each tree to predict yi, simply an average of each area associated
with each leaf.
4. For a new input u, predict yˆ as an average of the individual hypothesis proposed
by each tree:
yˆ =
1
B
B∑
i=1
Ti(u) (2.2.23)
The step number four is the essence of an ensemble model which can accommodate
other forms of decision methods, such as majority vote rule, or weighted sums depending
on the individual models performance.
According to Abdulsalam et al. [93], the Random Forest algorithm error depends
mostly on two things:
 The correlation among the trees: the smaller the correlation among the trees the
more variance cancelling takes place as the trees vote, and therefore the smaller
the error rate.
 The strength of each individual tree: the more accurate each tree is, the better its
individual vote, and therefore the smaller the error rate.
In conclusion, and according to the referred authors, it seems that the main advantage
of random forests is providing superior accuracy, when comparing to other algorithms.
Moreover, this algorithm rarely over-fits (if the data has representativeness) and does not
require test set validation since circa 33% of data is always hidden from each tree during
the training phase because of the bootstrap sampling, allowing for as well the out-of-bag
score can be computed internally during training. However, if the computational budget
is not an issue, other methods should be considered for cross-validation, such as k-fold.
As additional information, due to the random permutations of the available input
variables that each tree uses for prediction, it is possible to get the importance of each
variable computing the reduction of variance on the predictions when a certain input
is provided – Step two of the process depicted previously. In the same fashion, it can
provide information on what group of samples are more important for training.
When comparing Random Forests with Support Vector Machines and Neural Net-
works, it can be said they provide models with the same accuracy. However, Random
selected every time. Therefore, the training dataset for each tree contains multiple copies of the original
database. This type of random selection with replacement ensures that about 1/3 of all data is not
included in the training set which are called out-of-bag (OOB) samples. Computing trees’ performance
on OOB samples provide a embedded evaluation of the test error, saving considerable computational
time against other machine learning methods [91, 93].
2.Fundamentals 41
Forests are more interpretable (less black-box), are faster to train, handle incomplete
data, and do not require cross-validation.
It seems important to assess the viability of using Random Forests as heuristic mod-
elling approach to building energy modelling applications.
2.2.2 Physics-based models
On the other spectrum of approaches, there are the physics-based modelling, engi-
neering approach, or also called white-box methods. This type remains the benchmark
and the most reliable approach since it provides the robustness of the laws of physics,
finite element methods, and several years of research investment. The methods can be
validated either by calibration with real measured data, or by consistent bottom-up vali-
dation of the physical laws involved in each subsystem. Simulations using dynamic tools
such as TRNSYS or EnergyPlus, are most robust and widely implemented as observed
previously, namely due to their ability to capture the salient physical and transient in-
teractions between most of the elements present in a building energy system. Crawley
et al. [94] have dedicated a whole article reviewing these and other important building
energy simulation software, highlighting the capabilities and limitations of each software.
EnergyPlus is an open-source software especially dedicated to building performance
simulation. It is capable of performing simulations with a variable time step, predicting
energy and water consumption in buildings, and calculating heating and cooling tran-
sient loads. This software has proven to be able to deliver models of heating, cooling,
lighting, ventilation, and other energy flows, allowing for the integration of external
weather data files. Its robustness has been verified by the ANSI/ASHRAE Standard
140-2001 (BESTEST) [95]. EnergyPlus includes an Energy Management System ca-
pability which has been proven to be useful for the assessment of co-simulation problems
such as testing model predictive control strategies by the integration with external con-
trol simulation software such as MATLAB/Simulink®, and BCVTB (Building Controls
Virtual Test Bed) [96, 97].
EnergyPlusis made accessible through a range of both free and commercial graph-
ical user interfaces (GUIs), most notably the DesginBuilder GUI. Moreover, it is the
most widely used of all available building performance simulation tools. Crawley et al.
[94] have dedicated a whole article reviewing this and other important building energy
simulation software, highlighting the capabilities and limitations of each one.
Overall, this type of approach involves thermal, solar and air flow modelling and
concerns the geometry, materials, control and systems of the building, occupation and
activity schedules. While this is accessible for buildings under design phase, the same in-
formation can be cumbersome to obtain in existing buildings, since the access for physical
properties to implement such models is limited. Frequently, this inherent degree of com-
plexity leads to the adoption of assumptions on the materials properties and systems
behaviour, compromising the robustness, and applicability of such approach [68, 58].
Nevertheless, these are the most robust solutions regarding building energy simulation
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and its utility is unquestionable, either during development, or energy management tasks
of existing buildings.
2.2.3 Hybrid models
In between both methods there lay the hybrid approaches, also known as grey-box
methods, which its principle is to couple both classes described previously.
As any hybrid element, those methods are also the combination of two, or more el-
ements, and in the light of the building energy system it combines a physical building
model to represent the structure or physical configuration of a building, a zone, or the
HVAC system, for then to simplify by statistically identifying the important parame-
ters which are representative of the key physical parameters and characteristics under
investigation [68, 58].
One way to implement such combinatorial approach consists in using machine learn-
ing algorithms for physical parameters search. In this approach, practitioners usually
couple a building representative nodal model (Resistance-Capacitance networks) with
an optimization algorithms, such as Genetic Algorithm, simplex method, and so on.
Another way is implementing a Physics-based model to represent the structure, or
physical configuration of the whole building, or HVAC equipment, being later simplified
by the implementation of a data-driven model based on the response of the simulator to
a limited, but sufficient, number of chosen data points and parameters. These samples
have to be representative of the physical building’s characteristics [68, 58].
For the purpose of modelling and optimization applications, the state-of-the-art ap-
proach seems to be the use of high-fidelity surrogate (or meta-) models of dynamic
building energy simulations to rapidly evaluate the technology decision space, according
to Foucquier et al. [58].
Models of this sort can undertake optimization of dynamic building operations, but
at a fraction of the overall computational cost, since, after validation, a surrogate model
has the capability of delivering simulation responses promptly. Surrogate models charac-
teristics are especially suited for the optimization problems solved by meta-heuristic and
population-based optimization algorithms, as they can undertake the required extensive
objective function evaluations, but at a fraction of the overall computational cost.
Although after validating surrogate models they are capable of promptly deliver
simulation responses, the process of generating a dataset, defined by a Design of Experi-
ments (DOE), to regress a meta-model can be time consuming, and for simpler analysis,
it can be even prohibitive when compared with regular building simulations, as pointed
out by Eisenhower et al. [36]. On the other hand, many researchers have proven the
superiority of this approach in building design optimization, especially in retrofitting
optimization, but also in Building Control Optimization, as presented earlier.
Since surrogate modelling approach seems to be pertinent for conducting this thesis,
more emphasis will be placed in the following section, reviewing the methodology behind
the approach to hybrid building modelling.
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Surrogate modelling methodology
The simulation of case-scenarios, or even optimization routines, such as those re-
viewed in sections 1.3.1 and 1.3.2, are often conducted as depicted in Fig. 2.8.
Figure 2.8: General approach to simulation based experiments [98].
A set of variables X1 and X2 (left side) is defined, either by a design of experiment,
or by an optimization iteration, then sent to a simulator to compute the corresponding
result, or objective function value (right side). The results may be evaluated by the
researcher, or the optimization algorithm, leading to simulate another set of variables
while results are not satisfactory enough. Frequently, this method leads to the simulation
of not so relevant case-scenarios, compromising the available time for experiments, and
in the number of optimization attempts, as referred in section 1.3.1 [59]. Where this
may be feasible for simpler problems, or analysis, the same may be limiting in high
complexity scenarios.
Surrogate models, also known as response surface models (RSM), meta-models, proxy
models or emulators, are intended to mimic the complex behaviour of the underlying
simulation model [98]. The basic idea in the surrogate model approach is to avoid the
temptation to invest the whole computational budget in answering the question at hand
and, but instead, invest it in developing fast-response mathematical approximations to
the physics-based simulators with acceptable accuracy. Given these approximations,
many case-studies may be explored, and many hypotheses tested at a fraction of the
expected computational cost.
Once a group of satisfactory hypotheses, or optimizations, are found, it is possible to
return to the main simulator to test such ideas and, if necessary, update the surrogate
model and repeat the process [59].
The generic steps of the surrogate modelling process remain essentially the same
throughout a wide range of applications, and such steps are illustrated in the flowchart
in Fig. 2.9, which follows the principles stated by Forrester et al [59], and adapts the
building energy modelling scenario.
First, a set of inputs is obtained, typically by sampling the decision domain and
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Figure 2.9: Classification of building energy modelling approaches.
the range of the uncontrollable variables. In other words, a number of possible events
are generated and sent to the simulator as inputs. Then the simulations take place,
generating the results and updating the database with the corresponding result for each
event, reflecting the building’s transient response to systems set points and uncontrol-
lable variables.
Once this database is created, a Machine Learning algorithm, for example Neural
Networks, learns the patterns from the provided data, delivering a simplified model of the
building response. This model’s architecture is then optimized in terms of the intrinsic
model parameters, and model outputs are provided. With data saved for validation,
the results are compared with the surrogate outputs, providing data for error analysis
and model validation. While the yielded model is not sufficiently satisfactory, other
experiments are drawn, sent to the simulator, repeating the whole process.
Having constructed a suitably accurate model, it is then finally embedded in the
computation of the fitness function subject to optimization.
The following list summarizes the three steps required for the implementation of the
surrogate model, envisioning subsequent optimization, according to Forrester et al [59]:
Sampling case-scenarios: Sampling methods are designed to overcome the curse of
dimensionality problem stated in the Fig. 2.10. In this case a cube represents the
full factorial combinations of 3 variables, x1 with three distinct value, x2 with four
and x3 with 5, totalling 60 possibilities (3 · 4 · 5).
Taguchi demonstrated that the number of runs can be significantly reduced based
on a degrees-of-freedom approach as given below in equation 2.2.24:
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Figure 2.10: Example of a 3 variables full factorial sampling plan [59].
N = 1 +
NV∑
i=1
(Li − 1) (2.2.24)
where N is total number of experiments required, NV is number of independent
variables, and L is number of bound levels. Taguchi’s method involved a new
adaptation of the conventional DOE method, and is capable of greatly reducing the
number of required samples to uniformly populate the design space. In the case of
building energy modelling, Yi et al [99] evaluated the consequences of early design
decisions with the implementation of a meta-model sampled by Taguchi’s method.
They considered 8 design variables with 3 distinct values [-1:1], what would have
led to 6561 possible combinations (38). However, a Taguchi L18 orthogonal array
has been adopted instead, reducing to 18 runs the required DOE to cover the
search space. Still in building design optimization, the same methodology was
implemented by Gong et al [100], and Filfli and Marchio [101], both reducing a
231 combinatorial design (over 2 billion combinations) to 32 experiments in a L32
Taguchi array.
Another sampling method employed in building design optimization [100, 101, 102],
and in retrofitting calibration [103] is the Latin Hypercube Sampling, a particular
case of stratified sampling. The range of each input factor is divided into l (l > 2)
intervals of equal marginal probability, and within each interval one observation
is made randomly. This sampling method has the advantage of representing all
portions of a variable distribution by a statistical technique which involves dividing
each dimension of the design space into equal sections, randomly selecting a section
from each, and then eliminating those sections until all others have been used [104].
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Figure 2.11: Example of a 10 samples Latin Hypercube Sampling of a 3 variable problem
[59].
Nevertheless, both methods present interesting features and they should be ac-
cessed in this research. Once completed the sampling part, it is time for updating
the database and define the samples in the simulation process.
Samples simulation: In this step, a white-box model is required, as referred previ-
ously in Section 2.2.2. This white-box model can be a whole building energy
simulator, or any other transient systems simulator which calculates the influence
of external and internal loads in the comfort conditions inside living spaces and
the energy consumption associated with the control of the HVAC system, lighting,
and equipment.
The available approaches to building energy simulators are vast, but especial in-
terest is given to TRNSYS, and EnergyPlus, due to their proven capability of
delivering robust building energy models.
Heuristic model development: The accumulation of the previously sampled and rel-
evant data in a database should be fulfilled by previous simulations. The collected
data should represent the effects of each decision variable (candidate) in the desired
objective function, such as comfort index, energy consumption, and so on.
There exists several methods to assess feature’s sensitivity, ranging from variable
ranking methods based on variable correlations, or to the reviewed Neural Net-
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works’ sensitivity assessments, or to Random Forests embed feature ranking.
From the created database is expected an implementation of an heuristic model,
based on machine learning, such as the ones reviewed in Section 2.2.1, or other
regression techniques.
According to reviewed works in Section 2.2.1, Machine learning approaches seem
suited, and the actual scientific trend.
Each highlighted step has its contribution to the limitations of the surrogate ap-
proach. A key limitation that may arise in building energy modelling, because this
type of problems have to deal with multiple dimensions (variables), is the exponential
increase of the number of points needed to give reasonably uniform coverage of the do-
main of building’s operation - the so-called curse of dimensionality. That is to say,
given a straightforward full-factorial sampling scenario, if n variables are sampled in k
distinct values, the number of required simulations is kn. Basically, the complexity of
the problem at hand may limit the implementation of surrogate models. For example,
another complexity-related limitation may occur in the modelling algorithm step. If the
problem is highly stochastic, or a high number of variables, the learning algorithm may
simply be unable to extract the patterns from data, converging in an inaccurate model,
representing an improper surrogate.
2.2.4 Remarks on building energy modelling strategies
Considering the reviewed approaches to the modelling problem, hybrid models seem
the natural choice to take into account for the development of a supervisory predictive
control, with a particular focus on surrogate models.
Firstly, this work is conducted under a simulation environment, so, a purely black-
box approach would not be feasible since there is no real data available. Furthermore,
in a real-world scenario, available data is rarely fully available. For example, a building
architecture and energy systems might be well described technically, but sensor data is
unavailable, incomplete, or too repetitive, or a building might be equipped with sensors,
but its technical description is poor, or unreliable. Alternatively worse, both scenarios
can be combined, hindering the implementation of a reliable predictive control. Hence,
in a real world application, there will always be something missing, calling for flexible
solutions capable of adapting to different sources of data, and capable of maximizing the
available data via data fusion approaches.
The development of grey-box approaches follows the trend in the scientific community
since they are considered the state-of-the-art and a promising field in the near future to
the building energy modelling [58]. Moreover, surrogate models are known for delivering
results at a fraction of the computational cost of deterministic and dynamic models, and
since optimization processes are highly iterative, they are expected to help in providing
results with an acceptable computational cost.
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This thesis will, therefore, focus on exploiting the capabilities of surrogate models
based on data-driven algorithms, Machine Learning, or Soft Computing algorithms to
address the complex task of building retrofitting optimization, giving more emphasis in
the review of modelling algorithms of this sort.
EnergyPlus is the physics-based simulator selected for supporting the development
of the hybrid models for the fact that it is one of the most relevant energy perfor-
mance simulators [95, 94, 58]. Moreover, it enables the integration of a co-simulation
environment via BCVTB communication protocol which allows for the validation and
assessment of control strategies [97, 105].
2.3 Optimization strategies
Optimization problems focus on the search for one or more solutions which improve
the objective, or objectives desired to be improved. One of the most challenging tasks
in optimization is to understand what needs to be improved, and how two solutions are
comparable regarding its utility in improving what is needed. That is called objective
function and determines what is required to be minimized (or maximized). The process of
finding the set of conditions which promote that minimization is held by an optimization
algorithm which searches for those conditions as fast and as accurate as possible.
This section focuses on reviewing a set of approaches and techniques relevant to defin-
ing and solving the multi-optimization problem inherent to the supervisory predictive
control.
2.3.1 Optimization problem formulation
Similarly to any optimization problem, building retrofitting optimization and build-
ing optimized control are based on the same mathematical foundations [32]:
minimize f0(x)
subject to pi(x) ≤ bi, i = 1, ...,m.
gj(x) = 0
(2.3.1)
Where the vector x = (x1, ..., xn) is the optimization variable of the problem, the
function f0 : R
n → R is the objective function, the functions pi : Rn → R, i = 1, ...,m,
are the inequality constraint functions, and the constants b1, ..., bm are the limits, or
bounds, for those constraints. The functions gj : R
k → R, j = 1, ..., k, are the equality
constraint functions. A vector x∗ is called optimal, or a solution to the problem 2.3.1,
if and only if it has the smallest objective value among all vectors that satisfy the
constraints: for any z constrained by pi(z) ≤ bi, ..., fm(z) ≤ bm, and gj(z) = 0, such that
f0(z) ≥ f0(x∗) is verified.
The optimized solution, set-point, or decision is the candidate which will have the
absolute better adequacy, fitness, or cost over any possible candidate while satisfying
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the imposed constraints.
As such, every building energy optimization problem has an objective function f0,
or several (in the case of multi-objective optimization), representing the utility of choos-
ing different energy efficiency measures. Correspondingly, the optimized control has an
objective function as well, depicting the utility of choosing any set-point for a specific
period. This utility function can take a breadth variety of forms, namely energy con-
sumption, or the costs related to it, the comfort of occupants, indoor air quality, the
environmental impacts, and so on. Ultimately, it would be preferable to minimize (or
maximize) every possible objective, but that is impracticable (Utopia point in Fig. 2.12),
since most objectives are conflicting with each other, requiring the implementation of a
multi-objective approach.
Figure 2.12: Optimal compromise solution.
Multi-objective optimization is commonplace, and there are two popular ways of
addressing this issue:
 The first is by the formulation of a meta-objective, also called linear scalarization,
which combines the various objectives through a weighted sum, transforming it in
a single objective, which then formulates an optimization problem such as the one
depicted in equation 2.3.1. This approach requires expert knowledge regarding the
relative weight of the handled objective and is depicted as:
minimize
k∑
i=1
ωifi(x), (2.3.2)
where ωi is the weight given to each objective fi.
 Alternatively, by the implementation of a Pareto rank, which consists in consid-
ering all the possible combination of objective functions, converges in a Pareto
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front. This Pareto front, depicted in Fig. 2.12, represents all the possible solutions
which are optimal in the wider sense (for each defined compromise), leaving the
decision of a trade-off between solutions for a post-process. Therefore, the optimal
compromise point is the member of the Pareto set which lies geometrically closest
to the utopia point by calculating the vector distance in the performance space by
metrics such as Manhattan, Euclidean, or Chebyshev [106]. In this way it’s possi-
ble to explore the entire Pareto front without prior knowledge about the problem
[107].
Figure 2.13: Parametric plot of the normalized source energy consumption for cooling
and lighting as a function of the width of the west and east facing window. [108].
2.3.2 Optimization algorithms
Once a robust optimization problem is formulated it’s possible to implement an
optimization algorithm to search for the optimal solution. However, as it turn out, in
most of the real-world applications there is no guarantee of finding the absolute best
candidate because problems are too non-linear, or have discontinuities, leading to the
convergence to solutions which are local optima, such as depicted in Fig. 2.13 [108].
This gap leads scientists to competing for the absolute best optimization method,
and works proposing better optimization algorithms populate the literature for building
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energy applications. A comparison between several optimization algorithms for the
optimization of energy consumption in the design phase of buildings has been performed
in a work from Wetter and Polak [109].
The overview of the current trend of optimization algorithms for building energy
modelling optimization is presented subsequently.
Particle Swarm Optimization - PSO
Swarm intelligence is the collective behaviour of decentralized, self-organized groups,
natural or artificial. The inspiration of Swarm intelligence often comes from nature, es-
pecially biological systems, such as, ant colonies, bird flocking, animal herding, bacterial
growth, and fish schooling. The agents follow very simple rules intrinsically specified,
developing isolated and social interactions inside population, leading to the emergence
of a holistic intelligent behaviour, which is unknown to the individual. The Introduction
of this theory to the field of Artificial Intelligence in 1989 triggered the development of
several global optimization algorithms [110].
Particle Swarm Optimization (PSO) was proposed by James Kennedy and Russell
Eberhart as a simulator of social behaviour, assuming every individual would be si-
multaneously the teacher and the learner, relating it to Artificial Life, Evolutionary
Computing, and therefore, Soft Computing [111]. PSO has been proved to be an effi-
cient method for many global optimization problems, and in some cases it does not suffer
the difficulties encountered by other optimization techniques, such as local minima con-
vergence, and the limitation to continuous and smooth fitness functions. Moreover, it
does not require gradient estimation, and uses an elementary mathematical approach.
In contrast with different adaptive stochastic search algorithms, population-based
Evolutionary Computation techniques simultaneously exploit a group of potential solu-
tions, detecting the optimal solution through communication, cooperation, or competi-
tion among the individuals of a population [112]. The PSO algorithm has a straight-
forward implementation and often provide superior results when comparing to specific
genetic algorithm implementations and optimization problems, such as presented by
Blum and Li [113].
To understand the physics behind this optimization algorithm is often helpful to
consider a particle as a bird, and visualizing a flock of birds flying over a landscape, with
the objective of finding the deepest valley. In PSO, a population of potential solutions
(birds) is employed to fly over a search space domain (optimization boundaries), and
each bird has a position, and velocity, defining its movement. Each bird has also the
memory to remember its best position (the deepest valley in a minimization problem)
so far visited. In addition, all birds can share their position to the swarm, guaranteeing,
that at any time, each bird knows where it is located flock’s current best position. Thus,
each bird movement is continuously adapted, accelerating towards the personal best
and the best solution of the population simultaneously. In this collective search, all the
swarm may fly over a significant part of the search space domain, and probably find
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a satisfactory solution to the problem. Fig. 2.14 shows the diagram of each particle
position updating-rule.
Figure 2.14: Particle Swarm Optimization position update rule diagram.
The following explanation of the mathematical intuition behind the Particle Swarm
Optimization algorithm applied in this work is mostly based on three well documented
articles, all based on the work of Kennedy and Eberhart, documented and studied by
Blum and Li [113], Parsopoulos and Vrahatis [112], and Poli et al [114]. Further com-
prehension on the subject may include the reading of the cited articles.
Suppose that the search space is N-dimensional (dimension of the candidates vector),
then the position of the ith bird of the swarm can be represented by a N-dimensional
vector, xi = (xi1, ..., xiN ). The velocity of this bird, can be represented by another N-
dimensional vector, vi = (vi1, ..., viN ). The best previously visited position of the i
th
bird is denoted as pbesti = (pi1, ..., piN ). Defining g
best as the best bird in the swarm (i.e.,
g is the current optimization solution). The superscripts k refers the iteration number,
and the swarm movement is updated according to the equations 2.3.3 and 2.3.4, while
stopping criteria are not met.
vki = ω
kvk−1i + c1r
k
1 ◦
(
pbesti − xk−1i
)
+ c2r
k
2 ◦
(
gbest − xk−1i
)
(2.3.3)
xki = x
k−1
i + v
t
i , (2.3.4)
where the operator ◦ denotes element-wise multiplication; i = 1, ..., B, for B birds;
ω is the inertial weight factor; c1 and c2 are, respectively, the cognitive (individual) and
the social (group) accelerating parameter that provide the relative importance that each
particle gives to its own information and to its neighbours information when performing
the next step; finally, r ∈ RB ⊂ [0, 1] is a vector with randomly generated numbers.
Cognitive and social parameters, c1 and c2 of Equation 2.3.3, are not considered
to be critical for PSO’s convergence. However, proper fine-tuning may result in faster
convergence and, more importantly, improvement of non-convergence to a local minima.
As default values, c1 = c2 = 2 are proposed by Kennedy [115], but, on the literature,
no agreement exists for the right magnitude of these parameters besides the argument
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c1 + c2 ≤ 4 [116]. Since these parameters are the weights of the weighted sum of both
components of velocity, one may interpret them as the quality of giving emphasis either
to the personal opinion of each element, or to the opinion of the group.
The updated velocity of a bird is equal to the previous velocity and a certain degree
of inertia, adding the meta-heuristic terms based on personal and social learning. The
inertia weight is proved to be crucial for the convergence of the algorithm, since it
represents a compromise between local and global search. On one hand, the large weight
of a heavy bird detains inverting its velocity’s direction, forcing it to fly in a widely
search space. On the other hand, a light bird is more agile, allowing it to change its
position constantly in a relatively small space. This behaviour is also recognized by
the algorithm, and so, Blum and Li suggested in [113] to decrease bird’s inertia weight
gradually through the optimization routine, from 0.9 to 0.2, forcing it to become lighter
and diminish the probability of any bird flying over a minimum without detecting it.
Therefore, the inertia weight should follow a linear function of k, Equation 2.3.5.
ω(k) =
ωmin
ωmax
(k − 1) + ωmax (2.3.5)
where subscripts min and max refer to the minimum and maximum referred values
of inertia weight. The choice of positive inertia weights ranging 0 < ω < 1 prevents
the velocity update to reverberate in a positive-feedback loop and generate high-velocity
values that might compromise the desired convergence, and force birds to fly to outside
the search space each epoch. This approach is expected to be sufficient for limiting
undesirable magnitudes of velocity without controlling, like in the original version of
PSO, each component of vi to be confined within the range of [−Vmax,+Vmax] [111].
A pseudo-code describing the implementation of a basic variant of PSO is provided
in Algorithm 1. The implementation of this algorithm in Pythoncan be accessed in
the author’s public code repository 5.
5https://github.com/diogoncalves/pyswarm_control
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Algorithm 1 Pseudo-code for Particle Swarm Optimization
1: Initialize each particle randomly, satisfying all the search space domain constraints;
2: k = 1
3: while stopping criteria is not met do
4: for each particle i do
5: Find current particle velocity, vi, by Eq. 2.3.3
6: Find current particle position, xi, by Eq. 2.3.4
7: Update particle historical best:
8: if f(xki ) < f(p
best
i ) then
9: pbesti ← xki
10: end if
11: Update current global best of the swarm:
12: if f(pbesti ) < f(g
best) then
13: gbest ← pbesti
14: end if
15: Update bird’s inertial weight, ω(k), by Eq. 2.3.5
16: end for
17: k = k + 1;
18: end while
19: return best particle, gbest.
Differential Evolution - DE
The term differential evolution was coined by R. Storn and K. Price, borrowing the
idea from Nelder & Mead optimization algorithm and Simulated Annealing [117]. The
method of differential evolution’s functioning is similar to genetic algorithm’s approach
and is summarized in the Pseudo-code – Algorithm 2. Differential Evolution like Genetic
Algorithms allows for each population of solutions to evolve. However, DE is mostly
suited for real valued optimization variables, in the contrast to the binary nature of
genetic algorithms. The idea behind the method of differential evolution is that the
difference between two vectors yields a vector which can be used with a scaling factor
to traverse the search space.
According to R. Storn and K. Price [118], in DE algorithm, the individuals (candidate
solutions) are carried around the search-space through simple mathematical formulæ
which combine positions between the existing individuals in the population, to propose
new position to them. If this proposal represents an improvement to the objective
function of the individual, the new step will use the combinations of inputs found,
otherwise this proposal is rejected.
A population, X of N individuals is set to solve the optimization problem.
Xk = [xki , ..., x
k
N ], i = 1, 2, ..., N (2.3.6)
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where k is the generation number and N is the population size.
The set of decision variables for each individual, xki , can be represented by a D-
dimensional vector, xki = (x
k
i1, ..., x
k
iD). Which for first generation is randomly initiated
within decision variables boundaries xminij ≤ xij ≤ xmaxij , where xminij and xmaxij are,
respectively, the lower and upper bounds for the j variable.
Consecutively, the DE algorithm creates a mutant solution mki for each candidate x
k
i ,
by adding to a random candidate xkr1 a weighted difference between two other candidates
randomly chosen from the population, and different than xki , according to Storn and
Price [117]:
mk+1i = x
k
r1 + F · (xkr2 − xkr3) (2.3.7)
where F is a weight coefficient responsible for the severity of the mutation, r1, r2 and
r3 are random integers from 1, ..., N , but different from i. Depending on the mutation
strategy, r1 can either be a random integer or the best member of the population. The
weight F is usually considered as a random number for improving the robustness of the
algorithm and is the weight allocated to the mutation of the individual xi. Usually,
it is advisable to use the dither technique which improves convergence especially for
noisy objective functions. Thus F takes any random real U[0.5,1]. Values lower than
0.5 reduce the effect of the differential mutation, whereas, values greater than 1 usually
hinder the converging process by potentiating the exploratory nature of the algorithm
[117, 119, 118].
Figure 2.15 represents a scheme of this mutation process, Eq. 2.3.7.
Figure 2.15: Illustrating a simple DE mutation scheme in 2-D parametric space [120].
After applying the mutation operator, the crossover (mating) operation is performed,
allowing for the incorporation of successful candidates from previous generation. A new
candidate uk+1i is generated, from either the genes ofx
k
i , or the genes of its correspondent
mutation mk+1i , depending on a random real number compared with a defined crossover
probability (CR), according to Eq. 2.3.8.
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for each i = 1, ..., N,
uk+1ij =
{
xkij if randj [0, 1] ≤ CR or j = Irand ∈ {1, ...,D}
mk+1ij if randj [0, 1] > CR and j 6= Irand ∈ {1, ...,D},
(2.3.8)
where Irand is a random integer picked from 1, ...,D. The crossover probability, can
take values in the range of [0, 1]. This crossover process is similar in nature to the Genetic
Algorithm crossover.
Finally, the new candidate uk+1i is compared with the current position x
k
i for the
following selection process:
xk+1i =
{
uk+1i if f1(u
k+1
i ) ≤ f1(xki )
xki otherwise,
with i = 1, ..., N. (2.3.9)
If uk+1i has a better objective value than its current position x
k
i , then xi changes
position to uki + 1 generation. Otherwise, status quo is maintained. These whole process
is repeated until a stopping criteria is met.
Implementations of this algorithm for all main programming languages are freely
disseminated by UC Berkeley’s International Computer Science Institute Differential
Evolution algorithm’s repository6.
Algorithm 2 Pseudo-code for Differential Evolution
1: Initialise all N individuals with random positions throughout the feasible search-
space. k = 0.
2: while stopping criteria is not met do
3: for Each individual xki in i = 1, ..., N do
4: Randomly pick three candidate solutions and perform mutation through Eq.
2.3.7, and get mk+1i ;
5: Change random variables from xki with the mutation vector m
k+1
i , through
Eq. 2.3.8, and get candidate proposal, uG+1i .
6: Evaluate the objective function, f1, select best candidate through Eq. 2.3.9,
and get new candidate’s position xk+1i ;
7: end for
8: k = k + 1;
9: end while
10: return Best solution.
2.3.3 Remarks on Optimization
Building modelling optimization problems, as reviewed previously, are mostly multi-
objective optimization tasks because they consider several conflicting objectives simulta-
6www1.icsi.berkeley.edu/~storn/code.html
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neously. Therefore, there is rarely a single optimal solution, but rather multiple alterna-
tives with different trade-offs between objectives. The definition of what a good trade-off
means, usually requires the intervention of a decision maker. However, in a supervisory
predictive control implemented in a simulation environment it seems impracticable to
halt the simulation process and conduct a decision making process for every time an
optimization problem is required, i.e. every simulation time step. Moreover, the trade-
offs should be investigated during the implementation of the optimization process of the
supervisory predictive control to find the one most suitable for the task.
This section reviewed the general approaches used for implementing multi-objective
problems on building energy performance enhancement. Although the algorithms re-
viewed being similar in nature, each one has its own idiosyncrasies, which can play a
crucial difference in the reduction of the computational cost allocated for optimization,
as well as their capability of finding global solutions. Nevertheless, the Nelder-Mead
Simplex, and the Conjugate Gradient Descent will be tested along as reference bench-
mark.
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Chapter 3
Methodology
The methodology for implementing a supervisory predictive control based on sur-
rogate modelling and real-time optimization is presented in this chapter. Its principal
objective is to design a generic process for delivering supervisory predictive controllers
which can operate at the level of control accessible to the supervisor of the HVAC sys-
tem, i.e. at the high level. Hence the control solution should be capable of delivering
robust, energy efficient and cost-effective decisions, while the methodology should be
agnostic to the type of HVAC system being operated and building.
The quest for independence to the HVAC system can be justified by the variability
encountered in the built environment regarding the presence of HVAC systems which can
be boilers, chillers, variable refrigerant flow AC, and so on. Thus, a versatile supervisory
control might be straightforwardly disseminated potentiating the energy and cost saving
capabilities of supervisory predictive control as a retrofit measure.
First, an overview of the proposed supervisory predictive control solution is pre-
sented. The requirements for accomplishing its implementation are drawn, and the
overall process is described. Afterwards, the Python module eppyco is introduced, ex-
posing the manner in which it enables the co-simulation process, and integrates the whole
entities required in the development process of supervisory predictive controls. The
surrogate modelling strategy based on data-driven models development is delineated,
highlighting the proposal for re-sampling techniques for improving models’ predictive
capabilities. At last, the optimization problem inherent to the supervisory predictive
control is formulated, defining the multi-objective optimization problem, its targets and
constraints.
3.1 Supervisory Predictive Control – Overview
A supervisory predictive control may be seen as a centralized Model Predictive Con-
trol (MPC) configuration which focuses on controlling building energy systems from
a supervisory layer [24, 12]. To accomplish the latter, during this work it is followed
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the approach suggested by Lamoudi et al. [121], that it encompasses a co-simulation
environment, which implies the development of:
a. A building computational model;
b. A Surrogate-model to account to predict building response to specific controls and
disturbances;
c. An optimization algorithm capable of solving the underlying control problems.
d. A communication server to connect and transfer data between entities.
Figure 3.1 provides a comprehensive flowchart of the whole process of the proposed
predictive control and how required developments listed previously should integrate it.
The goal of the supervisory predictive control is to deliver the most suitable group of set-
points for the following time-step, given a building thermodynamic state, and expected
disturbances forecast. The flowchart exemplifies the recursive process of building energy
simulation, for each t from zero to the end of simulation Tsim. Where, k denotes the
maximum timeframe window to the past building states, and N denotes the maximum
forecast window in time-step units.
Figure 3.1: Overview of supervisory predictive control process.
The building computational model serves two purposes in this work. First, since the
implementation is to be carried in a simulation environment, the deterministic model
plays the part of a real building via a co-simulation implementation explained in Section
3.4. Moreover, it is the data provider to the whole process. On the one hand, it gathers
the data required for the training of the predictive models throughout the various stages
of the co-simulation. On the other hand, it provides the baseline data to benchmark
against the supervisory predictive control proposed by this methodology. The baseline
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data comprises the results from the simulation of conventional strategies of HVAC super-
visory control, namely control solutions with scheduled set-points (heating, cooling, and
set-back). In a real-world implementation of the proposed methodology, the inclusion
of a building computational model may not be neglected, since data-fusion techniques
might enable the maximization of data usage by providing data-driven models with both
real data from sensors, and information-rich data from simulations. Section 3.2.2 ex-
plains the data gathering process thoroughly, pointing out which conventional control
strategies are to be used as baseline data.
The surrogate modelling is the process of delivering accurate and fast approxima-
tion models to the response of the building energy simulator used in the co-simulation
process. Section 3.2 delivers the methodology for developing such surrogate models.
The predictions carried out by these models to the given set of data streams are used
during the optimization process which is highly iterative, Fig. 3.1. The data streams
required for a supervisory predictive control are the forecast of weather and occupancy
data, the measured data from the current time-step, the lagged data from previous time
steps related to the endogenous and exogenous variables, such as weather, occupancy
and control variables, as well as output variables such as energy consumption, comfort
and inner environmental conditions.
For each time-step of the co-simulation process, a new set-point is required to be
delivered to the simulator for computing the following time-step. The optimization pro-
cess searches for a group of set-points which should lead to an acceptable compromise
between the energy consumption and the thermal comfort requirements over the fore-
cast horizon selected. Section 3.3 explains further the development of the optimization
formulation of the supervisory predictive control. Once the set-points are founded by
the optimization algorithm, the communication server sends them to the building energy
simulator, EnergyPlus, and the process is repeated until the end of the period of the
co-simulation.
The co-simulation process regarded as the building simulation process using the su-
pervisory predictive control is enabled only via a communication server which manages
the data flows presented in Fig. 3.1. This communication server allows for the Energy-
Plus to send the results of each time-step to a database, and halts the EnergyPlus
simulation process while the supervisory predictive control optimization process finds
the most suitable set-points for the following time-step. Once the optimization process
has converged in one solution, the same communication server sends the set-points for
the following time-step.
The whole co-simulation process is included in the Python module developed for
this thesis which is called eppyco. The name eppyco stands for EnergyPlus and
Python CO-simulation, and its main goal is to enable the supervisory predictive control
development from scratch to deployment. This module integrates the surrogate mod-
elling process, the optimization process, the communication server, and all the functions
required for conducting a co-simulation process of a supervisory predictive control using
EnergyPlus. The co-simulation process development, as well as the summary of eppyco
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functionalities is thoroughly exposed in the Section 3.4.
3.2 Surrogate modelling strategy
Machine learning modelling based on supervised learning algorithms rely upon the
heuristic nature of learning processes which can be simplified as comparisons between
inputs and outputs, or between actions and its consequences [122, 123]. Data-driven
modelling of energy intensive processes requires a representative database which accom-
modates concise examples of output responses to various inputs variations [124]. As
reviewed earlier, machine learning algorithms are capable of delivering energy models on
gathered data from process operation [29, 54].
Shmueli [122] summarizes the steps for data-driven modelling as follows:
1. Define goal;
2. Collect data;
3. Prepare data;
4. Exploratory Data Analysis;
5. Choose variables;
6. Choose methods;
7. Evaluate, Validate & Model Selection;
8. Use model.
During this work the above listed methodology will be followed to serve as guide
during the description of the Surrogate Modelling carried out. The intended goal during
surrogate modelling was the development of a fast and accurate data-driven model ca-
pable of predicting the energy performance of the building, so the resulting data could
serve the optimization routines within the supervisory predictive control.
The development of surrogate models shares the same methodology of developing
data-driven models through machine learning, or soft computing algorithms. The most
valuable asset, in both cases, lies in the available database of the systems behaviour. It
should be mentioned, however, that in the case of surrogates development, all data is
acquired through simulations of complex and physics-based simulators, rather than with
real-world systems’ sensoring data, as it is common practice in a regular data-driven
model development. As referred to earlier, EnergyPlus is the simulator selected for
conducting this thesis, the reason for this selection lies in the fact that it is one of the
most relevant energy performance simulators and its robustness and reliability has been
continuously exposed in the open literature [95, 94, 58]. Furthermore, it enabled the
integration of a co-simulation environment via BCVTB communication protocol, a fact
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considered detrimental having into account the nature of the work under development
[97, 105].
3.2.1 Goal definition
The goal regarding surrogate modelling lies in the development of accurate models of
the building thermal response to the endogenous and exogenous disturbances to enable
the integration of an on-line optimization process present which is part of the supervisory
predictive control strategy.
All data used in this work is provided by a computational model of the building
under investigation. Therefore, a model is developed, describing the architecture, type
construction, location conditions, HVAC systems, equipment, zone utilization types and
occupancy profiles. This computational model (physics-based simulator) is considered
as the ground truth of the building under investigation because the models are solely
based on simulated data. In machine learning, and specifically in supervised learning,
the term ground truth stands for the measurements of the outputs which the models
should approximate.
The simulations of the building energy performance result in time-series data with
each sample representing the response of the building for the period a simulated time
step. The proposed methodology divides resulting database in three categories of time-
dependent variables:
 Disturbance variables, xt, containing the information regarding system distur-
bances which are uncontrollable, namely weather data, occupation, equipment
utilization, and so on;
 Control variables, ut, which accommodate all variables allowing for manipulation,
such as high level HVAC control;
 Output variables, yt, reflecting building’s energy system response to the exogenous
and endogenous disturbances. Usually, these outputs are energy consumption,
occupants’ comfort, interior air quality, environmental impact, and so on.
Given a database of inputs and its dependent results, the objective of surrogate mod-
elling is to find approximation functions, S, capable of predicting a building response, yˆt
at a given time step t, as a function of the combination of effects imposed by supervisory
level HVAC controls ut, and disturbance variables xt. The accent ˆ over the variables
such as in yˆt, and xˆt denotes that the variable has been estimated by a model rather
than presented by the database. The surrogate model is a response of the energy system
behaviour, and its predictions can be generally represented as
yˆt = S(ut, uL, xˆt, xL, yL), (3.2.1)
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where the subscript L denotes the lagged versions of variables at play, which are
past values from previous time-steps to account for the inertia and the slow response of
buildings towards disturbances. The right variables are defined in an exploratory data
analysis based on auto-correlation explained further in Section 3.2.3. The aggregation
of these lagged variables is commonplace in the development of time-series regression
models of non-random data1.
3.2.2 Data collection
Sampling techniques to conduct design of experiments have been proposed in the
literature as referred in Section 2.2.3. However, such techniques may still lead to com-
putationally prohibitive costs, and often tend to lack robustness when tackling issues
concerning the development of surrogate models for building design, as identified by
Eisenhower et al. [36]. Consequently, further sampling is often required, and or simula-
tions, for filling the poorly populated data domains, leading to additional computational
efforts [36, 59]. This thesis proposes an adaptive data gathering methodology, which
is especially relevant for the development of supervisory predictive controls based on
surrogate models.
Benchmark data collection
Performance assessments of model predictive control can be accomplished by com-
paring building’s energy performance results using a proposed technique against the
performance obtained by simulations of conventional demand reduction techniques for
the same building [29].
Building energy simulations of three HVAC techniques for non-predictive control
are here considered as the reference case-studies. These simulations will constitute the
baseline database which will be used to create the first surrogate models (base-models).
The techniques used for HVAC modelling non-predictive control can be listed as it
follows:
TC is based on a timer controller. The system is turned off after occupants leaving
the building and it is turned on 2h before expected people’s arrival. At an office
case-study the systems would be activated at 07:00, and deactivated at 18:00.
Conversely, at a residential building it would be turned on at 17:00 and turned off
at 7:00. This technique is commonly used in office and services building nowadays
[29].
1 Data exhibiting autocorrelation is called non-random, i.e. there is time dependence in the data
[123]. Buildings are known for being stable energy systems with slow dynamics, especially those of high
inertia [125, 51]. This characteristic makes building data naturally non-random, and time-dependent.
Non-randomness assessment will be held in this thesis through data exploratory analysis of the auto-
correlation effects, especially useful for assisting the choice of the number of time delays to use in the
predictive model [79].
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EO is the “early switch-off”. This technique is also based on a timer controller. This
particular case accounts for the building thermal inertia and turns off the HVAC
System prior to the occupants departure. EO switch-off the system 2 hours before
non-occupancy, therefore the system schedule implies a switch off at 16:00 at an
office building.
DR is demand reduction by pre-heating, or pre-cooling. Basically, it is intended to
turn Systems off during peak hours. According to Garnier et al. [29], in a non-
residential building it means switching on between 05:00 and 07:00, then from
08:00 to 12:00 the system is deactivated, and finally, reactivated from 13:00 to
18:00. The system is left deactivated during the remaining hours
The learning stage of the first surrogate models (base-model) will only use data from
the baseline database. The predictions carried out by these models integrated in the
supervisory predictive control will populate a new database called adaptive database
Control anomalies should be investigated in this database to decide whether or not is
necessary to update the surrogate model to new data.
Adaptive data collection
The training process of data-driven models on data streams, such as the predictive
models included in a supervisory predictive control, should not be considered as a fixed
and one-time-only event because of the problem regarded as concept drift. The concept
drift is the evidence that the output variable is deviating from the measured values,
leading a previous valid model to perform poorly due to incorrect predictions [126].
The problem of concept drift can be observed as well in the surrogate modelling for
conveying time dependent optimization problems, because the data initially gathered
(via deterministic simulations) for training the predictive models may not provide sta-
tistical relevance to the domain where the optimization algorithms converge, leading to
abnormal results due to model mismatches. Usually, a batch of simulations, defined by
a sampling technique, or randomly, has to be conducted to construct such a database.
This task often proves to be computationally demanding, and not sufficiently robust,
leading to the simulation of more samples to fill poorly populated domains [36, 59]. The
objective of this adaptive sampling is to limit the Design of Experiments to the minimum
required samples, but instead of being the sampling technique to establish the number
of samples, it is the attainment of the convergence criteria of both the optimization and
predictive models that define the important samples to retain. Overall, both compu-
tational effort and database size are expected to decrease considerably if compared to
classical sampling techniques.
This adaptive data collection strategy relies on the nature of the machine learning al-
gorithms that are capable of learning through experience, and the acknowledged concept
drift problem. This learning principle can be compared with the capability of an intel-
ligent individual of learning from its own mistakes. In this thesis, surrogate models are
66 3.Methodology
expected to learn from undesirable experiences. The latter being absurd HVAC controls
in terms of energy consumption, with which the surrogate models are expected to learn
and avoid such set of controls in order to attain a better energy building performance
in future optimization problems.
The first surrogate models are trained solely using the initial existing data, i.e. the
baseline data gathered via the simulation of the conventional control techniques as pre-
sented in the Section 3.2.2. Although being possible to deliver accurate models for the
domain of that data, these models may lack from knowledge diversity since they were
trained using very repetitive data. Thus, base-models may render unreliable results
for unconventional, or poorly populated domains of operation, expecting optimization
convergences to building control anomalies. However, such control anomalies due to
models mismatches are to be expected during preliminary runs, and their occurrence is
quite useful in this methodology since they present rich information about the region of
interest of the optimization problems.
The implementation of a supervisory predictive control should accommodate a batch
of preliminary simulations for the available computational budget with the objective
of including enough representative data for the surrogate model to reach a satisfactory
predictive control for the proposed controller.
De Coninck et al. [28] have pointed out the necessity of having reliable models for
the implementation of a model predictive control. In fact, they have stated that the
model mismatch between expected and observed values could be the cause for some un-
satisfactory results they were facing on their implementation of model predictive control
in a services building.
The identification of a control anomaly can be conducted through the comparison of
optimization’s multi-objective scores employed using data resulting from control imple-
mentation with the scores computed using predicted data provided by surrogate models.
Assuming that the optimization process is well defined and capable of convergence to
optimal solution, the error assessment of the predictions held by the surrogate models
and the results provided by the EnergyPlus after computing the building’s response
using the set-point provided by the supervisory predictive control may serve as an indi-
cation of the model mismatch, the concept drift, and surrogate models overfitting. Thus,
the model mismatch may be computed as the predictive error, as presented in Eq. 3.2.2,
which is an adaptation of the Normalized Mean Error.
NMEmismatch =
∑N
t=0 |y(t)− yˆ(t)|
µy
(3.2.2)
where y(t) is the observed building response to the output y at time step t, yˆ(t) is
the correspondent prediction held by the surrogate model for the same time step, and N
is the total number time steps simulated so far. µy is the whole database’s mean value
of the target output, y. This metric might be computed on-line during the co-simulation
process, or performed after the process to investigate the models mismatches and infer
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the necessity for re-training the surrogate models.
If models mismatch proves to be significantly higher than the error expected by the
surrogate models through validation process, then the models should be retrained.
This adaptive data gathering approach can be related to sequential sampling tech-
niques employed in surrogate-based engineering design optimization [127, 128]. Sasena et
al. [127], compared several sampling criteria for surrogate model sampling optimization.
Sequential sampling for design optimization emphasizes finding the global optimum by
balancing a search for the optimal performance of a surrogate model and a search for un-
explored regions to avoid missing promising areas due to the inaccuracy of the surrogate
model [128]. However, the methods founded are mostly based on the Krigging mod-
elling technique 2 and parameters related to it. A fact that prevents a straightforward
implementation with the machine learning algorithms selected in this thesis because
the hyperparameters of the models used in Kriging influence are used in the surrogate
models directly.
The purpose of the sampling technique here proposed lies on the improvement of the
supervisory predictive control approach, by minimizing the required simulated data and
the control anomalies, applicable to general data-driven surrogate models employed in
predictive control applications. Moreover, it is expected that the surrogate models after
being re-trained with the new sampled data show an improvement in the optimization
problems being investigated [28, 36].
3.2.3 Data preparation and Exploratory Data Analysis
Data preparation and exploratory data analysis (EDA) are key initial steps in pre-
dictive modelling. In fact, previous studies have shown that data preparation might take
80% of the total time of data mining projects [130]. It consists of summarizing the data
numerically and graphically, reducing its dimension, and preparing it for the more formal
training step. EDA can be employed either to capture relationships between variables
which might be unknown, or to sustain theoretically specified causal relationships [122].
Time dependence investigation
Buildings are known to be slow transient, and time dependent systems. It is, there-
fore, expected for a buildings thermal inertia to play an important part on its energy
performance. It is also a fact the most data-driven algorithms’ learning process focuses
on improving model prediction capability for each presented sample. When time series
modelling is concerned, it is common to employ delayed inputs and outputs to account
for their influence on each sample, i.e. influence of past disturbances in current time and
the dependency of past results in the present.
2Kriging is a geo-statistical technique which interpolates the value of a random field at an unobserved
location from observations of its value at a nearby location. The main difference from other regression
techniques lies in the assumption that the uncertainty of the surrogate model at known points is zero.
This method has been extensively used in surrogate model engineering design optimization [129, 59].
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To investigate this lagged influence and to create a pool of possible inputs, an ex-
ploratory analysis is conducted using the autocorrelation function (ACF) and the partial
autocorrelation function (PACF), following the suggestions from Montgomery et al. [123]
and work conducted by Fan et al [79]. Both assessments are commonly used for time
series data analysis to identify non-randomness of variables, helping in the selection of
possible inputs for regression modelling.
ACF is the linear dependence of a variable with itself at two points in time. PACF is
the autocorrelation between two points in time without considering the linear dependence
of observations between these two time points [123, 79].
Figure 3.2: ACF and PACF of daily energy consumption of a commercial building in
Hong Kong [131].
From Fig. 3.2 it can be depicted the autocorrelation (left) and the partial autocorre-
lation (right) for the daily energy consumption at a commercial building in Hong Kong.
The dotted lines represent the 5-95% confidence interval. As it can be depicted in the
ACF plot, there is higher correlation between today’s energy consumption (lag t−0) and
the energy consumption every past 7 days (lag t−7i for i = 1, ..., 3). Moreover, a pattern
that repeats itself for a seven day period can be observed, highlighting non-randomness
of data. However, partial autocorrelation presents no significance of time lags superior
than 15 days. Hence, the authors have only considered as possible inputs for developing
the data-driven model lagged values of energy consumption up to 15 days prior (t− 15).
In this study, all the variables with a time lag superior to the confidence interval cut-off
will be considered to the input variables pool, according to the suggestions from Fan et
al [79], and Montgomery et al [123]. Afterwards, feature selection process will determine
which variables should be preserved for conducting the final learning process.
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Data Normalization
The successful implementation of some predictive algorithms, especially SVR and
ANN, imply the use of variables detaining commensurate scales [132, 79].
Feature normalization is required to avoid to model bias to larger valued variables,
and with sparser distributions. Moreover, if the problem has two or more output vari-
ables and the error function is scale-sensitive, like the least squares error function, then
the variability of each target relative to the others can affect how well the algorithm
learns each target. If one target has a range of 0 to 1, while another target has a range
of 0 to 1,000,000, the training process will expend most of its effort learning the second
target.
Despite the fact that Random Forests are frequently claimed to have no sensitivity
towards incommensurable inputs 3, Breiman et al [91] also applied normalization of
variables when linear combinations of variables were required. Furthermore, since in
regression Random Forests models the split criterion is the reduction of residuals squares,
the normalization of the outputs may influence the algorithm training.
According to Iglewicz, normalization that sets to zero the mean, or median, or other
measure of central tendency, is likely to deliver more robust models, and often per-
form better for input variables with extreme outliers (Iglewicz, 1983). Normalization is
achieved by subtracting the means and dividing by the standard deviations which are
determined from the training set.
The most common approach to normalize variables is by applying Eq. 4.3.1.
υ′i =
υi − µυi
συi
(3.2.3)
where υi is the sample value of the i
th variable, µυi is variable’s mean, συi is the
standard deviation, and υ′i the normalized variable value.
This method is widely used in many machine learning algorithms (support vector
machines, logistic regression, and neural networks), and data mining, when close-to-
Gaussian distributions of variables are assumed. Therefore, this thesis employs normal-
ization to all variables considered, input and output ones.
3.2.4 Feature selection
Any individual capable of learning from experience must discriminate between the
relevant and irrelevant parts of its experience [133]. Although this selective ability
may lead to single-minded humans, it also leads to information specialists, who are
knowledgeable individuals within a particular domain of their interest [134]. Data-driven
models are expected to be specialists within the system under modelling, requiring as
well a selective capability from the available experience.
3Random Forests are ensembles of CART models. The training of a CART is invariant to monotonic
transformations of individual features, because each node split decision is input independent [91].
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The objective of feature selection is to comprise the delivery of a subspace of minimal
dimension containing the whole relevant information about the output, while preserving
the original features. It allows for the development of more interpretable models of
reduced dimension, while improving performance, and computational time related to
the learning process. A good selection of inputs leads to better performing models,
and to a better understanding of the underlying structure of the data representing the
system.
Guyon Elisseeff [132], introduces variable and feature selection pointing out its dif-
ferent approaches, revealing the non-existence of an absolute best method. Along with
several authors, it is stated that employing such strategies does not imply sacrificing
prediction performance. On the contrary, it appears alleviate the problem of overfitting,
delivering more general and robust models [135, 136, 137].
When developing a surrogate model of a building energy performance simulator, the
variables available for selection are extensive. A direct approach would be to choose
all possible variables, employing them later in data-driven model training. However,
that usually leads to models of high variance and with higher risk of overfitting due
to the “curse of dimensionality”. This phenomenon implies a prohibitive number of
samples for describing the influences of all variables in the output. Furthermore, since
each input represents a dimension of the problem, high computational cost related to
training process and predicting tasks are to be expected [138]. This work reviews some
of the most important approaches to Feature Selection.
The first approach pointed out by Guyon [132], and Liu and Motoda [138], relies on
practitioners expertise to select the important variables of the system under investiga-
tion, often called expert-domain, or knowledge-based selection techniques. For example,
a building energy system is composed by a balance of loads as described earlier, variables
related to measurements of the sources of these loads should be relevant for constructing
a robust model. The combination of thermodynamics on building energy systems with
domain knowledge from energy management operations should highlight a set of impor-
tant features. Table 3.1 summarizes the variables which might be relevant for delivering
a data-driven building energy model, identified as expert-domain from the literature re-
view [54, 29, 68, 79]. It accommodates weather related variables, building’s occupation,
control set-points, comfort standards, and energy consumption.
However, expert-domain may be biased by practitioners’ experience which can lead to
either select irrelevant and redundant inputs, or to eliminate important but impercepti-
ble variables. Moreover, no information is available regarding each variable’s importance
to the model predictive ability, preventing an earlier interpretation of the underlying vari-
ables’ interactions. Thus, combining domain knowledge with feature selection algorithms
may deliver more reliable models [138, 132].
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Table 3.1: Description of generic Inputs/Outputs and exogenous variables related to one
zone of the building.
Group Description
Control Heating Set-point
Control Cooling Set-point
Input Outdoor Air Drybulb Temperature
Input Horizontal Infrared Radiation Rate per Area
Input Outdoor Air Relative Humidity
Input Zone People Occupant Count
Output Zone Mean Air Temperature
Output Zone Mean Air Humidity Ratio
Output HVAC Electric Energy Consumption
Output Boiler Energy Consumption
Output Zone Thermal Comfort Fanger Model PPD or PMV
Feature Selection algorithms
The scientific community has been dedicating significant research efforts to the de-
livery of feature selection methods to help choosing smaller subsets of features. Feature
selection algorithms can be broadly classified as filter, or wrapper methods, depending on
whether it is treated as a pre-process or intertwined with the learning task [139, 138, 132]:
 Wrapper methods select the subset of features based on variables influence on
the predictive performance of the selected machine learning model. The criterion
can be error rate, inconsistency rate, information measure, distance measure, or
dependence measure.
 Filters examine each input variable individually to determine the strength of the
relationship between itself and the outputs. The criterion employed is usually a
correlation score, information measure, or a distance measure.
Wrapper methods require a search algorithm in order to converge in a final subset of
features. Greedy search algorithms seem to be computationally advantageous comparing
to brute-force, offering two possible searching directions: forward selection and backward
elimination. The most disseminated of these algorithms is the recursive features elimi-
nation algorithm (RFE). Its principle uses a backward selection technique which often
leads to better prediction performances than other methods [140, 138, 141]. A flowchart
of RFE can be depicted from Fig. 3.3.
Firstly, a model is trained considering all variables of a predefined group. Then, a
ranking criterion, which evaluates each variable importance, is computed for all variables.
Those which result in the smallest ranking are removed, and the model is trained again.
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Figure 3.3: The Recursive Feature Selection algorithm.
The whole process is recursively repeated until a decrease of models’ accuracy occurs.
The latter subset of input variables is selected as the inputs for developing the final
model.
As pointed out, this greedy search algorithm invokes the computation of a variable
importance ranking to assess which variables should be discarded first at each iteration.
Computing such ranking variable importance often relies upon the sensitivity analysis of
each input in the output error of the trained model, i.e. its importance in the prediction
task. This index is to be distinguished from filter methods, since it requires extensive
use of the machine learning algorithm responsible for modelling. Variable importance
ranking is further discussed ahead.
Although intuitive and of straightforward interpretation, this method encounters
three evident drawbacks:
1. It requires a ranking variable method.
2. It can be very computationally demanding, since many prediction models with
different feature subsets have to be built.
3. The results of the wrapper strategy lack generality, since it depends on the selected
machine learning model.
Filter methods attempt in answering these limitations by providing a preprocess-
ing approach to feature selection. They are consistently much faster and general than
most wrappers, since they are independent of any data-driven model, allowing for its
employment in any regression problem.
However, the most notorious disadvantages lie on the redundancy of the subset se-
lected due to its univariate approach comparing to wrappers, and its incapability of
highlighting redundant variables [132].
Filters provide a relevance criterion which represents a degree of relationship between
input variables and outputs subjected to modelling, therefore, they can be related and
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employed as model independent Feature Ranking. The most popular criteria found in
literature are Pearson correlation, Spearman correlation, and the Mutual Information
score [136, 135, 132, 142].
The Pearson correlation evaluates the linear relationship between two continuous
variables. A relationship is linear when a change in one variable is associated with a
proportional change in another variable [142]. For feature X with values x and classes
Y with values y treated as random variables it is defined as:
ρX,Y =
cov(X,Y )
σ(X)σ(Y )
=
∑N
i (xi − x¯)(yi − y¯)√∑N
i (xi − x¯)2
∑N
i (yi − y¯)2
(3.2.4)
The Spearman correlation evaluates the monotonic relationship between two vari-
ables. In a monotonic relationship, the variables tend to change together, but not
necessarily at a constant rate[135]. The Spearmans correlation is a commonly used
nonparametric statistical measure of similarity (or correlation) between paired rank-
ings. The null hypothesis of the test is that no correlation exists between two rankings.
Spearmans correlation coefficient, rs, is calculated by
rs =
cov(rgX , rgY )
σrgXσrgY
(3.2.5)
Both Pearson and Spearman correlations range in value from -1 to 1, and they equal
on the event of a perfect linear correlation between two variables. Although Pearson
correlation fails to measure non-linear relationships, Spearman correlation coefficients
depict non-linear and monotonic relationships. For example, an exponential relationship
between two variables (y = ex) yields a Spearman correlation of 1, and a Pearson of
about 0.25. Hence, a comparative analysis of both correlations is much advised to infer
variables’ relationships, and define a threshold for variable discarding.
Another filter method which accounts for the linear dependency between inputs and
outputs is the one-way ANOVA (ANalysis Of VAriance) F-test statistic. This method
uses the analysis of variance between each input variables individually and the inves-
tigated output. The importance of each feature is given by the calculated p-values of
the test statistic as (1-p). This parametric method is especially relevant for continuous
variables [143, 142]. Performing a one-way ANOVA F-test regarding continuous vari-
ables for testing whether or not a variable x is relevant for predicting y, can be defined
as a two steps computation. First the cross-correlation between output each i input is
calculated as Eq. 3.2.6.
ρxi,y =
(xi − µxi) · (y − µy)
σxi · σy
(3.2.6)
where µ is the mean, σ is the standard deviation and x and y denote input and output,
respectively.
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Then, the F-score is computed as Eq. 3.2.7.
F =
ρ2xi,y
1− ρ2xi,y
· dof (3.2.7)
where dof are the degrees-of-freedom which equals (N − 1) where N is the number
of samples in data. From the F-score, the p-value can be computed from Student’s t
statistic, considering t2 = F. The feature importance is given by (1− p-value).
Mutual information is another popular relevance criteria introduced by information
theory [136]. Mutual information coefficient, which is related to an information gain IG,
measures the dependency between two variables, and is defined as
IG(X;Y ) = H(Y )−H(Y |X) (3.2.8)
where H(Y ) and H(Y |X) are the entropy and conditional entropy, respectively.
In information theory, the information contained in a variable distribution is equal
to the negative of entropy. The mutual information is the reduction of entropy (gain
of information) of the output Y once variable X is presented. As a feature selection
criterion, a feature subset having a high mutual information with the output is likely to
reduce the uncertainty on the output prediction [136, 144, 142].
However, since H(Y ) is fixed and does not depend on the choice of features, select-
ing features X which maximize IG(X;Y ) can be achieved by focusing on minimizing
H(Y |X) which is computed as
H(Y |X) = −
K∑
i
∫
P(yi, x) log2(P(yi, x))dx (3.2.9)
where P(yi, x), j = 1...K is the joint density function of y knowing x [142].
Feature Importance ranking
This work presents three common model dependent techniques for variable impor-
tance ranking:
 Mean decrease impurity is a novel feature ranking method which is inherent
to the Random Forest algorithm. Random Forests consist of ensembles of deci-
sion trees named CART (Classification and Regression Trees). The nature of this
machine learning algorithm, provides a ranking score for the inputs based on how
much each input decreased the variance of each tree. Each node in the decision tree
represents a condition to a specific feature. The training algorithm is greedy and
designed to converge to a node condition which splits the dataset in two, aiming
for clustering similar responses (lower variances) together in the new partitions.
The measure based on which the (locally) optimal condition is chosen is called
impurity. For regression problems as the ones encountered in this work, impurity
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is represented by the variance of the output variable in each partition. Thus when
training a tree, or a forest, it can be computed how much each feature decreased
the impurity in each tree. For a forest, the impurity decrease from each feature
and can be averaged to all trees and weighted to the number of data allocated to
each one, so that the features importance’s can be ranked accordingly.
 Random Permutation Feature Importance was proposed by Breiman [91] in
his preliminary work on Random Forest algorithm. The variable importance of
a feature is computed as the average decrease in model performance on the out-
of-bag samples when the values of the respective feature are randomly permuted.
However, this approach can be generalized to other machine learning algorithms
[145, 92, 144].
Suppose there areM input variables describing a system. After the training process
is completed, and the baseline error estimation is calculated, the values of the mth
variable in the validation dataset are randomly permuted, predictions are computed
on this data, and a new error estimation is calculated. The process is repeated for
m = 1, 2, ...,M , and once completed, feature importance’s can be ranked according
to the comparison of their influence on models’ performance [91]. Variables with
permutations that induced higher error estimations are considered more important
than those yielding lower errors.
 Clamping Technique relates to Random Permutation, since it also relies on the
observation of performance’s degradation of a data-driven model when the infor-
mation content of a particular feature is removed. Ranking features’ importances
by this approach consists of testing a trained model to obtain the baseline predic-
tive performance, computing the same validation error for each feature and, then,
fixing its value to the observed mean of that feature in the whole database. Finally,
by comparing model’s predictive performance for each clamped variable with that
of the baseline performance should highlight which variables induced higher er-
rors. Again, the lowest performance decrease indicates the least important feature
to the model’s purpose. This technique seems to be particularly suitable to neural
networks models, as proposed by Wang et al. [135, 146].
3.2.5 Validation and Model Selection
Understanding if a particular data-driven model is a good model has been the quest
of several statisticians, and the conclusions are abundant [123, 147, 92, 122]. However,
the goodness of a model usually is evaluated through the estimation of the errors it will
produce to a given situation. Hence, the error estimation of a model is the discrepancy
between measured reality and model hypotheses.
Many metrics exist for the estimation of the predictive error of a model [123, 147,
92, 122]. Four metrics are referred and applied in this thesis due to their popularity in
the reviewed literature:
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F Root Mean Squared Error (RMSE), Eq. 3.2.10,
RMSE =
√∑n
k=1 (t(k)− a(k))2
n
(3.2.10)
F Mean Absolute Error (MAE), Eq. 3.2.11,
MAE =
1
n
n∑
k=1
|y(k)− yˆ(k)| (3.2.11)
F Mean Absolute Percentage Error (MAPE), Eq. 3.2.12,
MAPE =
100
n
n∑
k=1
|y(k)− yˆ(k)|
y(k)
(3.2.12)
F Normalized Mean Error (NME), Eq. 3.2.13,
NME = 100×
∑n
k=1 |y(k)− yˆ(k)|
µy
(3.2.13)
where y(k) is the kth target output present in the data-set, yˆ(k) is the correspondent
hypothesis predicted by the machine learning model, and n is the number of samples
present in the data-set. µy is the database’s mean value of the target output, y.
The machine learning algorithms employed in this thesis (and most of all regression
models available in literature) employ a least squares rule, which is the minimization of
the mean square error (MSE) estimation during the learning process of fitting the model
to the data presented. This MSE is related to the presented RMSE, and it is an obvious
estimate of the model’s predictive error, and it is known as training error.
Unfortunately, training error is often too optimistic, and it is not a good estimate of
a true error estimation. On the other hand, a test error, which is calculated in the same
fashion, is more indicative of the performance of the model, since it is calculated on a
data-set which was hidden during the training stage, hence containing samples unknown
to the model.
According to Hastie et al [147], the training error is incapable of providing informa-
tion on model’s performance, as it does not properly account for model complexity, as
it can be seen from Figure 3.4.
As depicted in Fig. 3.4, the training error tends to decrease whenever model com-
plexity is increased, leading to an eventual zero error estimation if all data points are
met by the model. Increasing model’s complexity is often a tempting approach when
developing data-driven models because models do fit the data more thoroughly. How-
ever, a model with zero training error is overfit to the training data and will typically
generalize poorly [147].
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Best trade-off
Figure 3.4: Test and training error as a function of model complexity. (Adapted from
Hastie et al. [147])
This impossibility to generalize is called overfitting. That is, with excessive fitting
(high variance), the model adapts itself too closely to the training data, and will not
predict well similar data presented by the test data set. In contrast, if the model is not
complex enough, it will underfit the training set and may have large bias, again resulting
in poor generalization.
Although some algorithms tend to suffer more from overfitting, such as neural net-
works, the bias-variance trade-off is applicable for all of data-driven algorithms presented
in this thesis. For further enlightening on the subject the work of Hastie et al. [147],
and Berk et al. [92] are advised. These authors point different statistical learning pro-
cedures to address the bias-variance trade-off in different ways. Nevertheless, they also
pointed out that in practical terms, the best bias-variance trade-off for a problem, given
an abundant database, can be encountered by the minimization of the test error while
fine-tuning the algorithms architecture.
Although such test error is calculated using data which was hidden from the learning
process, the data-driven model do often exhibit a certain bias to this test data-set [147].
To avoid a poor validation, a third data-set is required for cross-validation of the model’s
architecture, and should be solely employed for that purpose. Hence, the test data-set
should be kept hidden throughout the whole process, and only employed on the selecting
of distinct data-driven models [123, 147].
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Data-sets division, and cross-validation
No golden rule seems to exist in what concerns the database division proportions for
training, validation and test data-sets.
For example, according to Hastie et al. [147] a typical division might be 50% for
training, and 25% each for validation and testing. The authors stress the difficulty to
give a general rule on how to choose the number of observations in each of the three
parts, as this depends on the signal-to-noise ratio in the data and the training sample
size. Whereas, Montgomery et al. [123] points out that a good rule of thumb is to leave
20 or 25 observations for the test data-set.
A popular alternative to data division of training and validation sets is employ-
ing cross-validation, especially when databases are small and modelling algorithms are
computationally inexpensive [122]. N-fold cross-validation is a popular example in sta-
tistical modelling [92, 147], and widely employed in building energy predictive modelling
[70, 148, 79].
In N -fold cross-validation, the database reserved for training and validation is ran-
domly partitioned into N equal sized data-sets. Of the N data-sets, a single one is
retained as the validation data-set, and the remaining N1 data-sets are used as training
data. The cross-validation process is then repeated N times, computing the validation
error for each of those N folds, as it can be seen in Fig. 3.5. The N resulting error
assessments from the iterative process can then be averaged (or maximized) to produce
a single estimation.
1
2
10
N1
N2
N10
training validation
Figure 3.5: 10-folds cross-validation.
The advantage of this method over re-sampling methods like bootstrap sampling
is the employment of all data available, and observation validated exactly once. 10-
fold cross-validation is commonly used in literature, but again there is no general rule
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regarding this parameter, and the higher the number of folds the higher the tendency
for overfitting [147, 92].
This thesis approach follows the N-fold cross-validation approach, and the parti-
tioning proposed by Hastie et al [147]. That is 25% of data is reserved for test error
assessment and the remainder 75% are employed in 10-fold cross-validation for model
selection, and for fine-tuning the complexity of the data-driven algorithms, by changing
their architecture features.
Architecture selection
Any machine learning has architecture features which should be carefully tuned de-
pending on the problems at hand, and the characteristics of its data. The following
list summarizes the parameters which should be selected for each of the data-driven
algorithms referred in this thesis, while assessing cross-validation error estimation:
 Artificial Neural Networks have several tuning parameters, depending on the
type of architecture selected, or the type of problem. However, this thesis choice
falls on the Feed Forward with Back Propagation Neural Network, having one hid-
den layer, and sigmoid as transfer function, leaving as remaining tuning parameters
the number of neurons, the momentum weight, and the learning rate.
 Support Vector Machines used in this thesis are especially designed for re-
gression problems. The employed kernel in the Gaussian function, leaving the
standard deviation, and the regularization constant as tunable parameters.
 Random Forests main sensitive features are the number of trees present in
the forest, and the maximum depth allowed for each tree to grow, representing
how many times the algorithm partitions each variable’s domain.
Once each algorithm is fine-tuned through a grid-search approach, the one having
the best performance error will be taken for the supervisory predictive control task.
3.2.6 Remarks on surrogate modelling
This section exposed a comprehensive methodology for developing machine learning
models applied to building energy problems, especially those regarded with the develop-
ment of supervisory predictive controls. Since the techniques proposed are generic to the
development of statistical models, its employment in building energy modelling based on
sensor data is expected to present no major limitations. Moreover, a novel methodology
for conducting re-sampling for the update of surrogate models employed in supervisory
predictive control has been proposed as well via the adaptive data collection method.
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3.3 Supervisory Predictive Control optimization strategy
As discussed in the previous section, the surrogate model is responsible for predicting
the building states for a forecast horizon. This section presents the approach to the
problem of minimizing energy consumption of a building and its energy related costs,
while maximizing the comfort conditions within a range accepted to take into account
the occupants opinion.
Figure 3.6: Flowchart close-up depicting supervisory predictive control optimization
process.
From Fig. 3.6, it can be depicted the main events occurring during the proposed
supervisory predictive control, especially focusing on the optimization process. In gen-
eral, the optimization algorithm invests a computational effort to decide which control
set-point it should deliver to the building energy simulator for computing the subsequent
time-step. To accomplish that, it needs the surrogate model to provide the predictions of
relevant objectives, concerning the disturbance variables forecast, the lagged variables,
the current building state and algorithm’s hypotheses for control set-points for the given
forecast window. Once the surrogate model delivers a satisfactory result to a set of
controls, the optimization routine is finished and the controls for next time-step are sent
to EnergyPluswhich performs the required computation. Its results are observed by
the supervisory predictive control and the process is repeated recursively till the end of
the simulation process.
The Literature has deployed a profusion of efforts on Model Predictive Control strate-
gies for Building Energy Management Systems (BEMS) [29, 24, 121, 48]. The proposal
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of this thesis differs from its resembling works not only from the approach to system
identification, which is surrogate-model driven through adaptive data gathering, but
also the optimization problem formulation which is presented in this section. Neverthe-
less, the works from Moros¸an et al. [24], Lamoudi et al. [121], and more recently from
Garnier et al. [29], served as great inspiration for this methodology, and its reading is
much advised for an interested reader.
3.3.1 Objective function development
The remainder of this section formulates the optimization problem inherent to the
supervisory predictive control problem. First, it should be recalled the generic multi-
objective optimization problem from Section 2.3.1, and then it should be adapted to the
case of energy consumption and discomfort minimization:
minimize
U
{
JE , JC
}
(3.3.1)
where JE , and JC are respectively the objective functions related to energy con-
sumption and occupants comfort, and U is the control set-points matrix to be found by
the optimization algorithm.
Energy consumption objective function
The objective function for energy consumption, JE , is defined as
JE =
1
NE +Na
NE∑
e=1
Na∑
i=1
(
Γ Yˆ E
)
nγy (3.3.2)
where  is the element-wise multiplication of matrices, Γ is the time-dependent tariff
matrix for all energy sources available, and Yˆ E is the energy consumption for all energy
sources,NE , predicted by the surrogate model over the required forecast horizon, Na.
The variable tariffs matrix, Γ, is defined as
Γ =

γ
(1)
t . . . γ
(NE)
t
... γ
(e)
t+i
...
γ
(1)
t+Na
. . . γ
(NE)
t+Na
 (3.3.3)
where NE is the number of energy sources available, and Na is the total number of
time-steps considered for the forecast window.
Conveniently, considering Γ as a unit matrix4, the minimization of the costs related
to energy is converted to the minimization of energy intensity. Moreover, Γ can accom-
modate the carbon intensities of each of the energy sources, converting the optimization
problem in a carbon-footprint minimization problem.
4 Integer matrix consisting of all ones.
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nγy is a normalizing vector for the energy cost, Γ Yˆ E .
nγy =
[
100
γ
(e)
max·y(e)max
, . . . , 100
γ
(NE)
max ·y(Ne)max
]T
, for e = 1, ..., NE , (3.3.4)
where y
(e)
max is the maximum energy consumption, y(e), for the energy source e, ob-
served in the database for surrogate modelling; whereas γ
(e)
max is the maximum tariff, γ(e),
for source, e, which is user specified.
Yˆ E is the matrix conveying energy consumption for all energy sources, NE , over a
prediction horizon, Na, defined as
Yˆ E =

yˆ
(1)
t . . . yˆ
(NE)
t
... yˆ
(e)
t+i
...
yˆ
(1)
t+Na
. . . yˆ
(NE)
t+Na
 , (3.3.5)
Note that the matrix of predicted energy consumption also included current time-step
predictions, yˆ
(1)
t , ..., yˆ
(NE)
t . Since time is considered discrete, each variable is averaged to
the correspondent time-step duration. Thus, the average of the variable for the current
time-step is unknown until the duration of the time-step is finished, i.e. the measured
energy consumption of current time-step (t) requires to be estimated.
Yˆ E matrix is computed by the surrogate model, S, as
Yˆ E = S
(
U,UL, Xˆ
E , XEL , YL
)
, (3.3.6)
where:
 U , and UL, are the matrices of controllable inputs (set-points) for the forecast
window, and from past time-steps (lags), respectively;
 XˆE , and XEL , are the matrices of the forecasted disturbances relevant for energy
consumption predictions (weather and occupation related), and the lags of past
disturbances, respectively;
 YL is matrix of lagged outputs which are important to the surrogate-driven energy
prediction.
Controllable inputs U , and UL, are defined respectively as
U =

u
(1)
t . . . u
(Ns.p.)
t
... u
(j)
t+i
...
u
(1)
t+Na
. . . u
(Ns.p.)
t+Na
 ; UL =

u
(1)
t−1 . . . u
(Ns.p.)
t−1
... u
(j)
t−k
...
u
(1)
t−Nl . . . u
(Ns.p.)
t−Nl
 (3.3.7)
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where Ns.p. is the total number of controllable set-points; Na is the number of time-
steps ahead for the forecast horizon; Nl is the total number of lagged time-steps consid-
ered in the surrogate modelling.
The optimization algorithm should find the controllable inputs matrix, U , which
minimizes both objectives, JE , and JC . Note that the objective function for energy
consumption only sums the time-steps concerning the forecast window, i.e. for i =
1, ..., Na. Thus, only the control set-points, u
j
t+i, from rows t+ 1 to t+Na are subjected
to optimization, whereas the first row of controls, u
(1)
t to u
(Ns.p.)
t , remains unaltered,
since it is the result of previous optimization time-step, and its effect is currently being
measured.
Accordingly, disturbances XEL , and Xˆ
E , are defined respectively as
XˆE =

xˆ
(1)
t . . . xˆ
(Nd)
t
... xˆ
(d)
t+i
...
xˆ
(1)
t+Na
. . . xˆ
(Nd)
t+Na
 ; XL =

x
(1)
t−1 . . . x
(Nd)
t−1
... x
(d)
t−k
...
x
(1)
t−Nl . . . x
(Nd)
t−Nl
 (3.3.8)
where Nd is the total number of disturbances inputs selected during surrogate mod-
elling. The disturbances forecast, XˆE , differ from the predictions made by the surrogate
models because they are independent to the building thermodynamic system. Thus,
they should be provided via an external service, or approximated via the injection of un-
certainty to the known data to propagate the forecast error to the supervisory predictive
control co-simulation.
Finally, the lagged outputs matrix, YL, is defined respectively as
YL =

y
(1)
t−1 . . . y
(Ny)
t−1
... y
(e)
t−k
...
y
(1)
t−Nl . . . y
(Ny)
t−Nl
 (3.3.9)
where NE is the total number of energy sources predicted, Ny is the number of
outputs which are considered as relevant variables for the energy prediction. Na is the
time-steps ahead considered in the forecast window, and Nl is number of lagged outputs.
Note that occupants comfort related variables may be taken into account. For ex-
ample, it is expected that the thermal states of a building in previous time-steps, t− k,
influence the energy required to change from state yt−1 to current time-step state yt.
Occupants comfort objective function
The objective function for occupants comfort, JC , is defined as
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JC =

1
Nz+Na
∑Nz
z=1
∑Na
i=1
(
ω
(z)
t+i ·
(
yˆ
(z)
t+i − C∗
))
, if C∗ < yˆ(c)t+i < C
pen
maxNzz=1
[
maxNai=1
[
ω
(z)
t+i ·
(
yˆ
(z)
t+i · y
C
max−ψCpen
yCmax
+ ψCpen
)]]
, if yˆ
(c)
t+i ≥ Cpen
0, otherwise
,
(3.3.10)
where Nz is the number of zones considered for the optimization, and Na is the
total number of time-steps considered for the forecast window. ω
(z)
t+i are the elements of
matrix Ω of the occupation forecast related filter, yˆ
(z)
t+i are the elements of matrix Yˆ
C
of the discomfort indexes predicted by the surrogate model over the required forecast
horizon. C∗ is the comfort objective target, Cpen is the comfort constraint added as a
penalty term to the comfort objectives via multiplication with a penalty term ψ. Note
that the penalization terms are normalized to the maximum discomfort yCmax to maintain
the objective function commensurate.
In multi-objective optimization may be not possible to satisfy all constraints imposed,
so penalty functions are applied. This is accomplished by penalty of the objective func-
tion if the desirable conditions on those objectives, or variables, are not satisfied [149].
The choice of a penalty method for handling the constraints for comfort is twofold. First,
it is impractical to consider occupants thermal comfort as a hard constraint for most
buildings, as it is not directly measurable, and it is presented as an abstract concept
independent to individuals [150]. Moreover, it is commonplace to employ such a method
when considering evolutionary algorithms for solving multi-objective optimization prob-
lems which is the case of the work conducted in this thesis [119].
The objective function, JC , is designed for maximizing the expected comfort up to a
desired value, C∗. Its behaviour is a positive linear function from C∗ to Cpen, being zero
for values lower than C∗ to allow for the optimization algorithm to focus on minimizing
the energy cost solely when the comfort levels are expected to be met. Moreover, to
avoid the comfort levels to reach undesired values, yC > Cpen, due to the attempt of
the algorithm in saving energy, the penalty term of the type L1 is activated which is
comprehended between the maximum allowed value for discomfort (1-comfort) and the
constraint Cpen. Thus, these two comfort targets may be viewed as soft and hard targets
for comfort, C∗ and Cpen, respectively.
The occupation filter forecast matrix, Ω, is represented as
Ω =

ω
(1)
t . . . ω
(Nz)
t
... ω
(z)
t+i
...
ω
(1)
t+Na
. . . ω
(Nz)
t+Na
 , (3.3.11)
where Nz is the number of air-conditioned zones, and Na is the total number of time-
steps considered for the forecast window. ω is a filter given to the comfort objective
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function, removing the interest of reaching the comfort objective if the zone is not
occupied. The conditional filter, ω, is formulated as
ω =
{
1, if xˆOcc > 1
0, otherwise
, (3.3.12)
Yˆ C is the matrix of the predictions of occupants comfort index for all air-conditioned
zones, Nz, by the surrogate model, S, over a prediction horizon, Na, and is defined as
Yˆ C =

yˆ
(1)
t . . . yˆ
(Nz)
t
... yˆ
(z)
t+i
...
yˆ
(1)
t+Na
. . . yˆ
(Nz)
t+Na
 ; (3.3.13)
which is obtained through predictions from the surrogate model described as
Yˆ C = S
(
U,UL, Xˆ
C , XCL , YL
)
, (3.3.14)
where U is the matrix of controllable inputs (set-points), UL is its lagged version,
XˆC is forecast matrix of the disturbances relevant for comfort index predictions, XCL
is the lagged matrix of those disturbances, and YL is matrix of lagged outputs which
are relevant to predictions. Controllable inputs are considered the same as for energy
minimization and for comfort maximization. Thus, control matrices U , and UL, for this
case should be the same defined in 3.3.7.
Disturbances matrices for related to comfort are, XˆC , for disturbances forecast, and
XCL , for lagged disturbances. They are are characterized respectively as
XˆC =

xˆ
(1)
t . . . xˆ
(Nd)
t
... xˆ
(d)
t+i
...
xˆ
(1)
t+Na
. . . xˆ
(Nd)
t+Na
 ; XL =

x
(1)
t−1 . . . x
(Nd)
t−1
... x
(d)
t−k
...
x
(1)
t−Nl . . . x
(Nd)
t−Nl
 (3.3.15)
where Nd is the total number of uncontrollable inputs, or disturbances, selected
during surrogate modelling. Note that the forecast matrix of input disturbances includes
the current time-step, t. Since time is considered discrete, each variable is averaged for
the correspondent time-step duration. Thus, the average of the variable for the current
time-step is unknown until the duration of the time-step is finished, i.e. the average of
the variable for current time-step has to be approximated.
Finally, lagged outputs matrix, Y CL , relevant for predicting the comfort indexes by
the surrogate model is defined as
YL =

y
(1)
t−1 . . . y
(Ny)
t−1
... y
(c)
t−k
...
y
(1)
t−Nl . . . y
(Ny)
t−Nl
 (3.3.16)
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where Ny is the number of outputs which are considered as relevant variables to
comfort index predictions, and Nl is number of lagged outputs. Being buildings slow
dynamic thermodynamic systems it is expected that the effects on occupants comfort
for the energy employed in the current hour to be delayed a certain amount of time.
3.3.2 Meta-objective optimization formulation
The minimization of occupants comfort is often synonym of consuming more energy,
making both objective functions competing with each other. Therefore, a meta-objective,
J, is required to allow for an optimization algorithm to solve the optimization problem,
which usually means a weighted sum of objectives functions:
J(U,UL, X,XL, YL) =
∑
p={E,C}
α(p) · J (p)
(
U (p), U
(p)
L , X
(p), X
(p)
L , YL
)
(3.3.17)
where α(p) is the weight associated with the objective, J (p) which should be investi-
gated through analysis of Pareto front of the optimization results delivered by changing
such a parameter. Hence, the initial multi-objective optimization problem 3.3.17, is
rewritten in the form of
minimize
UE ,UC
J(U,UL, X,XL, YL) (3.3.18)
Subject to:
minimize
UE ,UC
J(U,UL, X,XL, YL)
subject to u(j)max − u(j) ≥ 0, for j = 1, ..., Nsetpoints
u(j) − u(j)min ≥ 0, for j = 1, ..., Nsetpoints
(3.3.19)
where u
(j)
max, and u
(j)
min are respectively the maximum, and minimum, limits allowed
for the control set-point u(j), and where (j) is the index of the specified controllable
variable.
3.3.3 Remarks on optimization strategy
This section exposed the formulation of the objective functions required to be mini-
mized by the optimization algorithm every time-step to provide the supervisory predic-
tive control with the decision capability of which set-points should be considered for the
following time-step. The objective functions developed are focused both on the comfort
and energy consumption. The latter has the particularity of being adaptive to which
objective is to be considered, namely the minimization of the energy consumption, or
costs related to it. This capability can play a major role in the utility of the supervisory
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predictive control is shifting the energy consumption to times of lower tariffs, or better
environmental performance.
The formulation of the optimization problem finalizes the supervisory predictive
control description. However, the integration of such predictive control approach with a
building energy simulator poses some challenges which are addressed subsequently.
3.4 Co-simulation implementation
While the simulation software such as EnergyPlus can accurately simulate the
thermal behaviour of a building, its energy performance, and occupants comfort, its
capabilities for advanced control design and optimization are inadequate.
The main argument seems to be the lack of multidisciplinary modelling and simula-
tion groups. Moreover, there seems to be a general limited interaction among building
modelling and simulation experts, the control systems engineers community, civil engi-
neers, and architects. Consequently, as multidisciplinary emerges, it rises the need for
versatile software tools for end-to-end design of energy-efficient buildings [96, 97].
Holistic assessments require high interactivity between all elements to investigate how
architectural designs affect the operational efficiency of building automation systems,
and, conversely, how high-performance control systems should affect the decision making
in design and retrofitting.
The research community has been developing efforts to deliver practical tools to
answer this necessity. BCVTB5 is a software environment for coupling different sim-
ulation programs for distributed simulation. It is based on the Ptolemy II software
environment and is developed at the Lawrence Berkeley National Laboratory, being the
same research group of EnergyPlus. Naturally, the external communication protocol
allowing for EnergyPlusto conduct co-simulation tasks was originally developed for
BCVTB implementations. Moreover, BCVTB allows the coupling between Energy-
Plusand other programming languages such as MATLAB®and Python. However,
the full functionality of these external programs is limited since they are either called
by BCVTB as a standalone program, or are implemented through coding the program
in a BCVTB environment. For example, interactive execution and debugging allowed
in Pythonor MATLAB®coding is not possible via BCVTB, preventing a straightfor-
ward finding and fixing of code errors. Furthermore, BCVTB’s scripting interface for
Pythonlimits importing of all available packages, inhibiting the development of more
complex data products. Nevertheless, since BCVTB and EnergyPlusare open-source,
the same applies to their communication protocol, allowing for any program capable of
communications via web-socket to conduct co-simulation with EnergyPlus.
MLE+ is an example of such programs, combining MATLAB®and EnergyPlusvia
BCVTB communication protocol [97]. The authors have focused on developing a co-
simulation tool capable of utilizing the simulation potentialities of EnergyPlus while
5Building Control Virtual Test Bed
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taking full advantage of the MATLAB® environment for control design and virtual test
[97].
MATLAB® is an accountable tool for assisting control engineers and researchers,
but its limitations are imposed by being a commercial software, preventing a straight-
forward prototyping of new tools. Moreover, its capability for developing automated
data analysis tools is limited when comparing to open-source programming languages
such as Pythonand R. Therefore, this thesis proposes a Pythonpackage to allow for
co-simulation between EnergyPlusand Pythonvia BCVTB communications protocol.
Having said that, the eppyco module developed in this thesis is developed as a Python
package to allow for co-simulation between EnergyPlusand Pythonvia BCVTB com-
munications protocol.
The development of eppyco is greatly inspired by the MLE+ toolbox [97]. The
proposed package is presented as a Python3 package which couples any python program
with the EnergyPlus 6. It is designed for engineers, developers, and researchers who are
familiar with Pythonprogramming and want to use it for developing building control
systems, simulations data analysis automation, and simulation-driven optimization.
The existing Python package eppy7 allows for changing EnergyPlusIDF files,
and output files through Pythonprogramming. Moreover, it allows for navigate, search,
and modify EnergyPlus IDF files in a systematic manner. Therefore, it is used for the
development of the eppyco package from this thesis.
One of the main tasks conducted by eppyco is to implement a Quasi-dynamic cou-
pling co-simulation architecture between the distributed simulators ( Pythonprogram
and EnergyPlus), so that simulators run in sequence, performing its computations
locally and using the known outputs values from the coupled simulator. Both simulators
exchange outputs only at a given synchronization time-step, and although each simulator
waits for the other’s response, there is no iteration between them outside the specified
time-step.
Fig 3.7 presents the flowchart of the co-simulation process, focusing on the aspects
of interactions between entities. From the building computational model, developed by
any building modelling software such as DesignBuilder, or OpenStudio, it is required to
export an IDF file describing building’s architecture, construction, HVAC systems, and
simulation features.
This IDF needs to be to be instrumented to allow for importing and exporting
variables from and to external programs, configuring which variable outputs feed the
surrogate model for conducting predictions, and which control inputs need to be read for
continuing to the next step of the simulation task. Accordingly, a configuration XML file
needs to be constructed to inform EnergyPluswhich variables it should consider when
decoding the data packets proceeding from an external program – Supervisory Predictive
Control. The BCVTB manual[96] and the External Interface manual of EnergyPlus[151]
6Implementation was carried using Python version 3.4, and EnergyPlus version 8.5.
7Documentation and package available at http://pythonhosted.org//eppy/
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Figure 3.7: Flowchart close-up depicting co-simulation flowchart.
provide detailed information on how to configure such files.
Once both files are prepared, supervisory predictive control connects to Energy-
Plusand calls the start of co-simulation. Data is exchanged between both actors by
data packets via a web socket. The task for eppyco is to decode all data coming from
the EnergyPlusand encode the control variables once the optimization routine of su-
pervisory predictive control is completed.
3.4.1 Communication protocol
BCVTB protocol is used to exchange data during co-simulation processes via web-
sockets [96]. Each simulators sends and receives data through packets, which are a text
list containing a sequence of numbers of the following format:
packet :=
[
v f nr ni nb t r1 r2 . . .
]
(3.4.1)
where:
 v is the version number of BCVTB.
 f is a flag: 0 if simulation is flawless, 1 if simulation stopped, negative if error
occurred.
 nr, ni, nb are the quantity of real variables, integer variables, and Boolean variables
respectively intended to send, or received. Currently, EnergyPlus requires that
ni = 0 and nb = 0.
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 t is the current simulation time in seconds.
 r1, r2, ... are the values of the variables, starting with real ones, then integer ones,
and finally Boolean ones.
3.4.2 eppyco functionalities summary
This package includes four classes of functions intended to:
 Machine Learning models development class:
– Configure EnergyPlus IDF file via eppy package and simulate different
clock-based control scenarios;
– Report exploratory data analysis, suggesting relevant inputs for the predictive
models;
– Train a variety of Machine Learning models;
– Report a comparative goodness-of-fit analysis to help in the decision making
process of model selection;
– Deploy predictive models to include the co-simulation process;
 Prepare co-simulation class:
– Configure a XML file for EnergyPlus interpretation of interface variables,
i.e. set which variables are to be sent and received by EnergyPlusvia the
Energy Management System functionality;
– Instrument the IDF file to include the variables and properties for conducting
co-simulation, through eppy package;
– Configure system to include relevant files, such as BCVTB files, weather files,
and EnergyPlus dictionary of input and outputs;
– Configure optimization process, namely optimization algorithms hyperparam-
eters and optimization targets.
 Run co-simulation class:
– Establish connection between Pythonand EnergyPlusvia a web service
connected to BCVTB;
– Handle all data sources, namely lagged data and disturbances forecast data
to feed the surrogate models and optimization process;
– Encode and decode data packets during simulation runs;
– Send and receive data packets to and from EnergyPlus.
 Results visualization class:
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– Report EnergyPlus co-simulation results, namely building energy perfor-
mance, and simulation logs;
– Report optimization process results;
3.5 Remarks on the implementation of a supervisory pre-
dictive control
The exposition on the implementation of an adaptive and surrogate-driven building
supervisory predictive control is now complete. This chapter delivered the modelling
approach suitable for developing generic building data-driven models, being especially
relevant for surrogate modelling to assist the supervisory predictive control. Moreover,
the optimization problem was formulated and should play crucial role on the quest for
the most suitable set-points to supervise the HVAC system.
The required implementation technicalities were presented, namely those regarding
the connection between the simulation software EnergyPlusand the proposal for the su-
pervisory predictive control. Furthermore, this chapter presented the module developed
in this thesis called eppyco which enables the co-simulation process and the development
of the supervisory predictive control.
The subsequent chapter delivers the results regarding the implementation of the
methodology presented.
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Chapter 4
Results
4.1 Results overview
The methodology for implementing a supervisory predictive control based on sur-
rogate modelling and optimization of HVAC set-points considering a certain forecast
window was proposed and described previously. Hence, this chapter intends to present
the results obtained by implementing such a methodology. Fig. 4.26, highlights how the
implementation process will be exposed. Moreover, the results obtained from the imple-
mentation of the supervisory control system developed will be presented and discussed
according to the five steps identified in Fig. 4.26, and may be described as it follows:
The results regarding the development of the supervisory predictive control will follow
five major steps depicted in Figure 4.26:
1. A computational model of the building case-study is developed for simulating the
building energy dynamics. This task comprises the building design process, includ-
ing its architecture, location, occupation, equipment, lighting,materials selection,
HVAC system design, as well as activity, lighting, equipment, occupation, and
HVAC system scheduling. The building dynamic simulation of the selected case-
study was carried out using DesignBuilder software.
2. A database is created for implementing any data-driven modelling strategy, and it
plays a central role in this thesis methodology. The thermal behaviour of the build-
ing under study populates the database by simulating three conventional HVAC
control strategies using EnergyPlus. It may be said that the latter acts as the
physics-based model. As a sub-product of this task, the resulting energy perfor-
mance assessment is later used as references controlling strategies on the bench-
marking of the proposed controlling method.
3. Surrogate models of the behaviour of the physics-based simulator are implemented
and validated in this step. The results regarding the surrogate modelling based
93
94 4.Results
2
3
4
1
5
Figure 4.1: Implementation process flowchart of the proposed methodology for supervi-
sory predictive control.
on the machine learning methods will be presented, the modelling method and
relevant features will be selected, and the models delivered will be validated.
4. The on-line optimization of the HVAC set points during EnergyPlus simulations
is fine-tuned in this step. The performance of optimization algorithms is inves-
tigated, selecting the most suitable for this task. The parameters required for
the optimization formulation are determined and the preliminary results of the
optimization process assessed. The data collection aspect of this task deserves,
however, some clarification.In surrogate modelling, optimal data distribution is
not known up front and populating an optimization domain represents a computa-
tional investment, implying quite often the need for using re-sampling procedures,
as pointed by Eisenhower et al. [36]. During this task re-sampling is carried out on
the optimization domain. Moreover, the latter is accomplished through the sug-
gestions of the optimization algorithm, by converging to the pitfalls of surrogate
models possibly over-fitted, to the initial database.
5. The supervisory predictive control is implemented as a control strategy of the build-
ing case-study. Since this implementation is simulation-based, the EnergyPlus
will play the role of the building. Moreover, the implementation of this step is simi-
lar to that of step 4, using the module developed in this thesis for the co-simulation
process (eppyco) for connecting EnergyPlus and Python environment in real-
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time. This task major purpose is to address and discuss the energy performance of
the building, considering the proposed control strategy, benchmarking it against
conventional HVAC scheduling methods.
The following chapters follow each of these items, while discussing the results, and
the reporting the major findings.
4.2 Building characterization – Office building case-study
The building under assessment in this case-study is a low-rise office building charac-
terized by Portuguese’s reference for constructive solutions. This service’s building has
only one floor which is above ground, having two conditioned zones, and comprising a
total area of 207.76 m2. Both zones are air-conditioned leaving no unconditioned area
in the building. The building is located in the suburbs, it is fully exposed and there
are no direct obstacles on the building’s surroundings. This case-study considered the
location to be Oliveira de Azeme´is, in Portugal, laying 300 m above sea level. According
to Ko¨ppen-Geiger climate classification system, Oliveira de Azeme´is is included in the
Csb category, characterizing a temperate climate with a dry and warm Summer [152],
and accordingly to the Portuguese Directive it has a cooling season of type I2 and a
heating season of V1 [153]. Weather data is provided by LNEG (Laborato´rio Nacional
de Energia e Geologia) [154], derived for climatology for the Portuguese Building Cer-
tification scheme 2013 update from LNEG. This file is based on climatology data of
average records from 1971 to 2000, and 2015-2060 climate change predictions from GHG
emission scenarios RCP4.5 and RCP8.5 [154]. The measured variables comprehend a
considerable number of weather related variables, and are conveniently distributed in a
EPW format, which is compatible with EnergyPlus.
From figure 4.2 it can be depicted the architecture of the above described building.
The design is a square, compass oriented, conferring to the building an an equal exposure
area to each of the cardinal directions. Two thermal zones have been defined, a smaller
area, identified as ROOM, and a larger one, the HALL. The latter, encounters 141.93
m2 of the total area of the building accommodating fourteen people working seated. The
ROOM is defined to have 65.83 m2 for the ROOM for accommodating six people also
working in seated position. The density of occupation follows the Portuguese directive
for offices which is 10 m2/person. Thus the maximum number of people is 6 in the Room
and 14 in the Hall.
The opaque thermal characterization of the building is listed in Table 4.1. For
each element its reflectance, and its coefficient of transmission (U-factor) are given.
The exterior walls consist of several layers. From the outside to the inside, a brick
layer of 100mm, an insulation board of 79.5mm XPS, 100mm of heavy weight concrete,
and a layer of 13mm of gypsum plasterboard are juxtaposed. The inner partitions are
composed of two gypsum plasterboards of 25mm separated by an air gap of 100mm.
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Figure 4.2: Office building reference case-study.
Table 4.1: Opaque envelope solutions’ characteristics
Architectural Reflectance U-factor
element (W/(m2K))
Exterior Wall 0.30 0.372
Ground Floor 0.40 0.253
Flat Roof 0.15 0.250
There are five exterior windows of double glazing type having an air gap of 10mm.
The thermal characteristics of the glazing envelope are summarized in Table 4.2. For
each wall the fenestration characteristics such as: area, Solar Heat Gain Coefficient
(SHGC), U-factor and shade control are also presented.
The present study focuses on managing the HVAC system serving both zones de-
scribed previously, here defined as the Hall and the Room. The HVAC system is com-
posed of a VRF (Variable-Refrigerant-Flow) system and an air-loop system responsible
for zone ventilation and air renewal as depicted in Figure 4.3. The coefficient of perfor-
mance of the VRF outdoor unit is 3.3 and 3.6 for cooling and for heating, respectively.
According to the Portuguese Directive, such coefficients of performance represent an
energy classification of B [155].
1SHGC – Solar Heat Gain Coefficient.
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Table 4.2: Fenestration characteristics.
Cardinal Total area SHGC1 U-factor Shade Control
direction (m2) (W/(m2K))
All 16.59 0.713 2.786
North 6.86 0.713 2.786 No
South 3.28 0.713 2.786 Yes
East 2.06 0.713 2.786 No
West 4.38 0.713 2.786 Yes
Both zones are equipped with air temperature sensors where the temperature dual
band set-points are managed by a local controller which sets the heating and cooling
temperature upper and lower limits, respectively. The proposed management strategy
based on a supervisory predictive controller is expected to supervise the temperature
set-points and optimize each zone’s dual temperature set-points for every simulated
hour.
Figure 4.3: Detailed HVAC system representation of the office building case-study.
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The building case-study and its HVAC system were designed in DesignBuilder soft-
ware. DesignBuilder provides a user-friendly interface to EnergyPlus serving more
than 3500 customers in 80 different countries. Their main market sectors are services
engineers, building simulation experts, architects (technical), energy assessors (UK),
LEED, BREEAM, Green Star assessors, university R&D and teaching 2.
4.2.1 Building energy simulation – Reference control strategies
As pointed out previously, the performance of a model predictive control can be
accomplished by benchmarking a building’s energy performance and comfort results
using conventional controlling techniques against a proposed technique. Following the
suggestions from Haniff et al [61],three non-predictive strategies have been considered
The first technique is based on a timer controller (TC). The system is turned off after
occupants leave the building and is turned on 2h before the expected people’s arrival.
In an office building, the system would be activated at 06:00, and deactivated at 18:00
[29].
The second technique is the demand reduction by pre-heating, or pre-cooling (DR).
Here, it is intended to turn off the system during peak hours of electricity consumption
and pricing.
The third technique is the ”early-off” (EO, This technique uses the building’s thermal
inertia and turns off the HVAC system before the occupants leave the building. It
switches the system at 6:00, but switches it off at 16:00 - two hours before people
departure. – two hours before people departure.
The following sections are reserved for the characterization of the building’s energy
and comfort performance of the above presented reference controlling strategies.
All simulations were performed on EnergyPlus software, with a detailed HVAC
design and 6 time-steps per hour. The HVAC system is available 24h per day, so it
turns ON every time the temperature dual-band set-point, defined for each zone, is
not met. The dual temperature thresholds are the same for each zone, being 20oC
and 25oC for heating and cooling, respectively. The setback temperatures defined were
12oC for minimum allowed temperature and 28oC as maximum. These limits follow the
Portuguese Directive which states that the acceptable temperature range is [20, 25] for
dynamic simulations on occupied zones in air-conditioned buildings such as the one in
investigation [155].
Metabolic activity was considered constant throughout the year. People in offices
work mostly in a sitting position and, as a result, the metabolic activity can be approx-
imated to 70W/m2 (i.e. 1.2 met) according to ASHRAE. Clothing isolation is set to
be dependable of the Season, being 1 clo for the heating season and 0.5 clo for cooling
season.
The occupation profiles follow the Portuguese directive for office buildings. How-
ever, Gaussian noise with 0.5σocc is added to the occupation schedules as an attempt
2https://designbuilder.co.uk/
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Figure 4.4: Hourly distributions of people occupant count per acclimatized zone.
to simulate the effects of occupation variability. σocc is the standard deviation of the
occupation profiles. The hourly distributions of people occupant count for each zone can
be depicted from Figure 4.4.
4.2.2 Timer Control strategy
The first technique to analyse is the timer controller. Fig 4.5 presents the thermal re-
sponse of the building on a Winter design day (17th of January) representing the coldest
day observed in the weather database provided (1.6oC at 7:00). From the top, the first
two graphics represent the thermal behaviour of both acclimatized air-conditioned zones:
Room and Hall, respectively. The third graphic graph presents depicts the electricity
demand of the VRF system both for cooling and heating loads. The bottom graph,
highlights the Percentage of People Dissatisfied (PPD) for both zones, for occupations
over 10% of the maximum people observed. The limits for comfort are ideally 10% and
limited to 25%, and are represented as green and red lines, respectively. Such limits
represent the PMV acceptable zone of approximately 0.5 (neutral) and 1 (expanded),
respectively [65].
As it can be seen, the temperature inside the building takes two and a half hours
to reach the set-point of 20oC at the Hall, whereas the time to reach that same set-
point in the Room is slightly above one hour. Such difference might be associated with
the volumetric difference between each zone, since the HVAC system is the same for
both cases. Accordingly, since temperature influences the comfort, the PPD in the Hall
only reaches a satisfactory level, three hours after the set-points are altered. The Room’s
thermal comfort threshold is guaranteed after two hours. In both zones the PPD remains
unchanged throughout the period of the day with occupation (above 10%) with a mean
value of 21.5%. Overall, the mean PPD for the whole building during occupied hours is
23.79% which is lower than the defined threshold. However, the mean PPD at the Hall
alone reaches 27.72%, 2.72% above the desired limit of 25%. Another comfort metric
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Figure 4.5: Energy performance of Timer Control (TC) strategy for Winter design day.
employed in this analysis is the accumulated people dissatisfied (APD). This metric can
be viewed as a weighted PPD, calculated by multiplying the Predicted Percentage of
Dissatisfied by the people present in each zone, Pcount:
APD = PPD · Pcount (4.2.1)
This value, however, has to be interpreted as a statistical metric since PPD is a
statistical value itself. Nevertheless, it can be a helpful index for the magnitude of the
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dissatisfaction due to air-conditioning.
The observed peak electricity demand from the VRF system due to heating was
4329.9 W at 7:00, and the total energy consumption of the represented period was
32318.2 Wh. The specific energy consumption was 152.5 Wh/m2 for the period of 24h
of the coldest day of the year. Table 4.3 summarizes the energy performance results of
the reference case-study using Timer Controller for the Winter design day.
The simulation of Summer design day (22nd August) was carried out using the same
control strategy as with Winter design day and it can be depicted from Fig. 4.6. Comfort
is guaranteed throughout all occupied hours of the day, being the highest PPD equal
to 20% and it was observed at the Hall. The average PPD for the whole building is
9.24%, which represents a PMV of approximately 0.45, meaning that thermal sensation
is close to neutral. ASHRAE 55 standard sets 10 % as the acceptable PPD comfort
limit. However, the design characteristics of limiting the temperature set-point as 20oC
for heating does not allow for such comfort levels. Overall, people should perceive the
inner environment as more comfortable during Summer days, than during Winter.
The peak power demand observed was 4385W at 15:00, while the total energy con-
sumption for the observed day was 24420Wh. Energy and comfort criteria for both
design days and the whole year simulation are summarized in Table 4.3.
Table 4.3: Energy and comfort performance of the reference case-study using Timer
Controller for the Winter design day.
Metric Winter day Summer day Year
Accumulated people dissatisfied 50 15 9683
Percentage of PPD >25% 20.83 % 0 % 20.02 %
PPD 25.788 % 9.24 % 21.34 %
PPD @ Room 23.86% 8.97% 18.80 %
PPD @ Hall 27.72 % 9.50% 23.82 %
Peak electricity demand 4330 W 4264 W 4330 W
Energy Consumption 32318 Wh 27924 Wh 2818.995 kWh
Specific energy consumption 155 Wh/m2 134 Wh/m2 13.80 kWh/m2
4.2.3 Early Switch-Off strategy
The thermal behaviour of the building under the Early-Off scheduling is very similar
to the one observed with the Timer Control. Nevertheless, a few differences observe
mainly in what concerns the last couple of occupied hours of the day should be pointed
out. As it can be observed in Fig. 4.7, the PPD limit of 25% is violated during the last
hours of the working day, since the earlier temperature set-point changes to the set-back
temperature of 12oC. Thus, a rise of 16.67% of the percentage of hours outside comfort
limits was observed in this case when comparing it to TC scheduling.
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Figure 4.6: Energy performance simulation of Timer Control (TC) strategy for Summer
design day.
On the other hand, it can be observed a reduction of the electricity demand and a
respective reduction of the energy consumption on that last couple of hours, as it can be
depicted by comparing Fig. 4.5 with 4.7. This variation accounts for a reduction of 7.96%
of energy consumption of the Winter design day, summing up an energy consumption of
29747.2 Wh.
Summer design day shows strong similarity with the TC strategy in terms of comfort
levels. There were no violations of the comfort limit imposed, and the overall PPD was
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Figure 4.7: Energy performance of Early switch-Off (EO) strategy for Winter design
day.
9.27%, which can be considered approximately the same as the one observed with TC.
The major difference observed is the peak electricity demand, which is higher than with
TC, but having an overall energy consumption lower than the first strategy studied. It
seems that although a global reduction on the energy consumption is observed the peak
power demands increases. The whole year, the design days energy consumption and the
comfort levels are summarized on Table 4.4.
104 4.Results
Table 4.4: Energy and comfort performance of the reference case-study using Early
switch-Off strategy for the Winter design day.
Metric Winter day Summer day Year
Accumulated people dissatisfied 51 15 9629
Percentage of PPD >25% 37.5 % 0 % 20.8 %
PPD 28.1 % 9.27 % 21.25 %
PPD @ Room 25.6 % 9.06 % 18.60 %
PPD @ Hall 30.7 % 9.50 % 23.85 %
Peak electricity demand 4415.9 W 4385.4 W 4415.9 W
Energy Consumption 29747 Wh 24420 Wh 2543.297 kWh
Specific energy consumption 143 Wh/m2 117 Wh/m2 12.45 kWh/m2
4.2.4 Demand Reduction strategy
The Demand Reduction strategy is the control solution implemented that presents
the lower energy consumption, throughout the entire year analysed. The annual energy
consumption is 18.6% lower than with the TC strategy, and less 11.6% than with the EO
one. However, the peak electricity demand is 5833.9 W, a result that is higher than the
ones obtained with the other strategies analysed. The energy reduction observed comes
at the expense of comfort, as it can be depicted from 4.9. It was observed that with this
control strategy the violations of the comfort limit increased 50% when compared with
TC strategy, and more 33.3 % than the EO. The inner environment is characterized with
a PPD equal to 41.5%, i.e. a PMV of approximately -1.5. All information can be seen
in detail on Table 4.5.
The summer season presents similar results when the results are compared with
the other controlling strategies analysed, since there were no violations of the comfort
limit established for entire whole day. It could therefore be said that the other control
strategies and the set-points have room for improvement during the cooling season. The
thermal behaviour of the building during Summer design day is presented in Fig. 4.10.
The energy consumption for this day was 24861Wh, being the lowest of all strategies. On
the other hand, the peak demand of electricity for cooling is the highest for the whole
year, reaching 6017 W. This strategy seems to be the least effective when comparing
with the other strategies in what concerns the entire buildings dynamics. Moreover,
the comfort levels reach values far from the acceptable limit. If the main purpose of
a HVAC system is to provide comfort to the occupants of a building, DR has clearly
failed its purpose during the heating season, presenting an average PPD of 41.5%. This
comfort level represents a PMV of -1.3 which means that the occupants are likely to feel
between slightly cool and cold, according to the Fanger’s Predicted Mean Vote thermal
sensation scale [38]. However, a combination of this strategy for the cooling season
with another strategy for the heating season could represent an acceptable compromise
between energy consumption and comfort.
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Figure 4.8: Energy performance simulation of Early switch-Off (EO) strategy for Sum-
mer design day.
Considering the whole year performance, Early switch-Off strategy seems to be a
good compromise between the three controlling strategies presented, corroborating the
results from Garnier et al. [29]. On the one hand, the comfort levels of this strategy
are similar to the best solution regarding comfort which is the Timer Control, hence
presenting higher comfort levels than the Demand Reduction controlling strategy. On
another hand, the energy consumption is lower than on TC, while resulting on a higher
energy demand than on DR strategy. It could therefore be said, that the Early switch-
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Figure 4.9: Energy performance of Demand Reduction (DR) strategy for Winter design
day.
Off strategy is more relevant environmentally and economically than the Timer Control
and, it what concerns the heating season, it is more useful than the Demand Reduction
for providing occupants with an environment of acceptable thermal comfort levels.
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Figure 4.10: Energy performance simulation of Demand Reduction(DR) strategy for
Summer design day.
4.3 Modelling strategy results
This section focuses on presenting the results of developing data-driven models which
are surrogates of the responses of the deterministic simulator for the building presented
as the case scenario. This section follows the methodology for developing statistical and
data-driven models, presented previously, and supported by the works of Shmueli et al.
[122], and Fan et al. [79].
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Table 4.5: Energy and comfort performance of the reference case-study using Demand
Reduction strategy for the Winter design day.
Metric Winter day Summer day Year
Accumulated people dissatisfied 81 19 11334
Percentage of PPD >25% 70.67% 0 % 30.90 %
PPD 41.5 % 12.59 % % 24.76 %
PPD @ Room 35.64 % 13.31 % 24.76 %
PPD @ Hall 47.37 % 11.87 % 28.01 %
Peak electricity demand 5833 W 6017 W 6017 W
Energy Consumption 26293 Wh 24861 Wh 2554.835 kWh
Specific energy consumption per m2 127 Wh/m2 120 Wh/m2 12.5 kWh/m2
As previously referred, the goal lies in the development of accurate models of the
building thermal response to the endogenous and exogenous variables to enable the
integration of an on-line optimization process which is part of the supervisory predictive
control strategy.
Data has been collected by running the simulations presented previously and applying
the non-predictive conventional controlling strategies. The latter provided the means to
gather the initial database, that will serve the surrogate modelling presented in this
section. However, this database is expected to be updated with new sample points
every time a co-simulation process of EnergyPlusand the supervisory predictive control
occurs. If the new data induces unexpected model mismatching, the surrogate model is
expected to be retrained to learn the new data-points.
The preparation of data for the modelling and the exploratory data analysis are
combined in one section which focuses on the variables dependence with each other, and
their transient dependence given the building energy system dynamics.
The choice of variables is presented via the feature selection methods and algorithms,
where the importance of the available variables for modelling the building case-study is
investigated.
The choice of methods has been accomplished through the literature review. The
models resulting by the machine learning training are compared based on their capability
to predict the building state accurately, and the best models are selected in order to
include the optimization process inherent to the supervisory predictive control.
4.3.1 Data Collection
The database comprising the simulations of the HVAC controlling solutions listed
in the previous section is here referred to as Reference database. The first surrogate
models, here called base-models, are trained using these referred simulations alone. It
is only after the first simulations of the supervisory predictive control that the database
will start accumulating data resulting from the optimization routines. The investigation
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of the effects of such data in the predictive performance of the data-driven surrogate
models is discussed later in this section.
The Reference database summed the equivalent of three years of data, one for each
control solution. Thus, a total of 35040 samples were provided by EnergyPlus, since
results were delivered hourly (8760 h/year).
Simulation results are time indexed, meaning that each sample contained in the
database represents the data gathered during a simulated time interval. The variables
selected for the development of this database are represented on Table 4.6. Recall that
variables are divided in three groups depending on their role in this methodology:
 Control variables, ut, which accommodate all variables allowing for manipula-
tion, such as HVAC temperature set-points;
 Disturbance variables, xt, which contain the information regarding system dis-
turbances which are uncontrollable, namely, weather data, and occupation;
 Output variables, yt, which reflect the output response of building’s energy
system to the values of the previously referred variables. Usually, these outputs can
include energy consumption, occupants’ comfort, interior environment variables.
Table 4.6: Description of Inputs/Outputs and exogenous variables related to one zone
of the building.
Group Description Units
ut Heating Temperature Set-point
oC
ut Cooling Temperature Set-point
oC
xt Outdoor Air Drybulb Temperature
oC
xt Horizontal Infrared Radiation Rate per Area W/m
2
xt Outdoor Air Relative Humidity [%]
xt Zone People Occupant Count [–]
yt VRF Heat Pump Cooling Electricity Demand [kWh]
yt VRF Heat Pump Heating Electricity Demand [kWh]
yt Zone Thermal Comfort Fanger Model PPD [%]
yt Zone Air Temperature [
oC]
The goal of this chapter is to deliver the most robust data-driven and predictive
models of the outputs referred in Table 4.6, using as inputs the variables present in the
same table. Note that two of the outputs are dependent of each zone of the building, so
in total six models should be developed:
 One predictive model of electricity demand of VRF due to heating;
 One predictive model of electricity demand of VRF due to cooling;
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 Two predictive models of PPD. One for each zone of the building;
 Two predictive models of temperature inside of each zone.
Data division is mandatory for helping to avoid over optimistic error assessments
and consequent over-fitting of the referred models. The approach here envisaged to data
division follows a combination of the 10-fold cross-validation approach, and the parti-
tioning proposed by Hastie et al. [147]. That is to say, 25 of data is reserved for test
error assessment and the remainder 75% are employed for conducting the exploratory
data analysis, feature selection, and the 10-fold cross-validation for model both archi-
tecture selection, and error validation. A final error validation will be performed using
the reserved 25% of data.
4.3.2 Exploratory data analysis and data preparation
Data preparation and exploratory data analysis (EDA) are key initial steps in prepar-
ing data for a predictive modelling strategy [130]. It consists of summarizing the data
numerically and graphically, reducing its dimension, and preparing it for the more formal
training step. EDA can be employed either to capture relationships between variables,
which might be unknown, or to sustain theoretically specified causal relationships [122].
The main goal of this section is to assist in the understanding of the inherent character-
istics of data and to sustain the pre-selection of input variables relevant for modelling.
The discussion on lagged variables to include the transient response of buildings in the
models will be held further ahead. In EDA data visualization is of utmost importance
and that can accomplished from Figure 4.11, where the distribution plots of the output
variables are presented. As expected, the power related variables have an exponential
type of distribution, containing in its majority zero, or close to zero values. The skew-
ness of these distributions represents a significant limitation in the development of linear
regression models because the weight of zeros is considerably higher than other values
and the training process would favour the reduction of the errors related to predicting
zeros. Usually, feature transformations can be used to modify such behaviour. One
example is to perform a log transformation of data to approximate distribution to a
quasi-Gaussian. Another possibility, especially used for classification modelling, is to
use sampling methods for imbalanced learning [156].
However, the latter solution still lacks robust solutions for regression models, and the
former does not guarantee yielding of robust models. Moreover, the zero values shown in
such distributions are likely to have considerable differences of origin, increasing greatly
the task of balancing the output without compromising the other variables and the
regression task itself [156]. Power demand variables can equal zero for many different
configurations of input variables (Table 4.6), ), depending on the precedent energy state
of the building. The remainder output variables, especially the temperature inside the
building zones, follow a close-to-Gaussian distribution. In what concerns this modelling
task, a normalization of the variables will be carried out, since the modelling techniques
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Figure 4.11: Distributions of output variables.
selected for training, especially SVR and ANN, require variables to be of commensurate
scales, as previously discussed. The data provided to the Random Forest models will be
also normalized. Moreover, providing the same training data to all models is expected
to standardize the selection task [91].
Normalization can be computed by subtracting means and dividing by standard
deviations extracted from the training set. The most common and robust approach to
normalize variables is by applying Eq. 4.3.1.
υ′i =
υi − µυi
συi
(4.3.1)
where υi is the sample value of the i
th variable, µυi is variable’s mean, συi is the
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Table 4.7: Variables statistical summary.
Variable Mean Std Min 25% 50% 75% Max
Cooling Temp. SP (oC) 27.01 1.506 24 25 28 28 28
Heating Temp. SP (oC) 14.45 3.690 12 12 12 20 20
Temp out (oC) 14.79 6.181 1.242 10.25 14.3 18.87 33.29
H.Radiation (W/m2) 343.5 28.71 263 323.4 341.7 361.8 455.83
Relative Hum. out. (%) 78.42 14.78 28.58 67.75 80.17 91.17 98
People Count Room 1.563 2.154 0 0 0.2992 3.026 7.0785
People Count Hall 3.365 4.642 0 0 0.6494 6.510 15.039
Heating Power Demand (W) 173.0 663.5 0 0 0 0 5833.9
Cooling Power Demand (W) 136.9 538.12 0 0 0 0 6017.1
PPD Room (%) 34.05 29.47 5.005 9.019 21.27 54.81 99.999
PPD Hall (%) 40.54 31.47 5.001 12.79 28.79 68.99 99.999
Temperature in Room (oC) 20.97 3.608 11.18 18.55 21.52 23.68 28.628
Temperature in Hall (oC) 20.31 3.813 10.920 17.54 20.96 23.17 28.686
standard deviation, and υ′i the normalized variable value, for each variable present on
Table 4.6.
Table 4.7 summarizes the statistical characteristics of the variables at play.
4.3.3 Input correlation analysis
The first inputs considered to develop the surrogate models are the disturbances and
the control variables referred to on Table 4.6. In the development of data-driven models
it is important to investigate the correlation between input variables and to remove those
highly correlated. The training process of a model will enable the distribution of the
correlated inputs, leading to a misinterpretation of the real importance of each variable
and multicollinearity between variables [132, 142]. The problem of multicollinearity is not
known for having a negative impact on the predictive reliability of a data-driven model.
However, it is known for affecting the sensitivity of the model regarding individual input
variables. Although the models produced may be of useful predictive capability, the
influence of the control and disturbance variables on the object of prediction may not
be mirrored. Figure 4.12 shows the Pearson linear correlation (ρ) between each pair of
possible inputs, being 1 perfectly correlated, 0 no linear correlation, and -1 perfectly
inversely correlated.
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Figure 4.12: Pearson correlation of input variables (controllable and uncontrolable).
As it can be depicted, and expected, the control variables (Heating and Cooling
temperature set-points) are perfectly inversely correlated on the Reference data. This
behaviour should be expected because the upper and lower temperature set-points vary
simultaneously every time there is a change in the temperature control. Moreover,
temperatures set-points are correlated between zones. Other expected highly correlated
inputs are the Horizontal Radiation, Outside Air Temperature, inner Air Temperature
and People Occupant count of both zones. Since the correlation coefficient is 0.8, these
variables are not as problematic as those from the control variables. Ideally, the input
variables showing high multicollinearity would be linearly mapped into a single variable
using, for example, the method of Principal Component Analysis in order to reduce
the dimension and complexity of the model. However, such method would reduce the
possibility of using the proposed supervisory predictive control because the singularity
of each variables would be lost. This phenomenon is expected to lead the optimization
algorithm to converge to control decisions which are not well mapped in the domain of
operation since the influence of each control variable individually will not be mapped
by the model. Thus, this re-sampling strategy using these new data points selected by
the optimization algorithm is expected to decrease such multicollinearity and improve
models robustness.
4.3.4 Time-dependency analysis
The employment of Auto-Correlation Function (ACF) and Partial Auto-Correlation
Function (PACF) was carried out on the six output variables under study to create a
pool of candidate inputs showing time-dependency. Commonly, these tools are used for
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time series modelling to identify repeating patterns and select auto-regressive inputs for
modelling. Whereas ACF is the linear dependence of a variable with itself at two points
in time, PACF is the autocorrelation between two points in time without considering the
linear dependence of observations between these same two points in time [79]. In this
section, ACF and PACF functions help to study the autocorrelation of output variables
and, therefore, to understand the time-dependency of each output to its precedent value.
The goal is to investigate the possible usefulness of considering lagged variables as inputs
to the predictive models. The ACF and PACF analysis help investigating the time-
dependency of hourly electricity demand for both cooling and heating, of PPD and inside
temperature for both zones. All the input variables which have significant time-lags
correlations should also include the pool of candidate predictors for later investigation
of relevant features. This study sets 10% of the significance level for consideration and
24h as the maximum time-lag.
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(a) ACF analysis.
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(b) PACF analysis.
Figure 4.13: Auto-correlation analysis for heating electricity demand.
Figure 4.13a) shows the auto-correlation of the values of heating electricity demand.
The decay of ACF in function to the time-lag suggests a somewhat local non-stationary
behaviour, i.e. the past values of power demand are somewhat important to predict the
current time-step [157, 123]. In a moving average model (MA), the relevant number
of lagged values would be six because it is the last value before the defined cut-off of
significance level represented as grey dashed lines. The partial autocorrelation analysis
from Fig. 4.13 shows a less time dependency than on the ACF, proposing a time-lag
limit of two lags. Hence, in this study, all the variables with a time lag of up to 2 hours
(t-l...t-2) are included in the input candidate pool for modelling the heating electricity
demand, from which the next task of feature selection is used to draw the most relevant
inputs.
Both analyses show a strong correlation between electricity demand on time t and
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Table 4.8: Pool of variables considered for variable selection task of modelling Heating
Power Demand, and Inside Temperature in both zones, according to ACF and
PACF analysis.
Group Variable Lags:
[t− ki, ..., t− kf ]
ut Heating Temp. SP (both zones) [t− 0, ..., t− 2]
ut Cooling Temp. SP (both zones) [t− 0, ..., t− 2]
xt Outdoor Air Drybulb Temperature [t− 0, ..., t− 2]
xt Horizontal Radiation Rate [t− 0, ..., t− 2]
xt Outdoor Air Relative Humidity [t− 0, ..., t− 2]
xt Zone People Occupant Count (both zones) [t− 0, ..., t− 2]
yt Heating Power Demand [t− 1, t− 2]
yt Cooling Power Demand [t− 1, t− 2]
yt Predicted Percentage of Dissatisfied (both zones) [t− 1, t− 2]
yt Inside Air Drybulb Temperature (both zones) [t− 1, t− 2]
its lagged values close to 24h. The main reason for this behaviour might be due to the
repetition of daily patterns. Despite the fact that time-lags of t − 13 and from t − 21
to t24 are in the acceptable range of significance level, these variables are discarded
to avoid the development of models too slow to respond to new changes imposed by
the predictive control. As a result, this study gathers a pool of inputs summing up 39
variables in total, as it is presented on Table 4.8.
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(b) PACF analysis.
Figure 4.14: Auto-correlation analysis for cooling electricity demand.
Cooling electricity demand auto-correlation analysis suggests lagged variables from
t− 1 to t− 4. Figure 4.14 (a) presents the auto-correlation of cooling electricity demand
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Table 4.9: Pool of variables considered for variable selection task of modelling Cool-
ing Power Demand, and Predicted Percentage of Dissatisfied in both zones,
according to ACF and PACF analysis.
Group Variable Lags:
[t− ki, ..., t− kf ]
ut Heating Temp. SP (both zones) [t− 0, ..., t− 4]
ut Cooling Temp. SP (both zones) [t− 0, ..., t− 4]
xt Outdoor Air Drybulb Temperature [t− 0, ..., t− 4]
xt Horizontal Radiation Rate [t− 0, ..., t− 4]
xt Outdoor Air Relative Humidity [t− 0, ..., t− 4]
xt Zone People Occupant Count (both zones) [t− 0, ..., t− 4]
yt Heating Power Demand [t− 1, t− 4]
yt Cooling Power Demand [t− 1, t− 4]
yt Predicted Percentage of Dissatisfied (both zones) [t− 1, t− 4]
yt Inside Air Drybulb Temperature (both zones) [t− 1, t− 4]
with a slow decaying ACF suggesting a non-stationary behaviour similar to the one of
heating electricity demand. Moreover, this analysis also suggests a periodic event by the
rise of the correlation between values close to 24h. This pattern can be observed on all
variables assessed in this time-dependency analysis. The analysis of the PACF in Figure
4.14(b) exhibits an exponential decay pattern of the partial auto-correlation values. The
cut-off limit for considering lagged variables of the output in an auto-regressive model is
crossed after lag four. It means that a data-driven model specialized on predicting the
cooling electricity demand of the current building, should consider the lagged variables
from t− 1 to t− 4. Therefore, the candidate input pool to consider in the following task
of variable selection has 69 variables in total, summarized on Table 4.9
Figures 4.15 (b and d)exhibit a similar decay of the partial auto-correlation values
for PPD values for the Room, when comparing to the other variables. There is a strong
inverse partial autocorrelation in time-lag of t−2 which indicates an inverse proportion-
ality of each time step with its odd pair, a common behaviour of slow systems having
feedback control such as HVAC systems. The cut-off limit was crossed at the third lag,
being crossed again at lag equals four, suggesting a higher non-linear relationship than
with its precedent time-steps. Thus, the development of a data-driven model for pre-
dicting the PPD should consider lagged variables up to t− 4. Table 4.9 summarizes the
initial variables to consider for the development PPD predictive model of both zones.
All these models have 59 variables in total along with the modelling of Cooling Power
Demand.
The behaviour of ACF of PPD from Figures 4.15(a and c) show a very strong linear
dependency between all the lags studied, and the same behaviour is shown as well in
the ACF analyses of Inside Drybulb Temperature of both zones in Figure 4.16. ACF
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(a) ACF analysis, PPD Room.
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(b) PACF analysis, PPD Room.
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(c) ACF analysis, PPD Hall.
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(d) PACF analysis, PPD Hall.
Figure 4.15: Auto-correlation analysis for Predicted Percentage of Dissatisfied (PPD)
for Room and Hall.
values decay very slowly and autocorrelations are rather significant after long lags. This
behaviour is characteristic of non-stationary time series with daily periodic events [123].
Besides the fact that inside Drybulb Temperature and PPD present very similar ACF
results, the partial autocorrelation plots of Inside Drybulb Temperature show a steeper
decrease than PPD for the same lags, suggesting a lag limit of t− 2. Thus, the pool of
variables selected for modelling the inside Drybulb Temperature are the same as those
for the heating power demand, summarized on Table 4.8.
These analyses conclude the Exploratory Data Analysis and the pre-selection of
input variables candidates for delivering the surrogate models for each of the considered
outputs. Although some of these variables belong to groups that refer to controls and
outputs, once they belong to the past, they can be used as information for predicting
future trends; i.e. previous outputs and control variables can be used as inputs.
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(a) ACF analysis, Temperature Room.
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(b) PACF analysis, Temperature Room.
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(c) ACF analysis, Temperature Hall.
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(d) PACF analysis, Temperature Hall.
Figure 4.16: Auto-correlation analysis for Air Drybulb Temperature for Room and Hall.
4.3.5 Feature Selection
As referred previously, there are two main approaches to feature selection algorithms:
filter methods, and wrapper methods. The input variables under investigation are the
control and disturbance variables and their lagged versions, and the lagged versions of
the output variables. For each output there is a different number of variables to assess,
considering the results of the time dependency study, carried out previously.
The first feature selection employed in this investigation is the F-Test, which delivers
the linear influence of each feature to the output. The non-linear influence of the inputs
on the outputs is mapped by the mutual information score. Each input variable is
ranked according to its importance to the output under investigation. The five least
significant variables identified by each of the ranking methods are intersected and the
resulting inputs are discarded to reduce the complexity of the initial model involved in
the following and more computational intensive feature selection method – Recursive
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Feature Elimination.
4.3.6 Filter methods - F-test and Mutual Information
The linear dependency of heating power demand with the proposed 33 variables from
Table 4.8 can be depicted from Figure 4.17 (a), while the non-linear importance ranking
through Mutual Information score is depicted in Figure 4.17 (b).
Codes Z1 and Z2 in the variable names represent zones Room and Hall, respectively;
and the suffix t0k, where k = 1, 2 represents the lag t− k.
H
e
a
t_
e
_t
0
1
H
e
a
t_
e
_t
0
2
C
o
o
l_
T
S
e
t_
Z
1
C
o
o
l_
T
S
e
t_
Z
2
H
e
a
t_
T
S
e
t_
Z
1
H
e
a
t_
T
S
e
t_
Z
2
T
e
m
p
_o
u
t_
t0
2
T
e
m
p
_o
u
t_
t0
1
T
e
m
p
_o
u
t
H
R
_t
0
1
H
R
H
R
_t
0
2
T
e
m
p
_i
n
_Z
1
_t
0
2
T
e
m
p
_i
n
_Z
2
_t
0
2
H
u
m
_o
u
t_
t0
2
P
P
D
_F
a
n
g
_Z
1
_t
0
2
P
P
D
_F
a
n
g
_Z
2
_t
0
2
H
u
m
_o
u
t_
t0
1
H
u
m
_o
u
t
H
e
a
t_
T
S
e
t_
Z
2
_t
0
1
H
e
a
t_
T
S
e
t_
Z
1
_t
0
1
C
o
o
l_
T
S
e
t_
Z
1
_t
0
1
C
o
o
l_
T
S
e
t_
Z
2
_t
0
1
T
e
m
p
_i
n
_Z
1
_t
0
1
P
P
D
_F
a
n
g
_Z
1
_t
0
1
P
P
D
_F
a
n
g
_Z
2
_t
0
1
T
e
m
p
_i
n
_Z
2
_t
0
1
P
_c
o
u
n
t_
Z
1
_t
0
2
P
_c
o
u
n
t_
Z
2
_t
0
2
C
o
o
l_
e
_t
0
1
C
o
o
l_
e
_t
0
2
P
_c
o
u
n
t_
Z
1
_t
0
1
Feature name
0.0
0.2
0.4
0.6
0.8
1.0
F-
T
e
st
 s
co
re
(a) F-test - Heating Power Demand.
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(b) MI - Heating Power Demand.
Figure 4.17: Top 30 features for modelling Heating Power Demand according to scoring
by (a) F-test and (b) Mutual Information.
As it can be depicted from the ranking of inputs importance from both methods, the
two most significant variables selected are the first and second lagged versions (t − 1,
t− 2) of the output variable under study (Heat e t01, Heat e t02 ), corroborating auto-
correlation analysis results. On the other hand, the non-linear dependency mirrored
by the MI method shows that the following variables in both rankings are not the
concordant. F-test ranks as third and fourth Cool TSet Z1 and Cool TSet Z2 that
represent the cooling temperature set-point for the Room and Hall, respectively. The
third classification according to the MI ranks is the lagged output of inside temperature
in Hall (Temp in Z2 t01 ), followed by PPD for the Hall. The reflection of the multi-
collinearity between heating and cooling temperature set-points depicted in the inputs
cross-correlation analysis of previous section 3.2.3 is mirrored here by the F-test rank-
ing, where, unexpectedly, the temperature set-point for cooling is more important to the
heating power demand prediction than the temperature set-point for heating. This ob-
servation reinforces the need for combining various methods for assessing the importance
of features.
Accordingly, from the initial group of 39 variables (Table 4.8), only two variables
resulted from the intersection of both methods, being discarded for subsequent analysis.
These variables are the cooling temperature set-points of Room and Hall for the time
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lag of t− 2.
Figure 4.18 presents the top 30 features importance ranking related to the predicting
cooling power demand.
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(a) F-test - Cooling Power Demand.
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(b) MI - Cooling Power Demand.
Figure 4.18: Top 30 features for modelling Cooling Power Demand according to scoring
by (a) F-test and (b) Mutual Information.
Similarly to heating power demand analysis, the most important variable for the mod-
elling of the cooling power demand is its first lagged version from the previous time-step
(Cool e t01 ), corroborating the information gathered on the auto-correlation analysis.
Later, it will be seen that this behaviour is generalized to all the output variables present
in this study. However, the second position in the top features differ between the F-test
and Mutual Information. As it can be depicted by comparing Figures 4.18 (a) and (b)
the second most important feature is the Outside Drybulb Air Temperature (Temp out).
Moreover, it seems that the temperature inside the building plays an important role in
mapping the energy due to cooling. This phenomenon is only non-linearly supported
since the F-test has not mirrored such characteristic. From the preliminary feature selec-
tion of 69 variables from Table 4.9, only 64 were selected, meaning that the intersection
of the drop-out results from F-test and mutual information ranking have had a perfect
match in choosing the least relevant features to include in the training.
The linear and non-linear dependencies of PPD for both zones are ranked and can be
depicted from Figure 4.19. The auto-regressive dependence is again mirrored by F-Test
results. Moreover, the first lagged version of the PPD of one zone is the second most
important variable for predicting the PPD of the other zone, showing a strong correlation
between thermal characteristics between zones. Another interesting fact is the lack of
representation of variables having no time-lags in the top 30 features, showing the slow
response of the building inner environment to all disturbances and controls due to its
inertia.
As it can be seen by analysing PPD’s F-test rankings, the Horizontal Radiation
Rate (HR) is the first variable appearing in the ranking of PPD Room, showing that
the effects of solar gains on people’s comfort are reflected instantaneously in this zone.
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(a) F-test - PPD Room.
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(b) MI - PPD Room.
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(c) F-test - PPD Hall.
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(d) MI - PPD Hall.
Figure 4.19: Top 30 features for modelling Predicted Percentage of Dissatisfied for the
Room (a, b), and the Hall(c,d), according to scoring by F-test and Mutual Information,
respectively.
Please recall building design presented in Fig. 4.2. The Room is the only division of
the building having windows facing south. Hence, this design characteristic might be
an explanation to why the positions of Horizontal Radiation Rate (HR) and Drybulb
Outside Air Temperature (Temp out) appear swapped in the Hall since this zone has not
a significant solar exposure as the Room. However, this ranking behaviour is not observed
in the MI score ranking, where outside temperature appears before the radiation rate.
Nevertheless, both variables appear to be the most relevant climate disturbances to the
prediction of PPD.
The feature selection for both outputs have dismissed the lagged heating power de-
mand for time t− 4. Only the filters results of PPD for the Room show the rejection of
the lag t−3 of the heating power demand. Thus, the pool of inputs for conducting RFE
changed from 69 to 67, and to 68, for PPD for the Room and for the Hall, respectively.
Besides the fact that the number of initial variables on the analysis of Inside Drybulb
Air Temperature is considerably lower than with the case of PPD, it shows similar
results, in the sense that the higher ranked variables are related to inside environmental
conditions (temperature, and PPD). Moreover, the number of variables dismissed are
122 4.Results
the same: 2 for the Room temperature; and 1 for Hall temperature. Similarly, the
variables to drop-out are the heating and cooling power demand of the time-lag t−2 for
the modelling of inside temperature in the Room, and the cooling power demand of the
time-lag t− 2 for inside temperature in the Hall.
The major difference encountered between the analysis of PPD and inside temper-
ature is that in the latter case, the first variables are the same in both studies (F-test
and MI) for each zone, showing both the autocorrelation significance as well as the slow
response of the inside temperature to external or internal disturbances.
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(a) F-test - Drybulb inside air temp. in Room.
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(b) MI - Drybulb inside air temp. in Room.
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(c) F-test - Drybulb inside air temp. in Hall.
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(d) MI - Drybulb inside air temp. in Hall.
Figure 4.20: Top 30 features for modelling Predicted Percentage of Dissatisfied for the
Room (a, b), and the Hall(c,d), according to scoring by F-test and Mutual Information,
respectively.
Having finished the investigation of the first method of feature selection through
filters importance of inputs, it may be concluded that it is advisable that combined
methods are employed in such type of methodologies to avoid biased decisions. Moreover,
besides the fact that it is relevant to investigate the importance of each variable to the
output under investigation, this type of analyses convey no information regarding the
effectiveness of models which are to be created.
The variable importance investigation conducted, yielded a smaller group of variables
to be subjected to the recursive feature elimination. The latter will be presented in the
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following section.
4.3.7 Wrapper method - RFE
Wrapper methods are used to select the subset of features based on the variables
influence on the predictive performance of a selected model. In this thesis, the criterion
used for this analysis is the coefficient of determination, R2, which is computed by
equation 4.3.2 as the ratio of the explained variance to the total variance:
R2 = 1−
∑
i(yˆi − y¯)2∑
i(yi − y¯)2
(4.3.2)
The modelling algorithm selected for conducting this analysis is the Random Forests
algorithm. Its mathematical convenience is evident since at the same time the model is
trained, an embedded feature importance metric is provided, reducing the computational
effort of this assessment [91, 79].
The wrapper method used is the recursive features elimination algorithm (RFE),
combining greedy search with backward selection method. This configuration often
leads to better prediction performances of the resulting models than other methods
[140, 138, 141, 79].
First, the model is trained using all available input variables, computing a 10-fold
cross validation error score for delivering a robust assessment of the validation error.
The process can be described as it follows:
1. Sort variables according to its importance by computing the reduction of variance
on the predictions for each input. The latter is carried out for each of the ten
created models [91];
2. Eliminate the two least important inputs of the whole group of models;
3. Retrain the random forest;
4. Compare cross validation R2 of the combination of the last model with the previ-
ously trained one.
5. Repeat steps 1 to 4 till the remainder number of inputs is indivisible.
The results of the process of Recursive Feature Elimination for the six models needed
are presented in Figure 4.21, and summarized on Table 4.10.
As it can be depicted, all models allow for the reduction of the number of features,
not only without compromising its predictive performance, but simultaneously improving
their cross-validation score. Moreover, besides the case of modelling the cooling power
demand, most of the models show a generalized lack of sensitivity towards the number
of features selected, exhibiting a cross-validation coefficient of determination (R2) 90%,
when using at least the five most important inputs.
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Figure 4.21: Recursive Feature Elimination for all the output varibles subjected to
modelling.
The optimal number of features gathered on the RFE process for Heating Demand
Power was 16. As summarized on Table 4.10, the Halls cooling temperature set-point
seems to be overrated comparing to the heating temperature set-point, which could be
expected to represent a more substantial role in the determination of the energy demand,
mainly concerning to heating. This behaviour might be attributed to the multicollinear-
ity previously identified between both of these variables. A similar response, which might
share the same explanation, is presented on the results of Inside Air Drybulb Tempera-
ture in the Hall. Unexpectedly, the t-2 lag of the Zone People Occupants Count for the
Room is more relevant than the same variable for the Hall. In order to solve such issues,
the re-sampling strategy presented previously was proposed.
Modelling the energy demand for cooling is not only the one having the lowest coef-
ficient of determination found, but also the one showing the highest sensitivity towards
a larger number of input variables. The maximum advisable number of input features
is 11, being Zone People Count in the Hall and Inside Air Temperature in the Hall
the only variables requiring a time-lag over t-2. Recall that during the study of the
auto-correlation it was concluded that the Cooling Power Demand was exhibiting a time
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dependence of t-4. Moreover, by inspecting Table 4.10 it might be said that the power
demand lagged versions are the least important variables of the whole pool of input
candidates.
The modelling of PPD for both zones shows a saturation of the accuracy score around
ten variables, being the lowest registeredR2 above 90% with only two features. These two
features are the PPD values of the Room and Hall of the previous time-step Room and
Hall of the previous time-step (PPD Fang Z1 t01 and PPD Fang Z2 t01 ), emphasizing
the usefulness of the lagged variables on the modelling process. However, the best
number of features is found only with 23 and 32 features for modelling the PPD for the
Room, and Hall, respectively.
Table 4.10: Summary of the final features selected by the Recursive Feature Elimination
method. The integers in the brackets represent the lags required for the input variable
on the left. Lags = K = {ki, ..., kf}, for (t− ki), ki ∈ [0, kf ].
Input variable Predictive Models
Heat e Cool e PPD Z1 PPD Z2 Temp in Z1 Temp in Z2
Heating Temp. SP (Room) {0} {0} {0} {0} {0} {0}
Heating Temp. SP (Hall) {0} {0} {0} {0} {0} {0}
Cooling Temp. SP (Room) {0} {0} {0} {0} {0} {0}
Cooling Temp. SP (Hall) {0, 1} {0} {0} {0} {0} {0}
Outdoor Air Drybulb Temperature {0, 1, 2} {0} {0} {0, 2} {0, 2} {0, 1, 2}
Horizontal Radiation Rate {0, 1} – – {4} – –
Outdoor Air Relative Humidity – – {4} {4} – {2}
Zone People Occupant Count (Room) {0} {0} {0} {0, 1, 4} {0} {0, 1}
Zone People Occupant Count (Hall) {0} {0, 4} {0, 1, 2, 3} {0, 1, 4} {0} {0}
Heating Power Demand {1} – – {1, 3} – {1}
Cooling Power Demand – {1} – – – –
Predicted Percentage of Dissatisfied (Room) – – {1, 2, 3, 4} {1, 2, 3, 4} {1} –
Predicted Percentage of Dissatisfied (Hall) – – {1} {1, 2, 3, 4} – {1, 2}
Inside Air Drybulb Temperature (Room) {1, 2} {1, 2} {1, 2, 3, 4} {1, 2, 3, 4} {1, 2} {1, 2}
Inside Air Drybulb Temperature (Hall) {1, 2} {3} {1, 2, 3, 4} {1, 2, 3, 4} {1, 2} {1, 2}
The RFE results for the modelling of the Inside Air Drybulb Temperature for the
Hall and the Room, present similar graphical results. However, the converging solution
of both analysis show some differences worth mentioning. For instance, the number of
inputs suggested for modelling differs from 13 when modelling the inside temperature
in the Room, while 18 are required to model the Hall. Besides the increasing on the
time-lags required, it can also be depicted that the t-2 Outdoor Air Relative Humidity
and the t-1 Heating Power Demand are presented as novel inputs. This consequence
might represent a higher complexity on the modelling of the inside temperature in the
Room either by its architecture, or disturbances to which it is subjected.
It is a fact that during the analysis of the time-dependency, features were added,
increasing the complexity of the models. Nevertheless, the feature selection methodolo-
gies, especially the Recursive Feature Elimination, have helped fine tuning the variables
which are relevant for the predictive modelling process, decreasing the models’ complex-
ity and improving its accuracy. Overall, a reduction of 271 features was accomplished,
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summing up a total of 113 inputs for all the models rather than the 384 input candidates
previously selected. It can, therefore, be concluded that it is of the utmost importance
to conduct such an approach in the development off data-driven models to reduce to
complexity of models and improve their predictive capability [79].
4.3.8 Model Selection and Validation
The variables selected in the previous section were used for feeding the algorithms
for the modelling task. The architecture of each model was obtained through the opti-
mization of the hyper-parameters selected for fine tuning each algorithm. The method
employed uses the Generalized Iterative Scaling (GIS), solved by the BFGS optimization
algorithm, and implemented on the skopt API 3. Table 4.11 summarizes the resulting
architecture and error estimation for each of the models and type of the algorithms we
present further.
Table 4.11: Summary of the hyper parameter selection for all the modelling algorithms
under investigation.
Modelling algorithm
Modelled Output variable NN SVR RF
n. neurons learning rate  γ n. trees max. depth
Heating Power Demand 39 0.008299 9788 0.09904 29 89
Cooling Power Demand 15 0.01676 15 0.01676 29 89
PPD Room 96 0.009664 1893 0.08764 212 67
PPD Hall 61 0.008108 444 0.02295 90 83
Temperature in. Room 78 0.006099 1470 0.01885 649 60
Temperature in. Hall 64 0.008214 1194 0.03246 443 63
Figure 4.22 presents the error analyses of each of the algorithms selected for modelling
the Heating Power Demand:
NN: Neural Networks;
SVR: Support Vector Regression;
RF: Random Forests;
All algorithms selected have accomplished an acceptable performance in what con-
cerns learning the Reference Database (i.e. EnergyPlus resulting data from the simula-
tions of the reference case-studies analysed). Nevertheless, the Random Forest and SVR
have produced better results than the Neural Networks.
The coefficient of determination is high for all models, with values being close to 1.
RF has produced the highest score observed, showing a narrow dispersion of residuals
3skopt API is open-source and available at https://scikit-optimize.github.io/
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around the ideal values of y = yˆ (line in white, Fig. 4.22). Simultaneously, the mean
absolute error of the Random Forests cross-validation is 4.915 %, representing the lowest
of all models.
(a) Neural Network (b) Support Vector Regression (c) Random Forest
Figure 4.22: Error analysis of Heating Power Demand predictive models .
All models show a zero-centred and normal distribution of residuals. However, it
seems that both SVR and NN are slightly more prone to produce negative-valued er-
rors, whereas RF appears to be capable of avoiding such residuals, summing a higher
frequency of zero valued residuals. A possible justification for this skewness might reside
in the fact that the distribution of heating power demand data has, as expected, a high
concentration of zeros. Data-driven models have a hard time fitting to imbalanced data
because those samples that have higher representation force models to favour their error
minimization in detriment of the rest of the samples. Continuous models such as NN
and SVR are probably more prone to show this deviation of the mean value due to im-
balanced data than ensemble models such as Random Forests. The training process of
Random Forests involves a random partitioning of the features domain and assignment
of different sets of data to each of the trees, mapping more evenly the whole domain of
data [91].
The neural network model shows a closer coefficient of determination with the one
obtained with random forests. However, R2 does not constitute a particular measure
of the accuracy of predictions (recall Eq. 4.3.2), but rather a measure of unexplained
variance. Hence, Random Forests algorithm has been chosen for modelling the heating
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power demand surrogate models.
The results of modelling electricity power demand for cooling are presented in Figure
4.23. As it can be depicted, when comparing these results with the analysis of the
modelling of electricity power demand for heating, the overall mean absolute error for
all models is higher, implying worse performances than those of the previous example.
(a) Neural Network (b) Support Vector Regression (c) Random Forest
Figure 4.23: Error analysis of Cooling Power Demand predictive models .
The coefficients of determination, R2, of all algorithms are lower than those observed
on the modelling of heating power demand, meaning that models present a higher vari-
ance of residuals. Similarly, the best model regarding the coefficient of determination is
the RF.
The SVR model shows the poorest performance, reflecting heteroscedasticity towards
higher magnitudes of cooling power demand. The reason for such behaviour might reside
in the fact that the distribution of heating power demand (Fig. 4.11) is left-skewed
towards zero, making it more difficult for this model to map the higher valued cooling
power.
Nevertheless, the error distributions of all models show a rather symmetric disper-
sion of residuals. The modelling of the cooling power demand proved to be the most
cumbersome of the all six output variables presented, having the highest displayed error
estimation. The algorithm performing better regarding the error estimate is the Random
Forests algorithm, being the choice for cooling demand forecast during the optimization
of the supervisory predictive control. The error estimation is less than 10 %, with a
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mean absolute error of 10.598 +/- 1.674 W. The normalizing value used for computing
the percent error (Normalized Mean Error) is 136.9W which is the average of the Cooling
Power demand observed in the database and presented on Table 4.7.
The modelling processes of the Predicted Percentage of Dissatisfied and the zone
inside temperature show the best results of all the outputs requiring predictive models.
Figure 4.24 presents the error estimation of Rooms Predicted Percentage of Dissatisfied.
The overall coefficient of determination is very high, ranging 1.
(a) Neural Network (b) Support Vector Regression (c) Random Forest
Figure 4.24: Error analysis for model selection for surrogate model of Predicted Precen-
tage of Dissatisfied in the Room.
The most suitable model is the Support Vector Regression which exhibits a Mean
Absolute Error of 0.407 +/- 0.019 %. Since this variable is presented as a percentage,
there is no need to compute a relative error. The repeating pattern of left-skewed
residuals distributions is further exhibited in this case, with random forests showing
the most centralized distribution. Any of the presented models could have been picked
for conducting the predictions during the simulation routines since all show a good
performance. However, for coherence’s sake, SVR is selected because it enables to reach
the lowest absolute average and standard deviation of the error estimation on the test
data set. The results regarding the modelling of the Predicted Percentage of Dissatisfied
for the Hall show a close agreement with those from the Room. Thus, their performance
summary is presented on table 4.13.
The chosen model is the Support Vector Regression in agreement with the previous
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example. The nature of Support Vector Machines, proposed by Vapnik, proved to be
helpful in preventing model overfitting since it employs an estimator of the complexity
of the model versus its accuracy – the so-called structural risk minimization estimator
[158].
The modelling of the Inside Air Drybulb Temperature for both the Room and the
Hall yielded results similar to the modelling of PPD. Here, the results are presented
concerning the modelling of the inside temperature in the Room in Figure 4.25, leaving
Hall’s error investigation as the statistical summary of Table 4.13.
(a) Neural Network (b) Support Vector Regression (c) Random Forest
Figure 4.25: Error analysis for model selection for surrogate model of Inside Air Drybulb
Temperature in the Room.
As it can be depicted the resulting error distributions share the same behaviour. The
lowest R2 R2 is 0.997, observed in the NN results, representing a good fit throughout
the different algorithms. The model that best fits the results is again the SVR model,
by a slight margin of 0.005% in what concerns the RF which represents a temperature
difference of 0.001oC . Thus, it can be stated that both models have about the same
performance regarding error estimation. However, further investigation was conducted
concerning the computational cost of prediction and SVR stands out to be the fastest
of both, as presented in Table 4.12.
Predictions of 100 consecutive hours have been conducted in a closed loop of 24 hours
configuration to infer the computational cost of the prediction task for each modelling
algorithm presented. The fastest model both on the training and prediction tasks is
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Table 4.12: Mean time to learn and time to simulate 100 hours using NN, SVR, and RF,
considering a 24 hours window forecast for each simulated hour.
Algorithm Time to learn (s)
Time to Predict (s)
(24h forecast window * 100 hours)
NN 5.85 3.99
SVR 359.5 6.5
RF 126.4 21.2
the NN. However, the given error equals the double in comparison to the competitors.
The slowest model in both tests is the RF, accumulating more than 21.2 seconds which
represents more 200% the time required by SVR. Hence, SVR is our choice as modelling
algorithm for Room’s inside temperature forecast. The simulations were carried on an
i7-5600U CPU@ 2.60Ghz.
Table 4.13 summarizes the modelling algorithms investigated in this chapter, high-
lighting the reasons supporting its selection. The criteria for choosing the most suitable
models was mainly fit adequacy parameters, namely the Normalized Mean Error (NME)
and the Coefficient of Determination (R2).
The modelling algorithm performing better was the Support Vector Regression, stat-
ing its utility for conducting building energy management forecast tasks, and corrobo-
rating the results found in the literature [159, 79]. However, the Random Forest is the
algorithm standing out when the problem is more complex to solve, and the Neural
Networks are the algorithm to consider in rapid demanding of trained models.
Table 4.13: Summary of the model selection error analysis for all the modelling algo-
rithms under investigation.
Modelling algorithm
Modelled Output variable NN SVR RF
NME R2 NME R2 NME R2
Heating Power Demand 8.291% 0.993 11.570% 0.987 4.915% 0.996
Cooling Power Demand 17.839% 0.961 21.973% 0.91 8.181% 0.985
PPD Room 0.733% 0.998 0.407% 0.999 0.645% 0.998
PPD Hall 0.750% 0.998 0.508% 0.999 0.588% 0.999
Temperature in. Room 0.616% 0.997 0.335% 0.999 0.340% 0.999
Temperature in. Hall 0.451% 0.999 0.316% 0.999 0.337% 0.999
From the model selection concerning surrogate models of the reference case-study
data, it can be concluded that the modelling of environmental variables such as PPD
and inside temperature is less complex than modelling heating and cooling power de-
mands, since the error analysis of the prior variables produces distributions of residuals
of higher quality. The primary reason for these results might reside in the distributions
of output variables which show close-to-Gaussian distributions on the PPD and inside
temperature, whereas exhibiting exponential distributions on the power demand vari-
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ables. The problem of modelling highly skewed outputs in regression analysis has been
identified as a problem yet to be solved by the scientific community, as pointed out in
the recent paper from Bartosz Krawczyk [160]. This thesis highlights the necessity for
further investigation on the subject, due to its utility for the field of building energy
modelling, since building occupation patterns yield sparse and imbalanced energy data.
For example, there are more periods of non-occupation in a regular office than periods of
occupation, leading to energy consumption to be more frequently low than high, skewing
the distribution of data samples as explained in the exploratory analysis of Fig. 4.11.
Nevertheless, Random Forests algorithms proved to be more robust than Neural Net-
works and Support Vector Regression on these more cumbersome modelling problems,
showing the superiority of ensemble modelling, and allowing for the implementation of
these models in a supervisory predictive control as the one here proposed.
4.4 Supervisory Predictive Control - Implementation re-
sults
4.4.1 Optimization process implementation
The optimization process is part of the supervisory predictive control system and
can be depicted from Figure 4.26. The approach is based on eppyco – the Python
module developed for this thesis which includes the surrogate modelling process, the
on-line optimization process, and the communication server to connect all the entities
in a co-simulation implementation where EnergyPlus plays the part of a real building.
This section focuses on the optimization process required for conducting the predictive
control strategy of the building reference case-study.
The goal of the optimization process is to find the most suitable set-points for time-
step t+ 1 given:
1. the building conditions of the time-step t, namely the measured energy demand
and comfort, and the occupancy and weather data;
2. the building past thermal behaviour of time-steps from t− k to t− 1, namely the
lagged variables required by each of the surrogate models presented and summa-
rized on Table 4.10, where k is the maximum required lag.
3. the forecasted disturbances for the time-steps from t + 1 to t + N , namely the
occupation and weather variables, where N is the size of the forecast window.
As presented on the results modelling strategy section 4.3, k equals 4 hours, and the
size of forecast window, N , is six for the given case-study.
The initially proposed set-points along with the referred three data streams are sent
via the communication server to the predictive module to infer the energy demand
and the comfort for the given forecast window. The objective function computes the
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Figure 4.26: Flowchart of the optimization process in the supervisory predictive control
strategy. This approach is based on eppyco which gathers: a surrogate model, an opti-
mization algorithm, an objective function, and a communication server for managing all
data flows during co-simulation between databases, eppyco, and EnergyPlus.
fitness of such proposal, and if the results are satisfactory, these set-points are considered
optimal and are sent to EnergyPlus and the simulation continues. Otherwise, if the
computed fitness of such set-points is not suitable for the anticipated conditions of the
forecast window, then an optimization process is required for searching for new set-
points suitable for such conditions. The optimized set-points are sent to EnergyPlus
via the communication server for it to continue the simulation of the time-step t + 1.
This process is repeated for the whole simulation time, Tsim, defined on the EnergyPlus
IDF model.
For the purpose of this investigation, 8640 optimization problems were tested, cor-
responding to a total simulation period of 360 days. Although EnergyPlus was set
to perform simulations using six time-steps per hour, the optimization problems were
defined as hourly, similar to the time-step used during the modelling of the surrogate
models presented previously. These simulations serve the purpose of fine-tuning the opti-
mization parameters while performing a re-sampling of the database considering realistic
scenarios for later conducting surrogate models updates.
4.4.2 Data streams
The optimization process depicted previously on figure 4.26 refers the requirements
for three types of data streams. This section focuses on summarizing the origins of the
data used during the on-line optimization process.
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Lagged data
Lagged data is the short-term historical data required by the data-driven models to
use as input variables. This data is gathered during the simulation process and saved
in the computer’s memory so it can be promptly used by the predictive models for
subsequently building energy states. Table 4.10 has summarized the variables for each
surrogate model and as it can be seen, there are variables obtained by the simulator
EnergyPlus, such as comfort and energy demand for variables, as well as other vari-
ables that are disturbances to the thermodynamic system, namely climate variables, and
occupation rates. This section focuses on the variables originated from the response of
the building to disturbances and control.
At the beginning of any simulation using EnergyPlus, the software sets a period
of Warming up convergence, so when the simulation is properly initialized, it mirrors
the transient state of a building thermodynamic system properly, offering reliable results
and controlled inaccuracies in the loads calculation [64]. However, the data produced on
those warming up periods is not meaningful to the simulation results, so it is discarded
and not presented by EnergyPlus. Moreover, no data already gathered in a database
can be used to start a simulation process of the supervisory predictive control, because
that data are not expected to reflect the transient state of the building, giving rise
to simulation inaccuracies. Also, the lagged variables used when the eppyco module
connects to the EnergyPlus are provided by the historical database, so they do not
reflect the short-term past of the current building state.
To overcome those issues, every time the simulation process of the supervisory pre-
dictive control is initialized, another Warming up period of 24 hours is set for the co-
simulation for the sake of convergence. This convergence period should guarantee that
the lagged variables used by the surrogate models do reflect the transient state of the
building, as well as providing meaningfulness and reliability to the results obtained from
the simulation.
Disturbances Forecast
The disturbances forecast differ from the predictions made by the surrogate models
because they are subjected to the building thermodynamic system external phenomena.
. The forecast of weather data is from the domain of meteorology and the forecast of
occupants and their behaviour also lies outside the scope of this thesis. Thus, a method-
ology is presented to approximate the forecast uncertainty of the disturbances required
for conducting the present case-study, namely the outside drybulb air temperature, the
horizontal radiation, the outside humidity, and the occupation rate of each zone.
The disturbances forecast follow an noise induction method using as reference the
outside temperature short-term forecast error expectation equal to 1.27oC of mean ab-
solute error (MAE), presented in the work of Zhang et al. [161].
The forecast uncertainty induction is presented by Eq. 4.4.1.
4.Results 135
Xˆ = X + λi · σX · randn (4.4.1)
where X is the matrix of known disturbances for subsequent time-steps, contained
in the database, σX is the standard deviation vector of the observation for variables in
X. λi is the weight given to the standard deviation for each time-step, for i = 1, . . . , Na
. randn is a Gaussian randomly generated real number from the interval [0, 1], (white
noise).
The chosen standard deviation multiplier, λi, follows a linear function from 0 to
0.05, for a maximum forecast window of 24h. Figure 4.27 shows the error propagation
throughout the forecast window of outside drybulb temperature.
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Figure 4.27: Noise induction to the disturbance variables to simulate the forecast uncer-
tainty. The standard deviation multiplier, λi, ranges linearly from 0 to 0.5 for a forecast
window of 24h.
The same procedure is repeated to whole disturbance variables, namely, the horizon-
tal radiation rate, the outdoor relative humidity, and the occupation rate. Table 4.14
summarizes the mean absolute error for each of the exogenous and endogenous variable.
Table 4.14: Summary of the mean absolute error for each of the exogenous and endoge-
nous variables.
Disturbance variable Mean Absolute Error
forecast window (t+24h)
Zone People Occupant Count (Hall) 0.690 1.329
Zone People Occupant Count (Room) 0.322 0.629
Outdoor Air Relative Humidity 2.94% 5.92 %
Horizontal Infrared Radiation Rate per Area 5.737 W/m2 11.487 W/m2
Outdoor Air Drybulb Temperature 1.23oC 2.455 oC
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The purpose of this method is to induce a realistic error in the supervisory predictive
control strategy.
Measured Variables
The variables required to be measured during the on-line optimization process are
the building thermodynamic response to the disturbances induced in the system. In
this case-study, they are provided by the EnergyPlus at any given simulation time-
step. Since the simulation time-step considered in the EnergyPlusis six time-steps per
hour and the optimization routines are carried only hourly (every 6 partial time-steps),
the output variables, namely the electricity demand for heating and cooling, Predicted
Percentage of Dissatisfied (PPD), and the inside drybulb temperature, are estimated by
performing a weighted average of the mean value provided by EnergyPlus for the last
five partial time-steps and the value estimated by the surrogate models for the given
hour, as presented in the following equation, Eq. 4.4.2.
y
(i)
M =
1
6
· y(i)surrogate +
5
6
5∑
j
y
(i)
jEnergyP lus (4.4.2)
for i = 1, ..., Nout, where Nout is the number of outputs.
This method expects a deviation equal to 1/6 of the expected error for each output
variable from the surrogate model predictions for the given time-step. The equation 4.4.2
induces an uncertainty propagation of the surrogate model predictions to the measured
variable by the proportion of the time-step allocated to the surrogate model prediction
with the total duration of the time-step, and considering that the measurement error
from EnergyPlus simulation is null [162]. For example, the expected measurement
error for an output variable having 5% of predictive error translates into 0.83% or error
on a simulation using six time-steps per hour.
4.4.3 Convergence analysis and optimization algorithm selection
Three algorithms were selected for conducting this investigation - the Particle Swarm
Optimization, the Differential Evolution, and the Simplex, also known as the Nelder-
Mead optimization algorithm. The main reason for focusing on derivative-free methods
lies on the non-smoothness of the objective functions, especially by the penalty function
employed on the comfort objective. Therefore, the computation of derivatives would
be considered impractical. Besides being derivative free, the presented optimization
algorithms are global search algorithms, providing the capacity of avoiding convergence
to local minima more efficiently than the local search algorithms such as the Simplex
method, and the Conjugate Gradient that were tested as well.
The population-based algorithms (PSO and DE) both have the same number of
individuals: equal to number of control variables, and both are limited to 200 iterations.
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Table 4.15: Hyperparameter section for Particle Swarm Optimization and Differential
Evolution
Algorithm Population Specific Maximum Converging Initialization
Feature size Hyper-parameters iterations criteria function
PSO Nu: 24
Cognitive parameter: 2;
Social parameter:2;
Maximum inertia weight: 0.9;
Minimum inertia weight: 0.1;
200
tolrel: 0.5
20 it. no change
LHS
DE Nu: 24
strategy: best/1/bin;
mutation: nr ∈ [0.5, 1[;
recombination: 0.9;
cross-over: 1
200
tolrel: 0.5
20 it. no change
LHS
The parameters setting for these algorithms are summarized on Table 4.15, following
the heuristics proposed by Parsopoulos and Vrahtis [112] for the PSO algorithm, and by
R. Storn and K. Price [117] for the Differential Evolution algorithm.
Besides being derivative free, PSO and DE are metaheuristic, evolutionary, and global
search algorithms, providing an enhanced capacity of avoiding convergence to local min-
ima more efficiently than the local search algorithms such as the Simplex method, and
the Conjugate Gradient. While the exploratory nature of the evolutionary algorithms
presented provide an enhanced capacity of identifying optimization domains of greater
interest for the convergence problem, they suffer from that same exploratory capacity in
the sense that closer to convergence the algorithms tend to slowdown the convergence
process, leading to longer times of convergence than local search optimization algo-
rithms [119]. Therefore, the Nelder-Mead Simplex method, and the Conjugate Gradient
are tested as well.
Table 4.16 summarizes the results of optimizations conducted during the initial co-
simulation process.
Table 4.16: Optimization algorithms benchmark.
Optimization Relative time Winning Relative difference
algorithm to converge percentage of cost function
(%) (%) to winner (%)
Particle Swarm Opt. 80.52 68.35 –
Differential Evolution 11.12 30.38 -0.002955
Simplex Nelder-Mead 5.37 1.266 26.72
Conjugate Gradient 2.99 0 47.54
As it can be observed, the algorithm which performed better among these four exam-
ples was the Particle Swarm Optimization. However, if the time for convergence and the
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difference between converging solutions are compared with the Differential Evolution re-
sults, the PSO winning is not that substantial. The time it takes PSO to converge when
comparing to DE is considerable. Moreover, the time spent by the PSO for converging to
a solution represents 80.52% of the total time required for optimization, taking 69.39%
longer to converge than the Differential Evolution algorithm. On the other hand, the
difference between solutions is negative, meaning that the solutions found by DE are
in average lower than the solutions encountered by PSO. Such an in-substantial differ-
ence between these algorithms suggests that both are either converging to the global
minimum of the optimization problems, or at least converging to similar values of local
minima.
Although the local search algorithms converge faster than the global optimization
ones, they fail to converge to better solutions than their competitors, rendering them
useless for this particular application. . The reason for such behaviour might be due to
the non-smoothness and a probable non-convex nature of the multi-objective function
of the supervisory predictive control.
Considering the results here presented, the optimization algorithm selected for im-
plementing the supervisory predictive control is the Differential Evolution, since the
differences between the winner PSO are most suitable for a computationally-intensive
investigation as the one here presented. However, in a real case scenario, both algorithms
could be implemented in cascade since the average time for converging is relatively low.
DE accounts for 13.20 seconds, and 64.89 seconds for the PSO, summing a total time for
optimization per time-step of 01:17 minutes on an i7-5600U CPU@ 2.60Ghz with 12GB
of RAM, which could accommodate 46 optimization routines in one hour.
4.4.4 Supervisory Predictive Control optimization particularities
The multi-objective optimization process required for the supervisory predictive con-
trol is formulated by the meta-objective function proposed in the methodology chapter
(Section 3.3). The optimization process aims at minimizing the meta-objective function
which includes the objective functions for the occupants’ comfort as well as the energy
consumption of the HVAC system.
The objective functions topology depend on a set of parameters and assumptions
which define the boundaries of the optimization problem and transform each of the
objective functions to emphasize each of the goals required to be satisfied. For example,
the energy consumption function depends on the energy tariffs for each time-step and
each type of energy source if the objective is cost minimization, and the comfort objective
function depends on the comfort limits defined to each of the building zones. Moreover,
the meta-objective function depends on the weight assigned to each of the objective
functions, and the optimization process depends on the Status Quo parameter to trigger
the search for optimal set-points for the forecast window.
The subsequent sections present the selection of the parameters referred and the
discussion of the assumptions made.
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Energy tariffs
Usually, electric energy pricing follows either a fixed pricing contract where the price
of the energy is invariable throughout a 24 hours day period, or it follows a dynamic
pricing approach with varying tariffs depending on the time of use (TOU) of the day.
The primary goal for varying pricing is to penalize certain periods of the day with a
higher price than the rest of the day, so customers feel motivated to re-arrange their
processes or energy usage schedules to minimize costs [163].
The advent of smart-grids expects an optimization of the tariffs for each time of
day, giving to the demand side a real-time dynamic pricing depending on the measured
demand by the smart-meters, the predicted demand for the next hours, and the pre-
dicted energy production injected in the network by intermittent and renewable sources.
Literature shows that combining varying pricing tariffs with other demand reduction
techniques significantly increases the energy security, lowering costs and GHG emissions
of energy systems having a high share of renewable power [163].
The case-study presented here uses the concept of time of use tariff which penalizes
certain periods of time with a higher price. Figure 4.28 shows the varying electricity tariff
adapted from the electric energy pricing observed in Portugal, comprising a tri-hourly
pricing scheme [164].
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Figure 4.28: Example of the tri-hourly electric energy tariff used on the supervisory
predictive control simulations.
This tariff scheme is associated with three different prices throughout the day, namely
the on-peak (around noon and night), regular (morning and afternoon), off-peak (late-
night and early morning). Table 4.17 summarizes the tariffs chosen for the supervisory
predictive control simulations of the case-study presented in this thesis
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Table 4.17: Electric energy tri-hourly tariff scheme used in the case-study of a small
office building.
Type of demand Hours Tariff
of day (cent. EUR/kWh)
Peak [10,13[ 22.47
[19,22[
Regular [7,10[ 17.68
[13,19[
Off-Peak [0,7[ 10.23
[22,24[
The presented tariffs present a case-scenario for varying energy prices. It only com-
prises electric energy prices since the HVAC system used on the case-study is only elec-
tric. However, the optimization formulation is prepared to adapt this tariff scheme to
a smart-grid, or self-consumption scenario by defining a different price for each defined
period of the day. The case where exists renewable sources of energy in the building, one
can set the energy price to zero on the periods which the energy production guarantees
the building energy demand. However, during this investigation such an scenario was
out scope, but it will be suggested as future research work.
Comfort objective function and the penalty method
The comfort limits defined for the current investigation are based on Fanger’s Pre-
dicted Mean Vote. The specified limit follows the extended range of acceptable PMV,
ranging from -1 to 1, where -1 represents people feeling slightly cool and +1 with people
feeling slightly warm .
For the convenience of the optimization formulation of the comfort related objective
function (3.3.10), the statistical representation of PMV is considered, which is the Pre-
dicted Percentage of Dissatisfied (PPD), because it is expressed in percentage avoiding
the need for normalization. Figure 4.29 shows the relationship between PMV and PPD.
The plot also shows the acceptable limits chosen for this case-study. Hence, the PPD
hard limit is 25%, which represents a PMV of± 0.973, and the desired value is 10%,
corresponding to the acceptable zone for PMV of approximately 1 (expanded), and 0.5
(neutral), respectively [65].
Figure 4.30 shows the objective function values considering the desired comfort goal
in green, C∗, and the penalty, Cpen, in red. The value of the objective function for a
given PPD is the maximum of both functions. It can be depicted that the cost does
not vary for PPD values lower than 10% remaining at 0% till PPD reaches 10%. The
objective values constantly increase until the penalty function is activated for PPD values
over 25%. Afterwards, the objective function takes the values of the penalty function,
starting at 50% and intersecting the comfort objective function at 100%.
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Figure 4.29: Fanger’s Predicted Percentage of Dissatisfied (PPD) as a function of Pre-
dicted Mean Vote (PMV) [66]. The red line is equal to 25% and represents the comfort
constraint for PPD, wheareas the green line represents the desired value of 10%.
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Figure 4.30: Comfort objective function values as a function of PPD.
The initial value for the penalization is arbitrary which in this case-study takes the
value of 50%, meaning that a PPD of 25% would be as bad as a PPD of 55% if no
penalization is imposed.
Besides the fact that both functions force the optimization algorithm to find control
solutions which satisfy lower PPD values, the penalty method emphasizes the utility of
values lower than 25 % which is the boundary of acceptable PPD considered for this
case-study. Moreover, the monotonic behaviour of the objective function provides a
good estimation of the relative utility between two consecutive values of the objective
function, assisting the convergence of the optimization algorithm [129].
142 4.Results
Status Quo threshold
The Status Quo parameter is a trigger which decides if an optimization routine should
be initialized or not. Its main purpose is saving of computational time by eliminating
the necessity to call the optimization process when one is not required.
Usually, a model predictive control implementation requires the optimization routines
to start every simulated time-step to find the control set-points for the whole forecast
window. However, only the results for the next time step, t + 1, are used, discarding
the remaining results for the time steps from t + 2 to t + k, where k is the size of the
forecast window. On the one hand, the disturbances predicted for the furthest time step
of the forecast window, t+k, can be expected to be always new, affecting, therefore, the
optimization problem, and leading the optimization algorithm to find different control
set-points for the next time-step. On the other hand, these new disturbances entering
in the optimization problem might not be considered as novelties to the problem, vary-
ing only slightly if they are compared with those from the previous forecast window.
Therefore, the values of the objective function are being compared with the previous
time step with the computation of the new objective function using the same set-points
found before, repeating only the set-point of the furthest time set of the forecast window
t+ k.
For example, in long periods of non-occupation like weekends in office buildings, set-
points should not be changed unless people is expected to occupy the building. Thus,
there is no need to be continually optimizing every and each time-step, if the status of the
building remains unchanged. Moreover, the Status Quo parameter can be interpreted as
a novelty detector as well, triggering optimization only when optimization is necessary.
The definition of what to consider as novelty is inspired by the novelty detection
methodology based on probabilistic analysis of time-series for outlier detection. Hence,
a new building energy state will be considered as a novelty if the objective function vari-
ation exceeds the Status Quo threshold, SQτ , defining the outlier limit. The threshold
definition follows a conservative employment of the box-plot rule, considering as novelties
those values lying outside the 75th percentile of the cumulative distribution function of
the objective function values when comfort limits are satisfied, and the multi-objective
function is different than zero. Thus, Status Quo threshold, SQτ , can be computed as
the inverse of the cumulative function for an exponential distribution 4.4.3.
SQτ = F
−1(0.75) = − ln(1− 0.75)
λ
, (4.4.3)
where λ is the rate of the exponential and can be found fitting the exponential
function to obtained data. Figure 4.31 shows the cumulative distribution function of the
distribution of the objective function, highlighting the Status Quo threshold, SQτ , i.e.
the 75th percentile.
The 75th percentile was found at the objective function value of 0.6%, for a λ = 2.31.
This analysis was conducted using a population of 14655 values of the objective function
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Figure 4.31: Identification of the Status Quo novelty detection threshold, SQτ , as the
75th percentile of the cumulative distribution function of the objective function results.
evaluated during the simulations of the supervisory predictive control. Since the objec-
tive functions are normalized, this value can be interpreted as the allowable perceptual
tolerance for the variation of the objective function for two consecutive time steps. That
is to say, the status of the building regarding discomfort or energy consumption is only
considered as a novelty if it increases more than 0.6% between two consecutive time
steps. Note that values no greater than the 75th percentile are being considered because
outliers lower than the 25th percentile of the data are considered as improvements to the
objective function. Hence, optimization is not required.
Considering the optimization computational time described before, and the rate of
one optimization per hour, the strategy presented here can save up to 66.6% of the
computational if only working hours are subjected to optimization.
Comfort objective function weight - α
The formulation of the multi-objective optimization problem was conducted via a
meta-objective function, combining the two objectives through a weighted sum, and
transforming the multi-objective optimization problem in a single objective one. Hence,
this case-study optimization problem tries to find suitable solutions for minimizing the
two competitive objectives simultaneously, namely the energy consumption and the peo-
ple thermal discomfort. The simplified version of the meta-objective function from Eq.
3.3.17 is formulated as equation 4.4.4:
J = α(C) · J (C) + α(E) · J (E) (4.4.4)
where J is the meta-objective function value, α(C) is the weight associated with the
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comfort objective J (p), and α(E) is the weight associated with the energy consumption
objective J (E). Since the individual objective functions values are normalized the sum
of weights is expected to be unitary.The weight associated with the energy consumption,
α(E), can be described as a function of the weight for the comfort objective, α(C), as:
α(E) = 1− α(C) (4.4.5)
This section focuses on the presentation of the weight α(C) which depends on the
occupancy rate and on the desired trade-off between objectives. The motivation for a
weight parameter dependable on occupancy rates resides in the fact that the optimization
problem is unique for each time frame and different importance should be given to the
energy consumption minimization and comfort enhancement, whether or not zones are
expected to be occupied. Hence, α(C) is defined as equation 4.4.6:
α(C) =
{
0 if Occ < 0.1
0.5 if Occ ≥ 0.1, with Occ ∈ [0, 1]. (4.4.6)
The presented piecewise function is expected to help the optimization process to
ignore occupation rates under 10%, which in the present case-study is equivalent to one
person in the Hall, since the it accommodates 14 occupants. Therefore, the minimization
of the discomfort in the Hall will only be considered when there are at least two people
in this zone, avoiding the HVAC system to spend energy to such low occupation rates.
There might be cases where the minimum number of occupants might not be straight-
forward to set. For example, zones having either a very large, or a very low number of
possible occupants, namely theatres, or building zones having a single person as maxi-
mum occupancy might benefit if the lower threshold for considering the minimization of
discomfort is an absolute number of occupants rather than a fraction of occupancy rate.
Since no single optimal solution is observed for all the objective functions, multi-
objective optimization problems look for trade-off between the competitive objectives,
rather than finding a unique solution. Both objective functions presented in this case-
study are commensurate and normalized between 0 and 100. It would be safe to admit
that a trade-off of 0.5 would be a fair compromise between comfort and energy cost
because it would favour solutions having the lowest Euclidean distance to the utopia
point in a Pareto-front analysis (recall Fig. 2.12).
Literature is abundant in articles stating that a weighting parameter is required to
combine competitive objectives such as comfort and energy consumption [25, 12, 150].
However, the values employed in such optimization problems are often left out for open
interpretation. For example, the work from De Coninck and Helsen [28] states that when
the weighting factor is thermal comfort, it will be guaranteed. However, the authors fail
to mention the magnitude of how sufficiently large such weight should be.
When studying these trade-off closely, it seems that the compromise of 50/50 does
not present the utility expected. Figure 4.32 shows the behaviour of the supervisory
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predictive control with an α of 0.5, using as predictive models the surrogate models
presented previously.
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Figure 4.32: Winter’s design week supervisory predictive control simulation using α
equal to 0.5, and surrogate models trained with reference control strategies database.
As it can be depicted, the supervisory predictive control is unable to guarantee the
comfort of the occupants throughout the simulated Winter’s week, suggesting a deviation
of the trade-off from the comfort to the energy consumption. The optimization algorithm
failed in choosing the temperature set-points which would provide thermal comfort to
the occupants in the Hall, whereas in the case of the Room, that behaviour is not evident,
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because the comfort levels in this zone seemed fairly satisfied throughout the week. Two
phenomena might justify such a behaviour. Firstly, predictive models may be inducing
errors in the optimization process, leading the algorithm to accept predicted PPD levels
which are in fact higher than expected. The other possibility lies in the selection of the
weighting parameter, α, which might not influence the optimization algorithm enough
for searching control decisions capable of satisfying the comfort required. Unsurprisingly,
the compromise in the thermal comfort was taken at the expense of the Hall because its
volume would induce higher costs than the Room, to reach the same levels of comfort.
The predictive errors and control anomalies are expected in the initial phase of the
supervisory predictive control. Its presentation of results, the error assessment of the
surrogate models, and the training updates are reserved to the next section,
Table 4.18 summarizes the results of the search for the best compromise between
objective functions. Hence, the weight parameter, α, has been varied between 0.5 and
0.9 and the overall results of simulated comfort and energy have been summarized and
compared against the performance of the reference case-study Early-Off results refer to
the coldest week of the weather file which comprise the period from 16-01 to 22-01.
Table 4.18: Comparison between Supervisory predictive Control and the Early-Off con-
trol strategy for coldest week of the year (16-01 to 22-01), varying comfort weight, α,
and using surrogate models trained with reference control strategies database.
Metric comfort weight: α Reference
0.5 0.7 0.9 EO
PPD violations +25.75% +32.82% +11.59% 27.35%
PPD +11.53% +11.85% -0.12% 25.38%
Peak electricity demand +0.36% -4.53% -0.75% 4415W
Energy Consumption -19.18% -16.21% +6.64% 112.6kWh
Energy costs -36.08% -7.95% -9.29% 20.89e
As it can be observed, all the possibilities are fairly poor regarding the capacity
of the supervisory predictive control in guaranteeing the limits imposed for comfort
(PPD≤25%). Moreover, the results are not showing a monotonic trade-off. For example,
the weight of 0.7 presented higher levels of PPD than the remaining cases. On the other
hand, the same α registered the lowest peak of energy demand, but not the lowest energy
consumption nor the lowest cost of energy.
The most relevant case is the α equal to 0.9. The simulation with this α is presented
in Figure 4.33.
Even though privileging comfort on a 90 to 10 ratio, the PPD violations have in-
creased 11.59%, when comparing with the Early-Off reference control strategy. Thermal
comfort is violated 38.9% of the occupied time, but, at the same time, the control was
capable of improving the overall PPD of the building during the simulated period by
0.12% while saving 9.29% of the energy costs with the HVAC system. Conversely, the
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Figure 4.33: Winter’s design week supervisory predictive control simulation using α
equal to 0.9, and surrogate models trained with reference control strategies database.
energy consumption increased 6.64%, meaning that the time of use of the energy was
allocated to less costly periods than with the Early-Off control strategy.
In conclusion, results show that an α of 0.5 would lead to a considerable deprecation
of the thermal comfort levels, even though the energy consumption and energy costs
might be attractive. Such a behaviour of the SPC mirrors the results regarding the
conventional control technique of Demand Reduction. If from the one hand it manages
to reduce costs, it clearly fails if the purpose of an HVAC system is to provide comfort
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to building’s occupants. Hence, an acceptable α would be 0.9, considering the trade-
off between comfort and energy consumption and ignoring the fact that the number of
comfort violations is still unacceptable. Moreover, it corroborates the results obtained
by De Coninck et al. [28] that stated that the weighting parameter to the comfort
objectives should be considerably large. The same authors have stated the incapability
of their model predictive control in reaching satisfactory levels of comfort, a behaviour
possibly caused by the mismatch of the predictive models and the observed building state.
Accordingly, the following section (Section 4.5) is dedicated to the error assessment of the
surrogate models during supervisory predictive control simulations, and how to improve
their predictive capabilities by presenting new data to the models.
4.5 Adaptive re-sampling and surrogate models update
The purpose of the re-sampling strategy proposed by this thesis is to improve the su-
pervisory predictive control capabilities by enhancing surrogate models’ predictive qual-
ity. Since data’s optimal distribution for surrogate modelling is not known up front and
populating an optimization domain represents a computational investment, it is often,
if not always required re-sampling procedures for filling the domain of the optimiza-
tion problems in the regions of interest [36, 127, 128]. Buildings are known for having
a slow response to the typical loads of a thermodynamic system, hindering the mod-
elling process for predictive control strategies based on data-driven methodologies [150].
Therefore, the selection of the appropriate data for surrogate modelling of buildings
energy system should take into consideration the time-dependency between variables
and building inertia. Conventional sampling methods such as Taguchi, Latin Hyper
Cube, brute-force, might be impractical for the sampling of the problem presented in
this case-study.
As presented in Section 4.3, the outputs of the building thermodynamic system
exhibit not only autocorrelation, but also dependency to exogenous lagged variables,
reflecting building’s slow response to changes. Sampling the optimization domain of the
six outputs presented on table 4.10 would turn out to be a very complex task if choosing
any conventional sampling method referred above. See for example the case of modelling
the Predicted Percentage of Dissatisfied people in the Room (PPD Z1 from table 4.10).
Simultaneously, this output variable depends on its lagged version for the time-steps
from t − 4 to t − 1, and on other output variables, namely Temperature in the Room
and Hall (Temp in Z1 and Temp in Z2) for the same time lags. These variables
are outputs of EnergyPlus and not disturbances, drawing a design of experiment
for populating the domain of those variables would require sending explicit commands
to the simulator so it could populate the database in the desired region of interest.
This interdependence between variables is observable for most the outputs subjected
to modelling. Hence, a conventional sampling method would require simulations to be
conducted by a predictive control solution so the points obtained by the simulator would
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be useful to the surrogate modelling. Moreover, the sampling method proposed would
also need to populate the transient domain, accounting for the derivative characteristic
of each of the points sampled. To overcome this issue, this thesis proposes an adaptive
sampling technique based on the optimization problems submitted by the supervisory
predictive control and possible control anomalies.
4.5.1 Models mismatch investigation
The domain of the variables is inevitably biased towards the non-predictive con-
trolling strategies used as reference case-studies, making the surrogate models naturally
biased and, therefore, overfitted. Thus, the optimization routines conveyed by the base
models are expected to converge to values different from those observed from the En-
ergyPlusoutput results because the exploratory nature of the optimization algorithms
forces the searching for feasible solutions to outside of the known regions of the model’s
domain (and data-driven models are not generally good at extrapolating). These mis-
matches may lead to unsatisfactory controllers behaviour as presented previously. The
initial simulations using the surrogate models trained only with reference control data
showed control mismatches similar to the ones pointed out by De Coninck, even though
the strategy proposed for delivering the data-driven models has been designed for avoid-
ing overfitting. Nevertheless, the occurrence of such anomalies is useful for the sampling
methodology proposed, because those values contain information unknown to the data-
driven models, contributing to increase their predictive qualities, hence improving the
supervisory predictive control.
A co-simulation of 8760 hours has been used to investigate the models mismatch
between the expected error analysis obtained during the modelling strategy and the
observed error during the co-simulation. The chosen alpha for this simulation was 0.9,
according to the results identified on the previous section.
As it can be seen on Table 4.19, the mismatch between models expectations and
EnergyPlus results is considerable.
Table 4.19: Summary of the model selection error analysis for all the modelling algo-
rithms under investigation.
Modelling algorithm - Normalized Mean Error (NME)
Modelled Output variable NN SVR RF
Expected Observed Expected Observed Expected Observed
Heating Power Demand 8.291% 49.914% 11.570% 77.121% 4.915% 53.485%
Cooling Power Demand 17.839% 84.177 % 21.973% 66.742 % 8.181% 63.878%
PPD Room 0.733% 7.324% 0.407% 6.716% 0.645% 4.144%
PPD Hall 0.750% 7.377% 0.508% 5.635% 0.588% 4.552%
Temperature in. Room 0.616% 7.151% 0.335% 4.653% 0.340% 3.902%
Temperature in. Hall 0.451% 8.149% 0.316% 5.055% 0.337% 4.971%
The expected and observed errors were calculated using the Normalized Mean Error
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from Eq. 3.2.13 which normalizes the mean absolute error by the average of the observa-
tions. Since the co-simulation used only the surrogate models selected previously on the
modelling selection section, the presented error estimation was conducted by predicting
the results obtained by EnergyPlus output after the simulation process, rather than
an on-line verification of models error. This approach allows for the comparison of the
performance of all the modelling techniques previously presented.
Overall, the observed error has increased significantly in all the models and all the
output variables, exhibiting, in most cases, an increment of one order of magnitude on the
percent error. The mismatch observed in the predictions of PPD and temperature seem
quite acceptable, where random forests performed better against overfitting relatively
to the other modelling strategies. However, the results for energy demand predictions
show considerably high error rates, exhibiting a clear model overfitting to the baseline
reference case-study data. However, besides the magnitude of the presented errors,
the supervisory predictive control is still providing acceptable results probably because
the absolute values of the errors are still not prohibitive to the overall performance
of the optimization algorithm. For instance, the mean absolute error for the observed
predictions of the heating power demand by the Random Forest (the model used during
simulation for predicting this output) is as high as 176.61±3.39W, which only represents
3.5 of the maximum registered value. On the other hand, the mismatch observed on the
predictions of PPD, although being smaller, have caused a more noticeable impact on
the performance of the supervisory predictive control, especially the comfort measured
in the Hall, as it can be seen in Fig. 4.33. The number of comfort violations in the Hall
are substantial, reaching values of PPD around 80% which represent a PMV lower than
-2 and an environment where most people would feel cold according to Fanger’s scale for
comfort.
This model mismatch investigation also suggests that the Random Forest algorithm
seems to avoid overfitting better than the other algorithms presented. Such an obser-
vation is to be expected due to the ensemble nature of the algorithm [91]. The idea
behind Random Forests is to train ensembles of CART models which are specialized to
specific parts of the database and variables. Hence, while each of tree in the forest might
be overfitted to the problem domain posed to it, the predictions of all trees considering
the whole domain of inputs are averaged towards the more frequent result, leading the
ensemble to provide more robust answers with lower variability.
Considering the hypothesis that the quality of the predictive models of a model
predictive control do influence its performance, it seems mandatory to update the initial
surrogate models to improve the reliability of the optimization processes inherent to
supervisory predictive control [28, 59].
4.5.2 Surrogate models update
Even though the initial surrogate models were not leading the supervisory predictive
control to make bad decisions all the time, the errors computed to the those models for
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co-simulation were showing a considerable variance to the expected error rate. Hence,
retraining the models became mandatory. The surrogate models presented in this thesis
are based on machine learning algorithms capable of learning from experiences. Their
heuristic nature should allow the algorithms for understanding the consequences of send-
ing specific controls to the building HVAC system which are not desirable regarding the
optimization process. Once the surrogate models provide accurate predictions to the
controls proposed by the optimization algorithm, the latter naturally discards those set-
points that do not represent an improvement to the problem given at a specific time
step. The premise is that if they know the consequences of a specific bad decision, they
will not consider it as a good decision afterwards.
The magnitude of the observed errors represents a beneficial quality of the generated
data. In information theory, and re-sampling procedures for surrogate models, new data
points inducing high entropy in the variable subject to modelling show the relevance of
those points to the variable under investigation and the sensitivity of that variable to the
changes made on the inputs [144, 59]. Therefore, it is safe to believe that the new data
provided by the co-simulation process is useful to improve predictive capabilities of the
surrogate models, and that the re-sampling strategy is capable of finding such points.
Moreover, the risk of populating the database with irrelevant data to the optimization
problems that require a solution is very low because the sampling was conducted by
those optimization problems.
Surrogate models are updated simply by retraining the data-driven models by ma-
chine learning algorithms using the same methodology as the one presented in the sur-
rogate modelling section (Section 3.2).
The major difference between the update of the surrogate models and the initial
modelling is that the size of the training data set is now investigated to infer the relevance
of the data to the predictive capabilities of the models. Figure 4.34 shows the evolution
of the training and testing errors for different sizes of training data-sets and for the
training of the model for predicting the PPD in the Hall.
The test and training data-sets are obtained by randomly dividing the whole database
in two partitions of 80 and 20% of the size of the database, respectively. Green lines high-
light a relative convergence of 0.01, suggesting smaller data-sets than the whole database
without greatly compromising the predictive performance of the models trained.
As it can be depicted, the algorithm showing the best performance is the Support
Vector Regression, corroborating the results observed in the modelling using baseline
data (Chapter 4.3). A relevant aspect of this results is that it mirrors the nature of
each algorithm. For example, the evolution of the error in the Neural Network shows
higher variance than remaining ones, reflecting the instability of the model to the data
presented for training, the high complexity inherent to the algorithm, and the stochastic
dependence of the training process leading it to convergence to different results. However,
since the observed difference between training and testing errors is relatively small, there
is no evidence of overfitting.
Random Forests and Support Vector Regression show a more stable monotonic de-
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(a) Random Forests.
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(b) Neural Networks.
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(c) Support Vector Regression.
Figure 4.34: Evolution of the training Mean Absolute Error (black dashed line) and
testing Mean Absolute Error (full line and dashed limits of 95% confidence interval) for
different training data-set sizes on the modelling of Predict Percentage of Dissatisfied
in the Hall. a) Radom Forest algorithm results; b) Neural Networks results; c) Support
Vector Regression
scent of the error rate for increasing sizes of randomly selected samples. Moreover, the
characteristics of ensemble models to single models is also mirrored in the evolution of
the error and the observed confidence interval for the testing error. While the Support
Vector Regression model clearly overfits the initial data, reflecting a considerable ampli-
tude between the training and testing errors, the Random Forests training error follows
the monotonic behaviour of the testing error.
Besides the fact that the minimum observed testing error is produced by the SVR,
the RF algorithm manages to generate predictive models of lower variance because the
errors produced by each of the 90 trees are averaged, producing more stable predictions,
and delivering a more accurate model.
The updated performance of the surrogate models, considering a 10-fold cross vali-
dation error assessment, as introduced in Section 4.3.8 is presented on Table 4.20. The
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k-fold cross-validation method is a more reliable validation method than the 80-20 rule
because it manages to investigate a model’s capability of approximation across the whole
database [92, 147].
Table 4.20: Summary of the surrogate models update for all the modelling algorithms
under investigation.
Modelling algorithm
Modelled Output variable NN SVR RF
NME R2 NME R2 NME R2
Heating Power Demand 11.676% 0.989 11.264 % 0.985 10.970% 0.981
Cooling Power Demand 31.556 % 0.858 95.86 % 0.452 13.431% 0.972
PPD Room 1.281% 0.995 2.014% 0.996 0.822% 0.996
PPD Hall 0.898% 0.996 1.301% 0.995 0.879% 0.996
Temperature in. Room 0.999% 0.991 0.645% 0.993 0.527% 0.995
Temperature in. Hall 0.646% 0.994 0.807% 0.995 0.534% 0.996
As it can be depicted, the SVR and NN did not not manage to get the same expected
error as before. It is evident the superiority of the Random Forests in the modelling of the
same output variables, given the new data. This algorithm has managed to outperform
all its competitors. The major impact can be depicted on the modelling of the cooling
energy demand, which the other algorithms failed to converge to a proper solution. This
result shows the superiority of ensemble algorithms as the case of the random forests,
corroborating the study performed by Fernandez-Delgado et al. [80].
4.5.3 Supervisory Predictive Control performance enhancement
This section aims at stressing the necessity of having robust predictive models to
integrate a model predictive control strategy, or any other optimization process based
on surrogate modelling, or response surface analysis.
Figure 4.35 shows the same simulation as the one presented in Fig. 4.32, but using
the updated surrogate models instead of the ones trained using only reference data. The
weighting parameter α has been set to 0.5 and the simulation was carried on the week
from 16-01 to 22-01.
The comparison between Fig. 4.35 and Fig. 4.32 reflects a huge improvement in
the capabilities of the supervisory predictive control with the updated surrogate models.
The overall comfort has been improved in both zones, and the number of hours outside
the comfort limits was reduced. As expected, the energy consumption and the related
costs have increased, but they were considerably reduced if compared with the reference
case-study of the Early-Off control strategy.
The re-sampled data to update the surrogate models was gathered through co-
simulation of the supervisory predictive control using a α of 0.9. The question if such
a large α makes sense given the improved quality of the surrogate models is answered
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Figure 4.35: Winter’s design week simulation of supervisory predictive control using
α equal to 0.5, and updated surrogate models trained with data from co-simulation
process.
in the Figure 4.36 which shows a simulation using the α equal to 0.9 using the new
predictive models.
Table 4.21 summarizes the performance metrics given the variation of α, and Figure
4.37 shows the plot of the normalized cost of energy and the normalized PPD, relative
to the reference case-study of Early-Off.
The plot of the Pareto-front in Fig. 4.37 shows that the weight providing the highest
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Figure 4.36: Winter’s design week simulation of supervisory predictive control using
α equal to 0.9, and updated surrogate models trained with data from co-simulation
process.
utility is 0.9, because it accounts for the minimum distance to the utopia point, which is
the origin, when comparing it to the other values of α [129]. The minimum Euclidean
distance to the origin is highlighted in green, and the boundaries in red refer to the PPD
and energy cost observed in the simulation of the reference control strategy for the same
period.
The selection of a weight of 0.9 will privilege more expensive control solutions than
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Table 4.21: Comparison between Supervisory predictive Control against the reference
control strategy Early-Off for coldest week of the year (16-01 to 22-01), varying comfort
weight, α, and using updated surrogate models trained with data from co-simulation
process.
Metric Reference SPC: α
EO 0.5 0.7 0.9
PPD violations 27.35% 25.66 % 24.78 % 19.47%
PPD 25.38% 25.36% 24.20% 19.754%
Peak electricity demand 4415W 4430W 4376W 4259W
Energy Consumption 112.6kWh 126.49kWh 128.9kWh 137.3kWh
Energy costs 20.89e 19.21e 20.43e 21.84e
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Figure 4.37: Pareto-front of PPD vs. energy cost relative to the reference control strategy
Early-Off for the coldest week of the year (16-01 to 22-01), varying comfort weight, α,
and using the updated surrogate models trained with data from co-simulation process.
the reference case-study used for this assessment. However, such a weight does represent
the best compromise between comfort and energy cost, and that fact should be sufficient
to motivate the choice of 0.9 to the α.
The selection of such a large weight corroborates again with the work of De Coninck
[28]. However, this decision process is ultimately arbitrary. For example, if the priority
is to reduce cost and a specified budget is defined, than the option of a lower α would
be more convenient.
It was verified that re-sampling strategies with the goal of updating the predictive
capabilities of surrogate models impact positively on the optimization process required
for predictive control strategies. Moreover, the adaptive re-sampling strategy proposed in
this section proved to be useful to accomplish such a goal. The adaptive data collection
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strategy relied on the nature of machine learning algorithms to improve learning by
experiencing samples outside the initial domain of knowledge. This learning principle
can be compared with the capability of an intelligent individual of learning from its own
mistakes, here called model mismatch. Surrogate models have learned from undesirable
experiences and led the optimization process to better performing solutions than with
the previous knowledge.
This adaptive data gathering approach can be related to sequential sampling tech-
niques employed in surrogate-based engineering design optimization [127, 128]. Sequen-
tial sampling for design optimization emphasizes finding the global optimum by balancing
a search for the optimal performance of a surrogate model and a search for unexplored
regions to avoid missing promising areas due to the inaccuracy of the surrogate model
[128]. In this approach, the unexplored regions are identified by the mismatch between
optimization expectation and observed results during the co-simulation process between
EnergyPlus and the supervisory predictive control. The implementation of this sys-
tem in a real-world scenario is straightforward and recommended to guarantee good
performance of the optimization routines.
4.6 Supervisory Predictive Control - Performance Bench-
mark
In this section, a benchmark is conducted to compare the performance of the Super-
visory Predictive Control strategy being proposed in this thesis against the conventional
rule-based control strategies presented earlier. The various key performance indicators
are presented, and the co-simulation technical aspects and the assumptions are defined.
Three major comparisons are held. The first assessment is the performance of the pre-
dictive controller during the heating season, followed by the cooling season, and the
whole year analysis.
4.6.1 Reference cases and performance indicators
The first technique is based on a timer controller (TC). As referred previously the
system is turned off after occupants leave the building and it is turned on 2h before
expected people’s arrival. In an office building, such as this case-study, the systems
would be activated at 06:00, and deactivated at 18:00.
The second technique is called demand reduction by pre-heating, or pre-cooling (DR).
Basically, it is intended to turn the systems off during peak hours of electricity consump-
tion and prices. According to Garnier et al. [29], in a non-residential building it means
switching on from 05:00 to 07:00, included, switching it off from 08:00 to 12:00, included,
and finally turning HVAC on again at 13:00 till 18:00.
The third technique is called Early switch-Off (EO). It is the most similar to TC.
However, this technique makes use of building’s thermal inertia and turns off the HVAC
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systems before the occupants leave the building. It starts at 6:00, like with TC, but it
switches off at 16:00 two hours before people departure.
The comparisons are computed with an hourly resolution, for all days of the week,
and are summed, or averaged for the given periods of assessment. The key performance
indicators were introduced in Section 4.2 at the presentation of the mentioned baseline
strategies. The eight performance indicators are listed below:
1. Mean Predicted Percentage of Dissatisfied – Average of the Predicted Percentage
of Dissatisfied during occupied hours for the entire building.
2. Mean Predicted Percentage of Dissatisfied in the Room – Average of the Predicted
Percentage of Dissatisfied during occupied hours of the Room (Zone 1).
3. Mean Predicted Percentage of Dissatisfied in the Hall – Average of the Predicted
Percentage of Dissatisfied during occupied hours of the Hall (Zone 2).
4. Percentage of PPD violations – Number of hours outside the boundaries of accept-
able Predicted Percentage of Dissatisfied for the entire building.
5. Accumulated people dissatisfied – Sum of the number of people in the building
multiplied by the Predicted Percentage of Dissatisfied.
6. Peak electricity demand – Peak value for the electricity power demand by the VRF
system.
7. Specific energy consumption – Average of Energy consumption per unit area.
8. Energy consumption costs – Sum of the costs related to energy consumption by
the VRF air-conditioning system.
The percentage variation of each of the parameters referred will be computed against
each of the reference case-studies using conventional control techniques,
4.6.2 Building energy performance co-simulation
The co-simulation process used the supervisory predictive control presented in the
previous sections, and its parameters and assumptions may be summarized as follows:
 The simulation is carried out by EnergyPlus using six time-steps per hour, from
the 2nd of January to the 30th of December.
 The weather file is provided by LNEG and it refers to Oliveira de Aze´meis, Por-
tugal.
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 The controllable variables are the dual-temperature set-points of both zones, con-
trolled independently. The heating temperature limits are 21oC with a set-back of
12oC, and the cooling temperature limits are 24oC with a set-back temperature
equal to 28oC.
 The disturbances forecast assumes a standard deviation weight, λ, equal to zero,
meaning that the forecast is always correct, as presented in section 4.4.2. The
investigation of the effects of forecast uncertainty are presented further ahead, in
section 4.6.7.
 The surrogate models used have been trained with data from the three control
strategies and 8760 hours of re-sampled data, as pointed out in section 4.5.
 The optimization algorithm used is the Differential Evolution.
 The forecast window considered is six hours.
 The energy tariffs employed are subjected to Time Of Use pricing scheme of tri-
hourly prices, as presented in section 4.4.4.
 The comfort objectives are PPD equal to 10%, idealistically with penalty to values
over 25%.
 The Status Quo threshold is equal to 0.6, as presented in section 4.4.4.
 The comfort objective weight, α, is equal to 0.9, as presented in section 4.4.4.
The benchmark is divided into three periods of the simulation. First, the performance
of the supervisory predictive control is compared against the reference case-studies for
the heating season, then the results for the cooling season are compared, and, at last,
the results of the year benchmark are presented.
4.6.3 Heating season analysis
The heating season considered for this benchmark starts on November the 1st, ending
on March the 31st in agreement with the work of Garnier et al. [29]. The heating design
day is 17th of January, representing the coldest day observed in the provided weather
database from LNEG (1.6oC at 7:00).
Fig. 4.38 presents the overall performance benchmark of the supervisory predictive
control against the conventional control strategies for the heating season simulation. The
costs regarding the energy consumption of the VRF system are shown in the graphic at
the top, followed by the system energy consumption. The cumulative violations of the
comfort limit (PPD>25%), and building’s average Predicted Percentage of Dissatisfied
(PPD) across all air-conditioned zones are presented afterwards. The most economical
control strategy is the Demand Reduction (DR), presenting less 18.82% of related costs
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when comparing with the 218.99e expended by the Supervisory Predictive Control.
Whereas the most expensive control solution is the Timer Controller which accounted
for more 14% of energy costs comparing to SPC, followed by the Early-Off strategy
with 7.42% more costs. The closest strategy to the SPC regarding costs is the Early-Off
strategy.
The ranking of the energy consumption puts SPC at the most energy-demanding
solution, summing up the highest energy consumption for the simulated period, for all
techniques tested. The contradiction between energy costs and energy consumption
rankings identifies the effort of the supervisory predictive control on shifting the energy
demand to more economical hours than the remaining strategies, at the expense of
requiring more energy in total due to energy losses during peak tariffs periods where
the temperature set-points tend to be reduced as shown in the Fig 4.39. This evidence
shows the benefit of having an intelligent system such as the one proposed, to allow for
load scheduling to more economical or less carbon-intensive periods of the day, as well
as periods of high availability of energy, depending on the distributed generation from
renewable energy sources [163, 47].
The comparative performance of Demand Reduction regarding comfort is very poor,
accounting for more than 500% of hours outside comfort boundaries when comparing
to SPC, as well as an increase of 57.04% on the average PPD. The best performing
strategy on the PPD violations indicator is the Timer Control, summing up less 21% of
comfort violations than the SPC. However, in what concerns the average PPD, the SPC
has managed to achieve 13.69%, resulting on the best comfort of all control techniques
during occupied hours. This comfort level allows for this strategy to be the only one
achieving the category III regarding comfort standard EN 15251:2007 which states that
a PPD lower than 15 % (-0.7 < PMV < 0.7) provides an acceptable and moderate level
of thermal comfort and may be used for existing buildings [63]. Table 4.22 summarizes
the performance of the presented strategies based on the key indicators shown in Fig.
4.38, and on the metrics introduced previously on Section 4.6.1.
The APD metric is the Accumulated People Dissatisfied, representing a weighted
version of the PPD by multiplying it by the number of occupants observed in that zone
for a given time of the day. Peak power demand is the maximum value of electricity power
required by the VRF system during the simulation period which in this analysis spans
five months between November 1st and March 31st. The specific energy consumption
represents the energy intensity for a given season, and the energy costs are the expected
costs allocated to the VRF system.
The categories where the supervisory predictive control performs better than the
other techniques are those related to the occupants’ Predicted Percentage of Dissatisfied,
both the average of the entire building and each zone individually. The Room is the best
zone in what concerns comfort, with PPD values falling under the 15% for most of the
strategies, except for DR, managing to supply the requirements for reaching a category
of III regarding EN 15251:2007 comfort standards [63]. The PPD value of the Room
shows an increment of 1.97 percent points over the objective value defined for PPD on the
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Figure 4.38: Control strategies performance benchmark for the heating season simula-
tion. SPC: Supervisory Predictive Control; DR: Demand Reduction; TC: Timer Con-
troller; EO: Early-Off. From the top: the costs regarding the energy consumption of
the VRF system; the energy consumption of VRF system; The cumulative violations of
the comfort limit (PPD>25%); Building’s average Predicted Percentage of Dissatisfied
(PPD) across all air-conditioned zones
optimization problem constraints. Thus, air-conditioning the Room can be considered as
a less demanding challenge as compared to the Hall. The differences between the areas of
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the Room and the Hall, adding a lower fenestration density and a higher solar exposure
(i.e. it faces south and east) due to being facing south and east, might be responsible
for this discrepancy in comfort between zones. Moreover, the higher solar gains due
to the solar orientation should help the envelope to remain at higher temperatures, by
increasing the surface temperature of the inside walls. This characteristic, plus the lower
infiltration rate due to a reduced number of windows, should increase the heating loads
required to satisfy the temperature set-point in a colder environment, especially in the
mornings, reducing the effort to reach the desired PPD values during the heating season.
Table 4.22: Performance benchmark of the control strategies Supervisory Predictive
Control (SPC), Demand Reduction (DR), Timer Control (TC), and Early-Off (EO).
The simulation period is the heating season starting on November 1st and finishing on
March 31th.
PPD
(%)
PPD
Room (%)
PPD
Hall (%)
PPDviol
(%)
APD
Peak Power
Demand (W)
Specific Energy
Cons. (kWh/m2)
Energy Costs
(e)
SPC 13.69 11.97 15.40 4.91 2220 4363.9 7.68 218.99
DR 21.49 16.77 26.21 30.86 3812 5833.9 5.78 177.76
TC 16.28 13.85 18.71 3.87 2686 4329.9 6.48 249.61
EO 16.87 14.17 19.58 5.81 2733 4415.9 6.16 235.23
The Hall presents higher levels of dissatisfaction with thermal comfort than the
Room. Moreover in what concerns the Hall, for all strategies analysed, the values lie
outside the limits imposed by the standard EN 15251:2007 to be considered category
III of comfort [63]. The closest strategy to that limit was the SPC with as little as 0.4
percent points above the PPD imposed by the standard.
Supervisory Predictive Control accounted for 4.91% of occupied time, with PPD
outside the imposed limits defined in the penalty function (i.e. PPD> 25%). During
the heating season, Room’s total occupied time was 1247 hours, while the Hall had
1272 hours with people present. De Coninck et al. [28] have set an acceptable comfort
violation limit equal to 5% of the working hours outside the imposed comfort (category I
of the EN 15251:2007 standard in their case-study) on their model predictive control. If
that same limit was here to be considered, then the supervisory predictive control along
with the Timer Control strategy would be the only techniques capable of guaranteeing
no violations of thermal comfort. This 5% of acceptable threshold would result in a
maximum of 12h in the course of the five months of the heating season.
The accumulated number of people dissatisfied (APD) shows a higher discrepancy
between the predictive control solution and the traditional strategies. The difference
between the number of people dissatisfied has increased to 247% in the case of Early-Off
and 220% for TC, whereas the percent variation of PPD between SPC and TC, and SPC
and EO ranged towards values closer to 20%. This observation shows the effectiveness
of the supervisory predictive control in providing better overall comfort levels than its
competitors.
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Overall, it can be said that the proposed supervisory predictive control has managed
to fulfil both objectives regarding the multi-objective problem of reducing energy costs
while improving the occupants comfort during the heating season.
Heating season – Set-point investigation
This section focuses on the exploration of the temperature set-points distribution
for each hour of the day across the whole period of simulation for each of the air-
conditioned zones. The objective is to identify what kind of decisions have been taken
by the supervisory predictive control to achieve the results benchmarked previously.
Figure 4.39 compares the hourly distributions of the lower side of the dual-band
temperature set-points for the Room, whereas Figure 4.40 presents the same results for
the Hall.
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Figure 4.39: Comparison between control strategies of hourly distributions of the heating
temperature set-points for the heating season applied to the Room.
The Box-plots presented enable to depict groups of numerical data using five quan-
tities: the smallest observation (presented as the bottom end of the whisker), the lower
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quartile (bottom end of the blue box), median (the red line), upper quartile (the top end
of the blue box), and largest observation (the top end of the whisker). The outliers are
not represented in those quantities and are plotted separately. The box (Inter Quartile
Range) accommodates 50% of the whole data for that hour, whereas the minimum and
maximum limits were set as 1.5 × IQR. Therefore, the outliers are shown only if they
fall outside the 99.3% of the distribution of values [165].
It can clearly be seen (Fig. 4.42)that the supervisory predictive control has decided
to define the heating temperature set-points, before the other techniques, to guarantee
the comfort levels at the time corresponding to people entering the building. Moreover,
this decision also implies an increase in the energy storage in terms of building mass
which allows the HVAC system to reduce its consumption during the peak energy cost
period, the initial hours of the day.
The temperature set-point shows a distribution around the median value of 16oC
after being reduced at 10:00, due to the rise of the energy costs at that time. Besides
the fact that these values are lower than the other techniques, the distribution of these
values is more centred, meaning that 50% of the values are usually over that median
value. Nevertheless, these set-points tend to converge towards the set-back temperature
along the day. This conclusion is supported by a descent value of the median, as the
kurtosis of the hourly distributions rises.
The temperature set-back points during unoccupied periods have a median value
over 12oC , which is the value set for the reference case-studies, translated in an increase
of the energy consumption during unoccupied periods as presented in Fig. 4.41, while
its decreases the peak power demand required for setting the required temperature in
the building, as exposed on Table 4.22. However, the Timer Controller has managed
to diminish that peak power demand by increasing the temperature at the end of the
occupied time.
Figure 4.40presents the temperature set-points distribution for the Hall. The results
are similar to those of the Room. However, the box-plots show a higher skewness of
the set-points distribution towards higher values of temperature after 4:00, indicating
the increased heating loads necessity for the Hall when comparing it to the Room.
These findings corroborate the conclusions withdrawn on Table 4.22 regarding the PPD
observed in the Hall, when comparing it to the Room. By giving a high emphasizes to
the heating set-points in the Hall, the SPC strategy has managed to produce the lower
difference of average PPD between zones. SPC accounted for more 3.45% of PPD in
the Hall than in the Room, whereas with the TC and EO strategies have summed up a
difference of 4.86% and 5.41% for the same zones, respectively.
Another fact highlighting the difficulty on guaranteeing the comfort levels in the Hall
is the distribution of the hourly temperature set-points defined by the SPC during the
peak values of the tariff, especially at 11:00. As it can be depicted by comparing figures
4.39 and 4.40, 6.3, the Halls temperature set-points at the peak time reached the 75th
percentile at 20oC, showing that during 25% of the time the temperature set-point is
ranging between 16oC and 20oC, whereas in the Room the percentile is limited at 18oC.
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Figure 4.40: Comparison between control strategies of hourly distributions of the heating
temperature set-points for the heating season applied to the Hall.
Heating season – Energy demand investigation
Figure 4.41 6.4 presents at the top the distribution of electricity power demand by the
VRF systems observed by the simulation of the supervisory predictive control, followed
by the differences from the conventional control techniques, to highlight the discrepancy
between strategies.
Besides the fact that the median value of the power demand is monotonically de-
creasing through the day, the peak power demand required on the SPC simulation is
observed at 5:00 on 01-24 accounting for 4363.9W, one hour after the usual start of
the HVAC system. Conversely, the other techniques presented their peak value on the
coldest day of the year which is the 17th of January at the time of starting the HVAC
system.
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Figure 4.41: Hourly distributions of differences between conventional strategies and
supervisory predictive control regarding electricity power demand.
The difference of the costs of energy observed in the whole heating season results is
also seen in Fig. 4.41.. The energy consumption at the first two hours of the highest
tariff, 10:00 and 11:00, presents a distribution highly skewed towards zero, presenting
several outliers which reach power demands of 2000W. Therefore, 99.3% of the time, the
energy consumption and related costs are close to zero between 10:00 and 12:00, reflecting
the capability of the optimization process to avoid prohibitive periods of consumption.
The energy demand then slightly increases again at 12:00, and more evidently at 13:00
when the energy costs decrease. This behaviour is of utmost importance regarding
the paradigm of smart-grids, and demand side energy management where the energy
consumption should be allocated to periods of high availability, low costs and carbon
footprint [163].
Most of the conventional techniques presented in this benchmark start the HVAC
system at 7:00 when the tariff changes from off-peak to regular, except for the Demand
Reduction strategy that rises the temperature set-point one hour before. The supervisory
predictive control managed to save energy even on that periods of regular tariff compared
to the reference case-studies, leading the SPC to save energy and its related costs during
all periods of costs over the off-peak tariff schedule and reinforcing its utility as demand
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shift solution.
Heating season – Comfort investigation
This section focuses on the investigation of the effects on the comfort levels due to
the decisions made by the supervisory predictive control during the heating season. Fig.
4.42 presents the results regarding the Predicted Percentage of Dissatisfied people in
the Room for occupied hours. The comfort levels distributions observed for the SPC
strategy are shown at the top of the figure, followed by DR, TC, and EO.
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Figure 4.42: Comparison of hourly distributions of Predicted Percentage of Dissatisfied
(PPD) in the Room during occupied hours only.
As it can be seen, the comfort levels provided by the supervisory predictive control
in the Room satisfy the imposed limits for most of the occupied hours with the only
exception at 7:00, where the distribution of the PPD shows that almost 50% of the
values fall outside the imposed limit of 25%. Until 8:00, DR has managed to provide
similar comfort levels as the SPC, since the latter has decided to heat the building at
similar hours as DR. As expected, both techniques show lower values of PPD than the
conventional techniques of TC and EO at the first occupied hours of the day.
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After 9:00, the number of outliers over the PPD threshold on the SPC simulation
is considerably high, when comparing it to the conventional techniques of TC and EO.
The presence of such outliers might be originated by either model mismatches for the
given hours, leading the optimization algorithm to converge to an unexpected result,
or due to the investigation of the trade-off between the level of comfort and the energy
costs at the given time of the day. Since the increasing of outliers is more evident after
10:00, and higher than TC and EO for the same time, it can be concluded that the main
reason for such outliers might reside on the efforts for saving energy costs.
The inter quartile range (IQR) of the distributions presented shows a reduction of the
variance of the PPD values throughout the day, concentrating these values closer to the
median values (red line) which present a tendency to reach the optimization objective.
The desired value of 10% PPD is mostly reached at 12:00, three hours before the other
techniques, reflecting both the effort of the SPC in reaching the desired PPD defined
on the optimization formulation, as well as the effects of increasing the temperature
set-points earlier than the other techniques.
Figure 4.43 presents the cumulative distribution function for the PPD observed in
the Room during the present simulation period, showing the estimated probabilities for
each control strategy simultaneously. The red line represents the maximum comfort
allowed.
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Figure 4.43: Heating season comparative analysis of Cumulative Distribution Functions
of Predicted Percentage of Dissatisfied (PPD) for the Room.
As it can be depicted, TC and EO present almost the same values except after the
95th percentile where they diverge. These separation of EO follows the same pattern
as the SPC after crossing the comfort limit of 25% PPD above the referred percentile.
Thus, the remainder observations sum, which are violations of the PPD, accounting for
less than the acceptable limit of 5% - the value proposed by De Coninck et al. [28].
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The Demand Reduction presents the least steep slope of CDF, crossing the comfort
constraint at a probability of 0.8. Hence, 20% of the whole period of the heating season
simulation this zone is outside the acceptable comfort range when supervised by the
Demand Reduction strategy.
If the comfort set was defined as 20% instead of 25% as it was, the SPC would
perform better than the other techniques because the sums of observations lower than
25% are always higher on SPC than on the other techniques. As shown in Fig.4.43, the
concentration of PPD values close to 20% is high for both TC and EO, representing that
the given techniques favour PPD values of that magnitude.
Figure 4.44 shows the PPD distributions for each hour of the day in the Hall. The
following exposition of results is similar to the discussion held for the case of the Room,
since the results are rather similar. Besides the fact that the monotonicity of the hourly
distributions of PPD in the Hall is similar to the Room, the observed values reflect a
higher effort in achieving the desired comfort boundaries for all the techniques.
0
10
20
30
40
50
60
70
80
P
P
D
 (
%
)
PPD during occupied hours: Hall
SPC: Hall
0
10
20
30
40
50
60
70
80
P
P
D
 (
%
)
DR: Hall
0
10
20
30
40
50
60
70
80
P
P
D
 (
%
)
TC: Hall
05
:0
0:
00
06
:0
0:
00
07
:0
0:
00
08
:0
0:
00
09
:0
0:
00
10
:0
0:
00
11
:0
0:
00
12
:0
0:
00
13
:0
0:
00
14
:0
0:
00
15
:0
0:
00
16
:0
0:
00
17
:0
0:
00
18
:0
0:
00
19
:0
0:
00
20
:0
0:
00
0
10
20
30
40
50
60
70
80
P
P
D
 (
%
)
EO: Hall
Figure 4.44: Comparison of hourly distributions of Predicted Percentage of Dissatisfied
(PPD) in the Hall during occupied hours only.
The values observed show a clear superiority of the SPC, because the violations of
the comfort limit are mostly found as outliers of the hourly distributions, except for the
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9:00 and 10:00, as well as the end of the working day at 19:00 and 20:00. At these periods
of the day, the violations of the comfort are representative of no more than 12.5% of all
observations for each of the hours selected due to being at the whiskers of the respective
box-plots.
Figure 4.45 presents the cumulative distribution function for the PPD observed in
the Hall. The major difference observed in respect to the Room is the convergence of
the lines of SPC and TC. In the case of the Room the cumulative distribution on the
SPC control followed the probability of the EO after converging above the percentile
90th,whereas in this case, the probability follows the TC which provides better comfort
levels. This behaviour mirrors the effort taken by the SPC to achieve the desired comfort
levels.
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Figure 4.45: Heating season comparative analysis of Cumulative Distribution Functions
of Predicted Percentage of Dissatisfied (PPD) for the Hall.
As it can be observed, the closest technique to the SPC regarding the occupants’
comfort in the Hall is the TC which manages to reach the 95th percentile at the same
value of SPC close to a Predicted Percentage of Dissatisfied of 25%. The EO diverges
from the best performing techniques reaching the 95th percentile only at a PPD of 35%
which lies out of the acceptable limits. Its probability of having values lower or equal
to 25% is 0.9, meaning that 10% of the time EO presents comfort levels outside the
acceptable threshold.
The worst performing technique is DR, presenting a probability as low as 0.6 for
showing values within the acceptable range of PPD. Given the presented results, the
SPC strategy is more likely to generate lower PPD values than the other technique
presented, since it shows higher probabilities for any given PPD in both zones. i.e. the
level of comfort in the Room and Hall with SPC during the heating season is expected
to be always higher, or equal, comparing to the conventional control techniques.
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4.6.4 Cooling season analysis
This section presents the performance benchmark during cooling season of supervi-
sory predictive control against the conventional control techniques, namely the Timer
Controller, Early-Off and Demand Reduction. The results presented here span the pe-
riod of four months, from June 1st to September 30th.
Fig. 4.46 presents the performance benchmark for the whole cooling season. The
overall costs regarding HVAC energy consumption show a higher discrepancy between
techniques comparing to the heating season analysis performed previously. Moreover,
the total costs and energy consumption using the SPC technique were accounted to
be the lowest of all techniques tested. Thus, the most economical control strategy is
the Supervisory Predictive Control with the other strategies presenting variations above
60% of the costs and energy consumption when comparing to 109.57e and 616.23kWh
observed using SPC, respectively. The most expensive control solution is the Timer
Controller, accounting for more 105.90% of energy costs when comparing to SPC.
The best performing strategy regarding the PPD violations indicator is the SPC,
summing up less 41.30% of comfort violations comparing to EO strategy which is the
best performing strategy of the conventional solutions in this matter. Moreover, the
average PPD on SPC achieved 14.18%, resulting on the best average comfort of all control
techniques during occupied hours. Therefore, SPC strategy is the only one capable of
achieving the category III for both air-conditioned zones, regarding the comfort standard
EN 15251:2007 [63]. The fact that the Early switch-Off technique has managed to
convey a more comfortable environment than the Timer Controller method expresses
the counter-productive aspect of TC regarding the setting of temperature set-points two
extra hours than EO. The following sections focus on the evidences of this response.
Table 4.23 summarizes the performance of the presented strategies based on the key
indicators presented in Fig. 4.46, and on the metrics introduced previously in section
4.6.1. The APD metric represents the Accumulated People Dissatisfied which can be in-
terpreted as a weighted version of the PPD by multiplying it by the number of occupants
observed in each zone for a given time of the day.
Peak power demand is the maximum value of electricity power required by the VRF
system during the simulation period, which in this analysis ranges from June 1st to
September 30th. The specific energy consumption represents the energy intensity for the
given season, and the energy costs are the expected costs allocated to the VRF system.
As it can be observed on the Table 4.23, the supervisory predictive control is the
best performing strategy across all key performance indicators. The proposed strategy
has managed to save energy consumption and the related energy costs while improving
occupants comfort. Thus, is can be concluded that the conventional strategies presented
in this case-study are neither fit to suit the comfort demand, or energy conservation
during the cooling season for this climate region, considering the rules imposed to the
system supervisor, namely the temperature set-points and its schedules.
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Figure 4.46: Control strategies performance benchmark for the cooling season simulation.
SPC: Supervisory Predictive Control; DR: Demand Reduction; TC: Timer Controller;
EO: Early-Off. From the top: the costs regarding the energy consumption of the VRF
system; the energy consumption of VRF system; The cumulative violations of the com-
fort limit (PPD>25%); Building’s average Predicted Percentage of Dissatisfied (PPD)
across all air-conditioned zones.
Cooling season – Set-point investigation
This section focuses on the understanding of the reasons behind the behaviour of the
Supervisory Predictive Control in performing better than the conventional techniques.
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Table 4.23: Performance benchmark of the control strategies Supervisory Predictive
Control (SPC), Demand Reduction (DR), Timer Control (TC), and Early-Off (EO).
The simulation period is the cooling season starting on June 1st ending on September
30th.
PPD
(%)
PPD
Room (%)
PPD
Hall (%)
PPDviol
(%)
APD
Peak Power
Demand (W)
Specific Energy
Cons. (kWh/m2)
Energy Costs
(e)
SPC 14.18 13.46 14.90 11.19 1762 4226 2.97 109.57
DR 19.01 18.25 19.78 18.66 2447 4385 4.85 178.29
TC 15.81 14.80 16.81 18.90 1979 4263 5.82 225.60
EO 14.95 13.93 15.97 15.84 1885 6017 4.84 190.69
Figures 4.47, and 4.48 present the distributions of upper limits of the temperature set-
points during the cooling season for all strategies involved in the benchmark.
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Figure 4.47: Comparison between control strategies of hourly distributions of the cooling
temperature set-points for the cooling season applied to the Room.
As it can be depicted from Fig.4.47, the temperature set-points defined by the SPC
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are mostly centred between 26oC and 27oC for the initial part of the day until 10:00.
Afterwards, the set-points distributions become considerably skewed towards the set-
back temperature of 28oC, highlighting its attempt in reducing power demand at the
peak tariff periods. The set-points are reduced again from 13:00 to 16:00, included.
However, as exposed by energy consumption distributions in Fig. 4.49, the setting of
temperature to such values at the beginning of the day does not induce cooling thermal
loads in the building because there is no substantial energy consumption until 09:00,
regarding the VRF system demands.
Figure 4.48 shows a similar response to the Room regarding the set-points imposition
in the Hall for the cooling season. It is evident, however, a pre-cooling attempt in the
early mornings, followed by a rise on the temperature set-points at the peak tariff time
of the day, from 10:00 to 13:00, included. Afterwards, the set-point suffers a decrease
until 16:00, when returning to the temperature set-back from 17:00 until the next day.
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Figure 4.48: Comparison between control strategies of hourly distributions of the cooling
temperature set-points for the cooling season applied to the Hall.
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Cooling season – Energy demand investigation
The energy consumption observed in this simulation, Fig. 4.49, shows that the effort
in the temperature set-points imposed by the Supervisory Predictive Control do not
induce a significant energy consumption in the early mornings.
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Figure 4.49: Hourly distributions of differences between conventional strategies and
supervisory predictive control regarding electricity power demand for cooling loads.
When comparing the temperature set-points distributions in Figures 4.47 and 4.48
with the observed temperatures between 02:00 and 08:00, it can be concluded that pre-
cooling can only be performed by the ventilation system and infiltrations because there
is no relevant energy consumption between 02.00 to 08:00, and temperatures do not
exceed the minimum cooling temperature set-point available (24oC), as shown on table
4.24.
The maximum average temperatures observed in either rooms between 02:00 and
08:00 exclude the hypothesis of the set-points imposed by the SPC in being capable of
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Table 4.24: Maximum observed values of averaged hourly dry-bulb temperatures for
both air-conditioned zones and outside. Period of analysis ranges from 02:00 to 08:00,
included, for the cooling season.
Outside Room Hall
Max.
Tout d.b. (
oC)
17.32±0.32 (02:00) 23.46±0.22 (08:00) 23.28±0.19 (02:00)
inducing any effect in the building thermodynamic state. The maximum average tem-
perature within that period was observed in the Room at 08:00 equal to 23.46±0.22oC.
Considering the 95% confidence interval imposed, it is unlikely that the VRF system is
activated to cool the air-conditioned zoned during that period of the day.
Overall, the energy consumption induced by the SPC strategy is comparatively lower
than the other techniques at the peak tariff hours, representing the effort in saving costs
and the inefficiency of the conventional methods. The period of the day where the energy
consumption registered by the SPC is higher than those of EO and DR is at the last two
hours of the occupied time.
Cooling season – Comfort investigation
The hourly distributions of the PPD for the Room and the Hall are shown in Figures
4.50, and 4.51. The overall comfort is reduced at the beginning of the occupied hours.
The fact that people are arriving in colder hours of the day, and the clothing insulation
is being set to the cooling season (0.5 clo) might originate such rise on the PPD, and
related comfort violations.
The minimum observed average PMV values between 05:00 and 09:00 were 0.93±0.07,
and -1.06±0.07, for the Room and Hall, respectively. Therefore, the reason for the
thermal dissatisfaction was due to the environment being slightly cool (According to the
Fanger’s PMV classification).
The incapability of the control techniques on working towards a better comfort level
during those referred periods can be explained by a similar argument as the one exposed
in the previous section regarding pre-cooling. The average temperatures of both zones
are Gaussian distributed and present a mean and confidence interval boundary higher
than the available temperature set-point limit for heating (21oC), preventing the VRF
to heat the interior environment. Table 4.24 exposes the maximum hourly averaged
drybulb temperatures for both zones and exterior for the periods between 02:00 and
08:00, included.
After 10:00 all strategies have presented no violations of the PPD maximum limit.
In fact, both EO and TC have managed to perform considerably better than the other
techniques, exhibiting a virtually non-existent variance bellow the desired limit of 10%
PPD in the Room and Hall zones, Figs. 4.50, and 4.51. However, it can be noticed that
those strategies offering higher values of PPD at the end of the day (18:00), especially
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Figure 4.50: Comparison of hourly distributions of Predicted Percentage of Dissatisfied
(PPD) in the Room during occupied hours only – Cooling season.
SPC and EO, that have managed to improve the comfort levels during the first hour of
the occupied period (05:00), when comparing to TC.
Building’s inertia might be the reason for such response. That is to say, when using
TC strategy, the temperature at the end of the occupied period for the overall building
is lower than when using the other strategies and manages to remain lower until the
arrival of the occupants in the building because no internal loads are added during the
unoccupied periods. Therefore, the occupants thermal perception is colder than when
using the other techniques, especially in the case of supervisory predictive control. A
note worth mentioning is that this observation is not directly inferable from a decision
taken by the SPC, since from the end of the occupied period till the beginning of the
occupation there is a period of ten hours, whereas the forecast window considered for
this case study was six hours.
Overall, the Supervisory Predictive Control has managed to induce lower PPD levels
than the other strategies, while reducing the energy consumption taking advantage of the
acceptable range of comfort levels, as shown by the variance of the PPD throughout the
last hours of occupied time (Figs.4.50, and 4.51), as well as the results of the probabilities
of the cumulative distribution functions (CDF) of all strategies for a PPD of 25%, as
presented in Fig. 4.52.
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Figure 4.51: Comparison of hourly distributions of Predicted Percentage of Dissatisfied
(PPD) in the Hall during occupied hours only – Cooling Season.
From this analysis it is quite clear the superiority of the SPC regarding comfort
levels. The probability of finding PPD values lower or equal to 25% is clearly higher
in the SPC, when comparing to the other techniques. The SPC managed to reach the
percentile 90 before the PPD reached 25% in the Room, whereas in the Hall it reached
the 25% above percentile 85.
The purpose of multi-objective optimization routines is to find solutions where com-
petitive objectives are minimised simultaneously. The proposed supervisory predictive
control has proved to achieve that demand by minimising both the expected dissatisfac-
tion with the thermal comfort, while minimizing the energy-related costs for the heating
and cooling seasons. Moreover, the optimization process conducted in this case-study has
highlighted the inefficiencies induced by the conventional strategies during the cooling
season by improving all key performance indicators simultaneously.
4.6.5 Whole year analysis
The whole year co-simulation process was held considering the period of simulation
from the 2nd of January to the 30th of December, included. Fig. 4.38 presents the overall
performance benchmark of the supervisory predictive control against the conventional
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Figure 4.52: Cooling season comparative analysis of Cumulative Distribution Functions
of Predicted Percentage of Dissatisfied (PPD) for both zones. a) Room; b) Hall.
control strategies for the whole year co-simulation process.
The overall results favour supervisory predictive control. Regarding costs with elec-
tricity consumption it has managed to save 27.63%, when comparing it to the Early
switch-Off strategy, which proved to be the most suitable of the conventional techniques
concerning comfort related key performance indicators.
As expected, the overall energy consumption shows the least variability among so-
lutions, since during cooling season the SPC has compensated the extra energy spent
during heating season. Nevertheless, the overall difference between seasons has favoured
SPC, designating it as the most conservative solution regarding energy consumption of
The comparison between the comfort results of all strategies has identified the SPC as
the most interesting strategy, followed by EO and TC, concerning both the accumulated
number of comfort violations and the average PPD observed in the building. SPC has
violated the comfort limits 1021 hours in a total of 6071 occupied hours (sum of both
zones), representing a percentage of violations equal to 16.78%.
The PPD levels show similar results to the comfort violations, when comparing SPC
to EO. DR has managed to improve the difference to SPC, with an yearly average PPD
considerably high, falling outside the acceptable limit. TC has managed to improve its
variation, presenting a value identical to the EO strategy.
Table 4.25 summarizes the results for the key performance indicators for the whole
year simulation.
Fig. 4.54 shows the monthly benchmark of SPC against EO concerning the energy
cost at the top, followed by the energy consumption for cooling and heating, and the
accumulated number of comfort violated hours. The choice for the monthly comparison
between these two strategies lies in the fact that EO was the closest strategy to SPC
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Figure 4.53: Control strategies performance benchmark for the whole year simulation.
SPC: Supervisory Predictive Control; DR: Demand Reduction; TC: Timer Controller;
EO: Early-Off. From the top: the costs regarding the energy consumption of the VRF
system; the energy consumption of VRF system; The cumulative violations of the com-
fort limit (PPD>25%); Building’s average Predicted Percentage of Dissatisfied (PPD)
across all air-conditioned zones.
regarding their overall performance.
As depicted in Fig. 4.54, the source for the accumulated hours of comfort violations
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Table 4.25: Performance benchmark of the control strategies Supervisory Predictive
Control (SPC), Demand Reduction (DR), Timer Control (TC), and Early-Off (EO). The
simulation period is the whole year starting on January 2nd and finishing on December
30th.
PPD
(%)
PPD
Room (%)
PPD
Hall (%)
PPDviol
(%)
APD
Specific Energy
Cons. (kWh/m2)
Energy Costs
(e)
SPC 18.60 16.85 20.35 16.78 7236 12.21 367.39
DR 24.81 21.51 28.11 31.07 10070 12.41 408.27
TC 21.33 18.83 23.83 19.86 8329 13.70 519.82
EO 21.27 18.65 23.88 19.21 8273 12.37 468.92
resides especially in the months of April, May, June and September. This result is
associated with the insulation clothing set for the cooling and heating seasons, being 1
and 0.5 clo, respectively. Two solutions could overcome this issue, either allowing the
heating set-point to increase the temperatures observed in both zones in early morning
or colder days, or varying clothing of occupants dynamically regarding the outdoor
temperature observed in the morning of each day. The former hypothesis is more energy
efficient since it would generate no additional energy consumption and people’s comfort
would be guaranteed. Accordingly, Garnier et al. have used an heuristic model to
accommodate such a dynamic clothing simulation. The clothing was set every morning
at 6:00 regarding the temperature measured outside the building [29]. Future works
should take into account such an approach.
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Figure 4.54: Monthly analysis of Supervisory Predictive Control vs. Early-Off control
strategy.
May and October are the transition season since both account for heating and cooling
energy demands. However, especially in May, the discrepancy between heating demand
and cooling demand is notorious. Whereas EO spends roughly the same amount of
energy for both types of loads, the SPC related energy consumption is mostly due to
heating. Since comfort is improved in the SPC strategy for that month, it can be
considered that this strategy has managed to suit thermal demand more accordingly.
March and April are accounted for spending more energy when using SPC, rather than
EO. Nevertheless, the energy consumption variation only favours SPC during cooling
periods.
4.6.6 Computational cost of eppyco
The results presented in this section were conducted as a co-simulation process im-
plemented in eppyco. A year analysis took 28h57min to conclude, operated on a laptop
characterized by a processor i7-5600U CPU@ 2.60Ghz and 12GB of RAM. The mean
time for convergence using the Differential Evolution algorithm was 20.40 seconds for a
total of 5105 optimization routines. However, the Status Quo has managed to save ap-
proximately 41.8% of the time because rather than solving 8712 optimization problems
(363d*24h) it has solved only 5105.
The time the algorithm took to converge shows a high variance, as presented in Fig.
4.55, displays a standard deviation of 19.98 seconds.
The implementation of such an approach during the design phase of a project might
be prohibitive since a considerable amount of simulations are to be conducted. Future
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Figure 4.55: Converging times for the whole year co-simulation process using Differential
Evolution Algotithm.
works should focus on improving the computational performance of eppyco. A possible
direction of actuation could be to implement multi-thread computation on the optimiza-
tion process, as well as using memory to store feasible solutions of the optimization
processes conducted previously so it could enhance time for converging. As pointed
out by Branke [166], “If the optimum repeatedly returns to exact previous locations,
that’s perfect for memory-based Evolutionary Algorithms”. The optimization problems
conducted in this thesis did show a tendency towards specific values of temperature
set-points in the set-point analysis presented in Figs. 4.39,4.40,4.47, and 4.48.
The maximum observed computational time was 90 seconds. In a real world imple-
mentation of the supervisory predictive control presented in this case study, this elapsed
time would be computationally affordable since it would take only 2.5% of the decision
time-step available (1 hour). The optimization process could be started only 90 seconds
before the end of the hour to maximize the information available before sending the
decision. In the event of remaining sufficient time for repeating the process, the opti-
mization convergence presenting better objective function value would be taken as the
control solution for the next time-step.
4.6.7 Supervisory Predictive Control robustness investigation
This section presents a series of co-simulation processes in order to infer the ro-
bustness of the presented supervisory predictive control. The first test focuses on the
investigation of inducing noise to the disturbances forecast as presented in section 4.4.2.
The second studies the effects of varying the forecast window in the supervisory predic-
tive control process, from 6h to 12h. The third tests the SPC using a constant energy
tariff, i.e. minimizing energy consumption rather than costs. At last, the test will deal
with two particular cases of occupancy abnormally. The simulation period is the same
for all analysis, starting on 16th of January, ending on 22nd of January, included.
According to the previous simulations, the simulation conducted considered a fore-
cast window of six hours. The weighting parameter of the multi-optimization problem
formulation, α, was set to 0.9, the objective for PPD was set to 10%, and the penalty
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at 25%.
Inducing uncertainty in disturbances forecast
Section 4.4.2 presented the uncertainty induction procedure in order to provide re-
alistic scenarios of disturbances forecast.
The chosen standard deviation multiplier, λi, follows a linear function from 0 to 0.05,
for a maximum forecast window of 24h to accommodate the forecast error expected
for predicting outdoor temperature with 24h of window. The error induction to all
disturbances varibles was presented on Table 4.14 of section 4.4.2.
The addition of the presented error to the disturbances forecast expects an increasing
of surrogate models mismatches because the inputs will no longer represent the forecast
window accordingly. The error propagation from the disturbances forecast to the predic-
tion of the energy consumption is highlighted in Fig. 4.56. As it can be depicted in the
example figure, the induction of noise in the inputs has led the random forest error to
diverge to the triple of the expected error without considering the induced error at the
end of the forecast window, i.e. 24h. The error estimation without considering forecast
uncertainty saturates around 27W and encounters its maximum at t+ 14 hours with an
error equal to 27.71W. However, the estimated error deviates substantially when noise is
added to the disturbances forecast. The maximum estimated error when noise is added
to the forecast increases to 92.78W at t + 20 h.
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Figure 4.56: Uncertainty propagation on the predictions of Heating Power Demand by
Random Forest model over a forecast window of 24h subjected to disturbances forecast
noise. The noise generation used a λi of 0.5 for i equal to 24h.
Figure 4.57 shows the building response to the supervisory predictive control deci-
sions, considering the imposed uncertainty. As shown, the SPC has managed to avoid
major control pitfalls. Since the error is gradually increasing throughout the window
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forecast, the SPC can adapt to the new scenarios if the expectations gradually become
more accurate in the approximation of the time of decision (t+ 1).
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Figure 4.57: Winter’s design week simulation of supervisory predictive control inducing
disturbances forecast uncertainty with λi equal to 0.5 for i equal to 24h.
The behaviour of the SPC presents no relevant differences to the set-points investi-
gation on the heating season in section 4.6.3:
 The heating set-points are increased four hours before building occupants arrival
at 8:00;
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 The energy consumption was 58652Wh, and the energy related costs summed up
8.75e.
 The SPC has managed to reduce costs by minimizing consumption at peak hours
to zero, especially at 12:00 on the 17th and at 11:00 on the 18th;
 The percentage of comfort violations is 15.2%;
 The average PPD for both zones is 18.14%, with Room and Hall equal to 16.66%
and 19.77%, respectively.
In conclusion, this analysis refers to the effectiveness of the SPC in accommodating
the uncertainty of disturbances forecast. The Summer version of this simulation is
presented in Appendix A.
Varying forecast window size
The following study investigates the influence of increasing the forecast window to
12h instead of the previously used six hours. Figure 4.58 shows the building’s response
to such a configuration of Supervisory Predictive Control.
The major difference encountered lies in the computational time it takes to solve each
optimization problem. The total simulation time accounted for 2h44min, representing
a convergence time of 4min34s. Therefore, the computational time has increased 13
times comparing to the SPC using a forecast window equal to six hours. Moreover,
the optimization space domain has changed from 24 dimensions to 48, increasing the
complexity of the optimization problem.
The list bellow summarizes the performance of the current robustness test:
 The heating set-points are increased five hours before the building’s occupants
arrival at 8:00;
 The SPC has managed to reduce costs by minimizing consumption at peak hours
to zero, especially at 10:00 on the 17th and at 11:00 on the 18th;
 The energy consumption was 60429Wh, and the energy related costs summed
8.80e.
 The percentage of comfort violations is 13.04%;
 The average PPD for both zones is 19.15%, with Room and Hall equal to 17.52%
and 20.93%, respectively.
The time considered by the SPC to start the heating process was at 03:00, an hour
before the time defined using six hours of forecast window. Accordingly, the energy
consumption has increased to 60429Wh, when comparing to the 58652Wh observed
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Figure 4.58: Winter’s design day simulation of supervisory predictive control considering
a forecast window equal to 12h.
in the previous example of section 6.7.1, representing an increase of 3.02%. However,
regarding costs, the current strategy was capable of saving 0.5%, from 8.80e of the
previous example to the 8.75e of this one. Regarding occupants comfort, violations of
PPD have decreased to 13.04%, besides the fact that the overall PPD has increased,
when comparing it to the previous example.
In conclusion, this test highlights the utility in increasing the forecast window to 12h.
Besides the fact that the energy consumption has increased, the costs were improved
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along with the number of violations to comfort. Such a window would provide the SPC
with more information, which could help it to take better decisions regarding events
further in the future. For example, given a situation similar to the one observed during
the cooling season, the SPC could infer what would be the decision to take at the end
of one day considering the information of the next morning. The drawbacks in using
such a forecast window could be the computational time, and the available forecast. In
fact, the computational time presents itself as a limitation, only in a design phase where
several simulations might be required, because in a real world application, the time to
converge is still acceptable for solving an optimization in the last 10 minutes of each
hour. The Summer version of this simulation is presented in Appendix A.
Energy minimization objective function formulation
The section focuses on analysing the performance of the supervisory predictive con-
trol considering a constant tariff and equal to 1. Hence, the optimization problem which
previously was set to minimize the energy costs while guaranteeing the desired com-
fort, has been converted to an energy conservation problem, bypassing the energy tariff
expected in the optimization formulation.
Figure 4.59 presents the building’s thermal behaviour considering a SPC focused
on minimizing the energy consumption. It can be observed that besides the energy
reduction due to inertia, the predictive controller has made no evident decision in saving
energy during the peak tariff time. For example, the heating temperature set-point in
the Hall has only been reduced at 14:00, and two hours later in the Room on the 17-
01. Accordingly, the cost related to energy has been increased compared to the previous
examples, accounting for 9.07e which represents an increasing of 3.66% when comparing
it to the SPC using 12h of forecast window. However, the energy consumption has been
reduced successfully comparing to both cases presented previously, accounting for a
reduction of 9.51% if compared to SPC using a 12h forecast window.
The following list summarizes the performance of the robustness test using a SPC
targeted to energy consumption reduction:
 The heating set-points are increased three hours before the building’s occupants
arrival at 8:00;
 The SPC has managed to reduce the energy consumption overall to 54681Wh, and
the energy related costs summed 9.07e.
 The percentage of comfort violations is 17.4%;
 The average PPD for both zones is 19.15%, with Room and Hall equal to 19.62%
and 19.67%, respectively.
This result attests the versatility inherent to the SPC proposed by this thesis. As it
was observed, the SPC has accomplished the task of saving energy consumption. Such a
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formulation might be useful in conditions when the energy prices, or the energy supply
are constant. This approach seems to fit the requirements for problems regarding energy
conservation.
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Figure 4.59: Supervisory Predictive Control performance considering energy tariffs con-
stant. Simulation period from 16-01 to 18-01, including coldest day of the year – 17-01.
Table 4.26 summarizes the simulation for both the Winter day referred previously and
the Summer day to allow for a comparison with reference control techniques presented
in Section 4.2 which considered only the energy consumption and comfort results for the
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period of a day.
The results regarding the supervisory predictive control performance on the Summer
day, considering the optimization of the energy consumption rather than the cost of
energy are presented in Fig. 4.61
Table 4.26: Energy and comfort performance of the reference case-study using Supervi-
sory Predictive Control strategy, minimizing the energy consumption and discomfort.
Metric Winter day Summer day
Accumulated people dissatisfied 43 19
Percentage of PPD >25% 29.17% 0 %
PPD 21.65 % 11.79 %
PPD @ Room 21.02 % 10.14 %
PPD @ Hall 22.27 % 13.43 %
Peak electricity demand 4200 W 2763 W
Energy Consumption 31234 Wh 14031 Wh
Specific energy consumption per m2 150 Wh/m2 67 Wh/m2
The benchmark of these values against the baseline case-studies show that the Su-
pervisory Predictive Control manages to provide better comfort in the Winter at the
expense of spending more energy. When comparing it to EO, which is the reference
case-study presenting lower energy consumption than SPC, being still relevant regard-
ing comfort. However, when analysing the Pareto fronts for both Winter and Summer
days, Fig. 4.60, provided by the performance results of the control techniques under
investigation, it is clear that the SPC conveys more utility than the other techniques
for both seasons. Therefore, regarding the trade-off between energy consumption and
comfort, SPC is the most interesting solution.
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Figure 4.60: Winter and Summer analyses of Pareto fronts of the control techniques
under investigation. SPC problem formulation focused on energy minimization.
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Figure 4.61: Supervisory Predictive Control performance considering energy tariffs con-
stant. Simulation period from 16-01 to 18-01, including warmest day of the year – 22-08.
Dealing with abnormal occupation patterns
The final case-study to infer the robustness of the proposed SPC focuses on the
scenario of abnormal occupation. For that purpose, an anomaly was introduced in the
simulation files and forecast data to simulate an event when the building is occupied in
abnormal periods of functioning.
It can be depicted in Fig. 4.62, a total of 25 people occupied the Hall of the building
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from 18:00 till 02:00 on a Sunday evening. Moreover, six people occupied it for two
additional hours, one at 17:00 and again at 03:00.
Overall, the SPC has managed to prepare a thermally comfortable environment to the
occupants. Four PPD violations were observed during the special scenario of occupation
which lasted for 11 hours, representing 36.4% of the occupied time.
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Figure 4.62: Winter’s design day simulation of supervisory predictive control considering
abnormal occupation pattern.
The procedure was similar to the results presented so far, where the temperature set-
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point was set three hours before the arrival of the six people. However, not only the set-
points of the Hall were changed, but also the Room temperature set-points, suggesting a
possible interdependence induced by the predictive models in relation to the controllable
variables, i.e. so far, all the training data has contained data samples with occupancy
between zones correlated (see Fig. 4.12). This effect can influence the models to divide
the importance of variables equally when no guaranteed influence exists. For example,
the predictive model of the PPD of the Hall has assigned the same importance to the
PPD of the Room (Table 4.10). Besides the fact that there is heat transfer between
adjacent zones, it can be an over estimation by the SPC as well, deciding upon heating
an adjacent zone to help heating the zone requiring to be heated. The problem regarding
such a behaviour resides in the energy required for accomplishing the desired objective,
which might not be optimal.
Future works should focus on the investigation of the decision making taken by the
SPC to infer the true nature of decisions and help understanding when a decision is
being biased due to model characteristics. The Summer version of this simulation is
presented in Appendix A.
4.6.8 Energy Management Systems towards sustainability
It does not matter how energy efficient a building architecture, an HVAC system, a
boiler or a fan unit might be if they operate in an inefficient way. The results presented
throughout this chapter highlighted the capability of the proposed supervisory predictive
control in finding acceptable compromises between comfort and energy consumption. In
particular, the efficacy of the proposed strategy in reducing costs related to energy by
naturally applying demand shifting seems well aligned with the current and future energy
framework.
The standard BS EN 15232 has estimated that the retrofitting of the control systems
of buildings HVAC systems have an energy saving potential factor of 0.87 of the energy
consumption when conventional control solutions are retrofitted to advanced controls
contemplating optimization [167]. The estimation of the yearly energy consumption
of the co-simulation process regarding the energy consumption minimization can be
computed by a weighted sum of energy consumption for the Winter and Summer design
days (5*Energy Winter day + 4*Energy Summer day) from Tables 4.27, and 4.4, for
the estimation of SPC, and EO, respectively. The accomplished saving potential factor
equals 0.88, which is 1% higher than the value proposed by the BS EN 15232. The
comparison of the energy consumption of SPC with the TC control solution, from Table
4.3, shows an energy saving factor of 0.80 in favour to SPC (20% of savings). This
value is quite above the proposed by the referred standard but more aligned with the
30% expectation of energy saving potential due to the implementation of an advanced
control [23].
The building used as case-study can be considered a modern office building with a
construction appropriate for energy conservation, namely insulation, fenestration, and
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HVAC system. However, without the inclusion of intelligent energy management, the
advantage of energy efficient construction elements and system is not fully exploited as
verified by the presented results. Therefore, the retrofitting of the construction elements
and systems cannot be expected to capitalize the improvement of the energy efficiency
alone. However, retrofitting assessments that consider the implementation of an energy
management system capable of adapting to the conditions of the building energy state,
would provide an additional possibility for reducing the carbon intensity, energy costs.
The advent of the smart grids, energy self-production and the ever increasing injec-
tion of renewable and unstable energy sources in the grid, only escalates the relevance of
adaptive strategies similar to the one here proposed. The possibility of consuming energy
especially when its carbon intensity is lower would impact the global energy efficiency of
buildings positively. Moreover, the possibility of reducing the carbon intensity of build-
ings would assist in achieving the goals of 2020 for Europe regarding the reduction of
greenhouse gases and primary sources of energy consumption [14, 9].
In conclusion, the implementation of a supervisor management system should be con-
sidered as a valuable retrofitting solution, especially due to its impact on the reduction
of costs, and energy consumption, as well as the lower impact of implementation, com-
pared to retrofitting solutions focused on the architectural features of buildings as well
as HVAC systems. Moreover, such an implementation is less invasive to the buildings,
generating less entropy to its normal operation.
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Chapter 5
Conclusion
The scope of this research was building’ energy management. The survey on open
literature highlighted the pertinence of retrofitting of existing buildings’ energy effi-
ciency because their long lifespan leads to make architecture and systems performance
to degrade or to become obsolete. Two major approaches were identified regarding
retrofitting. The most common approach is the retrofit of buildings’ architecture and
systems, while an alternative becoming more popular in buildings with existing HVAC
systems is to retrofit these systems’ controls into advanced control solutions.
The retrofitting of buildings’ architecture elements and systems has shown promising
results regarding the energy efficiency improvement with savings ranging 20% comparing
to pre-retrofit data. However, the variability of economy, climate, energy, and society
frameworks increases the uncertainty on deciding which features should be renovated
and to what extent to maximize the return of investment. For example, the upgrade
of an architectural feature such as a building’s envelope is usually cost intensive and
involves a considerable amount of civil work, demanding for the setting of sustained
assumptions during the decision making process to lower the risk of the investment.
On the other hand, the upgrade of HVAC control to advanced control solutions
should be adaptable to variable energy pricing paradigms, change of climate and prior-
ities because its major contribution is due to a software integration with the existing
HVAC system, and software should be more straightforward to update. According to the
British Standard BS EN 15232, the upgrade of the HVAC control from conventional to
advanced controls is expected to always improve the energy performance of the building,
being the estimation of energy savings around 0.87 multiplying by the energy consump-
tion before retrofit [167]. The reviewed literature has highlighted the state-of-the-art
regarding advanced control solutions as being the Model Predictive Control divided as
a local approach at machine level, and a supervisory approach at zone, or building level,
characterized by being more flexible and adaptable to different types of problems. Nev-
ertheless, the solutions presented in the literature showed limited flexibility regarding
the type of HVAC system and control, leading the replication to other buildings and
197
198 5.Conclusion
HVAC systems quite cumbersome. This limitation was identified as an opportunity to
develop a methodology for implementing flexible and adaptable supervisory predictive
control solutions capable of improving the energy efficiency of existing HVAC systems.
The methodology for implementing a supervisory predictive control encompassed two
critical steps: the development of models capable of predicting future states of building
energy demand and comfort related metrics; and the formulation of an optimization
problem capable of searching for the most suitable set-points for each time-step, consid-
ering simultaneously past, current, and future states.
The methodology for modelling has followed a hybrid approach based on surrogate
modelling which employed machine learning algorithms (Neural Networks, Support Vec-
tor Machines, and Random Forests) to model the responses of the physics-based model
developed in EnergyPlus. The selection of the inputs to the data-driven models was cru-
cial to guarantee the generality and flexibility of the methodology. The key requirement
was that the input variables selected for control should be accessible to human inter-
face to emulate the decision making process conducted by humans when adjusting the
thermal conditions of the inner environment. For example, in the case-study provided,
the control variables available were the dual-band temperature set-points for each zone
for both heating and cooling modes of the air conditioning system (Variable Refrigerant
Flow system). Along with these control variables, endogenous and exogenous variables
related to weather (temperature, humidity, and solar irradiation), inner environment
(temperature) and the number of occupants were selected as well. The data generated
by the simulation of conventional control techniques in the building energy simulation
software (EnergyPlus) fed the data-driven models with sufficient samples for conducting
the modelling process explained in Section 3.2. The trained data-driven models were
capable of emulating the EnergyPlus responses for the dry-bulb temperature and the
Predicted Percentage of Dissatisfied (PPD) in each zone, and the electrical energy de-
mand for heating and cooling modes, considering the building design and HVAC system
of the case-study presented in Chapter 4.
The initial data provided to the models was intentionally biased towards the con-
ventional control solutions so that the models’ capability to adapt to new data could be
assessed, as well as to conduct an adaptive sampling of new data points from the re-
sponses of the optimization process inherent to the supervisory predictive control. The
small variance of the conventional control solutions led the models to over-fit the data
and perform poorly when applied in the optimization process. In fact, the observed mean
relative error showed an increment of an order of magnitude in all predicted variables
of the best models. This models’ mismatch highlights the necessity of significant vari-
ance on the training data, especially in the controllable variables so that the data-driven
models can capture the influence of changing a set-point on the output variables.
The data gathered was used to train the models, allowing for them to adapt to
the previously unknown data samples. The most robust machine learning algorithm
implemented was the Random Forests algorithm, achieving the best validation error
on all the six models developed on the final data set. The mean percentage error for
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predicting PPD and zone temperature for both zones has stayed below 0.8%, whereas
the predictions of electricity demand for heating and cooling accounted for an error
of 10.97% and 13.43%, respectively. These models were considered robust enough to
incorporate the optimization process of the supervisory predictive control.
The multi-objective optimization strategy formulated in Section 3.3 focused on min-
imizing simultaneously the energy related costs on a variable pricing framework, and
the Predicted Percentage of Dissatisfied. Since both objectives are competitors, the
methodology proposes a formulation of the meta-objective by a weighted sum of both
while handling the constraint of minimum acceptable comfort via the penalty method.
The comfort objective weight was fine-tuned during early runs of the supervisory pre-
dictive control, achieving the best utility at 0.9 when all the tested weights were plotted
in a Pareto-front graph of PPD vs. energy cost. It can be concluded that for the opti-
mization problem formulation of this thesis and the case-study presented, a variation of
the energy cost leads to higher variations on occupants’ comfort, leading higher values
of comfort weight to present a better compromise between both objectives. Such a large
value of weight can be corroborated by recent literature on model predictive control
applied to office buildings [28].
A comparative study was conducted in Section 4.4 to identify which of the opti-
mization algorithms would be more suitable for the task. The Differential Evolution
algorithm was found as the most suitable when comparing to the Particle Swarm Opti-
mization (PSO), the Nelder-Mead, and the conjugate gradient method, besides the fact
that the PSO achieved the lowest objective function value more often, accounting for
68.35% of the simulations. The Differential Evolution algorithm was selected because it
took on average 13.20 seconds to converge comparing to the 64.89 seconds of PSO (on a
i7-5600U CPU 2.60Ghz with 12GB of RAM), and the average objective function values
after convergence were the lowest of all algorithms. It can be concluded, that for the
formulation of the optimization problem and the implementations of the optimization
algorithms conducted in this thesis, the Differential Evolution algorithm is more robust
and faster than the Particle Swarm Optimization algorithm if comparing the algorithms
with similar nature. Thus, the supervisory predictive control implementation integrated
the Differential Evolution algorithm to solve the optimization process for each required
time-step. The computational cost of the proposed solution has proved to be suitable
for a real-world implementation because the time taken by the optimization process to
be concluded was lower than the time-step which was set as hourly.
The supervisory predictive control presented in this thesis was implemented in a
simulation environment where the EnergyPlus played the part of the real building. The
time taken for completing a whole year simulation has taken 28h27min which is approx-
imately less 41.8% of the time expected because rather than calling the optimization
process 8712 time-step (363d*24h) it was only called 5105 times due to the Status Quo
parameter. The purpose of this parameter was to serve as a trigger to the optimization
process, leaving decisions encountered in previous time-steps to prevail to the following
if the change of building thermal state, or disturbances such as weather or occupation
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were not significant.
The performance of the proposed supervisory predictive control was benchmarked
against conventional control solutions for HVAC systems. The detailed results are pre-
sented in Section 4.6.2. Overall, the supervisory predictive control has managed to save
energy costs throughout the year, achieving 29.3% lower costs related to heating and
cooling comparing to the Timer Control solution, ignoring potential savings from ab-
normal energy consumption derived from faulty control which alone can be accounted
for 20% of the total energy consumption [8]. Regarding the energy consumption, the
advanced control proposed was the best performing technique as well, but only by the
slight margin of less 1.26% than the Early Switch-Off, whereas it saved 10.86% com-
pared to Timer Control strategy. This results might be interpreted as the intent of the
optimization algorithm in finding lower cost hours of energy pricing rather than mini-
mizing the energy consumption itself. In fact, the optimization formulation focused on
an approach capable of minimizing variable pricing energy. In what concerns occupants
comfort, the proposed solution was also paramount, achieving an average PPD equal to
18.62% which is significantly lower than the limit of 25%.
Overall, the methodology presented in this thesis seems to be a promising start
for the development of a supervisory predictive control which is agnostic to the type
of HVAC system and type of building. This methodology may also be viewed as an
acceptable approach to solve the “cold-start” problem of using data driven methods to
control HVAC systems of new buildings, or building with insufficient data. The surrogate
method could be key for performing data fusion by mixing sensor data with simulators
data to deliver more robust models and consequently a better performing supervisory
predictive control.
This thesis aimed at answering three research questions which are addressed in the
list that follows:
 How to design a HVAC supervisory advanced control system indepen-
dent of the HVAC itself? – The review of the state of the art highlighted that
an approach related to model predictive control could provide satisfactory results
regarding the need for optimized decisions based on past, current, and future states
of the building. The review allowed for identifying the major aspects of designing
such a solution. First, a model sensitive to past and current events is required
to predict the future state of a building, namely the energy consumption and oc-
cupants comfort. The approach used to satisfy this necessity was to develop a
surrogate model of the building physics-based model by employing machine learn-
ing algorithms, namely Random Forests, Neural Networks, and Support Vector
Machines, to deliver predictive models of the electrical energy demand required for
heating and cooling, as well as the occupants’ thermal comfort (PPD) in each zone
of the building. The input variables selected for constructing these data-driven
models are key for allowing the predictive control to be supervisory and agnostic
to the HVAC system and building types, simultaneously. Hence, the only inputs
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depending on the HVAC system are the dual-band temperature set-points which
are the control of the system itself and accessible from the supervision level (human
interface), and the inner environment related variables are zone temperature, and
the number of occupants per zone. The named data-driven models have managed
to approximate the behavior of the physics simulator sufficiently (EnergyPlus),
allowing for the incorporation of their predictions in the optimization process re-
quired for selecting suitable set-points based on the estimation of the future states.
The best performing models were those from the Random Forests, achieving a mean
relative error of 0.82% and 0.88% for the thermal comfort (PPD) in both zones
of the building, 10.98% and 13.43% for the electrical energy demand for heating
and cooling, respectively. These models were incorporated in the optimization pro-
cess which is formulated to maximize the occupants’ comfort while minimizing the
energy consumption costs. The optimization formulation constraint must also be
generic for achieving the desired flexibility of approach. In the case of the presented
case-study, it was imposed a maximum limit to the PPD. The optimization algo-
rithm selected for the task was the Differential Evolution due to its best trade-off
regarding the computational cost and the quality of solutions. The optimization
process took on average 20.40 seconds to converge to suitable set-points for both
zones for the subsequent hour, considering that the forecast window is 6h. Hence,
the time taken for finding the solution is lower than the time required, leaving
room for increasing the complexity of the building (number of zones and window
forecast size), or accelerating the decision time-steps to sub-hourly rather than
hourly. Overall, the methodology presented to develop adaptive surrogate models
and the formulation of the optimization process convey the necessary flexibility to
the supervisory predictive control to be agnostic to the HVAC system and building
type.
 How does a HVAC supervisory predictive control solution compare with
architecture and systems retrofitting approaches? – Regarding the imple-
mentation of each approach, the supervisory predictive control seems to be more
straightforward than an architecture or system retrofitting. The retrofit of build-
ing architecture features requires a significant amount of civil work to be done
while the implementation of a supervisory predictive control requires mostly the
installation simple hardware such as energy meters, temperature and occupation
sensors if following a similar approach as the one proposed by this thesis. The
data required for the implementation of both retrofits is similar if referring to the
building architectural features since both need a representation of building’s ther-
modynamic behaviour. However, the supervisory predictive control is more data
intensive because it expects near real-time data from sensors and meters, as well
as weather and occupation forecast services for the optimization of the set-points
for each time step. Although both types of retrofits suggest that an optimization
problem is required, the decision making process for selecting the most appropri-
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ate set of features required to be changed in an architecture retrofit involves more
uncertainties than the decision of investing in a supervisory predictive control.
Since the supervisory predictive control is mostly software-based, the models, the
optimization process, or even the whole concept should be able to be altered if the
performance is not satisfactory enough due to an alteration of economic or environ-
mental paradigm, or if any breakthrough has occurred after the implementation
of the supervisory predictive control. On the other hand, the retrofitting of archi-
tecture features are commitments for the long term because the amount of work
and investment is substantially higher, increasing the uncertainty regarding future
economic, environmental, and societal paradigms. Moreover, the retrofit of archi-
tecture and systems are passive solutions preventing the opportunity to manage
costs and environmental impacts inherent to a dynamic energy pricing context.
Regarding energy performance improvement, the work conducted in this thesis
has demonstrated that there is room for improvement in the way energy is spent
even in buildings with energy efficient construction and HVAC system. The factor
for energy savings was 0.80 comparing to the system with a conventional control
system (Timer Control 9:00 - 18:00) without considering savings from abnormal
energy consumption derived from faulty control which alone can be accounted for
20% of energy consumption. Nevertheless, the major advantage of a retrofitting
solution based on advanced controls is the energy cost savings due to shifting the
consumption peaks to lower priced time of the day as presented in Section 4.6.2.
The energy cost savings of the supervisory predictive control comparing to the
Timer Control solution were 12.3% for the heating season, 51.7% for the cooling
season, and 29.3% for the yearly total savings. Retrofit solutions based on passive
elements cannot easily adapt to different pricing, hindering saving potentials re-
lated to optimal pricing, as well as demand shifting towards less carbon intensive
times of the day.
 How to implement a real-time supervision system for a large commercial
and services building, capable to establishing optimal operating condi-
tions within an acceptable computational cost? – The literature review
pinpointed the key aspects hindering the development of model predictive control
solutions, namely the building response model, the simulation time-step and fore-
cast horizon, the forecast resolution, and the optimization algorithm. This research
focused mainly on the building response model and the optimization algorithm.
The presented case-study, a small office building, has achieved an acceptable per-
formance regarding the building response model with all relevant prediction errors
spanning from 0.54% to 13.43%. The implementation software called eppyco
and developed in Pythonfor this thesis, has managed to integrate the predic-
tive models in the optimization problem formulation and optimization algorithms
and achieve a computational cost for finding the set-points for two zones for the
following time-step in 20.40 seconds, leaving room for accelerating the rate of
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optimizations per hour without compromising the solutions provided. The over-
all methodology allows for its implementation to different buildings and different
HVAC systems. Thus, to implement the real-time supervision system for a large
commercial building it would be necessary to develop a simplified model of the
building in EnergyPlusand perform simulations considering a control strategy
similar to the one being used. Then, employing the methodology for surrogate
modelling proposed on the Section 3.2 it would be possible to develop the neces-
sary predictive models. Having validated the models, it is necessary to define the
constraints to the optimization problem, namely the minimum required comfort
to the occupants. After that, the models are ready to integrate the optimization
process and connect it to the building HVAC supervision controls. The work con-
ducted in this thesis cannot answer if the computational cost will be acceptable
to a large scale building because no study was conducted regarding scalability.
However, since the optimization algorithms selected are population based, they
allow for parallel computation during the calculations of objective function values,
opening the possibility for scaling the computational process horizontally.
5.1 Challenges and Future works
The conducted research enabled to successfully contribute to the scientific knowledge
regarding the field of building energy management. However, the work conducted here is
still embryonic and lacks for validation in some aspects, especially in its ability to scale
and real world validity. For future work it is of the utmost importance to simulated
more case studies with different optimization time-steps, different climates and building
types, different architecture and systems, more air-conditioned zones, and longer forecast
horizons, to stress the methodology here presented and search for loopholes so the final
methodology can be more robust. Moreover, it can be useful, especially in the simula-
tions of several air-conditioned zones, to implement a parallel computing solution in the
optimization algorithms to attempt lowering the computational cost. It is necessary to
implement the methodology proposed by this thesis in a real office building to compare
results and fine-tune the solution.
Throughout the development of this thesis, additional questions arise and research
ideas were revealed as a natural result of the developed work. Hence, bellow is listed a
few items which the authors find as interesting challenges for the future of the field:
 Multi-objective optimization formulation – The approach to the formulation
of the objective function has considered the minimization of a weighted sum of
the single objectives (Discomfort and Energy/Energy-costs). However, as it was
shown, the solutions found via this method are forced to form a convex Pareto
front, leaving out the possibility of finding non-dominated solutions closer to utopia
point. Therefore, it could be interesting to adapt the optimization process to
minimize a distance metric independent of a weight factor, such as minimizing
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directly the Chebyshev, Manhattan, or Euclidean distance from each solution to
the utopia point and address which could offer a more reliable implementation of
the Supervisory Predictive Control.
 Double retrofit optimization – The code for conducting the co-simulation pro-
cess is still taking a considerable computational burden. Future works should
improve the code for the reduction of computational cost, as an attempt to per-
form double optimization of retrofit. i.e. performing a co-simulation capable of
answering which would be the best architectural and systems retrofitting when
considering the advanced control solution proposed. To answer that it is necessary
to wrap up the case-study presented in this thesis and turn it into an optimization
iteration of the larger optimization problem which is focused on the architecture
and systems characteristics.
 Deep-learning – We are in the era of artificial intelligence, and while information
was never as abundant as it is today, neither was the computational power of
machines. Deep-learning is basically big artificial neural networks capable of high
abstraction due to the inclusion of more complex processing units (neurons), and its
current trend of results are astonishing, namely in complex areas such as artificial
vision, natural language interpretation, and self-learning. The latter seems to be
the most relevant to the context of this thesis. There is an algorithm based on deep
reinforcement learning which has managed to learn how to play several computer
games (arcade) and beat humans easily at it [168]. The idea of employing it in
building autonomous control of the HVAC system seems to be very promising and
could bring interesting results regarding energy efficiency measures proposed by
the algorithm, especially at large and complex commercial and services buildings.
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Appendix A
Supervisory Predictive Control
robustness investigation –
Summer
A.1 Inducing uncertainty in disturbances forecast - Sum-
mer
Figure A.1 shows the building response to the supervisory predictive control deci-
sions, considering the imposed uncertainty of 0.5σ at t+24, as presented in section 4.6.7.
The optimization problem focused on minimizing the energy costs while maximizing the
occupants comfort, according to section 4.6.2. As depicted, the SPC did not evidenced
major control pitfalls. This observation follows results presented in the heating season
version presented in section 4.6.7.
The predictive error is gradually increasing throughout the window forecast, giving
the SPC opportunity to adapt to the new scenarios when the expectations gradually
become more accurate in the approximation of the time-step of decision (t+ 1).
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Figure A.1: Summer’s design week simulation of supervisory predictive control inducing
disturbances forecast uncertainty with λi equal to 0.5 for i equal to 24h.
The behaviour of the SPC for the co-simulation considering the addition of uncer-
tainty in the disturbances forecast can be listed as follows:
 The cooling set-points are decreased from set-back four hours before building oc-
cupants arrival at 6:00;
 The energy consumption was 29870Wh, and the energy related costs summed up
5.59e.
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 The SPC has managed to reduce costs by attempting to minimize consumption at
peak hours, especially on the 22th of August;
 The percentage of comfort violations is 0%;
 The average PPD for both zones is 10.41%, with Room and Hall equal to 11.60%
and 9.22%, respectively.
In conclusion, this analysis refers to the effectiveness of the SPC in accommodating
the uncertainty of disturbances forecast during cooling season.
A.2 Varying forecast window size – Summer
The following study investigates the influence of increasing the forecast window to
12h. Figure A.2 shows the building’s response to such a configuration of Supervisory
Predictive Control for the co-simulation of the Summer Design day (22-08).
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Figure A.2: Summer’s design day simulation of supervisory predictive control considering
a forecast window equal to 12h.
The list bellow summarizes the performance of the current robustness test:
 The heating set-points are increased five hours before the building’s occupants
arrival at 6:00;
 The SPC has managed to reduce costs by minimizing consumption at peak hours,
especially on the 22th of August;
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 The energy consumption was 33954Wh, and the energy related costs summed
5.90e.
 The percentage of comfort violations is 0%;
 The average PPD for both zones is 11.56%, with Room and Hall equal to 11.13%
and 11.99%, respectively.
Between the simulated days, the set-points chosen at the end of the occupied hours
show that the supervisory predictive control has a tendency to increase the cooling set-
points to the set-back temperature, rising the building’s temperature when there are no
occupants present. This behaviour can play an important role on the colder days of the
cooling season, since the temperature would be more comfortable once the occupants
arrive at the following day.
A.3 Dealing with abnormal occupation patterns –Summer
This appendix presents the building response to an abnormal occupation pattern for
the simulation of two days of the cooling season. It can be depicted in Fig. A.3, a total
of 25 people occupied the Hall of the building from 17:00 till 01:00 on a Sunday evening.
Six people occupied it for two additional hours, one at 16:00 and again at 02:00, and
there was no occupation between 23:00 and 00:00. Moreover, there was observed an
occupation of 25 people for one hour on the Monday (22-08) evening at 23:00.
Overall, the SPC has managed to prepare a thermally comfortable environment to
the occupants. One PPD violations was observed during the whole simulation period,
representing 1.7% of the time occupied period.
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Figure A.3: Summer’s design day simulation of supervisory predictive control considering
abnormal occupation pattern.
The temperature set-point was set three hours before the arrival of the six people,
corroborating the decision taken for the same simulation on the heating season. More-
over, the same control behaviour regarding the parity of decisions across air-conditioned
zones is observed, suggesting a possible interdependence induced by the predictive mod-
els in relation to the controllable variables, i.e. so far, all the training data has contained
data samples with occupancy between zones correlated (see Fig. 4.12). This effect can
influence the models to divide the importance of variables equally when no guaranteed
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influence exists. For example, the predictive model of the PPD of the Hall has assigned
the same importance to the PPD of the Room (Table 4.10).
This simulation presented a novelty when comparing to the other simulations of the
cooling season using the SPC strategy. It was observed a comfort penalty at 06:00 of the
22th of August with a PPD equal to 25.82%. The temperature observed was 22.36oC, a
slightly cooler temperature promoted by the cooling of the zone on the previous evening.
This result corroborated the hypothesis of promoting higher temperatures during the
evening to allow for better comfort levels in the arrival of the occupants in the zone.
