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ABSTRACT
Aims. Upcoming large area sky surveys like Euclid and eROSITA, which are dedicated to studying the role of dark energy in the
expansion history of the Universe and the three-dimensional mass distribution of matter, crucially depend on accurate photometric
redshifts. The identification of variable sources, such as active galactic nuclei (AGNs), and the achievable redshift accuracy for vary-
ing objects are important in view of the science goals of the Euclid and eROSITA missions.
Methods. We probe AGN optical variability for a large sample of X-ray-selected AGNs in the XMM-COSMOS field, using the multi-
epoch light curves provided by the Pan-STARRS1 (PS1) 3π and Medium Deep Field surveys. To quantify variability we employed
a simple statistic to estimate the probability of variability and the normalized excess variance to measure the variability amplitude.
Utilizing these two variability parameters, we defined a sample of varying AGNs for every PS1 band. We investigated the influence of
variability on the calculation of photometric redshifts by applying three diﬀerent input photometry sets for our fitting procedure. For
each of the five PS1 bands gP1, rP1, iP1, zP1, and yP1, we chose either the epochs minimizing the interval in observing time, the median
magnitude values, or randomly drawn light curve points to compute the redshift. In addition, we derived photometric redshifts using
PS1 photometry extended by GALEX/IRAC bands.
Results. We find that the photometry produced by the 3π survey is suﬃcient to reliably detect variable sources provided that the
fractional variability amplitude is at least ∼3%. Considering the photometric redshifts of variable AGNs, we observe that minimiz-
ing the time spacing of the chosen points yields superior photometric redshifts in terms of the percentage of outliers (33%) and
accuracy (0.07), outperforming the other two approaches. Drawing random points from the light curve gives rise to typically 57%
of outliers and an accuracy of ∼0.4. Adding GALEX/IRAC bands for the redshift determination weakens the influence of variabil-
ity. Although the redshift quality generally improves when adding these bands, we still obtain not less than 26% of outliers and an
accuracy of 0.05 at best, therefore variable sources should receive a flag stating that their photometric redshifts may be low quality.
Key words. catalogs – methods: data analysis – techniques: photometric – galaxies: active – galaxies: distances and redshifts –
X-rays: galaxies
1. Introduction
Understanding the expansion history of the Universe is one of
the fundamental questions of modern astrophysics. This is par-
ticularly true for the nature of dark energy and dark matter, the
presumed agents behind cosmic acceleration and cosmological
structure formation. Unveiling the dark Universe, which repre-
sents 96% of the cosmic matter-energy content, allows setting
major constraints on the past, present, and future evolution of
the Universe and promises to provide insight into radically new
physics. Significant progress in our understanding is expected
to be delivered by current and upcoming surveys, such as the
Dark Energy Survey (DES; DePoy et al. 2008; Mohr et al. 2008),
Euclid (Laureijs et al. 2011), and eROSITA (Predehl et al. 2007;
Cappelluti et al. 2011).
 Appendices are available in electronic form at
http://www.aanda.org
 The catalogues of variable AGNs are only available at the CDS via
anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via
http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/584/A106
The Euclid mission aims to map the geometry of the dark
Universe by accurately gauging distortions of galaxy shapes
mediated by weak lensing eﬀects and constraining the pattern
of baryonic acoustic oscillations (BAO) from galaxy cluster-
ing measurements. Applying these two independent cosmologi-
cal probes, Euclid will survey the three-dimensional distribution
of structures with unparalleled accuracy out to redshift z ∼ 2,
thereby covering the entire period of the accelerated expan-
sion of the Universe that is driven by dark energy. Observing
15 000 deg2 of the extragalactic sky, Euclid will probe the growth
of cosmic structure in tomographic bins. This will be determined
through photometric redshifts (photo-z’s) that need to be as ac-
curate as σz/ (1 + z) < 0.05 at IAB ≤ 24.5 (Bordoloi et al. 2010,
2012) and as unbiased as possible. The mission will deliver
photo-z’s for an unprecedented large number of about two billion
galaxies and a million active galactic nuclei (AGNs; Laureijs
et al. 2011; Amendola et al. 2013). The photometric redshifts
will be computed from optical and near-infrared (NIR) photome-
try, with Euclid providing the NIR Y, J, H-bands and optical ob-
servations collected from ground-based deep wide area surveys.
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Complementary information about the large scale structure
will be provided by the eROSITA all-sky survey, observing the
hot X-ray Universe. The mission is expected to detect a very
large sample of ∼105 galaxy clusters, about three million ob-
scured and un-obscured AGNs and∼500 000 stars (Merloni et al.
2012). This unique data set will allow the co-evolution of su-
permassive black holes and their host galaxies to be studied
within the cosmic structure in unprecedented detail, provided
that accurate redshifts can be obtained for the point-like and
extended X-ray sources. This requires precise identification of
the respective optical counterparts and suﬃcient multiband pho-
tometry for the photo-z computation, again to be supplied by
deep wide area surveys. Various sophisticated methods have
been developed to derive photo-z’s, which either follow an em-
pirical approach by exploring the possible color-redshift com-
binations of galaxies with the help of a spectroscopic training
set (Csabai et al. 2003; Collister & Lahav 2004; Vanzella et al.
2004; Gerdes et al. 2010; Wolf 2009; Carliles et al. 2010) or
by applying template fitting (Giallongo et al. 1998; Bolzonella
et al. 2000; Benítez 2000; Bender et al. 2001; Babbedge et al.
2004; Padmanabhan et al. 2005; Feldmann et al. 2006; Ilbert
et al. 2006; Finlator et al. 2007; Mobasher et al. 2007; Brammer
et al. 2008; Assef et al. 2008; Kotulla et al. 2009; Pelló et al.
2009; Barro et al. 2011; Dahlen et al. 2010, 2013; Saglia et al.
2012). Although modern photo-z codes comfortably reach accu-
racies better than 5% for inactive galaxies (Gabasch et al. 2004;
Wolf et al. 2004; Grazian et al. 2006; Ilbert et al. 2006, 2009;
Cardamone et al. 2010), photometric redshifts of similar preci-
sion for AGNs require much more eﬀort and are available solely
for well-studied sky fields with extensive multiband coverage
(Salvato et al. 2009, 2011; Luo et al. 2010; Hsu et al. 2014).
The diﬃculties related to SED fitting of AGNs are mainly
driven by the fact that the spectrum is a superposition of the
AGN core component and the host galaxy light, plus the strong
intrinsic variability of AGNs across wavelength. While the for-
mer diﬃculty can be tackled by collecting high quality empirical
templates of a representative subsample of the AGN population,
the actual uncertainties introduced by multiband variability are
currently not known. The latter may, however, introduce fatal bi-
ases into the photo-z accuracy for AGNs, which in turn aﬀect
the ability to study the evolution of the X-ray luminosity func-
tion and AGN clustering, as well as the star formation and stel-
lar population properties of AGN host galaxies (Aird et al. 2010;
Rosario et al. 2013).
For this reason, it is paramount to reliably detect variable
sources in the entire extragalactic sky. That AGNs exhibit strong
variability in a wide spectral range, covering radio, UV/optical,
X-ray, and γ-ray wavelengths (Ulrich et al. 1997) allows identi-
fication of AGNs on the basis of their variability properties. The
onset of wide-area massive time-domain optical imaging surveys
triggered a multitude of AGN variability studies with the aim of
characterizing the optical variability and establishing a method
for quasar selection (Kelly et al. 2009, 2011, 2013; Kozłowski
et al. 2010, 2011, 2012, 2013; MacLeod et al. 2010, 2011, 2012;
Schmidt et al. 2010, 2012; Palanque-Delabrouille et al. 2011;
Butler & Bloom 2011; Kim et al. 2011; Ruan et al. 2012; Zuo
et al. 2012; Andrae et al. 2013; Zu et al. 2013; Morganson et al.
2014; Sun et al. 2014; Graham et al. 2014; De Cicco et al. 2015;
Falocco et al. 2015; Kokubo et al. 2014; Kokubo 2015). These
investigations confirmed the general picture that AGNs show
non-periodic, stochastic flux variability occurring on timescales
of several months to several years with a fractional amplitude of
typically ∼10−20%.
The surveys carried out with the Pan-STARRS1 instrument
deliver multi-epoch light curves for 3π of the sky and ten ad-
ditional fields observed with higher cadence in five optical and
NIR bands, thus providing variability information for millions
of AGNs. Motivated by the aforementioned issues we used the
light curves of the PS1 3π and Medium Deep Field surveys to
define a sample of variable AGNs in each PS1 band. The sam-
ple is drawn from the well-characterized source list of X-ray-
selected AGNs from the XMM-COSMOS survey. Utilizing this
sample of variable objects, we study how multiband variability
aﬀects the quality of photometric redshifts in detail and assess
the achievable redshift accuracy using solely PS1 photometry
and PS1 photometry plus GALEX/IRAC bands. In a follow-up
paper we will then use the same sample to search for correla-
tions between optical variability and physical parameters, such
as black hole mass, luminosity, Eddington ratio, and redshift.
This work is organized as follows. In Sect. 2 we describe
the observations and characterize our data set, the sample defi-
nition and the detection of variability for our AGNs is depicted
in Sects. 3 and 4, the fitting technique and the methods of study-
ing the eﬀects of variability on photo-z calculations are intro-
duced in Sect. 5, the photometric redshift results for variable
AGNs are presented in Sect. 6, and Sect. 7 summarizes the re-
sults. Throughout the paper we use AB magnitudes and assume
a ΛCDM cosmology with H0 = 70 km s−1 Mpc−1, Ωm = 0.3,
and ΩΛ = 0.7.
2. Observational data set
2.1. The Pan-STARRS1 3π and Medium Deep Field surveys
The observational data used in this work are based on the sur-
veys carried out by the Pan-STARRS1 Science Consortium cov-
ering a period of about four years from November 2009 to
March 2014. The Pan-STARRS1 instrument is a single wide-
field telescope designed for survey mode operation and is located
at the Haleakala Observatory on the island of Maui in Hawaii.
The f/4.4 optical system, comprising a 1.8 m primary mirror
and a 0.9 m secondary, generates a 3.3◦ field of view in combi-
nation with the PS1 gigapixel camera (GPC1). The 1.4 Gpixel
detector is composed of a mosaic of 60 CCD chips each of
4800 × 4800 pixels with one 10 μm pixel mapping 0.258 arcsec
of the sky. The PS1 system performs imaging through five main
broadband filters denoted as gP1, rP1, iP1, zP1, yP1 covering opti-
cal to NIR spectral regimes with respective “pivot” wavelengths
of 481, 617, 752, 866, and 962 nm and a “wide” filter wP1, used
for large depth solar system observations (Hodapp et al. 2004;
Kaiser et al. 2010; Tonry & Onaka 2009). The PS1 photometric
system is described in Tonry et al. (2012b), whereas passband
shapes are detailed in Stubbs et al. (2010).
Among the several surveys that PS1 accomplished, two ma-
jor ones, the 3π survey and the Medium Deep Field (MDF)
survey, are of primary importance for extragalactic studies.
The 3π survey observed the three-quarter of the sky north of
−30◦ declination in the five main filters oﬃcially starting in
May 2010 and lasting until March 2014. By completion of the
survey mission, each observable field should ideally be imaged
12 times per filter in six diﬀerent observing nights with typical
exposure times of 30–60 s. Based on the requirements of the
various science projects, the observations follow a complicated
operating schedule dictating that each individual field is visited
twice per observing night in a single filter with a temporal gap
of 20−30 min. This enables the detection of moving objects like
asteroids and near earth objects (Magnier et al. 2013; Chambers
2014).
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The MDF survey provides deeper multi-epoch data by re-
peatedly exposing a set of ten selected fields, with observa-
tions of each field distributed throughout the period of the year
that allows for 1.3 airmass pointings at least. The scheduled ca-
dence comprises observations in each night periodically running
through the five PS1 bands. One cycle starts with 8 × 113 s in
the gP1 and rP1 bands in the first night, followed by 8 × 240 s
in the iP1 band the second night, and finishing with 8 × 240 s
in the zP1 band the third night. Afterwards the next cycle be-
gins by again integrating 8 × 113 s in the gP1 and rP1 bands.
Additionally for each of the three nights on either side of full
Moon, 8 × 240 s in the yP1 band are obtained (Saglia et al. 2012;
Tonry et al. 2012a). The large number of exposures taken in the
course of the MDF survey deliver very deep stack images and
the observing strategy produces light curves permitting exten-
sive variability investigations.
The raw science frames exposed with the PS1 telescope are
reduced by the PS1 Image Processing Pipeline (IPP) conducting
standard procedures of image calibration, source detection, as-
trometry, and photometry. The resulting object catalogues can be
accessed via the Published Science Products Subsystem (PSPS)
database (Heasley 2008). Amongst the various data products
stored in the PSPS database in view of variability studies, the ob-
ject and detection tables are very important. The object table lists
the collected information about all sources identified as an astro-
nomical object in multiple detections, such as sky coordinates,
mean and stack magnitudes in all bands, and summary proper-
ties obtained from model fits like the PS1 star/galaxy separa-
tor. The detection table contains all available information about
the individual detections of each object comprising instrumental
fluxes, zeropoints, exposure times, and the PSF model fit pa-
rameters, to name but a few. Magnitudes in the “AB system”
(Oke & Gunn 1983) for each bandpass can be obtained from the
instrumental flux Finstr in the considered filter and the respec-
tive zeropoint zp stored in the detection table under the terms of
magAB = −2.5 log10(Finstr) + zp. The PS1 IPP provides instru-
mental fluxes computed from PSF model fits suitable for point
sources and Kron fluxes (Kron 1980), giving a meaningful flux
estimation for extended sources like galaxies. The Kron flux is
defined as the flux within the Kron radius, with the latter given
by 2.5 times the first radial moment of the flux in the PS1 IPP.
From the AB magnitudes calibrated fluxes in units of 3631 Jy
may be obtained according to
F = 10−0.4magAB =
∫
fν (hν)−1 A (ν) dν∫
3631 Jy (hν)−1 A (ν) dν , (1)
with 1 Jy = 10−23 erg s−1 cm−2 Hz−1. The right part of Eq. (1) fol-
lows from the definition of the “bandpass AB magnitude”, where
ν denotes the photon frequency, fν
(
erg s−1 cm−2 Hz−1
)
the flux
density, h the Planck constant, and A (ν) the capture cross sec-
tion (Oke & Gunn 1983; Tonry et al. 2012b). The capture cross
section measures the probability of releasing an electron per in-
coming photon within the detector. In the course of this work, the
variability parameters defined in Sect. 4.1 are computed from the
fluxes calculated after Eq. (1) and the corresponding flux errors.
Throughout this work, we use PS1 data from two processing ver-
sions, PV1.2 for the 3π survey and PV2 for the MDF survey.
2.2. XMM-COSMOS
The initial sample of objects building the starting point of our
studies is a catalogue of 1674 X-ray selected point sources
(Brusa et al. 2010) from the XMM-COSMOS survey, which
have been observed in the 0.5–2 keV, 2–10 keV, and 5–10 keV
energy bands for a total of ∼1.5 Ms in 55 XMM-Newton point-
ings (Hasinger et al. 2007; Cappelluti et al. 2009). The sur-
vey reaches a depth of ∼5 × 10−16, ∼3 × 10−15, and ∼7 ×
10−15 erg s−1 cm−2 Hz−1 in these mentioned bands.
In this work we want to focus on QSOs, so we first limited
the sample to those 495 X-ray detected sources that have a se-
cure optical counterpart (Brusa et al. 2010) and that are classi-
fied as pointlike on the basis of the morphological analysis per-
formed by Leauthaud et al. (2007) using deep HST/ACS images.
In addition, to ascertain that our photometry is not influenced
by blending eﬀects, we cross-matched the COSMOS-ACS cata-
logue (Leauthaud et al. 2007) on the positions of our objects and
removed every source from our sample that has a nearby object
within 1.5 arcsec1. This reduced the final sample to 384 sources.
Throughout this work we use PSF photometry for these objects.
Out of the 384 sources, 249 have reliable spectroscopic red-
shifts (Lilly et al. 2009; Trump et al. 2007). For the rest, the
availability of deep and homogeneous photometry in 31 bands,
including intermediate- and narrow-band filters (Taniguchi et al.
2007), allowed computing high quality photometric redshifts
with an accuracy of 0.015 with only a handful of outliers
(Salvato et al. 2011). Our final sample also contains 47 objects
that are classified as stars by their spectral features. In the follow-
ing analysis we include both the AGNs and the stars in order to
be able to compare the PS1 observational data for these diﬀerent
object types.
3. Sample definition
3.1. Limiting magnitudes
To identify these objects within the PS1 3π and MDF sur-
veys again, with the latter including XMM-COSMOS in the
MDF04 field, we matched the positions of the counterparts of the
X-ray sources to the PS1 catalogues and recovered 285 sources
within the 3π survey and 313 within the MDF04 survey, here-
after referred to as the “3π sample” and the “MDF04 sample”.
The angular separation of the XMM-COSMOS and PS1 coordi-
nates is less than 0.25 arcsec for all of these sources. We note
that within the photometry errors, none of the 285 objects of
the 3π sample has a median magnitude exceeding the 5σ me-
dian limiting magnitudes for individual 3π survey exposures of
22.1 (gP1), 21.9 (rP1), 21.6 (iP1), 20.9 (zP1), and 19.9 (yP1) by
more than ∼0.1 mag (Morganson et al. 2014). Therefore we
do not apply a further magnitude cut within the 3π sample.
However, among the 313 AGNs of the MDF04 sample, we find
a number of sources that are considerably fainter than the ex-
pected 5σ limiting magnitudes for MDF single exposures. Since
we observe from the MDF04 detection table that the individual
MDF04 exposure times are on average a factor of two longer
than the single 3π exposure times and since the signal-to-noise
ratio (S/N) is proportional to the square root of the exposure time
S/N ∝ √texp, we expect an average increase in the 5σ limiting
magnitudes of the MDF04 survey of |−2.5 log10
√
2| ∼ 0.4 mag
compared to the 3π survey. Adding this correction of 0.4 mag
to the respective 3π survey values quoted above, the approx-
imate 5σ median limiting magnitudes for single detections of
the MDF04 survey become 22.5 (gP1), 22.3 (rP1), 22.0 (iP1),
1 This is a reasonable value considering that 75% of the PS1
frames have a FWHM below 1.51, 1.39, 1.34, 1.27, 1.21 arcsec for
gP1, rP1, iP1, zP1, yP1 (Magnier et al. 2013).
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21.3 (zP1), and 20.3 (yP1). We applied a magnitude cut in each
band by discarding every object with median magnitude larger
than these limiting magnitudes.
3.2. Removal of false detections
Since the PS1 GPC1 is a prototype camera constructed for fast
readout consisting of almost 4000 CCD cells there are sev-
eral diﬀerent defects and a huge number of detector edges that
can lead to false detections (Metcalfe et al. 2013). Moreover,
there can be reflections that lead to ghost images, diﬀrac-
tion spikes of bright stars, or masked pixels, potentially re-
sulting in spurious detections and misleading photometric mea-
surements. To reduce the contamination by “bad” and “poor”
detections we downloaded only those detections from the
PSPS database with none of the following flags set: FITFAIL,
SATSTAR, BADPSF, DEFECT, SATURATED, CR LIMIT,
MOMENTS FAILURE, SKY FAILURE, SKYVAR FAILURE,
SIZE SKIPPED, POORFIT, PAIR, BLEND, MOMENTS SN,
BLEND FIT, ON SPIKE, ON GHOST, and OFF CHIP. In
addition we removed detections suﬀering from very bad see-
ing or focus shifts by excluding PSF model fits with ps-
fWidMajor > 6 arcsec and extremely elliptic model fits with
psfWidMinor/psfWidMajor < 0.65. To minimize the eﬀects of
pixel masking on the measurements, we only kept detections
with psfQf > 0.85 and psfQfPerfect >0.85, i.e. PSF model fits
with fewer than 15% masked pixels weighted by the PSF. Finally
to exclude very faint measurements, we worked with 5σ detec-
tions according to psfFlux/psfFluxErr > 5.
We note that the vast majority of the detections in the 3π
and MDF04 samples have zeropoint errors that are more accu-
rate than 10 millimag from the “Ubercal” photometric calibra-
tion (Schlafly et al. 2012). All detections of the MDF04 sam-
ple have specified zeropoint errors, but a substantial fraction of
the detections of the 3π sample have Δzp = −999. For these
unspecified zeropoint errors, we have assumed a conservative
value of Δzp = 0.07 in the calculation of the photometric er-
rors. Saturation for individual detections with typical 3π sur-
vey exposure times sets in at gP1, rP1, iP1 ∼ 13.5, zP1 ∼ 13.0,
and yP1 ∼ 12.0 (Magnier et al. 2013). Although we do not ex-
pect any of our objects to be aﬀected by saturation in any of
the PS1 bands, since none of our sources has z (Subaru) < 17,
few PS1 detections exist that are significantly brighter than these
saturation limits, and even negative magnitude values occur.
Because these bright detections have very likely been wrongly
associated with our sources, we excluded every detection with
gP1, rP1, iP1, zP1, yP1 < 14.0. Furthermore, even after applying a
5σ cut, we observed a few magnitude values of single exposures
amongst our sample detections that lie well above the 5σ limit-
ing magnitudes of two-year stack images from the MDF04 sur-
vey (for reference maglim (gP1) ∼ 24.5, Saglia et al. 2012), with
some being as faint as gP1 ∼ 40. For this reason we addition-
ally removed every detection with gP1, rP1, iP1, zP1, yP1 > 23.5,
23.5, 23.5, 22.5, 21.5, thereby discarding these extremely faint
measurements.
3.3. Light curve treatment
The light curves of the 3π survey suﬀer from extreme sparse
sampling because they consist of pairs of observations carried
out within ∼30 min in one night, followed by large temporal
gaps of several months until the next observation. Only the data
acquired at the end of 2009 comprises up to eight observations
within one night. In contrast, a typical MDF04 light curve is
divided into several observing blocks lasting about three to four
months with a high sampling rate of about eight observations per
night taken approximately every one to three days. The individ-
ual observing blocks are separated by gaps of around seven to
nine months with no observations. The full light curve covers a
period of about four years.
Prior to performing a variability analysis, it is instructive
to visually inspect the light curves in order to identify possi-
ble problems. Looking at a large number of light curves from
the 3π and MDF04 surveys, we discovered a significant num-
ber of measurements that imply variability of up to several
tenths of a magnitude within one observing night. This must be
compared with typical intra-night optical variability, termed as
micro-variability, of ∼0.01–0.1 mag for normal AGNs. Only ex-
treme objects like blazars or optically-violently variable (OVV)
objects may show micro-variability of a few 0.1 mag within
one night (Gopal-Krishna et al. 2003; Gaskell & Klimek 2003;
Stalin et al. 2004, 2005; Gupta & Joshi 2005; Carini et al. 2007).
Considering that the nightly observations of the 3π and MDF04
surveys are separated by ∼30–60 min at most, which corre-
sponds to even shorter time intervals in the AGN rest frame, it
is very likely that the observed micro-variability is not physi-
cally founded, but rather stems from low quality measurements
with underestimated error bars. Moreover, we detect this short-
term variability not only in AGN light curves, but also in the
stellar light curves of our sample. In addition a number of light
curves of the MDF04 survey exhibit few fatal outlier measure-
ments, sometimes deviating from the bulk of data points by
several magnitudes. These problems are illustrated in Fig. 1,
showing the raw light curves of six AGNs in the left-hand col-
umn and of six objects classified as stars in the right-hand col-
umn for both the 3π and MDF04 surveys. The light curves of
the AGNs exhibit clear signs of variability on timescales of
months to years, whereas the stellar light curves are compara-
bly flat. However, the intra-night variations in both the stellar
and AGN light curves are essentially undistinguishable. This is
also true considering the occurrence of catastrophic outliers in
the MDF04 light curves.
To probe the quality of the bulk of the measurements in the
MDF04 light curves, we re-computed the photometry from the
raw images for a 0.4◦ × 0.4◦ field using the Munich Diﬀerence
Imaging Analysis (MDIA) pipeline described in Koppenhoefer
et al. (2013). Comparing the resulting light curves with the ones
created by the PS1 IPP, we observe that the overall trends of
variability, visible in the light curve segments, are the same for
both pipelines. This implies that the vast majority of the retained
PS1 IPP detections exhibit suﬃcient quality. However, the oc-
currence of fatal outliers is much higher in the PS1 IPP light
curves, suggesting that these measurements are indeed not cred-
ible. The origin of the fatal outliers may be spurious detections in
the vicinity of our sources, which have been wrongly associated
with the latter2. It is clear that the presence of these catastrophic
outliers means that any variability measurement would be sig-
nificantly biased towards very large variability amplitudes. On
these grounds we decided to remove the few fatal outliers from
the (PS1 IPP) MDF04 light curves.
Finally, in view of the non-negligible number of detec-
tions showing considerable short-term variability on timescales
2 This is supported by over-plotting all single detections remaining af-
ter the steps described in Sect. 3.2 onto a much deeper MDF04 stack
image, revealing the presence of a number of false detections that can-
not be associated with an optical counterpart.
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Fig. 1. Raw light curves (gP1 band) of six AGNs (left column) and six stars (right column). The top three panels show data from the 3π survey, the
bottom three panels from the MDF04 survey, respectively. The value Δmag = max
(
mag
) −min (mag) quotes the maximum amount of variability
in each light curve.
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less than one hour, we calculated nightly averages from the
observations of the 3π and MDF04 surveys. To assign a conser-
vative and meaningful error to each averaged flux or magnitude
value, considering both the presence of points with small error
bars showing large scatter about the mean, as well as points with
large error bars but negligible scatter, we take as error the larger
of the two estimates
σ
(
¯f
)
=
√
1
n (n − 1)
n∑
i= 1
(
fi − ¯f
)2 (2)
Δ ¯fGauss = 1
n
√
n∑
i= 1
(Δ fi)2. (3)
Here σ
(
¯f
)
denotes the standard error of the arithmetic mean cal-
culated from n values fi observed in one night, and Δ ¯fGauss the
uncertainty following Gaussian error propagation of the individ-
ual errors Δ fi.
4. Detection of variability
4.1. Statistical methods to characterize variability
Considering the tremendous data volumes provided by the
PS1 surveys and future massive time-domain optical surveys,
e.g. LSST (Ivezic et al. 2006), identifying large numbers of vari-
able sources requires using variability estimators that can be
obtained with low computational eﬀort. To quantify variability
we therefore utilize two variability parameters that possess well
known statistical properties, and owing to their fast evaluation,
they can be easily applied to very large samples.
To estimate the probability that an object is actually varying,
we first calculate the observed χ2
obs given by
χ2obs =
N∑
i= 1
(
fi − ¯f
)2
σ2
err,i
(4)
from the light curve consisting of N measured fluxes fi with in-
dividual errors σerr,i and arithmetic mean ¯f . Then assuming an
intrinsically non-varying source, we compute the probability that
a χ2 larger than the observed one could just emerge by chance
due to Poisson noise following
P
(
χ2 ≥ χ2obs
)
=
∫ ∞
χ2
obs
f
(
χ2,N − 1
)
dχ2 (5)
where f
(
χ2, d.o.f.
)
is the probability density function of
the χ2-distribution with N − 1 degrees of freedom (d.o.f.).
Subsequently we define the variability index V according to
V = − log10 P
(
χ2 ≥ χ2obs
)
, (6)
providing a measure of the strength of the evidence of variabil-
ity. This method is depicted in McLaughlin et al. (1996) and
was subsequently applied by Paolillo et al. (2004), Young et al.
(2012), and Lanzuisi et al. (2014). Values of V = 1.0, V = 1.3,
and V = 2.0 correspondingly express that we reject the null hy-
pothesis of an intrinsically non-variable source with 90%, 95%,
and 99% confidence. The V parameter is a useful tool for pre-
selecting variable objects, yet beyond that it contains no infor-
mation about the magnitude of the flux variations.
To evaluate the variability amplitude, we employ the normal-
ized excess variance (Nandra et al. 1997) defined by
σ2rms =
(
s2 − σ2err
)
/
(
¯f
)2
=
1(
¯f
)2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
N∑
i= 1
(
fi − ¯f
)2
(N − 1) −
N∑
i= 1
σ2err,i
N
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ (7)
with N, fi, and σ2err,i describing the same quantities as in Eq. (4).
The normalized excess variance (hereafter just excess variance)
depicts the residual variance after subtracting the average statis-
tical errorσ2err from the sample variance s2 of the light curve flux.
Since the excess variance is normalized to the squared mean of
the flux, it essentially specifies the squared fractional variabil-
ity Fvar =
√
σ2rms (Edelson et al. 1990). The excess variance is
an estimator of the intrinsic fractional variance of a source and
provides a meaningful measure of the variability amplitude even
for sparsely sampled light curves. The excess variance has been
frequently used in X-ray variability studies and was found to be
correlated with the black hole mass, X-ray luminosity, and X-ray
spectral index of AGNs (Nandra et al. 1997; Turner et al. 1999;
Leighly 1999; George et al. 2000; Papadakis 2004; O’Neill et al.
2005; Zhou et al. 2010; González-Martín et al. 2011; Ponti et al.
2012; Lanzuisi et al. 2014). In this work we adopt the excess
variance as an estimator of the optical variability amplitude cal-
culated from the PS1 light curves in each of the five bands.
The uncertainty of σ2rms caused by Poisson noise alone has
been determined by Vaughan et al. (2003). They performed
Monte Carlo simulations thereby generating a random “red
noise” light curve (power spectral density with logarithmic
slopes between −1 and −2, see Appendix A for details), adding
Poisson noise by drawing fluxes from the Poisson distribution
and then measuring the excess variance of the smeared light
curve. The width of the σ2rms distribution resulting from 104 “ob-
servations” of the light curve is found to be well fitted by
err
(
σ2rms
)
=
√√√√⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
√
2
N
· σ
2
err(
¯f
)2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
2
+
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
√
σ2err
N
· 2Fvar(
¯f
)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
2
· (8)
In the case of a low intrinsic variability amplitude or very faint
sources s2 ∼ σ2err, the excess variance will thus be small and
can even be negative. In this situation the first term of Eq. (8)
dominates. In contrast, if the variability signal is strong, s2 

σ2err, and the second term of Eq. (8) dominates (Vaughan et al.
2003). It is well known that there are additional uncertainties
connected to an excess variance measurement. These are related
to the stochastic nature of AGN variability and the light curve
sampling pattern. However, as discussed in Appendix A, the bias
factor associated with these uncertainties is expected to be close
to one for our observational data, so we do not correct for these
errors.
Following Lanzuisi et al. (2014), when using solely the ex-
cess variance to quantify variability, we regard it as a detection
of variability if
σ2rms − err
(
σ2rms
)
> 0. (9)
To be able to define robust samples of varying sources, we take
advantage of the information provided by both of the introduced
variability parameters. Throughout this work, unless quoted dif-
ferently, we consider it as a detection of variability when the
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Table 1. Number of variable AGNs from the 3π sample.
Filter N > 2 V > 1.3 σ2rms − err(σ2rms) > 0 (1) ∧ (2)
(1) (2)
gP1 151 107 92 90
rP1 116 76 55 54
iP1 50 27 14 14
zP1 95 38 39 37
yP1 36 12 8 8
Notes. Number that fulfil the conditions given in the column headings.
N: number of detections
Table 2. Number of variable AGNs from the MDF04 sample.
Filter N > 2 V > 1.3 σ2rms − err(σ2rms) > 0 (1) ∧ (2)
(1) (2)
gP1 187 187 185 184
rP1 184 183 182 181
iP1 165 165 163 162
zP1 135 135 132 131
yP1 76 76 74 74
Notes. Number that fulfil the conditions given in the column headings.
N: number of detections
probability for spurious variability is less than 5% and the ex-
cess variance is greater than zero within its error, expressed by
the condition
V > 1.3 ∧ σ2rms − err(σ2rms) > 0. (10)
We apply these two variability parameters to identify variable
objects using the light curves of the 3π and MDF04 surveys by
testing for condition 10 in each of the five PS1 band light curves.
4.2. Catalogues of variable objects
To investigate variability in the 3π and MDF04 samples, we only
considered objects with more than two detections (N > 2). From
the nightly averaged flux light curves of the point-like and iso-
lated sources, we calculated the V parameter and the normal-
ized excess variance. The numbers of AGNs satisfying V > 1.3,
σ2rms − err(σ2rms) > 0, or both of these conditions are listed for
each filter in Table 1 for the 3π sample and Table 2 for the
MDF04 sample, respectively. The numbers reveal that, when
estimating the probability of variability, the V parameter has a
tendency to select more objects as variable than the excess vari-
ance, with the latter quantifying the net amplitude of variabil-
ity. Nevertheless, the intersection of the two variability detection
methods, given in the last column of Tables 1 and 2, is large;
i.e., both methods are consistent for identification of variable
sources. Considering the numbers in this last column, 59.6%
(gP1), 46.6% (rP1), 28.0% (iP1), 38.9% (zP1), and 22.2% (yP1)
of the AGNs with N > 2 are detected as variable in the 3π sur-
vey and 98.4% (gP1), 98.4% (rP1), 98.2% (iP1), 97.0% (zP1), and
97.4% (yP1) in the MDF04 survey, respectively.
After comparing the diﬀerent PS1 filters, the fraction of vari-
able AGNs is found to be larger for the “bluer” bands, and yet the
iP1 band of the 3π sample comprises fewer varying sources than
the “redder” zP1 band. We stress, however, that one should be
careful when comparing these fractions since the 3π light curves
suﬀer from extreme sparse sampling, so that the ability to de-
tect variability crucially depends on the number of observations.
In fact the iP1 band has on average the fewest detections in the
3π sample in our data set with the mean number of observations
of 4.5 (gP1), 3.9 (rP1), 3.1 (iP1), 3.4 (zP1), and 3.5 (yP1), which
might explain the observed lack of variability. Furthermore, con-
sidering the corresponding fractions of variable sources from the
MDF04 sample, we find more variable objects in the iP1 band
than in the zP1 band. Given the sampling rate of the MDF04 sur-
vey, essentially all AGNs in our sample show some amount of
variability during the nearly four years of repeated monitoring,
and the vast majority are variable in multiple bands. After av-
eraging the MDF04 light curves, the mean number of observa-
tions for all bands is given by 69.1 (gP1), 70.5 (rP1), 83.6 (iP1),
88.2 (zP1), and 51.9 (yP1). The MDF04 survey produced sig-
nificantly fewer observations in the yP1 band, while the gP1
and rP1 bands suﬀered the most from fatal outliers. This cata-
logue of well characterized XMM-COSMOS sources therefore
allows us to study the variability properties of ∼180 AGNs in
the “blue” bands and more than 100 AGNs in the “red” bands.
These catalogues of variable AGNs are available at the CDS (see
Appendix C for details).
As a summarizing example, Fig. 2 shows the nightly av-
eraged light curves of one AGN that is varying in all five
PS1 bands, along with the light curves of one star that does not
vary in any band. Whereas the AGN light curves exhibit approx-
imately simultaneous variations in all five PS1 bands with signif-
icant amplitudes of about ∼0.5 mag, the stellar light curves are
constant within the photometric errors with only two outliers ap-
pearing in the yP1 band, which however do not cause a detection
of variability according to condition 10.
4.3. Comparison of the 3π and MDF04 variability
Since the 3π survey covers three-quarters of the sky, it allows
the properties of millions of AGNs to be investigated and pro-
vides optical photometry for the sources to be observed with
Euclid and eROSITA. It is therefore important to understand to
what extent we can probe variability using the sparsely sampled
3π light curves as compared to the much better sampled MDF
light curves, which are however only available for ten selected
sky fields. To address this question we performed a visual com-
parison of our AGN light curves of the two surveys. Examination
of a large number of all light curves reveals that the vast major-
ity of the detections of both surveys yield very similar magnitude
values; i.e., the nightly averaged light curves of the 3π survey fit
almost perfectly in the corresponding ones of the MDF04 sur-
vey. That is illustrated in Fig. 3, showing the light curves of the
MDF04 survey in black, over-plotted with the respective 3π ob-
servations in red for three AGNs. However, some of the 3π sur-
vey light curves are still contaminated by fatal outliers that can
only be identified as such with the additional information pro-
vided by the MDF04 light curves also showing the long-term
trends in variability. Such a case is visible in the bottom panel of
Fig. 3, whereas the two other AGN light curves of the same plot
agree very well.
A more quantitative comparison of the two surveys in view
of the variability amplitude can be done by contrasting the ex-
cess variances as measured from the light curves of the 3π and
MDF04 survey. This is displayed in Fig. 4 for those AGNs with
a positive gP1 and rP1 band excess variance. Even though the
excess variance is calculated from only about six points at best
in the case of the 3π survey, as opposed to typically ∼70 points
in the MDF04 survey, the two measurements yield similar es-
timates for a large portion of the tested sample. Nevertheless,
the error of the excess variance is considerably larger for the
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AGN (XID 1)
Star (XID 60462)
Fig. 2. Nightly averaged MDF04 light curves showing all five PS1 bands of the AGN with XID 1 (top) and the star with XID 60462 (bottom).
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Fig. 3. MDF04 light curves (gP1 band) of three AGNs over-plotted with
the corresponding 3π light curves in red.
3π sample, so the variability signal cannot be detected as well as
within the MDF04 survey.
The diﬀerences in the σ2rms measurements are particularly
large for objects whose 3π light curves suggest a constant source
just because they miss the variability occurring in between the
observations, which is however visible in the MDF04 light
curves. Such light curves give rise to the dramatic outliers ap-
parent in the top left region within each panel of Fig. 4. For
these reasons the fractions of variable AGNs reported in Table 1
are significantly lower than the corresponding fractions obtained
using the MDF04 survey. For example, we lose 39% in the vari-
ability detection for the gP1 band and 52% for the rP1 band as
compared to the MDF04 survey. Nonetheless, we point out that
although the uncertainties in the excess variance measurements
are large, it is possible to obtain a reasonable variability am-
plitude estimation by utilizing the light curves of the 3π sur-
vey for a large number of our sources. Considering Fig. 4,
we may assume that all objects with logσ2rms (MDF04) > −3
and logσ2rms (3π) > −3, i.e., all sources varying at least at the
3% level, have a well-estimated variability amplitude even when
using 3π survey light curves. When assuming this variability cut,
the excess variance values of both surveys are similar for 91% of
the gP1 band objects and 89% of the rP1 band objects. This means
that the 3π sample of variable objects is pure but not complete at
the 3% level of variability, therefore the observations provided
by the 3π survey allow variable objects to be selected for three-
quarters of the sky, at least as long as the intrinsic variability
amplitude is large.
4.4. Definition of the photo-z sample
The sample of varying sources for our photo-z analysis is drawn
by selecting only those AGNs from the 3π and MDF04 sam-
ples, which are detected as variable according to condition 10 in
at least one of the PS1 bands and have at least one observation
Fig. 4. Excess variance calculated from the MDF04 light curves versus
the respective value computed from the 3π light curves for all AGNs
withσ2rms > 0 in the gP1 band (top) and rP1 band (bottom). The black line
represents the one-to-one relation, and the error bars show the average
value of err(σ2rms).
in each band. In this way we are unaﬀected by diﬀerent num-
bers of available bands per object. This means that from the
samples defined in Sect. 4.2, we are left with 40 type-1 AGNs
from the 3π survey and 75 type-1 AGNs from the MDF04 sur-
vey, for which we can compute photometric redshifts from the
five PS1 bands. In the following photo-z analysis, we focus on
the results obtained with the MDF04 sample, since it is almost
twice as large as the 3π sample, and the sampling pattern of the
MDF04 light curves allows for a more thorough investigation of
the eﬀects of variability on photo-z calculations. Amongst the
75 AGNs from the MDF04 sample, 72 sources vary in all five
PS1 bands, with three sources varying in only three bands. We
point out that although our variability detection threshold de-
fined in Eq. (10) corresponds to a 1σ detection regarding the ex-
cess variance, 72 (gP1), 72 (rP1), 72 (iP1), 71 (zP1), and 61 (yP1)
of the 75 sources satisfy σ2rms − 3err(σ2rms) > 0. The redshift
distribution of these sources is shown in Fig. 5. For compari-
son reasons a clean sample of non-varying AGNs would be very
useful. We stress, however, that we are unable to define such a
sample because the vast majority of our AGNs vary in at least
one band, and the few non-varying sources lacking photometry
in several bands.
5. Photometric redshifts of variable AGNs
5.1. Multiband data
To study the eﬀects of AGN optical variability on the calculation
of photometric redshifts in detail, we used the PSF photometry
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Fig. 5. Redshift distribution of the 75 AGNs from the MDF04 sample
used in the photo-z analysis.
Table 3. Photometric coverage used for the redshift computation.
Filter Telescope λeﬀ FWHM(
Å
) (
Å
)
FUV GALEX 1546 234
NUV GALEX 2345 795
gP1 PS1 4900 1149
rP1 PS1 6241 1398
iP1 PS1 7564 1292
zP1 PS1 8690 1039
yP1 PS1 9645 665
IRAC1 Spitzer 35 634 7412
IRAC2 Spitzer 45 110 10113
Notes. Values calculated from the transmission curves with the LePhare
code.
of the five broad band PS1 filters for which we have variability
information. We determined photometric redshifts obtained with
just these five PS1 bands to estimate the achievable photo-z ac-
curacy for a photometry set consisting exclusively of wavelength
bands that show strong variability.
In addition, we derived photometric redshifts by extend-
ing the photometry set with the near-UV (NUV) and far-UV
(FUV) bands of the Galaxy Evolution Explorer (GALEX) and
the IRAC1/IRAC2 mid-infrared (MIR) Spitzer bands. We used
the GALEX-COSMOS catalogue of Zamojski et al. (2007),
which provides de-blended, PSF-fitted NUV, and FUV mag-
nitudes in the AB system, to find the nearest object within
0.25 arcsec to the COSMOS coordinates of each of our sources.
Among the 75 AGNs from the MDF04 sample, five objects lack
GALEX photometry. Regarding the IRAC photometry (Sanders
et al. 2007; Ilbert et al. 2010) we searched for the closest
counterpart within 1.0 arcsec to the optical coordinates of each
of our objects. However, only five IRAC counterparts deviate
by more than 0.25 arcsec from the corresponding optical co-
ordinates. From the COSMOS-IRAC catalogue, we then ex-
tract the 1.9 arcsec aperture fluxes of the IRAC1/IRAC2 bands
and obtained total fluxes by dividing the aperture fluxes by
0.765 (IRAC1) and 0.740 (IRAC2), following the instruc-
tions given in the readme file attached to the catalogue (see
also Surace et al. 2005). The total fluxes were finally trans-
formed from μJy to AB magnitudes according to magAB =−2.5 log Ftot + 23.9. The total wavelength coverage of the used
bands is listed in Table 3.
5.2. Fitting technique
The SED fitting is realized with the publicly available LePhare
code (Arnouts et al. 1999; Ilbert et al. 2006), which performs
Table 4. Template SEDs used in this work.
Model ID Model name
1 I22491_60_TQSO1_40
2 I22491_50_TQSO1_50
3 I22491_40_TQSO1_60
4 pl_I22491_30_TQSO1_70
5 pl_I22491_20_TQSO1_80
6 pl_I22491_10_TQSO1_90
7 pl_QSOH
8 pl_QSO
9 pl_TQSO1
Notes. Same model names as in Table 2 of S09.
a χ2 minimization, comparing the observed flux with the tem-
plate flux in each band to determine the most likely redshift, SED
template, and intrinsic extinction. When aiming to calculate red-
shifts for AGNs, it is of primary importance to utilize a library
of SED templates covering the variety of possible superpositions
of the AGN and host galaxy emission components. To account
for this, we use the well-tested model set employed in Salvato
et al. (2009, 2011; hereafter S09 and S11, respectively). This
library comprises hybrid templates with varying contributions
(90:10, 80:20,..., 20:80, 10:90) of several host galaxy types and
diﬀerent types of AGNs (type-1, type-2, QSO1, QSO2). These
templates are described in detail in S09. Since all of our sources
are luminous point-like type-1 AGNs, we only consider the nine
templates with a significant QSO-fraction, listed in Table 4. This
comparably small number of models helps to reduce degeneracy
between templates and redshifts. Moreover, since we are driving
the fitting routine towards QSO-dominated templates, we min-
imize the color-redshift degeneracy that is produced by AGNs
and galaxies occupying similar regions in color space for certain
redshifts (Richards et al. 2002; Wolf et al. 2004).
To account for Galactic extinction, we corrected each of our
photometric measurements in the optical PS1 bands by the corre-
sponding total absorption Aλ in magnitudes. The extinction val-
ues were obtained from the NASA/IPAC Extragalactic Database
(NED) and are based on the extinction maps of Schlafly &
Finkbeiner (2011). The GALEX photometry was corrected for
Galactic extinction by subtracting 8.612 × 0.0167 from the
NUV magnitudes and 8.290 × 0.0167 from the FUV magni-
tudes, respectively. These Aλ values were calculated with the
LePhare code using the Galactic extinction law of Cardelli et al.
(1989) as a function of color excess E (B − V), assuming AV =
RV × E (B − V) with RV = 3.1. We did not perform a Galactic
extinction correction for the IRAC bands, because the extinc-
tion in the MIR wavelength range is typically much less than the
photometric errors of the observations.
To obtain a representative library of expected intrinsic SEDs
in the AB photometric system of the PS1 bands, we performed
the following steps. First we multiply the template SEDs with
the filter transmission curves of the used bands and integrate
over the wavelength range covered by the latter. Then the SEDs
are redshifted within a range of z = 0.02–5, applying a bin size
of Δz = 0.01. Subsequently, we create a grid of redshift and
host extinction values by allowing for a range of E (B − V) val-
ues between 0 and 0.5 with steps of 0.05 to take care of the in-
trinsic reddening caused by the AGN host galaxy. For the lat-
ter we apply the SMC extinction law of Prevot et al. (1984),
which was found to produce the best photo-z results for the
XMM-COSMOS sources in S09. The Lyα absorption produced
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by the intergalactic medium (IGM) is considered to depend on
redshift according to Madau (1995).
Following S09 we additionally use a luminosity prior by al-
lowing only absolute magnitudes within −20 > MgP1 > −30 to
prevent unreasonable combinations of luminosity and redshift.
Considering that quasars typically have absolute magnitudes of
MB ≤ −23, this prior is suitable for our sample of luminous
type-1 AGNs (Salvato et al. 2009). Finally we add 0.05 mag in
quadrature to the individual errors of the optical PS1 band mea-
surements to avoid values with underestimated errors getting too
much weight during the fitting process.
Throughout this work we quantify the accuracy of the
photo-z in terms of the normalized median absolute deviation
(NMAD; Hoaglin et al. 1983), defined as
σNMAD = 1.48 ×median |zphot − zspec|1 + zspec · (11)
Here, zphot is the newly computed photometric redshift and zspec
the known spectroscopic redshift (or high quality photometric
redshift from S09, S11), respectively. Since this statistic is based
on the median, catastrophic outliers do not strongly aﬀect the
quoted accuracy. The fraction of objects we consider as not fitted
with the correct redshift is evaluated according to
η = fraction of objects with |zphot − zspec|
1 + zspec
> 0.15. (12)
The quantity η, defined in this way, is usually referred to as the
fraction (or percentage) of outliers.
5.3. Selection of input photometry
Considering that we are dealing with strongly varying sources,
with the vast majority showing variability in multiple PS1 bands,
it is paramount to appropriately select the photometry of the
diﬀerent bands for the fitting procedure. Ideally the set of multi-
band photometry should be obtained from simultaneous obser-
vations in each band, allowing the spectrum to be fit with a snap-
shot SED. However, simultaneous multiband observations are
often not available and thus the photometry for a specific ob-
ject must be collected from several epochs, possibly introducing
biases due to variability. The non-simultaneous five-band obser-
vations of the PS1 surveys provide an ideal test bed for studying
the eﬀects of multiband variability on the calculation of photo-
metric redshifts in view of the achievable accuracy and fraction
of outliers.
To address this question we apply three diﬀerent kinds of in-
put photometry for our fitting routine. First we try to get as close
as possible to the realization of a snapshot SED by choosing
those photometric measurements from the five PS1 band light
curves with minimum relative distance in observing time. To de-
termine this set of light curve points, a combinatoric procedure
is adopted, which is described in detail in Appendix B. In the
following this set of input photometry is referred to as Case A.
We point out that due to the extreme sparse sampling of the
3π light curves, the minimal time interval between the obser-
vations, ΔTmin, is typically four to five months but can be even
longer than one year for our sources, which represents a very bad
approximation of a snapshot SED. In contrast, the MDF04 light
curves of our sample allow collection of the five-band photom-
etry within 2.5 days at least, and for the majority of our ob-
jects ΔTmin < 1.2 days.
Another reasonable approach is to choose the median mag-
nitude of each filter light curve as input photometry, giving
Table 5. Diﬀerent cases of input photometry studied in this work.
Case Description
A values with minimum temporal distance
B median magnitude of each light curve
C randomly chosen values (10 realizations)
Table 6. Assessing photo-z quality for the MDF04 sample using
PS1 photometry.
Case A Case B Case C
η (%) σNMAD η (%) σNMAD η (%) σNMAD
33.3 0.069 44.0 0.088 57.2 0.400
Notes. Quoted values of Case C are the average values of the ten
realizations.
a “typical” light curve value that is insensitive to outliers.
Taking the median resembles the common procedure for using
stack photometry for the photo-z computation in order to ob-
tain deeper data. In this case (hereafter termed Case B), we as-
sign a “typical” photometric error from the light curve, given
by median (err (mag)) to each of the five median (mag) values.
Finally, to mimic the situation where the set of input photom-
etry can only be obtained by collecting the filter observations
from diﬀerent epochs with large temporal gaps, we randomly
select the light curve points in each band. For this purpose we
draw integer values from the uniform distribution out of the
i = 1, 2, ...,N light curve points for each band. To allocate a
representative photometry set for this case (hereafter Case C),
we create ten diﬀerent random realizations. Table 5 summarizes
the diﬀerent kinds of input photometry used in this work.
6. Results
6.1. Redshift accuracy using PS1 photometry
Following the procedure outlined in Sect. 5.2 we determine
photometric redshifts for the input photometry sets of Case A,
Case B, and Case C using only the five-band PS1 photometry.
The results in terms of accuracy and fraction of outliers for the
MDF04 sample are summarized in Table 6 and Fig. 6, plotting
for each case the photometric redshift versus the redshift listed
in the catalogues of Brusa et al. (2010), which was updated in
Salvato et al. (2011). The results for each of the ten runs of
Case C are listed in Table 7. It is clear that irrespective of the
AGN variability, we do not expect to obtain very accurate photo-
z results using only the five PS1 bands. However, the setup is the
same for all input photometry sets and regarding the comparison
of the three cases, only the relative photo-z quality is important
for dissecting variability eﬀects. The numbers show that Case A
outperforms the other cases in terms of accuracy and fraction
of outliers. This result is perhaps not totally surprising consider-
ing the fact that Case A resembles a snapshot SED and should
therefore be the least aﬀected by multiband variability. What is
more, we stress that we find strong evidence that the randomly
selected input photometry of Case C produces by far the worst
photo-z results for a set of variable AGNs. As can be seen from
Table 7, the fraction of outliers and σNMAD is much larger than
the related values of Cases A and B for every of the ten runs of
Case C.
Contrasting to this, we also observe similarities between
the considered cases. For one, each panel of Fig. 6 exhibits
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Fig. 6. Comparison of photometric and spectroscopic redshifts for the 75 AGNs of the MDF04 sample. Empty circles represent sources for which
the second peak of the redshift probability distribution agrees with the correct redshift. The solid line represents the one-to-one relation, and the
dotted lines correspond to zphot = zspec ± 0.15
(
1 + zspec
)
.
an exceedingly large number of outliers with greatly underesti-
mated redshifts in the redshift range 1.8 < z < 2.2. This system-
atic failure suggests that our fitting routine is not able to correctly
diﬀerentiate between the continua of our SEDs with just the five
PS1 bands and without any redshift prior in this particular red-
shift range. To uncover any further dependency with redshift, we
adopted a cumulative approach by sorting our sample in ascend-
ing order of redshift and subsequently derived redshifts for the
first 20, 25, 30, 35, ..., 75 objects. Apart from the strong increase
in the outlier fraction in the range 1.8 < z < 2.2, however, we
find no dramatic evolution of η and σNMAD with redshift signifi-
cantly biasing the comparison of our photometry sets. Moreover,
we stress that the second best model agrees with the correct red-
shift for 84%, 88%, and 60% of the outliers of Cases A and B and
Run 1 of Case C, respectively. Therefore we emphasize that the
photometric redshift assigned to a source should always be re-
viewed considering the value of a possible secondary peak in the
redshift probability distribution. Finally, as displayed in Fig. 7,
the distribution of the best-fit model templates is very similar for
each set of input photometry. The QSO-dominated Models 7, 8,
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Case A: ΔTmin
Case B: median
Case C: ΔTrandom, run 1
Fig. 7. Histograms of the model ID (see Table 4) chosen by the fitting
routine for Cases A and B and for Run 1 of Case C, respectively.
Table 7. Results for each of the ten realizations of Case C using
PS1 photometry.
Case C
Run ID η (%) σNMAD
1 57.3 0.479
2 61.3 0.510
3 68.0 0.534
4 62.7 0.544
5 57.3 0.329
6 58.7 0.429
7 54.7 0.460
8 49.3 0.218
9 52.0 0.246
10 50.7 0.235
and 9 are preferably chosen for our sources, which is in good
agreement with the fact that our sample consists of luminous
point-like type-1 AGNs.
Performing the same experiment with the 40 AGNs of the
3π sample, we are not able to state significant diﬀerences in the
photo-z quality by comparing the three studied cases. For all
three photometry sets, the percentage of outliers is fairly high
with values of about 60−65%, and the typical accuracy is not
much better than σNMAD ∼ 0.400. As outlined above, the light
curves of the 3π sample do not allow defining a value of ΔTmin
that is less than several months. Since our sources show strong
variability on these timescales, the photometry of Case A is bi-
ased by multiband variability and therefore gives comparable re-
sults to Case C. Although the median photometry of Case B can
smooth out variability to some degree, it is clear that a median
value calculated from only three to six light curve points might
still give a rather poor estimation of the actual light curve “aver-
age”, hence leading to a much lower photo-z quality than for the
MDF04 sample.
6.2. Dissecting the photo-z quality differences
To dissect the observed performance diﬀerences of our consid-
ered photometry sets, we visually inspected the SED fits of those
sources that were correctly fitted in one case, but among the out-
liers in another case. Comparing Cases A and C in this way, it
turns out that the multiband variability of our AGNs causes fatal
outliers predominantly for Case C. Owing to the random selec-
tion of light curve points, the SED shape implied by the relative
positions of the five PS1 bands in magnitude space is deformed
in such a way that either the continuum cannot be correctly de-
scribed, or variability in individual bands mocks “wrong” emis-
sion lines. The latter case is visible in Fig. 8, with variability in
the iP1 and yP1 bands leading to fatal emission line hits, whereas
Case A is not aﬀected by the variability. However, comparing
Case A with Case B, it is not possible to state an unambiguous
reason that Case A yields slightly better results in terms of ac-
curacy and fraction of outliers than Case B. The detailed inspec-
tion of the respective SED fits reveals that the relative positions
of the chosen five band photometry values of Cases A and B
are very similar and, for many objects, almost indistinguishable.
For these sources taking the median magnitudes was suﬃcient
to smooth out multiband variability.
It seems natural to associate the observed diﬀerences in the
photo-z quality with the strength of variability of our objects.
To test this idea, we selected two subsamples of sources with
very large variability amplitude in at least one band and two
subsamples of objects showing considerable variability ampli-
tudes in all bands simultaneously. Then we checked separately
for Cases A−C, whether these most variable AGNs tend to be
among the fraction of outliers. In detail we chose the 17 AGNs
with fractional variability Fvar > 0.15 and the 13 AGNs with
Δmag > 0.8 in any of the five bands as our two high variability
amplitude samples. The two multiband variability samples are
represented by the nine AGNs with Fvar > 0.1 and the 13 AGNs
with Δmag > 0.4 in all five bands. We find that ∼55−60% of the
objects of each of the four subsamples are outliers in Case C.
In contrast, Cases A and B are less aﬀected, but again they give
rise to very similar results with only ∼35−40% of the most vari-
able AGNs among the outliers for each of the four considered
subsamples.
6.3. Adding GALEX/IRAC bands to the PS1 bands
High quality photometric redshifts require multiband obser-
vational data with broad wavelength coverage to account for
the multitude of spectral components of astronomical objects.
Especially regarding spectral fitting of luminous AGNs, it is very
important that along with the optical/near-infrared bands, com-
prising prominent emission lines like Hα and Hβ, MIR bands are
available to describe the power law emission component towards
longer wavelengths (Donley et al. 2012). In addition, depending
on the redshift range, UV bands cover strong spectral lines, such
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Case A: ΔTmin
Case B: median
Case C: ΔTrandom, run 1
Fig. 8. Best fit SED in red and input photometry of the AGN with
XID 53781 for Case A (top panel) and Case B (middle panel) and Run 1
of Case C (bottom panel). Some basic information about the model fit
is listed in each panel. The redshift probability distribution is shown in
the inserts. The black and grey curves are the second-best AGN and best
stellar SEDs, respectively.
as Lyα, CIV λ1549 Å, and MgII λ2798 Å, the drop in flux of the
“big blue bump”, or the power law component towards shorter
wavelengths (Scott et al. 2004). For this reason we add obser-
vations in the NUV and FUV GALEX bands, as well as in the
IRAC1 and IRAC2 MIR band exposures of the Spitzer space
telescope, to our five optical/near-infrared PS1 bands. This al-
lows us to investigate to what extent the photo-z quality increases
Table 8. Assessing photo-z quality for the MDF04 sample using
GALEX, PS1, and IRAC photometry.
Case A Case B Case C
η (%) σNMAD η (%) σNMAD η (%) σNMAD
25.7 0.046 25.7 0.067 31.9 0.108
Notes. The quoted values of Case C are the average values of the ten
realizations.
Table 9. Results for each of the ten realizations of Case C using
GALEX, PS1, and IRAC photometry.
Case C
Run ID η (%) σNMAD
1 32.9 0.143
2 31.4 0.107
3 34.3 0.112
4 30.0 0.107
5 35.7 0.109
6 34.3 0.113
7 31.4 0.103
8 25.7 0.113
9 34.3 0.059
10 28.6 0.115
by applying an enlarged photometry set for our sample of vari-
able AGNs.
Using the same PS1 input photometry sets as described in the
previous section, only extended by the UV/MIR bands, we ran
LePhare to derive photometric redshifts for Cases A, B, and C.
Following S09, we add 0.3 mag in quadrature to the NUV/FUV
photometry errors and 0.2 mag to the IRAC1/IRAC2 photome-
try errors. Since magnitude values higher than 25 are not cred-
ible for the NUV/FUV bands, we excluded observations fainter
than this limit during the fitting procedure. We did not perform a
magnitude cut in the IRAC bands, since none of our objects has
IRAC magnitudes larger than 20. The results for each case are
summarized in Fig. 9 and Table 8. Table 9 contains the results
for each of the ten realizations of Case C. Obviously, adding the
GALEX/IRAC bands to the five PS1 bands improves the photo-z
quality for all considered cases. Especially for Case C, the frac-
tion of outliers decreased by almost a factor of two and σNMAD
by almost a factor of four. As before, Case A yields the best
results in terms of accuracy and fraction of outliers; however,
Case B is only outperformed by Case A by the lower σNMAD
value. The superior accuracy of Case A is also clearly apparent
in Fig. 9, with the correctly fitted redshifts located very close to
the one-to-one relation. On the whole, the diﬀerences between
all considered cases are considerably reduced as compared to
the results without the GALEX/IRAC bands. Even though the
redshift accuracy increased for all considered cases, one might
expect that adding UV/MIR bands would lead to even greater
improvement of the photo-z quality. However, our sample con-
sists of strongly varying sources, and although variability in the
IRAC bands may be negligible, it is very likely that variability
in the GALEX bands aﬀects our results. Since we do not have
GALEX light curves, we cannot properly correct for variabil-
ity, and adding 0.3 mag in quadrature may only partly alleviate
the problem. Finally all four panels of Fig. 9 reveal that the en-
hanced number of outliers in the redshift range 1.8 < z < 2.2
observed in Fig. 6 disappears, when using the additional infor-
mation provided by the UV/MIR bands. Furthermore, there are
no secondary peaks in the redshift probability distribution for all
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Fig. 9. Comparison of photometric and spectroscopic redshifts for the 70 AGNs with GALEX photometry of the MDF04 sample. Empty circles
represent sources for which the second peak of the redshift probability distribution agrees with the correct redshift. The solid line represents the
one-to-one relation, and the dotted lines correspond to zphot = zspec ± 0.15
(
1 + zspec
)
.
objects of Case A, which is also true for 74 and 73 objects of the
75 sources of Case B and Run 2 of Case C, respectively.
To better understand the results quoted above, we again per-
form a visual inspection of the SED fits for the diﬀerent in-
put photometry cases. A representative example of what we ob-
serve for most of our objects is displayed in Fig. 10. Comparing
Cases A and C, we note that although the relative positions of
the optical photometry of Case C are strongly aﬀected by vari-
ability, the correct redshift is obtained for both cases. Again
the median photometry of Case B does not show significant
deviations from Case A, also leading to the correct redshift. The
comparably small diﬀerence in the photo-z quality of all consid-
ered cases may be explained by the fact that the overall shape
of the SED, implied by the relative positions of the UV, opti-
cal, and MIR bands, is predominantly determining the photo-
metric redshift. These constraints are so strong that the influ-
ence of variability, occurring in the optical bands, is suppressed,
so is less likely to bias the resulting redshift. Still in extreme
cases optical variability can cause fatal errors during the fit for
Case C, because variability can mimic the presence of emission
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Case A: ΔTmin
Case B: median
Case C: ΔTrandom, run 2
Fig. 10. Same as Fig. 8 for the AGN with XID 2046.
lines. However, we only observe this for a few objects once the
GALEX/IRAC bands are added. Still such cases give rise to the
performance diﬀerences of Cases A and C, expressed in the re-
spective outlier fractions and accuracy values listed in Table 8.
Finally we probe again whether the most variable AGNs
tend to be found among the outliers for our diﬀerent photom-
etry sets, therefore we selected the two subsamples of sources
with Fvar > 0.15 (15 of the 70 AGNs) and Δmag > 0.8 (12 of
the 70 AGNs) in any of the five PS1 bands. Accordingly, we also
defined the two subsamples of objects with Fvar > 0.1 (8 of the
70 AGNs) and Δmag > 0.4 (14 of the 70 AGNs) in all five bands
simultaneously. It turns out that ∼30−40% of the AGNs of each
of the four subsamples are outliers in Case C. Regarding Cases A
and B, these fractions are lower with only ∼10−20% of the most
variable AGNs among the outliers for each of the four consid-
ered subsamples. Compared to the respective values quoted in
Sect. 6.1 without the UV/MIR bands, the percentages decreased
by roughly a factor of two, again indicating that variability ef-
fects are now less problematic for the photo-z computation.
6.4. Color properties of the multiband variability
The visual inspection of the SED fits for Cases A and B revealed
that the relative positions of the selected magnitude values are
very similar, whereas the Case C photometry exhibits dramatic
diﬀerences to the former cases. Since the relative positions of
the measurements determine the SED shape of each object, it is
not surprising that Cases A and B show only minor diﬀerences
in the photo-z results. However, we can think of a situation in
which the selected input photometry should not be very diﬀerent
for these two cases. If we assume that most of our objects vary
almost simultaneously in each band; i.e., if there are only neg-
ligible time lags between the light curves of the bands, then the
median values of the light curves and the values with minimum
temporal distance will trace very similar spectral shapes. Owing
to variability, the two spectral curves will only be slightly shifted
relative to each other by typically a few tenths of a magnitude
or even less. This assumption requires that we are not strongly
aﬀected by time lags between the variability of prominent emis-
sion lines, which are present in one band but missing in another,
and the variability of the continuum radiation. Considering that
the PS1 bands are broadband filters, it is diﬃcult to disentan-
gle the relative contributions of line variability and continuum
variability in a given band (see also Schmidt et al. 2012 for a
discussion of the impact of emission lines on broadband color
variability of quasars). However, the continuum variability is of-
ten found to be larger than the line variability by a factor of a
few (Peterson et al. 2004).
To validate this hypothesis we analyzed the color light curves
of our sample. Although the diﬀerent PS1 band observations are
not simultaneous, we can obtain approximate colors by taking
the observing times of one band as reference values to calcu-
late the contemporaneous magnitude values of the other bands
from linear interpolation between light curve points adjacent to
the reference values. We chose the “bluest” band (gP1) as our
reference band and computed the interpolated colors gP1 − rP1,
gP1−iP1, gP1−zP1, and gP1−yP1. We stress, however, that because
of the comparably low number of points in the yP1 band light
curves, the gP1 − yP1 colors can only be interpolated with limited
quality and should be considered with caution. A visual inspec-
tion of the color light curves of our sample indicates that the
vast majority of our AGNs indeed have approximately constant
colors. In addition we verify this observation by calculating the
excess variance from the colors and color errors. Although we
have computed the excess variance from the light curve fluxes
and flux errors throughout this work, we also found that we ob-
tain consistent results when calculating σ2rms from magnitudes
and detect variability via the condition σ2rms − err
(
σ2rms
)
> 0.
According to the latter condition 1 (gP1 − rP1), 10 (gP1 − iP1),
22 (gP1 − zP1), and 29 (gP1 − yP1) AGNs out of the 75 sources
exhibit color variability. However, of these AGNs, only 13 vary
in more than one color, and the considerable gP1−yP1 color vari-
ability possibly stems from poor interpolation. As an example,
Fig. 11 shows the interpolated color light curves for two AGNs
of our sample. Except for the colors gP1 − zP1 of XID 1 and
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AGN (XID 1)
AGN (XID 53781)
Fig. 11. Interpolated MDF04 color light curves for the AGNs with XID 1 and XID 53781.
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gP1−yP1 of XID 53781, all color light curves are constant within
the uncertainties. We point out that these findings strongly sug-
gest that the emission components probed by the diﬀerent broad-
band PS1 filters approximately vary as a unit for most AGNs of
our sample. In view of these findings, it appears reasonable that
the photo-z quality of Cases A and B is not significantly diﬀer-
ent, but still Case A yields slightly better results.
7. Conclusions
We studied AGN variability in five optical bands for a
large sample of X-ray-selected point-like AGNs from the
XMM-COSMOS survey, taking advantage of the multi-epoch
observations provided by the PS1 3π and Medium Deep Field
surveys. To measure variability, we utilized a simple statistic that
estimates the probability of variability and the normalized ex-
cess variance that quantifies the variability amplitude. With the
help of these two variability parameters, we defined a sample
of varying AGNs for each PS1 band of the 3π and MDF04 sur-
vey. The samples of variable objects comprise 90 (gP1), 54 (rP1),
14 (iP1), 37 (zP1), and 8 (yP1) sources for the 3π survey and
184 (gP1), 181 (rP1), 162 (iP1), 131 (zP1), and 74 (yP1) sources
for the MDF04 survey. We find that the PS1 3π survey allows
variable sources to be reliably selected if the intrinsic variability
amplitude is large. For those objects that are detected as vari-
able from 3π light curves with at least 3% fractional variability,
we are able to define a pure but incomplete sample of variable
sources. Therefore it is possible to detect variable objects for
three-quarters of the sky with this data, which is of paramount
importance for future missions like Euclid.
In addition we investigated the eﬀects of variability on the
computation of photometric redshifts. We did this by compar-
ing the well known spectroscopic redshifts of our AGN sample
with the photometric redshifts obtained by applying three diﬀer-
ent kinds of input photometry for our fitting procedure. For each
of the five PS1 bands gP1, rP1, iP1, zP1, and yP1, we selected either
the pointings with minimal temporal distance in observing time,
the median magnitude values of the light curves, or randomly
drawn light curve points to calculate the photometric redshift.
We note that optical variability significantly limits the achievable
photo-z quality. Particularly when only optical bands are used to
derive the photometric redshifts, it is crucial to select the pho-
tometry with minimized distance in observing time. Omitting a
correction of variability in this case leads to very large outlier
percentages (∼57%) and very low accuracies (∼0.400). Taking
the median magnitude values as photometry yields only slightly
worse results than choosing the points with minimal temporal
distance. This is found to be due to the fact that the AGNs in
our sample vary almost simultaneously in all optical bands. We
stress that we were not able to obtain photometric redshift accu-
racies better than 0.07 and outlier fractions less than 33% for our
sample of variable AGNs using only the five PS1 bands of the
MDF04 survey, even if we consider photometry corresponding
to the closest approximation of a snapshot SED. Furthermore,
we point out that secondary peaks in the redshift probability dis-
tributions should always be rated appropriately in the association
of photometric redshifts with astronomical objects.
Considering the same input photometry cases using 3π sur-
vey light curves for the five PS1 bands results in even lower
photo-z quality. Owing to the sampling pattern of the 3π sur-
vey light curves, the three studied cases give rise to very simi-
lar percentages of outliers of typically 60−65% and accuracies
of ∼0.400. Since the sparse sampling of the 3π survey light
curves does not allow for selecting photometry resembling an
appropriate snapshot SED, the photo-z quality for strongly vary-
ing sources may be rather low in general as long as only the five
PS1 bands are used for the redshift computation.
Once UV/GALEX and MIR/IRAC observations are avail-
able, which do not contain variability information, the influence
of variability is considerably weakened, with the introduced con-
straints on the overall shape of the spectral energy distribution
dominating variability eﬀects of the optical bands. Although the
photometric redshift quality generally improves when adding
these bands, we still obtain no less than 26% of outliers and an
accuracy of 0.05 at best using MDF04 photometry.
When considering deep, wide-area surveys that critically
rely on precise photometric redshifts, such as the upcoming
Euclid and eROSITA missions, objects showing signs of vari-
ability should receive a flag stating that their photometric red-
shifts may be of low quality. Outlier percentages of less than 5%
and accuracies better than 0.02 for strongly variable AGNs may
only be feasible with large photometry sets that comprise broad-
band and narrowband filters in a wide wavelength range.
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Appendix A: On the uncertainty of the excess
variance
Fig. A.1. Excess variances of all PS1 bands calculated from only the even (y-axis) and only the odd (x-axis) light curve points for all variable
AGNs of the MDF04 sample. Denoted is the χ2 of Δ = σ2rms(even) − σ2rms(odd), together with its expectation value and standard deviation. The
black line corresponds to the one-to-one relation.
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In addition to the Poisson noise error (Eq. (8)) used in this
work, more uncertainties exist that are related to an excess vari-
ance measurement, and they are connected to the stochastic na-
ture of the variations and the sampling pattern of the light curve.
These error sources were studied in detail by Allevato et al.
(2013). They applied Monte Carlo methods to create 5000 diﬀer-
ent light curves drawn from a power spectral density (PSD) with
logarithmic slopes between −1 and −3 and measured the excess
variance of these light curves adopting diﬀerent sampling pat-
terns (continuous, uniform, sparse). These investigations proved
that the excess variance is a biased estimator of the intrinsic
(“true”) variance, which itself arises from the underlying physi-
cal process related to variability. The bias factor associated with
an individual σ2rms measurement is shown to depend on the PSD
logarithmic slope, the sampling pattern, and the signal-to-noise
of the light curve, at least as long as S/N < 3. Since the excess
variance is defined to measure the integral of the PSD over the
temporal frequencies probed by a light curve, the actual value
of σ2rms is aﬀected by the functional form of the PSD. The opti-
cal power spectra of AGNs are usually characterized by a “red
noise” PSD, i.e. a power law PSD (ν) ∝ νγ with γ < −1. It is very
likely that optical PSDs exhibit a break frequency, separating the
low frequency part with γ ∼ −1 from the high frequency part
with γ ∼ −2, which is similar to what was observed in many X-
ray variability studies (Lawrence & Papadakis 1993; Edelson &
Nandra 1999; Markowitz et al. 2003; McHardy et al. 2004). The
actual value of the optical break timescale may strongly depend
on the physical parameters of each source, such as the black hole
mass and luminosity, and typical values between 10−100 days,
but even up to ∼10 yr have been reported (Collier & Peterson
2001; Kelly et al. 2009). Considering the timescales encom-
passed by the PS1 3π and MDF light curves (shortest timescale
∼1 day, longest timescale ∼4 yr), it is therefore unclear whether
our σ2rms measurements predominantly integrate the PSD in the
low or high frequency parts. Nevertheless, for both surveys, the
light curve sampling pattern is closer to the sparse case than to
the continuous or uniform ones. For these reasons the value of
the bias factor bsparse for the σ2rms measurements of this work is
expected to lie somewhere between bsparse = 1.2 (for γ ∼ −1),
bsparse = 1.0 (for γ ∼ −1.5), or bsparse = 0.6 (for γ ∼ −2) accord-
ing to Table 2 in Allevato et al. (2013) and is therefore negligible.
To assess the quality of the excess variance measurements
for our MDF04 sample and to check whether the assumed er-
ror is reasonable according to Eq. (8), we perform a simple
test by comparing the σ2rms values obtained from two diﬀerent
realizations of each light curve by calculating the excess vari-
ance once from only the even light curve points and once from
only the odd light curve points. The uncertainty corresponding
to these two measurements is then contrasted to the individual
errors err
(
σ2rms
)
assigned to each variability measurement. We
do this by calculating
χ2 (Δ) =
f∑
i= 1
(
Δi − ¯Δ
)2
err (Δi)2
(A.1)
with the diﬀerence Δ = σ2rms[even] − σ2rms[odd] and squared
error err (Δ)2 = err(σ2rms)[even]2 + err(σ2rms)[odd]2. The com-
puted χ2 (Δ), together with its expectation value E
(
χ2 (Δ)
)
= f
and standard deviation σ
(
χ2 (Δ)
)
=
√
2 f , is quoted for all
variable AGNs of the MDF04 sample in Fig. A.1. We note that
the quality of the σ2rms measurements is generally high for the
gP1, rP1, iP1, and zP1 bands, because most values lie very close to
the one to one relation. Since the χ2 (Δ) values are very close to
the respective expectation value for the rP1, iP1 bands and only
deviate by a factor of ∼1.4 for the gP1 and zP1 bands, the Poisson
noise error estimate of Eq. (8) represents an appropriate mea-
surement uncertainty of the excess variance in our light curves.
Only the σ2rms values of the yP1 band show significantly less ac-
curacy than for the other PS1 bands, which is due to the fact that
the yP1 band light curves contain fewer data points.
Appendix B: Method used to select the Case A
photometry
To identify the epochs minimizing the temporal distance of the
five PS1 band light curves, we employ a combinatoric proce-
dure. For each of our objects we have to consider five diﬀerent
light curves out of set B = {gP1, rP1, iP1, zP1, yP1}, consisting of
Nk magnitude values measured at times tki, with k ∈ B and i =
1, 2, ...,Nk. We start by taking each light curve point i of the band
k = gP1 and find the four light curve points jmin with minimal
temporal distance to point i, out of the j = 1, 2, ...,Nl points of
all other bands l  k. Denoting the temporal distance by Δtki,l j =
|tki − tl j| gives us four values Δtki,l jmin = min{Δtki,l1, ...,Δtki,lNl} for
each band l = rP1, iP1, zP1, yP1. Then we compute the sum
ΔTgP1i = ΔtgP1 i,rP1 jmin + ΔtgP1 i,iP1 jmin + ΔtgP1 i,zP1 jmin + ΔtgP1 i,yP1 jmin
(B.1)
and find its minimum valueΔTgP1,min = min{ΔTgP11, ...,ΔTgP1NgP1 }
out of the NgP1 points. This gives us the minimum total time in-
terval of the diﬀerent filter observations with respect to the gP1
band light curve points. However, other combinations might ex-
ist, leading to a shorter total time interval, by taking the light
curve points of another band as reference values while calculat-
ing the diﬀerences |tki − tl j| to the light curve points of the re-
maining bands. Therefore we perform the same procedure, with
the reference band k running through all elements of the set B,
by calculating
ΔTki =
∑
l∈B
lk
Δtki,l jmin (B.2)
for each light curve point i of reference band k. For each ref-
erence band k, we then determine the minimal total time inter-
val ΔTk,min = min{ΔTk1, ...,ΔTkNk}. The set of input photometry
with minimum relative temporal distance is finally obtained by
selecting those five light curve points that give rise to
ΔTmin = min{ΔTgP1,min,ΔTrP1,min,ΔTiP1,min,ΔTzP1,min,ΔTyP1,min}.(B.3)
These five magnitude values are stored in the input catalogue
for our fitting routines, together with their respective individual
uncertainties err
(
mag
)
.
Owing to the diﬀerent sampling patterns of the 3π and
MDF04 light curves, the minimized values ΔTmin diﬀer a lot for
our two samples. As shown in Fig. B.1 each of the 75 AGNs
from the MDF04 sample has a value ofΔTmin < 2.5 days. In con-
trast, the corresponding values for the 40 AGNs of the 3π sample
range betweenΔTmin = 110 and 500 days, giving a very poor ap-
proximation of a snapshot SED. For comparison, Fig. B.1 also
displays the histograms of the total time intervalΔTrandom for one
of the ten realizations of Case C. The interval ΔTrandom is calcu-
lated after Eq. (B.2), taking the randomly chosen gP1 band point i
as reference value tki in the individual addends |tki − tl j|, with tl j
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Case A (3π): ΔTmin Case C (3π): ΔTrandom
Case A (MDF04): ΔTmin Case C (MDF04): ΔTrandom
Fig. B.1. Distribution of ΔTmin for the 40 AGNs of the 3π sample and the 75 AGNs of the MDF04 sample. The distribution of ΔTrandom for one of
the ten random realizations of Case C is shown for both samples in the right column.
given by the other four randomly chosen light curve points j of
the remaining bands l  gP1. As intended, the distributions of
ΔTrandom encompass much higher values, typically between 500
and 4000 days, than the respective ΔTmin distributions for both
the 3π and MDF04 samples.
Appendix C: Catalogues and light curves
of variable AGNs
The catalogues of variable AGNs described in Sect. 4.2 are
provided at the CDS for every PS1 band and for both the 3π
Table C.1. MDF04 survey catalogue of variable AGNs (gP1 band).
XID RA Dec N V σ2rms err
(
σ2rms
)
median(mag) median(err (mag)) Δmag
(deg) (deg) (AB) (AB) (AB)
74 150.449615 2.246419 75 240.24 0.0097 0.0011 20.67 0.03 0.42
84 150.299744 2.506903 72 66.41 0.0070 0.0011 21.32 0.04 0.59
87 150.101624 1.848332 73 136.17 0.0114 0.0012 20.72 0.04 0.70
89 150.276276 2.526340 44 24.50 0.0299 0.0080 22.44 0.10 1.09
95 150.028542 2.209917 64 95.84 0.0268 0.0040 21.81 0.09 0.82
Notes. Column 1: XMM-COSMOS identifier number (from Cappelluti et al. 2009); Cols. 2–3: coordinates of the optical/IR counterpart (J2000);
Col. 4: number of light curve points; Col. 5: V index (see Eq. (6)); Col. 6: excess variance (see Eq. (7)); Col. 7: error of excess variance (see
Eq. (8)); Col. 8: median magnitude of light curve; Col. 9: median error of light curve points; Col. 10: Δmag = max (mag) − min (mag). The table
(ASCII format) is available in its entirety at the CDS.
and MDF04 surveys. Part of one of these tables is shown in
Table C.1. The tables (ASCII format) list basic information like
the identifier number, coordinates, number of light curve points,
and light curve median, as well as the variability parameters de-
fined in Sect. 4.1. In addition, the nightly-averaged light curves
for these sources, cleaned from outlier measurements as outlined
in Sect. 3, are available on request for every PS1 band.
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