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ABSTRACT 
This thesis explores the hypothesis that a superior 
decision rule may be predicted for a GERTS III resource-
constrained network given a characteristic measure for 
the network and a criterion for performance evaluation. 
The quantity used to characterize each network is termed the 
"delay index" of the network and equals the ratio of maximum 
to minimum simulation times over a specified series of runs. 
A generalized one-network approach is employed in searching 
for relationships between decision rule performance and 
various values of the delay indf;!x. The eventual aim of this 
paper is then to internalize th.e choice of decision rules 
according· to these relationships and thus avoid to need 
of any user coding. 
The results seem to preclude the existence of any 
relationship between the delay index and decision rule 
performance, although the research does point to certain 
superior rules under various combinations of the three 
performance criteria employed. 
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CH.APTER I. 
INTRODUCTION 
This thesis explores the relative performance 
of several decision rules which are applicable to the 
cyclic GERTS (Graphical Evaluation and Review Technique) 
type networks. In accomplishing this objective, the 
attempt is made to classify each GERTS network according 
to the value of a parameter entitled the "delay index''. 
The attempt then is made to correlate the performance 
of the decision rules with the categorization given 
to the network by its delay index value - thus generating 
a generalized decision process for the selection of the 
"best" decision rule for a particular network. 
There has been much research into the performance 
of various decision rules applicable to directed acyclic 
networks· - such as PERT (Path Evaluation and Review Tech-
nique) and CPM (Critical Path Technique) - nnder conditions 
of constrained resources. This research has generally 
taken one of two forms - the attempt to find. "optimal" 
rules (those that provide the best possible performance) 
or"heuristic" rules (those that provide "good" performance), 
This thesis will not concern itself with the former of·these 
two-primarily because these procedures are unable to deal 
with the complexities of the type of networks herein 
studied - as will be.shown later. 
The heuristic procedure which has been found most 
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applicable in handling network analysis is that of simulation 
- which is the approach taken here. The GERTS type of 
network, as will be shown later, is in many ways different 
than the PERT-type acyclic networks (although primarily 
because it is cyclic) but there do exist some similarities 
in the approaches taken in the evaluation of the two types 
of networks. Therefore it is felt that a brief review 
of previous work in the area of decision rule performance 
in PERT-type networks is in order. 
The networks of the PERT-type are basically a 
mapping of the precedence relationships which exist between 
the activities of a network. Activities are characterized 
by directed arrows which have the attributes of a time 
distribution (normally a BETA distribution) and resource 
requirements. Connecting activities are nodes, which 
exemplify the necessary precedences - all activities 
which enter a node must be finished before any activities 
leaving the node can be scheduled, Upon the completion 
of all activities, the network is said to have been realized. 
During this process, activities must compete for the avail-
able resources, since an activity may not be scheduled 
unless there are enough resources available to satisfy its 
requirements. Therefore, the need for a procedure to· deter~ 
mine which activity - out of those eligible - is to be 
awarded the first crack at the available resources (and 
thus be scheduled) becomes apparent. 
.... 3 -
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The above elaborations are essentially t.he only 
similarities between the PERT and GERT resource constrained 
networks - that is, the need for decision rules. PERT 
networks have no cycles present and are deterministic 
in nature - that is, every activity must be scheduled and 
completed prior to network realization. Thus it is 
possible to "work backward" along a PERT network and 
determine figures for the expected earliest start time 
of an activity, earliest finish time, etc. These con-
cepts will not be elaborated on here, however they are 
important in understanding that most of the decision rules 
which have been researched for PERT networks are meaningless 
when stated in GERTS terms. Since GERTS networks contain 
cycles and probabalistic capabilities, there simply is 
no way to translate terms such as ~-'s:lack time" and "late.st: 
finish time". 
This stated, it seems super£ luou.s: t·o :d.o more than 
simply mention specific research into PERT networks, Work 
done by Pascoe (3), Fendley (4), Patterson (5) 1 Conway 
(6), and Mize (7) point out vario.us rules which were deemed 
"best" for their particular set of experimental networks. 
Among these are minimum latest finish time, minimum latest 
start time (both Pascoe), minimum slack first {Fendley and 
Mize), and shortest operation first (Patterson and Conway). 
Of these, only the shortest operation first rule is appli-
cable to the GERTS networks. 
. 
. ' 
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Of somewhat more interest to this paper is the research 
done on PER'l'-type networks in attemplin9 to find parameters 
which might be useful in categorizing networks. Pascoe (3) 
used parameters which attempted to measure time, resource, 
and interconnectedness characteristics, however he cduld 
determine no correlation between these measures and the 
• 
performance of the networks tested. Davis (8) attempted 
basically the same procedure as Pascoe wit_h the a<;ldition of 
some new parameters, however he too could determine no 
relationship between his measures and performance realtive 
to his criterion of computation time. 
. 
To finalize then, the objective.s of this paper, 
(1) 
·.•·· . 
determine ·the r~::lationship ( if any exists) 
between the netivork measure of delay index 
proposed herein and decision rule performance 
relative to certain selected criteria, and 
(2) translate these relationships into a fozm · 
conducive to coding into the GERTS package 
_;_ so as to automatically choo-se the ''best•• 
deci_sion rule for each· type of network. · 
;These objectives will be elaborated upon further·during the 
course of the_paper. 
. , ... --···,,· 
• 
• 
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CHAPTER II. 
REVIEW OF GERTS 
GERTS - an abbreviation for Graphical Evaluation 
and Review Technique Simulator - is a technique for modelling 
and evaluating systems of directed flows of activities. A 
GERTS network consists of directed arrows - which represent 
the activities of the network - and nodes - which are used 
to model the inherent interrelationships between activities 
and to serve as points of reference in the collection of 
desired statistics. On the surface this type of network 
seems very similar to the PERT type of network. However, 
the GERTS approach allows the user a vastly greater flexi-
bility in the formulation of the model-due to the inherent 
characteristics allowable in the activities and nodes. 
Such things as looping, modification of the network during 
simulation, and specification of the requirements for node 
realization are essential features of a GERTS network. Thus, 
the range of networks which may be modelled includes those 
of a nature vastly more complex than those of previous tech-
niques - and therefore greatly "increases the difficulty 
of analysis. 
Activities (d.irected arrows) are characterized by 
a start node, an end·-,node, and several types of attributes 
which describe the activity. The first such attribute is 
the probability that the activity will be started given 
- 6 -
that its start node has been realized. The second is a dis-
tribution of the time necessary to complete the activity 
once it has been started. The type of distribution is 
specified by the user for the activity - either from 
among a set of nine continuous distributions (which includes 
the Beta distribution used in PERT) or from a discrete 
distribution (this capacity has been added to GERTS by 
the author). Associated with the type of distribution 
selected must be a set of parameters which characterize the 
distribution, such as mean, standard deviation, minimum 
and maximum values, etc. Thus each activity may possess 
a completely unique time characterization which can be 
closely aligned with actual historical data·~ a very 
powerful feature of GERTS. 
Next, an activity m~y be assigned the attribute 
of a counter of·a specified type. This feature allows 
the user the ability· to collect statistics on the number 
of times a particular activity or group of activities 
occurred during the course of simulation. Another attribute 
which may be associated .with an activity is an activity modi-
fication number. This feature allows for the modification 
of the network during simulation by the replacement of the 
entire set of output activities of the numbered activity's 
start node with that of a completely different node (or· 
nodes) upon completion of the numbered activity. Thus many 
sequences of activity combinations whiph would be extremely 
- _·7 --
' . 
. ..c-,.;••'. 
cumbersome or impossible to model in a PERT type network 
can be very simply modelled in the framework of the GERTS 
approach. 
Each node is comprised of an input side - which 
determines the criteria for the realization of the node -
and an output side - which determines what will occur once 
the node has been realized. There may be as many activities 
as desired flowing into the input side. There are two 
attributes which characterize the input side of a node -
the number of input activities which must be completed 
before the node is realized for the first time in a 
simulation run, and also the additional number of input 
activities required to realize the node each subsequent 
time in that simulation run. Thus a node can be defined 
not only simply as being an AND node or an OR node, but 
as any configuration in between. As an example, if there 
were three activities incident to a node, the user could 
specify any of these configurations: 
(1) that a node can be realized eadh time three 
activities are completed or 
(2) once when two activities are completed and 
again each time another activity is completed 
or 
(3) once when three activities are completed and 
I 
never again or 
(4) it can be specified as never being realized. 
- 8 -
When a node is realized, events emanating from 
the output side are scheduled to start - in accordance with 
the node's output configuration. If the output side is 
deterministic, then every one of the output activities 
are scheduled. If it is a probabalistic output side, then 
only one of these activities is scheduled for each realiza-
tion. The choice between the possible activities is made 
by a random selection in accordance with the probabilities 
associated with each activity. A final quality which a 
node may possess is the ability to remove from the network 
.all activities incident to that node which are in progress 
at the time the node is realized. 
The capabilities for statistics collection built 
into GERTS are much more extensive than in any previous 
network technique. Statistics may be collected on: 
(1) the time of first realization of a node 
{2) the time of all realization of a node 
(3) the time between realizations of a node 
(4) the time interval between realizations of two 
different nodes, and 
(5) the time delay experienced between the time 
of completion of the first incident activity 
on a node and the time of realization of the 
.. 
node. Statistics may be taken on practically 
any node in the network and thus a wealth of 
statistical information may be gleaned from 
the network wiJ:h a very small programming 
- 9 -
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effort required of the user. 
The version of GERTS used in this study is GERTS III. 
This package makes use of discrete time simulation in the 
analysis of the network. There is a time clock which is 
incremented at the completion of each activity - rather than 
by constant increments as in a continuous time simulation. 
At the initialization of the network, the time clock is 
set to zero and all source nodes are realized. Activities 
which emanate from these source nodes are then scheduled 
in accordance with the output side configuration (as des-
cribed above). The duration of each activity is then random-
ly selected according to the time distribution specified 
by the user. The completion of the first of these a~ti·vi-· 
ties (the one of the shortest duration) increments the. time 
clock by the duration. In general, upon completion of an 
activity, the time clock will read: 
TNOW (clock time) -
- TSTART + DURATION 
Where TSTART is the time an activity is scheduled. As 
a node is realized, TNOW becomes the TSTART for each activity 
emanating from that node. As each node is realized, statis-
tics are collected if applicable. In this manner the time 
is incremented until the sink node (or a specified number 
of sink nodes) is realized and the network completed. This 
completes one run of the simulation and the time .clock is 
once again set to zero for a new run. At the conclusion of 
the specified number of runs, the simulation is complete 
- 10 -
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and the various statistics are output. 
There are NN + 2 files in the GERTS III program 
(where NN is the number of nodes in the network) which 
are used to maintain the network structure in the program's 
storage. There is one file for each node - which is composed 
of all activities emanating from that node. As an activity 
is scheduled, it is placed in a separate file (file 1) which 
is ordered on the earliest completion time of these activi-
ties which have been scheduled. As an activity is completed, 
the time clock is incremented and the node to which that 
activity is incident is checked for realization. Should 
it be realized, the appropriate output activities are 
entered into file 1. If not, the next activity is pulled 
from file 1, the· time clock incremented, etc. until the 
completion o·f ·the network is reached. 
. .. 
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GERTS IIIR 
GERTS IIIR is a modification of GERTS III, made 
to allow resources (such as laborers, percent of machine 
capacity, and so on) to be associated with each activity. 
This modification presents new difficulties in the analy-
sis of the GERTS III network. An activity cannot now be 
scheduled immediately upon the realization of its start 
node unless there are enough resources of each type to 
schedule that activity. As an example, an activity which 
requires .5 mechanics and 3 laborers cannot be scheduled 
if there are only 4 mechanics available - even though ther~ 
may be 17 laborers available. 
Naturally, in most networks there ·.will be several 
activities in process simultaneously and several waiting 
for resources to become available so that they can begin. 
Therefore the GERTS IIIR package must maintain a continuous 
accounting of the various resource availabilities. The 
user specifies maximums for each resource type as well 
as usages for each activity. The problem then which the 
package must cope with is to select - from among all those 
activities which are available for sche~uling - one activity 
which satisfies the resource constraints - (even though 
there may be several waiting activitie_s .. _which satisfy these 
constraints). It then schedules this activity by removing 
it from the waiting list and placing it in FILE l" Also, 
. as each activity is completed, the pack~ge must increment ·· 
- 12 -
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the available resource count - as the completed activity's 
resources are now available for use. Naturally, as one 
is scheduled, it must likewise decsement the count. 
To this end the GERTS IIIR package is designed 
with two files in addition to those used in GERTS III, 
file NOQ and file NOQ-1. As a node is realized and new 
activities become available for scheduling, they are placed 
not in file 1 as in GERTS III - but in either file NOQ or 
NOQ-1. File NOQ contains all those activities whose re-
source requirements fall below the current resource con-
straints - this is the waiting list from which the choice 
of which act:ivity to start must be made. If an activity 
requires more resources than are currently available, it 
is placed in file NOQ-1. Whenever an activity .is completed 
and new resources become available, file NOQ--1 is scanned 
to determine if any activities contained in it meet the 
constraints, and if so these are placed in file NOQ. When-
ever an activity is scheduled and new resources are put 
into use,· file NOQ is scanned and any activities which 
do not meet the new constraints are placed in file NOQ-1. 
As the program stands in its unaltered form, the 
user is responsible for specifying, in two subprograms, 
exactly how he wishes the choice to be made from among· 
the schedulable activities in file NOQ. Tha·t is, he must 
design a decision rule for the selection am9ng activities, 
competing for the use of the same resources. First, however, 
- 13 -
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he must specify the ordering criterion for files NOO and 
NOQ-1. These files can be ordered - either on a low-value-
first or a high-value-first basis - on any numerical quanti-
ty which the user desires. This quantity can be an already 
existing attribute (such as activity duration, start node 
realization time, or resource requirement) or it can be 
the result of any combination of a calculation on these 
attributes. Should the user desire the latter, he must 
then perform the calculations necessary to obtain the 
ranking result in FUNCTION CALAT. CALAT performs the 
desired calculation for each new schedulable activity and 
places the resultant number in an attribute slot (ATRIB(3))-
which is reserved for this purpose. The user must then 
specify this attribute as the ranking criterion for the 
files. Should the user wish to simply schedule activities 
from NOQ as they occur in order, the only progranuning 
requirement of him in SUBROUTINE SCHDL is to provide the 
statement KCOL = MFE (NOQ). Should he desire to perform 
any tests on the contents of NOQ before selection - or 
in any other way access other than the first entry in NOQ -
he must program these requirements in SCHDL, finally 
setting KCOL equal to-the location of the desi.red activity~ 
As one can see, the user must not only be at least 
.. 
somewhat proficient in the workings of GE~TS IIIR in ord·er 
to program his decision rule, but he must also have a firm 
idea of exactly which decision rule is best for his parti-
cular network. The first of these problems can be simply 
- 14 -
overcome by either specifying simple decision rules or 
by spending the necessary time to become familiar with 
some of the variable names and how to use them. However, 
the latter problem, that of choosing a "best decision 
rule" is certainly not easily overcome - and in fact it 
could become a significant determinant of the degree of 
success which the user derives from the simulation. 
,: ;: 
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CHAPTER III. 
EXPERIMENTAL APPROACH 
The initial phase of this research was the adapta-
tion of the initial GERTS IIIR deck so that it conformed 
to the processing requirements of the CDC6400 computer 
upon which the study was conducted. During this process 
certain flaws in the program logic were detected which 
demanded immediate attention. 
The most critical of these flaws was that the 
files NOQ and NOQ-1 remained uncleared in the transition 
between the end of one simulation run and the start of 
the next. Thus, acti.vities which remained unscheduled 
·at the end of any particular simulation run were present 
in files NOQ and NOQ-1 at the start of the succeeding 
simulation run - and were, if eligible, scheduled during 
this run. Naturally this created havoc with the network's 
precedence relationships and rendered results useless. 
The correction to this problem was accomplished by scanning 
and emptying files NOQ and NOQ-1 in subroutine GASP in 
a like manner to the procedure present there for the 
clearing of file 1. 
A second flaw which was equally .as fatal to the 
program's proper functioning was the fact th.at the value 
given to IMM of two in subroutine DATAN was incorrect • 
The variable IMM represents the number of real number 
attributes in each activity of the array QSET and 1 as there 
- 16 -
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are three such attributes in each entry, IMM was changed to 
three. In the original version, the third attribute of an 
activity would never be filed, and this third attribute 
is the slot in which the result calculated in function 
CA.LAT should be stored. The program flaw caused the 
CALAT value to ve stored in the ATRIB(2) slot and, if the 
user specified a ranking in ATRIB(3) (which should be the 
CA.LAT value) the results of the ranking in files NOQ and 
NOQ-1 were unpredictable and entirely unrelated to any 
.... 
CA.LAT values. 
A final major flaw in the ori:ginal .. program logic 
was that the time of realization of an activity's start 
node was filed as an attribute to that activity on·lY· 
in the situat:ion .where that node was identified as a . . - . . . . ~ . . . 
mark node for· statistica·l purposes. Thus it was not 
possible for the user to specify ATRIB ( 2·) - the time an 
activity became available for scheduling - in any ranking 
criterion and obtain representative results. This time 
should be filed for every activity so that ·it is available 
to the user if needed. The modification necessary to 
accomplish this was made by placing the statement ATRIB(2) 
= TNOW immediately preceding each call to subroutine SCHAT. 
Decision Rules 
·The next phase of the research was to choose the 
particular decision rules to be tested. As indicated earlier 
in this work, the formulation of decision-rules applicable 
- 17 -
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to the GERTS IIIR network poses problems when consideration 
is given to previous work on decision rule performance 
with less intricate networks. The list of decision rules 
which seemed appropriate was narrowed to the following 
nine: 
1. First In First Out(FIFO) 
2. Shortest Operation Time (Duration) 
3. Longest Operation Time 
4. Least Resource - Hours (Resources x Hours) 
5. Most Resource - Hours 
6. Least Total Resources Required· 
7. Most Total Resourc.es Required 
8. Least Resource Slack 
9. Most Resource Slack 
The first of these rules has been used as ·a decision.-
rule under resource constraints quite extensively, The 
rest of the rules employ the use of four ranking criteria 
with both the low-value-first and the high value-first 
selection rules tested for each. The testing of both 
rules of each pair was necessitated by the fact that there 
seemed no justifiable basis for predicting that one rule would 
always yield inferior results to the other - due to the va~ 
riety of performance criteria which might be associated 
with the network. This research, though, could well serve 
• 
as a vehicle for determing any hierarchical relationships 
which might exist under certain performance objectives. 
- 18 -
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The operation time referred to in rules 2 and 3 
is the duration of an activity - as determined from the time 
parameters input by the user for that activity and the ran-
dom selection by the program from the distribution thus 
specified. Resource-hours is the multiplication of the 
total resources required by an activity by that activity's 
duration. Total resources is simply the sum of the nwnber 
of resources of each type required by an activity. Resource~ 
slack refers to the difference - at any point of time -
between the total amount of resources which are available 
for use and the total resources required by an activity. 
The next step, logically, was to formulate the 
·performance objectives against which the comparison of 
decision rules would be made. There were several alterna~ 
tives to choose from in th:is' regard, however the three 
measures of network performance chosen were; 
1. Mean network realization time 
2. Total average resource utilization 
3. Mean delay per activity 
The first of these is a measure of the average time taken 
for the network to be realized for the particular decision 
rule. Naturally, the rule which results in the lowest mean 
time will be the most effective with respect to this 
criterion. 
The second measure is one.of the effectiveness with 
which resources are utilized. The utilization of a resource 
is defined as the average amount of resources of that type 
- 19 -
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which are in use at any given time. This thesis will employ 
three resource types in its investigation, therefore for 
these purposes the sum of the average utilizations of each 
type will be used as the performance criterion. The de-
cision rule which maximizes the total resource utilization 
will be the most effective in regard to this criterion. 
, The final performance measure which will be em-
ployed to compare decision rules is the mean delay per 
activity. This is defined as the average of the time 
which each activity spends from the time that its start 
node is realized until the activity is actually scheduled. 
The decision rule which will perform the best with respect 
to this _performance criterion will be that rule which has 
the lowe·st average delay . 
. Pr,_o·gr_anuning Changes 
The next pha~e of the experime·ntal a·pproach was to 
incorporate the decision rules and performance criteria 
into the GERTS IIIR program logic. In enacting these 
changes, the previously stated objective of removing the 
necessity for the user coding of the subprograms SCHOL and 
CALAT was adhered to closely. A variable entitled MYRULE 
was constructed which took on values from 1 to 9 - corres~ 
ponding to the numbering of the nine decision rules used 
above. The only user input at this stage is then to specify 
a value for MYRULE. The modified program then will pick 
the appropriate ranking attribute and priority_rule (high 
- 20 -
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value first or low value first) automatically. As rules 4 
th.rough 9 require combinations of elementary attributes, they 
necessitate coding in function CAL.AT in order to return 
the ranking value. 
For the first seven rules the only coding necessary 
in subroutine SCHOL was to specify that the activity with 
the attribute of highest priority be scheduled first-KCOL = 
MFE (NOQ). However, the final two rules (8 and 9) required 
that the resource-slack value for each activity awaiting 
scheduling be continuously updated - as the number of 
resources available at any point in time is constantly 
changing. 
The use of a continuo.us update decision rule is an 
.exc··ellent example of the need to internalize a-11 -of tj'ie 
.c·oding required for a simula_tion ·run, This procedure proved 
impossible to implement with the unmodified package,. and 
th_e, .necessary adjustments would have been very difficult. 
for a user unfamiliar with GERTS. Thus potentially very 
valuable decision rules might be quickly abandoned before 
they have been fully examined. 
It proved necessary to create an entirely new 
file entitled NOQ-2 in order for the continuous update ·to 
function (where NOQ was now equal to the highest node number 
+ 3). The reason for this is that the update will alter 
the value of the ranking attribute of each activity. Should 
the activity be simply refiled in file NOQ according to this 
newly computed ~ttribute, there is rto way to mark that 
- 21 -
activity as one which has been updated. Thus there is 
no procedure whereby the file can be orderly accessed and·· 
updated. It was therefore necessary to remove each activity 
from file NOQ, update the resource-slack value, and file it 
in NOQ-2, which was ordered in the same manner as NOQ. At 
the end of this procedure, file NOQ-2 will be properly 
ordered on the newly calculated values of the resource-slack, 
The contents of file NOQ-2 are then refiled into NOQ, which 
will now be correctly ranked. 
The next programming requirement was to make the 
appr.opriate additions to the package which would enable 
the desired performanc·e criteria to be o·u.t.put for analysis, 
The least average network completion tim~ values were output 
from the package in its original form .. , tl)erefore there was 
no additional programming needed for this criterion." The 
utilization of each resource type likewise was output. from 
the original package, and the only programming requirement 
was to calculate and output the sum of the resource utiliza~ 
tions. 
The delay criterion, however, did require that some 
significant effort be made in order to output the necessary 
statistics. The mean, standard deviation, minimum and maxi~ 
mum for the delay (due to a lack of resource availability) 
which each activity of the network experiences from the time 
it is available for scheduling until it is actually scheduled 
is calculated. At the same time, these statistics are com-
piled for the network as a whole - that is, figures are 
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obtained which give information relative to the delays ex-
' ' 
perienced by all activities. The mean of the delay over all 
activities is the figure which is employed as the performance 
criteria for the decision rules. 
The procedure taken in this computation is to inter-
nally generate a number for each activity - which corresponds 
to the activity's order on the GERTS echo check printout. 
This number is carried as an attribute of the activity 
and allows each one to be distinguishable from the others 
of the network, thus enabling the compilation of statistics 
by activity to be possible. Changes were necessary in 
var.ious locations of the program in order to collect and 
·o-u·tput the compile.a st_a-tistics· - which will not be enumerated 
here. The· capabili-~y for :the user to choose between com---
pi ling and outputting·either no delay statistics at all, 
total statistics on·ly, or s:tatistics for each individual 
activity as well as the total statistics - by specifying a 
value for NFILR of 1, 2, or 3 respectively. 
The output of statistics for each individual activity 
can prove to be a very valuable tool to the user in analyz-
ing possible trouble areas in his network. Activities which 
continuously experience large delays due to a lack of suffi-
cient resource availability can be pinpointed by noting 
those activities with high mean delays. By coupling this 
information with the expected time that each of these 
--
bottleneck activities will occur in the network, the user can 
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be prepared to hire additional resources when they become 
needed, so as to hasten the completion of the network. 
These expected time calculations for each activity are 
easily added to the package (although the author has not 
done so) simply by collecting statistics on ATRIB(2)--
the time an activity becomes available for scheduling - at 
the appropriate spot in the program (in subroutine GASP 
after the setting of ATRIB(2) = TNOW and before the call. 
to SCHAT. 
The TRACE features of GERTS can also be improved 
as a byproduct of these programming changes. The activi-
. ties can now be pinpointed by number rather than by end 
nodes. Also,· by moving the tracing procedure from sub-
routine GASP into subroutine SCHAT the trace can output 
both the start and finish times of each activity. As a 
further aid in using the TRACE feature, the value of the 
ranking attribute also is output. 
Network Categorization 
As stated earlier, a primary·aim of this research 
is to determine l'Thether there exists any correlation between 
what the author has termed the "delay index'' of a network 
and the performance of the various decision rules with -
. .t ' . -
respect to the established· criteria. Hopef11J.ly, by deter-
mining the delay· index: of a network, a deciSion ru:t,e can b~ s~- .·. 
lect;ed which will optimize the performance of- th~ network with__ . 
·t 
·-'.;. . •. ... -- ~ 
• ,_ i 
. l --
-- . -- a' 
. . ... · I . 
._' I . 
regard to the user!s criteria of interest. 
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An elaboration of exactly what is meant by the term 
delay index (D.I.) is desirable here. It is the ratio of the 
longest simulated network completion time to the shortest comple-
tion time for a set of simulation runs: 
D.I. _ Max Time 
- Min Time 
This is a measure of the amount of delay experienced by the net-
work due to the different time characteristics associated with the 
possible series of activity paths through the network. A primary 
factor in this measure is the exsistence of loops in the network. 
The higher the frequency that looped paths are taken, the longer 
will be the delay to the network completion time. Another factor 
which could influence the delay index, of course, would be the 
fact that each activity may have a probabilistic duration. A 
series of activities which each occur with durations at the high 
end of the time distribution could thus yield a substantially dif-
ferent network completion time than the same series of activities 
all having durations at the low end of the time distribution. 
Differing times also could cause the pattern of resource availa-
bilities to differ between runs of the same activities - which 
I 
likewise would cause different network completion times. 
Since it was desired that these factors not influence 
the delay index and that for any run consisting of the same acti-
vity flow yield the same network completion time, it was decided 
that, for the purposes of delay index determination, the duration 
distribution of each activity would 
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be constant at a value equal to the mean of the actual dis-
tribution. Thus, for a completely deterministic network, 
the delay index would have a value of 1.0 (this is the mini-
mum value). As the value of the delay index increases 
from 1.0, a more highly probabalistic and looped network 
is indicated. 
• 
Determination of the Delay Index 
As indicated by the above discussion, the procedure 
employed to determine the value of the delay index for a 
network is to simulate the network a certain number of times 
with constant activity durations, take the longest and 
shortest completion t.µlles, a_nd. calculate the delay index·. 
This necessity for p_rio·~- :analysis of a GERTS network in 
order to determine any possible network categorization 
parameters is ·due to the nature of the GERTS network. The 
reasons for this are that the time and resource character-
istics of the network can change drastically from one 
simulation to the next as different paths are taken from 
probabalistic nodes, as nodes are possibly left unrealized 
due to insufficient completion of input activities, as the 
network is altered and realtered as modification activities 
are completed, and so on. These factors all contribute to 
a preclusion of an analytic approach. 
Thus further program modifications were required in 
order to incorporate the delay index calculation runs. It 
l 
was decided that a sµllulation of twenty runs would be used 
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in the calculation. This was an arbitrary number chosen 
as a compromise between a desire for accuracy and a need 
to minimize the computer time used. It was necessary to 
choose a decision rule for the delay index calculation 
which would be used for all networks. The first-in-first-
out rule was chosen due to its simplicity. 
Experimental Network 
The final procedure in the preliminary experimental 
design was the construction of networks upon which to con-
duct the research. A somewhat unorthodox approach was taken 
in this regard. Prior researchers into network decision 
·rule performance [e.g. 3, 5, and 7] have almost exclusively 
used an approach of contriving a finite set of networks upon 
which to conduct their experiments. Although attempts were 
made in these studies to objectively construct networks which 
covered the spectrum of pos·sible configurations, this ob-
viously is not possible. In order to even approach a proper 
diversity of GERTS network configurations it would be neces-
sary to construct a large number of very complex networks, 
whose implementation and analysis would be quite burdensome~ 
Nevertheless it was the author's original intention to 
follow this proceudre, contriving networks which would yield 
diverse values for the delay index. 
However, the notion became apparent that every 
network is simply a flow of activities which follow one 
after another in some specified sequence. Further, the 
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number of activities competing for resources at any one time 
is determined by the number which started and the node 
characteristics {an elaboration of the implications of this 
statement will be made in AREAS FOR FUTURE STUDY}. It 
is therefore simply the combination of the resource-duration 
attributes of the network's activities and their relation-
ship over time with competing activities which is the 
important criterion in constructing experimental networks 
- rather than a variety of precedence relationships. Thus 
such considerations as interconnectedness become insignifi-
cant. 
Therefore· it was fel-t· that .o:ne network could :b·e 
constructed which would encompas:s· a large variety of 
resource-duration versus t-ime. relationship combinations. 
This network and par·ameter sets a.re shown in Figures lA 
and lB. Thi!3 network is smaller laterally than wou1·a 
be desired for gre·ater generality and it would also be 
desireable to have paths from each probabalistic node to 
the sink node, however computer time and project fundi~g 
considerations forced the author to employ this configuration 
and it is felt to be adequate. Notice that the flow of 
activities can follow any of a very large set of possible 
paths consisting of activities of varying durations and 
resource requirements. The relationships between activities 
over time is constantly changing as well so as to generate 
a very general network. 
The durations and resource requirements of each 
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Parameter 
Number 1 
1 1.2000 
2 2.8000 
3 3.9000 
4 5.6000 
5 6.8000 
6 8.5000 
7 9.6000 
8 11.0000 
9 12.8000 
10 14.1000 
11 0.0000 
1 - Mean 
2 - Minimum 
3 - Maximum 
4 - Std. Deviation 
PARAMETER SETS 
** Activity Parameters** 
2 
.2000 
1.8000 
2.9000 
4.6000 
5.8000 
7.5000 
8.6000 
10.0000 
11.8000 
13.1000 
-0.0000 
FIGURE lB 
Parameters 
3 
2.2000 
3.8000 
4.9000 
6.6000 
7.8000 
9.5000 
10.6000 
12.0000 
13.8000 
15.1000 
-0.0000 
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.5000 
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-0.0000 
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activity were randomly selected and punched by the computer 
in an attempt to avoid bias. Three resource types were 
employed - each having a maximum availability of 10. The 
requirements of each type for each activity were randomly 
picked from a uniform distribution of O through 9. The 
parameter set for each activity was also randomly picked 
from the range of 1 through 10. The parameter set means 
were generated according to the formula= 
µi = Pi-1 + R i = 1,2, ... ,10 
where R N(l.4,.3) and Po - 0. 
The random generator and seed were tested and found devoid 
of significant autocovariance. 
Once the adjusted network (constant duration, FIFO) 
was simulated 20 times in order to determine the delay index, 
the activity parameters are returned to their original states 
(this is done in subroutine DATAN) and the network simulated 
100 times for each decision rule and the chosen performance 
criteria output. The value for the probability of the node 
5 to node 3 looping activity was varied over the range of 
.1 to .5 for a pulseage range (the number of activities 
between nodes 2 and 3) of between 3 and 7. 
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CHAPTER IV. 
ANALYSIS OF RESULTS AND CONCLUSIONS 
The information which was output at the end of 
the simulation batch for each decision rule appeared as 
illustrated in Figure 2. These results were compiled 
by perfonnance criterion and delay index for each decision 
rule. The analysis of these results was performed by 
taking the average of the results across decision rules 
for each delay index value. Next the percentage deviation 
"·---... . 
from this average for each decision rule value was calcu-
lated. These percentages were then sununed over the 25 
delay index values for each decision rule and comparisons 
between decision rules was based on these sums. The results 
thus obtained are illustrated in Figures 3, 4, ands. The 
reason for taking percentages when finding sums was to negate 
the differences in magnitudes between each delay index value. 
It can be readily seen from the figures in Figures 
3, 4, and 5 that there exists no correspondance between 
the values of the delay index and the results obtained for 
any decision rule for any performance criterion. Thus it 
_.appears that the hypothesis of a correlation between delay 
index and decision rule performance has not been substanti- · .. · 
ated. 
However, when one looks at the rankings presented 
in Figure 6 some interesting conclusions manifest themselves. 
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MYRULE = 9 
THE -DELAY INDEX IS 8.15 
NODE PROB./COUNT 
6 1.0000 
GERT SIMULATION PROJECT 6 BY SEARIGHT C DATE 05/29/74 
**FINAL RESULTS FOR 100 SIMULATIONS** 
MEAN STD.DEV. 
72.3090 31. ,9'.2.2·2. 
.NO. OF. 
OBS. 
100. 
MIN. 
26.2856 
MAX. 
214.2153 
LN 'NODE 
LOWER 
LIMIT 
. CELL 
WIDTH 
6 10.00 1.0. 00 
'F·REQUENCIES 
RESOURCE 
1 
2 
3 
TOTAL 16.90 
0 0 .1. 9 14 .19 .17 5 8 12 1 2 3 :0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
FINAL RESULTS FOR RESOURCE UTILIZATION AVERAGE STD. DEV. NO. OF OBS. MIN. MAX. 4.5820 1.1563 100. 1.8509 7.9499 6.0585 .8885 100. 3.8241 8.2345 6.2613 .8605 100. 3.5199 8.2992 
FINAL RESULTS FOR DELAY STATISTICS ACTIVITY AVERAGE STD. DEV. NO. OF OBS. MIN. MAX. 1 5.9206 14.1929 3150. 0.0000 186.3201 
Figure .~ 
6 
1 
NODE TYPE 
F 
AVERAGE REALIZATION TIME 
. 
. DELAY 
INDEX 1 2 3 4 5 :.6· 7 8 9 2.230 -.011 -.012 .037 
-.014 
--.057 .074 
-.069 -.039 .092 
2.240 
-.007 
-.024 .033 
.028 
.035 .067 -.052 
-.059 .048 
2.420 
.018 
-.059 .018 
.016 
-.010 .004 
-.014 
-.019 .045 
2.420 
-.077 .028 .003 .052 
-.019 .037 
-.025 .-.027 .029 
2.470 
.015 
-.029 .035 
-.000 
-.041 .015 
-.005 
-.064 .075 
2.490 
-.035 
-.013 .067 
.042 
-.025 
-.013 
-.016 
-.077 • 072 
2.500 
-.024 
-.021 
.028 
.028 
.034 .061 
-.075 
-.099 .067 
2.57.0 
-.042 
-.026 .028 
.030 
-.014 
.053 .052 
-.000 .024 
2.680 
-.056 
.004 .003 .020 
.004 .060 
-.010 
-.099 • 075 
2.950 
-.007 
-.032 .019 .049 
.017 
-.034 
-.048 .065 -.029 
3.970 
-.002 
-.052 .039 .016 
.013 
-.035 
.032 
.017 .005 
3.0iO 
-.049 
-.002 .007 
.005 
-.017 .079 .060 
.010 .027 
... 
3.240 
-.015 
-.034 .056 .087 
-.055 .056 
-.113 
-.049 .068 
w 3.240 
-.030 
-.042 .027 
-.010 
-.007 .053 
-.016 
-.023 .049 
ta:. 
3.490 .-.051 
-.005 .011 .004 
-.005 .071 .007 
-.060 .026 
3.490 
-.015 
-.029 
-.004 
-.012 
.014 
.030 
-.022 
-.030 .068 
3.500 
.014 
-.033 
.034 
-.045 
.002 .002 
-.017 
-.072 .115 
3.640 
-.002 .003 
-.006 .045 
.003 
-.000 .006 
-.043 .001 
3.650 
-.024 
-.000 
-.001 
-.006 
.008 .090 
-.045 
-.048 .026 
3.740 .027 
-.035 
-.019 
-.035 
-.043 .054 
-.041 
-.008 .100 
3.940 
.069 • 025. 
-.020 .034 
-.044 
-.018 
-.004 
-.025 .032 
4.980 
-.046 .041 
-.012 
-.042 
.002 
.057 
-.022 
-.133 .131 
4.100 
-.046 
-.009 .001 
-.004 
-.014 .044 
-.037 
-.005 .054 
8.860 
.017 
-.007 .020 .026 
-.045 
.051 -.065 
-.034 .038 
8.570 -.049 .062 .087 .041 .109 .011 
-.100 -.027 
-.010 
-.427 
-.462 .511 .322 
-.229 
-.865 
.863 -.947 1.229 
F··ig:u~e 3 
=·~-
DELAY 
INDEX 1 2 
2.230 
.029 
.019 2.240 
.-032 
.002 2.-420 
.-037 
.006 2.420 
.-042 
.026 2·.470 
.-016 · .013 
2.490 .-038 
~-.-008 2.500 
·'.·013 
.-042 2.-570 
.-018 .... 026 2·-.--680 .•. 02·5 
.... 013· 2._-25·0 
·,·02Z 
.-02l 2,2'70 
... Ql7 •. oz5· 
. (.,.) 3.060 
.026 
.009 .U'I 3.240 .021 
-.020 3.-240 
-.-001 
.011 3 •. 490 .Q33 
-.003 3-.490 
.010 
.. 021 3.500 
-.024 • 022 3.640 .• 036 
.015 3.650 • 033 7 
.025 
3.740 
.019 
-.010 3.940 
.011 
.007 3.980 
.023 
.009 4.100 
.031 
-.002 4.860 
.032 
-.004 8.570 
.018 
-.010 
-. 559 .263 
3 4 ·5 
-.-041 
-.014 
.014 
--.-006 
--.-036 
.003 
~-.-026 
--.. -005 ,-003 
--.-018 ..... Q28 
· '&·006 
--.-01~ 
--.-018 ~-.-002 
9!-••. 024 •.•. 011 
... 009 
~-.040 
~-.-004 
~.004 
~.-01·6 
~-.-017 
.• 006 ~ .. -022 ~-.-01·7 
~003 
~.-013 
~.02~ 
.. 012 -
~-.015 
-.020 
.015 
-.018 
.004 .008 
-.014 
-.022 
.012 
--.024 
.. 008 
.003 
~.019-
--.-022 
.-003 
~.01~ ~-.024 
.oos 
.007 
-.007 
-.001 
-.005 
-.024 
-.003 
-.·016 
-.018 
-.010 
-.033 
.006 • 025 
.005 
-.021 
-.029 
-.023 
-.031 
.013 
-.018 
-.022 .016 
-.018 
.007 
-.014 
-.027 
.014 
-.008 
-.462 
-.352 
.084 
RESOURCE UTILIZATION 
Figure 4 
6 ·7. 8 9 
-.049 .046 .051 -.oss 
-.037 .037 
.033 
-.024 
~.043 .023 
.027 
-.022 
..... 059 
.031 .032 
-.031 
~.031 
.042 
.047 
-.049 
... 047 .-025 
.024 
-.007 
~. 036' 
.020 
.008 
.001 
~.044 
.049 .028 
-.050 
~-.043 
.044 
.043 
-.040 
~.031 
.016 
.027 
-.025 
-.040 
.011 
.020 
-.013 
~.062 
.041 
.036 
-.045 
-.027 
.035 
.033 
-.019 
-.027 
.044 
.029 
-.044 
• ~.040 
.052 
.045 
-.056 
~.037 
.049 
.034 
-.044 ! 
.002 
.033 
.002 
-.034 
-.042 
.026 
.028 
-.033 
-.050 
.040 
.047 
-.050 
-.035 
.034 
.026 
-.032 
-.011 .026 
.051 
-.040 
-.042 .044 
.040 
-.033 
-.034 .029 
.066 
-.067 
-.025 
.037 
.013 
-.029 
-.009 .002 
.014 .007 
-.898 
.834 .805 
-.833 
• 
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DELAY 
mnEX 1 2 3 
,1 
2.230 .017 
-.149 .179 
·2. 240 .131 
-.207 .191 2.420 .164 
-.182 .215 
-2.420 .041 -.152 .115 2.470 -.017 
-.156 .145 2.490 .033 
-.112 .238 2.500 .043 
-.200 .201 2.570 .057 
-.198 .221 . 2. 680 · 
.072 -.167 .143 2.950 .012 
-.155 .174 2.970 .039 
-.202 .214 3.060 · .102 
-.220 .138 
w 3.240 .071 
-.170 .194 6 ,<!J"\ . 3.240 .053 
-.142 .128 
'· 
3.490 .091 -.207 .164 3.490 .018 
-.145 .187 3.500 -.011 -.122 .196 3.640 .066 
-.167 .185 5.630 .060 
-.147 .194 3.740 .001 
-.172 .147 3.940 .035 
-.128 .048· 3.980 .014 
-.080 .124 4 •. 100 .066 
-.222 .147 
- 4. 860 
.150 
-.159 .123 
.8.570. .023 
-.120 .117 
TOTAL 1.328 
-4.079 4.128 
·, 
·./ 
4 5 
-.129 .058 
-.147 .097 
-.126 .103 
-.115 .122 
-.114 .089 
-.141 .070 
-.114 .260 
-.155 .111 
-.158 .119 
-.115 .165 
-.231 .153 
-.155 .186 
-.094 .054 
-.133 .111 
-.177 .155 
-.118 .129 
-.214 .081 
-.167 .189 
-.176 .069 
-.099 .134 
-.102 .065 
-.131 .146 
-.158 .189 
-.121 .057 
-.008 .018 
-3.400 2.933 
AVERAGE DELAY 
Figure 5 
6 
.011 
-.003 
-.078 
-.048 
.031 
-.089 
-.004 
-.053 
-.010 
-.072 
-.108 
-.029 
.007 
.035 
-.015 
-.009 
.006 
-.014 
-.022 
.074 
-.059 
-.021 
-.037 
-.041 
.108 
-.439 
7 8 9 
-.010 
-.020 .043 
.011 
-.014 
-.059 
-.022 .ooo 
-.074 
.064 .016 
-.041 
.047 .003 
-.027 
-.008 
-.028 .036 
-.068 
-.055 
-.063 
.024 
.049 
-.056 
.012 
-.007 
-.004 
-.067 .108 
-.050 
.096 .122 
-.082 
-.028 .037 
-.031 
-.065 .031 
-.027 
-.011 
-.049 .009 
.052 .001 
-.066 
-.035 
-.009 
-.018 
-.069 .064 .068 
-.020 
-.063 
-.009 
.005 .023 
-.006 
-.044 
-.053 .012 
.035 .022 .083 
-.019 
-.047 .012 
.Ol.9 .066 
-.070 
.063 
-.038 
-.035 
-.058 .032 
-.111 
... 095 .191 -.565 
' ' 
.. ·~ . 
It is evident that for each performance criterion there 
exists a particular rule or rules which are superior to the 
others. The 3 which performed the best for each criterion 
a.nd each combination of criteria is summarized in Figure 7. 
These results are actually not surprizing ones 
once the natures of the rules are considered. The shortest 
operation time rule (number 2) is an intuitive choice to 
perform the best versus an average delay criterion. It 
follows logically that, when activities of short duration 
are scheduled before those of a longer duration, there will 
be a faster turnover of resources. Thus there will be a 
shorter period of delay which must be endured by activities 
which are in the queue file waiting to be scheduled before 
new resources become available which enable them. to be 
scheduled. It likewise follows that decision rule number 
4 ( least resource-hours) :should a1s·o perform well under 
··thi_s performance critEar,i.on. 
Under the total. :t·e_source: :utilization criterion 
rules 7 (most total resoutce,s} ·a.nd 8 ( least resource slack) 
were intuitive choices to yield superior results and this 
', 
was borne out in the results. By scheduling activities 
which require the highest amount of resources from among 
those available for scheduling, it follows that a higher 
percentage of the available resources will be in use at 
any particular point in time. Both of these rules insure 
that the high resource activities are scheduled first al""' 
though it would be expected that rule 8 would perform 
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DECISION RULE RANKINGS 
DECISION RULES 
CRITERION l 2 3 4 5 6 7 8 9 
AVG 
REALIZ 
TIME 4 3' 7 6 5 8 2 1 9 
TOTAL 
RESOURCE 
UTILIZ 3 4 7 .6· ·. 5 . 9 1 2 8 
: AVG ' 
DELAY 7 1 9 2 8 4 5:' ·, ·6: 3 .. . . . . • .. '. 
. . 
. .... 
" " 
... -
Figure 6 
38 
• 
CRITERA 
COMBINATION 
1 
2 
3 
1,2 
2,3 
1,3 
1,2,3 
DECISION RULE RANKINGS 
CRITERIA COMBINATIONS 
FIRST 
8 
7 
2 
8 
2 
2 
2 
RANKING 
SECOND 
7 
8 
4 
7 
7 
7 
7 
1 - Avg Realization Time 
2 - Total Resource Util 
3 - Avg Delay 
Figure 7 
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THIRD 
2 
1 
9 
1 
4 
8 
8 
. ' 
slightly better due to its continuous update feature. The 
results show that both of tl1ese rules did indeed perform 
the best in this case, although rule 7 actually performed 
a bit better than rule 8. 
The criterion of least average network realization 
time again found rules 7 and 8 performing the best. This 
criterion is probably the most important of the three, 
in that in most situations the minimization of the comple-
tion time would be of highest concern. There is intuitive 
logic behind this result that the author could ascertain 
and thus this result is possibly the most interesting one. 
One possible explanation-for this finding would be that 
those activities which have the highest number of total 
resources ·also have the lowest durations. This possibility 
was investigated and it was found that no such relationship 
existed. The ten activities with the highest resource 
use have roughly the same mean duration as the ten lowest, 
l\;S' the experimental network also selects activities at ran-
dom,· the author is forced to conclude that these rules 
do provide superior results with respect to the average 
time criterion. 
In response to the question raised earlier in this 
paper concerning the relative performances of the four 
oppositely matched decision rules, the following conclusions 
are evident: 
1. Shortest Operating Time is always preferable 
' . 
,, 
to Longest-Operating-Time. 
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2. Most Resource-flours, Most Total Resources, and 
• Lowest l~esource-Slack are preferable to their 
respective opposites with respect to the 
average time and resource utilization criteria. 
3. Least Resource - Hours, Least Total Resources, 
and Highest Resource-Slack are preferable to 
their respective opposites for the average 
delay criterion. 
,l 
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CHAPTER V . 
DISCUSSION 
The two primary goals which the author endeavored 
to achieve in this paper were: 
1. to provide the user with a choice of internally 
programmed decision rules, and further 
2. to classify a GERTS III network in such a 
manner that the choice of the proper decision 
rule could be made internally, with no user 
input. 
The first of these objectives was, of· cour.·s·e:1 simply a 
vehicle to the implementation of the se·cond and was fully 
achieved. The classification of th-e ·GERTS III network 
was undertaken through the use of the: -:delay index parameter. 
No trending of decision ru-le :.Petformance manifested itself 
.f.o.r· any of the three chosen performance criteria. 
However, definitive results were achieved as to 
the superior performance of certain rules which were part 
of oppositely matched sets, as sununarized in the previous 
/ 
section. In addition results were garnered which illustrate 
the superiority of three of the decision rules examined 
under certain situations. The decision table pictured 
in Figure 8 is thus suggested to the user. In cases 
where rules yielded similar results the rule which requires 
the lea~t computer processing time is selected .. From this 
table, the program can be readily adjusted to automatically 
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AVG REAL TIME 
TOTAL RES UTIL 
AVG DELAY 
SHORTEST OP'N TIME 
(RULE #2) 
MOST TOTAL RESOURCES: 
DECISION TABLE 
1 2 3 4 5 6 7 ·8 
Y N N Y Y N Y N 
N Y N Y N Y Y N 
N N Y N Y Y Y :~ 
'X 
.(RULE #7) Jt )~, X. 
F·i_,gure 8 
: . 
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' select a decision-rule for the user upon his choice of 
relevant criteria. Thus the second objective has been 
achieved, although admittedly in a somewhat roundabout 
fashion. 
It is still felt that the notions of a delay 
index and of an average activity characteristic are valid 
considerations in any attempt to categorize a GERTS IIIR 
network. The author admits that there exist enough short-
comings in this research to shed a good deal of doubt over 
the findings. Firstly, although the one-network approach 
appears intuitively to the author as an effective means of 
circumventing the bias inherent in actual networks with 
respect to the repeated occurrence of activity sequences 
o.f identical attri_but·es, possibly this .repetition is a. 
prime factor in cat_egorizing the actual :network. ·Thus the 
author may have gave up some categorization capability 
in this research in exchange for objectivity in testing 
decision rules. He thus has much more confidence in 
the positive assertions of the superior decision-rule 
comparisons than he does in the negative assertion of the 
correlation between decision-rule performance and network 
characteristic. 
Secondly, of course, this research did not claim 
by any means to have included all possible decision rules. 
As further research is performed on GERTS IIIR networks, 
new and very different decision rules will undoubtedly 
surface. 11-The GERTS approach to network modelling offers 
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a flexibility unmatched in any other technique and thus 
lends itself to innovative decision procedures. 
,.,. '.\: 
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CHAPTER VI. 
AREAS FOR FURTHER STUDY 
More research is necessary in order to determine 
the worth of the author's findings. Actual networks should 
be simulated to ascertain the validity of the decision 
table of Figure 8. Also, new decision rules and procedures 
should be formulated and tested. One suggestion would be 
the determination of the degree of constraint which each 
resource type exerts on the network and appropriately 
weighting the resources in accordance with these constraint 
factors in finding the CALAT value. Further experimenta-
tion with the notion o·f a generalized one network a.:pproac'h 
might also be undertaken. 
The author would finally sugg.e·st. another possible 
avenue of exploration in the attempt to classify networks 
of the GERTS III type. He would like to advance for con~ 
sideration the concept of what he will term as NETWORK 
DISPERSITY. 
This is a fairly simple concept which can apply 
in full primarily to GERTS III type networks due to the 
nodal characteristics of these networks. The dispersity 
(D) of a network will be defined as the difference between 
, 
the number of pulses which reach the sink nodes (sink 
pulsage Psink> and the number of pulses which emanate from 
the source nodes (source pulsage Psource> or 
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D m Psink - Psource 
By a pulse is meant the succession from one activity to the 
next along a path. An incident pulse will be defined as 
a pulse which reaches the point of an arrow (the end of 
an activity) and is absorbed in the inpu~ side of the 
activity's end node. An object pulse is one which is 
triggered by the absorption of as many incident pulses 
in a node as required to meet that node's threshhold pulsage (either first (T1 ) or second (T2)). The configuration 
in GERTS diagram form is: 
P,: 
Po ' 
I &.,_ 
Po1 p:t ~- p 
?o ' 03 l : • • 
• 
Pi~ 
Po 
n 
·'-
~ 
' Po I 
E .- Po lz. . z 
pl: Pi Po Po l 
. 'l 
' &. 
' P ... p 
.._M 
t.\ 
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There are two situations in which the total number 
of object pulses (P 0 ) will differ from the number of inci-
dent pulses (PI)= 
1. A physical incident pulse fails to push the 
node's total number of incident pulses above 
T1 + KT2 (where K = 0,1,2, .•• ). In this case 
the total pulsage for the network is decreased 
by one. 
:2. An incident pulse triggers a threshhold realiza-
tion of a deterministic node. The total pulsage 
of -the network is increased by (n-1) - where 
n .is the number of· output activities. 
bispersity i~ thus .a ·Ph,ysical measure of a 
network's characteristiqs whic .. h i.s independent of both re-
source constraints and time considerations. When considered 
:in combination with measures which portray a network's time 
and resource· characteristics, it is felt that a comprehent-
sive characteristic function could then be derived, Research 
might then be performed to further examine the hypothesis 
that decision rule performance can be directly linked to 
the characteristic function of a network. 
There could be several secondary measures which 
wo.uld serve as extensions of the original disperity concept~ 
One of these might be the concept of tightness, which would 
be defined as the difference between the average dispersity 
of a network and the number of sink node realizations which 
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must be achieved in order to realize the network. A high • 
value for this tightness criterion would indicate that the 
network is a loose one with respect to the sequence of 
activities which must be perfonned and, unless the resource 
constraints are tight, would indicate that the network 
should be completed faster than the same network with a 
lower tightness value. ,Another off shoot might be an'' activity 
index", which would be defined as the difference betwe~n 
the average total pulsage of a network and the source 
pulsage. This would measure the dispersion effects which 
occur during the course of the simulation but which are 
negated by opposing effects and thus do not appear in the 
dispe~sity measure taken at the conclusion of the simulation~ 
One or two of these measures used in concert with 
a time characteristic criterion, such as a delay index 
similar to the one used in this research, and a resource 
characteristic criterion, such as the average number of 
. . . * 
resources used, would lead to an acctirate categorization 
of a network. When considering these characteristics, 
however, the a1.1thor would recommend that consideration be 
focused on the frequency distribution functions of each, 
rather than simply a mean value. The shapes of these 
frequency curves could yield interesting insights· into the 
network. Also the me~sures might better be taken under con--
ditions which would yield more ge~eral results.- such as 
*Better would be average resources us.ed under divided by the constraint, for example. 
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no constraints 
measuring the delay index under no resource constraints. 
Another consideration with respect to the dispersity 
notion is that it could conceivably lead to some new and 
interesting decision rules. One such might be choosing 
that activity which leads to a higher total pulsage before 
others. 
There are numerous possible avenues which might 
be explored in this area and I have enumerated a few which 
seemed important. It is hoped that the concepts advanced 
here might prove helpful to further network analysis research • 
.. , .. -,:• 
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GLOSSARY OF TERMS 
ATRIB: abbreviation for attribute. An arrayed variable whose values are (1) duration of the activity, (2) time 
activity available for scheduling, and (3) specified by the user in CALAT. These are the attributes of 
an activity which are entered during the simulation. 
CALAT: a function which is written by the user and which returns a value - to be filed in ATRIB(3) - upon which files NOQ, NOQ-1, and NOQ-2 will be ordered. 
DATAN: an internal subroutine which reads all user input and performs necessary houskeeping. 
FILE 1: a sequenced list (by the earliest completion time) of all activities which are currently in progress. 
FILE NOQ: file of all activities which are available for 
scheduling and which require no more resources than are available. 
FILE NOQ-1: file of all activities which are available for scheduling but which require more resources than are currently available. 
FILE NOQ-2: a dummy file which is used in the recalculation of the filing attribute (ATRIB(3)) in continuous update procedures in order to insure proper ordering of the 
updated file. 
GASP: an internal subroutine which performs the mainline activities of the GERTS programs, calling the appropriate subroutines when necessary. 
IMM: a variable whose value equals the number of attribute values in each entry of the array QSET. 
KCOL: a variable whose value equals the column number of an activity in storage. 
MFE(X): a variable whose value is the column number of the first activity in file X. The statement KCOL = MFE (NOQ) sets the value of KCOL equal to the column number of.the first entry in file NOQ. 
MYRULE: a variable whose value corresponds to a number (1-9) of one of the decision rules tested. 
NFILR: a variable whose value is specified by the user to signal whether delay statistics are to be fully output (NFILR = 2), totals only (NFILR = 1), or are not to be calculated (NFILR = O}. 
- 51 -Q • 
QSET: an array of activities, with the column containing 
an activity's attributes and a row specifying the 
attribute. 
SCHAT: an internal subroutine called by GASP to schedule 
the next activity. 
SCHDL: a user coded subroutine in which the user programs 
the scheduling rule desired in the selection among 
competing activities. 
TNOW: the current time on the time clock • 
.. ~. 
.. 
,:-.. : 
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