We introduce a new parameterization of the many flows asymptotic which allow a better understanding of how current results fit together but also offer more flexibility in the application of this asymptotic regime.
MANY FLOWS ASYMPTOTIC
In engineering there are many queueing systems which we need to understand and model. Unfortunately in most situations we are unable to obtain exact results and so turn to the study of asymptotic regimes. Core network routers see many thousands of traffic flows from individual computers at any point in time, which naturally leads to the consideration an asymptotic regime where we scale the number of flows to infinity. This regime was initially introduced Alan Weiss [3] and is called the many flows asymptotic. Formally this means that in the N th system there will be N independent identical sources.
SCALING PARAMETERIZATION
For the many flows asymptotic we are interested in exploring a range of scenarios and their relation to each other. These include considering various load scenarios where load (ρ) is defined to be the ratio of total mean arrival rate to mean service rate. We would like to be able to explore the * Research supported by Heilbronn Institute for Mathematical Research Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for prof t or commercial advantage and that copies bear this notice and the full citation on the f rst page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specif c permission and/or a fee. spectrum of possible loads from heavily loaded where the load is close to one all the way to lightly loaded in which case the load is near zero. Another important class of scenarios to consider is defined by the buffer size relative to the number sources, i.e. whether the buffer size grows faster or slower than the total number of sources.
To investigate these scenarios we introduce a new parameterization of the scalings indexed by (α, β). The parameter α is used to control the buffer size scaling, such that in the N th system the buffer is size N α B. For α > 1 the buffer grows faster than the number of sources where as for α < 1 the buffer grows slower than the number of sources. Secondly β is used to control the excess service rate above the total arrival rate. We are interested in the stationary behavior of the queueing system so the service rate has to be larger than the mean total arrival rate. Under this condition we let Q N be the stationary queue length of the N th system. Let µ be the mean arrival rate from a single source then in the N th system the service rate is N µ + N β C. For β < 1 the load tends to one as N increases giving the heavily loaded scenario. In comparison we have for β > 1 the load decreases to zero as the number of sources increase, the lightly loaded case. In figure 1 we can see a summary of the scaling for the single server queue.
SIMPLE MARKOVIAN EXAMPLE
To get a better feel for the parameterization we consider the example of a single server queue where each source produces Poisson traffic with intensity µ and service times are independently exponentially distributed with mean (λ (N) ) −1 . It is useful to note that the sum of N independent Poisson processes of rate µ is again a Poisson process, of rate N µ. The N th system is an M/M/1 queue with arrival rate N µ and service rate λ (N) . In this setting we have λ (N) = N µ + N β C and are interested in
where
TIMESCALES OF INTEREST
An important tool we make use of in exploring the different scalings is the most likely timescale upon which events of interest occur and how it varies with the number of sources. This is best understood by considering the length of time an overflow event takes to occur, i.e. the length of time it takes for the queue to go from empty to overflow given it overflows before emptying again. As we vary the scaling we are interested how the timescale varies in the limit. Often we can make use of the limit timescale in proving results.
To see the effect of the changing the timescales we again consider the simple Markovian example.
Theorem 2. Consider a single server fed by traffic produced by N independent identical Poisson sources with arrival rate µ and services times disturbed exponentially with mean (N µ + N β C) −1 . Let τ be the length of time it takes to overflow a buffer of size N α B from empty given an overflow event occurs before the queue empties again.
Then
Furthermore if α ≥ 0 and α + β > 1 we have
From this we can see that the parameter α − β controls the limiting timescale in this case and we find that more generally this is true. So that in general for α − β < 0 we see the timescale for events of interest tending to zero. This often means that we only need to consider covariance structures over very short intervals and in the case of point process we find that covariance structure does not have any effect [1] .
INDUCED SAMPLE PATH SCALINGS
In the study of queueing system limits an important approach is that of obtaining results for the scaled sample paths for the arrival process and apply continuous mapping principles to obtain results for the various queueing statistics of interest [2, 4] . The power of this approach comes from the ability to prove results for the arrival process and quickly and easily study many different queueing systems, for example feed forward queueing networks or various service disciplines.
To investigate the sample path scaling induced by the (α, β) many sources scaling we consider the stationary queue length of a deterministic server, i.e. traffic is served at a constant rate. In the N th system the rate of service is N µ+N β C and we are interested in P(Q N > N α B). We look to find a scaled process of the arrivals,Ã 
