Pathogen phylogenies are often used to infer spread among hosts. There is, however, not an exact match between the pathogen phylogeny and the host transmission history. Here, we examine in detail the limitations of this relationship. First, all splits in a pathogen phylogeny of more than 1 host occur within hosts, not at the moment of transmission, predating the transmission events as described by the pretransmission interval. Second, the order in which nodes in a phylogeny occur may be reflective of the within-host dynamics rather than epidemiologic relationships. To investigate these phenomena, motivated by within-host diversity patterns, we developed a two-phase coalescent model that includes a transmission bottleneck followed by linear outgrowth to a maximum population size followed by either stabilization or decline of the population. The model predicts that the pretransmission interval shrinks compared with predictions based on constant population size or a simple transmission bottleneck. Because lineages coalesce faster in a small population, the probability of a pathogen phylogeny to resemble the transmission history depends on when after infection a donor transmits to a new host. We also show that the probability of inferring the incorrect order of multiple transmissions from the same host is high. Finally, we compare time of HIV-1 infection informed by genetic distances in phylogenies to independent biomarker data, and show that, indeed, the pretransmission interval biases phylogeny-based estimates of when transmissions occurred. We describe situations where caution is needed not to misinterpret which parts of a phylogeny that may indicate outbreaks and tight transmission clusters.
Introduction
Investigating DNA sequence data from pathogens is a powerful and increasingly popular method to get information about epidemics that otherwise is difficult to access. Typically, pathogen phylogenies are used to infer parameters and events relating to host behavior such as who infected whom or when transmissions occurred in the past. In chronic diseases such as HIV infection, it is often not known how long patients have been infected, and even less who infected whom, and thus phylogenies that are able to reconstruct the past evolutionary history of the pathogen promises to unravel such unknowns. Because HIV (and other measurably evolving pathogens) typically accumulates mutations faster than between-host transmissions occur, transmission histories become recorded in the virus phylogeny (Leitner 2002) . There is, however, a lack of deeper understanding of the connection between transmission histories and viral phylogenies.
The pretransmission interval describes the difference in time between when a transmitted lineage arose in a donor and when transmission actually took place (Leitner and Albert 1999; Leitner and Fitch 1999) . Because transmitted lineages must already exist at the time of transmission, using the time-point when the transmitted lineage arose will always bias the estimated time of transmission backwards in time. However, the magnitude of this bias has not been carefully investigated. Therefore, the impact this may have on epidemiological reconstructions is unknown. In addition to timing bias, there may be additional problems arising from the fact that viral lineages can persist for long time periods in the host. Although the issue of incomplete lineage sorting has been investigated quite extensively in the more general context of speciation (Pamilo and Nei 1988; Degnan and Rosenberg 2006; Liu and Pearl 2007; Rosenberg and Tao 2008) , and has been discussed in the context of pathogen transmission (Leitner and Fitch 1999; Leitner and Albert 2000; Pybus and Rambaut 2009) , it is often not appreciated in molecular epidemiology studies. For HIV infections, it has been described that multiple HIV lineages may exist for seven or more years in a host , which possibly could affect transmission reconstructions. However, these estimates were based on simple coalescent models assuming constant population size, which appear unrealistic when transmission is considered, because transmissions are known to involve a strong bottleneck (McNearney et al. 1992; Wolfs et al. 1992; Zhang et al. 1993; Salazar-Gonzalez et al. 2009 ).
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The objective of this study was to explore the limitations of using phylogenetic branch lengths as a proxy for time between infections and time since infection. We show that the pretransmission interval becomes shorter when a more realistic coalescent model is applied, which may improve transmission reconstructions. However, we also show that phylogenies alone may not distinguish between serial transmissions between different individuals and one person spreading to several individuals as in super-spreader cases, which may confuse the inference of spread dynamics.
Results

Theoretical Limitations in Reconstructing Time of Transmission
Transmission of a pathogen can occur serially from one person to another so that each person only infects one other person, forming a single chain of transmissions. However, one person may also transmit to more than one recipient, the extreme being a super-spreader. In real epidemics, a combination of these two modes of transmission usually occurs. When no other information is available than a virus phylogeny from the persons involved in the transmission chain, limitations arise on what we can and cannot infer. Figure 1A shows the case when serial transmissions have occurred. We will consider the case of HIV transmission, but note that the theoretical limitations may be valid for many other measurably evolving pathogens, such as hepatitis C and influenza. At transmission, the donor has an established infection with some genetic variation in the HIV population, this level of variation depends on a number of factors, such as if the infection is acute or chronic. From this population a limited number of viruses are transmitted, incurring a strong bottleneck (McNearney et al. 1992; Wolfs et al. 1992; Zhang et al. 1993; Salazar-Gonzalez et al. 2009 ). Importantly, the virus that was transmitted already existed in the donor at time of transmission. Thus, the phylogenetic split that corresponds to the most recent common ancestor of what grows out in the recipient and what remains in the donor must be further back in time than the time of transmission, known as the pretransmission interval (Leitner and Albert 1999) . In the case of serial transmissions, each split relates to one transmission event, and thus the phylogeny will qualitatively resemble the serial transmissions in its ladder-like shape, but these events will all be inferred prior to when they actually occurred. Each donor occupies three branch-segments of the resulting phylogeny, where the splits relate to within-host events. In each transmission, the length of the pretransmission interval depends mainly on the diversity in the donor at time of transmission.
In the case when the donor infects more than one new host, the diversity at each time of transmission causes additional problems for the reconstruction. If transmissions occur over long intervals ( fig. 1B) , each split again relates to a transmission, and superficially the phylogeny reconstructs the transmission events. However, in this case all splits occurred within the donor (A), and thus the phylogeny is mostly a description of within-host evolution, sampled through the transmissions to B, C, and D, with only some fraction of the tips describing evolution occurring in the recipients. As in the serial case, each transmission will phylogenetically be inferred prior to when it actually occurred if one was to interpret a split as a transmission event. Finally, when a donor infects two or more recipients within a short interval, it is possible that the order of transmissions along with infection times become impossible to accurately reconstruct ( fig. 1C ). In this case too, all splits are within the donor, describing within-host evolution in the donor. Overall, the pretransmission interval associated with each and every transmission is a random draw from the possible coalescence times in the donor's viral population.
A Two-Phase Linear Coalescent Model of Within-Host HIV Dynamics
According to standard coalescent theory (Nordborg 2001; Wakeley 2009 ), the time for two randomly selected lineages (the transmitted lineage and a random lineage in the donor) to coalesce in a simplified theoretical population is an exponential random variable with a rate parameter proportional to the inverse of the population size.
The empirical dynamics of a real HIV population can be quite different from the idealized population leading to multiple-order-of-magnitude discrepancies in the empirical census population size and the equivalent theoretical population size (Leigh Brown 1997; Pennings et al. 2014) . For this reason, modeling the characteristic growth in the viral census population can lead to erroneous inferences. Given the assumptions of the Wright-Fisher-like population, the diversity of the viral population is a closer proxy to the theoretical population size than the number of infected cells or viral load. Shankarappa et al. (1999) measured the viral diversity of seven patients beginning at seroconversion for up to 12 years. They showed that env diversity increases linearly at an approximately common rate up to some point after which the diversity appears to either decline or stabilize. The time (from seroconversion) at peak diversity varied between 2 and 8 years and the rate of decline in diversity after its peak also seemed to vary between patients. To model this trend, we use the following piecewise-linear model with uniform random effects on both the time at maximum diversity and the rate of decline in diversity following the maxima:
where t x~U t a ,t b ð Þ and 2~U ,0 ð Þ account for between patient variance in the maximum diversity and the rate of decline in diversity after the maximum. 1 is the population size at the moment of infection, 1 is the rate of population size increase in the first phase, t a and t b are the respective minimum and maximum times at maximum population size. The quantity is defined as N Min À 1 À 1 t a ð Þ = t Max À t a ð Þ where t Max is the maximum sampling time, and N Min is the minimum population size. The latter two parameters are used to define the minimum slope in the second phase such that at time t Max the population will not be less than N Min . Figure 2 summarizes the parameters in our two-phase To further consider the relative influence of the bottleneck at transmission and the population dynamics on the pretransmission interval, we also consider the model
where the population size is zero at the moment of transmission, forcing all lineages to coalesce at or before this time (on the reverse time axis), and constant everywhere else. The point of this model is not to express any biological reality but rather to be used as a tool to understand the impact of the strong transmission bottleneck alone, and how it influences the magnitude of the pretransmission interval.
The Pretransmission Interval Impact on Time of Transmission Inference
To derive the magnitude of the pretransmission interval, we need to first consider density of times to the next coalescent event in units of coalescent time f A ¼ e Àa where 1 unit of coalescent time at time t is defined as N(t) generations in the past; in the case of HIV-1 the generation time is about 1 day (Perelson et al. 1996) , so we will omit this scalar factor and simply refer to calendar time. Our strategy for deriving the magnitude of the pretransmission interval is to first derive the relevant densities of coalescence in the twophase model, assemble the pieces into a single expression, and finally integrate to obtain the random effects and expectations.
The changing rate of coalescence given our population model can be obtained by the relation that an infinitesimal unit of calendar time, du, at time u is equivalent to a change of du NðuÞ in units of coalescent time. Therefore, denoting the time of sampling by t 1 ,
gives the relationship between change in coalescent and calendar time in the first and second phase respectively. Because the coalescent is defined in reverse time the derivation of the model equations is defined on a reverse time axis such that the integral defined over 0 to s indicates moving backwards in time s units, starting at t 1 . Next, we derive the density of the time to coalescence in units of generation time, which we denote by Z. To this end, we calculate the densities of the time to coalescence (in units of generation time) either assuming that t 1 t x (denoted f Z 1 ), or assuming that t 1 > t and N t ð Þ ¼ 1 + 1 t x + 2 t for all t 1 t x (denoted f Z 2 ). To get these densities, we need to make the following transformations:
for z 2 0,1 ½ . To account for the joint at time t x we will only use the density of Z 2 conditional on the time to coalescence being less than t 1 À t x , which is indicated as f Z Ã
2
. To get that density we need the probability of this event occurring, which is given by
Then we have the definition
and zero everywhere else. To obtain the final expectation, we need to integrate out the random time at peak population size and the random slope in the second phase. If we start by assuming that all parameters are fixed, we have the two cases with respect to the time that at maximum population size,
Finally, to obtain the two-phase model we integrate over the random effects
The expectation for the bottleneck-constant size model is more straightforward. By definition of the model, all coalescences must occur at or before the donor was infected (in reverse time). Therefore, to obtain the expectation under this model we need to simply take the sum of the expectation from 0 to t 1 for the constant model and the remaining density of uncoalesced lineages at time of infection (forcing them to coalesce) as 
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Timing and Order of Transmission Events . doi:10.1093/molbev/msu179 MBE Figure 3 summarizes the effects of the pretransmission interval that one could expect in a phylogenetic reconstruction of a transmission time. Typically, previous coalescent estimates of within-host HIV-1 N based on the constantsize model have ranged 1,000-10,000 (Leigh Brown 1997; Nijhuis et al. 1998; Rodrigo et al. 1999) . With N = 3,000 and a generation time of 1 day, the pretransmission interval would be unchanged through transmission from donor to recipient at 8.2 years. Clearly, this is a very unrealistic model as it assumes that the entire diversity in the donor is transmitted to the recipient. Adding the well-known bottleneck at transmission, we note that the bottleneck-constant model drastically reduces the expected pretransmission interval. N is now dependent on the time of transmission relative to the donor's infection time. Our two-phase model adds further realism and the expected pretransmission interval is generally reduced even more because lineages coalesce faster in a small population, early in the infection, and slower once the pathogen has reached its full diversity level. In a comparable set of possible patients, which on average reach N(t x ) & 3,000 in 2-8 years (N(t x ) range 1,200-4,900), implying 1 = 1.64 N/day, the two-phase model also introduces substantial variation among patients, as observed in Shankarappa et al. (1999) . Some patients may induce very restricted pretransmission intervals and others much larger (gray envelope in fig. 3 ). To further illustrate the effects of our two-phase model, we highlight patients where t x is fixed at 5 years; noting that N(t x ) is dominating the impact on the pretransmission interval and the random effects of 2 are relatively small (dark gray envelope, fig. 3 ).
In addition to large among patient variability, the pretransmission interval possible in each patient has large range of possible realizations upon transmission. For a typical patient that reaches a peak population size of 3,000 in 5 years and has a moderate decline in population ( 2 ¼ À1N=day), the upper 95% confidence band is close to the identity line and the lower 95% band close to zero. Thus, the confidence interval of the pretransmission interval is large, as both young and old lineages from the donor's population potentially could be transmitted.
The Probability of Incongruity between the Transmission Tree and the Coalescent Genealogy
If there is negligible within-host diversity, the coalescent genealogy will have the same labeled topology as the transmission tree with high probability. However, for pathogens that evolve within the host, the coalescent genealogy can be heavily influenced by the within-host dynamics, which could mislead investigators who assume negligible within-host diversity ( fig. 1C ). In the theoretical case where a single individual transmits to k individuals in a very short period of time, the coalescent genealogy reflects more of the within-host dynamics of the donor than the timing of transmissions. In that case, each of the many potential trees with labeled tips for k taxa is nearly equally probable. However as the time between transmissions increases, the epidemiologic dynamics exert a stronger influence, making the coalescent genealogy more probable to be congruous with the transmission tree.
In the situation where a donor transmits to two other individuals (at times t 1 and t 2 ), we have a tree with three taxa corresponding to the two transmission events and a reference lineage in the donor. There are three possible coalescent genealogies with labeled tips in this situation. In one coalescent genealogy, the first coalescence is between the reference lineage and the lineage transmitted at t 1 followed by coalescence with the lineage transmitted at time t 2 ; this is incongruous with the transmission tree as it implies that t 2 occurred before t 1 . In the second possible coalescent genealogy, the lineages transmitted at times t 1 and t 2 coalesce with one another before coalescing with the reference lineage; this tree is also incongruous with the transmission tree as it implies that one of the individuals infected at times t 1 and t 2 infected the other one. In the final coalescent genealogy, the reference lineage coalesces first with the lineage transmitted at time t 2 and then with the lineage transmitted at t 1 which agrees with the transmission tree. Figure 4 shows the probability of obtaining the incorrect coalescent genealogy given the two-phase model for a three taxa tree with one donor transmitting to two individuals at times t 1 and t 1 + t 2 for a wide range of times. If t 2 ¼ 0 then the probability of obtaining the correct coalescent genealogy is the reciprocal of the number of possible coalescent genealogies, which, for n = 3, is 1/3. In the case where the second transmission occurs about 1 year or less after the first, the The dark gray envelope shows the subset of patients with t x = 5 years. In the bottleneck-constant and two-phase linear models, the mean time for two random lineages to coalesce depends on the time a donor has been infected. probability of obtaining a coalescent genealogy that is incongruous with the epidemiology is about 50%. This means that if chronically infected persons are responsible for a large fraction of new infections, a phylogeny could seriously misrepresent when and in what order transmissions occurred.
The probability of recovering the correct coalescent genealogy is worse for trees involving more recipients. If a donor transmits to k individuals, then to recover the coalescent genealogy that is consistent with the transmission tree, each k À 1 within-host coalescent event must occur in the correct order; even given a modest level of diversity, this is an improbable outcome.
Tip Lengths Compared with BED Estimates of Time of Transmission
Recently, we developed a BED (Dobbs et al. 2004 ) biomarkerbased time-continuous model that can provide information on how long ago a patient was infected (Skar et al. 2013 ). Here, we use that estimate as a reference to what the tip lengths tell us about time since infection/transmission. According to the above theoretical limits and pretransmission interval expectations, we would predict that tip lengths in general should correspond to a longer time than time since infection/transmission. Trivially, if we have not sampled all individuals in a transmission chain, then tip lengths would be much too long as they now contain unobserved transmissions, spanning more than one patient ( fig. 5) . Therefore, we identified several transmission chains that were likely to have been extensively, if not fully, sampled in the greater Swedish HIV-1 epidemic.
As our HIV-1 trees were based on pol, which is targeted by antiviral drugs, we first investigated whether known drug resistance mutations (DRMs) affected the reconstructions. First, there was no significant difference between the homoplasy distributions of potential DRM sites and non-DRM sites (P = 0.09, Wilcoxon rank sum test with continuity correction). However, the tip lengths related to the sequences that contained DRMs (w/DR) were significantly more affected by the exclusion of DRMs in the alignments than sequences without DRMs (w/o DR), (mean(w/DR) = 0.001672, mean(w/o DR) = 0.000065; P < 0.0002, Wilcoxon rank sum test with continuity correction). Another interesting effect was that taxa w/DR and whose nearest phylogenetic neighbor had changed when DRMs were removed had significantly longer branches than the taxa without DR whose neighbor remained the same (P = 3.103e-07, Wilcoxon rank sum test with continuity correction). This is explained by that the taxa with DR that stayed with the same nearest neighbor when DRMs were excluded were more likely to have been involved in local transmission chains. As there were significant effects on tip lengths depending on inclusion or exclusion of DRMs in the alignments, we removed all potential DRM sites in our alignments before further analyses. Figure 6 shows five well-sampled transmission chains of recently diagnosed persons involving injecting drug user (IDU), heterosexual (HET), and homosexual (MSM) spread of HIV-1 subtypes A1, B, and CRF01. As expected, we see that for many taxa the tips are longer than the corresponding BED distance. Both tip lengths and BED estimates are associated with uncertainties, so we compared the 95% confidence and credible intervals of each estimate to assess when the differences were significant. Although the trend was clearly FIG. 4 . Probability that two transmissions will phylogenetically appear in the opposite order in which they occurred. The x axis shows how long the donor has been infected at time of the first transmission, and the y axis shows the amount of time that has passed from the first to the second transmission. The color indicates the probability of obtaining a coalescent genealogy inconsistent with the transmission tree.
FIG. 5.
The pretransmission interval and missing taxa. When all hosts in a transmission chain are sampled (100% sampling), there will be a pretransmission interval associated with each transmission, with an expected length according to Fig. 3 . When taxa are missing (<100% sampling), some branches will be affected by more than one pretransmission interval, and such branches reflect evolution in at least three hosts. Note also that when less than 100% sampling occurred, the sampled taxa may not have infected each other (Leitner and Albert 2000) .
skewed toward tips being longer, most differences were not significant. pol-based branch lengths typically are uncertain because pol evolves slowly, and BED measurements have large uncertainty because of patient variation (Parekh et al. 2011; Skar et al. 2013) . Nevertheless, taking these uncertainties into account, all transmission chains showed some significant differences between tip lengths and BED distances, suggesting that there indeed are real instances where the pretransmission interval has a large impact.
There are two types of patterns in the transmission chains in figure 6: 1) Tight phylogenetic clusters with short BED distances. This pattern is visible in all chains except Chain 85. This pattern is consistent with sampling shortly after infection and transmission(s) from one or several donors in the acute phase of infection. In Chain 1, we know from previous work that the tight part corresponds to an outbreak in a socially closely linked IDU network (Skar et al. 2011) . 2) Phylogenetic clusters with long branches but short BED distances. This pattern describes Chain 85 entirely, and is also part of the other chains, for example, Chains 4 and 79. This type of pattern is consistent with sampling shortly after infection and transmission from a donor in the chronic disease stage, years into their infection when the donor HIV-1 population has great diversity ( fig. 3 ). As we believe that these clusters were densely sampled, they most likely involved donors that transmitted to multiple recipients as in figures 1C and 4. The third possible pattern, long phylogenetic distances with long BED distances, was not observed here because, obviously, most long-term infected donors were not in the sample of recently diagnosed persons.
Discussion
The pretransmission interval was described in 1999 (Leitner and Albert 1999; Leitner and Fitch 1999) , and although it has been discussed since (Leitner and Albert 2000; Pybus and Rambaut 2009) , it has largely been ignored in phylodynamic investigations. Here, we show that this may have bigger consequences than previously understood by showing that there are both timing and topological issues involved in the pretransmission interval. We show that splits in a pathogen tree are not related directly to transmission events but also reflect samplings of lineages in the donor's population at times of transmissions. The effect may be that the order of transmission events becomes jumbled, and certainly the inferred times of transmissions are pushed to the past. Hence, one could expect that dynamics such as number of transmissions over time could become unreliable without properly modeling pretransmission interval effects.
Identification of clusters in phylogenetic trees of HIV-1 and other pathogen sequences has been a popular method to investigate the epidemic spread of such agents in human populations. The clusters have been defined in various ways, but generally they have been based on genetic distance (branch lengths) and/or phylogenetic robustness (typically nonparametric bootstrap support values). This may be problematic because the branch lengths have a pretransmission interval associated with them biasing the inferred time of transmission backwards in time, and moreover, the topology in the cluster may mostly reflect the random draw of transmitted lineages in a donor. As we show here, the pretransmission interval may involve time periods of months up to several years, depending on spread dynamics. Thus, real epidemiological clusters, stemming from rapid outbreaks or tight transmissions may not form clusters with short branch lengths, as in Chain 85 in figure 6. For instance, consider a donor that infects ten people within a few months; should we expect a tight phylogenetic cluster or not? If the donor had been infected for, say, 6 years at this event, we should expect tips leading to the recipients on average 4 years long, some more, some less ( fig. 3) . Thus, this very rapid spread will not turn out as a tight cluster in a phylogenetic tree. Clusters with short distances do, however, exist (fig. 6) ; so, what do they mean in epidemiological terms?
Clearly, short tip lengths mean that the infected person was diagnosed/sampled shortly after infection. Short internal branches mean that either there was transmission from a donor shortly after the donor was infected because only closely related lineages existed in the donor, or it may indicate FIG. 6 . Examples of transmission chains from the greater Swedish HIV-1 epidemic. Chain 1 involved a CRF01 outbreak among IDU, imported from Finland (Skar et al. 2011) ; Chains 4 and 79 involved smaller MSM outbreaks of subtype B; Chain 80 was another IDU chain spreading subtype B, the more common subtype among IDU in Sweden; and finally Chain 85, a mixed MSM-HET chain spreading subtype A1. In each chain, the tree shows the phylogenetic reconstruction of the HIV-1 pol sequences from each subject (1 direct population sequence/subject; Leitner et al. 1993) . The trees are scaled in units of substitutions/site. Superimposed on each tip is the BED-derived genetic distance in bold blue lines (see Materials and Methods for details). Significant differences are indicated (P < 0.05). Each chain shown is a subtree of much larger trees (one per subtype) describing the entire sampled Swedish epidemic; they are thus rooted according to their linkage to the large subtype trees.
that a younger lineage in the donor happened to be transmitted even though older existed. When many short branches exist in a cluster it must mean that either there were many serial transmissions occurring in early stage infection, or an early stage donor infected multiple recipients (super-spreader). Thus, although clusters with short distances relate to fast spread, fast spread may also occur in clusters with longer distances (fig. 6 ). Consequently, focusing on clusters with short distances biases the results to one type of rapid spread, and misses other types of rapid spread.
There are additional reasons for why branch lengths may differ from times between transmissions: 1) Missing taxa obviously will elongate branch lengths, as several patients and transmissions now occur along them ( fig. 5 ). This problem is always present when not all patients in an epidemic have been sampled, as is usually the case. Note also that typically 17-60% of HIV cases in a human population have not been diagnosed (Hamers et al. 2006; Volz et al. 2013; Supervie et al. 2014) ; 2) The rate of genetic evolution is different in different patients, depending among other things on the strength of their immune system and on antiviral treatment (Wolinsky et al. 1996; Halapi et al. 1997; Lee et al. 2008; Cohen and Gay 2010; Skar et al. 2010);  3) The rate of genetic evolution within one patient is not constant over time; it dynamically follows the increase and decrease of the immune response over the pathogenesis (Lee et al. 2008 ). In addition, there exists some confusion about which network we can reconstruct, the transmission network or the phylogeny. The transmission network is a subset of the social network, where the transmission network will be bifurcating (unless there is a high rate of superinfection), whereas the social network likely contains many alternative (cyclic and multifurcating) paths of potential transmissions. The latter cannot be reconstructed by phylogenetics as only transmissions that actually occurred will be recorded, and the former will be subject to the effects of the pretransmission interval as described in this article. Similarly, the within-host phylogeny may contain recombination, causing complicated cyclic structures. It is possible that modeling all these levels of networks may improve future transmission inference.
To operate correctly, our model needs additional information about how long the donor was infected at time of transmission. As we show here, and previously (Skar et al. 2013) , time since infection can be estimated using BED data, or for instance by estimating the number of multistate characters in direct population sequence data (Kouyos et al. 2011) . Alternatively, if this information is not available, in large epidemiological studies we can treat it as a random variable. It is possible that adding additional features to our model would further reduce the inferred pretransmission interval effects. Such features include within-host selective sweeps (Messer and Neher 2012; Pennings et al. 2014) , which could further reduce N in a donor. Accurately modeling these sweeps would require additional information, for example, longitudinal and detailed clonal data from donors. In this context it is also worth pointing out that evolution across the HIV genome is highly variable, for example, env evolves much faster than pol. Thus, although our model qualitatively resembles the diversity development of any gene, the growth rates may differ along the genome. In general, when transmissions happen more often a fast evolving gene would have greater power to resolve lineages in time (Leitner et al. 1996) , but slower evolving genes may also have sufficient power (Lemey et al. 2005) .
We believe that more realistic phylodynamic models that include the issues we describe here will significantly improve future epidemiological investigations. On the level of who infected whom, relevant to forensic investigations, for example (Leitner and Albert 2000; Scaduto et al. 2010) , proper consideration of the pretransmission interval may aid in assessments of whether transmission could have taken place in a time window suggested by other data. If more than one transmission occurred from a common source, the potential effects associated with inferred disordering need to be considered. On the larger epidemiological level, relating to questions of incidence or when infections occur relative to host stage (e.g., acute/chronic) or time, at a minimum the expected (mean) pretransmission interval needs to be included. Note, however, that the pretransmission interval should inversely correlate to the spread rate (Maljkovic Berry et al. 2007) , and social network structures (Graw et al. 2012) may cause heterogeneous effects on the mean pretransmission interval.
Materials and Methods
HIV Sequence and BED Biomarker Data
A total of 1,740 partial pol sequences from newly diagnosed HIV-1 patients were evaluated in the study. These sequences were generated using a published in-house method that targets amino acids 1-99 in the protease and 1-253 in the reverse transcriptase (Murillo et al. 2010; Karlsson et al. 2012 ). The sequences were assembled and edited using the Sequencher TM software (Gene Codes Corporation, Ann Arbor, MI) and aligned using MAFFT (Katoh and Toh 2008) . The largest part of the data set (N = 1,539) represents the Swedish HIV-1 epidemic, that is, patients diagnosed with HIV-1 in Sweden, representing 45% of the newly diagnosed HIV-1 patients between August 2002 and August 2010. In addition, we included 201 previously published Swedish sequences sampled between 1992 and 2002 (Lindstrom et al. 2006) . BED testing was done on 819 of the collected blood samples to estimate time since infection as previously described (Skar et al. 2013) . From all of these patients, we selected sequences that were part of densely sampled Swedish transmission chains ( fig. 6 ), involving patients that had no symptoms of advanced disease (low CD4 counts or other AIDS-related manifestations) to avoid known problems related to false-recent infection classification of patients with advanced disease and low BED values (Dobbs et al. 2004) .
For similar scientific and ethical reasons as explained in Alizon et al. (2010) and Kouyos et al. (2010) , only approximately 15% of the anonymized sequences are accessible via GenBank (accession numbers: JQ698667-JQ698874). DRMs, potential effects were investigated on the ML trees inferred from alignments either with or without potential DRMs. Potential DRMs were classified according to the Stanford database; Major HIV-1 Drug Resistance Mutations, available at: http://hivdb.stanford.edu/pages/download/ (last accessed January 15, 2013). 1) The homoplasy index was calculated for each individual nucleotide site using MacClade 4.06 (Maddison D and Maddison W 2003) . Each site was classified to be part of a potential DRM codon or not. By comparing these two site classifications, it was possible to determine whether DRMs contributed significantly more to the homoplasy distribution in the tree. 2) To investigate the actual effect on the parameter of interest (the branch lengths), we compared the tip length distributions from ML trees inferred from alignments either with or without DRMs. Furthermore, the tip length distribution of those taxa with known transmitted DRMs (TDRs) was compared with taxa without TDRs.
Translating BED Estimated Time since Infection to Genetic Distance
The biomarker (BED) estimation of time since infection (Skar et al. 2013 ) was transformed into genetic distance by a molecular clock. The genetic region corresponding to the Swedish pol sequences was extracted and aligned from six previously studied patients (PIC1362, PIC38417, PIC71101, PIC83747, and PIC90770) with N = 27-121 sequences from 3 to 11 time points with a follow up of between 181 and 1,245 days from onset of acute HIV-1 infection symptoms (Liu et al. 2006) . Putative recombinants (DQ853454, DQ853445) were identified and removed using the Phi-test in SplitsTree (Huson 1998) . TDRs were excluded from the alignment. PhyML was used to construct ML trees for each patient. The substitution model used (GTR + I + G) was the same as for the construction of the ML trees for the Swedish pol data. In order to take patient variation into account, we used a linear mixed effects model to estimate the within-patient evolutionary rate in this pol fragment. An uncorrelated random effects model described the data better than a correlated model (P < 0.0001, AIC), and the fixed effect correlation was also very small (r = À0.042). The rate of evolution was 6.59 Â 10 À6 substitutions site À1 day
À1
, and the intercept 1.46 Â 10 À3 substitutions site À1 (supplementary fig. S1 , Supplementary Material online). Modeling was performed with R package lme4 (Bates et al. 2011) . Confirmative BEAST (Drummond and Rambaut 2007) analyses (uncorrelated relaxed lognormal or strict clock) had very similar results (data not shown).
Comparing Phylogenetic and BED Distances
The BED-derived genetic distances were compared with the sequence-based phylogenetic distances by numerically estimating the overlap of the 95% credibility interval of the posterior and 95% confidence interval, respectively. The 95% credibility interval of the posterior BED estimate was based on the random effects in the time-continuous BED modeling, described in Skar et al. (2013) , and the 95% confidence interval on branch lengths was estimated using ML optimizations using PAUP* (Swofford 2002) . Significance was determined as less than 5% overlap.
Simulation of Coalescent Genealogies
In the case where a donor (D) transmits to two other individuals (I 1 and I 2 at times t 1 and t 2 , respectively), there are three possible coalescent genealogies. If the lineage terminating in D coalesces with the lineage terminating in I 2 before t 1 , then the coalescent genealogy must be consistent with the transmission tree. Therefore, we needed to calculate the probability that a coalescent event occurs in the interval ½t 1 ,t 2 . To do this we first divided ½t 1 ,t 2 into subintervals of length 1 day. For each day, t d , in ½t 1 ,t 2 we approximated the probability of a coalescent event by first drawing 10 4 values of t x from Uð2 Â 365,8 Â 365Þ and 10 4 values of 2 from UðÀ0:16,0Þ and calculated the population size at t d assuming 1 ¼ 1 and 1 ¼ 1:64. We assumed that over each day that the population size was constant such that the probability of a coalescent event occurring in that subinterval was 1 À exp À 1 N À Á . For each day, we calculated the average probability of a coalescent event by averaging the probability of coalescence for each of the sampled population sizes. The probability of no coalescent event in ½t 1 ,t 2 is then the product of the complement of the probability of a coalescent event occurring for all days in t 1 ,t 2 ½ . If no coalescent event occurs in ½t 1 ,t 2 , then each of the possible coalescent genealogies is equally probable. Then, the probability of obtaining an incongruous coalescent genealogy is 1 À p ð Þ+ p 3 where p is the probability of no coalescence occurring in t 1 ,t 2 ½ : The implementations of our model were done using R (R Development Core Team 2003), and we plan to include the model in a future comprehensive transmission inference software.
Approximation of the Coalescent Rate for Small Sample Fractions
The standard n-coalescent is an approximation to the full coalescent process that assumes that the probability of multiple coalescences per generation is very small. In practice, this equates to assuming that the population size is large or that the sample size is small. Our model, however, allows the population to become very small to account for the strong bottleneck at transmission. To understand the effect of violating
