Uncertainty quantification is a fundamental problem in the analysis and interpretation of synthetic control (SC) methods. We develop prediction intervals in the canonical SC framework, and provide conditions under which these intervals offer finite-sample probability guarantees. Our construction begins by noting that the statistical uncertainty of the SC prediction is governed by two distinct sources of randomness: one coming from the construction of the (likely misspecified) SC weights in the pre-treatment period, and the other coming from the unobservable stochastic error in the post-treatment period when the treatment effect is analyzed. Accordingly, our proposed prediction intervals are constructed taking into account both sources of randomness. For implementation, we propose a multiplier bootstrap approach along with finite-sample-based probability bound arguments. We illustrate the performance of our proposed prediction intervals in the context of three empirical applications from the SC literature.
Introduction
The synthetic control (SC) method was first introduced by Abadie and Gardeazabal (2003) as an approach to study the causal effect of a treatment affecting a single aggregate unit that is observed both before and after the treatment occurs. The authors originally motivated the method with a study of the effect of terrorism in the Basque Country on its GDP per capita. The Basque Country was one of the three richest regions in Spain before the outset of terrorism around the mid 1970s, but the region became relatively poorer in the decades that followed. The question is whether this relative decline can be attributed to terrorism. Their analysis covers the period and places the beginning of intense terrorism in 1975, thus defining a "pre-treatment" period when terrorism is not salient (roughly 1955-1975) , and a "post-treatment" period that starts when terrorism intensifies (roughly 1975 onward) . The time series data allows for a comparison of Basque GDP before and after the onset of terrorism, but to interpret this change as the causal effect of terrorism would require assuming the absence of time trends. Instead, Abadie and Gardeazabal (2003) propose to use other regions in Spain, whose GDP is also observed before and after the onset of terrorism in the Basque Country, to build an aggregate or "synthetic" control unit that captures the GDP trajectory that would have occurred in the Basque Country if terrorism had never occurred. The synthetic control is built as a weighted average of all units in the control group (or donor pool), where the weights are chosen so that the synthetic control's outcome in the pre-treatment period closely matches the treated unit's trajectory while also satisfying some constraints such as being non-negative and/or adding up to one. For a contemporaneous review of this literature, see Abadie (2020) and the references therein.
The SC method has received increasing attention since its introduction in 2003, and is by now one of the most popular members in the methodological toolkit for causal inference and program evaluation (Abadie and Cattaneo, 2018) . Methodological and theoretical research concerning SC methods has mostly focused either on expanding the canonical SC causal framework (e.g., to dissagregated data or to staggered treatment adoption settings) or on developing new implementations of the SC prediction (e.g., via different penalization constraints or via matrix completion methods). Recent examples along these lines include Abadie and L'Hour (2019) , Amjad et al. (2018) , Athey et al. (2020) , Ben-Michael et al. (2020) , and Chernozhukov et al. (2019b) ; see their references for many more. In contrast, considerably less efforts have been devoted to develop principled statistical inference procedures that could be used to assess the uncertainty underlying the findings obtained from SC methods. For instance, Abadie et al. (2010) propose a design-based permutation based approach under additional assumptions, Li (2020) relies on large-sample approximations for disaggregated data under correct specification, Chernozhukov et al. (2020b) develop time-series permutationbased inference methods, and Shaikh and Toulis (2020) discuss cross-sectional permutation-based inference methods.
We develop prediction intervals in the context of the canonical SC framework, and therefore contribute to the literature by offering an alternative inference method to assess uncertainty. Our proposed approach builds on ideas from the literature on non-asymptotic concentration in probability and statistics (Vershynin, 2018; Wainwright, 2019) and, as a consequence, the resulting prediction intervals are conservative but formally shown to offer probability guarantees. Our construction begins by noting that the statistical uncertainty of the canonical SC prediction is governed by two distinct sources of randomness: one due to the construction of the (likely misspecified) SC weights in the pre-treatment period, and the other due to the unobservable stochastic error in the post-treatment period when the treatment effect is analyzed. Accordingly, our proposed prediction intervals are constructed taking into account both sources of randomness.
For the first source of uncertainty, which comes from the estimation of the SC weights conducted in-sample based on observations in the pre-treatment period, we propose a multiplier bootstrap approach that is justified via non-asymptotic probability concentration and hence enjoys probability guarantees. This approach takes into account the specific construction of the SC weights.
For the second source of uncertainty, which comes from out-of-sample prediction due to the unobservable error in the post-treatment period, we propose several alternative approaches based on non-parametric and parametric probability approximations. This second source is harder to handle in general (i.e., under general misspecification), and hence its contribution to the overall prediction interval construction should be taken with care. We argue this second uncertainty source is best thought of as part of a sensitivity analysis, which can unmask other potential issues with the data.
We illustrate this point in the context of several empirical applications in Section 6.
We focus on uncertainty quantification via prediction intervals because, in the canonical SC framework, the treatment effect estimator is a random variable emerging from an out-of-sample prediction problem, based on the estimated SC weights constructed using pre-treatment data. As a consequence, our inference procedures are not confidence intervals in the usual sense (i.e., giving a region in the parameter space for a non-random parameter of interest), but rather intervals describing a region on the support of a random variable where a new realization is likely to be observed.
Nevertheless, under the (sharp) null hypothesis of no treatment effect (i.e., equal distribution of the two potential outcomes for the treated unit), our prediction intervals give a natural quantification of uncertainty. We further elaborate on their interpretation in the upcoming sections, after all the necessary notation is introduced. In contemporaneous work, Chernozhukov et al. (2020a) study prediction intervals via distributional conformal inference; see their paper for related references in that area. Our work is conceptually connected to theirs, but the specific execution and motivation is quite different. For example, because we focus on SC methods, we pay special care to the issue of both in-sample and out-of-sample uncertainty, and consequently develop methods in that specific context. Nevertheless, at a conceptual level, our work also contributes to the statistical literature on prediction interval construction.
The rest of the paper proceeds as follows. Section 2 provides a formal introduction to the canonical SC framework and defines the basic quantities of interest in that literature. Section 3 introduces the prediction intervals we focus on, and provides basic intuition for their decomposition in terms of SC weight estimation error and the unobservable post-treatment error. In Section 4 we develop a bootstrap method to account for the first source of uncertainty, while in Section 5 we discuss how to (model and) account for the second source of uncertainty. Section 6 illustrates the performance of our proposed prediction intervals in the context of three empirical applications from the SC literature. For completeness, Section 7 briefly discusses an alternative to the bootstrap-based implementation presented in Section 4, which is more conservative but also truly non-asymptotic in nature. Section 8 summarizes our main recommendations for practice, and Section 9 concludes.
The appendix collects omitted derivations and proofs of our main results, and we also provide full replication codes in R of our empirical illustration.
We consider the canonical synthetic control framework with a single treated unit and several (possibly many) control units. The researcher observes N +1 units for T 0 +T 1 periods of time. Units are indexed by i = 1, 2, . . . N, N +1, and time periods are indexed by t = 1, 2, . . . , T 0 , T 0 +1, . . . , T 0 +T 1 .
During the first T 0 periods, all units are untreated. Starting at T 0 + 1, unit 1 receives treatment and the remaining units remain untreated. Once the treatment is assigned at T 0 + 1, there is no change in treatment status: the treated unit continues to be treated and the untreated units remain untreated until the end of the series T 1 periods later. Denoting the treatment indicator by D it , we have
We employ the potential outcomes framework, and assume that each unit i at period t has two potential outcomes, Y it (0) and Y it (1), respectively denoting the outcome under treatment and the outcome in the absence of treatment (which we call the control condition). This notation imposes two additional implicit assumptions that are standard in this setting: no spillovers (the potential outcomes of unit i depend only on i's treatment status) and no anticipation (the potential outcomes at t depend only on the treatment status of the same period).
In the canonical setup attention is restricted to the impact of the treatment on the treated unit.
By treatment impact, we mean the difference between the outcome path taken by the treated unit, and the path it would have taken in the absence of the treatment. Our quantity of interest is
where τ t may be regarded as random or non-random depending on the framework considered. In this paper, we view τ t as a random quantity.
For every unit, we only observe the potential outcome corresponding to the treatment status actually received by the unit. We denote the observed outcome by Y it . We have
This means that, in τ t , the treated unit's potential outcome Y 1t (0) is unobservable for all t > T 0 .
The idea of the synthetic control method is to use an appropriate combination of the untreated units to approximate the treated unit's counterfactual outcome. This combination is formalized by choosing a set of weights {w i : i = 2, 3, . . . , N + 1} such that the weighted average of the control outcomes before treatment equals the outcome that the treated unit would have had in the absence of treatment:
This idea has been formalized in different ways. The framework originally developed by Abadie and Gardeazabal (2003) assumes that the researcher collects K pre-intervention covariates, collected in a K × 1 matrix X T for the treated unit, and a K × N matrix X C for the control units. Collecting the weights in the N × 1 vector w = (w 2 , . . . , w N +1 ) , the original setup chooses w as
collects the outcomes of all control units at t.
As discussed by Abadie et al. (2010) , the pre-intervention covariates X T and X C can include both pre-treatment characteristics and the pre-intervention outcome. In particular, if these matrices include all the values of the outcome for all pre-intervention periods, the inclusion of covariates is redundant (Kaul et al., 2019) , and the two-step procedure reduces to the single step:
It is therefore natural to focus on synthetic control methods where the researcher employs only pre-treatment outcomes to build the synthetic control unit. [Our approach is also applicable to a long regression procedure that adds other pre-intervention covariates, but we do not further discuss this case for space considerations.]
We focus on synthetic control methods that solves the following (possibly constrained) optimization problem:
is a parameter space that may involve certain constraints on the regression coefficients. Notice that we add an intercept in the covariates x t . Accordingly, the first element of w represents the constant term. It is common in practice to remove the intercept by demeaning the data and thus constrain slope coefficients only.
The general characterization of the synthetic control method in ( j=2 ω 2 j + α N +1 j=2 |ω j | ≤ Q}.
• Ferman and Pinto (2019):
The synthetic control method proposed in Abadie et al. (2010) excludes the intercept, while most other methods do not set ω 1 = 0 in W.
To further understand the approach, recall that unit i = 1 is treated and all other units are controls. Then, we can always define the "vertical" regression model:
Importantly, we do not attach any structural meaning to equation (2.3). The population vector w 0 is simply a pseudo-true value whose meaning should be understood in context, and is of course determined by the assumptions imposed on the data generating process. For example, with strong parametric functional form assumptions or rich enough nonparametric basis expansions, one may view equation (2.3) as a representation (or approximation) of E[y t |x t ]. Alternatively, if the (popu-
is included in W, then one may simply view
x t w 0 as a best linear predictor of y t given x t . Most importantly, in general, u t might even have a nonzero mean due to the (binding) constraints in W.
Naturally, the weight-selection procedure (2.2) and the statistical model (2.3) lead to the following definition of pseudo-true value w 0 :
At this level of generality, there is no reason to expect such w 0 to be unique. Nevertheless, if we knew the population equation (2.4), we could predict the counterfactual outcome for the treated unit, Y 1t (0), at a particular post-treatment period, say t = T > T 0 , as
Instead, we obtain an estimator w according to (2.2), and create the predicted post-treatment outcome for the treated unit as
The main goal of synthetic control is to estimate or quantify the random "parameter" τ t in (2.1) at a post-treatment period, that is, to measure the difference between the treated unit's outcome at any t > T 0 , and the outcome that the treated unit would have had for the same period in the absence of the treatment. Without loss of generality, we focus on a particular post-treatment period
The outcome Y 1T (1) is observed, and equal to Y 1T , but Y 1T (0) is unobserved because it is counterfactual. The SC method approximates Y 1T (0) with a combination of the untreated units given by the estimated weights w. Therefore, the SC prediction of the treatment effect at period T is
Because the treatment effect τ T is a random quantity, we refer to τ T as the SC prediction rather than as the SC estimator, since its target is not a fixed parameter. This is also the reason why we focus on constructing prediction rather than confidence intervals.
We are interested in the discrepancy between the SC prediction τ T and the true "effect" τ T , which we define as
In other words, ∆ T is the difference between the synthetic control prediction y T and the true
For a given set of constraints imposed in W, our goal is to characterize the uncertainty about this quantity. As we explained below, once uncertainty about ∆ T is characterized, this information can be transferred to uncertainty about Y 1T (0) because Y 1T (0) = ∆ T + y T .
Prediction Intervals
Within the canonical synthetic control framework, we view the quantity of interest τ T as a random variable, and hence we refrain from calling it a "parameter". Consequently, we call τ T a prediction of τ T rather than an "estimator" of it, and focus on building prediction intervals rather than confidence intervals for ∆ T or, equivalently, for Y 1T (0).
For each post-treatment time period T > T 0 , we seek to construct an interval [µ L , µ U ] such that
where α ∈ (0, 1). This definition corresponds to a conditional (on x T ) prediction interval for ∆ T , with coverage at least (1 − α), which is a stronger notion than its unconditional counterpart.
In other words, by iterated expectations, it follows that if [µ L , µ U ] is a (1 − α)-level conditional prediction interval then P[µ L ≤ ∆ T ≤ µ U ] ≥ 1 − α also holds. Depending on the particular implementation discussed below, the resulting prediction interval will have a conditional or an unconditional interpretation.
Since ∆ T = x T (w 0 − w) + u T , we can express the prediction interval as
The following lemma shows that if we can separately obtain a (finite-sample) bound for each of the two random variables x T (w 0 − w) and u T , we can combine both bounds to build a prediction interval for ∆ T , and therefore also for Y 1T (0), the counterfactual outcome of the treated unit at
Then,
Using this lemma, we can focus on building a probability bound for each of the two terms,
x T ( w − w 0 ) and u T , separately, and then combine them to build an overall bound for ∆ T . In the derivations that follow, we focus on the centered random quantity
in order to develop the concentration bounds that are needed to find expressions for the constants
, and M 2,U (α 2 ), which will give finite-sample probability guarantees for the prediction interval. Once we find these constants and build the prediction interval [µ L , µ U ] for ∆ T , we can immediately derive a prediction interval for y T = Y 1T (0), the counterfactual outcome of the treated unit in the post-treatment period T . Because ∆ T = y T − y T , a valid prediction interval
The resulting prediction interval for Y 1T (0) can be used to perform inference on the SC quantity of interest τ T under the "sharp" null hypothesis that the treatment has no effect on the distribution of the treated unit's outcome at the post-treatment period T , that is, the null hypothesis H 0 :
. To see this, note that the prediction interval [µ L + y T , µ U + y T ] will contain the (observable) post-treatment random outcome Y 1T (1) with probability at least 1 − α under H 0 in repeated sampling. In practical terms, after choosing the desired level α and building the corresponding prediction interval, if the observed Y 1T (1) is outside the interval, the researcher can conclude that it would have been unlikely (i.e., less likely than α probability for some small α)
to have observed Y 1T (1) lying outside the prediction interval if H 0 were true. In contrast, Y 1T (1) being contained in the prediction interval will happen 100(1 − α)-percent of the time in repeated sampling whenever the "sharp" null hypothesis H 0 is true. Therefore, our prediction intervals can be used to formally quantify the statistical uncertainty underlying the discrepancy between the observed outcome Y 1T (1) and the unobserved counterfactual Y 1T (0) for the treatment unit i = 1 at post-treatment period t = T . In turn, our results help understand the statistical significance of the treatment in a principled way.
We now turn to deriving the bounds that will allow us to implement Lemma 1. In our decom-
as capturing the in-sample uncertainty coming from constructing the SC weights using pre-treatment information, while u T corresponds to the out-of-sample uncertainty coming from misspecification fitting along with any additional noise occurring at the post-treatment period t = T . The following two sections are devoted to handle each of these terms, respectively.
Remark 1 (Regression with an intercept). The above construction applies to general (constrained) regressions. In practice, it is common to add an intercept to the regression, and impose constraints on slopes coefficients only. This is equivalent to demeaning the data first and implement a constrained regression without an intercept. In this case, it will be more convenient to separate the intercept from w 0 , i.e.,
Then, using the fact that ω 1 =ȳ −x −1 w 0,−1 , we have for a post-treatment period T > T 0 ,
In this context, Section 4 will be most useful for bounding (x T −x) ( w 0,−1 − w 0,−1 ), and we suggest using the concentration inequalities discussed in Section 5 to bound u T −ū.
Finally, it should be noted that we always treat x T as a fixed input at time T and do not account for its randomness. Regardingx −1 , one may further consider its concentration around the population mean, but since the product (
is usually of even smaller order, we will neglect this higher-order correction in our empirical applications.
Probability Bound for In-Sample Error
This section provides bounds for the in-sample error x T ( w − w 0 ). We will always assume that data are stationary. Before we present the results, we introduce some basic notation motivated by (2.2) and (2.4). The sample and population Gram matrices are Q := 1
, respectively. Similarly, the sample and population orthogonality-type vectors
respectively. We also set δ = w − w 0 and X = (x 1 , . . . , x T 0 ) to save notation. In addition, in view of Lemma 1, we will always think of x T as fixed, and accordingly, P(·) and E[·] should be respectively understood as the probability law and expectation conditional on x T .
For any constrained least squares estimator, a simple bound on x T δ can be constructed based on the basic inequality from optimization:
and the fact that the estimated weight w has to satisfy the constraints imposed in (2.2), i.e.,
These observations are usually the starting point for proving the concentration of w around w 0 .
The next lemma simply formalizes the idea of constructing bounds using (4.1) and (4.2).
Lemma 2. Assume that W is convex and w and w 0 defined in (2.2) and (2.4) exist. Then,
This lemma does not involve probabilistic statements. Clearly, T (·) is a random function since Q and γ are random quantities. As a consequence, C δ and {x T δ : δ ∈ C δ } are random sets defined by a random function, and accordingly, ς L and ς U are random variables defined by a random set.
If the distributions of ς L and ς U were known, we could simply take their quantiles as lower and upper bounds on x T δ and transform the conclusion of Lemma 2 into a probabilistic statement. In practice, however, such an approach requires knowledge of the distribution of the random function T (·). Under appropriate conditions, the random function T (·) can be approximated by a Gaussian process, and as shown in the following theorem, we can construct bounds based on such Gaussian approximation.
In the remainder of this section we focus on the upper bound ς U for brevity, but the result for the lower bound ς L follows analogously. For a vector
its operator norm, i.e., the largest singular value of A, and A max is the entrywise sup-norm, i.e.,
Theorem 1 (Gaussian Approximation). Suppose that the following conditions hold:
3. On a properly enriched probability space, there exists a random vector S ∼ N(0, Σ), Σ =
This theorem is established under three high-level conditions. Part 1 is a mild requirement for concentration, which can be shown using the basic inequality in (4.1). See Section 7 for an example.
Part 2 is about the concentration of Gram matrix Q, which can be proved using the techniques in non-asymptotic random matrix theory (e.g., Vershynin, 2010; Wainwright, 2019) . Part 3 requires √ T 0 ( γ − γ) to be well approximated by a Gaussian random vector. Such an approximation can be constructed by using, for example, Yurinskii's coupling inequality (e.g., Belloni et al., 2019; Li and Liao, 2019) , or some other related strong approximation result (see Zaitsev, 2013 , for a review).
Importantly, when the model is sparse and the L 1 -norm of δ can be tightly bounded, it may be more appropriate to replace the L 2 norm by the L 1 norm in part 1 and, accordingly, also replace the L 2 norm by the L ∞ norm in parts 2 and 3 of Theorem 1. In this case, only a bound on the maximum entry of ( Q − Q) and the largest component of the Gaussian approximation error is needed, which may lead to much weaker side restrictions. In general, such bounds can be established using some maximal inequalities under the imposed assumptions about data dependence structure and tail behavior; see, e.g., Vershynin (2018) , Wainwright (2019) and Doukhan and Louhichi (1999) for discussion and examples.
The result in Theorem 1, though still infeasible, implies that the constants M 1,L (α 1 ) and M 2,L (α 1 )
in Lemma 1 may be obtained via simulation, if we can properly approximate the function † T (·) and
the constraint set W − w 0 . In other words, putting aside the probability guarantee constants δ , Q and γ , the only unknowns in the above theorem are the Gram matrix Q and the covariance matrix of the Gaussian vector S. Instead of trying to estimate these quantities and then simulating the distributions of ς † L and ς † U , we propose to rely on the multiplier bootstrap.
To describe our bootstrap approach, first define a multiplier-bootstrapped objective function:
Its particular dependence structure should be determined based on the assumption about the data generating process; see below for more implementation details. Also, other choices of ζ t 's may be allowed, but standard normal weights usually help simplify bootstrapbased distributional approximation in theory. On the other hand, the constraint set used in the bootstrap world has to be properly defined to account for the parameters being possibly near or on the boundary, so that it mimics the local geometry of W − w 0 . Specifically, we will assume that the constraint set used in the bootstrap, denoted by W b , is locally equal to W − w 0 , i.e.,
where B(0, ε) is an ε-neighborhood around zero. We discuss below more implementation details.
The next theorem establishes validity of our proposed multiplier bootstrap approach, and provides the associated probability guarantees, under high-level conditions. Let P * [·] := P[·|D T 0 , x T ] be the probability law conditional on the data (and x T ).
Theorem 2 (Bootstrap Approximation). Suppose that the conditions in Theorem 1 hold. In addition, suppose the following conditions hold:
3. With P-probability at least 1 − π 6 ,
4. There exists S b ∼ N(0, Σ) independent of the data such that with P-probability at least 1 − π 7 ,
This theorem is also established under high-level conditions. Specifically, part 1 guarantees that the elements in C b δ are shrinking, which can be shown using the results given in Section 7. Part 2 requires that the nonzero entries of w 0 need to be large enough, so that they will not be shrunk to zero and the local geometry of the target constraint set is preserved in the bootstrap world. Part 3 simply says that by replacing the unknown errors {u t } by the residuals { u t } we only introduce some small approximation errors b xu . Such results may be established using the concentration of δ and maximal inequalities. In the end, part 4 is another Gaussian approximation of a random vector but in the bootstrap world, although it is important to notice that the bootstrap random vector T
ζ t is already Gaussian conditional on the data. Thus, one only needs to show that the conditional variance of that vector is close to its population counterpart and then employ, for example, Gaussian maximal inequalities to construct the desired approximation.
Finally, as discussed in the context of Theorem 1, when the model is sparse it is possible (and preferred) to employ the L 1 -norm in part 1 and the L ∞ -norm in parts 3 and 4.
In Theorem 1 and Theorem 2, the constants π j 's and π b j 's reflect additional small probability losses due to the different approximations already discussed, and consequently these theorems provide precise probability guarantees under high-level conditions. Under more primitive conditions, it is possible to specify their exact form (and order) of these probability penalties and even remove some of them by a more careful argument. Since the main goal of our paper is to develop a principled and feasible way of constructing the prediction intervals in Lemma 1, we do not discuss
Implementation
To simplify the discussion, we focus on the classical synthetic control method with a simplex constraint. Other types of constraints can be treated similarly. Also, in view of Remark 1, we will exclude the intercept. Thus, with a little abuse of notation, we redefine x t = (Y 2t (0), . . . , Y N +1,t (0)) , and then the constraint set is
To implement Theorem 2, we first define explicitly a constraint set in the bootstrap world based on the original estimated weight w = ( ω 2 , . . . , ω N +1 ):
η T is a tuning parameter that ensures the constraint set in the bootstrapped world preserves the local geometry of W − w 0 . In typical settings, one may take η T log N/T 0 . Notice that by this construction, a sufficent condition for Assumption 2 in Theorem 2 is that min{|ω 0,j | : ω 0,j = 0} − δ > η T ∨ b δ , i.e., the nonzero pseudo weights should not be too small.
On the other hand, recall that we define a bootstrapped version of T (δ) as b
For independent data, one can simply take {ζ t } T 0 t=1 as a sequence of independent standard normal random variables independent of the data. When the data are (weakly) dependent, one may employ a block multiplier bootstrap procedure. The following is an example: 3. Let {ζ l } L l=1 be independent standard random variables independent of the data. Construct the multiplier bootstrap statistic: 
Probability Bound for Out-of-Sample Error
The unobserved random variable u T is a single error term in period T , which can be understood as the error from out-of-sample prediction. In principle, one could construct a non-asymptotic probability bound on u T via concentration inequalities. Before we present such results, recall that at period t = T , both x T and (y t , x t ) for all t < T have been observed, and they may contain some useful information for predicting u T . Formally, we introduce a conditioning set F T which has been realized by period T . For example, one may define F T = {x T } in the i.i.d case, or more generally, one could take
The specific choice of F T should be based on the researcher' modeling assumptions and the application considered.
Crucially, we re-emphasize that E[u T |F T ] may or may not be equal to zero. For example, if E[y t − x t w 0 |x t ] = 0 for w 0 ∈ W and the data were stationary, then E[u T |x T ] = 0 would be a reasonable assumption. Otherwise, one should try to account for this non-zero conditional mean and correct the prediction interval accordingly. This would add further uncertainty to the final prediction and, if desired, one could further consider concentration bounds for such estimates using the ideas discussed in this paper.
As a simple illustration, the following lemma provides bounds for u T under different moment conditions. Such textbook inequalities can be found in, for example, Vershynin (2018) and Wainwright (2019).
Lemma 3 (Bound for u T ).
If there exists some
We will exploit the above inequalities to quantify the second source of uncertainty underlying the construction of the prediction intervals, as described in Lemma 1.
Implementation
For practical purpose, we outline four alternative strategies to assess the uncertainty coming from u T . From a general perspective, these approaches can be seen as part of a sensitivity analysis, as we further illustrate in Section 6 using several empirical applications.
Our first two approaches construct probability bounds that are unconditionally valid if no conditioning set F T is specified, or if u T is statistically independent of F T :
(i) Non-asymptotic bound. In view of Lemma 3, we only need to extract some simple features of u T (e.g., V[u T ] or high-order moments), depending on the assumptions imposed. In practice, one may simply use pre-treatment residuals { u t } T 0 t=1 to estimate these parameters, if they are assumed to be invariant across time. Alternatively, these parameters could be set using external information or varied across different values to assess the sensitivity of the resulting prediction intervals (see Section 6.1 for an example).
(ii) Quantile approximation. When data are stationary, as a simple method, one only needs to estimate the quantiles of u T using the pre-treatment data. If the estimated weights w are consistent for, or "concentrating" around w 0 , then the empirical quantiles of the residuals
When a conditioning set F T is specified, it is arguably more interesting to construct probability bounds for u T that are valid conditional on F T . The third and fourth strategies are proposed for this scenario:
Then, for example, the bounds for u T can be set as M 2,L (α 2 ) =
where c (α 2 /2) and c (1 − α 2 /2) are α 2 /2 and (1 − α 2 /2) quantiles of t respectively. In practice, one may assume E[u t |F t ] and V[u t |F t ] take some simple parametric form and estimate them using the residuals { u t } T 0 t=1 . Once such estimates are available, the quantiles of t can be easily obtained using the standardized residuals.
(iv) Quantile regression. In view of Lemma 1, we only need, for example, α 2 /2 and (1 − α 2 /2) conditional quantiles of u T given F T . Consequently, we can simply use some standard quantile regression technique to estimate such quantities.
While the four approaches above are simple, and potentially useful in some empirical applications, it is important to note that assuming the distribution of u T is the same as that in the pre-treatment period may be unrealistic in some settings. Similarly, estimating distributional features using pretreatment data may not always perform well in practice. Therefore, researchers may also want to construct prediction intervals for x T w 0 using the results in Section 4, and then conduct some (informal) sensitivity analysis to understand, for example, how large the additional uncertainty contribution coming from u T needs to be in order to render the "treatment effect" statistically insignificant. Section 6.1 further discusses and illustrates the latter idea. In each of these applications, we construct: (1) Accordingly, for each of the three empirical applications we present six plots: the SC prediction
Empirical Illustration
x T w, the prediction interval (PI) for the synthetic unit x T w 0 only with at least 84% coverage probability, and the four different constructions of PIs for the counterfactual Y 1T (0) with at least 68% coverage probability. This coverage probability levels are standard in time series settings, where only a few time observations are available. Our empirical results are given in Figures 1, 2 and 3.
In the first empirical application, the key variable of interest is real per capita GDP of West Germany, which is arguably non-stationary. To avoid this problem, we transform it by taking the (log) difference operator, and hence implement our analysis using the resulting growth rate time series instead. Figure 1(a) shows the growth rate of per capita GDP of the synthetic West West Germany series is above the observed one, suggesting a negative economic shock on West Germany after reunification. Figure 1(b) adds a 84% conservative prediction interval for the GDP growth rate of the synthetic West Germany. Clearly, the observed sequence is separated from PIs in a few periods after 1990. However, when we add the uncertainty associated with u T , in Figures   1(c)-(f) , the resulting PIs cover the observed sequence for most post-treatment periods. Thus, our prediction intervals do not support a statistically significant (negative) effect of reunification on West Germany.
In the second example, the outcome of interest is the quarterly GDP growth rate of Israel obtained from OECD.Stat. Due to data availability, we use 19 quarters prior to the Intifada (1996Q1-2000Q3) as the pre-treatment data, and the analysis of treatment effects ends at 2005Q4.
The results are presented in Figure 2 . Clearly, the conflicts severely affected the economic growth of Israel after 2000, and in many post-treatment periods, the observed growth rate is well below the prediction interval. We also conduct this analysis using annual GDP data from Penn World Table   9 .1, and the result is similar. We also find that in this application researchers need to carefully select pre-treatment periods when estimating the SC weights, since this region experienced quite a few conflicts even before 2000.
The last example is about per-capita cigarette sales in California. It differs from the previous two in that the size of the donor pool is larger than the number of available pre-treatment periods. We still apply our procedure to this problem, but we remind readers that, to the best of our knowledge, the bounds for Gaussian approximation errors in this high-dimensional setting may be very loose, and it is still an open question in the literature if they can be much improved. We find the per-capita cigarette sales are non-stationary, and thus we take their (log) growth rate. The result is reported in Figure 3 . We can see that the observed growth rate of California during the post-treatment period is generally lower than the SC prediction, and throughout the four constructions of PIs for the counterfactual of California, there are several periods in which the observed series is outside of PIs, indicating some significant effects of the tobacco control program.
Sensitivity Analysis
Adding the uncertainty of the post-treatment error u T lengthens the prediction intervals quite a bit in these examples. However, the exact impact of this additional uncertainty depends on the method used to incorporate the uncertainty coming from u T .
As mentioned previously, the four methods we discussed so far can be viewed as particular instances of a more general sensitivity analysis. In other words, varying the additional uncertainty contribution coming from u T in a principled way, researchers can better understand its impact on the construction of the prediction intervals. In this subsection, we further illustrate this approach.
Focusing on approach 1 for concreteness, we can still rely on Gaussian bounds in Lemma 3 to assess how the prediction intervals behave as the variance of u T varies. 
Concentration Bound for In-Sample Error
We briefly discuss an alternative, finite-sample concentration bound for x T δ based on the basic inequality (4.1). The approach in this section may be very conservative in practice but is theoretically valid even for ultra-high-dimensional data, and thus provides an alternative to the bootstrap-based approach we developed in Section 4. We continue to focus on the canonical case of a simplex constraint for W and on the upper bound M 1,U (α 1 ) in Lemma 1 for simplicity.
Lemma 4. Assume that W is convex, w and w 0 defined in (2.2) and (2.4) exist, and the following conditions hold: (i) δ Q δ ≥ C 1 δ 2 2 − C 2 δ 2 + C 3 and (ii) 2( γ − γ) δ ≤ C 4 δ 2 + C 5 , where C j , j = 1, . . . 5 are constants possibly depending on T 0 . Then,
Furthermore, if δ 1 ≤ C 6 δ 2 for some C 6 > 0, then |x T δ| ≤ C 6 δ x T ∞ .
Regarding condition (i) in Lemma 4, suppose that the number of nonzero elements in w 0 is no greater than s for some s N ∧ T 0 . In the literature on Lasso there have been quite a few studies showing that under proper conditions there exists some constant κ Q such that with high probability, for any δ ∈ W − w 0 , δ Qδ ≥ κ Q δ 2 2 . This is usually referred to as the restricted eigenvalue condition. For example, Rudelson and Zhou (2013) shows that when the random design matrix X = (x 1 , . . . , x T 0 ) is generated as a linear transformation of an isotropic subgaussian matrix, the restricted eigenvalue condition can be satisfied with high probability. Then, we can simply set C 1 = κ Q and C 2 = C 3 = 0. Theorem 3 below will employ this result to establish condition (i) in Lemma 4, despite the fact that from a theoretical perspective the restricted eigenvalue condition for the simplex constraint may be weaker than that for Lasso, since there are additional constraints (i.e., positivity), which restricts how w deviates from w 0 .
Regarding condition (ii) in Lemma 4, first notice that there is a simple upper bound:
If we knew the distribution of γ − γ ∞ , we could simply set C 4 = 0 and C 5 = 4c(1 − α 1 ) where
Alternatively, in cases where w 0 is sparse with s non-zero elements,
Then, we can set C 4 = 4 √ sc(1 − α 1 ) and C 5 = 0 to satisfy condition (ii) in Lemma 4. Therefore, given the above discussion, the remaining task is to approximate the distribution of γ − γ ∞ . Gaussian approximations for such quantities have been thoroughly studied in literature (e.g., Chernozhukov et al., 2013 Chernozhukov et al., , 2018 , and references therein). For example, a simple multiplier bootstrap for independent data using the results in the literature proceeds as follows.
1. Generate independent standard normal random variables {ζ t } T 0 t=1 , independent of the data.
Construct the multiplier bootstrap statistic: max
3. The conditional (1 − α)-quantile c b (1 − α) of this bootstrap statistic, given the data, provides a valid approximation of the (1 − α)-quantile of
The following theorem formalizes the idea discussed above. For a vector v ∈ R N and J ⊂ {1, . . . , N }, v J denotes the subvector supported on J, |J| is the cardinality of J, and v 0 denotes the number of nonzero elements. In addition, we say Ψ ∈ R N is an isotropic ψ 2 random vector with a constant ι if E[ΨΨ ] = I N and for every v ∈ R N , inf{c :
Theorem 3. Assume that {x t , u t } is i.i.d. subgaussian and w 0 0 ≤ s. Furthermore, X = ΨΣ X where Ψ ∈ R T 0 ×N is a random matrix whose rows are independent copies of an isotropic ψ 2 random vector on R N with a constant ι, and the (fixed) matrix Σ X satisfies
and T 0 ≥c 1 log N for some constants c 1 , c 1 ,c 1 > 0, then
for some constants c, c , C > 0 where
This theorem could be used instead of Theorems 1 and 2 in Section 4 in order to compute M 1,L (α 1 ) and M 1,U (α 1 ) in Lemma 1. However, in the empirical applications discussed in Section 6 we found the resulting prediction intervals to be too conservative. This fact led us to develop the results in Section 4. Nevertheless, we do report Theorem 3 because it may be useful in other applications of SC methods.
Based on our theoretical and empirical results, we recommend the following procedure for future applications.
1. Check whether the data are stationary. If they are, move on to the second step. If not, further consider the following two scenarios:
(a) If the multiple time series are cointegrated, we suggest estimating their long-run equilibrium relations using well-developed techniques in time series analysis.
(b) If the data are not cointegrated, or the cointegration relation of "levels" is not of particular interest, we suggest detrending (or first-differencing) the data. Then move on to the second step, and conduct all analysis using the new stationary series.
2. Select a constraint set W and implement the constrained optimization in (2.2).
3. Implement the block or multiplier bootstrap procedures discussed in Section 4, and construct a prediction interval for the (nonrandom) synthetic control component x T w 0 . As an alternative, consider the concentration approach in Section 7, which may be more conservative but also finite-sample valid in ultra-high-dimensional settings under weaker conditions. 4. Construct a probability bound for the post-treatment error u T using the ideas discussed in Section 5, and combine it with that for x T w 0 to obtain a prediction interval for Y 1T (0) (or, equivalently, for ∆ T ).
Conduct a sensitivity analysis.
(a) Try different relaxation parameters η T 0 and b used in the bootstrap procedure.
(b) Try different approaches to bound the distribution of u T (given x T or F T ). For example, change the specification for the conditional quantile (or conditional variance) function for u t .
(c) Relax the original constraint used in W.
In addition to the main recommendations above, and other appropriate sensitivity analysis for SC methods, it is important to carefully select the pre-treatment (training) period. In practice there may exist other pre-treatment shocks that distort the relationship between the treated and the untreated units, which can seriously affect the performance of the SC method. In addition, it is crucial to carefully select the donor pool for constructing the post-treatment estimates, since some untreated units may experience other shocks during the post-treatment periods, rendering the pre-treatment relationship no longer applicable.
Conclusion
We focused on quantifying the uncertainty of the SC method in predicting the main quantity of interest in the canonical SC framework, τ T = Y 1T (1) − Y 1T (0). This quantity is the difference between the observed outcome of the treated unit in a post-treatment period T , and the outcome that the treated unit would have had at period T in the absence of treatment. Because we view τ T as a random variable and there is a single treated unit, we proposed prediction intervals that offer finite-sample probability guarantees regarding the realization of the counterfactual treated outcome.
Our methods are useful to assess the "sharp" null hypothesis that the distributions of Y 1T (1) and Y 1T (0) are equal, because under this null hypothesis the realization of Y 1T (1) will fall inside our prediction interval with at least 1 − α probability in repeated sampling. In this sense, observing a post-treatment outcome for the treated unit Y 1T inside the prediction interval implies that the researcher cannot confidently conclude that the treatment affected the outcome distribution.
Our approach took the canonical SC constrained least squares optimization approach as the starting point. We modeled the counterfactual of the treated unit at period T as the weighted sum of the untreated units' outcomes at T (with weights estimated with pre-treatment outcomes), and an error term that captures both the post-treatment shock and the likely misspecification in the SC weights estimation. This decomposition highlighted two sources of uncertainty, one from the in-sample estimation of the SC weights in the pre-treatment period, and the other from the post-treatment error that arises due to the unavoidable out-of-sample prediction involved in the SC method and the potential misspecification of the SC weights. Using finite-sample concentration bounds, we derived prediction intervals that incorporate both sources of uncertainty. Because the uncertainty stemming from the out-of-sample (post-treatment) error term is hard to handle under general misspecification, we also suggested combining the prediction interval for the SC outcome with a sensitivity analysis for the post-treatment error term. Our re-analysis of three SC empirical applications showed how our approach can be used in practice to rigorously quantify the probability that the observed difference between the treated unit's post-treatment outcome and the SC outcome is compatible with the presence of a "sharp" treatment effect, that is, a change in the distribution of Y 1T (1) relative to the distribution of Y 1T (0).
Appendix: Derivations and Proofs
Proof of Lemma 1
We have that
Then the result directly follows.
Proof of Lemma 2
Let y = (y 1 , . . . , y T 0 ) and X = (x 1 , . . . ,
denotes the expectation against the distribution of (y t , x t ) with w treated as fixed. Then, we have α( w − w 0 ) Q( w − w 0 ) ≥ 2γ ( w − w 0 ). Since it holds for any
With P-probability (conditional on x T ) at least 1 − π 1 , δ 2 ≤ δ , and thus we only need to focus on the shifted δ -neighborhood round w 0 , i.e., B(w 0 , δ ). With P-probability (conditional on x T ) at least 1 − π 2 , Q − Q 2 ≤ Q . Then we have with P-probability (conditional on x T ) at least
By assumption, on a properly enriched probability space, there exists a random vector S ∼ N(0, Σ)
Then it follows that {δ ∈ B(w 0 , δ ) :
Define an event A on which δ ∈ B(w 0 , δ ) and the previous approximation of T (δ) by † T (δ)
holds. Then we have
The proof is complete.
Proof of Theorem 2
By assumption, with P-probability (conditional on
x T ) at least 1 − π 4 − π 6 .
Then we have with P-probability (conditional on x T ) at least 1 − π 2 − π 4 − π 6 ,
Thus, we conclude that with P-probability (conditional on x T ) at least 1 − π 2 − π 4 − π 5 − π 6 − π 7 ,
which holds with probability conditional on the data at least 1 − π b 1 − π b 2 . This event implies that
Then by the same argument in the proof of Theorem 1, with P-probability (conditional on x T ) at
Here we use the basic fact that the approximation random function b, † T (δ) in the bootstrap world has an identical distribution as that of † T (δ) in the original world. Then we conclude that
C with high probability by Maximal Inequality for sub-exponential random variables. Then, collecting all these results, with high probability, we have P * (|A| > CT −c 0 ) ≤ C T −c 0 .
Then it follows by the argument in the original proof of Theorem 4.3 in Chernozhukov et al. Then, by (4.1) ,
which suffices to show the first bound:
The second bound simply uses the fact that w 1 ≤ 1: with high probability,
The last bound is trivial. Then the proof is complete. Notes. Prediction intervals are constructed using on approach 1 in Section 5, with 1 − α = 0.68. Five values are considered on the horizontal axis corresponding to c × σF T , where c = 0.25, 0.5, 1, 1.5, 2 and σF T denoting the estimated standard deviation of the estimated uT . The horizontal solid line represents the observed outcome YiT (1) for the treated unit.
