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Abstract
W ith code division multiple access (CDMA) systems being the prominent multipleaccess scheme for the air interface for 3G cellular systems, most standardisation
bodies have based their terrestrial cellular systems on DS-CDMA (W-CDMA, UMTS,
cdma2000). With 4G systems fast approaching, bringing with them improved ser-
vices and quality of service standards, there is growing interest in further investigating
and developing more efficient multiple access techniques such as multicarrier CDMA
(MC-CDMA) systems. MC-CDMA combines multicarrier modulation (MCM), namely
OFDM, with CDMA profiting from the benefits of both multiplexing techniques; as
such, MC-CDMA is emerging as a possible candidate for the air interface multiple
access scheme for 4G cellular systems.
Multiple access interference (MAI) is a limiting factor of CDMA systems in terms of
system capacity as orthogonally designed spreading sequences lose their orthogonality
in the presence of timing misalignments amongst mobile subscribers in a cell; such is the
case over the uplink channel. Ensuring orthogonal code properties minimises the MAI
over synchronous environments, however, it is when the users are allowed to transmit
asynchronously, as is the case over the uplink channel, that MAI inflicts significant
performance degradation. In CDMA systems, all subscribers are active on the same
frequency band simultaneously and signal separation is facilitated upon reception via
the properties of the assigned spreading codes. Under asynchronous conditions the
code properties alone do not provide the necessary separation and an additive MAI
term remains in the detection process. In addition to the separation abilities of the
spreading codes, a further method of deciphering the desired subscriber signal from the
interfering subscriber signals is sought.
In this thesis we propose a statistical model for both the probability density function
(pdf) of the total MAI power and the corresponding bit-error rate (BER) observed
during asynchronous CDMA transmission. The modelling offers the full statistic the
MAI power and resulting BER, not just the first and second order statistics. In addition
to statistically quantifying the MAI power, the thesis also proposes a technique for the
ii
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successful reduction of MAI caused by asynchronous transmission. This interference
reduction technique is derived from an ambiguity domain analysis of the asynchronous
CDMA detection problem and its application to both the DS-CDMA and MC-CDMA
multiplexing techniques is presented and the results show significant MAI reduction,
and thus an improved the BER.
A methodology for the approximation of the total MAI power pdf and the result-
ing BER pdf is proposed for the asynchronous DS-CDMA and MC-CDMA techniques.
This methodology is derived for the use of Walsh-Hadamard (WH) and Gold spread-
ing sequences, however, it is applicable to any given set of deterministic spreading
sequences. The total MAI power pdfs of both systems are statistically modelled as
being Nakagami-m distributed and the corresponding BER modelling is derived from
the Nakagami-m formulation offering the full statistic of both the incurred MAI power
and the achievable BER.
The proposed pdf acquisition methodology and statistical models can be used as
analysis tools to assess the relative performances of the DS-CDMA and MC-CDMA
techniques for a variety of communications environments. Here the asynchronous up-
link channel is considered in the absence of fading and the results show a clear distinc-
tion between the BER performances of the MC-CDMA and DS-CDMA systems, for
which the MC-CDMA system offers a superior performance for the purely asynchronous
channel considered. The results suggest a higher resistance to MAI in the MC-CDMA
technique in comparison to the DS-CDMA system for the considered transmission sce-
nario.
Following ambiguity function analysis of the asynchronous CDMA detection prob-
lem, the concept of dual-frequency switching is introduced to the existing DS-CDMA
and MC-CDMA techniques giving rise to the proposed dual-frequency DS-CDMA
(DF/DS-CDMA) and dual-frequency MC-CDMA (DF/MC-CDMA) schemes. Peri-
odically switching the carrier frequency between dual frequency bands at consecutive
symbol boundaries facilitates partial CDMA signal separation upon asynchronous re-
ception. Such switching of the carrier frequency induces a separation in frequency
between offset interference signals and the reference signal; this is equivalent to shifting
the energy concentration of the interference signals away form the ambiguity domain
origin (representing the decision variable of the matched filter). Further MAI reduction
is demonstrated through careful design of the dual carrier frequencies.
The newly proposed DF systems clearly outperform the standard DS-CDMA and
MC-CDMA systems when adopting equivalent spreading factors. The DF/DS-CDMA
technique in particular achieves the most MAI reduction and in doing so, surpasses
all other considered techniques to offer the best BER performance for the purely
iv Abstract
asynchronous channel considered. In terms of bandwidth usage, the DF/DS-CDMA
bandwidth is 1.5 times that of the DF/MC-CDMA system and from the BER results
presented, one may argue that DF/MC-CDMA offers the better BER given the band-
width usage. The multicarrier systems presented, MC-CDMA and DF/MC-CDMA,
offer attractive BER performances for the bandwidth used and it is concluded that
MC-CDMA is a genuine candidate for the uplink air interface multiple access scheme
for future mobile cellular technologies.
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Chapter 1
Introduction
T he number of mobile and Internet subscribers is growing rapidly on a globalscale, and with this growth comes new and improved wireless services and in-
creased quality of service (QoS) demands. Third and fourth generation mobile cellular
communications aim at achieving high data rates to facilitate high quality voice com-
munications and reliable wireless multimedia services (IP-based services). To accom-
modate the growth of both subscribers and multimedia service standards, there is a
strong need for the continued evolution of mobile cellular communications technology.
This growth trend is expected to continue to escalate in a similar fashion in the coming
years with people relying more and more on the internet and the convenience of wireless
communications services.
The amount of radio frequency spectrum assigned to mobile cellular communica-
tions is limited and consequently bandwidth is a precious communications commodity.
Parallel to developing new technologies to support innovative wireless services, it is also
imperative to make efficient use of channel resources, namely the allocated bandwidth.
The focus of mobile cellular technologies evolution therefore remains to fit as many
subscribers onto the network as possible without exceeding the available bandwidth
and maintaining the desired QoS requirements.
1.1 The Evolution of Mobile Cellular Technologies
Primarily, voice traffic was seen as the major service priority offered via mobile com-
munications. More recently subscribers have been benefiting from additional wireless
services such as text services including short message service (SMS), imaging services
including multimedia message service (MMS), and Internet based applications includ-
ing fast file transfer, web browsing and remote email. Such additional services have
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appeared as a result of the surge in telecommunications demand and the successful
evolution of mobile cellular technologies over the past decade. The evolution of mobile
cellular technologies continues to accommodate the advances in the telecommunications
industry offering "bigger and better" wireless services.
1.1.1 First Generation Cellular Technologies
The first generation (1G) of mobile cellular systems simply refers to the superseded
analog mobile technologies of the late 1970’s and early 1980’s such as the Nordic Mobile
Telephone system (NMT), Advanced Mobile Phone System (AMPS) and Total Access
Communications System (TACS) no longer beneficial in today’s communications boom;
such cellular technologies have since been replaced through the roll-out of digital cellular
systems. While 1G systems supported primarily voice services, the digital technology
of the next generation of cellular systems supports, in addition to voice traffic, paging,
data and fax services.
1.1.2 Second Generation Cellular Technologies
In replacing the 1G cellular systems in the early 1990’s, the second generation (2G) of
mobile cellular systems introduced digital wireless technology to the world of mobile
communications. 2G systems expanded on the capabilities of 1G systems in terms of
improved capacity, voice quality and coverage area. Emphasis was also placed on in-
creasing the compatibility between mobile technologies worldwide. Regions around the
world were divided with respect to spectrum allocations and multiple access techniques
resulting in multiple 2G standards. The dominant 2G standard deployed in over 100
countries worldwide was the Global System for Mobile Communications (GSM). The
GSM standard, initially introduced by the European Telecommunications Standards
Institute (ETSI) [1] in the early 1990’s uses a combination of time division multiple
access (TDMA) and frequency division duplexing (FDD). Data is transmitted via slots
created by subdividing both time and frequency; the available frequency is divided
into subbands of 200kHz and TDMA frames consist of eight timeslots each of 0.577ms
[2]. In Europe the 1710 − 1785MHz and 1805 − 1880MHz frequency bands were allo-
cated for GSM1800 while the GSM system utilised in Asia Pacific (including Australia),
GSM900, operates on the 880−915MHz and 925−960MHz frequency bands. Other suc-
cessfully deployed 2G standards include TDMA/136, IS-95-A (Interim Standard 1995
release) and Japan’s PDC (Pacific Digital Communications). The IS-95-A standard is
based on narrowband (as opposed to wideband to appear in the following generation
of cellular systems) direct-sequence code division multiple access (DS-CDMA) and was
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successfully standardised and deployed as a 2G technology in the United States by the
Telecommunications Industry Association (TIA).
The second phase of 2G systems, commonly referred to as 2.5G saw the inclusion of
packet radio data and the further improvement of voice quality, data rates and coverage
area. The 2.5G upgrade of GSM came in 1997 with the General Packet Radio System
(GPRS) standard [3]. The packet-switched GPRS standard was developed to support
internet applications (fast file transfer, web browsing and remote email) instead of using
the circuit-switched GSM standard [4]. GPRS offered increased data rates of 22.8kbps
compared to those of 14.4kbps of circuit-switched GSM [5]. Further enhancement of the
GSM systems emanated from the release of Enhanced Data rates for GSM Evolutions
(EDGE) in 1999 [2][5]. In 1998 IS-95-B was introduced, upgrading the existing IS-95-A
standard to include higher rate packet data services. IS-95-B is backwards compatible
with IS-95-A and both of these 2G standards are collectively known as cdmaONE [6].
As with the GSM based technologies, the IS-95-B enhancement brought higher data
rates, increasing the 14.4kbps data rate of IS-95-A to 115.2kbps through packet data
services [7][8].
1.1.3 Third Generation Cellular Technologies
The third generation (3G) mobile systems aim at evolving the 2G technologies to
include IP based multimedia communication capabilities such as reliable internet access
and high definition image and video services. The International Telecommunications
Union (ITU) is the governing body of telecommunications worldwide and as such is
responsible for the development of mobile telephony technologies and standardisation
[9]. In 1992, it was announced during the World Administrative Radio Conference
(WARC) of the ITU that 3G systems were to be allocated the 1885 − 2025MHz and
2110− 2200MHz bandwidths (2GHz frequency bands) [10].
The common objective of 3G systems was to create a seamless global coverage
area enabling the connection of any two mobile terminals throughout the world. This
was initially desired to be facilitated through the use of a sole air interface, how-
ever, such an ideal did not eventuate. Due to differing desires in various regions,
there exist subtle variations of the standardised 3G systems. UMTS (Universal Mobile
Telecommunications System) [11][12] is the name given to 3G systems in Europe by
the ETSI while IMT-2000 (International Mobile Telephony 2000) [7] formerly known as
FPLMTS (Future Public Land Mobile Telecommunication Systems) [10] is the name
given by the ITU, referring to the equivalent 3G systems in Japan and the United
States. The ITU set data rate requirements for 3G UMTS/IMT-2000 technologies to
facilitate the desired multimedia services; data rate requirements of 384kbps for pedes-
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Table 1.1: 2G to 3G Cellular Systems Evolution
Region 2G Technology 3G Air Interface Scheme
US cdmaONE, GSM1900, TDMA W-CDMA, EDGE, cdma2000
Europe GSM900/1800 W-CDMA, GSM, EDGE
Japan PDC W-CDMA
trian communications and 2Mbps for fixed terminal have been specified by the ITU.
The most predominant multiple access scheme for the air interface of 3G technologies
is W-CDMA1 [7][13][14]. Other air interfaces facilitating 3G services include EDGE
[2] and cdma2000 [6]; the EDGE standard is the 3G upgrade of the 2G GSM/GPRS
and TDMA/136 standards [5], while cdma2000 (comprising of cdma2000 1xEV-DO,
cdma2000 1xEV-DV and cdma2000 3x) is an upgrade of the cdmaONE standard [8].
In the evolution of 2G technologies to include 3G technologies, the 3G systems
are standardised in such a way to operate successfully over existing 2G core networks.
This is to say 3G technologies are standardised to be backwards compatible with 2G
technologies, allowing for example, EDGE systems to provide GSM services. The
evolution from 2G to 3G systems and their corresponding air interface are displayed in
Table 1.1 [11]. The dominance of W-CDMA in the air interface of 3G cellular systems
is evident from Table 1.1.
The enhancement and evolution of GSM systems was previously conducted through
the ETSI. These enhancements included the GPRS and EDGE standards. More re-
cently (since 2000), GSM based evolutions have been orchestrated by the 3rd Genera-
tion Partnership Project (3GPP) [15] in an effort to transform the GSM technologies
towards the desired UMTS/IMT-2000. The systems currently under standardisation
by the 3GPP include GERAN (based on GSM/EDGE radio access technologies) and
UTRAN (UMTS terrestrial radio access network). Due to the absence of a single 3G
standard, a second partnership project, 3GPP2 [16], was also formed to work towards
the standardisation of cdma2000 technologies based on the evolution of cdmaONE.
1.1.4 Fourth Generation Cellular Technologies
The basis of 3G cellular systems has been based around DS-CDMA; this basis is evident
from the global appearance of W-CDMA in 3G technologies. As the number of mobile
subscribers continues to surge along with the evolution of wireless services, the next
generation of mobile communications, the fourth generation (4G), will also need to
evolve in order to support even higher data rates and network capacity. W-CDMA
1W-CDMA is considered wideband CDMA due to its bandwidth of 5MHz [13] in comparison to the
2G narrowband CDMA technology (cdmaONE) exhibiting a bandwidth of only 1.25MHz [7].
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is seen as the dominant multiple access scheme for the air interface in 3G systems
standardisation and will remain a candidate for 4G standardisation. Since the recent
popularity of orthogonal frequency division multiplexing (OFDM) [17] and multicarrier
modulation (MCM) techniques, multicarrier code division multiple access (MC-CDMA)
[17][18][19][20] is emerging as a possible candidate for the air interface multiple access
scheme of 4G technologies.
1.2 Existing Work and Thesis Objectives
With code division multiple access (CDMA) systems being the prominent multiple
access scheme for the air interface for 3G cellular systems, most standardisation bod-
ies have based their terrestrial cellular systems on DS-CDMA (W-CDMA, UMTS,
cdma2000) [7]. With 4G systems fast approaching, bringing with them improved ser-
vices and QoS, there is growing interest in further investigating and developing more
efficient multiple access techniques such as MC-CDMA systems [18][19]. MC-CDMA
combines MCM as utilised in OFDM with CDMA profiting from the benefits of both
systems [21]; as such, MC-CDMA is emerging as a possible candidate for the air inter-
face multiple access scheme for 4G cellular systems.
The concept of MCM, the fundamental principles and benefits of which are outlined
in [22], was first applied to CDMA in 1993 by N. Yee [19]. This study has provided the
platform for further MC-CDMA systems research and it further highlights the potential
benefits of utilising MCM in CDMA systems. MC-CDMA systems have since become
accepted as potential multiplexing schemes for future design and implementation of
telecommunications systems and its growing popularity has made it a topic of further
research. The design and communications characteristics of MC-CDMA systems have
been outlined in [18][21]. This literature further explains the potential of MC-CDMA
applications to combat frequency-selective fading and interference related multipath
effects.
Multipath fading [23] has been the focus of previous MC-CDMA studies, exploiting
its MCM attributes. The MC-CDMA technique was shown to have little bit-error rate
(BER) performance advantage over DS-CDMA under synchronous frequency-selective
fading [24]. However, MC-CDMA was shown to be superior, in terms of BER, in
comparison to DS-CDMA under asynchronous frequency-selective fading environments
[25]. This suggests the difference between the two systems could lie in the asynchronous
channel and this concept will become the basis of this thesis.
Multiple access interference (MAI) is a limiting factor of CDMA systems in terms of
system capacity as orthogonally designed spreading sequences lose their orthogonality
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in the presence of timing misalignments amongst mobile subscribers in a cell; such is the
case over the uplink channel. Ensuring orthogonal code properties minimises the MAI
over synchronous environments, however, it is when the users are allowed to transmit
asynchronously, as is the case over the uplink channel, that MAI inflicts significant
performance degradation.
1.2.1 Bit-Error Rate Approximations
Initial studies by Pursley [26] analysed the average signal to noise ratio (SNR) for
asynchronous DS-CDMA systems. The system description was established such that
all phase shifts, time delays and data symbols were modelled as mutually independent
random variables and as such the interference resulting from imperfect code cross-
correlations (MAI) was treated as additional noise. This study concluded that a good
approximation to the average probability of error in asynchronous DS-CDMA systems
is the Gaussian approximation method. This approximation method assumes the total
MAI forms a Gaussian random variable and hence computes the average probability
of error via a cumulative Gaussian distribution function (which will be seen in the
BER analysis of this thesis) after determining the mean and variance of the MAI. In
addition to the SNR based approximation in [26], the work in [27] obtained the upper
and lower bounds on the average probability of error in asynchronous DS-CDMA. A
similar study computed these upper and lower bounds through moment-space analysis
in [28]. Evaluating both the upper and lower bounds proves beneficial as together they
provide more information than a single estimate of the average probability of error.
An alternative approach to the standard Gaussian approximation method was es-
tablished in [29] for random spreading sequences and in [30] for deterministic spread-
ing sequences. Instead of obtaining a scalar for the average probability of error, the
characteristic function of the decision statistic (containing the data, MAI and addi-
tive white Gaussian noise (AWGN) components) was used to compute the probability
density function (pdf) of the total MAI. This use of characteristic function analy-
sis accompanied the work in [31] where approximations of the average probability of
error were made by integrating the characteristic function. An "improved Gaussian
approximation" method was proposed in [32] showing improved accuracy over the pre-
viously developed Gaussian approximation method [26] (referred to as the "standard
Gaussian approximation") for the probability of bit error using only random spreading
sequences. This work demonstrated the inaccuracy of the standard Gaussian approx-
imation method for the case of random delays, phase offsets and random spreading
sequences for a small number of users. The improved Gaussian approximation made
use of an expression for the probability density function of the total MAI variance,
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conditioned on the random delays, phase offsets and random spreading sequence prop-
erties. The results were compared to that of the standard Gaussian approximation and
showed increased accuracy in the new approximation method. Further investigations
of the improved Gaussian approximation resulted in reductions in the computational
complexity of the improved Gaussian approximation in [33].
In the majority of the existing work on the approximation of the error probability
in asynchronous DS-CDMA systems the use of random spreading sequences has been
considered. Morrow further analysed the improved Gaussian approximation and briefly
touched on the use of deterministic sequences and the resulting error probabilities
in [34]. More precisely, the codes considered were deterministic, however, they were
generated such that the parameter B (representing the number of times the spreading
sequences change state from −1 to +1 or visa versa, in one symbol duration) is the same
across all users. Due to this code property, the results in [34] are not representative of
deterministic spreading sequences such as Walsh-Hadamard (WH) and Gold sequences
for which the parameter B differs from code to code (hence user to user).
1.2.2 Multicarrier Systems Studies
Since the initial proposal of the multicarrier CDMA systems there has been great
interest in exploring the advantages of such MCM systems in the hope to achieve
improved communications. An overview of multicarrier CDMA systems was presented
in [18] detailing the transmitter and receiver structures of MC-CDMA, multicarrier
DS-CDMA (MC-DS-CDMA) and multitone CDMA (MT-CDMA) systems and their
corresponding advantages and disadvantages. Hara explains in [18] that multicarrier
CDMA systems can be categorised into two groups depending on the domain in which
the spreading operation is performed. One type of system spreads the original data
stream using a given spreading code and then modulates a different subcarrier with each
chip. This spreading operation is, in a sense, analogous to spreading in the frequency
domain, as each spreading code is modulated over several subcarriers. The other system
type spreads the serial-to-parallel converted data stream using a given spreading code
and then modulates a different subcarrier with each data stream. This represents
spreading in the time domain similar to that of the conventional DS-CDMA technique.
MC-CDMA is the name given to the system in the first category, and there exists two
systems in the second category, MC-DS-CDMA and MT-CDMA. Similar BER studies
to that of the DS-CDMA systems reviewed above have recently been performed for both
synchronous and asynchronous multicarrier-CDMA systems. The performance of an
MC-DS-CDMA system using nonorthogonal subcarriers was investigated in [35]. The
study analysed the use of multiple disjoint frequency bands over a frequency selective
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Rayleigh fading channel and made a performance comparison with a single carrier DS-
CDMA system with a RAKE receiver. The multicarrier system was shown to display
narrowband interference suppression capabilities along with robustness to multipath
fading. This improvement was achieved without the use of explicit RAKE structures
or interference suppression filters, suggesting a possible benefit in the future use of
multicarrier CDMA systems.
A similar study shortly followed in [36] analysing an MC-DS-CDMA system with or-
thogonal subcarriers. This study compared the performance of the multicarrier system
with the conventional DS-CDMA technique employing a RAKE receiver. As in [35],
the multicarrier system consisted of a serial-to-parallel conversion factor (transforming
the initial datastream into several lower rate datastreams), M , and also introduced a
frequency diversity parameter, S. With frequency diversity, the multicarrier system
has an increased ability to combat channel fading as the same information on each par-
allel branch is transmitted on several subcarriers with maximum subcarrier separation.
Moreover, when the number of subcarriers increases, the bandwidth of each subcar-
rier decreases, hence for sufficient subcarriers each subcarrier can become subject to
flat-fading. The results of [36] show that the MC-DS-CDMA technique has the poten-
tial to clearly outperform the RAKE receiver applied to the conventional DS-CDMA
technique through the adjustment of the serial-to-parallel and frequency diversity pa-
rameters. Although the study revealed the multicarrier system potentially offered an
improved performance, a clear conclusion concerning which of these two parameters
provided the greatest impact in terms of reduced interference was not made.
An extension to the study in [36] was presented in [25] investigating the performance
of asynchronous MC-CDMA. Using the results obtained for the spectrally efficient sys-
tem in [36], and the standard DS-CDMA system, this work assessed the BER perfor-
mance of an orthogonal MC-CDMA in an asynchronous frequency-selective Rayleigh
fading environment. The results of [25] clearly show the combination of MCM with the
CDMA concept offers an improved reduction in interference over the standard CDMA
RAKE receiver through multipath environments. Moreover, the results suggest that
the MC-CDMA technique is the most promising of the multicarrier CDMA techniques
over an asynchronous multipath channel when subcarrier bandwidths are allowed to
become smaller than the coherence bandwidth of the frequency-selective channel. The
MC-CDMA technique using orthogonal subcarriers displays a lower error floor than the
DS-CDMA system as well as the MC-DS-CDMA system over the same channel and
bandwidth conditions.
Hara and Prasad later published a paper further investigating the advantages of MC-
CDMA in comparison to DS-CDMA systems for frequency-selective Rayleigh fading
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channels [24]. The study revisits the system design of MC-CDMA as detailed in [18]
and suggests a method for determining MC-CDMA design parameters, namely the
optimal number of subcarriers and guard interval length for a given communications
channel. Evaluating the BER performances over two and seven-path delay profiles, the
MC-CDMA technique demonstrated its ability to effectively combine all the received
signal energy scattered in the frequency domain. This further supports the inherent
advantage of frequency diversity in the MC-CDMA technique given perfect carrier
synchronisation.
More recently, studies have concentrated on the approximation of the BERs achiev-
able using MC-CDMA systems. The upper and lower error bounds for asynchronous
MC-CDMA systems were evaluated in [37] using the standard Gaussian approximation.
Exact BERs were evaluated for synchronous cases without assumptions on the MAI
density function [38][39], however, such methods become computationally expensive
for large subscriber numbers. Numerical methods have also been proposed in [40] pro-
viding BER estimates using Monte Carlo integration and moment-generating function
analysis for asynchronous MC-CDMA.
1.2.3 Thesis Objectives
Existing research has shown that multicarrier CDMA systems offer clear benefits for
combating the affects of frequency-selective fading [25][35][36]. Among these multicar-
rier techniques, the MC-CDMA technique is suggested to offer the best performance (in
terms of BER) over other multicarrier and conventional single carrier techniques [25].
Although the performance of asynchronous MC-CDMA has been investigated in the
presence of frequency-selective fading, no study has identified the resilience of the MC-
CDMA technique to MAI created by asynchronous transmission. Due to the differing
signal format of each candidate at the propagation level (coinciding with the respective
modulation of each multiple access scheme), it is believed that differing levels of MAI
will result in each of the multiple access schemes for equivalent offset scenarios. This
thesis investigates the MAI produced over solely asynchronous channels, and aims at
identifying which of the candidate multiple access techniques offers the highest MAI
resilience for the specified environment. This is reflected by the first objective of the
thesis:
Objective 1: Identify whether the MC-CDMA technique holds superior, in terms
of BER performance, over the single carrier DS-CDMA technique under solely
asynchronous communications environments, that is, in the absence of any chan-
nel fading and additive noise.
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The total MAI incurred under asynchronous transmission conditions is widely ac-
cepted as being a Gaussian random variable, as is evident from the acceptance of the
standard [26] and improved [32] Gaussian approximation methods. The justification of
the Gaussian assumption by the central limit theorem (CLT) [41] is only valid for a large
number of users and therefore the accuracy of the standard Gaussian approximation
is limited by the number of users. Incorporating the Gaussian approximation methods
in the decision statistic produces a good estimate of the average probability of error,
however, this approach is not optimal as the total MAI is not a white Gaussian noise
process. This thesis develops a methodology for the approximation of the probability
density functions of the total MAI power incurred under asynchronous transmission
conditions. Rather than forming the pdf approximation based on random code prop-
erties as in the majority of the literature, this methodology proposed here applies to
deterministic sequences, namely WH and Gold codes. Although this work only consid-
ers the employment of WH and Gold codes, the methodology can be applied for any
given set of deterministic spreading sequences. The pdf obtained will provide the full
statistic, not just the mean and limits of the MAI power. Moreover, quantifying the
total MAI power by means of pdfs will facilitate approximations of the corresponding
BER pdfs, allowing accurate performance comparisons amongst candidate techniques
for a variety of spreading sequences if desired. This gives rise to the second objective
of the thesis:
Objective 2: Obtain a methodology for the acquisition of the total MAI power
pdf for any given set of deterministic spreading sequences.
As it stands, CDMA subscriber separation is facilitated upon reception through
the cross-correlation properties of the assigned codes. Under asynchronous conditions,
these code properties alone do not provide sufficient signal separation and MAI is the
unwanted by-product. In addition to the comparative analysis of the total MAI power
levels between the DS-CDMA and MC-CDMA techniques, it is desired to achieve an
improvement on the existing multiplexing techniques through the reduction of the MAI
incurred under asynchronous conditions. This leads to the third thesis objective:
Objective 3: Offer an improvement on the existing BER performance by iden-
tifying a method for reducing the quantified MAI in both the DS-CDMA and
MC-CDMA techniques considered.
1.3 Original Thesis Contributions
The significant original contributions of the thesis are:
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• Derived signal detection models for the DS-CDMA and MC-CDMA systems under
strictly asynchronous propagation.
• A methodology for obtaining the pdf (and hence the full statistic rather than
just the expected value) of the total MAI power incurred during asynchronous
transmission for both the DS-CDMA and MC-CDMA systems. This methology
is derived for the use of WH and Gold spreading sequences, however, it may be
extended to the use of any given set of deterministic spreading sequences and the
presence of Rayleigh Fading.
• Statistical modelling of the observed total MAI power as a Nakagami-m random
variable.
• Explanation as to why the total MAI power is a Nakagami-m random variable
and does not converge to a Gaussian random variable for large spreading factors.
• The full statistic of the BER is also derived from the modelling of the correspond-
ing MAI power.
• Comparisons of BER performances are made between the asynchronous DS-
CDMA and MC-CDMA systems for the deterministic WH and Gold spreading
sequences. It is shown that the MC-CDMA technique offers a superior BER per-
formance under equal spreading factor restraints for the asynchronous environ-
ment studied. This suggests a higher resilience to MAI created by asynchronous
propagation in the MC-CDMA technique over the DS-CDMA technique.
• A new multiple access technique is proposed that expands on the existing DS-
CDMA technique, named DF/DS-CDMA. The newly proposed technique offers
MAI reduction capabilities through the use of dual-frequency bands. The MAI
power is shown to be significantly reduced in the new multiple access scheme and
is still successfully modelled by the Nakagami-m distribution.
• A new multiple access technique is proposed that expands on the existing MC-
CDMA technique, named DF/MC-CDMA. As with the DF/DS-CDMA scheme,
the new DF/MC-CDMA scheme successfully reduces the incurred MAI power
and this interference power also retains its Nakagami-m characteristics.
1.4 Outline of the Thesis
The thesis is organised as follows:
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• Chapter 2 presents an introduction to the current multiple access techniques dom-
inating mobile communications technologies. The DS-CDMA, OFDM and MC-
CDMA techniques are detailed, offering concise desriptions of their corresponding
system structures and modulation format.
• Chapter 3 delves into the channel characteristics defining a mobile communica-
tions environment. The concepts of synchronous and asynchronous transmission
conditions are explained demonstrating the matched filter detection process. A
system description common to all multiple access systems to be considered is out-
lined, defining all channel assumptions and the modelling of data modulation and
timing offsets. Finally, comphrensive DS-CDMA and MC-CDMA signal models
are established demonstrating the production of MAI in each system. These
signal models become the platform for the performance analysis and evaluation
detailed throughout the thesis.
• Chapter 4 commences with a description of the MAI characteristics and format.
The problem of MAI is then expanded to consider MAI power. A methodology for
obtaining the full statistic of the total MAI power is derived. The resulting MAI
power pdfs are in turn modelled as being Nakagami-m distributed. This modelling
is reinforced by Monte Carlo simulations which show an accurate fitting of the
Nakagami-m distributions to the observed MAI power statistics. Following this
statistical modelling a rationale is offered explaining why the total MAI power
does not converge to the Gaussian distribution.
• Chapter 5 delivers the system performances in terms of the BER metric. The
concept of error probability in binary detection is presented and extended to
represent the presence of inteference, reflecting the environment under analysis.
A computationally expensive method for evaluating the BER of the considered
systems is presented and the corresponding results are shown. Such a method
is deemed impractical and therefore the statistical modelling of the total MAI
power is extended to succesfully model the BER of each CDMA system. Finally,
a comparative analysis of the BER performances is presented.
• Chapter 6 introduces the ambiguity function and its properties. The ambiguity
function is used as an analysis tool to obtain a dual-variable representation of the
CDMA detection problem. The ambiguity domain analysis is carried out for both
the synchronous and asynchronous scenarios to identify any feasible approach to
relieving the recovered data from the incurred MAI.
• Chapter 7 sees the proposal of an alternative multiple access technique termed
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DF/DS-CDMA and as the name implies, is an extension to the standard DS-
CDMA technique. Signal models for both synchronous and asynchronous detec-
tion are derived illustrating the functionality of the new technique. The MAI
reduction principles are explained in detail and the dual-frequency design process
is outlined, mathematically showing the reduction of interference. Finally, simula-
tion results demonstrate the effective MAI reduction capabilities of the proposed
DF/DS-CDMA technique.
• Chapter 8 sees the proposal of the DF/MC-CDMA technique that applies the in-
terference reduction principles seen in Chapter 7 to the MC-CDMA system. Here
both synchronous and asynchronous signal detection models are derived showing
the functionality of the new technique. The design process necessary to achieve
MAI reduction is described and simulations reinforce the MAI reduction capabil-
ities of the proposed DF/MC-CDMA technique. Finally, a comparison between
the four CDMA systems considered (DS-CDMA, MC-CDMA, DF/DS-CDMA
and DF/MC-CDMA) is made with respect to bandwidth and MAI resilience.
• Chapter 9 concludes the thesis, addressing each of the objectives.
• Appendix A presents a collection of funadmental principles related to random
variables and probability. The material presented here may be a helpful reference
for various components of the work presented throughout the thesis.
• Appendix B presents the detailed derivation of the Q-Function derivative referred
to in Chapter 5.
Chapter 2
Multiple Access Schemes
T his chapter introduces the prominent multiple access schemes in current mobilecommunications. The below detailed techniques continue to be the subject of
much communications research given the increasing popularity of 3G and the emergence
of 4G cellular systems. System descriptions of DS-CDMA (single carrier) and OFDM
(MCM based) techniques are given followed by that of MC-CDMA, the combination of
DS-CDMA and OFDM.
2.1 Direct-Sequence Code Division Multiple Access (DS-
CDMA)
Often referred to as spread-spectrum multiple access (SSMA), DS-CDMA [42][43] fea-
tures predominantly in the air interface for 3G cellular technologies, namely UMTS
(Europe), W-CDMA (Japan) and cdma2000 (USA) [7]. DS-CDMA uses basic signal
spectrum spreading and despreading applications at the transmitter and receiver re-
spectively. Such spreading is facilitated through the use of spreading sequences1, for
which each user is allocated a unique code which allows signal separation upon reception
over a multiple access channel.
An important aspect of CDMA is that all signals overlap in both time and fre-
quency in contrast to older multiple access techniques such as TDMA and frequency
division multiple access (FDMA) [44]. CDMA systems are mainly interference limited
in terms of system capacity as opposed to TDMA and FDMA which are essentially
bandwidth limited. This means any reduction in interference results in a potential
capacity increase [45]. CDMA also benefits highly from its unity frequency re-use fac-
tor (the same bandwidth is used for all cells) creating capacity advantages offer other
1Throughout this thesis, the terms spreading sequences and codes are used interchangeably
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multiple access techniques. Other features of CDMA include the use of soft handoff
[46] as opposed to hard handoff used in GSM technologies, and multipath exploita-
tion through RAKE combining. Despite exhibiting such attributes, the performance of
DS-CDMA is degraded by MAI [47] and power control problems such as the near-far
effect where mobile stations (MSs) in close proximity of the base station (BS) drown
out other mobile stations transmitting at greater distances. MAI is one of the major
limiting factors of DS-CDMA in terms of capacity and BER performance, and arises
from the loss of the desired code correlation properties incurred over asynchronous or
multipath channels.
The conventional system structure of the DS-CDMA scheme is illustrated in Fig.
2.1. Serial data is first spread by the appropriate code at the transmitter and the
reverse operation (despreading) is performed upon reception. The despread signal is
then passed through a matched filter adapted to the rectangular shape of the data;
the conventional systems utilise rectangular codes, however, alternative waveforms are
possible. Finally, a decision device is applied yielding the final estimate of the desired
information signal.
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Figure 2.1: DS-CDMA System Structure
The effect of spreading transforms a low data rate signal into a higher data rate
signal. The input signal, comprised of serial data symbols of duration Ts, is directly
multiplied by the appropriate code consisting of N chips of duration Tc (Fig. 2.2).
This has a spreading effect in the frequency domain giving rise to the term spread
spectrum communications. Given rectangular waveform modulation, the baseband and
spread spectrum bandwidths (for the first lobe of the power spectral density (PSD))
are expressed in (2.1) and (2.2) respectively.
Bbb =
2
Ts
(2.1)
Bss =
2
Tc
(2.2)
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The signal bandwidth increases by a factor of
N = Ts
Tc
= Bss
Bbb
(2.3)
referred to as the spreading factor or power gain. Typically, the spreading factor is
equal to the number of chips comprising a spreading sequence (codelength).
Ts 
Tc 
Figure 2.2: Time Domain Spreading
The transmitted signal (spread spectrum signal) of the kth user can be expressed
as
sk (t) =
√
2P
∞∑
i=−∞
bki · ck (t− iTs) cos (ωct+ θk) (2.4)
where P denotes the symbol power, bki is the ith data symbol of user k, ωc is the carrier
frequency, θk is the initial carrier phase of user k and
ck (t) =
N∑
n=1
ckn · uTc (t− nTc + Tc) (2.5)
represents the spreading sequence allocated to user k for which ckn denotes the nth
chip and
uTc (t) =
{ 1, 0 ≤ t < Tc
0, elsewhere
(2.6)
is the rectangular pulse shaping waveform.
2.1.1 Spreading Sequences
There exist several types and lengths of code sets used in CDMA systems. In this thesis
however, only WH and Gold codes will be considered. Each set of codes offer different
properties, although for the application of multiuser detection and spread spectrum
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communications, the codes are desired to exhibit a peak in the autocorrelation and low
cross-correlation properties. These desired code properties can be elucidated by the
following expressions. The autocorrelation of the sequence (or inner product) is desired
to yield the peak value such that
1
Ts
∫ Ts
0
ck (t) ck (t) dt = 1 (2.7)
and the cross-correlation with another sequence is to produce a minimal value such
that
1
Ts
∫ Ts
0
ck (t) cj (t) dt ≈ 0 (2.8)
The correlation in (2.8) equates to zero for the use of orthogonal sequences such as WH
codes. WH code sets can be easily generated from the following matrix operation
H2N =
[
HN , HN
HN , H¯N
]
(2.9)
given the base matrix
H2 =
[ 1, 1
1, −1
]
(2.10)
where H¯N is the binary complement of HN and each row in the matrix represents a
code of length 2N . Gold codes on the other hand are not orthogonal, however, are
designed to have minimal cross-correlation properties. The generation of Gold codes
is more complicated and is omitted here in order to maintain focus on multiple access
schemes, however, Gold code generation is detailed in [48].
2.2 Channel Modelling
Most mobile cellular communications models consider the prevalentK-user (k = 1, . . . ,K)
channel. Before any signal processing at the receiver or performance evaluations can
be performed, it is first necessary to characterise the propagation channel which has
an adverse affect on the signals between the transmission and reception terminals. In
modelling a mobile propagation channel one must consider the timing synchronisation
[49] amongst mobile subscribers and the various propagation conditions determining
the channel fading encountered.
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2.2.1 Channel Fading
The concept of channel fading [50][51][52] refers to constructive or destructive superpo-
sition of signals during propagation. The most prevalent fading phenomenon encoun-
tered in mobile communications is multipath propagation [23][53][54]. In a multipath
environment, multiple versions of the transmitted signal arrive at the receiver with
varying amplitudes and delays. A typical multipath channel can be defined as
h (t) =
L∑
λ=1
αλ (t) · δ (t− τλ) (2.11)
where L is the number of paths, |αλ| (t) exp (−jφλ (t)) is the complex-valued path gain
with amplitude and phase of the λth path, and τλ is the timing offset associated with
the λth path (this delay includes both the propagation delay and any asynchronous
offset from the reference user). The amplitude is viewed as a random process that is
typically modelled by known distributions, including the Rayleigh, Rice or Nakagami-m
distributions [55][56]. The phase shifts incorporated in the channel model are typically
characterised by a uniform distribution over the interval [0, 2pi).
A channel can be characterised as being either frequency-selective or frequency non-
selective (commonly referred to as flat fading). Such characterisation is based on the
channel parameters, namely the delay spread of the channel, Tm, and hence, the coher-
ence bandwidth, denoted by ∆fc. The coherence bandwidth of a multipath channel is
defined by the relationship
∆fc =
1
Tm
(2.12)
The degree of multipath delay spreading with respect to the transmission data rate
determines the severity of the multipath fading and the conditions for both frequency
selectivity and flat fading are detailed below.
Flat Fading
A flat fading channel implies that fading over the channel affects all frequencies equally.
This is clear from the defining condition of flat fading which specifies a flat fading
channel to be one for which the coherence bandwidth is greater than the transmission
signal bandwidth. This condition is depicted in Fig. 2.3. In time domain terms, flat
fading is experienced when the delay spread is less than the symbol duration, Tm  Ts.
This is to say, the delay has little or no affect on the signal. It can be noted that for
the case of DS-CDMA, the condition becomes Tm  Tc.
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Figure 2.3: Flat Fading: Signal Bandwidth Bs is small relative to Coherence Bandwidth
∆fc
Frequency-Selective Fading
As with flat fading, frequency-selective fading corrupts the signals sent over the channel
in terms of amplitude and in addition, also alters the shape of these signals. Frequency-
selective fading is more severe fading than flat fading and occurs in the circumstances for
which the delay spread of the channel exceeds the symbol duration, i.e. Tm > Ts. In the
frequency domain, this corresponds to the transmitted signal bandwidth superceding
the coherence bandwidth. This situation is depicted in Fig. 2.4. With Tm > Ts,
the frequency selectivity manifests itself as ISI, or interchip interference in the case of
DS-CDMA as the condition becomes Tm > Tc.
2.2.2 Synchronous Transmission
In cellular mobile communications systems, the synchronous transmission channel is
encountered in the downlink channel (base station to mobile station). This synchroni-
sation is facilitated by closed-loop timing control in the base stations. In a synchronous
channel, bit epochs of each user’s data stream are temporally aligned at the receiver
and hence the spreading sequences retain their desired low cross-correlation properties.
As a result, the MAI incurred upon reception is minimal (if not totally prevented). In
a K-user synchronous channel, the received signal, irrespective of the multiple access
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Figure 2.4: Frequency-Selective Fading: Signal Bandwidth Bs is large relative to Co-
herence Bandwidth ∆fc
scheme used, is represented by (in a flat fading case)
r (t) =
K∑
k=1
αk (t) sk (t) + n (t) (2.13)
where αk (t) is the kth user’s attenuation, sk (t) is the transmission signal of the kth
user and n (t) is AWGN.
The simplest approach to demonstrate the synchronous channel is to consider the
DS-CDMA case for which a bank of matched filters is employed at the receiver. There
exists many alternative CDMA receivers aimed at optimising data recovery, such is the
field of multiuser detection (MUD) [47][49][57][58], however, the scope of this work only
considers matched filter implementations. The DS-CDMA output of the matched filter
for the recovery of the ith bit of user x can be expressed as
yxi =
∫ (i+1)Ts
iTs
r (t) cx (t) cos (ωct) dt (2.14)
Neglecting the power coefficient of the DS-CDMA transmission signal described in (2.4),
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this matched filter output can be broken down into
yxi = αxibxi +
∫ Ts
0
K∑
k=1
k 6=x
αkibkick (t) cx (t) dt+ nxi (2.15)
where the noise component is
nxi =
∫ (i+1)Ts
iTs
n (t) cx (t) cos (ωct) dt (2.16)
The matched filter performs a correlation between the given signal and the spreading
sequence of the desired user. The correlation between two codes for the synchronous
case is given by [49]
ρkx =
∫ Ts
0
cx (t) ck (t) dt (2.17)
The discrete-time form for the outputs of a bank of K matched filters [49] can be
expressed as

y1i
y2i
...
yKi
 =

1 ρ21 . . . ρK1
ρ12 1
...
... . . .
...
ρ1K . . . . . . 1


α1 0 . . . 0
0 α2
...
... . . .
...
0 . . . . . . αK


b1i
b2i
...
bKi
+

n1i
n2i
...
nKi
 (2.18)
Given the use of orthogonal codes (such as WH codes) ρ becomes the K ×K identity
matrix, leaving 
y1i
y2i
...
yKi
 =

α1ib1i + n1i
α2ib2i + n2i
...
αKibKi + nKi
 (2.19)
As is evident from (2.19), the synchronous channel along with the use of orthogonal
sequences incurs no MAI. The synchronous channel is seldom experienced in practical
mobile communications environments due to the multipath phenomenon.
For the case where nonorthogonal codes (such as Gold codes) are employed the cross-
correlation coefficients in ρ do not nullify to zero. Instead these nonideal correlations
manifest as MAI following the matched filter operation as can be seen in the following
expression.
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
y1i
y2i
...
yKi
 =

α1ib1i + ρ21α2ib2i + . . .+ ρK1αKibKi + n1i
ρ12α1ib1i + α2ib2i + . . .+ ρK2αKibKi + n2i
...
ρ1Kα1ib1i + ρ2Kα2ib2i + . . .+ ρK1αKibKi + nKi
 (2.20)
This reduces to

y1i
y2i
...
yKi
 =

α1ib1i +
∑K
k=2 ρk1αkibki + n1i
α2ib2i +
∑K
k=1
k 6=2
ρk2αkibki + n2i
...
αKibKi +
∑K−1
k=1 ρkKαkibki + nKi
 (2.21)
2.2.3 Asynchronous Transmission
In contrast to the synchronous channel, the asynchronous channel is defined by the tim-
ing misalignments (offsets) amongst the users in the cellular system. Such asynchronous
conditions occur over the uplink channel (mobile station to base station) where mobile
users are permitted to transmit asynchronously of each other. MAI is a limiting factor
of CDMA systems in terms of system capacity and BER performance as orthogonally
designed spreading sequences lose their orthogonality in the presence of timing mis-
alignments amongst mobile subscribers in a cell. In the synchronous case, data symbol
edges are perfectly aligned making reception and signal separation a simple process.
Ensuring orthogonal code properties minimises the MAI incurred over synchronous en-
vironments, however, it is when the users are allowed to transmit asynchronously, as is
the case over the uplink channel that MAI inflicts significant performance degradation.
When modelling the asynchronous channel, it is necessary to define all offsets with
respect to a timing reference. In a multiuser cellular system, this timing reference is
taken as the timing origin of the user of interest2, i.e. the user for which information is
being recovered. With our reference user denoted by x, the offset vector defining the
asynchronous channel is expressed as
τ =
[
τ1 · · · τx · · · τK
]
(2.22)
for which τx = 0 ∀ τ . For the purpose of simplicity, the reference user is chosen such
that
τk ≥ 0, ∀ k (2.23)
2Throughout this thesis the user of interest is denoted as user x
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Figure 2.5: Asynchronous Channel
Figure 2.5 illustrates such an asynchronous environment. The signal received at the
base station is comprised of all K users in the cell and is expressed as (in a flat fading
case)
r (t) =
K∑
k=1
αk (t) sk (t− τk) + n (t) (2.24)
Using a symbol-by-symbol recovery method, it is clear from Fig. 2.6 that the
recovery of the desired symbol bxi is influenced by the corresponding and previous
symbols of each interferer (given τk 6= 0). The MC-CDMA signal format will be different
to that of the DS-CDMA system, however, the recovery of the desired data symbol will
involve the same interferer symbols all the same. It is therefore necessary to define two
partial cross-correlation functions [26] for the asynchronous transmission case as
Rkx (τk) =
∫ τk
0
cx (t) ck (t− τk) dt (2.25)
Rˆkx (τk) =
∫ Ts
τk
cx (t) ck (t− τk) dt (2.26)
It can be noted that Rˆkx (0) = ρkx represents the synchronous condition where τk = 0.
The matched filter output for the asynchronous case is
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Figure 2.6: Misalignment of Data Symbols due to Asynchronous Channel
yxi = αxibxi +
K∑
k=1
k 6=x
αk(i−1)bk(i−1)Rkx (τk) +
K∑
k=1
k 6=x
αkibkiRˆkx (τk) + nxi (2.27)
Due to the overlapping of data symbols, the discrete-time representation of the K
matched filter outputs differs to that seen for the synchronous channel as

y1i
y2i
...
yKi
 = R

α1(i−1)b1(i−1)
α2(i−1)b2(i−1)
...
αK(i−1)bK(i−1)
+ Rˆ

α1ib1i
α2ib2i
...
αKibKi
+

n1i
n2i
...
nKi
 (2.28)
where
R =

0 R21 (τ2) . . . RK1 (τK)
R12 (τ1) 0
...
... . . .
...
R1K (τ1) . . . . . . 0
 (2.29)
and
Rˆ =

1 Rˆ21 (τ2) . . . RˆK1 (τK)
Rˆ12 (τ1) 1
...
... . . .
...
Rˆ1K (τ1) . . . . . . 1
 (2.30)
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Figure 2.7: (a) Orthogonal Subcarriers; (b) Orthogonal Subcarrier Spectra
2.3 Orthogonal Frequency Division Multiplexing (OFDM)
The material detailed in this thesis is concerned with the performance analysis of the
DS-CDMA and MC-CDMA systems. The later mentioned technique emanates as a
hybrid of the DS-CDMA and OFDM techniques [17], and as such, it is important to
explore the basics of the OFDM technique. Recent applications of OFDM include the
digital transmission standards such as the global ADSL (Asymmetric Digital Subscriber
Line) standards including ADSL2 (ITU G.992.3/4) and ADSL2+ (ITU G.992.5) [59]
and the European DAB (Digital Audio Broadcasting) [60] and DVB-T (Digital Video
Broadcasting-Terrestrial) [61].
The fundamental principle of OFDM is the transformation of a high rate data stream
into a series of parallel lower rate sequences to be transmitted simultaneously over
several orthogonal subcarriers. This technique is similar to standard frequency division
multiplexing, however, OFDM allocates orthogonal carrier frequencies as the name
suggests, which allows a degree of spectral overlapping yielding an increased bandwidth
efficiency. As all subcarriers are orthogonal, user information is easily separated upon
reception given perfect carrier synchronisation is maintained. Figure 2.7 (a) shows a
time representation of orthogonal subcarriers and their respective PSDs in Fig. 2.7 (b).
The OFDM technique itself facilitates multiple access, for which this scheme is
termed orthogonal frequency division multiple access (OFDMA). OFDMA differs from
DS-CDMA in that each user is only allocated a portion of the available bandwidth in
contrast to the full bandwidth in DS-CDMA. That is, subscribers do not have access to
all of the available subcarriers, instead the available subcarriers are segmented and allo-
cated (not necessarily evenly) among the subscribers in the cell. The major advantages
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of the OFDMA technique include the simplicity of the IFFT/FFT implementations
[22][62] at the transmitter and receiver respectively, and the potential robustness to
frequency-selective channels. By transmitting several data symbols simultaneously in
parallel enables the reduction of subcarrier bandwidths; the symbol duration of each
lower rate sequence increases as a result of parallel transmission. Allowing the sub-
carrier bandwidths to become smaller than the coherence bandwidth of the channel
[53] provides resistance to the signal degradations incurred by frequency selectivity.
Intersymbol interference (ISI) can also be eradicated through the insertion of a guard
interval (GI) to the front of an OFDMA symbol, provided the GI is longer than the
delay spread of the channel. Despite these promising characteristics, OFDMA systems
encounter problems due to nonlinear amplification [63] and their sensitivity to carrier
frequency offsets [21][64][65].
The OFDMA transmitter structure is depicted in Fig. 2.8. The serial input data
stream is first serial-to-parallel converted into Ns parallel data streams. This is followed
by the subcarrier frequency allocation, and the summation of all subcarriers to form
an OFDMA symbol. The transmitted OFDMA signal can be represented by
s (t) =
√
2P
Ns
Ns∑
n=1
bn exp (j2pifnt) , 0 < t < Ts (2.31)
where bn denotes the ith data symbol, Ns is the number of subcarriers for which the nth
subcarrier frequency is given by fn = fc + nTs . This subcarrier frequency configuration
sN
bb 1
)  2exp( 1 tfj pi
)(ts
)  2exp( tfj
sN
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.
.
.
Figure 2.8: OFDMA Transmitter Structure
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represents 50% spectral overlapping such that the spacing between adjacent subcarriers
is ∆f = 1Ts . This can be observed in Fig. 2.7. If the transmitted OFDMA symbol in
(2.31) is sampled Ns times at time instants t = mNsTs, it can be expressed in the form
s
(
m
Ns
Ts
)
=
√
2P
Ns
Ns∑
n=1
bn exp
(
j2pifn
m
Ns
Ts
)
, m = 1, · · · , Ns (2.32)
=
√
2P
Ns
Ns∑
n=1
bn exp
(
j2pi
{
fc +
n
Ts
}
m
Ns
Ts
)
, m = 1, · · · , Ns (2.33)
Considering the baseband representation for which fc = 0 gives
s
(
m
Ns
Ts
)
=
√
2P
Ns
Ns∑
n=1
bn exp
(
j2pinm
Ns
)
, m = 1, · · · , Ns (2.34)
=
√
2P
Ns
Ns · IDFT {[b1, · · · , bNs ]} , m = 1, · · · , Ns (2.35)
One of the major attractions of OFDMA is the reduction in transmitter/receiver
structure complexity offered by the IFFT/FFT implementations. An equivalent trans-
mitter structure to that depicted in Fig. 2.8 is shown in Fig. 2.9. Here the subcarrier
allocation and summation blocks are replaced by the IFFT and parallel-to-serial con-
version blocks respectively. Figure 2.10 demonstrates this OFDM signal generation
equivalence.
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Figure 2.9: Alternative OFDMA Structure
2.3.1 Guard Interval
OFDM systems profit from their use of MCM to combat the affects of frequency selec-
tivity. This is accomplished through the parallel transmission, reducing the subcarrier
28 Orthogonal Frequency Division Multiplexing (OFDM)
)  2exp( 1 tfj pi
)  2exp( tfj
sN
pi
Σ
.
.
.
.
.
.
.
.
.
IFFT P/S≡
Figure 2.10: OFDM Equivalence
bandwidths below that of the coherence bandwidth, essentially creating multiple fre-
quency nonselective channels. An added feature of OFDM is the possibility of a GI
insertion [21]. In the presence of multiple resolvable paths this GI insertion between
symbols eliminates the ISI incurred. When transmitting over a multipath environment,
the performance degradation caused by ISI increaces proportionally with the number
of resolvable paths. By ensuring the GI duration is greater than the maximum delay
spread of the channel, Tm, the ISI between multipath components of a given symbol is
prevented.
The inserted GI may consist of no signal [21][66], but is usually a cyclic extension
of the signal referred to as a cyclic prefix (CP) [21][67]. The insertion of the GI as a CP
is preferred as the insertion of no signal destroys the orthogonality of the subcarriers,
yielding intercarrier interference (ICI). The GI is added to the beginning of each symbol
and the cyclic extension retains the orthogonality among the subcarriers preventing any
ICI.
The length of the GI, Tg, is chosen such that Tg > Tm. This ensures that multipath
components of one symbol cannot interfere with adjacent symbols. Inserting a GI
of large duration results in reduced bandwidth efficiency, in that, too much of the
transmission bandwidth is occupied by the GI instead of data and such insertion may
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not be beneficial. Following the insertion of the GI, the new symbol duration becomes
T ′ = Ts + Tg. Denoting the CP as ∆ (t), the ith transmitted OFDM symbol becomes
si (t) =
√
2P
Ns
Ns∑
n=1
bn exp (j2pifn∆ (t)) , iT ′ − Tg < t < iT ′ + Ts (2.36)
where the cyclic prefix is given by [67]
∆ (t) =
{ (t+ Ts)− iT ′, iT ′ − Tg ≤ t ≤ iT ′ : (CP)
t− iT ′, iT ′ ≤ t ≤ iT ′ + Ts : (data)
(2.37)
2.4 Multicarrier Code Division Multiple Access (MC-CDMA)
DS-CDMA systems have dominated 3G cellular systems although recently MC-CDMA
[17][18][19][20] has become a hot topic in mobile communications research, receiving
vast attention and hence it is emerging as a possible candidate for future 4G cellular
technologies. The proposed combination of spread spectrum (as seen in DS-CDMA)
with MCM (OFDM signaling) has the distinct advantage of increased robustness to
frequency selectivity incurred over fading communications environments. As the com-
bination of DS-CDMA and OFDM, MC-CDMA profits from the advantages of both
systems.
There exists three types of multicarrier CDMA systems, namely MC-CDMA, MC-
DS-CDMA and MT-CDMA. An overview of these multicarrier techniques can be found
in [18]. All techniques combine the concepts of MCM with CDMA, thus profiting from
the benefits of both OFDM and CDMA. Hara explains in [18] that multicarrier CDMA
systems can be categorised into two groups depending on the domain in which the
spreading operation is performed. One type of system spreads the original data stream
using a given spreading sequence before modulating single chips onto consecutive sub-
carriers. This spreading operation is analogous to spreading in the frequency domain, as
each spreading sequence is modulated over several subcarriers. The other system type
performs the spreading operation on each parallel channel after the serial-to-parallel
conversion and then modulates each spread data stream onto a different subcarrier.
This represents spreading in the time domain similar to that of the conventional DS-
CDMA technique. MC-CDMA belongs to the first category of systems and there exists
two systems in the second category, MC-DS-CDMA and MT-CDMA. The MC-CDMA
technique has been shown to be the most promising of the multicarrier schemes [25]
and therefore it is the only such scheme considered in this thesis.
The major advantages displayed by the multicarrier CDMA systems include the
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simplicity of the IFFT/FFT implementations [22][62] at the transmitter and receiver
respectively, and the potential robustness to frequency-selective channels. Allowing the
subcarrier bandwidths to become smaller than the coherence bandwidth of the channel
[53] provides resistance to the effect of multipath. Moreover, the insertion of a CP
between transmission symbols mitigates the effects of ISI in a multipath environment
as demonstrated in [68]. Despite these promising characteristics, multicarrier CDMA
systems encouter problems due to nonlinear amplification [63] and their sensitivity to
carrier frequency offsets [21][64][65][69].
The MC-CDMA technique involves the modulation of single chips onto successive
subcarriers such that one data symbol is spread over several subcarriers. The main
difference between OFDMA and MC-CDMA is that MC-CDMA users are allocated
use of all subcarriers in contrast to OFDMA users who are allocated only a portion
of the total subcarriers. The number of subcarriers employed, Ns, is equal to the
codelength of the spreading codes used, however, if the data rate is high enough to
be subject to frequency-selective fading, the number of subcarriers can be increased so
that Ns > N . Therefore there exists two basic structures of the MC-CDMA technique,
each differing by the number of subcarriers utilised [18].
2.4.1 MC-CDMA: Ns = N
The transmitter structure of the system taking Ns = N is depicted in Fig. 2.11.
Under this format, individual chips are modulated onto consecutive subcarriers and
transmitted in parallel such that each information symbol is spread over all subcarriers;
as each chip is simultaneously transmitted in parallel, the chip duration for the MC-
CDMA system becomes TMCc = Ts. This MCM can be implemented by the N-point
IFFT and FFT operations at the transmitter and receiver respectively.
The transmitted signal of the above mentioned transmitter structure can be ex-
pressed as
sk (t) =
∞∑
i=−∞
N∑
n=1
bkickn · uTs (t− iTs) cos (ωnt+ θkn) (2.38)
where ωn = ωc + 2pinTs is the nth subcarrier frequency, ckn is the nth chip of the kth
user’s code and θkn is the random phase offset for user k on subcarrier n.
2.4.2 MC-CDMA: Ns > N
The transmitter structure of the second system in which the number of subcarriers is
larger than the spreading factor (Ns > N) is depicted in Fig. 2.12. Here the data
stream (symbol duration Ts) is first serial-to-parallel converted, onto P parallel arms.
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This serial-to-parallel conversion is performed to ensure frequency nonselective fading
over each subcarrier, which is vital in multicarrier transmission. As a consequence of
this serial-to-parallel conversion, the new symbol duration is expanded to Tp = PTs,
keeping the data rate, R (symbols/sec), fixed at
R = 1
Ts
(2.39)
The spreading sequence is then applied to each of the P parallel arms, modulating
single chips on each of the N subcarriers, making TMCc = PTs. The total number of
subcarriers is therefore equal to the product Ns = PN . It can be noted that the inital
system is simply the case where P = 1. The transmitted signal can be expressed as
sk (t) =
∞∑
i=−∞
P∑
p=1
N∑
n=1
bkpickn · uTp (t− iTp) cos (ωjt+ θkj) (2.40)
where p is the parallel arm index and j = p+ (n− 1)P .
Comparing the MC-CDMA system to the DS-CDMA technique under equivalent
data rates and transmission bandwidths allows the derivation of the relationship be-
tween the spreading factors of each system [25]. The spread spectrum bandwidth of
the DS-CDMA was given by (2.2) and the expression for the MC-CDMA bandwidth is
given by
BMC =
PNMC + 1
2
2
TMCc
(2.41)
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Figure 2.11: MC-CDMA Transmitter Structure (Ns = N)
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Figure 2.12: MC-CDMA Transmitter Structure (Ns > N)
where the MC-CDMA spreading factor is represented byNMC for comparison purposes.
Under the equal bandwidth constraints (BDS = BMC) we have
2
Tc
= PNMC + 1
TMCc
(2.42)
Rearranging making TMCc the subject gives
TMCc =
PNMC + 1
2 Tc (2.43)
Equation (2.43) gives the relationship between the chip durations of the DS-CDMA
and MC-CDMA systems under equal data rate and bandwidth constraints. As the
chip duration of the MC-CDMA system, TMCc , becomes the same length as the symbol
duration (due to parallel transmission), the following relationship between the system
spreading factors is derived by substituting TMCc = PTs into (2.43).
2PTs
Tc
= PNMC + 1 (2.44)
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Substituting NDS = Ts/Tc into (2.44) gives
NMC =
2PNDS − 1
P
(2.45)
In the case of large P or NDS , this expression may be approximated as
NMC = 2NDS − 1 (2.46)
It can be seen from (2.46) that the spreading factor of the multicarrier system is ap-
proximately twice that of the single carrier system when the two systems are compared
over equal bandwidth. This corresponds to a DS-CDMA bandwidth twice as large as
MC-CDMA when using spreading codes of equal length.
Chapter 3
Signal Modelling
3.1 System Description
T he following section thoroughly outlines the systems considered in the rest of thethesis. The choice of channel analysed is described along with any assumptions
made with respect to the cellular system. A detailed signal model for both multiple
access techniques explored in the thesis is derived in the following subsections and any
further computations and analysis emanates from these models.
The focus of the next chapter lies heavily on the MAI produced in the DS-CDMA
and MC-CDMA techniques hence a system of K asynchronous users transmitting over
the uplink channel is considered. The ith data symbol of user k is denoted as bki for
which all data is BPSK (binary phase shift keying) modulated and i.i.d (independent
and identically distributed) such that
Pr {bki = −1} = Pr {bki = 1} = 0.5 (3.1)
and
E [bkibji] = E [bki]E [bji] = 0, k 6= j (3.2)
The data stream of the kth user is expressed as
bk (t) =
∞∑
i=−∞
bki · uTs (t− iTs) (3.3)
where i is the symbol index, Ts denotes the symbol duration and uT (t) denotes the
rectangular pulse shaping waveform previously described in (2.6).
This study considers WH and Gold spreading sequences of spreading factor N .
Keeping consistent with the previous notation, the spreading sequence assigned to the
34
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kth user is denoted by the vector ck =
[
ck1 . . . ckN
]
, where ckn is the nth chip of
the spreading sequence. Although only WH and Gold sequences are considered in the
following work, the methodology proposed for the statistical modelling can be extended
to any given set of spreading sequences.
The asynchronous uplink satellite channel is considered, for which communications
is mainly restricted to line of sight (LOS) conditions (nearly flat fading channel) [70]
and therefore the effects of the multipath channel are neglected. It follows that the only
distortion introduced by the channel emanates from the random timing misalignments
amongst the users. Nevertheless, the statistical modelling approach presented in this
thesis can be extended to consider a multipath channel. It is acknowledged that the
effect of AWGN is equivalent for both multiple access systems under consideration
and hence we omit AWGN from our model. Moreover, the total MAI incurred in the
transmission is widely modelled as a Gaussian random variable (for a large number
of interferers) and it is therefore redundant to add additional Gaussian noise to each
system.
The timing offset of each user is assumed to be distributed over one symbol duration,
Ts, with equal probability. Timing offsets are quantized to integer multiples of the
chip duration, Tc, making τk ∈ [0, (N − 1)Tc], where N = Ts/Tc is the spreading
factor. Note that the timing offsets τk account for the propagation delay and the
timing misalignment amongst users. With these timings offsets causing the only channel
distortion, the channel of the kth user is represented by
hk (t) = δ (t− τk) (3.4)
The assumption of perfect power control at the base station is made and the signal
power of each user is normalised to unity in each systems. The MC-CDMA technique
is vulnerable to carrier frequency offsets [65][71][72], and in order to focus the analysis on
MAI, perfect carrier synchronisation is assumed. Moreover, the assumption of perfect
carrier and symbol recovery is made for both the DS-CDMA and MC-CDMA systems.
3.1.1 DS-CDMA Signal Model
The DS-CDMA system structure is the same as that depicted in Fig. 2.1. The following
DS-CDMA signal model closely follows that derived in [26][29], however, due to the
subtle differences, the MAI is formulated in this section. Following spreading and
carrier modulation, the BPSK modulated DS-CDMA transmission signal of the kth
user is represented by
sdsk (t) = bk (t) ck (t) cos (ωct) (3.5)
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All users exhibit equal power, and all user signals are modulated onto the carrier
frequency, fc = ωc/2pi. For a system of K users and ignoring random phase offsets, the
received signal at the DS-CDMA receiver is expressed as
rds (t) =
K∑
k=1
bk (t− τk) ck (t− τk) cos (ωct− φk) (3.6)
where φk = ωcτk. Following carrier frequency down-conversion, despreading and the
matched filter operation, the output of the matched filter for the recovery of bxi is given
by
ydsxi =
1
Ts
∫ (i+1)Ts
iTs
rds (t) cx (t) cos (ωct) dt (3.7)
Substituting (3.6) into (3.7) gives
ydsxi =
1
Ts
∫ (i+1)Ts
iTs
K∑
k=1
bk (t− τk) ck (t− τk) cx (t) cos (ωct− φk) cos (ωct) dt (3.8)
which reduces to
ydsxi =
1
2Ts
∫ (i+1)Ts
iTs
K∑
k=1
bk (t− τk) ck (t− τk) cx (t) [cos (2ωct− φk) + cos (φk)] dt (3.9)
Assuming that fc  T−1s , we have τk  1/fc and therefore the receiver is such that we
can ignore the double frequency component in the above equation [26]. Ignoring the
double frequency component yields
ydsxi =
1
2Ts
∫ (i+1)Ts
iTs
K∑
k=1
bk (t− τk) ck (t− τk) cx (t) cos (φk) dt (3.10)
ydsxi=
K∑
k=1
cos (φk)
2Ts
∫ iTs+τk
iTs
bk(i−1)ck (t− τk) cx (t) dt
+
K∑
k=1
cos (φk)
2Ts
∫ (i+1)Ts
iTs+τk
bkick (t− τk) cx (t) dt (3.11)
ydsxi =
K∑
k=1
cos (φk)
2Ts
[
bk(i−1)Rkx (τk) + bkiRˆkx (τk)
]
(3.12)
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where the partial cross-correlation functions, Rkx (τk) and Rˆkx (τk), are defined in (2.25)
and (2.26) respectively [26].
A low-pass filter of amplitude 2 is applied to the signal in (3.12). The resulting
decision variable, shown below, comprises of two components, namely, the desired in-
formation bit and an interference term [29][26].
ydsxi = bxi +
K∑
k=1
k 6=x
Mdskxi (3.13)
where
Mdskxi =
cos (φk)
Ts
[
bk(i−1)Rkx (τk) + bkiRˆkx (τk)
]
(3.14)
is the MAI incurred by user x from user k in the recovery of bxi. This MAI incurred
by the recovering user will be analysed in more detail in Section 4.1.
Remark: Under a synchronous environment, i.e. τk = 0, we have
Rkx (0) = 0 (3.15)
and
Rˆkx (0) = ρkx =
∫ Ts
0
cx (t) ck (t) dt ≈ 0, k 6= x (3.16)
Given the use of orthogonal codes, it follows that ρkx = 0 and hence the resulting MAI
in (3.14) equates to zero. This demonstrates the link between the asynchronous channel
and MAI incursion.
Following the matched filter is the decision device wherein the final decision on the
received symbol is made. Here the decision is made via the following relation
bˆdsxi = sgn
(
ydsxi
)
(3.17)
where bˆdsxi is the estimate of bdsxi and sgn (·) denotes the sign operation.
3.1.2 MC-CDMA Signal Model
The transmitted MC-CDMA signal of the kth user, again ignoring any random phase
offset, is expressed in (3.18) [40].
smck (t) =
N∑
n=1
bk (t) ckn cos (ωnt) (3.18)
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where bk (t) is defined in (3.3) and ωn = ωc + 2pinTs is the nth subcarrier frequency,
neighbouring subcarriers being orthogonal and separated by ∆ω = 2piTs . The MC-CDMA
received signal at the base station is written as [40]
rmc (t) =
K∑
k=1
N∑
n=1
bk (t− τk) ckn cos (ωnt− φk) (3.19)
where φk = ωnτk.
As for the DS-CDMA model, the matched filter output of the MC-CDMA system
is given in (3.20) and comprises of two components as shown in (3.22) [40].
ymcxi =
1
Ts
∫ (i+1)Ts
iTs
rmc (t)
N∑
n′=1
cxn′ cos (ωn′t) dt (3.20)
ymcxi =
1
Ts
∫ (i+1)Ts
iTs
K∑
k=1
N∑
n=1
N∑
n′=1
bk (t− τk) ckncxn′ cos (ωnt− φk) cos (ωn′t) dt (3.21)
= 12Ts
∫ (i+1)Ts
iTs
K∑
k=1
N∑
n=1
N∑
n′=1
bk (t− τk) ckncxn′
·
{
cos [(ωn + ωn′) t− φk] + cos [(ωn − ωn′) t− φk]
}
dt (3.22)
As we have assumed that fc  T−1s , the high frequency component in (3.22) can be
ignored. After applying a low-pass filter of amplitude 2, the decision variable therefore
becomes
ymcxi =
1
Ts
∫ (i+1)Ts
iTs
K∑
k=1
N∑
n=1
N∑
n′=1
bk (t− τk) ckncxn′ cos [(ωn − ωn′) t− φk] dt (3.23)
= 1
Ts
K∑
k=1
∫ iTs+τk
iTs
N∑
n=1
N∑
n′=1
bk(i−1)ckncxn′ cos [(ωn − ωn′) t− φk] dt
+ 1
Ts
K∑
k=1
∫ (i+1)Ts
iTs+τk
N∑
n=1
N∑
n′=1
bkickncxn′ cos [(ωn − ωn′) t− φk] dt (3.24)
ymcxi =
1
Ts
K∑
k=1
[
bk(i−1)Vkx (τk) + bkiVˆkx (τk)
]
(3.25)
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where the partial spectral correlation functions, Vkx (τk) and Vˆkx (τk), are given by
Vkx (τk) =
∫ τk
0
N∑
n=1
N∑
n′=1
ckncxn′ cos [(ωn − ωn′) t− φk] dt (3.26)
Vˆkx (τk) =
∫ Ts
τk
N∑
n=1
N∑
n′=1
ckncxn′ cos [(ωn − ωn′) t− φk] dt (3.27)
When k = x, we have τx = 0 and the recovered information component is obtained
as
ymcxi |k=x =
1
Ts
∫ (i+1)Ts
iTs
N∑
n=1
N∑
n′=1
bxicxncxn′ cos [(ωn − ωn′) t] dt (3.28)
ymcxi |k=x = bxi
N∑
n=1
c2xn +
1
Ts
∫ (i+1)Ts
iTs
N∑
n=1
N∑
n′=1
n′ 6=n
bxicxncxn′ cos [(ωn − ωn′) t] dt (3.29)
The second component of (3.29) equates to zero as the cosine has a period of Ts, equal
to the integration interval. The decision variable in (3.25) can finally be expressed as
ymcxi = bxi
N∑
n=1
c2xn +
K∑
k=1
k 6=x
Mmckxi (3.30)
where
Mmckxi =
1
Ts
[
bk(i−1)Vkx (τk) + bkiVˆkx (τk)
]
(3.31)
is the MAI incurred by user x from user k in the recovery of bxi. This MAI incurred
by the recovering user will be analysed in more detail in Section 4.1.
Remark: For the case of synchronisation (τk = 0) we have
Vkx (0) = 0 (3.32)
and
Vˆkx (0) =
∫ Ts
0
N∑
n=1
N∑
n′=1
ckncxn′ cos [(ωn − ωn′) t] dt (3.33)
The integral in (3.33) is equates to
∫ Ts
0
cos
[(
ωn − ω′n
)
t
]
dt =
{
0, ωn′ 6= ωn
Ts, ωn′ = ωn
(3.34)
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The expression in (3.33) therefore equates to
Vˆkx (0) =
{
0, ωn′ 6= ωn
Ts
∑N
n=1 cxnckn, ωn′ = ωn
(3.35)
Given the use of orthogonal codes, ∑Nn=1 cxnckn = 0 and it follows that Mmckxi = 0. The
decision device following the matched filter makes the following decision based on the
output of the matched filter
bˆmcxi = sgn (ymcxi ) (3.36)
where bˆmcxi is the estimate of bmcxi .
The following chapters will elaborate on the interference terms appearing in the
decision variables of both multiple access systems and how an estimate of the average
BER can be obtained through the statistical modelling of the interference.
Chapter 4
Statistical Modelling of
Interference Power
O
ne of the major drawbacks of CDMA is the capacity and BER performance limita-
tions inflicted by MAI. This interference arises due to non-optimal code properties
encountered during the signal separation processing at the receiver. The overlapping of
well designed codes in an asynchronous cellular system impedes the removal of signals in
the despreading phase of CDMA reception yielding additive interference terms (MAI).
Much research has been undertaken in the field of MUD [47][49][57][58] in the attempt
to minimise MAI, the scope of which is too broad to detail in this thesis. Although
the MAI from single interferers may not be enough to cause significant performance
degradation, the interference contributions from all interferers in a full capacity load
system is substantial to create data detection errors during reception. The generation
of MAI in an asynchronous environment was demonstrated in the previous chapter for
both the DS-CDMA and MC-CDMA techniques. This chapter will elaborate on the
properties of this MAI, particularly the statistical properties. This chapter will also see
the introduction of MAI power and will provide a statistical model for this interference
power offering the full statistic, not just the first and second order moments.
4.1 Multiple Access Interference
A simple demonstration of MAI generation can be shown in the following code corre-
lation ∫ Ts
0
ck (t) cj (t− τj) dt 6= 0, k 6= j (4.1)
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where the code sequence ck (t) was defined in (2.5). More complex MAI generation
for the considered CDMA system was shown in more detail in the previous chapter
(sections 3.1.1 and 3.1.2). As seen in (3.13) and (3.30), a general form of the decision
variables can be expressed as
bˆxi = Axibxi +Mxi|τ (4.2)
where i is the symbol index, Axi is the attenuation of the corresponding system and
Mxi|τ is the total MAI incurred by the reference user, x, for the set of offsets τ . By
definition, the total MAI incurred by the reference user is given by the sum of individual
interferer MAI contributions as
Mxi|τ =
K∑
k=1
k 6=x
Mkxi|τk (4.3)
where τ =
[
τ1 · · · τK
]
is the offset vector for which τx = 0 ∀τ .
The expressions for the individual interferer MAI contributions were given in equa-
tions (3.14) and (3.31) for DS-CDMA and MC-CDMA respectively. These expressions
are repeated here to aid comprehension of the components in this section.
Mdskxi =
cos (φk)
Ts
[
bk(i−1)Rkx (τk) + bkiRˆkx (τk)
]
(4.4)
Mmckxi =
1
Ts
[
bk(i−1)Vkx (τk) + bkiVˆkx (τk)
]
(4.5)
Here the MAI is characterised by a symbol-by-symbol recovery method, where the MAI
contribution of user k in the recovery of bxi, is conditioned on the random variables{
bk(i−1), bki, τk
}
. In the DS-CDMA system, the MAI contribution from user k on
the reference user x, Mdskxi, is dependent on the partial cross-correlation functions,
Rkx (τk) (2.25) and Rˆkx (τk) (2.26). In an asynchronous system it is necessary to utilise
two correlation functions to compensate for the spreading sequence misalignment and
overlapping of consecutive data symbols. In the MC-CDMA system, however, the MAI
is not dependent on the partial cross-correlation functions, but on the partial spectral
correlation functions [73], Vkx (τk) (3.26) and Vˆkx (τk) (3.27). These functions emerge
as the offsets are introduced to the transmitted signals between the IFFT and FFT
blocks; for the purpose of signal analysis, the transmission signals are not offset in the
time domain in contrast to the conventional DS-CDMA case. In the DS-CDMA system
all of the signal processing and modulation is performed in the time-domain.
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Figure 4.1: MAI Contribution as a Random Process
Now let us define Mkxi and Mxi as the general notations of the individual and total
MAI contributions of any considered multiple access system. Although the degree of
MAI experienced by a particular mobile cellular system is dependent on the choice
of spreading sequence set and the multiple access scheme, the MAI exhibits general
characteristics irrespective of these design factors. In the asynchronous environment
presented, for a given timing offset value, τk, there exists four values of Mkxi|τk due
to the combinations of bk =
{
bk(i−1), bki
}
. For example, Fig. 4.1 illustrates MAI as a
random process along the symbol index, i, taking four possible values, ±0.3 & ±0.5.
The MAI Mkxi|τk is therefore a zero-mean random variable with
E [Mkxi (bk, τk) |τk] = 0 (4.6)
and it follows that Mxi is also a zero-mean random variable. With respect to inter-
ferer contributions, Mkxi (τk) and Mjxi (τj) are independent if k 6= j. This is to say
that interferers produce independent MAI contributions. This holds as Mkxi (τk) =
f
(
bk(i−1), bki
)
and Mjxi (τj) = f
(
bj(i−1), bji
)
and bki and bji are independent. More-
over, all offsets are assumed independently generated and distributed over Ts with equal
probability. MAI contributions may be independent regardless of the choice of spread-
ing sequences, however for the use of deterministic spreading sequences, Mkxi (τk) and
Mjxi (τj) are not necessarily characterised by the same pdf for k 6= j.
With the acknowledgment of these MAI statistical properties, it follows that (4.3)
is a sum of K − 1 independent random variables. By the Central Limit Theorem
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Figure 4.2: Histogram of Total MAI; 10, 000 Monte Carlo Realisations
(CLT) [55] the pdf of the resulting total MAI approaches the Gaussian distribution
(4.7) for sufficient K. For example, Fig. 4.2 shows the histogram of the total MAI for
K = 64. The histogram was obtained via Monte Carlo simulations consisting of 10, 000
realisations (randomly selecting τ in each realisation) for WH codes of N = 64 and
illustrates the Gaussian nature of the total MAI incurred by the reference user. The
Gaussian distribution for a random variable r is given by
p (r) = 1√
2piσ2
exp
(
−(r − µ)
2
2σ2
)
, −∞ ≤ r ≤ ∞ (4.7)
where µ and σ denote the mean and standard deviation of r respectively. The total
MAI is a random variable conditioned on bk ∀k 6= x and τ , and is characterised by the
Gaussian distribution with zero mean (4.6) and variance σ2x. As the total MAI is a
zero-mean random variable, its variance corresponds to its power which becomes the
focus of the next section.
4.2 Multiple Access Interference Power
In determining the probability of error of digital transmission, it is useful to calculate
any interference power present in the system; such interference power includes that of
MAI and AWGN. Later in the thesis it will be seen how the BER can be computed in
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relation to the system’s MAI power and the benefit of MAI power modelling will also
be discussed. This section however, will first clarify the concept of conditional MAI
power.
All MAI contributions are zero-mean random variables and it follows that the corre-
sponding MAI powers are equal to M2kxi. Squaring (4.4) and (4.5) yields the respective
MAI powers, expressed as
M2kxi,ds (τk)=
cos2 (φk)
T 2s
[
b2k(i−1)R
2
kx (τk) + b2kiRˆ2kx (τk)
+2bk(i−1)bkiRkx (τk) Rˆkx (τk)
]
(4.8)
and
M2kxi,mc (τk)=
1
T 2s
[
b2k(i−1)V
2
kx (τk) + b2kiVˆ 2kx (τk)
+2bk(i−1)bkiVkx (τk) Vˆkx (τk)
]
(4.9)
For a given offset, the MAI power is dependent on the random variable bk(i−1)bki
(observed in (4.8) and (4.9)) and therefore can only equate to one of two values; these
two values correspond to the scenarios bk(i−1) = bki and bk(i−1) 6= bki for BPSK. We
therefore consider the conditional MAI power in our system performance analysis which
is the conditional expectation of the MAI power for a given offset value. This conditional
MAI power can be expressed as
σ2kx (τk) = E
[
M2kxi (bk, τk) |τk
]
(4.10)
where the notation E [a|b] denotes the expectation of a given the fixed variable b. The
conditional MAI power is equal to the variance of Mkxi|τk given its zero-mean nature
(4.6). The corresponding conditional MAI powers for the DS-CDMA and MC-CDMA
systems, obtained by taking the conditional expectations of (4.8) and (4.9) respectively,
are expressed as
σ2kx,ds (τk)=E
[{cos2 (φk)
T 2s
[
b2k(i−1)R
2
kx (τk) + b2kiRˆ2kx (τk)
+2bk(i−1)bkiRkx (τk) Rˆkx (τk)
]}∣∣∣τk
]
(4.11)
=cos
2 (φk)
T 2s
[
R2kx (τk) + Rˆ2kx (τk)
]
(4.12)
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and
σ2kx,mc (τk)=E
[{ 1
T 2s
[
b2k(i−1)V
2
kx (τk) + b2kiVˆ 2kx (τk)
+2bk(i−1)bkiVkx (τk) Vˆkx (τk)
]}∣∣∣τk
]
(4.13)
= 1
T 2s
[
V 2kx (τk) + Vˆ 2kx (τk)
]
(4.14)
These interference powers are offset-dependent due to the cross-correlation properties
amongst the assigned spreading sequences. It follows that σ2kx,ds and σ2kx,mc differ
from user to user and are spreading sequence dependent, thus making them difficult to
characterise in a general case. For the following derivations we represent the conditional
MAI power of interferer k and the total MAI power for any considered multiple access
system as σ2kx and σ2x respectively.
Examples of such conditional MAI powers as a function of timing offset are depicted
in Figs. 4.3 (a) and 4.4 (a). The distribution depicted in Fig. 4.3 (a) considers the MC-
CDMA system with Gold sequences of spreading factor N = 63 while the distribution
of Fig. 4.4 (a) corresponds to the MC-CDMA system using WH sequences of spreading
factor N = 64. Both distributions are given to show the contrast between the two
sets of deterministic spreading sequence sets used. Typically, WH codes exhibit few
distinct MAI power levels relative to Gold codes for which a vast number of dinstinct
MAI power values are experienced over the interval
[
0 (N − 1)Tc
]
. It should be
noted that the distributions shown correspond to a randomly selected user; the dis-
tributions of an alternative interferer will take different shape due to the correlation
properties associated with each assigned code. An expression for these functions may
be represented by
σ2kx (τk) =
N−1∑
n=0
βnδ (τk − n) (4.15)
for all possible offset values in the range [0, (N − 1)Tc]. Here βn = σ2kx (τk = nTc) =
σ2kx (τk = n) represents the conditional MAI power at τk = n. This expression is equiv-
alent to evaluating the conditional MAI power for every possible offset and express-
ing them as a series of impulses. These distributions are modulo-N (σ2kx (τk = Ts) =
σ2kx (τk = 0)) and any extension of the delay interval will result in repetition of the
illustrated distributions.
From the expression in (4.15), the discrete pdf of the conditional interference power
contributed by each interferer, p
(
σ2kx
)
, is obtained by the expression in (4.16) where
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Pr {·} denotes probability.
Pr
{
σ2kx = βj
}
=
N−1∑
n=0
Pr {τk = n} δ (βn − βj) (4.16)
The resulting pdf can take various forms depending on the distribution of the timing
offsets, τk. In this work, τk is distributed over one symbol duration with equal probabilty
such that
Pr {τk = n} = 1
N
, 0 ≤ n ≤ N − 1 (4.17)
Given this equal probability, it follows that the expression in (4.16) reduces to that in
(4.18).
Pr
{
σ2kx = βj
}
=
N−1∑
n=0
1
N
δ (βn − βj) (4.18)
Figures 4.3 (b) and 4.4 (b) illustrate the corresponding dicrete pdfs for the examples
given in Figs.4.3 (a) and 4.4 (a). Figure 4.5 shows further examples of the individual
conditional MAI power pdfs across four interferers.
In a cellular system of K − 1 interferers the total MAI is represented by the ex-
pression in (4.3) given the timing offset vector τ =
[
τ1 · · · τK
]
. As the interferers
are assumed to produce independent MAI contributions, the total MAI is Gaussian by
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Figure 4.3: (a) MAI Power as a Function of timing offset τk: Gold (N = 63); (b)
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Figure 4.5: Pdfs of Individual Conditional MAI Power
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the CLT for a large number of interferers. As previously stated, the only distortion
introduced by the channel is caused by the timing offsets. The SNR, defined as the
signal power over total noise power, is therefore characterised by the total interference
power1, σ2x, incurred by the recovering user. Defining the SNR, denoted by γ, as
γ = 1
σ2x
(4.19)
it becomes evident how the statistical modelling of the interference power proves to be
a valuable system performance tool. Note here the numerator is 1 as all transmission
powers have been normalised to unity.
An expression for the total interference power, σ2x, incurred by the reference user is
given by
σ2x (τ) =
K∑
k=1
k 6=x
σ2kx (τk) (4.20)
where interferers are assumed to contribute independent MAI powers [32]. Equation
(4.20) is therefore a sum of independent random variables and the pdf of σ2x, denoted
as p
(
σ2x
)
, can be computed by K − 1 convolutions [55], i.e.
pσ2x (u) =
(
pσ21x
∗ pσ22x ∗ . . . ∗ pσ2Kx
)
(u) (4.21)
where u represents the convolution variable and pσ2xx = δ.
Once the pdf of the conditional MAI power contributed by each interferer has
been computed, the pdf of the total conditional MAI power accompanying the desired
information of user x is computed using (4.21). The pdfs for both systems and code
sets are shown in Figs. 4.6 and 4.7 for K = 64 in each system. Figure 4.6 illustrates
the pdfs of the DS-CDMA and MC-CDMA techniques under the use of Gold codes
of length N = 63. Figure 4.7 on the other hand, shows the pdfs of the considered
multiple access schemes employing WH codes of length N = 64. As is evident from
these figures, the pdfs of the MC-CDMA system are distributed over the lower end
of the σ2x scale. This is the trend for the use of both sets of deterministic codes. In
contrast, the DS-CDMA pdfs are distributed further along the σ2x scale suggesting a
higher vulnerability to MAI in comparison to the MC-CDMA technique. Performance
analysis and comparisons between the two multiple access schemes in terms of BER
will be detailed in the following chapter, however, for now the focus will remain on the
modelling of each system’s interference power.
1With the absence of AWGN the SNR is in fact a signal to interference ratio (SIR), however, the
term SNR is used as a generic expression to represent any unwanted signal influence
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Figure 4.6: Nakagami-m pdfs of Total MAI Power; K=64, N=63 (Gold)
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Figure 4.7: Nakagami-m pdfs of Total MAI Power; K=64, N=64 (WH)
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4.2.1 Statistical Modelling of Interference Power
Fully characterising any corruptive noise component present during transmission, such
as the total MAI incurred, may prove useful in simulation, system design and per-
formance analysis. Furthermore, for this particular study, such modelling of the in-
terference power will lead to a proposed relationship between the synchronous and
asynchronous channels given the fading assumptions made. By fitting a known proba-
bility distribution to those obtained in the previous section will enable the acquisition
of a general form for the pdf of the MAI described so far in this thesis. In this section,
the pdfs obtained by the convolutions in (4.21) are fitted to the Nakagami-m distribu-
tion [74][75] and the parameters of the Nakagami-m distribution are derived. The pdfs
obtained theoretically have been correlated with several known distributions, namely
the Nakagami-m, Gaussian, Rayleigh and Chi-Square [76] distributions. Table 4.1 dis-
plays the resulting correlations ranging from 0 ≤ ρ ≤ 1 for which values on the lower
end of the scale represent poor correlation and a correlation of 1 represents a perfect
correlation. These results show that the total MAI power pdfs are best approximated
by the Nakagami-m distribution. Note the perfect correlation for the use of Gold codes
in the MC-CDMA system.
The Nakagami-m distribution has joined the Rayleigh and Rice distributions as an
accepted model for the envelope of fast fading channels in more recent years [77]. In
[75], the Nakagami-m pdf for a random variable r was given as
p (r) = 2m
mr2m−1
Γ (m) Ωm exp
(
−mr
2
Ω
)
, r ≥ 0 (4.22)
where Γ (m) is the Gamma function given by
Γ (m) =
∫ ∞
0
xm−1exp (−x) dx (4.23)
The Nakagami-m distribution is a two-parameter distribution as seen in (4.22)
where the m parameter (referred to as the fading parameter in channel modelling) is
Table 4.1: Distribution Approximations: Correlation Results
DS-CDMA MC-CDMA
Distribution WH Gold WH Gold
Nakagami-m 0.9935 0.9994 0.9996 1.0000
Gaussian 0.9380 0.9987 0.9548 0.9991
Rayleigh 0.8139 0.4207 0.9400 0.1119
Chi-Square 0.7110 0.3915 0.7732 0.3132
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Figure 4.8: Nakagami-m Distribution: Varying m parameter. Ω = 1
given by
m = E
[
r2
]2
var (r2) , m ≥ 0.5 (4.24)
and Ω is the second moment given by
Ω = E
[
r2
]
(4.25)
The Nakagami-m distribution takes the form of the one-sided Gaussian distribution
(see (4.7)) and the Rayleigh distribution (4.26) for the special cases of m = 0.5 and
m = 1 respectively. Figure 4.8 illustrates the shape dependence of the Nakagami-m
distribution to the m parameter for a fixed second moment of Ω = 1. The special cases
of the one-sided Gaussian and Rayleigh distributions can be seen in this figure.
p (r) = 2rΩ exp
(
−r
2
Ω
)
, r ≥ 0 (4.26)
Modelling the total MAI as a Gaussian random variable is a widely accepted ap-
proach in mobile communications. Here the subject of the statistical modelling is the
total interference power and as in [75], by putting w = r2, we can make use of the
Nakagami-m pdf of the power w. This pdf is obtained through the transformation
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p (w) |dw| = p (r) |dr| and is given by
p (w) =
(
m
w¯
)m wm−1
Γ (m)exp
(
−mw
w¯
)
, w ≥ 0 (4.27)
where Ω is replaced by w¯ = E [w].
Substituting our power variable, σ2x, into (4.27) as w = σ2x and replacing w¯ by
ζ = E
[
σ2x
]
, yields the expression of p
(
σ2x
)
in (4.28).
p
(
σ2x
)
=
(
m
ζ
)m (σ2x)m−1
Γ (m) exp
(
−mσ
2
x
ζ
)
, σ2x ≥ 0 (4.28)
The above equation is the Nakagami-m distribution representing the total MAI power
pdf. This equation describes the full statistic of the total MAI power, not just a finite
number of moments, and hence accurate performance analysis may follow from this
statistical characterisation.
The Nakagami-m distribution is characterised by two parameters,m = E
[
σ2x
]2
/var
(
σ2x
)
and ζ = E
[
σ2x
]
. The variance of σ2x is calculated as
var
(
σ2x
)
= E
[
σ4x
]
− E
[
σ2x
]2
(4.29)
therefore in order to calculate each of the desired parameters, both the first and second
moments of σ2x must be determined.
The first moment is calculated as follows
E
[
σ2x (τ)
]
= E
 K∑
k=1
k 6=x
σ2kx (τk)
 (4.30)
where the expectation is taken with respect to the offsets. Applying the linearity
property of the expectation operation, (4.30) becomes
E
[
σ2x (τ)
]
=
K∑
k=1
k 6=x
E
[
σ2kx (τk)
]
(4.31)
=
K∑
k=1
k 6=x
N−1∑
τk=0
σ2kx (τk) · Pr {τk}
 (4.32)
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With τk being equally distributed over the interval
[
0, N − 1
]
, (4.32) becomes
E
[
σ2x (τ)
]
= 1
N
K∑
k=1
k 6=x
N−1∑
τk=0
σ2kx (τk) (4.33)
Equation (4.33) gives the expression for the first moment of σ2x which represents the
parameter ζ.
The second moment is given as follows
σ4x=
 K∑
k=1
k 6=x
σ2kx (τk)

2
(4.34)
=
K∑
k=1
k 6=x
K∑
j=1
j 6=x
σ2kxσ
2
jx (4.35)
Again, taking the expectation with respect to the timing offsets gives
E
[
σ4x
]
=
K∑
k=1
k 6=x
K∑
j=1
j 6=x
E
[
σ2kxσ
2
jx
]
(4.36)
The assumption of independence between σ2kx and σ2jx for k 6= j was previously made
and with this, the expression in (4.36) becomes
E
[
σ4x
]
=
K∑
k=1
k 6=x
E
[
σ4kx
]
+
K∑
k=1
k 6=x
K∑
j=1
j 6=x
j 6=k
E
[
σ2kx
]
E
[
σ2jx
]
(4.37)
With this expression for E
[
σ4x
]
, both (4.33) and (4.37) can be substituted into (4.24)
to give an expression for the m parameter. Equations (4.38) and (4.39) respectively
give the m and ζ parameters given a set of spreading sequences, spreading factor and
number of subscribers.
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m =
(
1
N
∑K
k 6=x
∑N−1
τk=0 σ
2
kx (τk)
)2
∑K
k=1
k 6=x
E
[
σ4kx
]
+∑Kk=1
k 6=x
∑K
j=1
j 6=x
j 6=k
E
[
σ2kx
]
E
[
σ2jx
]
−
(
1
N
∑K
k 6=x
∑N−1
τk=0 σ
2
kx (τk)
)2 (4.38)
ζ = 1
N
K∑
k 6=x
N−1∑
τk=0
σ2kx (τk) (4.39)
The accuracy of the pdf fittings for both systems is shown in the below figures
through the superposition of the pdfs obtained via the convolutions in (4.21). The
results of the fittings for the use of Gold sequences of N = 63 and WH sequences of
N = 64 in both systems are illustrated in Figs. 4.9 and 4.10 respectively. The solid
curves represent the pdfs obtained by the convolutions while the Nakagami-m pdfs of
the power (4.28) are represented by the dashed curves. As is evident, the fitting is very
accurate for both sets of spreading sequences, and is perfect for the MC-CDMA system
using Gold sequences. The Nakagami-m parameters, m and ζ, are given in Tables 4.2
and 4.3 for both CDMA systems using Gold and WH codes respectively, with spreading
factors ranging from N = 31 to N = 128.
Table 4.2: Nakagami-m parameters: Gold codes
DS-CDMA MC-CDMA
N m ζ m ζ
31 34.4915 0.9590 48.8361 0.4652
63 34.5725 0.9571 93.5864 0.4639
127 129.7158 0.9323 156.4862 0.4374
Table 4.3: Nakagami-m parameters: WH codes
DS-CDMA MC-CDMA
N m ζ m ζ
32 4.7964 0.7310 3.1291 0.4759
64 4.7879 0.7260 3.8930 0.4809
128 4.8067 0.7261 4.8702 0.4793
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Figure 4.9: Nakagami-m pdfs of Total MAI Power; K=64, N=63 (Gold)
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Figure 4.10: Nakagami-m pdfs of Total MAI Power; K=64, N=64 (WH)
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4.2.2 Discussion
We find that the CLT is applicable for identically distributed interference powers. Per-
forming the K − 1 convolutions in (4.21) with the same pdf (k fixed), pσ2
kx
, yields
pσ2κ (u) =
(
pσ2
kx
∗ pσ2
kx
∗ . . . ∗ pσ2
kx
)
(u) (4.40)
which is a Gaussian random variable. This is true for both WH and Gold codes.
It is when the interference powers are not identically distributed that the pdf, pσ2x ,
does not converge to the Gaussian distribution, but fits the Nakagami-m distribution
(characterised by the parameters m and ζ); this is the case even for large spreading
factors (as high as N = 128).
As is evident from Fig. 4.5, the conditional MAI power of each interferer is not
characterised by identical pdfs. We take a closer look at the statistics of the individual
interferer pdfs, pσ2
kx
∀k, to determine the degree in which the pdfs vary from user to
user. Figure 4.11 shows histograms of the means taken from each interferer’s pdf, pσ2
kx
.
It can be clearly seen that the first order statistics are widely spread for WH codes
(Fig. 4.11(a)). Given the pdf laws from interferer to interferer are not identically or
even similarly distributed for WH codes, it is not clear that the CLT will be applicable.
In contrast, the means are closely distributed (clustered) for Gold codes (Fig. 4.11(b))
which suggests the pdfs are similarly distributed. This would suggest that the CLT
is more applicable for the use of Gold codes, meaning the convergence towards the
Gaussian distribution is more rapid. This is in fact the case as previously stated.
Through further analysis of the distribution of mean pdf values for the WH case, we
can divide the interferers into groups based on their corresponding mean interference
power pdf value. Taking the N = 64 case as an example, it is noticed that the ma-
jority of interferers have their pdf mean clustered in the region 0 ≤ E
[
pσ2
kx
]
≤ 0.003.
Separating the interferers in this group from the other interferers and performing the
convolution of their power pdfs results in a Gaussian shaped distribution. As the statis-
tics are similar in this case, this is analogous to the convolutions in (4.40) and hence
the convergence toward the Gaussian distribution is rapid. For this specific case, there
exists 41 out of the 63 interferers in this clustered group. In the approximation of the
total interference power pdf, the convolution of all interference pdfs must be performed
(4.21). The interferers whose pdfs have a mean in the higher end of the scale add a tail
to the Gaussian distribution of the clustered group during the convolutions of (4.21).
The resulting distribution is Nakagami-m as previously discussed.
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Figure 4.11: Mean pdf Values, (a) WH N = 64, (b) Gold N = 63
4.3 Simulation Results
The Nakagami-m distribution has been shown to accurately characterise the total MAI
power observed in both CDMA systems under consideration. To reinforce the proposal
that total MAI power is a Nakagami-m random variable described by parametersm and
ζ, Monte Carlo simulations were run to verify the accuracy of the pdfs theoretically
obtained via (4.21). Moreover, these Monte Carlo simulations can also be used to
validate the assumption of independence amongst the interferers.
The entire system structure of the DS-CDMA and MC-CDMA schemes, as seen in
the second chapter, was simulated enabling the generation of MAI discussed in this
chapter. A K-user cell was simulated, normalising all MS transmission powers to unity
and the MAI incurred in both CDMA schemes was recorded for the use of both WH and
Gold codes of varying spreading factors. The range of spreading factors chosen include
N = 32, 64, 128 and N = 31, 63, 127 for WH and Gold codes respectively. Moreover,
in each simulation, the number of users was chosen as K = N for WH codes and
K = N + 1 for Gold codes; this ensures a consistent capacity irrespective of the code
set used.
Simulations of 10, 000 realisations were run varying the offset vector, τ , for each
realisation. The value of σ2x was recorded for each realisation and the histograms of the
observed σ2x values are displayed by the jagged curves in Figs. 4.12 and 4.13. These
Monte Carlo histograms have been superimposed over the Nakagami-m distribution
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Figure 4.12: Monte Carlo Conditional MAI Power pdfs : Gold (N = 63)
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Figure 4.13: Monte Carlo Conditional MAI Power pdfs : WH (N = 64)
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represented by the bold curves; the Nakagami-m distributions were obtained by cal-
culating m and ζ from the observed data and applying them to (4.28). These curves
correspond to codelengths of N = 63 and N = 64 and results of the same accuracy
can be seen for the other spreading factors. From such results, it is evident that the
interference power for both CDMA systems can be accurately characterised by the
Nakagami-m distribution. For spreading factors of N ≥ 31, all pdfs can be accurately
fitted to the Nakagami-m distribution.
4.4 Radio Link Design
It has been commented that the level of MAI experienced during CDMA transmission
limits the capacity of the system. As the number of subscribers communicating in a cell
increases, so too does the level of MAI incurred by each subscriber. In asynchronous
CDMA systems where MAI is continuously present, such limitations as MAI power must
be considered in the radio link design. In order to guarantee reliable communications,
a telecommunications standard facilitating the communications has a predefined QoS
requirement [78]. The QoS measurement (expressed in terms of BER) specifies the
acceptable level (threshold) of power required to achieve communications. At reception,
if the received signal strength of a subscriber arriving at the BS is less than the required
QoS specification, the communications will he halted. Conversely, a subscriber’s signal
arriving at the BS with excess signal power is well received, although will contribute a
high level of interference to other subscribers in the cell which may result in a number
of QoS failures. This gives rise to the problem of power control in uplink mobile
communications [79][80][81].
Along with fading and additive noise components, interference power influences the
received signal power and hence it is necessary to consider the affects of MAI power
when ensuring the QoS requirements. To ensure the received signal strength at the
BS during uplink transmission is sufficient enough to meet the QoS requirements, it is
sometimes necessary to alter the transmission power of the MS. Of course, the trans-
mission power of a MS cannot be infinitely increased and hence there is a limit to the
amount of permissible interference and hence a limit to the capacity of a CDMA sys-
tem. The link budget2 in a CDMA system allocates an interference margin (measured
in dB) [14] to compensate for any interference incurred during propagation. The full
statistic of the total MAI power offered by the interference modelling in this thesis may
prove valuable in the measurement of such an interference margin.
2A link budget determines the expected received signal level by accounting for the appropriate
propagation phenomena.
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Figure 4.14: The synchronisation Channel Equivalence
Radio link design for CDMA requires the mathematical description of the chan-
nel over which signals are propagated, including multiplicative fading (Rayleigh, Rice
or Nakagami-m distributed), additive MAI (Gaussian distributed) and additive noise
(Gaussian distributed). In terms of power, the additive MAI is a Nakagami-m random
variable as established in this chapter and the AWGN inflicts a constant power of N0
over the entire bandwidth. For the simplified uplink channel considered in this work,
it is fair to state the only difference between the synchronous and asynchronous chan-
nels is the MAI power, σ2x, present in the asynchronous channel. Not only may the
statistical modelling of this interference power prove a useful tool in system design, it
may also aid future simulations and performance analysis. Instead of simulating the
entire asynchronous CDMA system (transmitter, timing offset and receiver blocks),
only the synchronous signal model at the BS needs to be generated and the addition
of a Nakagami-m random variable is to be added to signify the power of the MAI
component. This channel equivalence is illustrated in Fig. 4.14. In order to gen-
erate the appropriate Nakagami-m random variable, the defining parameters, m and
ζ are first to be determined. Equations (4.38) and (4.39) give expressions for each
of the Nakagami-m parameters given a set of spreading sequences, spreading factor
and number of subscribers. Therefore for a given K-user system employing a given
set of spreading sequences of length N , the necessary Nakagami-m random variable
may be generated via the parameters represented in (4.38) and (4.39) and the channel
equivalence depicted in Fig. 4.14 may be realised.
Chapter 5
Bit-Error Rate Analysis
T he work covered in the thesis so far proposes a method for statistically mod-elling the total MAI power incurred during asynchronous CDMA transmission.
Although the modelling has only been performed for the DS-CDMA and MC-CDMA
systems using deterministic spreading sequences (WH and Gold codes), the method-
ology presented can be extended to consider any given code set. Furthermore, as the
BER is directly related (inversely proportional) to the interference power, the statisti-
cal modelling of total MAI power can easily be expanded to establish similar modelling
of the transmission BER.
Statistically modelling the interference power is valuable in aiding simulation, sys-
tem design and performance analysis. More specifically, by characterising the total
MAI power involved with each CDMA scheme, the degree of susceptibility to asyn-
chronously induced MAI becomes apparent. This performance analysis can be focused
around the distribution of the Nakagami-m MAI power random variable, however, the
overall performance of the subject system is more evident through BER information.
Since the proposal of the hybrid CDMA systems combining MCM with CDMA
[19][24], performance comparisons have been performed investigating any benefits of
the newly proposed multiple access techniques [24][25][35][36]. The modelling detailed
in this thesis gives the necessary means to make quality performance comparisons, in
terms of BER, of asynchronous MC-CDMA with the conventional DS-CDMA scheme
predominantly seen in 3G communications. Such comparative contributions to the
investigation of CDMA communications may to some extent, aid in the development
of 4G technologies and standardisation.
The rapid advancement of digital communications has come about in response to its
error reliability and error-correcting capabilities. In defining a bit-error, we refer back
to the decision device block featuring in the CDMA system structures in the second
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chapter. The output of the matched filter, yx (t), is delivered to the decision device
where the decision on the recovered data is made. This decision is made with respect to
a predefined threshold. An error is sustained when the transmitted symbol, bxi = +1,
is corrupted and decoded as bxi = −1 or the contrary where the transmitted symbol,
bxi = −1, is decoded as bxi = +1. For the case where bxi ∈ {−1, 1} the decision
threshold is 0 and the decision operation is
bˆxi = sgn (yxi) (5.1)
where bˆxi denotes the decision variable corresponding to bxi. In asynchronous CDMA
applications the desired data is corrupted by MAI as seen in (3.13) and (3.30). In a cell
of many users this MAI may be sufficient to produce a bit-error; such an error would
occur when Mxi > |bxi|. Describing the performance across the whole transmission
involves the concept of BER which has been briefly discussed. In simplest terms, the
BER is the ratio of bit-errors to total transmitted bits and is the metric of interest
when analysing the performance of digital mobile communications systems.
5.1 Detection of Binary Signals
We define a particular BPSK signal for which the associated data symbols take either
of two values, d1 or d2, such that these data symbols are separated by pi radians. In the
detection of BPSK signals over an AWGN channel the matched filter output consists
of the original signal plus a Gaussian distributed noise component, ni, given as
yxi = bxi + ni (5.2)
Here the noise term ni is Gaussian as a linear operation performed on a Gaussian
random variable (such as the AWGN n (t)) yields another Gaussian random variable
[82]. Since bxi ∈ {d1, d2} and ni is a zero-mean Gaussian random variable, the matched
filter output, yxi, is Gaussian with a mean of either d1 or d2. Both ni and yxi are
described by (4.7) with µ = bxi and variance σ2n. The conditional pdf of the matched
filter output for the given data symbol, bxi, can be expressed as [53][54]
p (yxi|bxi) = 1√2piσ2n exp
(
−(yxi − bxi)
2
2σ2n
)
, −∞ ≤ yxi ≤ ∞ (5.3)
With bxi taking only two values the signal detection is described by two Gaussian
distributions centered about d1 and d2 as illustrated in Fig. 5.1 [53][54]. The decision
threshold is shown as being δd = d1+d22 (the bisection of {d1, d2}) and the shaded region
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depicts the region of false detection (bit-error) given bxi = d2.
Therefore the probability of a bit-error, denoted by Pe can be calculated as being
either, the probability of yxi falling into the region −∞ < yxi < δd given bxi = d1 or
as the probability of yxi falling into the region δd < yxi <∞ given bxi = d2. The error
probability corresponding to the false detection of d1 is shown to be
Pe =
∫ δd
−∞
p (yxi|bxi = d1) =
∫ δd
−∞
1√
2piσ2n
exp
(
−(yxi − d1)
2
2σ2n
)
dyxi (5.4)
Likewise, the error probability corresponding to the false detection of d2 is shown to be
Pe =
∫ ∞
δd
p (yxi|bxi = d2) =
∫ ∞
δd
1√
2piσ2n
exp
(
−(yxi − d2)
2
2σ2n
)
dyxi (5.5)
In the case where d1 = −d2, i.e. |d1| = |d2|, the error probabilities in (5.4) and (5.5)
are equal. Defining u =
(
yxi−d2
σn
)
and hence dyxi = σndu, (5.5) reduces to
Pe =
∫ ∞
d1−d2
2σn
1√
2pi
exp
(
−u
2
2
)
du (5.6)
The complementary Gaussian cumulative distribution function [53] is defined as
Q (x) =
∫ ∞
x
1√
2pi
exp
(
− t
2
2
)
dt (5.7)
and applying this function to the error probability in (5.6) yields an alternative expres-
sion in the form of
Pe = Q
(
d1 − d2
2σn
)
(5.8)
The work detailed throughout this thesis relates only to BPSK modulated systems
d2 d1 
δd 
y
xi 
Figure 5.1: BPSK Symbol Detection
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where all data streams (3.3) and code sequences (2.5) are bipolar signals such that each
symbol is described by
bki (t) = ±1, iTs ≤ t ≤ (i+ 1)Ts (5.9)
and chips are described by
ckn (t) = ±1, nTc ≤ t ≤ (n+ 1)Tc (5.10)
With bxi ∈ {−1, 1}, the corresponding bit-error probability over an AWGN channel is
Pe = Q
( 1
σn
)
(5.11)
The SNR, previously stated as the signal power-to-noise power ratio, for a synchronous
CDMA system communicating in the presence of AWGN is given by [49]
γ = 1
σ2n
(5.12)
Here the reception is free of MAI (through orthogonal codes) and the only signal dis-
tortion emanates from the additive noise. One may form the following relationship
between the error probability and the SNR.
Pe = Q (
√
γ) (5.13)
This direct relationship is logical, stating the chance of erroneous detection is dependent
on the degree of noise interference.
The above BPSK detection formulation may be extended to characterise the asyn-
chronous channel under analysis in this thesis. Recalling this channel incurs distortion
only as a result of the MAI caused by the asynchronous transmission; the affects of
AWGN are neglected in the subject channel, and hence the power distortion ratio is
not an SNR as such, but an SIR.
A general form of the matched filter ouput in CDMA systems for the proposed
channel was given in (4.2). This equation is simplified and re-written here as
yxi = bxi +Mxi|τ (5.14)
The featured MAI is a zero-mean Gaussian random variable with variance (equal to
power) σ2x, characterised by the Nakagami-m distribution as shown in Chapter 4. As-
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suming perfect power control at the receiving base station, the SIR is expressed as
γI =
1
σ2x
(5.15)
It can be noted that all transmission powers are normalised to unity giving rise to the
numerator of unity in (5.12). For BPSK modulated data, the probability of bit-error
is related to the SIR by (5.15) giving
Pe = Q (
√
γI) = Q
( 1
σx
)
(5.16)
With this relationship it can be seen how knowledge of the total conditional MAI power
facilitates the approximation of BERs for asynchronous CDMA systems.
5.2 Exhaustive BER Evaluations
In order to make a fair comparison between the DS-CDMA and MC-CDMA techniques
for the proposed channel, it is necessary to evaluate the MAI and furthermore, the
corresponding BER for all possible offsets, τ . For a system of codelengthN and working
under maximum capacity (K = N andK = N+2 for WH and Gold codes respectively),
the total number of possible τ combinations is equal to NN−1 and NN+1 for WH and
Gold codes respectively (with τx = 0 in each set).
In Section 4.2 the conditional MAI power of an interferer was introduced as a func-
tion of timing offset, τk. Further investigation of these functions reveals that a number
of offsets produce the same conditional MAI power for a given interferer. For example,
arbitrarily taking the reference user as user 7, the distribution of the conditional MAI
power over timing offset is shown in Fig. 5.2. Here the MC-CDMA system using WH
codes of N = 8 is used to demonstrate the concept of equivalent offset vectors, where
the interferer of interest is user 3. Considering two unique offset vectors, τa and τ b,
such that
τa =
[
τ1 τ2 τ3 = 3 τ4 τ5 τ6 τ7 = 0 τ8
]
(5.17)
and
τ b =
[
τ1 τ2 τ3 = 5 τ4 τ5 τ6 τ7 = 0 τ8
]
(5.18)
it can be declared that these offset vectors are equivalent in terms of the resulting
conditional MAI power. Moreover, an offset of τ3 = 1 produces the same result as an
offset of τ3 = 7 and offsets of τ3 = 2, 4 and 6 are equivalent to no offset (τ3 = 0). With
this knowledge it is possible to group offset sets into different offset classes to reduce
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the computational load of the BER computations.
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Figure 5.2: Condtional MAI Power as a Function of Offset: MC-CDMA N = 8 (WH)
There exists a class of offsets, η, for which all sets of offsets, τ , belonging to this
class produce the same total conditional MAI power, σ2x, and are therefore considered
as equivalent offset sets. Instead of computing the BER for all possible combinations
of τ , which is computationally exhaustive, a fair comparison of system performances
can be achieved by computing the BER for each offset class, η. As the number of offset
sets belonging to each offset class varies from class to class, it is necessary to weight
each BER with the probability that an offset set belongs to the considered class. The
weighted BER for each offset class is given by
Pe|η = Q
(
1
σ2x|η
)
· Pr {τ ∈ η} (5.19)
With the number of offset classes being M , the mean BER over all offset combinations
is given by
P¯ e =
M∑
η=1
Pe|η (5.20)
Figure 5.3 shows the mean BER of each of the considered asynchronous CDMA
systems. Here the average BER performances for each system are superimposed for
the use of both WH and Gold sequences in order to visually compare the multiple
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access techniques as well as the performances of each code set. The performance curves
have been generated for fixed spreading factors of N = 8 and N = 7 for WH and Gold
sequences respectively and for a varying number of users K. In the case where the
number of users differs from the spreading factor (K 6= N), the users were selected in
order of decreasing conditional MAI power. Therefore the K users considered inthe
BER computation were the K− 1 users producing the highest conditional MAI powers
for the given offset class, and the reference user was selected as the Kth user. The
results therefore represent the worst case scenario for both systems, and this accounts
for the initial slopes in Fig. 5.3 when the number of users is low.
From Fig. 5.3 it is clearly evident that MC-CDMA outperforms DS-CDMA for
both WH and Gold codes. Moreover, the use of Gold codes in the MC-CDMA system
offers an improved performance in comparison to WH codes for a low number of users,
however, this performance improvement diminishes for an increasing number of users.
There is a clear distinction between the code performances in the DS-CDMA system,
for which WH codes offer a better performance than the Gold codes.
For codelengths of N = 7 and N = 8 for Gold and WH codes respectively, it is
possible to compute the average BER in (5.20) as the values of M are small, however,
for larger codelengths it is computationally impossible to make such computations, even
after the formation of offset classes.
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Figure 5.3: BER vs. K: N = 8 (WH) & N = 7 (Gold)
Bit-Error Rate Analysis 69
5.3 BER Modelling
Evaluating and comparing the average BER of the asynchronous DS-CDMA and MC-
CDMA techniques through the consideration of every possible offset vector is feasible for
low spreading factors, however, this method rapidly becomes implausible for an increase
in the spreading factor due to computational complexity. An alternative method is
therefore sought after, in order to perform the desired performance evaluations and
comparisons. This section proposes a method to approximate the average BER of both
asynchronous CDMA techniques subject to this performance analysis by extending the
statistical modelling of the conditional MAI power developed in the previous chapter.
With the expression for the BER in (5.16) and the Nakagami-m pdf characterising
the total conditional MAI power (4.28), the pdf of the BER can be obtained through
the transformation
p (Pe) |dPe| = p
(
σ2x
) ∣∣∣dσ2x∣∣∣ (5.21)
The result of this transformation is expressed as
p (Pe) = p
(
σ2x
) 2 ∣∣∣(σ2x)3/2∣∣∣∣∣∣∣Q′ ( 1√σ2x
)∣∣∣∣ (5.22)
where Q′ (x) denotes the derivative of the Q-Function (5.7) that is derived in Appendix
B using the approximation of (5.7) given in [76] as
Q (x) ≈ 1
0.661x+ 0.339
√
x2 + 5.51
exp−x
2
2√
2pi
(5.23)
Following the substitution of (4.28) into (5.22), the new expression for the BER pdf
becomes
p (Pe) =
2
(
m
ζ
)m (σ2x)m−1
Γ(m) exp
(
−mσ2xζ
) ∣∣∣(σ2x)3/2∣∣∣∣∣∣∣Q′ ( 1√σ2x
)∣∣∣∣ (5.24)
The BER pdfs of both systems for Gold and WH sequences of N = 63 and N = 64
can respectively be seen in Figs.5.4 and 5.5. The plots featured in these figures are
consistent with those shown in Figs. 4.6 and 4.7 in the previous chapter for the total
conditional MAI power. The plots are consistent in that they exhibit similar properties
(shape and mean) which is the expected result given the linear change of variable
transformation in (5.21). As in the case of the conditional MAI power, the pdfs of the
MC-CDMA systems, for both sets of spreading sequences, are distributed over the lower
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Figure 5.4: BER pdfs; K = 64, N = 63 (Gold)
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Figure 5.5: BER pdfs; K = 64, N = 64 (WH)
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end of the Pe axis. This is in contrast to that of the DS-CDMA pdfs which are heavily
distributed over larger values of Pe. These distribution characteristics suggest the MC-
CDMA technique offers an improved BER performance over the DS-CDMA technique
for the proposed channel. This suggestion holds for the use of both spreading sequence
sets. The next section will investigate the accuracy of the presented BER modelling
through Monte Carlo simulations as done with the MAI power modelling.
5.3.1 System Capacity
The GSM standard is termed a channel limited system in which the air interface (re-
ferred to as Um) partitions the available channel resources via a combination of FDM
(124 200kHz frequency bands) and TDD (8 0.577ms timeslots per frequency band),
thus exhibiting the capacity to facilitate a number of subscribers based on the allo-
cated bandwidth. The CDMA concept on the other hand is termed an interference
limited system as the reviewer suggests. In CDMA systems all subscribers simulta-
neously access the available bandwidth. Under an ideal communication environment
(given no noise or interference) an infinite number of subscribers can potentially be fa-
cilitated. However, due to the prevalent presence of additive noise and MAI, the number
of subscribers able to be facilitated (user capacity) is limited by a specified QoS param-
eter (BER threshold) which defines the acceptable percentage of errors caused by the
degrading interference. As the total MAI incurred by each user increases with every
subscriber added to the system, the user capacity is limited to the maximum number
of users whose resulting SIR level maintains a BER under the QoS restriction [45].
The work presented details an accurate method for approximating the BER pdf
from the evaluated pdf of the total MAI. For a specified QoS (given as a BER require-
ment) and the expression for the BER pdf for K users, it is possible to compute the
percentage of users fulfilling the required QoS. Given the BER pdfs in this thesis have
been approximated for a K user system, the user capacity is simply evaluated as a
percentage reference of K.
5.4 Simulation Results
Applying the statistical modelling of the total conditional MAI power to also charac-
terise the BER resulted in the pdf expressed in (5.24). Figures 5.4 and 5.5 illustrate
the BER distributions for spreading factors of 63 and 64. As performed for the con-
ditional MAI power, Monte Carlo simulations were run to confirm the validity of the
BER statistical modelling.
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As the BER modelling was achieved through an extension to the previous pdf
modelling, the same asynchronous CDMA simulator was employed as described in the
previous chapter, however, with an additional computational block applying the Q-
Function to the incurred SIR (5.16). Here the BER of each realisation, defined by the
renewal of another randomly generated offset vector, was stored for future processing.
The simulations were repeated for a range of spreading factors includingN = 31, 63, 127
and N = 32, 64, 128 for the different deterministic code sets. Again 10, 000 realisations
were run to ensure a vast range of offset combinations were covered.
The resulting histograms of the Monte Carlo simulations have been superimposed on
the pdfs obtained by (5.24) in Figs. 5.6 and 5.7. Figure 5.6 shows the BER histograms
for both CDMA systems using Gold codes of N = 63. Here, the smooth curves repre-
sent the analytical approximation, while the broken curves represent the Monte Carlo
histograms. Figure 5.7 shows the corresponding plots for the use of WH sequences
of N = 64. The results show a good approximation for both of the multiple access
techniques. The numerically acquired curves do not perfectly fit those obtained analyt-
ically, however, their accordance does validate the BER modelling. Tables 5.1 and 5.2
show the mean BERs accordance between the simulations and the statistical modelling
for each system using Gold and WH codes respectively.
Table 5.1: Mean BER: Gold codes
Analytical Numerical
N DS-CDMA MC-CDMA DS-CDMA MC-CDMA
31 0.1524 0.0710 0.1484 0.0655
63 0.1522 0.0709 0.1493 0.0716
127 0.1503 0.0653 0.1529 0.0717
Table 5.2: Mean BER: WH codes
Analytical Numerical
N DS-CDMA MC-CDMA DS-CDMA MC-CDMA
32 0.1128 0.0693 0.1095 0.0632
64 0.1121 0.0706 0.1097 0.0661
128 0.1121 0.0709 0.1100 0.0663
5.5 BER Performance & Comparisons
This chapter has seen the evaluation of the BER for the asynchronous CDMA sys-
tems through two methods. The first saw an exact computation of the BER using an
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Figure 5.8: Mean BER as a Function of Spreading Factor
exhaustive computation approach, forming offset classes and evaluating the BER for
every possible offset class. The drawback of this method was the computational load
required for such exhaustive calculations and as a result, this approach was limited
to spreading factors of N = 8. The second method approximated the BER of each
system by extending the statistical modelling of the total conditional MAI power to
model the BER. This method resulted in the full statistic of the BER of each system
allowing a fair comparison between the considered systems for spreading factors as high
as N = 128.
With the emergence of 4G mobile cellular systems and the recent proposal of mul-
ticarrier CDMA schemes, the question still remains as to which multiple access system
offers the best performance in terms of achieving the highest capacity while satisfy-
ing the desired QoS. The following performance comparisons, although limited to the
simplified asynchronous channel considered in this work, provides a decision platform
for the multiple access scheme for the air interface for the next generation of mobile
cellular systems.
The mean BER values are easily calculated from the BER pdfs. Figure 5.8 shows
the mean BER values as a function of spreading factor for WH and Gold sequences
of N = 8, 32, 64, 128 and N = 7, 31, 63, 127 respectively. After the initial increase in
the mean BER value, the curves show little performance dependence on the spread-
ing factor. The curves show a clear distinction between the BER performances of the
MC-CDMA and DS-CDMA systems, for which the MC-CDMA systems offer a better
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performance. Moreover, there is a negligible difference between the mean BER perfor-
mances under the use of WH and Gold sequences for the MC-CDMA system considered.
The results suggest a higher resistance to MAI in the MC-CDMA technique considered
in comparison to the DS-CDMA system for the considered transmission scenario.
Judging solely by the results obtained via the statistical modelling presented, the
MC-CDMA technique demonstrates a clear advantage over the DS-CDMA technique
in a purely asynchronous communications channel. With the addition of this to the
contributions of [25] for the situation of frequency selectivity, the MC-CDMA system
is a competitive candidate for the multiple access scheme for the air interface of the
next generation of mobile cellular systems.
Chapter 6
Ambiguity Function Analysis of
CDMA Signals
T he work presented so far in this thesis has seen the development of time-domainsignal detection models for the asynchronous DS-CDMA and MC-CDMA sys-
tems subject to analysis. Furthermore, the formulation of MAI, the corresponding
MAI power statistics and the resulting BER performance have followed, all contribut-
ing to the current comparative analysis of the systems investigated. In addition to
comprehensively analysing the MAI-related performances of these CDMA systems, it
is desired to offer an improvement to the existing CDMA techniques in order to combat
the MAI incurred over asynchronous environments. There are many benefits associated
with the reduction of MAI, primarily the improvement of BERs and the increase of load
capacity.
In CDMA systems, all subscribers are active on the same frequency band simul-
taneously and signal separation is facilitated upon reception via the properties of the
assigned spreading codes. Under asynchronous conditions the code properties alone do
not provide the necessary separation and an additive MAI term remains in the detection
process. In addition to the separation abilities of the spreading codes, a further method
of deciphering the desired subscriber signal from the interfering subscriber signals is
sought.
Upon reception, the received signal at the BS comprises of the superposition of all
K user signals in the cell. For the asynchronous environment considered, the received
signal comprises of the desired user’s signal plus the delayed versions of the K−1 inter-
fering signals. In demonstrating the relationship between the Wigner-Ville distribution
[83] and the ambiguity function (AF), [84] considers the case of signal superposition
and derives the AF of the resulting signal. The resulting AF of signals superimposed
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in the time-domain is given by the summation of the auto-AFs and cross-AFs of the
associated signals. It is shown that time and frequency differences amongst the additive
signals are reflected by the geometric shifting away from the origin in the ambiguity
domain (dual variable domain with ν (Doppler) and τ (timing offset) axes). Stated
more concisely, the auto-AF terms remain at the origin while cross-AF components
are located away from the origin; this location is determined by the relative time and
frequency differences present in the cross-AF. This concept of component shifting in the
ambiguity domain is also seen in reduced interference distributions to suppress cross-
terms [85] and this concept provided the motivation for the application of the AF to
CDMA signals.
In this chapter a brief introduction to the AF and its properties, including the
definition of the auto-AF and cross-AF will be presented. The AF will be used as an
analysis tool to investigate the feasibility of ambiguity domain filtering to reduce MAI
and further explore possible separation of CDMA signals upon reception. In doing so,
the AF analysis will be undertaken for both synchronous and asynchronous detection
models to aid the identification of separation techniques.
6.1 The Ambiguity Function
The time-lag signal kernel represents the instantaneous autocorrelation function of a
signal at a given timing offset. For a given signal, z (t), the dual domain time-lag signal
kernel, denoted as κ (t, τ) is given as the following autocorrelation relationship [83]
κz (t, τ) = z
(
t+ τ2
)
z∗
(
t− τ2
)
(6.1)
where z∗ (t) denotes the complex conjugate of z (t). The size of the signal kernel is
limited by the duration of the signal z (t) as no correlation is achievable for lags of
τ > Tz/2 where Tz denotes the time duration of the signal z (t). Figure 6.1 shows an
example of a time-lag kernel for the cosine function z (t) = cos (2pift).
Another dual domain signal representation emanating from the above time-lag ker-
nel is the AF. The AF is frequently used in many radar and sonar applications involving
the reception of signals offset in time or frequency [86]. These Doppler offsets arise as
a result of motion when detecting or attempting to measure distance of an object in
motion. The AF can be directly obtained from the time-lag signal kernel through the
Fourier transform operation for which the time variable t goes to the Doppler variable
ν. This relationship is expressed as [83][84][87]
Az (ν, τ)=FTt→ν {κz (t, τ)} (6.2)
=
∫ ∞
−∞
z
(
t+ τ2
)
z∗
(
t− τ2
)
exp (−j2piνt) dt (6.3)
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Figure 6.1: Time-Lag Kernel of the Cosine Function
where FT denotes the Fourier transform operation and ν denotes the Doppler offset.
The AF defined in (6.3) is referred to as the symmetric AF and it should be noted that
it is a subtle variation to the AF often defined in radar applications for which the AF
is defined as [86]
Az (ν, τ) =
∫ ∞
−∞
z (t) z∗ (t− τ) exp (−j2piνt) dt (6.4)
In all that follows only the symmetric AF defined in (6.3) is considered.
To aid in the understanding of the AF and its properties, a cosine function, z (t) =
cos (2pift), is considered for which the symmetric auto-AF is illustrated in Fig. 6.2.
This, and all AFs exhibit the following properties:
Property 1: The AF features a maximum value at the origin. This implies
maximum signal energy is observed in the absence of both timing lag and Doppler
shift. Normalising the signal energy to unity, this property is given by
|Az (ν, τ)| ≤ |Az (0, 0)| = 1 (6.5)
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Figure 6.2: Ambiguity Function of a Cosine Function
Property 2: The AF is symmetric about the origin. It follows that
|Az (−ν,−τ)| = |Az (ν, τ)| (6.6)
Property 3: The zero-Doppler cross-section of the AF gives the autocorrelation
function of the observed signal. With ν = 0, the zero-Doppler cross-section is
Az (0, τ) =
∫ ∞
−∞
z
(
t+ τ2
)
z∗
(
t− τ2
)
dt = Rzz (τ) (6.7)
where Rzz (τ) is the autocorrelation function of z (t). The magnitude of the zero-
Doppler slice of the cosine function considered is shown in Fig. 6.3.
Property 4: The zero-lag cross-section of the AF is a function of magnitude
only, and as such is independent of any phase or frequency modulation [86]. The
zero-lag cross-section is expressed as
Az (ν, 0) =
∫ ∞
−∞
|z (t)|2 exp (−j2piνt) dt (6.8)
The magnitude of the zero-lag slice of the cosine function considered is shown in
Fig. 6.4. Note the two spikes either side of the central peak corresponding to
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twice the frequency of the cosine function.
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Figure 6.4: Zero-Lag Cross-Section: |Az (ν, 0)|
The AF defined in (6.3) is derived from the autocorrelation relationships of the
function z (t) and as such it is termed an auto-AF. In addition to the auto-AF defined
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in (6.3), there exists a cross-AF between two signals z (t) and g (t) defined as [84]
Az,g (ν, τ) =
∫ ∞
−∞
z
(
t+ τ2
)
g∗
(
t− τ2
)
exp (−j2piνt) dt (6.9)
Both the auto-AF (6.3) and cross-AF (6.9) will be seen in the detection analysis of the
CDMA signals considered later in this chapter.
6.2 Analysis of Received CDMA Signals using the Ambi-
guity Function
As in previous chapters, the DS-CDMA signal model will be used in the following
demonstration of signal separation concepts in the ambiguity domain. The principles
developed in the following sections are applicable to the MC-CDMA system, however,
the DS-CDMA case is preferred due to its simplicity in comparison to the MC-CDMA
case.
6.2.1 Synchronous Transmission
The synchronous baseband DS-CDMA received signal for the ith symbol can be ex-
pressed as
r (t) =
K∑
k=1
sk (t) =
K∑
k=1
bkick (t) (6.10)
= bxicx (t) +
K∑
k=1
k 6=x
bkick (t) (6.11)
where ck (t) is the kth spreading sequence defined over the interval iTs < t < (i+ 1)Ts.
At the receiver the reference code, cx (t), is re-applied to the received baseband signal,
yielding
z (t) = r (t) cx (t) =
K∑
k=1
bkick (t) cx (t) (6.12)
Cross-correlating the reference code, cx (t), with the synchronous received baseband
DS-CDMA signal in (6.11), yields the following time-lag kernel.
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κr,cx (t, τ) = r
(
t+ τ2
)
c∗x
(
t− τ2
)
(6.13)
=
K∑
k=1
bkick
(
t+ τ2
)
c∗x
(
t− τ2
)
(6.14)
= bxicx
(
t+ τ2
)
c∗x
(
t− τ2
)
+
K∑
k=1
k 6=x
bkick
(
t+ τ2
)
c∗x
(
t− τ2
)
(6.15)
Taking the FT of this time-lag kernel gives the corresponding AF represented by
Ar,cx (ν, τ) =
∫ ∞
−∞
r
(
t+ τ2
)
c∗x
(
t− τ2
)
exp (−j2piνt) dt (6.16)
=
∫ ∞
−∞
bxicx
(
t+ τ2
)
c∗x
(
t− τ2
)
exp (−j2piνt) dt
+
∫ ∞
−∞
K∑
k=1
k 6=x
bkick
(
t+ τ2
)
c∗x
(
t− τ2
)
exp (−j2piνt) dt (6.17)
= bxiAcx (ν, τ) +
K∑
k=1
k 6=x
bkiAck,cx (ν, τ) (6.18)
The first term in (6.18) is the auto-AF of the reference user’s spreading code and the
second term comprises of a sum of K − 1 cross-AFs. These cross-AFs correspond to
the cross-correlation of the reference user’s code and each of the interfering users’ codes.
The decision variable for the estimation of the transmitted symbol, bxi, is taken as
the real component of the AF peak at (0, 0). This is in fact equivalent to the matched
filter operation in which the filter is matched to the reference code, cx (t), such that
the matched filter’s impulse response is
h (t) = c∗x (Ts − t) (6.19)
The output of this matched filter is derived by the following integration, denoting λ as
the integration variable
y (t) = r (t) ∗ h (t)
=
∫ t
0
r (λ)h (t− λ) dλ (6.20)
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Substituting (6.19) into (6.20) yields
y (t) =
∫ t
0
r (λ) c∗x (Ts − {t− λ}) dλ (6.21)
=
∫ t
0
r (λ) c∗x (Ts − t+ λ) dλ (6.22)
At t = Ts, this output of the matched filter is
y (Ts) =
∫ Ts
0
r (λ) c∗x (λ) dλ ≡
∫ ∞
−∞
r (t) c∗x (t) dt = Ar,cx (0, 0) (6.23)
Using this origin peak detection, i.e. the decision variable is taken as the value at (0, 0),
(6.18) reduces to
Ar,cx (0, 0) = Rr,cx (0) = bxiRcx,cx (0) +
K∑
k=1
k 6=x
bkiRck,cx (0) (6.24)
where Rcxcx (τ) is the autocorrelation function of cx (t), Rckcx (τ) is the cross-correlation
function amongst codes k and x, and Rrsi,cx (τ) is the cross-correlation function of the
received signal and the reference code. The estimate of the desired information symbol
is therefore
bˆxi =
{ 1, Re {Rrs,cx (0)} > 0
−1, Re {Rrs,cx (0)} < 0
(6.25)
Ensuring desirable code properties such that the cross-correlation functionRck,cx (τk) ∼=
0 ∀k 6= x, will result in good transmission performance in terms of BER. The above
detection formulation is for the simplified channel model and it should be noted that
both AWGN and channel fading will introduce errors in the detection of bxi.
To illustrate the location of signal energy in the ambiguity domain, the AF in (6.18)
is considered with the use of WH codes of N = 4. The magnitude of this AF is shown in
Fig.6.5 for a sampling rate of 64 samples per symbol. As (6.18) demonstrates, this AF
is the superposition of several AFs (one auto-AF and K − 1 cross-AFs). The auto-AF
is concentrated about the ambiguity domain origin (0, 0) and the real component of
this term is illustrated in Fig.6.6. The last term in (6.18) is a sum of K − 1 cross-AFs
which are concentrated away from the (0, 0) origin. This displacement of the cross-AF
terms away from the origin is due to the uniqueness of the WH codes. As each code
remains unique and orthogonal to all other codes in synchronous conditions, the cross-
correlation of two different codes (defining the cross-AF) results in zero at τ = 0 and
peaks occuring at other values along the τ axis.
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Figure 6.6: Auto-Ambiguity Function of cx (t): N = 4
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This concept is further illustrated by observing the properties between two of the
available codes. For the case of N = 4, the four available codes are
c1
c2
c3
c4
 =

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1
 (6.26)
Arbitrarily choosing cx = c3, the auto-AF component will be concentrated at the
origin (Fig.6.6), while the cross-AF component, b4iAc4,c3 (ν, τ), on the other hand will
be concentrated away from the origin. It is interesting to note that c4 (t) = c3 (t− Tc)
and as such the cross-AF of codes c4 (t) and c3 (t) is
Ac4,c3 (ν, τ) =
∫ ∞
−∞
c3
(
t+ τ2 − Tc
)
c∗3
(
t− τ2
)
exp (−j2piνt) dt (6.27)
As detailed in [84], the tau difference seen above manifests itself as a geometric shift
away from the ambiguity domain origin. In this particular case, the cross-AF will be
concentrated about (τ = Tc, 0). This is also visible in the cross-corrlation function as
shown in Fig.6.7. Here the solid curve depicts the auto-correlation function of c3 (t)
and the broken curve depicts the cross-corelation of the codes c4 (t) and c3 (t).
In the synchronous case, all codes can be seen to remain unique throughout the
detection process. That is to say, no code appears twice in the symbol by symbol
detection problem. This attribute of a synchronous CDMA system is best understood
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in terms of correlations, which form the basis of the AF. The application of the reference
code to the received signal gives rise to several correlations between the spreading
codes. The data of the desired user (corresponding to an autocorrelation and hence
an auto-AF) will appear at the origin of the ambiguity domain, whilst all unwanted
information will be located away from this origin due to the uniqueness of the codes
and their resulting cross-correlation relationships.
The code uniqueness discussed here is not retained in the asynchronous case which
will be discussed in the next section. This point is of great importance in understanding
the problem of detection in the asynchronous environment and it can justify the need
for another "dimension" to achieve more accurate CDMA signal separation.
6.2.2 Asynchronous Transmission
Introducing timing offsets amongst the transmission signals to represent the uplink
channel results in the asynchronous received baseband DS-CDMA signal given by
r (t) = sx (t) +
K∑
k=1
k 6=x
sk (t− τk) (6.28)
where the symbol misalignment between the reference code and an interferer’s code is
expressed by defining the following functions.
Φk (t) =
τk∑
n=1
ck(n+N−τk) · uTc (t− (n− 1)Tc) = ck (t− τk) , 0 ≤ t < τk (6.29)
χk (t) =
N∑
n=τk+1
ck(n+N−τk) · uTc (t− (n− 1)Tc) = ck (t− τk) , τk ≤ t < Ts (6.30)
Here each code is modulo N such that ck(N+u) = cku. It is necessary to define these
functions as the influence of the data symbols,
{
bk(i−1), bki
}
, is only present during a
portion of the detection interval.With the substitution of these offset-dependent func-
tions, the asynchronous received signal, defined over the interval iTs ≤ t ≤ (i+ 1)Ts,
involved in the detection of bxi becomes
r (t) = bxicx (t) +
K∑
k=1
k 6=x
[
bk(i−1)Φkx (t) + bkiχkx (t)
]
(6.31)
= bxicx (t) +
K∑
k=1
k 6=x
gk (t) (6.32)
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Re-applying the reference code as in (6.12) yields z (t) = r (t) cx (t) and the corre-
sponding AF representing the asynchronous condition is expressed as
Ar,cx (ν, τ) =
∫ ∞
−∞
r
(
t+ τ2
)
c∗x
(
t− τ2
)
exp (−j2piνt) dt (6.33)
=
∫ ∞
−∞
bxicx
(
t+ τ2
)
c∗x
(
t− τ2
)
exp (−j2piνt) dt
+
∫ ∞
−∞
K∑
k=1
k 6=x
gk
(
t+ τ2
)
c∗x
(
t− τ2
)
exp (−j2piνt) dt
= bxiAcx (ν, τ) +
K∑
k=1
k 6=x
bk(i−1)Agk,cx (ν, τ) (6.34)
This AF is comprised of one auto-AF (containing the desired symbol) with its energy
concentrated at the origin and a sum of K − 1 cross-AFs whose energy concentration
location are conditioned on the correlation properties of gk (t) (which is conditioned on
τk, bk(i−1), bki) and cx (t).
As with the synchronous detection, a system using WH codes of N = 4 is used to
aid the understanding of the AF analysis for the asynchronous case. Again the reference
user is arbitrarily chosen as user x = 3, such that cx = c3 =
[
1 1 −1 −1
]
. A
simple demonstration of how the decision variable becomes corrupted is allowed by
considering s1 (t− τ1) and s4 (t− τ4) for the case of τ1 = 2Tc and τ4 = Tc. In the
attempt to recover bxi over the interval iTs ≤ t ≤ (i+ 1)Ts, the aligning components
of the first and fourth users are g1 (t) and g4 (t) respectively. Expressing these aligning
signal components over the detection interval in vector form, together with the desired
signal gives the following three expressions.
g1 =
[
b1(i−1) b1(i−1) b1i b1i
]
(6.35)
g4 =
[
b4(i−1) b4i −b4i −b4i
]
(6.36)
sx =
[
bxi bxi −bxi −bxi
]
(6.37)
For τ1 = 2Tc, b1(i−1) 6= b1i, we have
s1 (t− 2Tc) = g1 (t) = ±sx (t) (6.38)
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Figure 6.8: Cross-Ambiguity Function of Received Asynchronous DS-CDMA signal &
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and for τ4 = Tc, b4(i−1) = b4i, we have
s4 (t− Tc) = g4 (t) = ±sx (t) (6.39)
For the scenario shown here, the interfering components considered are detected
as the reference signal and contribute to the decision variable either constructively or
destructively depending on the sign of gk (t). In terms of the AF, this false detection is
represented by a surplus of energy at the origin as is depicted in Fig.6.8. Ideally only
the energy from the reference user should appear at the origin implying a moderate
peak (Fig.6.5), however, the large magnitude of energy at the origin shown in Fig.6.8
implies a high degree of MAI. Figure 6.5 shows less energy at the origin which is the
result of synchronous transmission.
It is shown here how the segmented signal components of the synchronous case
migrate towards the origin due to the influence of the three variables conditioning
the incurred MAI, τk, bk(i−1), bki, associated with the asynchronous case. The loss of
code exclusivity is demonstrated above showing how initially unique codes transform
to resemble the reference signal following data modulation and timing offsetting.
This problem of MAI and the consequent false detection problem is a direct result
of the mixture of signals at the propagation level. The ill affect of the MAI, created
by the asynchronous transmission, appears as combined signal energy at the origin of
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the ambiguity domain. Initially it was hoped to discover a possible application of an
interference reduction filter, however, due to the additive nature of the energy at a
common region, it is concluded that any ambiguity domain filtering is unfeasible as a
means of reducing MAI.
6.3 Conclusions
It was first thought that timing offsets associated with the asynchronous transmission
would contribute to unwanted signal components shifting away from the ambiguity
domain origin. It was found, however, that the format of WH codes is such that sig-
nal components from different subscribers appear segmented in the ambiguity domain
under synchronous conditions. This segmentation is due to the uniqueness of each
code being retained during the synchronous transmission. In the asynchronous case,
the exclusivity of the spreading codes is lost and as a consequence, particular codes
have the potential to appear more than once in the symbol detection process. More
importantly, due to the binary nature of the codes, it is probable that offset versions
of the interfering codes will take the form of the reference code and hence contribute
unwanted signal energy to the origin of the ambiguity domain, corrupting the accuracy
of the decision variable.
It is demonstrated that shifting of energy along the τ axis is probable given an
asynchronous environment. In contrast, all CDMA subscribers share the same fre-
quency band and hence little shifting along the ν axis is witnessed. This point leads
to the concept of inducing frequency separation between symbols in order to achieve
signal separation during the detection process. Given sufficient Doppler shifting, any
movement of signal energy along the τ axis will have minimal influence on the decision
variable, which will lead to improved detection.
One characteristic distinguishing the desired data signal from the signals of the
interferers is the timing offset τk. In the next two chapters this characteristic will be
exploited by introducing a controlled frequency separation between symbols aligned
with the reference user (τk = 0 and offset symbols. It will be shown that sufficient
Doppler shifts may be introduced by periodically switching the carrier frequency be-
tween dual frequency bands leading to MAI reduction and hence improved detection.
This concept is applied to the DS-CDMA technique in Chapter 7 and to the MC-CDMA
technique in Chapter 8.
Chapter 7
Interference Reduction Through
Dual-Frequency Design:
Application to DS-CDMA
C hapter 6 used the ambiguity function as an analysis tool and it was suggestedthat CDMA signals could possibly be separated through the periodic introduction
of Doppler shifts amongst users. The use of the ambiguity function gave an alternative
and incisive representation of the CDMA reception problem. It was concluded that any
ambiguity domain filtering was unfeasible due to the superposition of the desired data
and all MAI components involved in the symbol by symbol recovery method presented.
One valuable conclusion emanating from the ambiguity domain analysis, however, was
the source of motivation for the following proposed methodology for MAI reduction. It
is proposed that MAI reduction is achievable through strategically induced frequency
separation which is realised through the use of dual frequency bands rather than the
standard singular frequency band; in essence, an additional carrier frequency to each
of the existing carrier frequencies will be made accessible. The proposed methodology
is extended to the DS-CDMA and MC-CDMA systems already detailed in the thesis in
this chapter and the following chapter respectively. The newly proposed multiple access
techniques are respectively termed dual-frequency direct-sequence CDMA (DF/DS-
CDMA) and dual-frequency multicarrier CDMA (DF/MC-CDMA).
For the asynchronous channel model studied throughout this thesis the problem of
recovering a CDMA signal in the presence of destructive MAI becomes the problem
of detection using a symbol by symbol recovery method where the MAI statistics are
constant over all data symbols. As the received signal at the base station comprises
of the superposition of temporally offset signals, the MAI incurred during one symbol
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detection interval comprises of two components; one component is dependent on the
previous data symbol while the other is dependent on the current data symbol of the
interfering signal. It is proposed that introducing a Doppler shift between consecu-
tive data symbols will relieve the decision variable of the destructive MAI component
dependent on the previous data symbol of each interfering signal when the receiver
is matched to the frequency of the current symbol being recovered. These MAI com-
ponents, normally superimposed with the desired data at the origin of the ambiguity
domain (which represents the decision variable of the receiver - refer to Chapter 6) are
shifted along the ν axis (away from the origin) due to the enforced frequency separa-
tion between consecutive data symbols. One means of inducing such Doppler shifts in
the asynchronous CDMA signal detection model is the application of a dual-frequency
(DF) structure to the existing CDMA transceiver structure.
A new hybrid multiple access technique is proposed here and in the following chapter
that will offer substantial MAI reduction through assigning consecutive symbol compo-
nents to altering frequencies (facilitated by the DF transceiver component). Further-
more, it will be shown that exploiting the choice of the frequencies employed will reduce
additional MAI (this concept will be demonstrated in the following signal models). In
the new technique proposed here the assigned frequencies are common to all users in
the cell. To ensure the Doppler shift described above is effective, the signal frequency
is periodically switched at each symbol edge, Ts, and the corresponding symbol of all
users is switched to the same frequency band. As with all CDMA systems where users
occupy a common frequency band, the presence of MAI degrades the BER performance,
however, it will be shown that MAI reduction is achievable under such a transmission
structure.
As MAI degrades the BER performance and hence limits the capacity of CDMA
systems, the ability to reduce MAI holds great appeal. The field of interference reduc-
tion and suppression has received a lot of attention over the past decade to alleviate
CDMA detection from both ISI and MAI. Recently the use of a CP in asynchronous
MC-CDMA has shown to be successful in mitigating the effects of ISI over multipath
channels [68]. Further CP investigation came in [88] which proposed a technique for
suppressing MAI when MC-CDMA subscribers experience Doppler shifts or carrier off-
sets by oversampling the received signal and combining the uncorrupted portions of the
CP. Recent studies have also achieved interference suppression through post-reception
adaptive filtering techniques [89]. Investigation into the use of a block adaptive filter-
ing algorithm in place of the least mean squares and recursive least squares adaptive
filtering algorithms was presented in [90] and more recently, the use of reduced-rank
interpolated filtering at the receiver was presented in [91].
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Multiuser detection using optimal and various linear detectors such as the minimum
mean-square error (MMSE) and decorrelating detectors has achieved improved BERs
in CDMA systems [49]. MMSE schemes are appealing for multiuser detection as they
offer both near-far resistance as well as successful MAI reduction. Coherent MMSE
interference suppression for DS-CDMA was presented by Madhow in [92], and more
recently, a noncoherent receiver for MMSE interference suppression in DS-CDMA was
proposed in [93]. Linear MMSE detection was also analysed for asynchronous MC-
CDMA in [94] and was shown to outperform the use the equal-gain combining and
maximum-ratio combining schemes presented in [25].
These linear detection methods assume an a priori knowledge of the channel, most
importantly the timing offsets [49]. In contrast, the interference reduction methodology
proposed here offers improved BER performances given no knowledge of the channel, in
particular the temporal offsets defining the asynchronous nature of the channel, which
are the sole cause of the subject MAI. Moreover, the above mentioned interference
suppression techniques involve processing at the receiver in contrast to the method-
ology proposed here in which an alternative multiplexing technique is employed using
matched filter detection at the receiver. As such, the amount of MAI incurred and
the resulting BER performance of the newly proposed DF techniques are compared to
those of the existing DS-CDMA and MC-CDMA techniques for the considered asyn-
chronous channel. Reiterating, given the case of asynchronous transmission with no a
priori knowledge of the timing offsets, we show the proposed dual-frequency CDMA
techniques suffer less MAI than the DS-CDMA and MC-CDMA schemes detailed in
this thesis.
The proposed use of the dual subbands requires a bandwidth increase in comparison
to the standard CDMA systems. The application of DF expands the existing bandwidth
to include an additional carrier for every existing carrier. For the DS-CDMA case, the
number of carriers frequencies increases from one to two. In the MC-CDMA case, the
number of subcarrier frequencies increases from N to 2N . The degree of bandwidth
expansion is not dramatic but is a drawback of the proposed multiple access technique
all the same. This bandwidth sacrifice will be further discussed later in the chapter.
Under synchronous conditions, the use of this proposed technique results in error-free
detection (as will be shown in the next section), however, it is of no benefit due to the
unnecessary bandwidth increase and hence is not to be used over the downlink. More-
over, the proposed technique exploits the offset τk in order to reduce MAI hence in
the presence of timing offsets, the proposed technique cannot reduce any existing MAI
(resulting from nonorthogonal code use), if any, incurred during synchronous transmis-
sion. For the asynchronous environment analysed throughout this thesis however, it
Interference Reduction Through Dual-Frequency Design: Application to
DS-CDMA 93
can be argued that such a bandwidth sacrifice is well justified given the resulting degree
of MAI reduction.
7.1 DF/DS-CDMA Signal Model
The following signal model mathematically illustrates the addition of the DF technique
to the previously developed DS-CDMA signal model. This DF signal model makes
use of exponentials in place of cosine functions to represent the carrier components
present in the derived CDMA signals; both the switching demodulation and carrier
demodulation operations are more clearly demonstrated through the use of exponentials
rather than cosine functions.
It is desired to insert a controlled frequency separation between consecutive symbols
of the transmission signal, sk (t), of each user. This is enabled by the DF switching
component depicted in Fig.7.1, periodically switching between the dual frequency bands
employed. This periodic switching is controlled by a fixed switching pattern, termed
the dual band switching pattern (DBSP), common to all K subscribers in the cell.
The DBSP is analogous to the frequency hopping pattern seen in frequency hopping
systems [95][96]. At the transmitter the DBSP activates the switching circuit which in
turn shifts the frequency of the DS-CDMA modulated signal. The time-variant DBSP,
fd (t), of period Ts is represented by
fd (t) = f id, iTs ≤ t ≤ (i+ 1)Ts (7.1)
where f id ∈
{
f1d , f
2
d
}
denotes the switching frequency that alternates every Ts such that
f id 6= f (i±1)d .. The transmitted DF/DS-CDMA signal of the kth user, ignoring any
random phase offset, is expressed as
sk (t) = bk (t) ck (t) exp (j2pi {fc + fd (t)} t) (7.2)
which is of similar format to that in [95][96]. Choosing the switching period as Ts
enables one frequency shift every symbol duration making the transmitted signal
sk (t) =
∞∑
i=−∞
bki · uTs (t− iTs) ck (t) exp
(
j2pi
{
fc + f id
}
t
)
(7.3)
where f id is the shifting frequency for the ith symbol. In all cases considered in this
thesis, the frequency shifting is assumed time-synchronous with the symbol boundaries;
this is depicted in Fig.7.2. The periodic shifting of the carrier frequency is seen more
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Figure 7.1: DF/DS-CDMA Transmission Structure
clearly in the time-frequency plane as in Fig.7.3. Here the shifting of the DS-CDMA
signal spectrum can be viewed as a function of time.
The rationale behind the combination of the DF technique with the CDMA systems
studied in this thesis is the possible reduction of the MAI component resulting from the
previous symbols bk(i−1) (see (3.14) and (3.31)). This is achieved by shifting consecutive
symbols to altering frequencies and hence it is necessary for f id 6= f (i±1)d throughout the
transmission signal of the CDMA systems (Fig.7.2). Moreover, it is assumed that f id is
taken as the same for all K users in the system.
7.1.1 Synchronous Detection
Assuming the dual frequencies assigned to consecutive transmission symbols are known
by the BS, error-free detection is achievable in the presence of a distortionless channel.
The synchronous (downlink channel) DF/DS-CDMA received signal is expressed as
rdf/ds (t) =
K∑
k=1
bk (t) ck (t) cos (2pi {fc + fd (t)} t) (7.4)
Upon reception at the BS, the received signal is carrier demodulated, deswitched, de-
spread and passed through a matched filter matched to the rectangular waveform of
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the datastream. Following such operations, the matched filter output is
y
df/ds
xi =
1
Ts
∫ (i+1)Ts
iTs
rdf/ds (t) cx (t) exp
(
−j2pi
{
fc + f id
}
t
)
dt (7.5)
= 1
Ts
∫ (i+1)Ts
iTs
K∑
k=1
bk (t) ck (t) cx (t) dt (7.6)
= bxi +
1
Ts
K∑
k=1
k 6=x
bkickRˆkx (0) (7.7)
where Rˆkx (τk) is given in (2.26). For the use of orthogonal codes Rˆkx (0) in (7.7) is
zero, representing error-free detection.
It is fair to say the hybrid DF/DS-CDMA system offers no performance inhancement
over the conventional DS-CDMA system over the synchronous downlink channel consid-
ered. The use of the hybrid system has been proposed as a multiple access air-interface
candidate for the asynchronous uplink channel over which timing misalignments pro-
duce MAI terms. In the absence of MAI the proposed system has no added advantages
and the signal model has been derived here merely to demonstrate the functionality of
the DF/DS-CDMA receiver. Of course the choice of the air-interface structure is left
to the designer’s discretion, however, a bandwidth efficient mobile telephony system
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would employ the conventional DS-CDMA (idealy with the use of WH codes) for the
downlink and the proposed DF/DS-CDMA system for the uplink.
7.1.2 Asynchronous Detection
The reception operations (carrier demodulation, deshifting and despreading) of the
DF/DS-CDMA system were visualised in the above detection model for synchronous
transmission. Here the benefits of the adoption of DF will become evident in terms of
MAI reduction. The DF/DS-CDMA received signal over an asynchronous transmission
channel is written as
rdf/ds (t) =
K∑
k=1
bk (t− τk) ck (t− τk) exp (j2pi {fc + fd (t− τk)} {t− τk}) (7.8)
At the BS the received signal is carrier demodulated by exp (−j2pifct), deswitched by
exp
(−j2pif idt), despread by applying cx (t) and passed through the matched filter. The
output following these operations is expressed as
y
df/ds
xi =
1
Ts
∫ (i+1)Ts
iTs
rdf/ds (t) cx (t) exp
(
−j2pi
{
fc + f id
}
t
)
dt (7.9)
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y
df/ds
xi =
1
Ts
∫ (i+1)Ts
iTs
K∑
k=1
bk (t− τk) ck (t− τk) cx (t)
· exp
(
j2pi
[{
fd (t− τk)− f id
}
t− fd (t− τk) τk
])
dt (7.10)
For the designing process we consider the baseband signal model for simplicity, and
as such the term exp (−j2pifcτk) in (7.10) is ignored. This has no reflection of the
performance of the system as fc is common to all carriers. The matched filter output
can further be expanded as
y
df/ds
xi = bxi +
K∑
k=1
k 6=x
(
Mˇ
df/ds
kxi + Mˆ
df/ds
kxi
)
(7.11)
This expression illustrates the superposition of the desired data, bxi, with the MAI
contributions for each of the K − 1 interferers in the system. The total MAI incurred
over the symbol recovery duration is segmented into two components; the first MAI
component represents the MAI produced over the interval iTs ≤ t ≤ iTs + τk while
the second component represents the MAI produced over the interval iTs + τk ≤ t ≤
(i+ 1)Ts. The first MAI component is given as
Mˇ
df/ds
kxi =
1
Ts
∫ iTs+τk
iTs
bk(i−1)ck (t− τk) cx (t) exp
(
j2pi
[{
f
(i−1)
d − f id
}
t− f (i−1)d τk
])
dt
(7.12)
and the second component is given as
Mˆ
df/ds
kxi =
1
Ts
exp
(
−j2pif idτk
) ∫ (i+1)Ts
iTs+τk
bkick (t− τk) cx (t) dt (7.13)
Due to the introduced Doppler shift νi = f (i−1)d −f id, the first MAI component in (7.11)
can be shown to equate to zero for specific values of νi. Rearranging the MAI expression
in (7.12) removing all time-independent variables outside of the integral gives
Mˇ
df/ds
kxi =
bk(i−1)
Ts
exp
(
−j2pif (i−1)d τk
) ∫ iTs+τk
iTs
ck (t− τk) cx (t) exp (j2piνit) dt (7.14)
All offsets have been assumed integer multiples of Tc and due to this assumed chip
alignment the integral in (7.14) is evaluated as
∫ iTs+τk
iTs
ck (t− τk) cx (t) exp (j2piνit) dt =
τk−1∑
n=0
∫ (n+1)Tc
nTc
δn exp (j2piνit) dt (7.15)
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where δn = ±1. This integral equates to
τk−1∑
n=0
δn
j2piνi
[exp (j2piνi (n+ 1)Tc)− exp (j2piνinTc)] = 0 iff νi = m
Tc
(7.16)
where m is an integer. It can be noted that this frequency separation condition cor-
responds to the use of orthogonal dual switching frequencies. With the first MAI
component equating to zero, the matched filter output can be simplified to show the
recovered information and a sum of MAI terms as
y
df/ds
xi = bxi +
K∑
k=1
k 6=x
M
df/ds
kxi (7.17)
= bxi +
1
Ts
K∑
k=1
k 6=x
bkiRˆkx (τk) exp (−jΨk,i) (7.18)
where Ψk,i = 2pif idτk. Considering the real component of (7.18), as is done in the
decision process, yields
y
df/ds
xi = bxi +
1
Ts
K∑
k=1
k 6=x
bkiRˆkx (τk) cos (Ψk,i) (7.19)
As seen in the previous detection models in this thesis, the final decision on the trans-
mitted data symbol is taken as the sign of the real component of the matched filter
output. For the DF/DS-CDMA system, this is expressed as
bˆ
df/ds
xi = sgn
(
y
df/ds
xi
)
(7.20)
The MAI incurred during asynchronous transmission conditions for a K = N loaded
DS-CDMA system was derived in Chapter 3 (3.14). The hyrid DF/DS-CDMA system
proposed here achieves partial MAI reduction as a result of the introduced Doppler
shift between consecutive symbols. This reduction in MAI is evaluated as
∆M =
K∑
k=1
k 6=x
Mdskxi −
K∑
k=1
k 6=x
M
df/ds
kxi (7.21)
=
K∑
k=1
k 6=x
(
Mdskxi −Mdf/dskxi
)
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= 1
Ts
K∑
k=1
k 6=x
{
bk(i−1)Rkx (τk) + bkiRˆkx (τk) [1− cos (Ψk,i)]
}
(7.22)
The MAI reduction achieved through the Doppler shift νi induced by the DF operation
alone is represented by the first term in (??). The MAI signal component over the
interval iTs ≤ t ≤ iTs + τk in the recovery of bxi is shifted to an alternative frequency
and is entirely removed by the matched filter operation given νi = m/Tc. The second
term in (??) represents the difference in MAI incurred over the interval iTs + τk ≤ t ≤
(i+ 1)Ts in the recovery of bxi. Looking closer at this expression it becomes apparent
that further MAI reduction is achievable through optimal DBSP design. For the case
of Ψk,i = m2pi where m denotes an integer, ∆M becomes
∑K
k=1
k 6=x
bk(i−1)Rkx (τk). If
however, Ψk,i =
(
m+ 12
)
pi, ∆M equates to ∑Kk=1
k 6=x
Mdskxi and hence the overall MAI is
zero. Ensuring Ψk,i = 0 is feasible through the optimal DBSP design that follows.
Dual Band Switching Pattern Design
The DBSP fd (t) defines the allocations of the dual frequencies to the transmitted
datastreams as a function of time. In this work all K users in the cellular system
are allocated the same DBSP such that the ith DS-CDMA modulated symbol of all
users occupies the same frequency band. The first design parameter to consider is
the period of the DBSP which has already been defined in this work as Ts which
conveniently coincides with the symbol by symbol detection method under analysis. It
has already been established that two consecutive symbols must not be shifted to the
same frequency in order to reject the influence of bk(i−1) in the detection of bxi. This
gives rise to the first system design restraint:
Restraint 1:
f
(i−1)
d 6= f id
In addition to this restraint, the separation of the frequencies between two consecu-
tive symbols must be carefully selected to avoid any unwanted co-channel interference
(as encountered in the MT-CDMA technique [97]). The desired frequency separation
was drived in (7.16) to eliminate the MAI resulting from bk(i−1) ∀k 6= x. For the
proposed DF technique we therefore affix a further design restraint:
Restraint 2:
∆fd =
m
Tc
(7.23)
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Figure 7.4: DF/DS-CDMA Minimum Frequency Separation
where m is an integer. The minimum frequency spacing between adjacent frequencies
is therefore 1/Tc; this frequency separation is depicted in Fig.7.4.
In order to completely eliminate the MAI signal component incurred over the inter-
val iTs + τk ≤ t ≤ (i+ 1)Ts (the MAI term proportional to Rˆkx (τk)) in the recovery of
bxi it is necessary to ensure the cosine function present in (??) cos (Ψk,i) equates to zero.
In terms of phase this condition becomes Ψk,i =
(
m+ 12
)
pi where m is an integer. The
value of the timing offset τk is randomly selected by the channel (unpredictable), how-
ever, assumptions on the distribution and sample space of such a random variable may
be made. Throughout the thesis the timing offsets have been assumed distributed over
one symbol duration with equal probability such that τk takes only the value of integer
multiples of the chip duration Tc. With this knowledge of the timing offsets the sole
design parameter, f id, can be chosen as to ensure the condition 2pif idτk =
(
m+ 12
)
pi.
The choice of the dual frequencies therefore becomes
f id =
m+ 12
2τk
= 2m+ 14nTc
(7.24)
where m is an integer, τk = nTc is an offset of n chips (n is restricted to integer values).
Offsets are equally distributed over τk ∈ [0, (N − 1)Tc] and an offset of τk = 0 refers
to the synchronous case, hence leaving N − 1 MAI producing offsets where τk = nTc.
Of these N − 1 offsets, N/2 correspond to the value of n being an odd integer and the
remaining N/2−1 correspond to even values of n. To maximise the probability of MAI
reduction, n is chosen as being odd in (7.24).
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Figure 7.5: DF Signalling without DBSP Synchronisation
Dual Band Switching Pattern Synchronisation
Given that signal separation in the proposed DF concept is controlled by a function
of time, namely the DBSP, in practice it is intuitive that the synchronisation of the
DBSP be upheld across all active subscribers. In fact, due to the symmetric design of
the DF technique, no synchronisation of the DBSP is necessary between asynchronous
users. In the signal modelling of the proposed DF technique detailed earlier in this
chapter, the onset of communications between all K users over the uplink has been
modelled as asynchronous (represented by τ). Moreover, the DBSP has also been
assumed synchronised across all users in the modelling, i.e. bki has been assigned to
f1d∀k ∈ K. The result of such DF switching is the removal of MAI over the detection
interval iTs ≤ t ≤ iTs + τk.
Considering a cell with multiple asynchronous users already communicating over
the uplink for which the ith symbol of each active user has been assigned to f1d , a new
user commencing communications can either have its ith symbol assigned to f1d or f2d . If
no effort is made to synchronise the DBSP with respect to the active users, the chance
of the ith symbol of the commencing user being assigned to f1d or f2d is equiprobable.
In the scenario in which f2d is assigned, as depicted in Fig.7.5, it is in this instance
the interference pertaining to the latter portion of the detection interval (iTs + τk ≤
t ≤ (i+ 1)Ts) that is removed from the MF detection region. Given that τk is equally
distributed over [0, (N − 1)Tc], the average amount of MAI reduction resulting from
the DF switching remains consistent irrespective of whether synchronisation of the
DBSP is ensured. That is, equal MAI reduction is achieved regardless of whether bki
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is assigned to f1d or f2d (Fig.7.5).
7.1.3 Simulation Results
In Chapters 4 and 5 the total MAI power and BER pdfs were respectively generated via
Monte Carlo simulations. Here the pdf of the total MAI power incurred in the proposed
hybrid DF/DS-CDMA system will be shown from Monte Carlo simulations of equal
realisations to those used to obtain the original results of this thesis. Obtaining this
total interference power pdf will facilitate a quality comparison of system performance
in terms of average MAI power and the average probability of error.
A K-user cell was simulated keeping the system parameters the same as the pre-
viously simulated DS-CDMA system to ensure a fair and unbiased comparison. The
only parameter differing from the previous simulations is the the total transmission
bandwidth which will be increased for the new system; this bandwidth increase is
proportional to the frequency spacing between the dual frequencies, employed in the
DBSP. To minimise the magnitude of the bandwidth expansion, the minimum fre-
quency spacing is adopted and the first two frequencies satisfying (7.24), f1d = 1/4Tc
and f2d = 5/4Tc, are incorporated into the DBSP. The time resolution was taken as 16
samples per chip duration, Tc, and WH sequences of length N = 8, 32 and 64 were used.
In each simulation the number of users was fixed at K = N and 10, 000 realisations
were run randomly generating a new offset vector for each realisation. In addition to
computing the total MAI power of the DF/DS-CDMA technique, the corresponding
MAI power of the DS-CDMA technique was also computed in the same simulation.
This further ensures an unbiased comparison with respect to the randomly generated
datastreams and offset vectors.
The histograms obtained using WH sequences of N = 32 and N = 64 are shown
in Figures 7.6 and 7.7 respectively. In these figures, the smooth curves represent the
Nakagami-m distributions generated from the simulation statistics (m = E
[
σ2x
]2
/var
(
σ2x
)
and ζ = E
[
σ2x
]
) and the jagged curves represent the histograms of the observed σ2x val-
ues. Both figures are very similar which immediately suggests the level of MAI power
incurred in each system does not change dramatically as a function of codelength N .
Moreover, the MAI reduction capability of the DF/DS-CDMA is very clear from these
figures as is concluded by the shift of the mean MAI power value and compression of
the distribution towards the σ2x = 0 mark. The MAI reduction is also visible in the
ambiguity domain as depicted in Fig.7.8. Here the desired information can be seen to
remain concentrated at the origin of the ν and τ axes while a considerable portion of
the MAI has been shifted away from the origin. Note here that ∆fd has been chosen
as 15/Tc to emphasise the separation of energy along the ν axis.
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Figure 7.7: MAI Power pdfs: WH N = 64
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Applying the expression relating the total MAI power to the probability of error
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Figure 7.9: DF/DS-CDMA vs. DS-CDMA Average Error Probability: WH
(8 ≤ N ≤ 64)
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for BPSK modulated data (5.16) allows the calculation of the average BER of each
of the modelled systems. Figure 7.9 illustrates the BER trend of the two DS-CDMA
systems as a function of spreading factor for the use of WH sequences similar to Fig.5.8
in Chapter 5. The reduction of total MAI seen in the DF/DS-CDMA has created
an increased BER performance in comparison to the conventional DS-CDMA system.
This BER improvement is evident from the spacing between the two curves in Fig.7.9
and corresponds to an improvement of Pe of approximately 9%. The addition of the
DF technique to the DS-CDMA technique exhibits definite advantages in terms of MAI
reduction hence leading to an increased detection probability. This increased system
performance comes at the cost of bandwidth sacrifice as discussed. For a DS-CDMA
system bandwidth of 2/Tc, the DF/DS-CDMA bandwidth increases to 3/Tc.
Chapter 8
Interference Reduction Through
Dual-Frequency Design:
Application to MC-CDMA
I
n Chapter 7, the concept of dual-frequency design was applied to the DS-CDMA
technique, proposing a new hybrid DF/DS-CDMA technique. The proposed tech-
nique was shown to successfully reduce MAI under asynchronous conditions through the
induction of Doppler shifts between consecutive symbols. In this chapter the same dual-
frequency design process is applied to the MC-CDMA technique forming the proposed
DF/MC-CDMA technique. The MAI reduction capabilities of this newly proposed
technique will be explored BER performance comparison will be made across all of the
CDMA techniques analysed in this thesis.
8.1 DF/MC-CDMA Signal Model
Incorporating the same DBSP as in the DF/DS-CDMA signal model, the DF/MC-
CDMA transmission signal of the kth user, again ignoring any random phase offset, is
expressed as
sk (t) =
∞∑
i=−∞
N∑
n=1
bki · uTs (t− iTs) ckn exp
(
j2pi
{
fn + f id
}
t
)
(8.1)
where fn = fc+ nTs is the nth subcarrier frequency and f
i
d is the shifting frequency for the
ith symbol for which f id 6= f (i±1)d . The frequency shifting is assumed time-synchronous
with the symbol boundaries as is depicted in Fig.8.1.
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Figure 8.1: DF/MC-CDMA Transmission Signal sk (t)
As with the DF/DS-CDMA technique, the MAI reduction achieved through the
addition of the DF component does not come without a drawback. The DF/MC-
CDMA system also exhibits an increased bandwidth in relation to it base system,
MC-CDMA. The details of this relative bandwidth increase will be further discussed
later in the chapter, and the bandwidths between the four CDMA considered will be
subject to comparison.
8.1.1 Synchronous Detection
The received signal at the receiving BS of a synchronous DF/MC-CDMA system is
given as
rdf/mc (t) =
K∑
k=1
N∑
n=1
bk (t) ckn exp
(
j2pi
{
fn + f id
}
t
)
(8.2)
As with the DF/DS-CDMA technique, the received signal is deswitched, carrier demod-
ulated, despread and passed through a matched filter. The ouput of the DF/MC-CDMA
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matched filter is expressed as
y
df/mc
xi =
1
Ts
∫ (i+1)Ts
iTs
rdf/mc (t)
N∑
n′=1
cxn′ exp
(
−j2pi
{
fn′ + f id
}
t
)
dt (8.3)
= 1
Ts
∫ (i+1)Ts
iTs
K∑
k=1
N∑
n=1
N∑
n′=1
bkickncxn′ exp (j2pi {fn − fn′} t) dt (8.4)
= bxi
Ts
∫ (i+1)Ts
iTs
N∑
n=1
N∑
n′=1
cxncxn′ exp (j2pi {fn − fn′} t) dt (8.5)
+ 1
Ts
∫ (i+1)Ts
iTs
K∑
k=1
k 6=x
N∑
n=1
N∑
n′=1
bkickncxn′ exp (j2pi {fn − fn′} t) dt (8.6)
Given ∆f = m/Ts where m is an integer (the condition for subcarrier orthogonal-
ity) the exponential integration common to both components of the above expression
becomes
∫ (i+1)Ts
iTs
exp (j2pi {fn − fn′} t) dt =
{
Ts, n = n′
0, |n− n′| = integer (8.7)
The output of the matched filter therefore becomes
y
df/mc
xi = bxi
N∑
n=1
c2xn +
K∑
k=1
k 6=x
N∑
n=1
bkickncxn (8.8)
which represents error-free detection under synchronous conditions using orthogonal
spreading codes.
8.1.2 Asynchronous Detection
Incorporating the expression for the data stream in (3.3), the asynchronous DF/MC-
CDMA received signal at the base station is written as
rdf/mc (t) =
K∑
k=1
N∑
n=1
bk (t− τk) ckn exp (j2pi {fn + fd (t− τk)} {t− τk}) (8.9)
For the detection of bxi, the signal received at the BS is first deswitched by the ap-
propriate frequency, f id, corresponding to the detection interval iTs ≤ t ≤ (i+ 1)Ts by
exp
(−j2pif idt). Subcarrier demodulation and despreading follows through the applica-
tion of cxn′ exp (−j2pifn′t) for n′ = 1, . . . , N . At this stage of the detection processing
we are dealing with baseband signal components (following the deswitching and sub-
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carrier demodulation operations). Here a low-pass filter is applied to retain the signal
components associated with f id and remove those associated with f
(i−1)
d . The output
of the matched filter is then expressed as
y
df/mc
xi =
1
Ts
∫ (i+1)Ts
iTs
rdf/mc (t)
N∑
n′=1
cxn′ exp
(
−j2pi
{
fn′ + f id
}
t
)
dt (8.10)
= 1
Ts
∫ (i+1)Ts
iTs
K∑
k=1
N∑
n=1
N∑
n′=1
bk (t− τk) ckncxn′
· exp (j2pi {fn + fd (t− τk)} {t− τk}) exp
(
−j2pi
{
fn′ + f id
}
t
)
dt
= 1
Ts
∫ (i+1)Ts
iTs
K∑
k=1
N∑
n=1
N∑
n′=1
bk (t− τk) ckncxn′
· exp
(
j2pi
[{
fn − fn′ + fd (t− τk)− f id
}
t− {fd (t− τk) + fn} τk
])
dt
(8.11)
Separating the expression in (8.11) into the desired information and MAI components
gives, becomes
y
df/mc
xi =
N∑
n=1
c2xnbxi +
K∑
k=1
k 6=x
(
Mˇ
df/mc
kxi + Mˆ
df/mc
kxi
)
(8.12)
which comprises of the desired information component and a sum of MAI contributions
from the K−1 interfering users. The MAI contribution from a single interferer consists
of two components, Mˇdf/mckxi and Mˆ
df/mc
kxi , defined over the temporal intervals iTs ≤ t ≤
iTs+τk and iTs+τk ≤ t ≤ (i+ 1)Ts respectively. The first MAI component is expressed
as
Mˇ
df/mc
kxi =
1
Ts
∫ iTs+τk
iTs
N∑
n=1
N∑
n′=1
bk(i−1)ckncxn′ exp
(
j2pifˇt− jΨn,(i−1)k
)
dt (8.13)
where
fˇ =
(
fn − fn′ + f (i−1)d − f id
)
= (fn − fn′ + νi) (8.14)
and
Ψn,ik = 2pi
(
fn + f id
)
τk (8.15)
The second MAI component is not a function of the Doppler offset νi and is expressed
as
Mˆ
df/mc
kxi =
1
Ts
∫ (i+1)Ts
iTs+τk
N∑
n=1
N∑
n′=1
bkickncxn′ exp
(
j2pi {fn − fn′} t− jΨn,ik
)
dt (8.16)
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The first MAI component, Mˇdf/mckxi represents the MAI incurred over the interval iTs ≤
t ≤ iTs + τk. It is seen that all interfering signal components are successfully removed
by the low-pass filter due to the presence of νi over the interval iTs ≤ t ≤ iTs + τk
(8.14). It can therefore be written that
Mˇ
df/mc
kxi = 0 ∀k 6= x iff νi ≥
N
Ts
(8.17)
and it follows that no MAI is incurred over this portion of the symbol detection interval.
The second MAI component in (8.12), Mˆdf/mckxi , (representing MAI incurred over the
detection interval iTs + τk ≤ t ≤ (i+ 1)Ts) may be expressed alternatively to (8.16) as
Mˆ
df/mc
kxi =
bki
Ts
Vˆkx (τk) exp
(
−j2pif idτk
)
(8.18)
where Vˆkx (τk) was defined in (3.27). This expression will allow a comprehensive MAI
comparison with the DS-CDMA technique. As seen in the DF/DS-CDMA system,
the probability of this MAI component having a degrading effect on the detection of
bxi may be reduced through careful designing of the DBSP. Again selecting the dual
frequencies such that the MAI produced for odd multiple offsets of Tc (in the decision
between even and odd offsets, choosing odd offsets maximises the MAI reduction) is
altered, reduces the amount of MAI incurred over the interval iTs+ τk ≤ t ≤ (i+ 1)Ts.
Dual Band Switching Pattern Design
The design of the DBSP led to substantial MAI reduction in the DF/DS-CDMA system
as seen in the previous section of this chapter. The introduction of the DF component
to the signal model revealed that MAI reduction was possible through careful selection
of the dual frequencies synthesised at the transmitter. Although the achieved MAI
reduction was substantial, total MAI reduction was unachievable for both odd and
even multiple offsets of the chip duration, Tc.
Here the same DBSP design principle will be applied to the DF/MC-CDMA system
under consideration. Due to the multicarrier nature of this hybrid MC-CDMA system,
the signal model is much more complex than that of the single carrier system and
as a result, the design process is by no means simple. Moreover, MAI reduction is
found to be achievable, however, this interference reduction is somewhat less, relative
to the degree of interference reduction in the single carrier system. In what follows, the
dynamics of the design process are discussed and design restraints, similiar to those in
the previous section, are also detailed.
The affect of the addition of DF appeared in the DF/DS-CDMA signal model in the
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form of a scalar multiplicative coefficient, cos
(
2pif idτk
)
as seen in (7.19). The problem
of interference reduction simply became the problem of designing f id such that this
coefficient was zero. As already mentioned, such design was only possible for either
odd or even (not both) chip offsets.
The problem of designing f id is not as simple for the DF/MC-CDMA system. With
the first MAI component eliminated through the introduced Doppler shift (due to the
difference in the switching frequencies between consecutive symbols), the remaining
MAI reduction is subject to the second MAI component, Mˆdf/mckxi . The expression of
the second MAI component in (8.16) may be split into N auto-terms and N2 − N
cross-terms1. The auto-terms of Mˆdf/mckxi are
1
Ts
∫ Ts
τk
N∑
n=1
bkickncxn exp
(
−jΨn,ik
)
dt (8.19)
= (Ts − τk)
Ts
N∑
n=1
bkickncxn exp
(
−jΨn,ik
)
(8.20)
and the cross-terms of Mˆdf/mckxi are
1
Ts
∫ (i+1)Ts
iTs+τk
N∑
n=1
N∑
n′=1
n′ 6=n
bkickncxn′ exp
(
j2pi {fn − fn′} t− jΨn,ik
)
dt (8.21)
At the receiver, final decisions on the desired data are made considering only the real
components of the processed signals. Taking the real component of the auto-terms in
(8.20) yields
(Ts − τk)
Ts
N∑
n=1
bkickncxn cos
(
Ψn,ik
)
(8.22)
The real component of the cross-terms is more complex due to the presence of the time-
dependent exponential. The resulting real component of the cross-terms of Mˆdf/mckxi is
1Here auto-terms refer to components of the same subcarrier index n while cross-terms comprise of
subcarrier components of differing indices
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expressed as
1
Ts
∫ (i+1)Ts
iTs+τk
N∑
n=1
N∑
n′=1
n′ 6=n
bkickncxn′
[
cos
(
Ψn,ik
)
+ j sin
(
−Ψn,ik
)]
·
[
cos (2pi {fn − fn′} t) + j sin (2pi {fn − fn′} t)
]
dt (8.23)
= 1
Ts
∫ (i+1)Ts
iTs+τk
N∑
n=1
N∑
n′=1
n′ 6=n
bkickncxn′
[
cos
(
Ψn,ik
)
cos (2pi {fn − fn′} t)
− sin
(
−Ψn,ik
)
sin (2pi {fn − fn′} t)
]
dt (8.24)
The resulting MAI from the auto-terms in (8.22) resemble that of the DF/DS-
CDMA MAI component (7.19). To totally eliminate the N auto-terms of Mˆdf/mckxi , it is
desired to design the system such that
N∑
n=1
cos
(
Ψn,ik
)
=
N∑
n=1
cos
(
2pi
{
fn + f id
}
τk
)
= 0 (8.25)
Given an offset of τk = qTc (note the notation has been changed here from τk =
nTc to avoid confusion between the chip and subcarrier indices), f id remains the sole
designable parameter of the DF/MC-CDMA system. In achieving the condition in
(8.25) f id must be chosen to ensure cos
(
Ψn,ik
)
= 0 ∀n, which expands to
2pi
(
fn + f id
)
qTc =
(
m+ 12
)
pi ∀n (8.26)
where m is an integer, q ∈ [0, (N − 1)] and n = 1, . . . , N . The subcarrier frequencies
are defined as fn = fc + n/Ts, therefore ignoring the fc component (baseband analysis
performed for simplicity) leaves
f id =
∣∣∣∣2m+ 14qTc − nTs
∣∣∣∣ (8.27)
where the absolute value is taken to ensure positive frequencies.
Unfortunately, a single switching frequency does not exist which satisfies the condi-
tion in (8.26) for all n. The switching frequency shared by all N subcarriers for the ith
symbol, f id, can be successfully designed to cancel the MAI from a single chosen sub-
carrier, however, due to the frequency spacing between subcarriers (multiples of 1/Ts
to enable orthogonal subcarriers), the condition of cos
(
Ψn,ik
)
= 0 is not achievable.
Interference Reduction Through Dual-Frequency Design: Application to
MC-CDMA 113
In fact, for the use of WH codes for which the codelengths are powers of 2, only two
of the N subcarriers may experience total MAI cancellation for a selected switching
frequency, f id.
We can already conclude from this analysis that total cancellation of the MAI
component, Mˆdf/mckxi , is not achievable using DBSP design. Nevertheless, partial MAI
reduction is achievable and hence we proceed with our DBSP design. As mentioned, the
switching frequency for each data symbol can be chosen such that the MAI reduction
coefficient cos
(
Ψn,ik
)
= 0 for two out of N subcarriers. It is known that cos
(
Ψn,ik
)
= 0
only for two angles, Ψn,ik = ±pi/2, hence this justifies why only two of the N subcarriers
experience an MAI reduction coefficient of 0 (8.22). Unfortunately the MAI produced
by the remaining N − 2 subcarriers cannot be avoided through this design method,
however, some of these remaining subcarriers will experience reduced levels of MAI
nevertheless. In fact the degree of reduction is dependent on the phase angle associated
with the nth subcarrier, cos (2pifnt), relative to a reference subcarrier for which the
choice of switching frequency was made. Denoting nx as the subcarrier for which f id
was chosen, that is f id is chosen to satisfy Ψ
nx,i
k = pi/2, the coefficient of the nth
subcarrier is evaluated as
cos
(
2pi
{
fn + f id
}
qTc
)
= cos
(
2pi
{
n
NTc
+ 2m+ 14qTc
− nx
NTc
}
qTc
)
(8.28)
Equation (8.28) can be rearranged as
cos
(
Ψn,ik
)
= cos
(
pi
2 (2m+ 1) + (n− nx) q
[2pi
N
])
(8.29)
where the term pi2 (2m+ 1) = ±pi2 depending on the choice of m.
A pattern emerges when evaluating cos
(
Ψn,ik
)
as a function of subcarrier index n.
The interval [0, 2pi] is divided into N equally spaced angles with the pi/2 radians phase
coinciding with the reference subcarrier nx and consecutive subcarriers accumulating
an additional phase of q2pi/N to its preceding subcarrier. Moreover, the range of MAI
coefficient values increases with N . The values of Ψn,ik ∀n for which q = 1, and nx = 1
are illustrated in Fig.8.2 for the cases of N = 4, 8, 32, 64. Here it can be seen that as
N increases, so does the number of different values that Ψn,ik can take; this in turn
leads to a larger distribution of coefficient values which is depicted in Fig.8.3 for each
of the plots in Fig.8.2. Figure 8.3 shows the two subcarriers for the MAI reduction
coefficient is zero are n = nx and n = nx + N/2. Furthermore, it illustrates that
only two subcarrers show no reduction at all (corresponding to the angles pi and 2pi)
and all of the remaining subcarriers will have a partial decrease in MAI magnitude;
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Figure 8.3: Reduction Coefficients as a Function of Subcarrier Index: N = 4, 8, 32, 64
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this reduction is evident as the magnitude of the coefficients is less than unity for the
remaining N − 4 subcarriers for which Ψn,ik is not a multiple of pi/2.
To further clarify this concept of partial MAI reduction for the auto-terms of
Mˆ
df/mc
kxi , two examples are considered. Tables 8.1 and 8.2 show the resulting co-
efficients associated with each subcarrier using WH codes for the cases of N = 4
and N = 8. Again, the switching frequency has been arbitrarily chosen to satisfy
cos
(
2pi
{
f1 + f id
}
qTc
)
= 0 and q and m are chosen as 1 and 0 respectively.
Table 8.1: Auto-term Reduction Coefficients N = 4
n Ψn,ik cos
(
Ψn,ik
)
1 pi/2 0
2 pi −1
3 −pi/2 0
4 2pi 1
Table 8.2: Auto-term Reduction Coefficients N = 8
n Ψn,ik cos
(
Ψn,ik
)
1 pi/2 0
2 3pi/4 −0.707
3 pi −1
4 −3pi/4 −0.707
5 −pi/2 0
6 −pi/4 0.707
7 2pi 1
8 pi/4 0.707
The first two restraints on the DBSP coincide with the successful elimination of the
first MAI component, Mˇdf/mckxi . Restraint 1 remains the same as that specified in Section
7.1.2. The second restraint is altered slightly to that of the DF/DS-CDMA system to
avoid any co-channel interference. The minimum desired separation between the dual
frequencies is chosen such that the N subcarriers conveying the (i+ 1) th symbol are
the N orthogonal subcarriers directly adjacent to the N subcarriers conveying the ith
symbol. This minimum dual frequency spacing is depicted in Fig.8.4 forN = 4; here the
solid curves represent the subcarriers corresponding to the ith symbol while the dashed
curves represent those of the (i+ 1) th symbol. With the spacing between adjacent
orthogonal subcarriers being 1/Ts, the second design restraint for this DF/MC-CDMA
system becomes
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Figure 8.4: Minimum DF/MC-CDMA Frequency Separation
Restraint 2:
∆fd ≥ N
Ts
With this switching frequency separation restraint, the bandwidth of the DF/MC-
CDMA system becomes (2N + 1) /Ts as opposed to the MC-CDMA bandwidth of
(N + 1) /Ts.
When calculating the dual frequencies from the expression in (8.27) the difference
between m1 (used to calculate the first frequency, f1d ) and m2 (associated with the
second frequency, f2d ) must be sufficient to ensure ∆fd = f2d − f1d ≥ N/Ts. This
difference in m values is denoted as ∆m and is evaluated to be
f2d − f1d =
2m2 + 1
4qTc
− 2m1 + 14qTc ≥
N
Ts
(8.30)
= 2 (m2 −m1)4qTc ≥
N
Ts
(8.31)
= ∆m ≥ 2qNTc
Ts
(8.32)
Substituting Ts = NTc into (8.32) leaves
∆m ≥ 2q (8.33)
Interference Reduction Through Dual-Frequency Design: Application to
MC-CDMA 117
8.1.3 Simulation Results
As with the DF/DS-CDMA system, Monte Carlo simulations were run to visualise the
MAI reduction capability of the newly proposed DF/MC-CDMA system. The reduction
of MAI will be observed through a comparison of the total MAI power pdfs of both
MC-CDMA and DF/MC-CDMA systems obtained by the simulations.
The K-user cell detailed for earlier simulations of the MC-CDMA system was sim-
ulated in order to provide a platform for unbiased comparisons in BER performances.
The time resolution was taken as 16 samples per chip duration, Tc, and WH sequences
of length N = 8, 32 and 64 were used. In each simulation the number of users was fixed
at K = N and 10, 000 realisations were run randomly generating a new offset vector for
each realisation. In addition to computing the total MAI power of the DF/DS-CDMA
technique, the corresponding MAI power was also computed in the same simulation.
This further ensures an unbiased comparison with respect to the randomly generated
datastreams and offset vectors. Both of the multicarrier systems were simulated under
the condition of perfect carrier synchronisation.
Minimising the bandwidth expansion is achieved in the proposed DF/MC-CDMA
by ensuring the separation between the dual frequencies is taken as N/Ts. In choosing
each frequency, the parameters n and q of (8.27) are arbitrarily taken as n = 1 and
q = 1. The first two available frequencies for the given parameters are chosen which
corresponds to taking m1 = 0 and m2 = 2 which satisfies the conditon in (8.33).
The two frequencies incorporated in the DBSP are therefore f1d = 1/4Tc − 1/Ts and
f2d = 5/4Tc − 1/Ts.
The resulting total MAI power pdfs for both systems have been superimposed in
Figs.8.5 and 8.6 for WH sequences of N = 32 and N = 64 respectively. In both figures
the smooth curves represent the Nakagami-m distributions fitting the statistics of the
Monte Carlo simulated systems while the histograms of the observed total MAI power
values are represented by the jagged curves. The reduction of total MAI power is clear
in both figures which demonstrates the success of the proposed design methods; this
reduction is apparent as the pdf of the DF/MC-CDMA system is distributed over the
lower end of the σ2x axis relative to the pdf of the standard MC-CDMA system. The
mean MAI power incurred in the DF/MC-CDMA system is clearly lower than that
of the MC-CDMA system which further illustrates the MAI reduction capabilities of
the newly proposed technique. Moreover, as is evident from these figures the reduced
MAI power retains its Nakagami-m characteristics and remains well modelled by this
distribution; this is observed by the accuracy of the Nakagami-m fittings (smooth
curves) to the simulation histograms (jagged curves). It was discussed that total MAI
cancellation was unachievable through the design method undertaken in this analysis.
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This is further verified by the lower pdf values of the DF/MC-CDMA around the σ2x = 0
for both the illustrated N = 32 and N = 64 cases.
The average BERs associated with these MAI power results are easily obtainable
as already detailed in this thesis. Figure 8.7 provides a visual comparison of the per-
formances of both systems. The DF/MC-CDMA clearly outperforms the standard
MC-CDMA system for the asynchronous scenario considered. The observed BER im-
provement is substantial but this improvement does not surpass the relative BER im-
provement seen in the DS-CDMA techniques. A noticable trend in the DF/MC-CDMA
system is the upward curvature of the BER as N increases, which suggests the MAI
reduction capabilities of the DF/MC-CDMA weaken as the number of subcarriers is in-
creased. This decreasing potential to reduce MAI is intuitive from the figures in Fig.8.3
which show an increase of larger MAI reduction coefficients (seen in the auto-terms of
Mˆ
df/mc
kxi ) as N increases.
Both of the proposed DF systems have shown the capability of reducing the incurred
MAI power over aynchronous transmission environments. These interference reductions
do not come without any drawbacks however. The bandwidths of both DS and MC
systems are increased in order to reduce the MAI. The resulting BERs are attractive
in both systems and hence in applications for which additional bandwidth may be
sacrificed, these DF systems are appealing.
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8.2 DF/DS-CDMA Verus DF/MC-CDMA
Four CDMA techniques have been thoroughly detailed and analysed throughout this
thesis. Comparative analysis has been presented in the form of total MAI power pdfs
and average BERs. The MC-CDMA technique was shown to outperform the DS-CDMA
for both WH and Gold codes and each of the DF hyrbid systems have been shown to
outperform their corresponding standard CDMA systems for the use of WH codes.
Here a comparison between all systems will be observed which will demonstrate the
relative performances of the considered CDMA system and also reveal which of the
proposed DF hybrid systems offers the best BER performance.
The proposed methodology for the reduction of MAI over the asynchronous uplink
channel has been shown to be successful for a variety of spreading factors. The major
drawback of this reduction technique however, is the bandwidth increase associated with
the addition of the DF component. From a design point of view, a decision on whether
additional bandwidth is expendable to achieve more attractive BERs needs to be made
when considering the proposed DF systems described here. The bandwidths of each
considered CDMA system are given in what follows and some bandwidth comparisons
are made between these systems.
The DS-CDMA transmission bandwidth is given by
BDS =
2
Tc
(8.34)
Unlike the single carrier bandwidth given above, the bandwidth of the MC-CDMA is
a function of the N subcarriers conveying the information. This bandwidth is equal to
BMC =
N + 1
Ts
= N + 1
NTc
(8.35)
however, for large values of N , this bandwidth may be approximated by
BMC ≈ 1
Tc
= BDS2 (8.36)
This MC-CDMA system can be shown to exhibit a bandwidth of only half that of the
DS-CDMA system. Both DF systems exhibit an increased bandwidth in comparison
to their base systems. The DF/DS-CDMA system bandwidth is evaluated as
BDF/DS =
3
Tc
(8.37)
This is only 1.5 times the bandwidth of the DS-CDMA system which is not an unrea-
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sonable increase in terms of channel resources.
The DF/MC-CDMA on the otherhand exhibits a bandwidth of
BDF/MC =
2N + 1
Ts
(8.38)
and for large values of N , this bandwidth can be approximated by
BDF/MC ≈
2N
NTc
= 2
Tc
(8.39)
= 2BMC (8.40)
= BDS (8.41)
It is shown there that the bandwidth of the DF/MC-CDMA system equals that of
the standard DS-CDMA system when the spacing between the dual frequencies is min-
imised. Figure 8.8 shows the BER performance comparisons as a function of spreading
factor. The newly proposed DF systems clearly outperform the standard DS-CDMA
and MC-CDMA systems when adpoting equivalent spreading factors. These BER
results confirm the advantages and interference reduction capabilities of the proposed
design methodology. The DF/DS-CDMA technique in particular has achieved the most
MAI reduction and in doing so has surpassed all other considered techniques to offer
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the best BER performance. In terms of bandwidth usage, the DF/DS-CDMA band-
width is 1.5 times that of the DF/MC-CDMA system and from the BERs in Fig.8.8,
one may argue that the DF/MC-CDMA offers the better BER given the bandwidth
usage. Finally, an interesting comparison is made between the DF/MC-CDMA system
and the standard DS-CDMA system. Under the conditions considered, both systems
utilise equivalent bandwidths, however, the DF/MC-CDMA technique has provided
a substantial BER improvement through its interference reduction capabilities. The
DF/MC-CDMA technique is clearly the better choice of multiple access scheme for
the considered asynchronous environment in terms of obtainable BERs per bandwidth
usage, when compared to the DS-CDMA technique.
Chapter 9
Conclusion
T his thesis has presented a comparative study between the BER performance andMAI resilience of single versus multicarrier CDMA systems for uplink mobile cel-
lular communications. More precisely, this study has analysed, compared, statistically
modelled and improved the BER performances of the DS-CDMA and MC-CDMA tech-
niques. Both of these multiple access techniques are candidates for the air interface
multiple access scheme in future 4G technologies and as such many aspects of their per-
formance capabilities are of great interest. This thesis has analysed the performance
problems associated with the MAI incurred as a result of the asynchronous nature
of the uplink channel and its destructive affect on the orthogonality of the employed
spreading sequences.
The primary objective of this thesis was to successfully identify whether the attrac-
tive MC-CDMA technique offers an improved BER performance over the conventional
single carrier DS-CDMA technique for a solely asynchronous environment, excluding
the affects of channel fading and additive noise processes. In achieving this objective,
a second objective was established to formulate a methodology for the accurate anal-
ysis and comparison enabling effective comparisons between any rival multiple access
schemes employing any given set of spreading sequences.
Throughout the thesis signal models have been derived, breaking down the detec-
tion process upon reception, formulating the construction of MAI and illustrating its
destructive influence. A methodology for the generation of accurate approximations
of the total MAI power pdfs was presented and furthermore, these approximations
were further developed to give the corresponding approximations of the BER pdfs for
each candidate system. The accuracy of this methodology has been satisfied through
Monte Carlo simulation results clearly supporting the findings of the pdf approxima-
tions. Most contributions in this area have generalised their analysis to the case of
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random spreading sequences. In contributing to existing analysis studies of the two
multiplexing schemes in question, this study has analysed the MAI produced under
the use of deterministic spreading sequences, namely WH and Gold codes. Although
only WH and Gold codes have been investigated, the proposed methodology detailed
here is appliciable for the use of any set of deterministic code sets. Furthermore, in
isolating the degrading effect of the MAI created as a result of asynchronous transmis-
sion, the channel was modelled representing an absence of channel fading and AWGN
noise. The methodology presented can easily be extended to incorporate the affects of
multiplicative fading, such as Rayleigh fading.
To reinforce the statistics acquired from the pdf approximations of both the total
MAI power and BER of each of the asynchronous DS-CDMA and MC-CDMA tech-
niques, further work in this thesis saw the proposal of a statistical model for the total
MAI power and the BER pdfs. The total MAI power pdfs were successfully fitted to
a known distribution, the Nakagami-m distribution, and given a set of deterministic
spreading sequences, the Nakagami-m paramters, m and ζ, can be calculated from the
derived expressions in the modelling component of this work. One benefit of such mod-
elling emanates from a design perspective in that asynchronous transmission degrada-
tions may be predicted and compensated for. Furthermore, this modelling proves very
beneficial in simulation applications; future work concering uplink CDMA communica-
tions may simplify the simulation process by modelling an asynchronous transmission
channel as a synchronous model with an additive Nakagami-m distributed MAI term
with paramters m and ζ.
Both the total MAI power and BER pdfs prove to be quality comparison tools for
assessing the MAI resilience and BER performances of the two CDMA techniques under
investigation. The results show a clear distinction between the BER performances
of the MC-CDMA and DS-CDMA systems, for which the MC-CDMA system offers
a superior performance. Moreover, there is a negligible difference between the mean
BER performances under the use of WH and Gold sequences for the MC-CDMA system
considered. The results suggest a higher resistance to MAI in the MC-CDMA technique
(Ns = N) in comparison to the DS-CDMA system for the considered transmission
scenario.
This study has presented a performance comparison between the candidatue asyn-
chronous DS-CDMA and MC-CDMA schemes through detailed signal models and ac-
curate pdf approximations, thus successfully achieving the first two objectives of the
thesis. In addition to this multiplexing performace analysis, it was desired to offer an
improvement to these performances further advancing the detection capabilities of these
candidate multiple access schemes. The ambiguity function was used as an analytical
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tool to observe the asynchronous CDMA detection problem in a dual variable domain.
It was concluded that any MAI filtering in the ambiguity domain was not feasible due
to the superposition of energy at the origin (detection region). Nevertheless, use of the
ambiguity function gave an alternative and incisive representation of the CDMA recep-
tion problem. It was proposed that MAI reduction is achievable through strategically
introducing frequency separations between the reference signal and the lagging compo-
nents of the interference signals overlapping in the detection process. This is equivalent
to shifting the energy concentration of the interferers’ signals away from the ambiguity
domain origin thus partially relieving the decision variable of unwanted MAI.
The concept of dual frequency switching was introduced to the existing DS-CDMA
andMC-CDMA schemes, resulting in the proposed DF/DS-CDMA and DF/MC-CDMA
schemes respectively. Switching the carrier frequency between dual frequency bands at
consecutive symbol boundaries facilitates partial CDMA signal separation upon asyn-
chronous symbol-by-symbol detection. In addition to eliminating the influence of pre-
vious data symbols (lagging interference component) on the decision variable, it has
been shown that careful selection of the dual frequencies employed in the newly pro-
posed schemes further exploits the timing offsets present in the asynchronous signal
models and leads to further MAI reduction. This MAI reduction is not achievable for
all offsets, however, this interference reduction through the dual frequency design is
probable and as such it is a positive characteristic of the new multiplexing schemes.
Chapters 7 and 8 detailed the MAI reduction capabilities of the new multiple ac-
cess techniques proposed in this work and their respective improved performances on
the conventional DS-CDMA and MC-CDMA (Ns = N) are unquestionable from the
BER results presented. Moreover, the pdfs are shown to retain their Nakagami-m
characteristics thus sustaining the statistical modelling presented here.
These BER results confirm the advantages and interference reduction capabilities of
the proposed design methodology. The DF/DS-CDMA technique in particular achieves
the most MAI reduction and in doing so, surpasses all other considered techniques to
offer the best BER performance. In terms of bandwidth usage, the DF/DS-CDMA
bandwidth is 1.5 times that of the DF/MC-CDMA system and from the BER results
presented, one may argue that the DF/MC-CDMA offers the better BER given the
bandwidth usage.
Finally, an interesting comparison is made between the DF/MC-CDMA system
and the standard DS-CDMA system. Under the conditions considered, both systems
utilise equivalent bandwidths, however, the DF/MC-CDMA technique has provided
a substantial BER improvement through its interference reduction capabilities. The
DF/MC-CDMA technique is clearly the better choice of multiple access scheme for
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the considered asynchronous environment in terms of obtainable BERs per bandwidth
usage, when compared to the DS-CDMA technique.
The principle concept providing the platform for the work presented in this thesis
is the occurrence of MAI over an asynchronous communications environment. Basing
conclusions on the relative system performances of the direct-sequence based systems
and the MCM based systems presented here, it is suggested that MC-CDMA systems
exhibit higher resilience to MAI created as a result of timing misalignments. These
MC-CDMA systems offer attractive BER performances for the bandwidth used and it
is concluded that MC-CDMA is a genuine candidate for the uplink air interface multiple
access scheme for future mobile cellular technologies.
Appendix A
Probability & Random Variables
A.1 Probability Functions
A.1.1 Distribution Functions
Defining S as the sample space of a random variable X the cumulative probability
distribution function of X is given by
FX (x) = Pr {X ≤ x} (A.1)
where X takes values of x ∈ S. All distribution functions hold the following common
properties:
FX (−∞) = 0 (A.2)
FX (∞) = 1 (A.3)
0 ≤ FX (x) ≤ 1 (A.4)
Pr {x1 < X ≤ x2} = FX (x2)− FX (x1) (A.5)
A.1.2 Density Functions
The probability density function of a random variable X is defined as
fX (x) =
dFX (x)
dx
(A.6)
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All density functions hold the following common properties:
∫ ∞
−∞
fX (x) dx = 1 (A.7)
FX (x) =
∫ x
−∞
fX (u) du (A.8)
A.1.3 The Gaussian Random Variable
The distribution function of a Gaussian random variable expressed as
FX (x) =
∫ x
−∞
1√
2piσ2X
exp
(
−(u− µX)
2
2σ2X
)
du = F
(
x− µX
σX
)
(A.9)
where F (x) is the normalised Gaussian distribution function given by
FX (x) =
∫ x
−∞
1√
2pi
exp
(
−u
2
2
)
du (A.10)
Figure A.1(a) illustrates this normalised cumulative probability distribution func-
tion and its corresponding probability density function is illustrated in Fig. A.1(b).
Then mean of X can be seen to correspond to FX (x = µX) = 0.5 and the peak of
fX (x).
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Figure A.1: (a) Normalised Gaussian Cumulative Probability Distribution Function;
(b) Normalised Gaussian Probability Density Function
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The normalised cumulative probability distribution function of a Gaussian random
variable is related to the complementary Gaussian distribution function through the
following expression.
Q (x) = 1− F (x) (A.11)
An approximation of this Q-Function is given in [76] as
Q (x) ≈ 1
0.661x+ 0.339
√
x2 + 5.51
exp−x
2
2√
2pi
(A.12)
A.2 Operations on Random Variables
A.2.1 Mean
The mean or expected value of a random variable is calculated by the expectation
operation expressed as
E [X] =
∫ ∞
−∞
xfx (x) dx (A.13)
where E [.] denotes the expectation operation. For a discrete random variable with S
possible values, this expected value is obtained by
E [X] =
S∑
i=1
Pr {X = xi}xi (A.14)
The conditional mean of a random variable X given the event Y has occurred is
E [X|Y ] =
∫ ∞
−∞
xfx (x|Y ) dx (A.15)
and is
E [X|Y ] =
S∑
i=1
Pr {X = xi|Y }xi (A.16)
for the discrete case.
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A.2.2 Variance
The variance of a random variable X defines the spread of fX (x) and is equal to the
second moment of the random variable represented as
V ar [X]=σ2X = E
[
(X − µX)2
]
= E
[
X2
]
−E [X]2 (A.17)
=
∫ ∞
−∞
(x− µX)2 fx (x) dx (A.18)
The discrete version is calculated as
V ar [X] =
S∑
i=1
Pr {X = xi} (xi − µX)2 (A.19)
A.2.3 Random Variable Transformations
If a new random variable Y is created as a function of the random variable X such that
Y = H (X) (A.20)
it is possible to acquire the probability functions of the new random variable from those
of the input random variable.
Given that only one value of Y exists for each value of X (one-to-one correspon-
dence) such that [76]
FY (Y = y1) = Pr {Y ≤ y1} = Pr {X ≤ x1} = FX (X = x1) (A.21)
the relationship between the two probability density functions is
fY (y) dy = fX (x) dx (A.22)
Appendix B
Q-Function Derivative
An approximation of Q (x) is expressed as [76]
Q (x) ≈ 1
0.661x+ 0.339
√
x2 + 5.51
exp−x
2
2√
2pi
= A (x)
B (x) (B.1)
where
A (x) = exp
−x22√
2pi
(B.2)
A′ (x) = −xexp
−x22√
2pi
(B.3)
B (x) = 0.661x+ 0.339
(
x2 + 5.51
) 1
2 (B.4)
B′ (x) = 0.661 + 0.339x
(
x2 + 5.51
)− 12 (B.5)
Following the Quotient Rule:
Q′ (x) = A
′ (x)B (x)−B′ (x)A (x)
B2 (x) (B.6)
the Q-Function derivative becomes
Q′ (x) =
−x exp−
x2
2√
2pi
[
0.661x+ 0.339
(
x2 + 5.51
) 1
2
]
−
[
0.661 + 0.339x
(
x2 + 5.51
)− 12 ] exp−x22√
2pi[
0.661x+ 0.339 (x2 + 5.51)
1
2
]2
(B.7)
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Factoring out Q (x) ⇒
Q′ (x) = Q (x)
−x− [0.661 + 0.339x (x2 + 5.51)]− 12
0.661x+ 0.339 (x2 + 5.5)
1
2
 (B.8)
Q′ (x) = −Q (x)
x+ 0.661 + 0.339x (x2 + 5.51)− 12
0.661x+ 0.339 (x2 + 5.51)
1
2
 (B.9)
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