Due to expensive experimental testing costs, in most industrial engineering applications, only limited statistical information is available to describe the input uncertainty model. It would be unreliable to use an estimated input uncertainty model, such as distribution types and parameters including the standard deviations for the distributions, that is obtained from insufficient data for the design optimization. Furthermore, when input variables are correlated, we would obtain non-optimum design if we use the assumption of independency for the design optimization.
methods to the design optimization, it is necessary to estimate the input statistical model using a limited number of data. For this purpose, the Bayesian method [18, 19] is introduced to identify the input marginal and joint CDF. After the estimation of the input statistical model, the RBDO with confidence level on the input model uses the upper bound of confidence interval of the estimated standard deviation, whereas the PBDO uses the estimated standard deviation but a different transformation. Since the existing possibility-based studies mentioned above are based on the assumption that input uncertainties are non-interactive, which corresponds to "independent" in the reliability theory, it is necessary to propose a new transformation for the interactive fuzzy variables.
In this paper, a mathematical example is used to show how two methods work in a problem with a lack of information and correlated input variables. The results of the two methods are compared with the MCS result. In addition, since certain fatigue material properties are known to be negatively correlated [20] [21] [22] , a real engineering example, the Abrams roadarm of an M1A1 tank, which has fatigue life constraints, is also used to compare two methods. In this case, due to the expense of the simulation, MCS cannot be carried out for the benchmark result. Instead, a simple cost comparison is used to judge which method is more conservative. Section 4 briefly explains how to estimate the input statistical model using the Bayesian method. Sections 5 and 6 illustrate two methods, RBDO with confidence level on the input model and PBDO. Finally, two methods are compared using a mathematical example and an engineering problem in Section 7, followed by conclusions in Section 8.
Estimation of Input Statistical Model
Before the RBDO or PBDO is carried out, it is necessary to accurately identify the input statistical model, such as marginal CDFs, the joint CDF, and their parameters, using the limited experimental data. For the effective identification of the input marginal and joint CDFs, the Bayesian method is introduced and explained in Section 4.1. Section 4.2 illustrates how to quantify distribution parameters such as mean, standard deviation, and correlation coefficient. The probability of each hypothesis given the data D is defined as [18, 19] 
where γ is a parameter such as mean and standard deviation for the identification of marginal distributions and a correlation coefficient for the identification of a joint distribution. For the input marginal distribution, seven candidates, which are Gaussian, Weibull, Gamma, Lognormal, Gumbel, Extreme, and Extreme type II distributions, are used. For the joint distribution, eight candidate copulas (C), which are Clayton, AMH, Gumbel, Frank, A12, A14, FGM, and Gaussian, are introduced to model the joint distribution [23] [24] [25] .
Under the hypothesis that the data D come from the candidate k h k M , the likelihood function in Eq. (2), which is the probability of drawing the data D for the hypothesis on k M , is expressed as 
for a copula density function , which is defined as 
In this paper, it is assumed that the prior follows a uniform distribution, which means there is no information on the distribution of γ . 
( )
for the joint CDF identification. The value calculated from Eqs. (9) and (10) is called the weight ( k W ) and is used to identify the marginal and joint CDFs. The largest weight means that the candidate marginal or joint CDF is best fitting the given data set, and the candidate with the largest weight is selected to describe the input statistical model. For ease of understanding, the normalized weight of each candidate is used in this paper and is defined as
Quantification of Distribution Parameters
Once the marginal and joint CDFs are identified using the Bayesian method, it is necessary to quantify their parameters based on the given data. The mean and variance that are estimated from the given data are called the sample mean x and variance 2 s and are given by respectively. To calculate the correlation parameter θ from the given data, first, the sample version of Kendall's tau is calculated as [23] 2(
where c is the number of concordant pairs and d is the number of discordant pairs. Then, θ is calculated using the explicit formulation for each copula [23] [24] [25] .
For the calculation of the confidence interval of standard deviation, suppose that is a Gaussian random variable and the samples come from ns independent Gaussian random variables, i.e., , ,···, , and let μ and 
Since the first term and the second term of the right side of Eq. (16) follow a chi-square distribution with ns and one degree of freedom, respectively. The left side of Eq. (16) also follows a chi-square distribution with ns−1 degree of freedom, denoted as 2 1 ns
When the PDF has a chi-square distribution with ns−1 degrees of freedom, the two-sided (1−α)% confidence interval for 2 σ is given as
where c can be obtained from the chi-square distribution table using the given α and degrees of freedom. Using the realization of , denoted as 
and
respectively. The upper bound in Eq. (20) is used for the RBDO with confidence level on the input model, which will be explained in Section 5, to have the required confidence level on the input model and thus obtain a conservative optimum design for problems with lack of input statistical information.
Probabilistic Approach: RBDO with Confidence Level
The RBDO problem can be formulated to (21) minimize Cost( ) subject to ( ( ) 0) , 1, , , a n d
is the vector of random variables; d is the vector of design variables, which is the mean value of , X ( )
represents the i th constraint functions and constraint is defined as
Tar F P is the given target probability of failure for the i th constraint; and nd, nr, and nc are the number of design variables, random variables, and constraints, respectively.
Using the enhanced performance measure approach (PMA+) [26] , the i th constraint in Eq. (21) can be rewritten in a deterministic way as
where is the i th constraint function evaluated at the MPP, , obtained from the inverse reliability analysis. To find the MPP, the Rosenblatt transformation [27] from the original space (X-space) into the standard Gaussian space (U-space) is required. Assuming that all input random variables are independent-that is, the joint CDF is given by the multiplication of the marginal CDFs-the transformation is given as
⎟ are the CDF and PDF of the standard Gaussian random variable,
respectively. For problems with lack of input statistical information, the upper bound of the standard deviation obtained using Eq. (20) will be used for the transformation, instead of using the estimated standard deviation. For example, if the Gaussian distribution is identified for a random variable X i , then the transformation in Eq. (23) will be U 1
where μ is the estimated mean from the samples.
The Rosenblatt transformation for the correlated variables is obtained using the copula and marginal CDF estimated from the insufficient data as
where is the CDF of the standard Gaussian random variable,
obtained from the joint CDF by using 1 1 ,
, C is the copula, and θ is the matrix of the correlation parameters of 1 , , n x x . If only two variables, x i and x j , are correlated, then the transformation in Eq. (25) can be simplified as
based on different transformation orders. The effect of the transformation order is beyond the scope of this paper and explained in detail by Noh et al. [28] . For the correlated variables, the upper bound of the standard deviation in Eq. (20) is used for the transformation if a problem has lack of input statistical information.
Using the transformation explained above, the MPP in Eq. (22) can be obtained by solving the following optimization problem (inverse reliability analysis):
where is the i th constraint function in U-space defined as 
However, since the FORM uses the linear approximation at the MPP, the probability of failure estimation using the FORM could very well be erroneous if the performance function is highly nonlinear or multi-dimensional or both. In such a case, a more accurate probability of failure estimation can be obtained using the MPP-based DRM and a more accurate n c MPP denoted by can be obtained using the accurate probability of failure [9] . Hence, for a system with highly nonlinear or multi-dimensional performance functions, Eq. (21) 
Possibilistic Approach
When sufficient data are not available for modeling input CDFs, the probability-based method using the estimated standard deviation may not be appropriate since improper modeling of input uncertainty could affect the system output more significantly than the physical uncertainty does. In such a case, the possibility-based method where input variables are treated as fuzzy variables could be one option since the possibility-based method yields a more conservative optimum design than the probability-based method if the same input statistical model is used [11] . The difference between the RBDO with confidence level on the input model and the PBDO for a problem with a lack of input statistical information is that the RBDO with confidence level on the input model uses the upper bound of the standard deviation as an input, whereas the PBDO directly uses the estimated standard deviation but with a different transformation, which is explained in Section 6.2.
Formulation
For a system with a lack of information on input data, the PBDO problem can be formulated to
where X is the vector of fuzzy variables where each fuzzy variable X i has the membership function ( )
α is the target possibility of failure for the i th constraint; and nf is the number of fuzzy variables. Theories on possibility and fuzzy set are explained in detail by Du and Choi [11] .
Similar to Eq. (22), using PMA+, the constraints in Eq. (31) are converted in a deterministic manner to * ( ( ) 0) 0 ( ) 0
where is the MPP obtained from the inverse possibility analysis given by
where is the i th constraint function in the standard normalized fuzzy V-space defined as ( )
x v x (34) The transformation from X-space to V-space will be explained in Section 6.2 in detail for both non-interactive and interactive fuzzy variables.
In many industrial engineering applications, random and fuzzy variables may exist simultaneously. For example, in structural fatigue analysis, geometry variables can be treated as random variables since it is easy to handle the geometry during the manufacturing process. On the other hand, fatigue material properties can be treated as fuzzy variables since it is very expensive to measure the variability of fatigue material properties and oftentimes there are not sufficient data available. In a case that has random and fuzzy variables simultaneously, if all variables are treated as random, then the design optimization could show an unreliable optimum design due to improper modeling of input uncertainty. But if all variables are treated as fuzzy, then the optimization could yield too conservative an optimum design [11] . Hence, in such a case, it is desirable to use the mixed variable design optimization (MVDO) [14] , which is formulated using PMA+ to * minimize Cost( ) subject to ( ) 0, 1, , , a n d where is the i th constraint function defined as ( , )
x u x v x (37)
Transformation
As explained in the previous section, to carry out the inverse possibility analysis, the fuzzy variables X i need to be transformed to the standard normalized fuzzy variables V i using the membership function. Thus, for the transformation, it is necessary to generate the membership function from the temporary CDF, which is the estimated CDF from the insufficient samples.
For non-interactive fuzzy variables, the membership function is generated to satisfy the probability-possibility consistency principle and the least conservative principle [13] as
x is the temporary CDF of X i estimated from insufficient data. Then, the transformation from X i to V i can be written as , , ( ) 1 , 
(40) Figure 1 shows the hyper-cube for the inverse possibility analysis obtained using Eqs. (33) and (40) with the corresponding target possibility of failure 0.02275 α = , where both X 1 and X 2 follow the Gaussian distribution with a mean of 5 and a standard deviation of 0.3. From the figure, it can be seen that the hyper-cube is always larger than the hyper-sphere for the inverse reliability analysis if the same input statistical model is used, which guarantees that the possibility-based method is always more conservative than the probability-based method.
Figure 1. MPP Search Domain for Inverse Possibility and Probability Analysis
For interactive fuzzy variables, a new transformation from X-space to V-space is required for the inverse possibility analysis to find the MPP. Since the transformation for the non-interactive fuzzy variables can be readily used, as shown in Eq. (40), it is necessary to transform the interactive fuzzy variables X to the non-interactive fuzzy variables Y using Eq. (25) . If only two variables, x i and x j , are interactive, then the transformation can be expressed as
Then, the non-interactive fuzzy variables Y are transformed to the non-interactive standard normalized fuzzy variables V using Eq. (40) as
for the bivariate data. Figure 2 shows the MPP search domain for the interactive bivariate data where the true copula is the Clayton and the two marginal CDFs are normal. As shown in Fig. 2 , the MPP search domain for the inverse possibility analysis is still larger than the domain for the inverse probability analysis even when the variables are correlated, which still guarantees that the possibilistic approach is always more conservative than the probabilistic approach if the same input statistical model is used. The two vertical lines along the X 2 -axis in the MPP domain for the inverse possibility analysis in Fig. 2 appear because the transformation in Eq. (43) is used. If Eq. (44) is used, then the MPP search domain will have two horizontal lines along the X 1 -axis. Hence, two different optimum results are obtained, depending on the transformation order used. The probabilistic approach can reduce the difference between two different transformation orders using the MPP-based DRM, whereas the difference cannot be reduced in the possibilistic approach.
Figure 2. MPP Search Domain for Correlated Random and Fuzzy Variables
Since the transformation for the interactive fuzzy variables is now available, the design optimization can be formulated for a general case in which correlated or independent random variables and interactive or non-interactive fuzzy variables coexist. In such a case, the design optimization and MPP search can be still formulated using Eqs. (35) and (36), respectively. For the inverse analysis to find the MPP, which is carried out in the standard space (UV-space), the transformation in Eq. (23) for the independent random variables, the transformation in Eq. (26) or (27) for the correlated random variables, the transformation in Eq. (40) for the non-interactive fuzzy variables, and the transformation in Eq. (43) or (44) for the interactive fuzzy variables are used.
Numerical Examples
Numerical studies are carried out in this section to compare two approaches, PBDO and RBDO with confidence level on the input model, using a 2-D mathematical example and an M1A1 Abrams tank roadarm example. For both examples, a true input statistical model is assumed, and then a limited number of data is sampled from the true input statistical model. Using the sampled data, the input marginal and joint CDFs are identified. In addition, distribution parameters and their upper bounds are also quantified from the samples. PBDO and MVDO directly use the identified CDFs and estimated distribution parameters. On the other hand, RBDO with confidence level on the input model uses the identified CDFs and the upper bound of the estimated standard deviation for design optimization. In a 2-D mathematical example, the cost functions of both methods are compared with the cost function obtained using the true input statistical model.
7.1.
Consider a 2-D mathematical example with a linear cost function and three constraints written as results of both methods are compared with the MCS result to see which method yields an optimum design that is reliable but not too conservative. For this comparison, 100 data sets are used for each number of sampled data to see the statistical behavior of two methods. In an M1A1 Abrams tank roadarm example, since the MCS cannot be used due to its computational expense, Both the marginal and joint CDFs are assumed to be unknown and must be identified using the Bayesian method explained in Section 4.1. However, in this example, the identification of the marginal and joint CDFs are assumed to be exact because the effect of the identification on two approaches are almost the same and the main focus of this example is to see the effect of the quantified distributio n two different approaches with different numbers of target probability of failure is given as Tar Table 1 , ns means the number of samples. From the table, it can be seen that the mean values of the estimated mean and standard deviation are very close to the true values, which are 5.000 and 0.3, respectively. However, the variation of the estimated values decreases as the number of samples increases. The same situation occurs in the estimation of the correlation coefficient as shown in Table 2 , but the variation of the correlation coefficient is larger than ean and standard deviation. m For the comparison test, first, RBDO with the estimated standard deviations is carried out using 100 randomly generated data sets. Second, RBDO with the upper bounds of the input standard deviations obtained using 95% confidence level on the input model is carried out using the same data sets. Finally, PBDO is carried out using the estimated standard deviations. When RBDO is carried out, the MPP-based DRM is used for a more accurate result. Table  3 compares the three test results with the MCS result. Table 3 , regardless of the number of samples, RBDO with the estimated standard deviation shows about 50% probability of design failure, which means that the probability of failure of two constraints at the optimum design is larger than the target probability of failure (2.275%). In the table, "No. of Failure" means the number of cases out of 100 that the probability of failure for each constraint is larger than the target probability of failure, and "No. of Design Failure" means the number of cases that any constraint fails.
2-D Mathematical Example
When the number of samples is 10 (ns=10), PBDO shows 11 design failures since there exist some cases in which the estimated standard deviations are too small compared to the true one, which is 0.3. As the number of samples increases, mean probability of failure for each constraint in PBDO decreases and is far from the target probability of failure, which results in no design failure. This means the optimum designs obtained using PBDO are not true optimum designs since the average cost of PBDO is much larger than the cost ( −3.1270) obtained using the true input information. Hence, in PBDO, the increased number of samples does not help improve the design optimization.
On the other hand, RBDO with the upper bound of the input standard deviations consistently shows reliable optimum designs, which means that the number of design failure is about 5% or less, and the probability of failure at optimum design converges to the target probability of failure as the number of samples increases. In addition, average cost is much larger than the cost of PBDO while maintaining 5% or less design failure. Hence, RBDO with the upper bound of the input standard deviations provides a more stable and reliable optimum design than RBDO with the estimated standard deviations or PBDO. Furthermore, users can control the design optimization by changing the confidence level of the input standard deviations while others cannot.
M1A1 Abrams Tank Roadarm
The roadarm of the M1A1 tank [9] is used to compare MVDO and RBDO with confidence level on the input model for an engineering problem with insufficient data. The roadarm is modeled using 1572 eight-node isoparametric finite elements (SOLID45) and four beam elements (BEAM44) of ANSYS [30] , as shown in Fig. 4 , and is made of S4340 steel with Young's modulus E=3.0×10 7 psi and Poisson's ratio ν=0.3. The durability analysis of the roadarm is carried out using Durability and Reliability Analysis Workspace (DRAW) [31, 32] to obtain the fatigue life contour as shown in Fig.  5 . The fatigue lives at the critical nodes shown in Fig. 5 are chosen as the design constraints of the MVDO. Table 4 and assumed to be independent random variables. For the input fatigue material properties, since the statistical information on S4340 steel other than its nominal value is not available, it is necessary to assume the statistical information on S4340 steel. Strain-Life relationship is usually given by the classical Coffin-Manson equation as [33] (2 ) Table 4 .
To establish the design optimization for the roadarm, 30 samples are generated from the true marginal and joint distributions. Using 30 samples, the joint distributions are identified using the Bayesian method, and parameters for the identified distributions are quantified. Since the parameters are estimated using a limited number of samples (ns=30), it is not reliable to use the estimated parameters directly for the design optimization. Hence, they are treated as fuzzy variables for MVDO, or upper bounds of their standard deviations are used for RBDO with confidence level on the input model. The estimated mean ( e μ ), standard deviation ( e σ ), upper bound of the standard deviation ( U σ ), correlation coefficient ( e τ ), and identified copula using the Bayesian method are listed in Table 5 . For comparison purposes, first, the MVDO is carried out using the estimated standard deviations for the fatigue material properties. Second, the RBDO with the estimated standard deviation and the upper bound of the standard deviation obtained using 95% confidence level on the input model is carried out. Finally, all these test results are compared with the results obtained from the RBDO with the true input statistical information. These results are shown in Table 6 . As shown in Table 6 , the RBDO with the estimated parameters and identified copulas shows the unreliable optimum design compared with the cost obtained from the RBDO with the true input due to the underestimated standard deviations. Since MCS cannot be used for the benchmark test, the simple cost value comparison is used to determine whether or not the optimum design is more reliable. The cost of the MVDO is too large compared with the cost of the RBDO with the true input; thus, this optimum design is too conservative. However, the cost at the optimum design of the RBDO with 95% confidence level on the input model is larger than that of the true optimum; hence, it is reliable but not too conservative because it is very close to the true optimum.
Discussions and Conclusion
In many industrial engineering applications, it is not easy to obtain accurate input statistical information due to the expensive experimental cost. In such a case, it could be unreliable to use the estimated parameters from insufficient data for the design optimization. To assure a reliable design for problems with correlated input and lack of statistical information, this paper proposes and compares the RBDO with confidence level on the input model and the PBDO or MVDO.
One mathematical example and one engineering example are used to compare two methods when insufficient data are available. The mathematical example shows that the PBDO could be unreliable when standard deviations are underestimated and the number of samples is very small; however, the optimum designs of PBDO are not true optimum when the number of samples is relatively large. On the other hand, the RBDO with confidence level on the input model yields reliable optimum designs in a consistent and stable manner. Furthermore, as the number of samples increases, the optimum design of the RBDO with confidence level on the input model converges to the optimum of the RBDO with the true input statistical model.
