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1 Introduction
The stochastic partial differential equations(SPDEs) with Gaussian noise have been inten-
sively studied by many authors. In this paper, we only study the stochastic Navier-Stokes
equations but we believe that our results can be generalized to other types of SPDEs. Since
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the work of [6], there exists a great amount of literature on the stochastic Navier-Stokes
equation driven by a Gaussian noise. The existence and the uniqueness of solutions for the
stochastic Navier-Stokes equations have been proved in many papers, see for example, [21],
[32], [39], [43]. The Freidlin-Wentzell type large deviations for the 2-D stochastic Navier-
Stokes equations have been established in [48] and [20]. The paper [51] obtained a moderate
deviation principle for 2-D stochastic Navier-Stokes equations. For the ergodic properties
and other questions related to invariant measures of the Stochastic Navier-Stokes Equations
in the case of the Gaussian case, we refer to [31], [9] and [34].
However, there are some real world models in financial, physical and biological phenom-
ena, which can not be well represented by a Gaussian noise. For example, in some circum-
stances, some large moves and unpredictable events can be captured by jump type noise. In
recent years, SPDEs driven by Le´vy noise have become extremely popular in modeling these
phenomena.
There has been an extensive effort to tackle SPDEs with the Le´vy noise. Compared
with the case of the Gaussian noise, SPDEs driven by jump type noise such as Le´vy-type
or Poisson-type perturbations are drastically different because of the appearance of jumps,
such as the Burkholder-Davis-Gundy inequality, the Girsanov Theorem, the time regularity,
the ergodicity, irreducibility, mixing property and other long-time behaviour of the solutions
to SPDEs with Le´vy noises. In general, all the results and/or techniques available for the
SPDEs with Gaussian noise are not always suitable for the treatment of SPDEs with Le´vy
noise and therefore we require new and different techniques. We refer to [37, Theorem
III.3.24], [8, Theorem 3.10.21], [35, 36, 5, 10, 40, 41, 45, 46, 30, 60] and reference therein for
more details.
As an example let us consider the Navier-Stokes equations. Under the classical local-
Lipschitz and the one-sided linear growth assumptions on the coefficients, one can prove
the existence and the uniqueness of strong solutions in the probabilistic sense for the 2-D
stochastic Navier-Stokes equations with Gaussian noises, see, e.g. [39]. But using the same
idea to the Le´vy case, one needs to assume other conditions on the coefficient G of Le´vy
noise, see Remark 2.1 in Section 2, because these approaches used the Burkholder-Davis-
Gundy inequality with p 6= 2 for the compensated Poisson random measure, see [12], [13]
and [60]. The similar problems rise when one consider the martingale solutions, see, for
instance, [32, 44, 26] and the advances that have been made so far.
To prove the well-posedness for the equations with the Le´vy noises, one natural approach
is based on the approximation of the Poisson random measure N by a sequence of Poisson
random measures Nn whose intensity measures are finite. The authors of [24] used this
approach to established the well-posedness of the strong solutions in probabilistic sense for
the 2-D stochastic Navier-Stokes equations with Le´vy noise, however, this method needs
some assumptions on the control of the “small jump”, see Remark 2.1 in Section 2. The
cut-off and the Banach Fixed Point Theorem is a basic idea to prove the well-posedness
for PDEs/SPDEs. This method had been applied in the recent paper [7] to establish the
existence of the strong solutions in PDE sense for the 2-D stochastic Navier-Stokes equations
with Le´vy noises. However, due to the Burkholder-Davis-Gundy inequality with p 6= 2 for
the compensated Poisson random measure again, besides the classical Lipschitz and linear
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growth assumptions, they assumed other conditions on the coefficient G of Le´vy noise to
establish the existence of the solutions, see Remarks 2.2 in Section 2.
Our first aim is to get rid of these untypical assumptions, and we need different ideas/techeniques.
In fact, we apply the cut-off and the Banach Fixed Point Theorem, which had been used in
the paper [15] by the first author together with A. Millet, and then in [7] to prove strong
solutions in PDE sense of several stochastic hydrodynamical systems with Le´vy noise. [22]
and [23] had also used the similar idea. But our auxiliary equations are different with these,
in particular with the case in [7], see (2.15) (2.16) (3.4) and the proof of Theorem A.1 in
[7], and (2.8) and the proof of Lemma 2.2 in this paper. Using their auxiliary equations,
one can not get rid of these untypical assumptions. Our method strongly depends on the
cutting-off function θm in (2.8), we need new a priori estimates, and succeed to achieve our
goals. We believe that this method can also be used for other systems with Le´vy noise to
improve un-standard assumptions.
Another, in fact the main aim of this paper is to establish the Freidlin-Wentzell’s large
deviations principle of the strong solutions (in PDE sense) for 2-D stochastic Navier-Stokes
equations with Le´vy noise, obtained in the first part.
There are some results on this topic so far, especially following the weak convergence
approach introduced by [19, 18] for the case of Poisson random measures. We also refer to [1,
2, 3, 19, 25, 29, 47, 49, 52, 53, 54, 56] for related results. For the case of the 2-D Navier-Stokes
equations, the paper [53] dealt with the additive Le´vy noise, and [56] and [52] studied the
case for multiplicative Le´vy noise. These results use the strong solutions in the probabilistic
sense. To establish our results, we will use the weak convergence approach introduced by
Budhiraja, Dupuis and Maroulas in [18] for the case of Poisson random measures. Compared
with the existing results in the literature, our main concern is the strong solutions in PDE
sense, hence we need new a priori estimates to establish the tightness of the solutions of the
perturbed equations, see Lemmas 3.1, 4.4–4.8. This is non-trivial.
Finally, let us mention that we prove a Girsanov type theorem for Poisson random mea-
sure, and apply this result to prove the well-posedness of the control SPDEs (4.34), see
Lemma 4.2 and Lemma 4.3 respectively. This is a basic step in applying the weak conver-
gence approach to prove the large deviations for SPDEs. Although these results have been
used in the existing literature, see e.g. [19, 25, 52, 54, 56], and to the best of our knowledge,
have no proof, we give the rigorous proofs. The proof is rather involved and it is of an
independent interest. The reason is that the Girsanov Theorem describes how the dynamics
of stochastic processes change when the original measure is changed to an equivalent prob-
ability measure. The Girsanov Theorem for the Wiener case shows that the shifted Wiener
measure mutually absolutely continuous with respect to the Wiener measure if and only if
the shift function belongs to the Cameron-Martin space. However, in contrast to the Wiener
space case, the Girsanov theorem for the Poisson random measure is related to some invert-
ible and predictable nonlinear transformations, see, e.g. Theorem III.3.24 of [37], Theorem
3.10.21 of [8]. These differences raise more difficulties in proving the variational representa-
tion for the Poisson functionals, and then in proving the weak convergence method for the
case of Poisson random measures and the Wentzell-Freidlin type large deviation principle
for SPDEs with Le´vy noises, see, e.g. [19, 18, 28, 57]. Another application of the Girsanov
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Theorem is that it can be combined with the Yamada-Watanabe Theorem in order to to
prove the well-posedness of SPDEs. It is well known for the Wiener case, but for the Poisson
random measure case, there are few results on how to prove this application in the existing
literature.
The approach from this paper is being currently applied by the first and third named
authors and Utpal Manna to a study of the large deviation principle for 1-D stochastic
Landau-Lifshitz equations, see [14]. In another directions, the first and third named authors
and Martin Ondreja´t are a publication about the LDP for stochastic PDEs driven by infinite
dimensional Le´vy processes, see [17].
The organization of this paper is as follows. In Section 2, applying cut-off and the
Banach Fixed Point Theorem, we will establish the existence and uniqueness of strong (in
probabilistic sense and PDE sense respectively) solutions for the 2-D stochastic Navier-Stokes
equations with Le´vy noise, under the Lipschitz and linear growth assumptions, see Theorem
2.1 and Theorem 2.2. The entire Sections 3 and 4 are devoted to establishing the large
deviation principle for the strong solutions in PDE sense of the stochastic Navier-Stokes
equation.
Acknowledgement. The first named author would like to thank Utpal Manna for
discussions. The third named author acknowledges funding by K.C. Wong Foundation for a
1-year fellowship at King’s College London, and this work was started during that period.
He also would like to thank Markus Riedle for his kind help in London.
2 Stochastic Navier-Stokes equations
Let D be a bounded open domain in R2 with smooth boundary ∂D. Define
V = {u ∈ W 1,20 (D,R2) : div u = 0, a.e. in D}, ‖u‖2V :=
∫
D
|∇u(x)|2dx,
and H is the closure of V in the following norm
‖u‖2H :=
∫
D
|u(x)|2dx.
Let Π be the Leray-Helmholtz projection, i.e. Π : L2(D,R2) → H is the orthogonal
projection. Define the Stokes operator A in H by
Af = −Π∆f, f ∈ D(A) := W 2,2(D,R2) ∩ V.
Because the operator A is positive self-adjoint with compact resolvent, there is a complete
orthonormal basis {ei, i ∈ N} in H made of eigenvectors of A, with corresponding eigenvalues
0 < λi ↑ ∞, that is
Aei = λiei, i = 1, 2, · · · .
It is known, that
V = D(A1/2) with equivalent norms.
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In what follows, we will always use the norm in V from the space D(A1/2).
Let B : DB ⊂ H × V → H be the bilinear operator defined as
B(u, v) = −Π[(u · ∇)v].
Without a danger of ambiguity, by B we will also denote the quadratic map corresponding
to the bilinear map B:
B(u) := B(u, u).
It is well known that the Navier-Stokes equations can be formulated in the following abstract
form:
du(t) + Au(t) dt+B(u(t)) dt = f(t) dt, u0 ∈ H, (2.1)
where f ∈ L2([0, T ],V′) denotes some external force.
Let H ′ and V′ denote the dual spaces of H and V respectively. Consider the framework
of the following Gelfand triple
V ⊂ H ∼= H ′ ⊂ V′,
and one can show that there exist unique extensions of A and B such that
A : V → V′, B : V × V → V′.
It is well known that
Lemma 2.1. If u, v, z ∈ V, then
〈B(u, v), z〉V′ V = − 〈B(u, z), v〉V′ V,
〈B(u, v), v〉V′ V = 0,
| 〈B(u, v), z〉V′ V| ≤ 2‖u‖1/2V ‖u‖1/2H ‖v‖1/2V ‖v‖1/2H ‖z‖V,
| 〈B(u)−B(v), u− v〉V′ V| = | 〈B(u− v), v〉V′ V| ≤ 1/2‖u− v‖2V + 32‖v‖4L4(D,R2)‖u− v‖2H,
| 〈B(u),Au〉V′ V| ≤ ‖Au‖H‖B(u)‖H ≤ ‖Au‖H‖u‖L4(D,R2)‖∇u‖L4(D,R2)
≤ C‖Au‖3/2H ‖u‖V‖u‖
1
2
H ≤ 1/4‖Au‖2H + C‖u‖4V‖u‖2H,
‖B(u)‖2H ≤ C‖u‖D(A)‖u‖2V‖u‖H,
‖B(u, v)‖2H ≤ C‖u‖H‖u‖V‖v‖D(A)‖v‖V.
Also, from [50], we have the following inequality
‖v‖4L4(D,R2) ≤ 2‖v‖2H‖v‖2V, v ∈ V.
In this paper, we consider the following stochastic Navier-Stokes equations driven by
multiplicative Le´vy noise
du(t) + Au(t) dt+B(u(t)) dt = f(t) dt+
∫
Z
G(u(t−), z)η˜(dz, dt),
5
u0 ∈ H. (2.2)
Here Z is a locally compact Polish space, and η is a Poisson random measure on [0,∞)× Z
with a σ-finite intensity measure Leb∞⊗ ν on a given filtered probability space (Ω,F ,F,P),
where F = {Ft}t≥0, satisfying the usual condition, Leb∞ is the Lebesgue measure on [0,∞)
and ν is a σ-finite measure on Z. We define the compensated Poisson random measure
η˜([0, t]× O) = η([0, t]× O)− tν(O), ∀O ∈ B(Z) : ν(O) <∞.
In the following, we will denote D(I,X) the space of all ca´dla´g path from a time interval
I into a metric space X .
2.1 Solutions for the initial data in the space H
Concerning the diffusion map G we make the following assumptions:
Assumption 2.1. G : H × Z → H is a measurable map such that there exists a constant
C > 0
(G-H1) (Lipschitz) ∫
Z
‖G(v1, z)−G(v2, z)‖2Hν(dz) ≤ C‖v1 − v2‖2H, ∀v1, v2 ∈ H, (2.3)
(G-H2) (Linear growth) ∫
Z
‖G(v, z)‖2Hν(dz) ≤ C(1 + ‖v‖2H), ∀v ∈ H. (2.4)
First we prove the following existence result in the classical setting.
Theorem 2.1. Assume that Assumption 2.1 holds. Then for every u0 ∈ H and f ∈
L2loc([0,∞),V′) there exists a unique F-progressively measurable process u such that
(1) u ∈ D([0,∞), H) ∩ L2loc([0,∞),V), P-a.s.,
(2) the following equality holds, for all t ∈ [0,∞), P-a.s., in V′,
u(t) = u0 −
∫ t
0
Au(s) ds−
∫ t
0
B(u(s)) ds+
∫ t
0
f(s) ds+
∫ t
0
∫
Z
G(u(s−), z)η˜(dz, ds).
Moreover, the solution u satisfies the following estimates:
E
(
sup
t∈[0,T ]
‖u(t)‖2H
)
+ E
( ∫ T
0
‖u(s)‖2V ds
)
≤ CT (1 + ‖u0‖2H +
∫ T
0
‖f(s)‖2V′ ds).
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Remark 2.1. Assumption 2.1 is a fairly standard assumption when one considers the exis-
tence and uniqueness of SPDE driven by multiplicative noise. But for the case of Le´vy noise,
the existing results in the literature always need other assumptions on G, besides Assumption
2.1. For example, in [24], the authors assume that there exist measurable subsets Um, m ∈ N
of Z with Um ↑ Z and ν(Um) <∞ such that, for some k > 0,
sup
‖v‖H≤k
∫
Ucm
‖G(v, z)‖2Hν(dz)→ 0 as m→∞,
while in [12] and [13] it is assumed that∫
Z
‖G(v, z)‖4Hν(dz) ≤ K(1 + ‖v‖4H).
On the other hand, in a recent paper by Motyl [44], it is assumed that for each p ∈ {1, 2, 2+
γ, 4, 4 + 2γ}, where γ is some positive constant, there exists a constant cp > 0 such that∫
Z
‖G(v, z)‖pHν(dz) ≤ cp(1 + ‖v‖pH).
Hence, our Theorem 2.1 improves the existing results in the literature.
In order to prove Theorem 2.1, we first introduce the following notation (used throughout
the whole paper) and state three preliminary/auxiliary results, see Lemmata 2.2 and 2.3,
and Corollary 2.1.
Let us put, for T ≥ 0,
ΥHT = D([0, T ], H) ∩ L2([0, T ],V). (2.5)
It is standard that the space ΥHT endowed with the norm
‖y‖ΥHT = sup
s∈[0,T ]
‖y(s)‖H +
(∫ T
0
‖y(s)‖2V ds
)1/2
(2.6)
is a Banach space.
Let ΛT (H) be the space of all H-valued ca´dla´g F- progressively measurable processes
y : [0, T ]× Ω→ V such that P-a.s. it’s trajectories belong to the space ΥHT and
‖y‖2ΛT (H) := E
(
sup
s∈[0,T ]
‖y(s)‖2H +
∫ T
0
‖y(s)‖2V ds
)
<∞. (2.7)
For every m ∈ N \ {0} let us fix a function θm : [0,∞)→ [0, 1] satisfying

θm ∈ C2[0,∞);
supt∈[0,∞) |θ′m(t)| ≤ C1 <∞;
θm(t) = 1, t ∈ [0, m];
θm(t) = 0, t ≥ m+ 1
(2.8)
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where C1 is m independent, and put
φ = θ1.
Let us also define, for every δ > 0,
φδ(r) = φ(δr), r ∈ [0,∞).
It can be easily seen that the functions φδ : [0,∞)→ [0, 1] satisfy the following conditions

φδ ∈ C2[0,∞);
supt∈[0,∞) |φ′δ(t)| ≤ C1δ;
φδ(t) = φ(δt) = 1, t ∈ [0, 1/δ];
φδ(t) = φ(δt) = 0, t ≥ 2/δ.
(2.9)
Lemma 2.2. For all T > 0, m ∈ N, M ∈ ΥHT , u0 ∈ H and f ∈ L2([0, T ],V′), there exists a
unique Y ∈ C([0, T ], H) ∩ L2([0, T ],V) satisfying
dY (t) + AY (t) dt+ θm(‖Y +M‖ΥHt )B(Y (t) +M(t)) dt = f(t) dt,
Y (0) = u0. (2.10)
Proof. Let us fix T > 0, m ∈ N, M ∈ ΥHT , u0 ∈ H and f ∈ L2([0, T ],V′). The proof is
divided into three steps.
Step 1. For any given M ∈ ΥHT , consider the following auxiliary deterministic PDE
X ′(t) + AX(t) + θm(‖X +M‖ΥHt )φδ(‖X +M‖L2([0,t];V))B(X(t) +M(t)) = f(t),
X(0) = u0. (2.11)
We will use the Picard iteration method to prove that there exist δ0 > 0 only dependent
on m and X ∈ C([0, T ], H) ∩ L2([0, T ],V) satisfying (2.11) with δ = δ0.
Let us choose and fix1 y0 ∈ C([0, T ], H) ∩ L2([0, T ],V) with y0(0) = u0. Suppose that
for n ∈ N a function yn ∈ C([0, T ], H) ∩ L2([0, T ],V) such that yn(0) = u0 is given. Then it
is not difficult to prove that there exists a unique yn+1 ∈ C([0, T ], H)∩ L2([0, T ],V) solving
the following deterministic problem

y′n+1(t) + Ayn+1(t) + θm(‖yn +M‖ΥHt )φδ(‖yn +M‖L2([0,t];V))
B(yn(t) +M(t), yn+1(t) +M(t)) = f(t), t ∈ [0, T ];
yn+1(0) = u0.
(2.12)
We will now estimate the norm of the difference yn+1 − yn for n ≥ 1. We cannot do this
for n = 0.
For functions xi ∈ C([0, T ], H) ∩ L2([0, T ],V), i = 1, · · · , 4, let us put
Π(x1, x2, x3, x4)(t) = θm(‖x1+M‖ΥHt )φδ(‖x2+M‖L2([0,t];V))B(x3(t)+M(t), x4(t)+M(t)), t ∈ [0, T ].
1For instance y(t) = e−tAu0, t ∈ [0, T ].
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and
Ξ(x1, x2)(t) = θm(‖x1 +M‖ΥHt )φδ(‖x2 +M‖L2([0,t];V)), t ∈ [0, T ].
By [50, Lemma III.1.2] we have
‖yn+1(t)− yn(t)‖2H + 2
∫ t
0
‖yn+1(s)− yn(s)‖2V ds (2.13)
= −2
∫ t
0
〈
Π(yn, yn, yn, yn+1)(s)− Π(yn−1, yn−1, yn−1, yn)(s), yn+1(s)− yn(s)
〉
V′ V
ds
:= −2
∫ t
0
I(s) ds, t ∈ [0, T ],
where, for s ∈ [0, T ], we put
I(s) =
〈
Π(yn, yn, yn, yn+1)(s)−Π(yn, yn, yn, yn)(s), yn+1(s)− yn(s)
〉
V′ V
+
〈
Π(yn, yn, yn, yn)(s)− Π(yn, yn, yn−1, yn)(s), yn+1(s)− yn(s)
〉
V′ V
+
〈
Π(yn, yn, yn−1, yn)(s)− Π(yn−1, yn−1, yn−1, yn)(s), yn+1(s)− yn(s)
〉
V′ V
= 0 + I1(s) + I2(s), (2.14)
with
I1(s) = Ξ(yn, yn)(s)
〈
B(yn(s)− yn−1(s), yn(s) +M(s)), yn+1(s)− yn(s)
〉
V′ V
,
I2(s) =
(
Ξ(yn, yn)(s)− Ξ(yn−1, yn−1)(s)
)
〈
B(yn−1(s) +M(s), yn(s) +M(s)), yn+1(s)− yn(s)
〉
V′ V
.
We consider three cases to estimate I(s) for a fixed s ∈ [0, T ]. Each case will contain a
calculation of a certain ”partial” integral
∫ t
0
|I(s)|ds.
Case 1. ‖yn+M‖L2([0,s];V) ≤ 3δ and ‖yn−1+M‖L2([0,s];V) ≤ 3δ . This case will be divided into
three subcases.
Subcase (1.1) ‖yn +M‖ΥHs ≤ m+ 2 and ‖yn−1 +M‖ΥHs > m+ 2.
The definition of θm implies that in this subcase
I(s) = 〈Π(yn, yn, yn, yn+1)(s), yn+1(s)− yn(s)
〉
V′ V
and∫ t
0
|I(s)|I{‖yn+M‖L2([0,s];V)∨‖yn−1+M‖L2([0,s];V)≤ 3δ }(s)I{‖yn+M‖ΥHs ≤m+2}(s)I{‖yn−1+M‖ΥHs >m+2}(s) ds
=
∫ t
0
|I(s)|I{‖yn+M‖L2([0,s];V)∨‖yn−1+M‖L2([0,s];V)≤ 3δ }(s)I{‖yn+M‖ΥHs ≤m+1}(s)I{‖yn−1+M‖ΥHs >m+2}(s) ds.
(2.15)
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For any s ∈ [0, t] such that
I{‖yn+M‖L2([0,s];V)∨‖yn−1+M‖L2([0,s];V)≤ 3δ }(s)I{‖yn+M‖ΥHs ≤m+1}
(s)I{‖yn−1+M‖ΥHs >m+2}
(s) = 1,
we have
‖yn − yn−1‖ΥHs = ‖(yn +M)− (yn−1 +M)‖ΥHs ≥ 1, (2.16)
and for any ε > 0,∣∣∣I(s)∣∣∣ ≤ ∣∣∣ 〈B(yn(s) +M(s), yn+1(s) +M(s)),−yn(s)−M(s)〉
V′ V
∣∣∣
=
∣∣∣ 〈B(yn(s) +M(s), yn+1(s)− yn(s)),−yn(s)−M(s)〉
V′ V
∣∣∣
≤ 2‖yn(s) +M(s)‖1/2H ‖yn(s) +M(s)‖1/2V ‖yn+1(s)− yn(s)‖1/2H
·‖yn+1(s)− yn(s)‖1/2V ‖yn(s) +M(s)‖V · ‖yn − yn−1‖ΥHs
≤ 3
2
ε4/3‖yn+1(s)− yn(s)‖2/3V ‖yn(s) +M(s)‖4/3V ‖yn − yn−1‖4/3ΥHs
+
(m+ 2)2
2ε4
‖yn(s) +M(s)‖2V‖yn+1(s)− yn(s)‖2H
≤ 1
2
ε4/3‖yn+1(s)− yn(s)‖2V + ε4/3‖yn(s) +M(s)‖2V‖yn − yn−1‖2ΥHs
+
(m+ 2)2
2ε4
‖yn(s) +M(s)‖2V‖yn+1(s)− yn(s)‖2H. (2.17)
In the second ”≤” of (2.17), we have used (2.16).
By (2.15) and (2.17),∫ t
0
|I(s)|I{‖yn+M‖L2([0,s];V)∨‖yn−1+M‖L2([0,s];V)≤ 3δ }(s)I{‖yn+M‖ΥHs ≤m+2}(s)I{‖yn−1+M‖ΥHs >m+2}(s) ds
≤ 1
2
ε4/3
∫ t
0
‖yn+1(s)− yn(s)‖2V ds
+ ε4/3‖yn − yn−1‖2ΥHt
∫ t
0
‖yn(s) +M(s)‖2VI{‖yn+M‖L2([0,s];V)≤ 3δ }(s) ds
+
(m+ 2)2
2ε4
∫ t
0
‖yn(s) +M(s)‖2VI{‖yn+M‖L2([0,s];V)≤ 3δ }(s) ds sup
s∈[0,t]
‖yn+1(s)− yn(s)‖2H
≤ 1
2
ε4/3
∫ t
0
‖yn+1(s)− yn(s)‖2V ds+ ε4/3‖yn − yn−1‖2ΥHt ·
9
δ2
+
(m+ 2)2
2ε4
· 9
δ2
sup
s∈[0,t]
‖yn+1(s)− yn(s)‖2H
≤
(1
2
ε4/3 +
(m+ 2)2
2ε4
· 9
δ2
)
‖yn+1 − yn‖2ΥHt +
9
δ2
ε4/3‖yn − yn−1‖2ΥHt . (2.18)
Subcase (1.2) ‖yn +M‖ΥHs > m+ 2 and ‖yn−1 +M‖ΥHs ≤ m+ 2.
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Similar to Subcase (1.1), in this subcase, we have
I(s) = −
〈
Π(yn−1, yn−1, yn−1, yn)(s), yn+1(s)− yn(s)
〉
V′ V
,
∫ t
0
|I(s)|I{‖yn+M‖L2([0,s];V)∨‖yn−1+M‖L2([0,s];V)≤ 3δ }(s)I{‖yn+M‖ΥHs >m+2}(s)I{‖yn−1+M‖ΥHs ≤m+2}(s) ds
=
∫ t
0
|I(s)|I{‖yn+M‖L2([0,s];V)∨‖yn−1+M‖L2([0,s];V)≤ 3δ }(s)I{‖yn+M‖ΥHs >m+2}(s)I{‖yn−1+M‖ΥHs ≤m+1}(s) ds,
(2.19)
and for any s ∈ [0, t] such that
I{‖yn+M‖L2([0,s];V)∨‖yn−1+M‖L2([0,s];V)≤ 3δ }(s)I{‖yn+M‖ΥHs >m+2}
(s)I{‖yn−1+M‖ΥHs ≤m+1}
(s) = 1,
we have
‖yn − yn−1‖ΥHs = ‖(yn +M)− (yn−1 +M)‖ΥHs ≥ 1, (2.20)
and, for any ε > 0,∣∣∣I(s)∣∣∣ ≤ ∣∣∣ 〈B(yn−1(s) +M(s), yn(s) +M(s)), yn+1(s)− yn(s)〉
V′ V
∣∣∣
≤ 2‖yn−1(s) +M(s)‖1/2H ‖yn−1(s) +M(s)‖1/2V ‖yn+1(s)− yn(s)‖1/2H
·‖yn+1(s)− yn(s)‖1/2V ‖yn(s) +M(s)‖V
≤ 1
2ε4
‖yn+1(s)− yn(s)‖2H‖yn−1(s) +M(s)‖2H‖yn−1(s) +M(s)‖2V
+
3
2
ε4/3‖yn+1(s)− yn(s)‖2/3V ‖yn(s) +M(s)‖4/3V
≤ 1
2ε4
(m+ 2)2‖yn+1(s)− yn(s)‖2H‖yn−1(s) +M(s)‖2V
+
1
2
ε4/3‖yn+1(s)− yn(s)‖2V + ε4/3‖yn(s) +M(s)‖2V
≤ 1
2ε4
(m+ 2)2‖yn+1(s)− yn(s)‖2H‖yn−1(s) +M(s)‖2V
+
1
2
ε4/3‖yn+1(s)− yn(s)‖2V + 2ε4/3‖yn−1(s) +M(s)‖2V + 2ε4/3‖yn(s)− yn−1(s)‖2V
≤ 1
2ε4
(m+ 2)2‖yn+1(s)− yn(s)‖2H‖yn−1(s) +M(s)‖2V +
1
2
ε4/3‖yn+1(s)− yn(s)‖2V
+2ε4/3‖yn−1(s) +M(s)‖2V · ‖yn − yn−1‖2ΥHs + 2ε4/3‖yn(s)− yn−1(s)‖2V. (2.21)
In the last ”≤” of (2.21), we have used (2.20).
By (2.19) and (2.21), similar to (2.18),∫ t
0
|I(s)|I{‖yn+M‖L2([0,s];V)∨‖yn−1+M‖L2([0,s];V)≤ 3δ }(s)I{‖yn+M‖ΥHs >m+2}(s)I{‖yn−1+M‖ΥHs ≤m+2}(s) ds
11
≤
(1
2
ε4/3 +
(m+ 2)2
2ε4
· 9
δ2
)
‖yn+1 − yn‖2ΥHt +
(
2ε4/3 + 2ε4/3
9
δ2
)
‖yn − yn−1‖2ΥHt .(2.22)
Subcase (1.3) ‖yn +M‖ΥHs ≤ m+ 2 and ‖yn−1 +M‖ΥHs ≤ m+ 2.
Then for any ε > 0,∣∣∣I1(s)∣∣∣ ≤ ∣∣∣ 〈B(yn(s)− yn−1(s), yn(s) +M(s)), yn+1(s)− yn(s)〉
V′ V
∣∣∣
≤ 2‖yn(s)− yn−1(s)‖1/2V ‖yn(s)− yn−1(s)‖1/2H ‖yn+1(s)− yn(s)‖1/2V
·‖yn+1(s)− yn(s)‖1/2H ‖yn(s) +M(s)‖V
≤ ε‖yn(s)− yn−1(s)‖V‖yn+1(s)− yn(s)‖V
+
2
ε
‖yn(s)− yn−1(s)‖H‖yn+1(s)− yn(s)‖H‖yn(s) +M(s)‖2V
≤ ε‖yn(s)− yn−1(s)‖2V + ε‖yn+1(s)− yn(s)‖2V
+ε‖yn(s) +M(s)‖2V‖yn(s)− yn−1(s)‖2H
+
4
ε3
‖yn+1(s)− yn(s)‖2H‖yn(s) +M(s)‖2V. (2.23)
For I2(s) = I2,1(s) + I2,1(s), where
I2,1(s) =
(
Ξ(yn, yn)(s)− Ξ(yn−1, yn)(s)
)
〈
B(yn−1(s) +M(s), yn(s) +M(s)), yn+1(s)− yn(s)
〉
V′ V
and
I2,2(s) =
(
Ξ(yn−1, yn)(s)− Ξ(yn−1, yn−1)(s)
)
〈
B(yn−1(s) +M(s), yn(s) +M(s)), yn+1(s)− yn(s)
〉
V′ V
,
we have, for any ε > 0,∣∣∣I2,1(s)∣∣∣ ≤ C1‖yn − yn−1‖ΥHs ‖yn−1(s) +M(s)‖1/2H ‖yn−1(s) +M(s)‖1/2V
·‖yn+1(s)− yn(s)‖1/2H ‖yn+1(s)− yn(s)‖1/2V ‖yn(s) +M(s)‖V
≤ 3/4ε4/3‖yn − yn−1‖4/3ΥHs ‖yn(s) +M(s)‖
4/3
V ‖yn+1(s)− yn(s)‖2/3V
+
C41
4ε4
‖yn−1(s) +M(s)‖2H‖yn−1(s) +M(s)‖2V‖yn+1(s)− yn(s)‖2H
≤ 1/4ε4/3
[
2‖yn − yn−1‖2ΥHs ‖yn(s) +M(s)‖2V + ‖yn+1(s)− yn(s)‖2V
]
+
C41
4ε4
(m+ 2)2‖yn−1(s) +M(s)‖2V‖yn+1(s)− yn(s)‖2H, (2.24)
and∣∣∣I2,2(s)∣∣∣ ≤ C1δ‖yn − yn−1‖L2([0,s];V)‖yn−1(s) +M(s)‖1/2H ‖yn−1(s) +M(s)‖1/2V
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·‖yn+1(s)− yn(s)‖1/2H ‖yn+1(s)− yn(s)‖1/2V ‖yn(s) +M(s)‖V
≤ 3δ
4
ε4/3‖yn − yn−1‖4/3L2([0,s];V)‖yn(s) +M(s)‖4/3V ‖yn+1(s)− yn(s)‖2/3V
+
C1
4δ
4ε4
‖yn−1(s) +M(s)‖2H‖yn−1(s) +M(s)‖2V‖yn+1(s)− yn(s)‖2H
≤ 1
2
δ3/2ε4/3‖yn − yn−1‖2L2([0,s];V)‖yn(s) +M(s)‖2V +
1
4
ε4/3‖yn+1(s)− yn(s)‖2V
+
C1
4δ
4ε4
(m+ 2)2‖yn−1(s) +M(s)‖2V‖yn+1(s)− yn(s)‖2H. (2.25)
Similar to (2.18), by (2.23)-(2.25),
∫ t
0
|I(s)|I{‖yn+M‖L2([0,s];V)∨‖yn−1+M‖L2([0,s];V)≤ 3δ }(s)I{‖yn+M‖ΥHs ≤m+2}(s)I{‖yn−1+M‖ΥHs ≤m+2}(s) ds
≤
(
ε+
36
ε3δ2
+
1
2
ε4/3 +
C41
4ε4
(m+ 2)2
9
δ2
+
9
4
(m+ 2)2
ε4δ
)
‖yn+1 − yn‖2ΥHt
+
(
ε+ 9
ε
δ2
+
1
2
ε4/3
9
δ2
+
9
2
δ−1/2ε4/3
)
‖yn − yn−1‖2ΥHt . (2.26)
The proof of Case 1 is complete.
Begin to prove Case 2.
Case 2. ‖yn +M‖L2([0,s];V) ≤ 3δ and ‖yn−1 +M‖L2([0,s];V) > 3δ .
In this case, by the definition of θm and φδ, we have
I(s) =
〈
Π(yn, yn, yn, yn+1)(s), yn+1(s)− yn(s)
〉
V′ V
,
and ∫ t
0
|I(s)|I{‖yn+M‖L2([0,s];V)≤ 3δ }(s)I{‖yn−1+M‖L2([0,s];V)> 3δ }(s) ds (2.27)
=
∫ t
0
|I(s)|I{‖yn+M‖L2([0,s];V)≤ 2δ }(s)I{‖yn−1+M‖L2([0,s];V)> 3δ }(s)I{‖yn+M‖ΥHs ≤m+1} ds.
For any s ∈ [0, t] such that
I{‖yn+M‖L2([0,s];V)≤ 2δ }(s)I{‖yn−1+M‖L2([0,s];V)> 3δ }(s)I{‖yn+M‖ΥHs ≤m+1}
= 1,
we have
δ‖yn − yn−1‖ΥHs ≥ δ‖(yn +M)− (yn−1 +M)‖L2([0,s];V) ≥ 1, (2.28)
and for any p ∈ (0, 1/2) and ǫ > 0,∣∣∣I(s)∣∣∣ ≤ ∣∣∣ 〈B(yn(s) +M(s), yn+1(s) +M(s)),−yn(s)−M(s)〉
V′ V
∣∣∣
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=
∣∣∣ 〈B(yn(s) +M(s), yn+1(s)− yn(s)), yn(s) +M(s)〉
V′ V
∣∣∣
≤ 2‖yn(s) +M(s)‖1/2H ‖yn(s) +M(s)‖1/2V ‖yn+1(s)− yn(s)‖1/2H
·‖yn+1(s)− yn(s)‖1/2V ‖yn(s) +M(s)‖V · δ‖yn − yn−1‖ΥHs
≤ 3
2
ε4/3δ
4(1−p)
3 ‖yn+1(s)− yn(s)‖2/3V ‖yn(s) +M(s)‖4/3V ‖yn − yn−1‖4/3ΥHs
+
1
2ε4
δ4p‖yn(s) +M(s)‖2V‖yn(s) +M(s)‖2H‖yn+1(s)− yn(s)‖2H
≤ 1
2
ε4/3‖yn+1(s)− yn(s)‖2V + ε4/3δ2(1−p)‖yn(s) +M(s)‖2V‖yn − yn−1‖2ΥHs
+
1
2ε4
δ4p(m+ 1)2‖yn(s) +M(s)‖2V‖yn+1(s)− yn(s)‖2H. (2.29)
In the second ”≤” of (2.29), we have used (2.28).
Similar to (2.18), by (2.27) and (2.29),∫ t
0
|I(s)|I{‖yn+M‖L2([0,s];V)≤ 3δ }(s)I{‖yn−1+M‖L2([0,s];V)> 3δ }(s) ds
≤
(1
2
ε4/3 +
9
2ε4
(m+ 1)2δ4p−2
)
‖yn+1 − yn‖2ΥHt + 9
ε4/3
δ2p
‖yn − yn−1‖2ΥHt . (2.30)
The proof of Case 2 is complete.
Now begin to prove Case 3.
Case 3. ‖yn +M‖L2([0,s];V) > 3δ and ‖yn−1 +M‖L2([0,s];V) ≤ 3δ .
In this case, similar to Case 2, by the definition of θm and φδ, we have
I(s) = − 〈Π(yn−1, yn−1, yn−1, yn)(s), yn+1(s)− yn(s)〉V′ V,
and∫ t
0
|I(s)|I{‖yn+M‖L2([0,s];V)> 3δ }(s)I{‖yn−1+M‖L2([0,s];V)≤ 3δ }(s) ds (2.31)
=
∫ t
0
|I(s)|I{‖yn+M‖L2([0,s];V)> 3δ }(s)I{‖yn−1+M‖L2([0,s];V)≤ 2δ }(s)I{‖yn−1+M‖ΥHs ≤m+1} ds.
For any s ∈ [0, t] such that
I{‖yn+M‖L2([0,s];V)> 3δ }(s)I{‖yn−1+M‖L2([0,s];V)≤ 2δ }(s)I{‖yn−1+M‖ΥHs ≤m+1}
= 1,
we have
δ2‖yn − yn−1‖2ΥHs ≥ δ2‖(yn +M)− (yn−1 +M)‖2L2([0,s];V) ≥ 1 (2.32)
and, for any p ∈ (0, 1/2) and ε > 0,∣∣∣I(s)∣∣∣ ≤ ∣∣∣ 〈B(yn−1(s) +M(s), yn(s) +M(s)), yn+1(s)− yn(s)〉
V′ V
∣∣∣
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≤ 2‖yn−1(s) +M(s)‖1/2H ‖yn−1(s) +M(s)‖1/2V ‖yn+1(s)− yn(s)‖1/2H
·‖yn+1(s)− yn(s)‖1/2V ‖yn(s) +M(s)‖V
≤ 3
2
δ
−4p
3 ‖yn+1(s)− yn(s)‖2/3V ‖yn(s) +M(s)‖4/3V
+
1
2
δ4p‖yn−1(s) +M(s)‖2V‖yn−1(s) +M(s)‖2H‖yn+1(s)− yn(s)‖2H
≤ 1
2
δ4p(m+ 1)2‖yn−1(s) +M(s)‖2V‖yn+1(s)− yn(s)‖2H
+
1
2
ε3‖yn+1(s)− yn(s)‖2V +
1
ε3/2δ2p
‖yn(s) +M(s)‖2V
≤ 1
2
δ4p(m+ 1)2‖yn−1(s) +M(s)‖2V‖yn+1(s)− yn(s)‖2H (2.33)
+
1
2
ε3‖yn+1(s)− yn(s)‖2V + 2
1
ε3/2δ2p
[
‖yn(s)− yn−1(s)‖2V + ‖yn−1(s) +M(s)‖2V
]
≤ 1
2
δ4p(m+ 1)2‖yn−1(s) +M(s)‖2V‖yn+1(s)− yn(s)‖2H +
1
2
ε3‖yn+1(s)− yn(s)‖2V
+2
1
ε3/2δ2p
‖yn(s)− yn−1(s)‖2V + 2
1
ε3/2δ2p
‖yn−1(s) +M(s)‖2V · ‖yn − yn−1‖2ΥHs δ2.
In the last ”≤” in (2.33), we have used (2.32).
Similarly to (2.18), by (2.31) and (2.33),∫ t
0
|I(s)|I{‖yn+M‖L2([0,s];V)> 3δ }(s)I{‖yn−1+M‖L2([0,s];V)≤ 3δ }(s) ds (2.34)
≤
(1
2
ε3 + 2(m+ 1)2δ4p−2
)
‖yn+1 − yn‖2ΥHt +
2
ε3/2δ2p
‖yn − yn−1‖2ΥHt .
The proof of Case 3 is complete.
Combining (2.18), (2.22), (2.26), (2.30) and (2.34), there exists constants C > 0 and
lm > 0, for any ε > 0 and p ∈ (0, 1/2), such that∫ t
0
|I(s)| ds (2.35)
≤ lm
(
ε+
1
ε3δ2
+ ε4/3 +
1
ε4δ2
+
1
ε4δ
+ ε3 + δ4p−2 + ε−4δ4p−2
)
‖yn+1 − yn‖2ΥHt
+C
(
ε+
ε
δ2
+
ε4/3
δ2
+
ε4/3
δ1/2
+ ε4/3 +
ε4/3
δ2p
+
1
ε3/2δ2p
)
‖yn − yn−1‖2ΥHt .
Choosing p = 1/4. Let ε small enough first, and then δ large enough, there exists ε0 > 0
and δ0 > 0 such that
lm
(
ε0 +
1
ε03δ0
2 + ε0
4/3 +
1
ε04δ0
2 +
1
ε04δ0
+ ε0
3 + δ0
4p−2 +
δ0
4p−2
ε04
)
(2.36)
+C
(
ε0 +
ε0
δ0
2 +
ε0
4/3
δ0
2 +
ε0
4/3
δ0
1/2
+ ε0
4/3 +
ε0
4/3
δ0
2p
1
+ε03/2δ0
2p
)
≤ 1
16
.
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Set δ = δ0 in (2.11). By (2.13), (2.35) and (2.36), we arrive at
sup
s∈[0,t]
‖yn+1(s)− yn(s)‖2H + 2
∫ t
0
‖yn+1(s)− yn(s)‖2V ds (2.37)
≤ 1
8
[
‖yn+1 − yn‖2ΥHt + ‖yn − yn−1‖
2
ΥHt
]
.
Since
1
2
‖yn+1 − yn‖2ΥHt ≤ sup
s∈[0,t]
‖yn+1(s)− yn(s)‖2H +
∫ t
0
‖yn+1(s)− yn(s)‖2V ds,
by (2.37) we infer that
‖yn+1 − yn‖2ΥHT ≤
1
3
‖yn − yn−1‖2ΥHT , (2.38)
which implies that {yn, n ∈ N} is a cauchy sequence in C([0, T ], H) ∩ L2([0, T ],V), and
denote its limit by Y 1. Using classical arguments, it is not difficulty to prove that Y 1 is a
solution of (2.11) with δ = δ0.
Set t1 = inft≥0{‖Y 1 +M‖L2([0,t];V) ≥ 1δ0}. It is easy to see that Y 1 is a solution of (2.10)
for t ∈ [0, t1].
Step 2. Keep in mind δ0 in Step 1. Consider the following deterministic time-inhomogeneous
PDE:
X ′(t) + AX(t) = f(t) (2.39)
−θm(‖X +M‖ΥHt )φδ0
(
‖X +M‖L2([t1,t],V)
)
B(X(t) +M(t)), t > t1,
X(t) = Y 1(t), t ∈ [0, t1].
Using similar arguments as in Step 1, we can solve (2.39) and denote one of its solution by
Y 2. Set
t2 = inf
t≥t1
{‖Y 2 +M‖L2([t1,t],V) ≥
1
δ0
}.
Then Y 2 is a solution of (2.10) for t ∈ [0, t2].
By induction, we can construct {Y n, tn}n∈N satisfying
• 0 < t1 < · · · < tn < tn+1 < · · · ,
• Y n ∈ C([0, T ], H) ∩ L2([0, T ],V) and Y n+1(t) = Y n(t) on t ∈ [0, tn],
• Y n is a solution of (2.10) for t ∈ [0, tn],
• tn+1 = inft≥tn{‖Y n+1 +M‖L2([tn,t],V) ≥ 1δ0}.
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Step 3. Assume that X ∈ C([0, T ], H) ∩ L2([0, T ],V) is a solution of (2.10). Then
‖X(t)‖2H + 2
∫ t
0
‖X(s)‖2V ds
= ‖u0‖2H + 2
∫ t
0
θm(‖X +M‖ΥHs )〈B(X(s) +M(s)), X(s)〉V′,V ds+ 2
∫ t
0
〈f(s), X(s)〉V′,V ds
≤ ‖u0‖2H +
∫ t
0
‖X(s)‖2V ds+ 8
∫ t
0
θ2m(‖X +M‖ΥHs )‖B(X(s) +M(s))‖2V′ ds+ 8
∫ t
0
‖f(s)‖2V′ ds
≤ ‖u0‖2H +
∫ t
0
‖X(s)‖2V ds+ 8
∫ t
0
θ2m(‖X +M‖ΥHs )‖X(s) +M(s)‖2H‖X(s) +M(s)‖2V ds
+8
∫ t
0
‖f(s)‖2V′ ds
≤ ‖u0‖2H +
∫ t
0
‖X(s)‖2V ds+ 8(m+ 1)4 + 8
∫ T
0
‖f(s)‖2V′ ds.
Hence, for any T > 0,
sup
t∈[0,T ]
‖X(t)‖2H +
∫ T
0
‖X(s)‖2V ds ≤ ‖u0‖2H + 8(m+ 1)4 + 8
∫ T
0
‖f(s)‖2V′ ds,
which implies the global existence.
The proof of Lemma 2.2 is complete.
The following lemma implies that the solution of (2.10) is unique, see Corollary 2.1, and
this lemma will be used later. Let us recall that the space ΛT (H) (and its norm) was defined
around equality (2.7).
Lemma 2.3. Assume that for all m ∈ N, u0 ∈ H and f ∈ L2([0, T ]; V′) and y ∈ ΛT (H),
there exists an element u = Φy ∈ ΛT (H) satisfying
du(t) + Au(t) dt+ θm(‖u‖ΥHt )B(u(t)) dt = f(t) dt+
∫
Z
G(y(t−), z)η˜(dz, dt),
u(0) = u0. (2.40)
Then there exists a constant Cm > 0 such that
‖Φy1 − Φy2‖2ΛT (H) ≤ CmT‖y1 − y2‖2ΛT (H), ∀y1, y2 ∈ ΛT (H). (2.41)
Remark. The above result is not true without the function θm.
Proof. For simplicity, let us put u1 = Φ
y1 and u2 = Φ
y2 . Set M = u1 − u2. By the Itoˆ
formula, see e.g. [33] and/or [12], we have
‖M(t)‖2H + 2
∫ t
0
‖M(s)‖2V ds
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= −2
∫ t
0
〈
θm(‖u1‖ΥHs )B(u1(s))− θm(‖u2‖ΥH2 )B(u2(s)),M(s)
〉
V′ V
ds
+2
∫ t
0
∫
Z
〈
G(y1(s−), z)−G(y2(s−), z),M(s−)
〉
H
η˜(dz, ds)
+
∫ t
0
∫
Z
‖G(y1(s−), z)−G(y2(s−), z)‖2Hη(dz, ds)
=: J1(t) + J2(t) + J3(t), t ∈ [0, T ]. (2.42)
Concerning J1, we have
|J1(t)| ≤ 1/2
∫ t
0
‖M(s)‖2V ds (2.43)
+ 2
∫ t
0
∥∥∥θm(‖u1‖ΥHs )B(u1(s))− θm(‖u2‖ΥHs )B(u2(s))
∥∥∥2
V′
ds.
Set
K(s) :=
∥∥∥θm(‖u1‖ΥHs )B(u1(s))− θm(‖u2‖ΥHs )B(u2(s))
∥∥∥2
V′
, s ∈ [0, T ].
We will distinguish four cases in order to find appropriate bound K. By the property of θm
and the Minkowski’s inequality, we have the following estimates. Let us fix s ∈ [0, T ].
(1) Assume that ‖u1‖ΥHs ∨ ‖u2‖ΥHs ≤ m+ 1. In this case we have
K(s) ≤ C
[
‖B(u1(s))− B(u2(s))‖2V′ +
∣∣∣θm(‖u1‖ΥHs )− θm(‖u2‖ΥHs )
∣∣∣2‖B(u2(s))‖2V′]
≤ C‖M(s)‖H‖M(s)‖V
[
‖u1(s)‖H‖u1(s)‖V + ‖u2(s)‖H‖u2(s)‖V
]
+C‖u2(s)‖2H‖u2(s)‖2V‖M‖2ΥHs
≤ 1
4
‖M(s)‖2V + C‖M‖2ΥHs
[
‖u1(s)‖2H‖u1(s)‖2V + ‖u2(s)‖2H‖u2(s)‖2V
]
.
(2) Assume that ‖u1‖ΥHs ≤ m+ 1 and ‖u2‖ΥHs ≥ m+ 1. In this case we have
K(s) =
∥∥∥θm(‖u1‖ΥHs )B(u1(s))
∥∥∥2
V′
=
∣∣∣θm(‖u1‖ΥHs )− θm(‖u2‖ΥHs )
∣∣∣2‖B(u1(s))‖2V′
≤ C‖u1(s)‖2H‖u1(s)‖2V‖M‖2ΥHs .
(3) Assume that ‖u1‖ΥHs ≥ m+ 1 and ‖u2‖ΥHs ≤ m+ 1 . In this case we have similarly to
Case (2), we get
K(s) ≤ C‖u2(s)‖2H‖u2(s)‖2V‖M‖2ΥHs .
(4) Assume that ‖u1‖ΥHs ∧ ‖u2‖ΥHs ≥ m+ 1. In this case we have
K(s) = 0.
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Hence
K(s) ≤ 1
4
‖M(s)‖2V + C‖M‖2ΥHs (2.44)[
‖u1(s)‖2H‖u1(s)‖2V · I[0,m+1](‖u1‖ΥHs ) + ‖u2(s)‖2H‖u2(s)‖2V · I[0,m+1](‖u2‖ΥHs )
]
.
Set
Θ(t) := sup
s∈[0,t]
‖M(s)‖2H +
∫ t
0
‖M(s)‖2V ds, t ∈ [0, T ].
Putting (2.44) into (2.43), and then into (2.42), notice that
‖M‖2ΥHs ≤ 2Θ(s),
we have
Θ(T ) ≤ C
∫ T
0
Θ(s)
[
‖u1(s)‖2H‖u1(s)‖2V · I[0,m+1](‖u1‖ΥHs ) (2.45)
+‖u2(s)‖2H‖u2(s)‖2V · I[0,m+1](‖u2‖ΥHs )
]
ds
+ sup
t∈[0,T ]
|J2(t)|+ J3(T ).
The Gronwall Lemma implies that
Θ(T ) ≤
(
sup
t∈[0,T ]
|J2(t)|+ J3(T )
)
(2.46)
·eC
∫ T
0
[
‖u1(s)‖2H‖u1(s)‖2V·I[0,m+1](‖u1‖ΥHs )+‖u2(s)‖
2
H‖u2(s)‖2V·I[0,m+1](‖u2‖ΥHs )
]
ds
≤ Cm
(
sup
t∈[0,T ]
|J2(t)|+ J3(T )
)
. (2.47)
By the Burkholder-Davis-Gundy inequality(see e.g. Theorem 23.12 in [38]) and (G-H1), we
get in a standard way the following inequality
CmE
(
sup
t∈[0,T ]
|J2(t)|
)
≤ 1
2
‖M‖2ΛT (H) + CmT‖y1 − y2‖2ΛT (H). (2.48)
Moreover applying (G-H1) again, we have
E
(
J3(T )
)
≤ CT‖y1 − y2‖2ΛT (H). (2.49)
Summing up inequalities (2.46) (2.48) and (2.49), we deduce that
‖M‖2ΛT (H) ≤ CmT‖y1 − y2‖2ΛT (H).
This proves (2.41).
The proof of Lemma 2.3 is complete.
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Corollary 2.1. Under the same assumptions of Lemma 2.2, the solution of problem (2.10)
is unique.
Proof of Corollary 2.1. Suppose that Y1 and Y2 are two solutions of (2.10). By [50, Lemma
III.1.2],
‖Y1(t)− Y2(t)‖2H + 2
∫ t
0
‖Y1(s)− Y2(s)‖2V ds
= −2
∫ t
0
〈V′ θm(‖Y1 +M‖ΥHs )B(Y1(s) +M(s)) (2.50)
−θm(‖Y2 +M‖ΥHs )B(Y2(s) +M(s)), Y1(s)− Y2(s) 〉V ds.
Set u1 = Y1 +M and u2 = Y2 +M . The above equality implies that
‖u1(t)− u2(t)‖2H + 2
∫ t
0
‖u1(s)− u2(s)‖2V ds (2.51)
= −2
∫ t
0
〈θm(‖u1‖ΥHs )B(u1(s))− θm(‖u2‖ΥHs )B(u2(s)), u1(s)− u2(s)〉V′ V ds,
which is (2.42) with G ≡ 0.
The proof of Lemma 2.3 implies that u1 = u2. Hence we infer that Y1 = Y2.
The proof of Corollary 2.1 is complete.
Finally we are ready to finish the proof of the main result in this subsection. We will use
the Banach Fixed Point Theorem to prove this result.
Proof of Theorem 2.1. We divide the proof into three steps.
Step 1. The local existence
Recall that ΥHT and ΛT (H).
Let us consider the following auxiliary SPDE
dun(t) + Aun(t) dt+ θn(‖un‖ΥHt )B(un(t)) dt = f(t) dt+
∫
Z
G(un(t−), z)η˜(dz, dt),
un(0) = u0. (2.52)
For any y ∈ ΛT (H), Lemma 2.2 and Corollary 2.1 imply that there exists a unique
element un = Φ
y ∈ ΛT (H) satisfying
dun(t) + Aun(t) dt+ θn(‖un‖ΥHt )B(un(t)) dt = f(t) dt+
∫
Z
G(y(t−), z)η˜(dz, dt),
un(0) = u0. (2.53)
This result can be seen as follows. Set
dM(t) + AM(t) dt =
∫
Z
G(y(t−), z)η˜(dz, dt),
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M(0) = 0.
It is known that there exists a unique M ∈ ΛT (H) satisfying the above equation, and
E
(
sup
t∈[0,T ]
‖M(t)‖2H
)
+ E
(∫ T
0
‖M(t)‖2V dt
)
≤ CT
(
E
(
sup
t∈[0,T ]
‖y(t)‖2H
)
+ 1
)
.
Then Lemma 2.2 and Corollary 2.1 imply that for any ω ∈ Ω, there exists a unique
element X(ω) ∈ C([0, T ], H) ∩ L2([0, T ],V) solving
dX(t) + AX(t) dt+ θn(‖X +M‖ΥHt )B(X(t) +M(t)) dt = f(t) dt,
X(0) = u0.
One can show that u is a solution to (2.53) iff u = X +M . For uniqueness, we refer
to Lemma 2.3. Moreover, Lemma 2.3 implies that there exists a constant Cn > 0 such
that
‖Φy1 − Φy2‖2ΛT (H) ≤ CnT‖y1 − y2‖2ΛT (H), ∀y1, y2 ∈ ΛT (H). (2.54)
Let us put Tn =
1
2Cn
. By (2.54) and using the Banach Fixed Point Theorem, there
exists a unique element u1n ∈ ΛHTn such that u1n is a solution of (2.52) for t ∈ [0, Tn].
Repeating the above proof, and observing that the constant Tn does not depend on the
initial datum, we can solve the following SPDE for t ∈ [Tn, 2Tn], denoted its solution
by u2n := {u2n(t), t ∈ [0, 2Tn]}:
dun(t) + Aun(t) dt+ θn(‖un‖ΥHt )B(un(t)) dt = f(t) dt+
∫
Z
G(un(t−), z)η˜(dz, dt), t ≥ Tn,
un(t) = u
1
n(t), t ∈ [0, Tn].
It is not difficulty to see that u2n is a solution of (2.52) for t ∈ [0, 2Tn]. By induction,
we can get a unique element un ∈ ΛT (H) which is a solution of (2.52) for any fixed
T > 0. Lemma 2.3 implies that un is the unique solution of (2.52).
Set τn = inf{t ≥ 0, ‖un‖ΥHt ≥ n} which is a stopping time. By the definition
θn(‖un‖ΥHt ) = 1 for any t ∈ [0, τn), hence {un(t), t ∈ [0, τn)} is a local solution of
(2.2). And then, the uniqueness of un+1 implies that
un+1(t) = un(t), t ∈ [0, τn ∧ τn+1) P-a.s..
Hence τn is nondecreasing, and set τmax := limn→∞ τn, which is also a stopping time.
Now we can construct a local solution of (2.2) as {u(t), t ∈ [0, τmax)} defined by
u(t) = un(t), t ∈ [0, τn).
Using similar arguments as proving Theorem 3.5 in [7], we can prove that
lim
t↑τmax
‖u‖ΥHt =∞ on {ω : τmax <∞} P-a.s..
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Step 2. The global existence
We will prove that
P(τmax =∞) = 1.
By the Itoˆ formula, see e.g. [33] and/or [12], we have
‖u(t ∧ τn)‖2H + 2
∫ t∧τn
0
‖u(s)‖2V ds
= ‖u0‖2H + 2
∫ t∧τn
0
〈f(s), u(s)〉V′ V ds+ 2
∫ t∧τn
0
∫
Z
〈G(u(s−), z), u(s−)〉Hη˜(dz, ds)
+
∫ t∧τn
0
∫
Z
‖G(u(s−), z)‖2Hη(dz, ds), ∀t ∈ [0, T ].
Applying the Burkholder-Davis-Gundy inequality (see e.g. Theorem 23.12 in [38]),
E
(
sup
t∈[0,T ]
‖u(t ∧ τn)‖2H
)
+ E
( ∫ T∧τn
0
‖u(s)‖2V ds
)
≤ ‖u0‖2H +
∫ T
0
‖f(s)‖2V′ ds+ 2E
(
sup
t∈[0,T ]
∣∣∣ ∫ t∧τn
0
∫
Z
〈G(u(s−), z), u(s−)〉Hη˜(dz, ds)
∣∣∣)
+E
(∫ T∧τn
0
∫
Z
‖G(u(s−), z)‖2Hη(dz, ds)
)
(2.55)
≤ ‖u0‖2H +
∫ T
0
‖f(s)‖2V′ ds+
1
2
E
(
sup
t∈[0,T ]
‖u(t ∧ τn)‖2H
)
+C
∫ T
0
E
(
sup
l∈[0,t]
‖u(l ∧ τn)‖2H
)
dt+ CT.
Hence by applying the Gronwall Lemma we infer that
E
(
sup
t∈[0,T ]
‖u(t ∧ τn)‖2H
)
+ E
(∫ T∧τn
0
‖u(s)‖2V ds
)
≤ CT (1 + ‖u0‖2H +
∫ T
0
‖f(s)‖2V′ ds).
Taking n ↑ ∞, then τn ↑ τmax and so we deduce that
E
(
sup
t∈[0,T∧τmax)
‖u(t)‖2H
)
+ E
( ∫ T∧τmax
0
‖u(s)‖2V ds
)
≤ CT (1 + ‖u0‖2H +
∫ T
0
‖f(s)‖2V′ ds).(2.56)
Hence, P-a.s.,
sup
t∈[0,T∧τmax)
‖u(t)‖2H +
∫ T∧τmax
0
‖u(s)‖2V ds <∞,
i.e. ‖u‖2
ΥHt
is bounded on t ∈ [0, T ∧ τmax). Hence
P(τmax =∞) = 1.
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Step 3. The uniqueness For the uniqueness, we refer to [13] or [12].
The proof of Theorem 2.1 is complete.
2.2 Solutions for the initial data in the space V
Now we will consider stochastic Navier-Stokes equations with more regular data. For this
purpose we formulate the following assumptions.
Assumption 2.2. The function G : V ×Z→ V is a measurable and there exists a constant
C > 0 such that
(G-V1) (Lipschitz) ∫
Z
‖G(v1, z)−G(v2, z)‖2Vν(dz) ≤ C‖v1 − v2‖2V, v1, v2 ∈ V,
(G-V2) (Linear growth) ∫
Z
‖G(v, z)‖2Vν(dz) ≤ C(1 + ‖v‖2V), v ∈ V.
In this subsection we will prove the following result.
Theorem 2.2. Assume that Assumption 2.2 and (G-H2) in Assumption 2.1 hold,
u0 ∈ V and f ∈ L2loc([0,∞), H). Then there exists a unique F-progressively measurable
process u such that
(1) u ∈ D([0,∞),V) ∩ L2loc([0,∞),D(A)), P-a.s.,
(2) the following equality in V′ holds, for all t ∈ [0,∞), P-a.s.:
u(t) = u0 −
∫ t
0
Au(s) ds−
∫ t
0
B(u(s)) ds+
∫ t
0
f(s) ds+
∫ t
0
∫
Z
G(u(s−), z)η˜(dz, ds).
(2.57)
Let us observe that the uniqueness is a consequence of Theorem 2.1.
Remark 2.2. In [7], the authors considered the existence and uniqueness of solutions defined
as in Theorem 2.2 for stochastic hydrodynamical systems with Le´vy noise, including 2-D
Navier-Stokes equations. They assumed that the function G is globally Lipischitz in the
sense that there exists K > 0 such that for p = 1, 2,∫
Z
‖G(v1, z)−G(v2, z)‖2pV ν(dz) ≤ K‖v1 − v2‖2pV , v1, v2 ∈ V,
and ∫
Z
‖G(v1, z)−G(v2, z)‖2pH ν(dz) ≤ K‖v1 − v2‖2pH , v1, v2 ∈ H.
It is easy to see that our assumptions are weaker than their’s.
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Similar as in Subsection 2.1, we first state the following symbols and three results, which
will be used later.
In this subsection, we put, for T ≥ 0,
ΥVT = D([0, T ],V) ∩ L2([0, T ],D(A)). (2.58)
Let us note that the definition of the space above differs from (2.5). As we wrote earlier, it
is easy to prove that the space ΥVT endowed with the norm
‖y‖ΥVT = sup
s∈[0,T ]
‖y(s)‖V +
(∫ T
0
‖y(s)‖2D(A) ds
)1/2
(2.59)
is a Banach space.
Let ΛT (V) be the space of all V-valued ca´dla´g F-progressively measurable processes y
whose a.a. trajectories belong to the space ΥVT and such that
‖y‖2ΛT (V) := E
(
sup
s∈[0,T ]
‖y(s)‖2V +
∫ T
0
‖y(s)‖2D(A) ds
)
<∞. (2.60)
Let us point out that the space ΛT (H) introduce earlier around (2.7) differs from the current
space.
Let us recall that the auxiliary function θm(·) has been introduced in (2.8) (and used for
instance in Lemma 2.2).
In order to prove Theorem 2.2 we will first prove the following auxiliary result.
Lemma 2.4. For any fixed T > 0, m ∈ N, u0 ∈ V, f ∈ L2([0, T ]; H) and z ∈ ΥVT , there
exists a unique y ∈ C([0, T ],V) ∩ L2([0, T ],D(A)) satisfying
y′(t) + Ay(t) + θm(‖y + z‖ΥVt )B(y(t) + z(t)) = f(t), t ∈ (0, T ),
y(0) = u0. (2.61)
Proof of Lemma 2.4. Let us choose and fix T > 0, m ∈ N, u0 ∈ V, f ∈ L2([0, T ]; H) and
z ∈ ΥVT . We will use the Picard iterative method again to prove this result.
Fix y0 ∈ C([0, T ],V) ∩ L2([0, T ],D(A)) with y0(0) = u0; for instance y0(t) = e−tAu0,
t ∈ [0, T ].
It is not difficult to prove that given yn ∈ C([0, T ],V) ∩ L2([0, T ],D(A)), n ∈ N, there
exists a unique yn+1 ∈ C([0, T ],V) ∩ L2([0, T ],D(A)), satisfying the following deterministic
PDEs
y′n+1(t) + Ayn+1(t) + θm(‖yn + z‖ΥVt )B(yn(t) + z(t), yn+1(t) + z(t)) = f(t),
yn+1(0) = u0. (2.62)
We will show that {yn, n ∈ N} is a Cauchy sequence in C([0, T ],V) ∩ L2([0, T ],D(A)).
We now estimate yn+1−yn, for n ≥ 1. Set, for xi ∈ C([0, T ],V)∩L2([0, T ],D(A)), i = 1, 2, 3
Ξ(x1, x2, x3)(s) = θm(‖x1 + z‖ΥVs )B(x2(s) + z(s), x3(s) + z(s)) s ∈ [0, T ].
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By [50, Lemma III.1.2] we have
‖yn+1(t)− yn(t)‖2V + 2
∫ t
0
‖yn+1(s)− yn(s)‖2D(A) ds = −2
∫ t
0
K(s) ds, (2.63)
where
K(s) =
〈
Ξ(yn, yn, yn+1)(s)− Ξ(yn−1, yn−1, yn)(s),A(yn+1(s)− yn(s))
〉
H
.
with
〈·, ·〉
H
denoting the scalar product in H.
Let us fix s ∈ [0, T ]. In order to estimate K(s) we consider three cases. Each case will
contain a calculation of a certain ”partial” integral
∫ t
0
|K(s)| ds.
Case 1. Assume that ‖yn + z‖ΥVs ∨ ‖yn−1 + z‖ΥVs ≤ m+ 2.
Then
|K(s)| ≤ |θm(‖yn + z‖ΥVs )− θm(‖yn−1 + z‖ΥVs )|∣∣∣〈B(yn−1(s) + z(s), yn(s) + z(s)),A(yn+1(s)− yn(s))〉
H
∣∣∣
+
∣∣∣〈B(yn(s) + z(s), yn+1(s)− yn(s)),A(yn+1(s)− yn(s))〉
H
∣∣∣
+
∣∣∣〈B(yn(s)− yn−1(s), yn(s) + z(s)),A(yn+1(s)− yn(s))〉
H
∣∣∣
=: I1(s) + I2(s) + I3(s).
By Lemma 2.1 and the definition of θm,
I1(s) ≤ C‖yn − yn−1‖ΥVs ‖yn−1(s) + z(s)‖1/2H ‖yn−1(s) + z(s)‖1/2V (2.64)
‖yn(s) + z(s)‖1/2V ‖yn(s) + z(s)‖1/2D(A)‖yn+1(s)− yn(s)‖D(A)
≤ Cm‖yn − yn−1‖ΥVs ‖yn(s) + z(s)‖
1/2
D(A)‖yn+1(s)− yn(s)‖D(A)
≤ ε‖yn+1(s)− yn(s)‖2D(A) +
Cm
ε
‖yn − yn−1‖2ΥVs ‖yn(s) + z(s)‖D(A),
I2(s) ≤ C‖yn(s) + z(s)‖1/2H ‖yn(s) + z(s)‖1/2V ‖yn+1(s)− yn(s)‖1/2V ‖yn+1(s)− yn(s)‖3/2D(A)
≤ Cm‖yn+1(s)− yn(s)‖1/2V ‖yn+1(s)− yn(s)‖3/2D(A)
≤ ε4/3‖yn+1(s)− yn(s)‖2D(A) +
Cm
ε4
‖yn+1(s)− yn(s)‖2V , (2.65)
I3(s) ≤ C‖yn(s)− yn−1(s)‖1/2H ‖yn(s)− yn−1(s)‖1/2V (2.66)
‖yn(s) + z(s)‖1/2V ‖yn(s) + z(s)‖1/2D(A)‖yn+1(s)− yn(s)‖D(A)
≤ Cm‖yn(s)− yn−1(s)‖V‖yn(s) + z(s)‖1/2D(A)‖yn+1(s)− yn(s)‖D(A)
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≤ ε‖yn+1(s)− yn(s)‖2D(A) +
Cm
ε
‖yn(s)− yn−1(s)‖2V‖yn(s) + z(s)‖D(A).
Therefore, since ∫ t
0
‖yn(s) + z(s)‖D(A)I{‖yn+z‖ΥVs ≤m+2}(s) ds ≤ Cmt
1/2,
by (2.64)-(2.66), we deduce
∫ t
0
|K(s)|I{‖yn+z‖ΥVs ∨‖yn−1+z‖ΥVs ≤m+2}(s) ds (2.67)
≤ (2ε+ ε4/3)
∫ t
0
‖yn+1(s)− yn(s)‖2D(A) ds+
Cm
ε4
t‖yn+1 − yn‖2ΥVt
+
Cm
ε
‖yn − yn−1‖2ΥVt
∫ t
0
‖yn(s) + z(s)‖D(A)I{‖yn+z‖ΥVs ≤m+2}(s) ds
≤ (2ε+ ε4/3 + Cm
ε4
t)‖yn+1 − yn‖2ΥVt +
Cm
ε
t1/2‖yn − yn−1‖2ΥVt , t ∈ [0, T ].
Case 2 Assume that ‖yn + z‖ΥVs ≤ m+ 2 and ‖yn−1 + z‖ΥVs > m+ 2.
Then the definition of θm implies that
K(s) = θm(‖yn + z‖ΥVs )
〈
B(yn(s) + z(s), yn+1(s) + z(s)),A(yn+1(s)− yn(s))
〉
H
,
and ∫ t
0
|K(s)|I{‖yn+z‖ΥVs ≤m+2}(s)I{‖yn−1+z‖ΥVs >m+2}(s) ds
=
∫ t
0
|K(s)|I{‖yn+z‖ΥVs ≤m+1}(s)I{‖yn−1+z‖ΥVs >m+2}(s) ds. (2.68)
For any s ∈ [0, t] such that
I{‖yn+z‖ΥVs ≤m+1}
(s)I{‖yn−1+z‖ΥVs >m+2}
(s) = 1,
we have
‖yn − yn−1‖ΥVs ≥ ‖yn−1 + z‖ΥVs − ‖yn + z‖ΥVs ≥ 1, (2.69)
and by Lemma 2.1,
|K(s)| ≤ C‖yn(s) + z(s)‖1/2H ‖yn(s) + z(s)‖1/2V
‖yn+1(s) + z(s)‖1/2V ‖yn+1(s) + z(s)‖1/2D(A)‖yn+1(s)− yn(s)‖D(A)
≤ Cm‖yn+1(s) + z(s)‖1/2V ‖yn+1(s) + z(s)‖1/2D(A)‖yn+1(s)− yn(s)‖D(A) (2.70)
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≤ ε‖yn+1(s)− yn(s)‖2D(A) +
Cm
ε
‖yn+1(s) + z(s)‖V‖yn+1(s) + z(s)‖D(A).
For the second term of the above inequality, we have
Cm
ε
‖yn+1(s) + z(s)‖V‖yn+1(s) + z(s)‖D(A) (2.71)
≤ Cm
ε
(‖yn(s) + z(s)‖V + ‖yn+1(s)− yn(s)‖V)(‖yn(s) + z(s)‖D(A)
+‖yn+1(s)− yn(s)‖D(A))
≤ Cm
ε
(
‖yn(s) + z(s)‖D(A)‖yn − yn−1‖2ΥVs + ‖yn+1(s)− yn(s)‖D(A)‖yn − yn−1‖ΥVs
+‖yn+1(s)− yn(s)‖V‖yn(s) + z(s)‖D(A)
+‖yn+1(s)− yn(s)‖V‖yn+1(s)− yn(s)‖D(A)
)
≤ 2ε‖yn+1(s)− yn(s)‖2D(A) +
Cm
ε3
(
‖yn − yn−1‖2ΥVs + ‖yn+1(s)− yn(s)‖2V
)
+
Cm
ε
(
‖yn(s) + z(s)‖D(A)‖yn − yn−1‖2ΥVs
+‖yn+1(s)− yn(s)‖V‖yn(s) + z(s)‖D(A)
)
.
In the second ”≤” in (2.71), we have used ‖yn(s) + z(s)‖V ≤ ‖yn + z‖ΥVs ≤ m+ 1 and
(2.69).
By putting (2.68), (2.70) and (2.71) together, we deduce
∫ t
0
|K(s)|I{‖yn+z‖ΥVs ≤m+2}(s)I{‖yn−1+z‖ΥVs >m+2}(s) ds (2.72)
≤ 3ε
∫ t
0
‖yn+1(s)− yn(s)‖2D(A) ds+
Cm
ε3
t sup
s∈[0,t]
‖yn+1(s)− yn(s)‖2V
+
Cm
ε3
sup
s∈[0,t]
‖yn − yn−1‖2ΥVt t
+
Cm
ε
sup
s∈[0,t]
‖yn+1(s)− yn(s)‖V∫ t
0
‖yn(s) + z(s)‖D(A)I{‖yn+z‖ΥVs ≤m+1}(s)I{‖yn−1+z‖ΥVs >m+2}(s) ds
+
Cm
ε
‖yn − yn−1‖2ΥVt
∫ t
0
‖yn(s) + z(s)‖D(A)I{‖yn+z‖ΥVs ≤m+1}(s) ds
≤ ‖yn+1 − yn‖2ΥVt
(
3ε+
Cm
ε3
t+ ε2
)
+
Cm
ε3
t‖yn − yn−1‖2ΥVt
+
Cm
ε4
(∫ t
0
‖yn(s) + z(s)‖D(A)I{‖yn+z‖ΥVs ≤m+1}(s)I{‖yn−1+z‖ΥVs >m+2}(s)
·‖yn − yn−1‖ΥVs ds
)2
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+
Cm
ε
‖yn − yn−1‖2ΥVt
( ∫ t
0
‖yn(s) + z(s)‖2D(A)I{‖yn+z‖ΥVs ≤m+1}(s) ds
)1/2
t1/2
≤ ‖yn+1 − yn‖2ΥVt
(
3ε+
Cm
ε3
t+ ε2
)
+
Cm
ε3
t‖yn − yn−1‖2ΥVt
+
Cm
ε4
‖yn − yn−1‖2ΥVt t
( ∫ t
0
‖yn(s) + z(s)‖2D(A)I{‖yn+z‖ΥVs ≤m+1}(s)ds
)
+
Cm
ε
‖yn − yn−1‖2ΥVt t
1/2
≤ ‖yn+1 − yn‖2ΥVt
(
3ε+
Cm
ε3
t+ ε2
)
+ ‖yn − yn−1‖2ΥVt
(Cm
ε3
t+
Cm
ε
t1/2 +
Cm
ε4
t
)
.
In the second ”≤” in (2.72), we have used (2.69).
Case 3: Assume that ‖yn + z‖ΥVs > m+ 2 and ‖yn−1 + z‖ΥVs ≤ m+ 2.
The definition of θm implies that
K(s) = −θm(‖yn−1 + z‖ΥVs )
〈
B(yn−1(s) + z(s), yn(s) + z(s)),A(yn+1(s)− yn(s))
〉
H
,
and ∫ t
0
|K(s)|I{‖yn+z‖ΥVs >m+2}(s)I{‖yn−1+z‖ΥVs ≤m+2}(s) ds
=
∫ t
0
|K(s)|I{‖yn+z‖ΥVs >m+2}(s)I{‖yn−1+z‖ΥVs ≤m+1}(s) ds. (2.73)
For any s ∈ [0, t] such that
I{‖yn+z‖ΥVs >m+2}
(s)I{‖yn−1+z‖ΥVs ≤m+1}
(s) = 1,
we have
‖yn − yn−1‖ΥVs ≥ ‖yn + z‖ΥVs − ‖yn−1 + z‖ΥVs ≥ 1, (2.74)
and by Lemma 2.1 again,
|K(s)| ≤ C‖yn−1(s) + z(s)‖1/2H ‖yn−1(s) + z(s)‖1/2V
‖yn(s) + z(s)‖1/2V ‖yn(s) + z(s)‖1/2D(A)‖yn+1(s)− yn(s)‖D(A) (2.75)
≤ Cm‖yn(s) + z(s)‖1/2V ‖yn(s) + z(s)‖1/2D(A)‖yn+1(s)− yn(s)‖D(A)
≤ ε‖yn+1(s)− yn(s)‖2D(A) +
Cm
ε
‖yn(s) + z(s)‖V‖yn(s) + z(s)‖D(A).
Using similar arguments as (2.71), we have
Cm
ε
‖yn(s) + z(s)‖V‖yn(s) + z(s)‖D(A) (2.76)
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≤ Cm
ε
(‖yn−1(s) + z(s)‖V + ‖yn(s)− yn−1(s)‖V)(‖yn−1(s) + z(s)‖D(A) + ‖yn(s)− yn−1(s)‖D(A))
≤ Cm
ε
(
‖yn−1(s) + z(s)‖D(A)‖yn − yn−1‖2ΥVs + ‖yn(s)− yn−1(s)‖D(A)‖yn − yn−1‖ΥVs
+‖yn(s)− yn−1(s)‖V‖yn−1(s) + z(s)‖D(A) + ‖yn(s)− yn−1(s)‖V‖yn(s)− yn−1(s)‖D(A)
)
≤ 2ε‖yn(s)− yn−1(s)‖2D(A) +
Cm
ε3
(
‖yn − yn−1‖2ΥVs + ‖yn(s)− yn−1(s)‖2V
)
+
Cm
ε
‖yn−1(s) + z(s)‖D(A)‖yn − yn−1‖2ΥVs .
In the second and third ”≤” of (2.76), we have used (2.74) and
‖yn−1(s) + z(s)‖V ≤ ‖yn−1 + z‖ΥVs ≤ m+ 1 and ‖yn(s)− yn−1(s)‖V ≤ ‖yn − yn−1‖2ΥVs .
Putting (2.73), (2.75) and (2.76) together, and using the same idea as in (2.72), we deduce∫ t
0
|K(s)|I{‖yn+z‖ΥVs >m+2}(s)I{‖yn−1+z‖ΥVs ≤m+2}(s) ds (2.77)
≤ ε‖yn+1 − yn‖2ΥVt + ‖yn − yn−1‖
2
ΥVt
(
3ε+
Cm
ε3
t +
Cm
ε
t1/2
)
.
We have finished with the estimates on the K(s) in the three cases.
Putting together the statements made in (2.67), (2.72) and (2.77) and combining them
with equality (2.63), allows us to arrive at the following. For all ε > 0 and t∈ [0, T ],
‖yn+1(t)− yn(t)‖2V + 2
∫ t
0
‖yn+1(s)− yn(s)‖2D(A) ds (2.78)
≤ Cm‖yn+1 − yn‖2ΥVt
(
ε+ ε4/3 +
t
ε4
+ ε2 +
t
ε3
)
+ Cm‖yn − yn−1‖2ΥVt
(
ε+
t
ε4
+
t
1
2
ε
+
t
ε3
)
.
Since by the definition of the space ΥVt ,
1
2
‖yn+1 − yn‖2ΥVt ≤ sup
s∈[0,t]
‖yn+1(s)− yn(s)‖2V +
∫ t
0
‖yn+1(s)− yn(s)‖2D(A) ds,
we infer that we can choose ε and t0 > 0 small enough, such that for all n ≥ 1,
‖yn+1 − yn‖2ΥVt0 ≤
1
3
‖yn − yn−1‖2ΥVt0 . (2.79)
This implies that {yn, n ∈ N} is a cauchy sequence in C([0, t0],V)∩L2([0, t0],D(A)). There-
fore it has a unique limit in that space which we denote by y1. Let us note that it is rather
standard (if not obvious) to prove that y1 is a solution of (2.61) on the time interval [0, t0].
Observe that the constant t0 does not depend on the initial data.
Next, we consider
y′(t) + Ay(t) + θm(‖y + z‖ΥVt )B(y(t) + z(t)) = f(t), t > t0,
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y(t) = y1(t), t ∈ [0, t0]. (2.80)
Repeating the above arguments, we can solve (2.80) on interval [0, 2t0], and denote its
solution by y2 := {y2(t), t ∈ [0, 2t0]}. It is not difficulty to prove that y2 is a solution of
(2.61) on the time interval [0, 2t0]. Then by induction, we can solve (2.61) on [0, 3t0], [0, 4t0]
and so on. We finally obtain a solution y ∈ C([0, T ],V) ∩ L2([0, T ],D(A)) of (2.61) for any
fixed T > 0. The proof of Lemma 2.4 is complete.
Although the uniqueness of solutions to equation (2.61) follows the fact from the existence
proof, for the completeness sake, we will give an independent proof of this property, see also
Corollary 2.2. The following lemma is a premilinary step in this direction. It will also be
used later.
Let us recall that the space ΛT (V) (and its norm) was defined around equality (2.60).
Lemma 2.5. Assume that n ∈ N and T > 0. Assume that for all u0 ∈ V, f ∈ L2([0, T ]; H)
and y ∈ ΛT (V), there exists an element u = Φy ∈ ΛT (V) satisfying
du(t) + Au(t) dt+ θn(‖u‖ΥVt )B(u(t)) dt = f(t) dt+
∫
Z
G(y(t−), z)η˜(dz, dt),
u(0) = u0. (2.81)
Then there exist a positive constant C and a function Ln : (0,∞) → (0,∞) such that
limT→0Ln(T ) = 1 and
‖Φy1 − Φy2‖2ΛT (V) ≤ CL2n(T )T‖y1 − y2‖2ΛT (V), ∀y1, y2 ∈ ΛT (V). (2.82)
Proof of Lemma 2.5. Let us choose and fix n ∈ N and T > 0. Assume that for all u0 ∈ V,
f ∈ L2([0, T ]; H) and y1, y2 ∈ ΛT (V).
For simplicity, let us put u1 = Φ
y1 and u2 = Φ
y2 . Set u = u1 − u2. By the Itoˆ formula,
see e.g. [33] and/or [12], we have
‖u(t)‖2V + 2
∫ t
0
‖u(s)‖2D(A) ds
= −2
∫ t
0
〈
θn(‖u1‖ΥVs )B(u1(s))− θn(‖u2‖ΥVs )B(u2(s)),Au(s)
〉
H
ds
+2
∫ t
0
∫
Z
〈
G(y1(s−), z)−G(y2(s−), z), u(s−)
〉
V
η˜(dz, ds)
+
∫ t
0
∫
Z
‖G(y1(s−), z)−G(y2(s−), z)‖2Vη(dz, ds)
=: J1(t) + J2(t) + J3(t). (2.83)
For J1, we have
|J1(t)| ≤ 1/2
∫ t
0
‖u(s)‖2D(A) ds+ 2
∫ t
0
∥∥∥θn(‖u1‖ΥVs )B(u1(s))− θn(‖u2‖ΥVs )B(u2(s))
∥∥∥2
H
ds.
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(2.84)
Set
K(s) :=
∥∥∥θn(‖u1‖ΥVs )B(u1(s))− θn(‖u2‖ΥVs )B(u2(s))
∥∥∥2
H
, s ∈ [0, T ].
We will distinguish four cases to bound K. By the property of θn and the Minkowski’s
inequality, we have the following estimates.
(1) For ‖u1‖ΥVs ∨ ‖u2‖ΥVs ≤ n+ 1, we have
K(s) ≤ C
[
‖B(u1(s))− B(u2(s))‖2H +
∣∣∣θn(‖u1‖ΥVs )− θn(‖u2‖ΥVs )
∣∣∣2‖B(u2(s))‖2H]
≤ C
[
‖u1(s)‖H‖u1(s)‖V‖u(s)‖V‖u(s)‖D(A) + ‖u2(s)‖V‖u2(s)‖D(A)‖u(s)‖H‖u(s)‖V
]
+C‖u2(s)‖H‖u2(s)‖2V‖u2(s)‖D(A)‖u‖2ΥVs
≤ 1
4
‖u(s)‖2D(A)
+C‖u‖2ΥVs
[
‖u1(s)‖2H‖u1(s)‖2V + ‖u2(s)‖V‖u2(s)‖D(A) + ‖u2(s)‖3V‖u2(s)‖D(A)
]
.
(2) For ‖u1‖ΥVs ≤ n+ 1 and ‖u2‖ΥVs ≥ n+ 1, we have
K(s) =
∥∥∥θn(‖u1‖ΥVs )B(u1(s))
∥∥∥2
H
=
∣∣∣θn(‖u1‖ΥVs )− θn(‖u2‖ΥVs )
∣∣∣2‖B(u1(s))‖2H
≤ C‖u1(s)‖H‖u1(s)‖2V‖u1(s)‖D(A)‖u‖2ΥVs .
(3) For ‖u1‖ΥVs ≥ n+ 1 and ‖u2‖ΥVs ≤ n+ 1, similar to (2), we get
K(s) ≤ C‖u2(s)‖H‖u2(s)‖2V‖u2(s)‖D(A)‖u‖2ΥVs .
(4) For ‖u1‖ΥVs ∧ ‖u2‖ΥVs ≥ n+ 1, we have
K(s) = 0.
Hence,
K(s) ≤ 1
4
‖u(s)‖2D(A) + C‖u‖2ΥVs Ξ(s), s ∈ [0, T ], (2.85)
where
Ξ(s) :=
(
‖u1(s)‖2H‖u1(s)‖2V + ‖u1(s)‖3V‖u1(s)‖D(A)
)
· I[0,n+1](‖u1‖ΥVs )
+
(
‖u2(s)‖V‖u2(s)‖D(A) + ‖u2(s)‖3V‖u2(s)‖D(A)
)
· I[0,n+1](‖u2‖ΥVs ) s ∈ [0, T ].
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Set
Θ(t) := sup
s∈[0,t]
‖u(t)‖2V +
∫ t
0
‖u(s)‖2D(A) ds.
Putting (2.85) into (2.84), and then into (2.83), and notice that
‖u‖2ΥVs ≤ 2Θ(s), s ∈ [0, T ],
we deduce that
Θ(t) ≤ C
∫ t
0
Θ(s)Ξ(s)ds+ sup
s∈[0,t]
|J2(s)|+ J3(t), t ∈ [0, T ]. (2.86)
Then, the Gronwall Lemma implies that
Θ(T ) ≤
(
sup
t∈[0,T ]
|J2(t)|+ J3(T )
)
· eC
∫ T
0 Ξ(s)ds
≤
(
sup
t∈[0,T ]
|J2(t)|+ J3(T )
)
× eC
(
n4T+n4T
1
2+n2T
1
2
)
. (2.87)
Set
Ln(T ) = e
C
(
n4T+n4T
1
2+n2T
1
2
)
. (2.88)
By the Burkholder-Davis-Gundy inequality (see e.g. Theorem 23.12 in [38]) and Assumption
2.2, we have
Ln(T )E
(
sup
t∈[0,T ]
|J2(t)|
)
≤ 1
2
‖u‖2ΛT (V) + CLn(T )2T‖y1 − y2‖2ΛT (V). (2.89)
and
E
(
J3(T )
)
≤ CT‖y1 − y2‖2ΛT (V). (2.90)
Summing up (2.87) (2.89) and (2.90), we deduce that
‖u‖2ΛT (V) ≤ CL2n(T )T‖y1 − y2‖2ΛT (V).
Notice that in view of the definition (2.88), Ln(T )→ 1 as T → 0.
The proof of Lemma 2.5 is thus complete.
Using a similar arguments as Corollary 2.1, by Lemma 2.5, we have
Corollary 2.2. Under the same assumptions as in Lemma 2.4, the solution of (2.61) is
unique.
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Proof Theorem 2.2. We will also use the Banach Fixed Point Theorem to give this proof.
It is divided into three steps.
To obtain the local existence and local uniqueness, we only need assume that Assump-
tion 2.2 holds.
Step 1: The local existence
Let us consider the following auxiliary SPDE
dun(t) + Aun(t) dt+ θn(‖un‖ΥVt )B(un(t)) dt = f(t) dt+
∫
Z
G(un(t−), z)η˜(dz, dt),
un(0) = u0. (2.91)
For any y ∈ ΛT (V), there exists a uniqueness element u = Φy such that u ∈ D([0, T ],V)∩
L2([0, T ],D(A)) = ΥVT , P-a.s. and
du(t) + Au(t) dt+ θn(‖u‖ΥVt )B(u(t)) dt = f(t) dt+
∫
Z
G(y(t−), z)η˜(dz, dt),
u(0) = u0. (2.92)
This result can be seen as follows. It is known that there exists a unique F-progressively
measurable process z ∈ ΥVT satisfying the following stochastic Langevin equation
dz(t) + Az(t) dt =
∫
Z
G(y(t−), z)η˜(dz, dt), (2.93)
z(0) = 0.
Moreover, this process, called an Ornstein-Uhlenbeck process, satisfies
E
(
sup
t∈[0,T ]
‖z(t)‖2V
)
+ E
(∫ T
0
‖z(t)‖2D(A) dt
)
≤ CT
(
E
(
sup
t∈[0,T ]
‖y(t)‖2V
)
+ 1
)
.
For any ω ∈ Ω, consider the following deterministic PDE:
dx(t) + Ax(t) + θn(‖x+ z‖ΥVt )B(x(t) + z(t)) dt = f(t) dt,
x(0) = u0,
by Lemma 2.4 and Corollary 2.2, the above PDE has a unique solution x ∈ ΥVT .
One can show that a process u defined by u = x+ z is a solution to (2.92).
For the uniqueness, we refer to Lemma 2.5.
Now we are going to prove that u ∈ ΛT (V). Applying the Itoˆ formula, see e.g. [33]
and/or [12],
‖u(t)‖2V + 2
∫ t
0
‖u(s)‖2D(A) ds
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= ‖u0‖2V − 2
∫ t
0
〈
θn(‖u‖ΥVs )B(u(s)),Au(s)
〉
H
ds
+2
∫ t
0
〈f(s),Au(s)〉H ds+ 2
∫ t
0
∫
Z
〈
G(y(s−), z), u(s)
〉
V
η˜(dz, ds)
+
∫ t
0
∫
Z
‖G(y(s−), z)‖2Vη(dz, ds)
=
5∑
i=1
Ji(t). (2.94)
By Lemma 2.1,
|J2(t)| ≤ 1
2
∫ t
0
‖u(s)‖2D(A) ds+ 2
∫ t
0
‖θn(‖u‖ΥVs )B(u(s))‖2H ds
≤ 1
2
∫ t
0
‖u(s)‖2D(A) ds+ C
∫ t
0
θ2n(‖u‖ΥVs )‖u(s)‖H‖u(s)‖2V‖u(s)‖D(A) ds
≤ 1
2
∫ t
0
‖u(s)‖2D(A) ds+ Cn4t
1
2 . (2.95)
It is easy to see
J3(t) ≤ 1
2
∫ t
0
‖u(s)‖2D(A) ds+ 2
∫ t
0
‖f(s)‖2H ds, (2.96)
and
E(J5(T )) ≤ CT
(
1 + E
(
sup
s∈[0,T ]
‖y(s)‖2V
))
. (2.97)
By the Burkholder-Davis-Gundy inequality (see e.g. Theorem 23.12 in [38]), we get
E
(
sup
t∈[0,T ]
|J4(t)|
)
≤ 1
2
E
(
sup
t∈[0,T ]
‖u(t)‖2V
)
+ CT
(
1 + E
(
sup
s∈[0,T ]
‖y(s)‖2V
))
. (2.98)
Combining (2.94)–(2.98), we have
E
(
sup
t∈[0,T ]
‖u(t)‖2V
)
+ E
( ∫ T
0
‖u(s)‖2D(A) ds
)
≤ Cn,T
(
‖u0‖2V + 1 + E
(
sup
s∈[0,T ]
‖y(s)‖2V
))
.
We have obtained that u ∈ ΛT (V). And this implies that
Φ· : ΛT (V)→ ΛT (V)
is well defined.
By Lemma 2.5, there exist a positive constant C and Ln(T )→ 1 as T → 0 such that
‖Φy1 − Φy2‖2ΛT (V) ≤ CL2n(T )T‖y1 − y2‖2ΛT (V), ∀y1, y2 ∈ ΛT (V). (2.99)
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Using similar arguments as proving Theorem 2.1, we can construct a unique element
un ∈ ΛT (V) for any T > 0 such that un is a solution of (2.91). However, we do not know
whether un is the unique solution of (2.91).
Set τn = inf{t ≥ 0, ‖un‖ΥVt ≥ n} which is a stopping time. By the definition θn(‖un‖ΥVt ) =
1 for any t ∈ [0, τn), hence {un(t), t ∈ [0, τn)} is a local solution of (2.57).
Step 2: Local uniqueness
We need an independent proof of uniqueness because Assumption 2.2 does not imply
Assumption 2.1.
Assume that (U1(t), t ∈ [0, τ1)) and (U2(t), t ∈ [0, τ2)) are two local solution of (2.57).
Define
τ iR = inf{t > 0, ‖Ui‖ΥVt ≥ R} ∧ τi, i = 1, 2.
Set
τ = τ1 ∧ τ2, τR = τ 1R ∧ τ 2R.
It is known that τi, τ
i
R, i = 1, 2, τ and τR are stopping times.
Now we will prove that
U1 = U2, on [0, τ). (2.100)
Let M(t) = U1(t)− U2(t). By the Itoˆ formula, see e.g. [33] and/or [12],
‖M(t)‖2V + 2
∫ t
0
‖M(s)‖2D(A) ds
= −2
∫ t
0
〈B(U1(s))−B(U2(s)),AM(s)〉H ds
+2
∫ t
0
∫
Z
〈G(U1(s−), z)−G(U2(s−), z),M(s−)〉Vη˜(dz, ds)
+
∫ t
0
∫
Z
‖G(U1(s−), z)−G(U2(s−), z)‖2V η(dz, ds)
= I1(t) + I2(t) + I3(t). (2.101)
By Lemma 2.1,
|I1(t)| ≤ 1
2
∫ t
0
‖M(s)‖2D(A) ds+ 2
∫ t
0
‖B(U1(s))− B(U2(s))‖2H ds
≤ 1
2
∫ t
0
‖M(s)‖2D(A) ds+ C
∫ t
0
‖U1(s)‖H‖U1(s)‖V‖M(s)‖V ‖M(s)‖D(A) ds
+C
∫ t
0
‖U2(s)‖V‖U2(s)‖D(A)‖M(s)‖V ‖M(s)‖H ds (2.102)
≤
∫ t
0
‖M(s)‖2D(A) ds+ C
∫ t
0
‖M(s)‖2V
[
‖U1(s)‖2H‖U1(s)‖2V + ‖U2(s)‖D(A)‖U2(s)‖V
]
ds.
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Applying the Gronwall Lemma to (2.101), for all t ∈ [0, T ]
‖M(t ∧ τR)‖2V +
∫ t∧τR
0
‖M(s)‖2D(A) ds
≤ eC
∫ t∧τR
0
[
‖U1(s)‖2H‖U1(s)‖2V+‖U2(s)‖D(A)‖U2(s)‖V
]
ds
[
sup
s∈[0,T ]
|I2(s ∧ τR)|+ I3(T ∧ τR)
]
≤ eCTR4+CR2T
1
2
[
sup
s∈[0,T ]
|I2(s ∧ τR)|+ I3(T ∧ τR)
]
. (2.103)
The Burkholder-Davis-Gundy inequality (see e.g. Theorem 23.12 in [38]) and Assumption
2.2 imply that, for any δ > 0,
E
(
sup
s∈[0,T ]
|I2(s ∧ τR)|
)
≤ δE
(
sup
s∈[0,T ]
‖M(s ∧ τR)‖2V
)
+ CδE
( ∫ T∧τR
0
‖M(s)‖2V ds
)
, (2.104)
and
E
(
I3(T ∧ τR)
)
≤ CE
(∫ T∧τR
0
‖M(s)‖2V ds
)
. (2.105)
Combining (2.103) (2.104) and (2.105), and applying the Gronwall Lemma,
E
(
sup
t∈[0,T ]
‖M(t ∧ τR)‖2V
)
+ E
( ∫ T∧τR
0
‖M(s)‖2D(A) ds
)
= 0.
Notice that limR↑∞ τR = τ . Taking R ↑ ∞ and then T ↑ ∞, we have
E
(
sup
t∈[0,τ)
‖M(t)‖2V
)
+ E
( ∫ τ
0
‖M(s)‖2D(A) ds
)
= 0,
which implies the uniquness of the local solution.
Step 3. Global existence
Recall that τn = inf{t ≥ 0, ‖un‖ΥVt ≥ n}. Step 2 implies that τn is nondecrease and
un+1(t) = un(t), t ∈ [0, τn), P-a.s..
Set τmax := limn→∞ τn, which is also a stopping time. As in proving Theorem 2.1, we
can define a process {u(t), t ∈ [0, τmax)}
u(t) = un(t), t ∈ [0, τn),
This process is a local solution of (2.57) and it satisfies
lim
t↑τmax
‖u‖ΥVt =∞ on {ω : τmax <∞} P-a.s..
We will prove that
P(τmax =∞) = 1.
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For this purpose we will use condition (G-H2) from Assumption 2.1 holds.
Following the same arguments we used while as proving inequality (2.56), we can find
CT > 0 such that
E
(
sup
t∈[0,T∧τmax)
‖u(t)‖2H
)
+ E
( ∫ T∧τmax
0
‖u(t)‖2V dt
)
≤ CT . (2.106)
Let us define an additional stopping time
τ˜N := inf{t ≥ 0, sup
s∈[0,t]
‖u(s)‖2H +
∫ t
0
‖u(s)‖2V ds ≥ N} ∧ T ∧ τmax,
and set τN,n := τ˜N ∧ τn. By the Itoˆ formula, see e.g. [33] and/or [12], and Lemma 2.1, we
have for t ≥ 0,
‖u(t)‖2V + 2
∫ t
0
‖u(s)‖2D(A) ds
= ‖u0‖2V − 2
∫ t
0
〈B(u(s)),Au(s)〉H ds+ 2
∫ t
0
〈f(s),Au(s)〉H ds
+2
∫ t
0
∫
Z
〈G(u(s−), z), u(s−)〉Vη˜(dz, ds) +
∫ t
0
∫
Z
‖G(u(s−), z)‖2Vη(dz, ds)
≤ ‖u0‖2V +
∫ t
0
‖u(s)‖2D(A) ds+ C
∫ t
0
‖u(s)‖4V‖u(s)‖2H ds+ 2
∫ t
0
‖f(s)‖2H ds
+2
∫ t
0
∫
Z
〈G(u(s−), z), u(s−)〉Vη˜(dz, ds) +
∫ t
0
∫
Z
‖G(u(s−), z)‖2Vη(dz, ds).
Applying the Gronwall Lemma, we infer that
‖u(t ∧ τN,n)‖2V +
∫ t∧τN,n
0
‖u(s)‖2D(A) ds
≤ eC
∫ t∧τN,n
0 ‖u(s)‖2H‖u(s)‖2V ds
·
(
‖u0‖2V + 2
∫ T
0
‖f(s)‖2H ds+ sup
s∈[0,T ]
∣∣∣ ∫ s∧τN,n
0
∫
Z
〈G(u(l−), z), u(l−)〉Vη˜(dz, dl)
∣∣∣
+
∫ T∧τN,n
0
∫
Z
‖G(u(s−), z)‖2Vη(dz, ds)
)
≤ eCN2
(
‖u0‖2V + 2
∫ T
0
‖f(s)‖2H ds+ sup
s∈[0,T ]
∣∣∣ ∫ s∧τN,n
0
∫
Z
〈G(u(l−), z), u(l−)〉Vη˜(dz, dl)
∣∣∣
+
∫ T∧τN,n
0
∫
Z
‖G(u(s−), z)‖2Vη(dz, ds)
)
, t ∈ [0, T ]. (2.107)
By the Burkholder-Davis-Gundy inequality (see e.g. Theorem 23.12 in [38]) and Assump-
tion 2.2, we get
eCN
2
E
(
sup
s∈[0,T ]
∣∣∣ ∫ s∧τN,n
0
∫
Z
〈G(u(l−), z), u(l−)〉Vη˜(dz, dl)
∣∣∣)
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≤ CeCN2E
(∣∣∣ ∫ T∧τN,n
0
∫
Z
‖G(u(s−), z)‖2V‖u(s−)‖2Vη(dz, ds)
∣∣∣1/2)
≤ 1/2E
(
sup
s∈[0,T ]
‖u(s ∧ τN,n)‖2V
)
+ CeCN
2
E
( ∫ T∧τN,n
0
∫
Z
‖G(u(s), z)‖2Vν(dz) ds
)
≤ 1/2E
(
sup
s∈[0,T ]
‖u(s ∧ τN,n)‖2V
)
+ CeCN
2
∫ T
0
E(1 + ‖u(s ∧ τN,n)‖2V) ds. (2.108)
Applying Assumption 2.2 again, we have
E
(∫ T∧τN,n
0
∫
Z
‖G(u(s−), z)‖2Vη(dz, ds)
)
≤
∫ T
0
E(1 + ‖u(s ∧ τN,n)‖2V) ds. (2.109)
Inserting inequalities (2.108) and (2.109) into (2.107), and then using the Gronwall Lemma,
we infer that
E
(
sup
t∈[0,T ]
‖u(t ∧ τN,n)‖2V
)
+ E
(∫ T∧τN,n
0
‖u(s)‖2D(A) ds
)
≤ CN,T
(
‖u0‖2V +
∫ T
0
‖f(s)‖2H ds+ 1
)
.
Taking n→∞, we have
E
(
sup
t∈[0,T∧τ˜N∧τmax)
‖u(t)‖2V
)
+ E
( ∫ T∧τ˜N∧τmax
0
‖u(t)‖2D(A) dt
)
≤ CN,T
(
‖u0‖2V +
∫ T
0
‖f(s)‖2H ds+ 1
)
.
This implies that
sup
t∈[0,T∧τ˜N∧τmax)
‖u(t)‖2V +
∫ T∧τ˜N∧τmax
0
‖u(t)‖2D(A) dt <∞, P-a.s.. (2.110)
For a fixed T > 0, we set
ΩN := {ω ∈ Ω, τ˜N = T ∧ τmax}.
Then obviously ΩN ⊂ ΩN+1. By (2.106) and (2.110), we deduce that
lim
N→∞
P(ΩN) = 1,
and
sup
t∈[0,T∧τmax)
‖u(t)‖2V +
∫ T∧τmax
0
‖u(t)‖2D(A) dt <∞, on ΩN P-a.s..
Hence
sup
t∈[0,T∧τmax)
‖u(t)‖2V +
∫ T∧τmax
0
‖u(t)‖2D(A) dt <∞, P-a.s.,
which yields that
P(τmax ≥ T ) = 1 ∀T > 0.
And the global existence has been proved.
The proof of Theorem 2.2 is thus complete.
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3 Large deviations principle (LDP)
In this section, we will establish the Freidlin-Wentzell LDP of (2.2) on space ΥVT defined in
(2.58), i.e.
ΥVT := D([0, T ],V) ∩ L2([0, T ],D(A)).
In the following, the space D([0, T ],V) is equipped with the Skorohod topology.
3.1 Problem and the main result
We first introduce the problem, and then state the precise assumptions on the coefficients
and the main result.
Let us recall that Z is a locally compact Polish space. We fix T > 0. We set
ZT = [0, T ]× Z, Y = Z × [0,∞) and YT = [0, T ]× Z× [0,∞).
We put MT = M (ZT ) be the space of all non-negative measures ϑ on (ZT ,B(ZT )) such that
ϑ(K) <∞ for every compact subset K of ZT .
We endow the set MT with the weakest topology, denoted by T (MT ), such that for every
f ∈ Cc(ZT ), where by Cc(ZT ) we denote the space of continuous functions with compact
support, the map
MT ∋ ϑ 7→
∫
ZT
f(z, s)ϑ(dz, ds) ∈ R
is continuous.
Analogously we define MT = M (YT ) and T (MT ).
It is known, see see Section 2 of [18], that both
(
MT ,T (MT )
)
and
(
MT ,T (MT )
)
are
Polish spaces.
In the present paper, we denote
Ω¯ = MT , G := T (MT ).
By [35] Section I.8, there exists a unique probability measure Q on (Ω¯,G ) on which the
canonical/identity map
N : Ω¯ ∋ m 7→ m ∈MT
is a Poisson random measure (PRM) on YT with intensity measure Leb(dt)⊗ν(dz)⊗Leb(dr),
over the probability space (Ω¯,G ,Q).
We also introduce the following notation:
Gt = the Q-completion of σ{N((0, s]×A) : s ∈ [0, t], A ∈ B(Y )}, t ∈ [0, T ]
G = (Gt)t∈[0,T ],
P = the G-predictable σ-field on [0, T ]× Ω¯,
A¯ = the class of all (P ⊗B(Z))-measurable2 function ϕ : ZT × Ω¯→ [0,∞)
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It can be shown, that N is a time homogenous PRM on Y , with intensity measure
Leb(dt)⊗ ν(dz)⊗ Leb(dr), over the (filtered) probability space (Ω¯,G ,G,Q), see Appendix.
The corresponding compensated PRM will be denoted by N˜.
For every function ϕ ∈ A¯, let us define a counting process Nϕ on Z by
Nϕ((0, t]×A) :=
∫
(0,t]×A×(0,∞)
1[0,ϕ(s,x)](r)N(dsdxdr), (3.1)
=
∫
(0,t]×A×(0,∞)
1{(s,x,r):r≤ϕ(s,x)}N(dsdxdr)
=
∫
(0,t]×A×(0,∞)
1[r,∞)(ϕ(s, x))N(dsdxdr), t ∈ [0, T ], A ∈ B(Z).
Let us observe that
Nϕ : Ω¯→ M (ZT ) = MT .
Analogously, we define a process N˜ϕ, i.e.
N˜ϕ((0, t]× A) :=
∫
(0,t]×A×(0,∞)
1[0,ϕ(s,x)](r)N˜(dsdxdr), (3.2)
=
∫
(0,t]×A×(0,∞)
1{(s,x,r):r≤ϕ(s,x)}N˜(dsdxdr)
=
∫
(0,t]×A×(0,∞)
1[r,∞)(ϕ(s, x))N˜(dsdxdr), t ∈ [0, T ], A ∈ B(Z).
Let us observe that for any Borel function f : ZT → [0,∞),
∫
(0,t]×Z
f(s, x) N˜ϕ(ds, dx) =
∫
(0,t]×Z×(0,∞)
1{(s,x,r):r≤ϕ(s,x)}f(s, x)N˜(dsdxdr). (3.3)
Let us also notice that that if ϕ is a constant function a with value a ∈ [0,∞), then
Na((0, t]× A) = N((0, t)× A× (0, a]), t ∈ [0, T ], A ∈ B(Z),
N˜a((0, t]× A) = N˜((0, t)× A× (0, a]), t ∈ [0, T ], A ∈ B(Z).
Let us finish this introduction by the following two simple observations.
Proposition 3.1. In the above framework, for every a > 0, the map
Na : Ω¯→ M (ZT ) = MT (3.4)
is a Poisson random measure on ZT with intensity measure Leb(dt)⊗aν(dz) and N˜a is equal
to the corresponding compensated Poisson random measure.
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Proposition 3.2. In the above framework, suppose that two functions ϕ, ψ ∈ A¯, a number
T > 0 and a Borel set A ⊂ Z are such that
ϕ(s, z, ω) = ψ(s, z, ω) for (s, z, ω) ∈ [0, T ]× A× Ω¯.
Then
Nϕ((0, t]×B) = Nψ((0, t]× B), for t ∈ [0, T ], B ∈ B(A). (3.5)
Let us fix T > 0, ε > 0, u0 ∈ V and f ∈ L2([0, T ]; H).
Let us consider the following SPDEs on the given probability space (Ω¯,G ,G,Q)
duε(t) + Auε(t) dt+B(uε(t)) dt = f(t) dt+ ε
∫
Z
G(uε(t−), z)N˜1/ε(dz, dt),
uε(0) = u0.
(3.6)
By Theorem 2.2, there exists a unique solution uε to problem (3.6) whose trajectories a.s.
belong to the space ΥVT , see (2.58). In particular, u
ε induces an ΥVT -valued random variable.
In this section, our aim is to establish the LDP for the laws of family {uε}ε>0 on ΥVT .
In order to introduce our main result, we need the following notation.
Denote, for N > 0,
SN =
{
g : ZT → [0,∞) : g is Borel measurable and LT (g) ≤ N
}
, (3.7)
S = ∪N≥1SN ,
where for a Borel measurable function g : ZT → [0,∞) we put
LT (g) :=
∫ T
0
∫
Z
(
g(t, z) log g(t, z)− g(t, z) + 1
)
ν(dz) dt. (3.8)
A function g ∈ SN can be identified with a measure νg ∈MT , defined by
νg(A) =
∫
A
g(t, z)ν(dz) dt, A ∈ B(ZT ).
This identification induces a topology on SN under which SN is a compact space, see [19,
Appendix]. Throughout we use this topology on SN .
Let us finally define a set
H :=
{
h : Z→ R : h is Borel measurable and there exists δ > 0 :∫
Γ
eδh
2(z)ν(dz) <∞ for all Γ ∈ B(Z) : ν(Γ) <∞
}
.
In many parts of this paper we will use the following assumption.
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Assumption 3.1. There exist functions Li ∈ H ∩ L2(ν), for i = 1, 2, 3, such that
(LDP-01) (Lipschitz)
‖G(u1, z)−G(u2, z)‖V ≤ L1(z)‖u1 − u2‖V, u1, u2 ∈ V, z ∈ Z,
A word of warning is due here that often the Lipschitz property is formulated differently;
compare with (2.3).
(LDP-02) (Linear growth V)
‖G(u, z)‖V ≤ L2(z)(1 + ‖u‖V), u ∈ V, z ∈ Z,
(LDP-03) (Linear growth H)
‖G(u, z)‖H ≤ L3(z)(1 + ‖u‖H), u ∈ H, z ∈ Z.
Remark 3.1. Because L1, L2 ∈ L2(ν), the first two parts of Assumption 3.1 imply As-
sumption 2.2.
We now state the main result of our paper.
Theorem 3.1. Assume that Assumption 3.1 holds, f ∈ L2([0, T ]; H) and u0 ∈ V. Then
the family {uε}ε>0 satisfies a LDP on ΥVT with the good rate function I defined by3
I(k) := inf
{
LT (g) : g ∈ S, ug = k
}
, k ∈ ΥVT , (3.9)
where for g ∈ S, ug is the unique solution of the following deterministic PDE
dug(t)
dt
+Aug(t) +B(ug(t)) = f(t) +
∫
Z
G(ug(t), z)(g(t, z)− 1)ν(dz),
ug(0) = u0.
(3.10)
Before we can embark on the proof of Theorem 3.1, we need to establish the well-
posedness of equation (3.10). This is a consequence of the following result whose proof
is postponed till Appendix B.
Lemma 3.1. Assume that N ∈ N. Then for all u0 ∈ V, f ∈ L2([0, T ], H), g ∈ SN , there
exists a unique solution ug ∈ C([0, T ],V) ∩ L2([0, T ],D(A)) of problem (3.10). Moreover,
for any ρ > 0 and R > 0 there exists a positive constant CN = CN,ρ,R such that for every
g ∈ SN and all u0 ∈ V and f ∈ L2([0, T ], H), such that ‖u0‖V ≤ ρ and |f |L2([0,T ],H) ≤ R, the
following estimate is satisfied
sup
t∈[0,T ]
‖ug(t)‖2V +
∫ T
0
‖ug(t)‖2D(A) dt ≤ CN . (3.11)
3By convention, inf(∅) =∞.
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Proof of Theorem 3.1. By applying Theorem 2.2 to (3.6), in view of [55, Theorem 8], we
infer that there exists a family of {G ε}ε>0, where
G
ε : MT → ΥVT is a measurable map
such that for every ε > 0, the following condition holds.
(i) if η is a time-homogenous Poisson random measure on Z with intensity ε−1ν(dz), i.e.
a Poisson random measure on ZT with intensity Leb(dt) ⊗ ε−1ν(dz), on a stochastic
basis (Ω1,F 1,P1,F1), F1 = {F 1t , t ∈ [0, T ]}, then the process Y ε defined by
Y ε := G ε(εη)
is the unique solution of
dY ε(t) + AY ε(t) dt+B(Y ε(t)) dt
= f(t) dt+ ε
∫
Z
G(Y ε(t−), z)(η(dz, dt)− ε−1ν(dz) dt),
Y ε(0) = u0.
(3.12)
The statements in the part (i) means, that Y ε induces (in a natural way) an F1-progressively
measurable process (for which we do not introduce a separate notation) which satisfies
(a1) trajectories of Y ε belong to ΥVT P
1-a.s.,
(a2) the following equality holds in V′, for all t ∈ [0, T ], P1-a.s.:
Y ε(t) = u0 −
∫ t
0
AY ε(s) ds−
∫ t
0
B(Y ε(s)) ds
+
∫ t
0
f(s) ds+ ε
∫ t
0
∫
Z
G(Y ε(s−), z)(η(dz, ds)− ε−1ν(dz) ds).
(3.13)
Therefore, since by Proposition 3.1, N ε
−1
is a Poisson random measure on ZT with
intensity measure Leb(dt) ⊗ ε−1ν(dz), we deduce the following result which will be used
later on.
Corollary 3.1. In the above framework, the unique solution of problem (3.6) on the proba-
bility space (Ω¯,G ,G,Q) is given by the following equality
uε := G ε(εN ε
−1
). (3.14)
Moreover, Lemma 3.1 implies that, for every g ∈ S, there is a unique solution ug ∈ ΥVT
of equation (3.10). This allows us to define a map
G
0 : S ∋ g 7→ ug ∈ ΥVT . (3.15)
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We will apply Theorem 2.4 of [19] to finish the proof of Theorem 3.1. According to [19],
it is sufficient to verify two claims. The first one is the following.
Claim-LDP-1 For all N ∈ N, if gn, g ∈ SN are such that gn → g as n→∞, then
G
0(gn)→ G 0(g) i.e. ugn → ug in ΥVT .
In order to state the second claim, we need to introduce some additional notation.
Let us fix an increasing sequence {Kn}n=1,2,··· of compact subsets of Z such that
∪∞n=1 Kn = Z. (3.16)
Let us put
A¯b =
∞⋃
n=1
{
ϕ ∈ A¯ : ϕ(t, x, ω) ∈ [ 1
n
, n], if (t, x, ω) ∈ [0, T ]×Kn × Ω¯
and ϕ(t, x, ω) = 1, if (t, x, ω) ∈ [0, T ]×Kcn × Ω¯
}
,
(3.17)
where the class A¯ was introduced on page 39. We also denote
U
N := {ϕ ∈ A¯b : ϕ(·, ·, ω) ∈ SN , for Q-a.a. ω ∈ Ω¯},
U =
∞⋃
N=1
U
N .
(3.18)
Claim-LDP-2. For all N ∈ N, if εn → 0 and ϕεn, ϕ ∈ U N is such that ϕεn converges
in law to ϕ, then
G
εn
(
εnN
εn−1ϕεn
)
converges in law to G 0(ϕ) in ΥVT .
The verification of Claim-LDP-1 will be given in Proposition 3.3. Claim-LDP-2 will
be established in Proposition 4.1 in the next section. Assuming these have been done, the
proof of Theorem 3.1 is complete.
3.2 Verification of Claim-LDP-1
It is sufficient to prove the following result.
Proposition 3.3. For all N ∈ N, let gn, g ∈ SN be such that gn → g in SN as n → ∞.
Then
G
0(gn)→ G 0(g) in ΥVT .
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Proof of Proposition 3.3. Recall the definition of G 0 in (3.15). Set ugn be the solution of
(3.10) with g replaced by gn. For simplicity, put un = u
gn = G 0(gn) and u = u
g = G 0(g).
To prove our result, we will prove that
un → u in ΥVT .
Let us fix α ∈ (0, 1/2). Let W α,2([0, T ],V′) be the Sobolev space consisting of all h ∈
L2([0, T ],V′) satisfying ∫ T
0
∫ T
0
‖h(t)− h(s)‖2V′
|t− s|1+2α dtds <∞,
endowed with the norm
‖h‖2Wα,2([0,T ],V′) =
∫ T
0
‖h(t)‖2V′ dt+
∫ T
0
∫ T
0
‖h(t)− h(s)‖2V′
|t− s|1+2α dtds.
By Lemma 3.1 and using similar arguments as proving (4.8) in [56], we can deduce that
sup
n≥1
‖un‖2Wα,2([0,T ],V′) ≤ CN <∞. (3.19)
Moreover, since by [32, Theorem 2.1], see also [50], the embedding
L2([0, T ],D(A)) ∩W α,2([0, T ],V′) →֒ L2([0, T ],V) (3.20)
is compact, by Lemma 3.1 and (3.19), we infer that there exists u˜ ∈ L2([0, T ],D(A)) ∩
L∞([0, T ],V) and a sub-sequence (for simplicity, we also denote it by un) such that
(P1) un → u˜ weakly in L2([0, T ],D(A)),
(P2) un → u˜ in the weak∗ topology of L∞([0, T ],V),
(P3) un → u˜ strongly in L2([0, T ],V).
Now we will prove that the limit function u˜ is a solution of equation (3.10). By uniqueness
of solution, we infer u˜ = u = ug. The proof seems to be classical, but it is not, because of
the nonstandard terms.
Let ψ be a continuously differentiable V-valued function on [0, T ] with ψ(T ) = 0. We
multiply un(t) scalarly in H by ψ(t), and then integrate by parts. This leads to the equation
−
∫ T
0
〈un(t), ψ′(t)〉H dt+
∫ T
0
〈un(t), ψ(t)〉V dt
= 〈u0, ψ(0)〉H −
∫ T
0
〈B(un(t)), ψ(t)〉V′ V dt+
∫ T
0
〈f(t), ψ(t)〉H dt
+
∫ T
0
∫
Z
〈G(un(t), z), ψ(t)〉H(gn(t, z)− 1)ν(dz) dt. (3.21)
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Keeping in mind the properties (P1)(P2)(P3) above and using a similar argument as in the
proof of in [50, Theorem III.3.1] we see that
lim
n→∞
−
∫ T
0
〈un(t), ψ′(t)〉H dt+
∫ T
0
〈un(t), ψ(t)〉V dt
− 〈u0, ψ(0)〉H +
∫ T
0
〈B(un(t)), ψ(t)〉V′,V dt−
∫ T
0
〈f(t), ψ(t)〉H dt
= −
∫ T
0
〈u˜(t), ψ′(t)〉H dt+
∫ T
0
〈u˜(t), ψ(t)〉V dt
− 〈u0, ψ(0)〉H +
∫ T
0
〈B(u˜(t)), ψ(t)〉V′,V dt−
∫ T
0
〈f(t), ψ(t)〉H dt. (3.22)
What concerns the last term in (3.21), since gn → g in SN , by Lemma 3.11 in [19], we infer
that
lim
n→∞
∫ T
0
∫
Z
〈G(u˜(t), z), ψ(t)〉H(gn(t, z)− 1)ν(dz) dt
=
∫ T
0
∫
Z
〈G(u˜(t), z), ψ(t)〉H(g(t, z)− 1)ν(dz) dt.
Next, for δ > 0, we put
An,δ := {t ∈ [0, T ], ‖un(t)− u˜(t)‖V ≥ δ}.
Since un → u˜ strongly in L2([0, T ],V), by applying the Chebyshev inequality we infer that
lim
n→∞
Leb[0,T ](An,δ) ≤ lim
n→∞
1
δ2
∫ T
0
‖un(t)− u˜(t)‖2V dt = 0, (3.23)
where Leb[0,T ] is the Lebesgue measure on [0, T ].
Moreover, by Assumption 3.1 and Lemma 3.1, for any δ > 0,
∣∣∣ ∫ T
0
∫
Z
〈G(un(t), z)−G(u˜(t), z), ψ(t)〉H(gn(t, z)− 1)ν(dz) dt
∣∣∣
≤ |ψ|L∞([0,T ];V)
∫ T
0
‖un(t)− u˜(t)‖V
∫
Z
L1(z)|gn(t, z)− 1|ν(dz) dt
≤ |ψ|L∞([0,T ];V)CN
∫
An,δ
∫
Z
L1(z)|gn(t, z)− 1|ν(dz) dt
+ δ|ψ|L∞([0,T ];V)
∫ T
0
∫
Z
L1(z)|gn(t, z)− 1|ν(dz) dt, (3.24)
where CN is the constant on the RHS of inequality (B.1).
In what follows we will need the following result, see [56, (3.3) of Lemma 3.1] or [54,
Remark 2], or [19, (3.5) of Lemma 3.4].
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For every ε > 0, there exists β > 0 such if A ∈ B([0, T ]) satisfies Leb[0,T ](A) ≤ β, then
sup
i=1,2,3
sup
h∈SN
∫
A
∫
Z
Li(z)|h(s, z)− 1|ν(dz) ds ≤ ε. (3.25)
Hence, by (3.24), (B.2), (3.23) and (3.25), we infer that
lim sup
n→∞
∣∣∣ ∫ T
0
∫
Z
〈G(un(t), z)−G(u˜(t), z), ψ(t)〉H(gn(t, z)− 1)ν(dz) dt
∣∣∣ (3.26)
≤ δC1,N |ψ|L∞([0,T ];V).
Since δ > 0 can be chosen arbitrarily small, this implies that
lim
n→∞
∣∣∣ ∫ T
0
∫
Z
〈G(un(t), z)−G(u˜(t), z), ψ(t)〉H(gn(t, z)− 1)ν(dz) dt
∣∣∣ = 0. (3.27)
Let us observe, that the above proof of (3.26) yields the following stronger result
lim
n→∞
sup
i=1,2,3
sup
k∈SN
∫ T
0
‖un(s)− u˜(s)‖V
∫
Z
Li(z)|k(s, z)− 1|ν(dz) ds = 0. (3.28)
We will use it later on.
Combining (3.22) (3.23) and (3.27), we arrive
−
∫ T
0
〈u˜(t), ψ′(t)〉H dt+
∫ T
0
〈u˜(t), ψ(t)〉V dt
= 〈u0, ψ(0)〉H −
∫ T
0
〈B(u˜(t)), ψ(t)〉V′,V dt+
∫ T
0
〈f(t), ψ(t)〉H dt
+
∫ T
0
∫
Z
〈G(u˜(t), z), ψ(t)〉H(g(t, z)− 1)ν(dz) dt. (3.29)
From here, following a similar argument as in the proof of Theorem 3.1 and Theorem 3.2 in
Temam [50] Sect. 3, Chapter III, we can conclude that u˜ is a solution of equation (3.10) as
claimed, and then by uniqueness of solution, u˜ = u = ug.
In the final stage of our proof of Proposition 3.3, we will prove that
un → u in C([0, T ],V) ∩ L2([0, T ],D(A)).
For this purpose, let us denote vn = un − u. Then by [50, Lemma III.2.1] (in the space
V) we get, for all t ∈ [0, T ],
‖vn(t)‖2V + 2
∫ t
0
‖vn(s)‖2D(A) ds (3.30)
= −2
∫ t
0
〈B(un(s))−B(u(s)),Avn(s)〉H ds
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+2
∫ t
0
∫
Z
〈
G(un(s), z)(gn(s, z)− 1)−G(u(s), z)(g(s, z)− 1), vn(s)
〉
V
ν(dz) ds
≤ 1
2
∫ t
0
‖vn(s)‖2D(A) ds+ 2
∫ t
0
‖B(un(s)−B(u(s))‖2H ds
+2
∫ t
0
‖vn(s)‖2V
∫
Z
L1(z)|gn(s, z)− 1|ν(dz) ds
+2
∫ t
0
‖vn(s)‖V(1 + ‖u(s)‖V)
∫
Z
L2(z)(|gn(s, z)− 1|+ |g(s, z)− 1|)ν(dz) ds.
By Lemma 2.1, for all s ∈ [0, T ],
‖B(un(s))− B(u(s))‖2H
≤ 2
(
‖B(un(s), vn(s))‖2H + ‖B(vn(s), u(s)‖2H
)
≤ C
(
‖un(s)‖H‖un(s)‖V‖vn(s)‖V‖vn(s)‖D(A) + ‖vn(s)‖H‖vn(s)‖V‖u(s)‖V‖u(s)‖D(A)
)
≤ 1
4
‖vn(s)‖2D(A) + C‖vn(s)‖2V
(
‖un(s)‖4V + ‖u(s)‖V‖u(s)‖D(A)
)
. (3.31)
Putting (3.31) into (3.30), and by Lemma 3.1, since u ∈ L∞([0, T ]; V), we obtain
‖vn(t)‖2V +
∫ t
0
‖vn(s)‖2D(A) ds
≤
∫ t
0
‖vn(s)‖2V
(
C‖un(s)‖4V + C‖u(s)‖V‖u(s)‖D(A) + 2
∫
Z
L1(z)|gn(s, z)− 1|ν(dz)
)
ds
+C sup
h∈SN
∫ T
0
‖vn(s)‖V
∫
Z
L2(z)|h(s, z)− 1|ν(dz) dt, t ∈ [0, T ]. (3.32)
By the Gronwall Lemma, Lemma 3.1 and (B.2) imply that
sup
t∈[0,T ]
‖vn(t)‖2V +
∫ T
0
‖vn(t)‖2D(A) dt
≤ eC
∫ T
0
(
‖un(s)‖4V+‖u(s)‖V‖u(s)‖D(A)+
∫
Z L1(z)|gn(s,z)−1|ν(dz)
)
ds
· sup
h∈SN
∫ T
0
‖vn(s)‖V
∫
Z
L2(z)|h(s, z)− 1|ν(dz) dt
≤ CN,T sup
h∈SN
∫ T
0
‖vn(s)‖V
∫
Z
L2(z)|h(s, z)− 1|ν(dz) dt, t ∈ [0, T ].
Note that the integral
∫ T
0
(‖un(s)‖4V + ‖u(s)‖V‖u(s)‖D(A)) ds is finite in view of Lemma 3.1.
Therefore, by (3.28)
lim
n→∞
sup
t∈[0,T ]
‖vn(t)‖2V +
∫ T
0
‖vn(t)‖2D(A) dt = 0. (3.33)
The proof of Proposition 3.3 is thus complete.
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4 Verification of the Claim-LDP-2
The main result of this subsection is Proposition 4.1, in which we prove Claim-LDP-2. To
this end, we first prove that the process Xε := G ε(εN ε
−1ϕε) is the unique solution of the
control SPDE (4.34), which is given in Lemma 4.3. Then to get Claim-LDP-2, we only
need to consider Xε, and we prove some a priori estimates to establish the tightness of Xε,
see Lemmas 4.4–4.8. The key in proving Lemma 4.3 is a Girsanov type theorem for Poisson
random measure, which is derived in Lemma 4.2.
This section is divided into three subsections. In the first one we will state and prove
Lemmata 4.1, 4.2. In the last one we will formulate and prove Proposition 4.1 from which
Claim-LDP-2 follows. In the second subsection we will find necessary estimates and Lemma
4.3.
4.1 Auxiliary results
Before giving Lemma 4.2, we will need the following result, see Lemma 4.1.
For a fixed n ∈ N we set
A¯b,n =
{
ϕ ∈ A¯ : ϕ(t, x, ω) ∈ [ 1
n
, n] if (t, x, ω) ∈ [0, T ]×Kn × Ω¯
and ϕ(t, x, ω) = 1 if (t, x, ω) ∈ [0, T ]×Kcn × Ω¯
}
, (4.1)
where the sets Kn have been introduced on page 44.
Note that with the notation (3.17) we have the following equality
A¯b =
∞⋃
n=1
A¯b,n.
The proof of Lemma 2.4 in [18] implies the following result, but since the authors did not
give the details, we state it and present a detailed proof. This result is important in proving
Lemma 4.2.
Lemma 4.1. Assume that n ∈ N and that ϕ ∈ A¯b,n. Then there exists an A¯b,n-valued
sequence
(
ψm
)
m∈N such that the following properties are satisfied.
(R1) For every m there exist l ∈ N and n1, · · · , nl ∈ N, a partition 0 = t0 < t1 < · · · < tl = T
and families
ξij, i = 1, · · · , l, j = 1, · · · , ni,
Eij, i = 1, · · · , l, j = 1, · · · , ni,
such that ξij is [
1
n
, n]-valued, Gti−1-measurable random variables and, for each i =
1, · · · , l, (Eij)nij=1 is a measurable partition of the set Kn, such that
ψm(t, x, ω) = 1{0}(t) +
l∑
i=1
ni∑
j=1
1(ti−1,ti](t)ξij(ω)1Eij(x) + 1Kcn(x)1(0,T ](t) (4.2)
for all (t, z, ω) ∈ [0, T ]× Z × Ω¯.
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(R2) limm→∞
∫ T
0
|ψm(t, x, ω)− ϕ(t, x, ω)| dt = 0, for ν ⊗Q-a.a. (x, ω) ∈ Z × Ω¯.
Proof of Lemma 4.1. Let us take and fix n ∈ N and that ϕ ∈ A¯b,n.
First, let us remark that, “ϕk” on Page 729 Line -6, in the proof of [18, Lemma 2.4 ]
should read as follows
ϕk(t, x, ω) = k(
1
k
− t)+ + k
∫ t
(t−1/k)+
ϕ(s, x, ω) ds. (4.3)
One can check that
ϕk(t, x, ω) = 1, on (t, x, ω) ∈ [0, T ]×Kcn × Ω¯. (4.4)
In the proof of [18, Lemma 2.4], the authors showed the following three assertions.
(L1) The process ϕk defined in (4.3) satisfies the following three properties:
(L1.1) limk→∞
∫ T
0
|ϕk(t, x, ω)− ϕ(t, x, ω)| dt = 0, ν ⊗Q-a.s. (x, ω) ∈ Z × Ω¯,
(L1.2) ϕk ∈ A¯b,n,
(L1.3) the function [0,∞) ∋ t 7→ ϕk(t, x, ω) is continuous for ν ⊗Q-a.s. (x, ω) ∈ Z × Ω¯.
(L2) If, for k, q ∈ N, we put
ϕqk(t, x, ω) = 1{0}(t) +
xqTy∑
m=0
ϕk(
m
q
, x, ω)1(m/q,(m+1)/q](t), (t, x, ω) ∈ [0, T ]× Z× Ω¯.
then
(L2.1) ϕqk ∈ A¯b,n,
(L2.2)
lim
q→∞
∫ T
0
|ϕqk(t, x, ω)− ϕk(t, x, ω)| dt = 0, ν ⊗Q-a.s. (x, ω) ∈ Z × Ω¯.
(L3) For all k, q ∈ N, there exists an A¯b,n-valued sequence of processes
(
ϕq,rk
)∞
k=1
such that
(L3.1) for every k, ϕq,rk satisfies condition (R1),
(L3.2) limr→∞
∫ T
0
|ϕq,rk (t, x, ω)− ϕqk(t, x, ω)| dt = 0, ν ⊗Q-a.s. (x, ω) ∈ Z × Ω¯.
Note that claim (L2.2) follows easily from Claim (L1.3).
In order to prove assertion (L3), we repeat the following argument from the proof of [18,
Lemma 2.4].
Note that for fixed q and m, g(x, ω) = ϕk(
m
q
, x, ω) is a B(Z)⊗Gm/q-measurable map with
values in [1/n, n] and g(x, ω) = 1 for x ∈ Kcn. By a standard approximation procedure one
can find B(Z)⊗ Gm/q-measurable maps gr, r ∈ N with the following properties: gr(x, ω) =∑a(r)
j=1 c
r
j(ω)1Erj (x) for x ∈ Kn, where for each r, {Erj }
a(r)
j=1 is some measurable partition of Kn
and for all j, r, crj(ω) ∈ [1/n, n] a.s.; gr(x, ω) = 1 for x ∈ Kcn; gr → g, as r →∞, ν ⊗Q-a.s..
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Having established the above it is easy to see that the assertion (L3.2) holds.
Moreover, these three assertions imply our result in Lemma 4.1. This can be seen as
follows.
First of all, it is easy to see that, for any k, q, r ∈ N
ϕ(t, x, ω) = ϕk(t, x, ω) = ϕ
q
k(t, x, ω) = ϕ
q,r
k (t, x, ω) = 1, for (t, x, ω) ∈ [0, T ]×Kcn × Ω¯.(4.5)
Hence only need to consider the case of x ∈ Kn.
Set
Ω1 =
{
(x, ω) ∈ Kn × Ω¯ : lim
k→∞
∫ T
0
|ϕk(t, x, ω)− ϕ(t, x, ω)| dt = 0
}
.
Then assertion (L1.1) implies
(ν ⊗Q)(Kn × Ω¯ \ Ω1) = 0. (4.6)
For simplicity, in the following we set Ac = Kn × Ω¯ \ A for any A ⊂ Kn × Ω¯, and keep
in mind that ν(Kn) <∞.
Let
I im =
⋂
k≥i
{
(x, ω) ∈ Kn × Ω¯ :
∫ T
0
|ϕk(t, x, ω)− ϕ(t, x, ω)| dt ≤ 1/m
}
.
Then it is easy to see
I im ⊂ I i+1m ,
∞⋃
i=1
I im =: Ω1,m and Ω1 ⊂ Ω1,m.
Putting (4.6) together, there exists im such that
(ν ⊗Q)((I imm )c) ≤
1
m2
. (4.7)
Set
Ω2,k =
{
(x, ω) ∈ Kn × Ω¯ : lim
q→∞
∫ T
0
|ϕqk(t, x, ω)− ϕk(t, x, ω)| dt = 0
}
,
and
Ω3,k,q =
{
(x, ω) ∈ Kn × Ω¯ : lim
r→∞
∫ T
0
|ϕq,rk (t, x, ω)− ϕqk(t, x, ω)| dt = 0
}
.
Let
IIk,im = ∩q≥i
{
(x, ω) ∈ Kn × Ω¯ :
∫ T
0
|ϕqk(t, x, ω)− ϕk(t, x, ω)| dt ≤
1
m
}
,
and
IIIk,q,im = ∩r≥i
{
(x, ω) ∈ Kn × Ω¯ :
∫ T
0
|ϕq,rk (t, x, ω)− ϕqk(t, x, ω)| dt ≤
1
m
}
.
51
Using similar arguments as (4.7), there exist jm,k and lm,k,q such that
(ν ⊗Q)((IIk,jm,km )c) ≤ 1
m2
, (4.8)
and
(ν ⊗Q)((IIIk,q,lm,k,qm )c) ≤ 1
m2
. (4.9)
By the definition of Ikm, II
k,q
m , III
k,q,r
m ,
Ikm ∩ IIk,qm ∩ IIIk,q,rm
⊂
{
(x, ω) ∈ Kn × Ω¯ :
∫ T
0
|ϕk(t, x, ω)− ϕ(t, x, ω)| dt ≤ 1
m
}
∩
{
(x, ω) ∈ Kn × Ω¯ :
∫ T
0
|ϕqk(t, x, ω)− ϕk(t, x, ω)| dt ≤
1
m
}
∩
{
(x, ω) ∈ Kn × Ω¯ :
∫ T
0
|ϕq,rk (t, x, ω)− ϕqk(t, x, ω)| dt ≤
1
m
}
,
then, for any (x, ω) ∈ Ikm ∩ IIk,qm ∩ IIIk,q,rm ,∫ T
0
|ϕq,rk (t, x, ω)− ϕ(t, x, ω)| dt ≤
3
m
. (4.10)
For
k = im, q = jm,k = jm,im , r = lm,k,q = lm,im,jm,im , (4.11)
put
ψm = ϕ
q,r
k
and define
Ω0 = ∪i=1 ∩m≥i
{
Ikm ∩ IIk,qm ∩ IIIk,q,rm
}
.
In the following, we will prove that ψm satisfies (R1) and (R2). Keep in mind (4.5). (R1)
is obvious. It is easy to see Ω0 ⊂ Kn × Ω¯, thus in order to prove (R2), we only need to
prove the following two results
(ν ⊗Q)(Ωc0) = 0, (4.12)
lim
m→∞
∫ T
0
|ψm(t, x, ω)− ϕ(t, x, ω)| dt, on (x, ω) ∈ Ω0. (4.13)
Since, again using the convention (4.11),
∩∞m=i
{
Ikm ∩ IIk,qm ∩ IIIk,q,rm
}
ր Ω0 as k →∞,
by (4.7)-(4.9), we infer that for every i ∈ N,
(ν ⊗Q)(Ωc0) ≤ (ν ⊗Q)
((
∩m≥i
{
Ikm ∩ IIk,qm ∩ IIIk,q,rm
})c)
(4.14)
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≤
∞∑
m=i
(
(ν ⊗Q)((Ikm)c) + (ν ⊗Q)((IIk,qm )c) + (ν ⊗Q)((IIIk,q,rm )c)
)
≤
∞∑
m=i
3
m2
Since,
∑∞
m=i
3
m2
→ 0, as i→∞, we conclude the proof of equality (4.12).
Next, we will prove claim (4.13).
For this aim, let us take and fix (x, ω) ∈ Ω0. Then, using the convention (4.11) again,
there exists i0 ∈ N such that
(x, ω) ∈
∞⋂
m=i0
{
Ikm ∩ IIk,qm ∩ IIIk,q,rm
}
.
Thus by (4.10), we infer that
∫ T
0
|ψm(t, x, ω)− ϕ(t, x, ω)| dt ≤ 3
m
, for all m ≥ i0. (4.15)
Hence (4.13) follows and therefore we proved that (R2) holds. Consequently the proof of
Lemma 4.1 is complete.
Let us fix ε > 0 and ϕε ∈ A¯b. Let us put ψε = 1/ϕε. In view of the definition (3.17) of
the set A¯b , it is easy to see that ψε ∈ A¯b. In particular, there exists a natural number n ∈ N
such that
ψε(t, x, ω) ∈ [ 1
n
, n] if (t, x, ω) ∈ [0, T ]×Kn × Ω¯,
where Kn is a compact subset of Z from (3.16) and
ψε(t, x, ω) = 1 if (t, x, ω) ∈ [0, T ]×Kcn × Ω¯.
Combining the fact that ν(Kn) < ∞ with [37, Theorem III. 3.24] or [18, Lemma 2.3], we
infer the following four assertions grouped for convenience in one lemma.
Lemma 4.2. In the framework introduced above the following holds.
(S1) The process M εt (ψε), t ≥ 0, defined by
M
ε
t (ψε) = exp
(∫
(0,t]×Z×[0,ε−1ϕε(s,z)]
log(ψε(s, z))N(ds, dz, dr) (4.16)
+
∫
(0,t]×Z×[0,ε−1ϕε(s,z)]
(
− ψε(s, z) + 1
)
ν(dz) dsdr
)
= exp
(∫
(0,t]×Kn×[0,ε−1ϕε(s,z)]
log(ψε(s, z))N(dsdzdr)
+
∫
(0,t]×Kn×[0,ε−1ϕε(s,z)]
(
− ψε(s, z) + 1
)
ν(dz) dsdr
)
, t ∈ [0, T ],
is an G-martingale on (Ω¯,G ,G,Q),
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(S2) the formula
PεT (A) =
∫
A
M
ε
T (ψε) dQ, ∀A ∈ G
defines a probability measure on (Ω¯,G ),
(S3) the measures Q and PεT are equivalent,
(S4) On (Ω¯,G ,G,PεT ), εN
ε−1ϕε has the same law as that of εN ε
−1
on (Ω¯,G ,G,Q).
Proof of Lemma 4.2. Since (S2) is implied by (S1), we just prove (S1), (S3) and (S4). The
proof will be divided into three steps.
Step 1: Assume that ϕε is step process (See Lemma 4.1), i.e. there exist
l, n1, · · · , nl ∈ N and a partition
0 = t0 < t1 < · · · < tl = T,
random variables
ξij, i = 1, · · · , l, j = 1, · · · , ni,
such that 1/n ≤ ξij ≤ n and ξij is Gti−1-measurable, and, for each i = 1, · · · , l, a disjoint
measurable partition
(
Eij
)
j=1,··· ,ni of the set Kn such that for all (t, z, ω) ∈ [0, T ]× Z × Ω¯,
ϕε(t, z, ω) = 1{0}(t) +
l∑
i=1
ni∑
j=1
1(ti−1,ti](t)ξij(ω)1Eij(z) + 1Kcn(z)1(0,T ](t).
Then, for any A ∈ B(Z), we have
N ε
−1ϕε(T,A) = N ε
−1ϕε(tl, A)
=
∫ tl
0
∫
A
∫ ∞
0
1(0,ε−1ϕε(s,z)](r)N(ds, dz, dr)
= N ε
−1ϕε(tl−1, A)
+
∫ tl
tl−1
∫
A∩Kcn
∫ ∞
0
1(0,ε−1ϕε(s,z)](r)N(ds, dz, dr)
+
nl∑
j=1
∫
(tl−1,tl]
∫
A∩Elj
∫ ∞
0
1(0,ε−1ϕε(s,z)](r)N(ds, dz, dr)
= N ε
−1ϕε(tl−1, A)
+
∫ tl
tl−1
∫
A∩Kcn
∫ ∞
0
1(0,ε−1](r)N(ds, dz, dr)
+
nl∑
j=1
∫
(tl−1,tl]
∫
A∩Elj
∫ ∞
0
1(0,ε−1ξlj ](r)N(ds, dz, dr).
Moreover, with the process M εt (ψε) defined in formula (4.16), we have
M
ε
T (ψε) = exp
(∫
(0,T ]×Z×[0,ε−1ϕε(s,z)]
log(ψε(s, z))N(ds, dz, dr)
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+∫
(0,T ]×Z×[0,ε−1ϕε(s,z)]
(
− ψε(s, z) + 1
)
ν(dz) dsdr
)
= exp
(∫
(0,T ]×Kn×[0,ε−1ϕε(s,z)]
log(ψε(s, z))N(ds, dz, dr)
+
∫
(0,T ]×Kn×[0,ε−1ϕε(s,z)]
(
− ψε(s, z) + 1
)
ν(dz) dsdr
)
= exp
(∫
(0,tl−1]×Kn×[0,ε−1ϕε(s,z)]
log(ψε(s, z))N(ds, dz, dr)
+
∫
(0,tl−1]×Kn×[0,ε−1ϕε(s,z)]
(
− ψε(s, z) + 1
)
ν(dz) dsdr
)
· exp
( nl∑
j=1
[ ∫
(tl−1,tl]
∫
Elj
∫
(0,ε−1ξlj ]
log(
1
ξlj
)N(ds, dz, dr)
+
∫
(tl−1,tl]
∫
Elj
∫
(0,ε−1ξlj ]
(
− 1
ξlj
+ 1
)
ν(dz) dsdr
])
= M εtl−1(ψε) · exp
( nl∑
j=1
[ ∫
(tl−1,tl]
∫
Elj
∫
(0,ε−1ξlj ]
log(
1
ξlj
)N(ds, dz, dr)
+
∫
(tl−1,tl]
∫
Elj
∫
(0,ε−1ξlj ]
(
− 1
ξlj
+ 1
)
ν(dz) dsdr
])
. (4.17)
Hence,for any ξ ∈ R, we have
EQ
(
e
√−1ξNε−1ϕε (T,A) ·M εT (ψε)
)
= EQ
[
EQ
(
e
√−1ξN ϕεε (T,A) ·M εT (ψε)|Gtl−1
)]
= EQ
[
e
√−1ξNε−1ϕε (tl−1,A) ·M εtl−1(ψε) · Y (·; ξ, tl−1, tl)
]
, (4.18)
where Y = Y (·; ξ, tl−1, tl) is defined by
Y (·; ξ, tl, tl−1) := EQ
(
exp
(√−1ξ(∫ tl
tl−1
∫
A∩Kcn
∫ ∞
0
1(0,ε−1](r)N(ds, dz, dr)
+
nl∑
j=1
∫
(tl−1,tl]
∫
A∩Elj
∫ ∞
0
1(0,ε−1ξlj ](r)N(ds, dz, dr)
))
· exp
( nl∑
j=1
[ ∫
(tl−1,tl]
∫
Elj
∫
(0,ε−1ξlj ]
log(
1
ξlj
)N(ds, dz, dr)
+
∫
(tl−1,tl]
∫
Elj
∫
(0,ε−1ξlj ]
(
− 1
ξlj
+ 1
)
ν(dz) dsdr
])
|Gtl−1
)
.
Since by assumptions, each ξlj, j = 1, 2, · · · , nl is Gtl−1-measurable, by the properties of the
conditional expectation we infer that Q-a.s., we have
Y (ω, ξ, tl, tl−1) = K(ω, ξ, ξl1(ω), ξl2(ω), · · · , ξlnl(ω), tl, tl−1)
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where a random variable K(ω, ξ, a1, a2, · · · , anl, tl, tl−1) is defined by
K(·, ξ, a1, a2, · · · , anl, tl, tl−1)
:= EQ
(
exp
(√−1ξ(∫ tl
tl−1
∫
A∩Kcn
∫ ∞
0
1(0,ε−1](r)N(ds, dz, dr)
+
nl∑
j=1
∫
(tl−1,tl]
∫
A∩Elj
∫ ∞
0
1(0,ε−1aj ](r)N(ds, dz, dr)
))
· exp
( nl∑
j=1
[ ∫
(tl−1,tl]
∫
Elj
∫
(0,ε−1aj ]
log(
1
aj
)N(ds, dz, dr)
+
∫
(tl−1,tl]
∫
Elj
∫
(0,ε−1aj ]
(
− 1
aj
+ 1
)
ν(dz) dsdr
])
|Gtl−1
)
Note that for any positive constants a1, a2, · · · , anl, we have the following identity
K(·, ξ, a1, a2, · · · , anl, tl, tl−1)
= exp
( nl∑
j=1
(tl − tl−1)ν(Elj)ε−1aj
(
− 1
aj
+ 1
))
· EQ
(
exp
(√−1ξ(∫ tl
tl−1
∫
A∩Kcn
∫ ∞
0
1(0,ε−1](r)N(ds, dz, dr)
)))
· EQ
(
exp
( nl∑
j=1
(
√−1ξ + log( 1
aj
))
∫
(tl−1,tl]
∫
A∩Elj
∫ ∞
0
1(0,ε−1aj ](r)N(ds, dz, dr)
)
· EQ
(
exp
( nl∑
j=1
log(
1
aj
)
∫
(tl−1,tl]
∫
Ac∩Elj
∫ ∞
0
1(0,ε−1aj ](r)N(ds, dz, dr)
)
= exp
(
(tl − tl−1)ν(A)ε−1[e
√−1ξ − 1]
)
.
Summing up we infer that for ω ∈ Ω, Q-a.s., we have
Y (·, ξ, tl, tl−1) = exp
(
(tl − tl−1)ν(A)ε−1[e
√−1ξ − 1]
)
. (4.19)
In particular, we infer that Y (ω, 0, tl, tl−1) = 1, and hence by identity (4.18) we have
EQ
(
M
ε
tl
(ψε)|Gtl−1
)
= M εtl−1(ψε)Y (ω, 0, tl, tl−1) = M
ε
tl−1(ψε).
Further more, by employing the above argument, we can easily verify
EQ
(
M
ε
tl
(ψε)|Gt
)
= M εt (ψε), t ∈ [0, T ].
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This implies that the process {M εt (ψε), t ≥ 0} is an G-martingale on (Ω¯,G ,G,Q). Hence
we infer that PεT is a well-defined probability measure.
Inserting identity (4.19) into identity (4.18), we arrive at
EP
ε
T
(
e
√−1ξNε−1ϕε (T,A)
)
= EQ
[
e
√−1ξNε−1ϕε (tl−1,A) ·M εtl−1(ψε)
]
e(tl−tl−1)ν(A)ε
−1[e
√−1ξ−1].
By induction, we can get
EP
ε
T
(
e
√−1ξNε−1ϕε (T,A)
)
= exp
(
Tν(A)ε−1[e
√−1ξ − 1]
)
.
We have proved that if ϕε is a step process, then the law of εN
ε−1ϕε on (Ω¯,G ,G,PεT ) is
equal to the law of εN ε
−1
on (Ω¯,G ,G,Q).
Step 2. The general case. Let us assume that ϕε ∈ A¯b. Then the definition (3.17) of
A¯b implies that there exists n ∈ N such that ϕε ∈ A¯b,n. Hence, by Lemma 4.1, there exists
a sequence ψm ∈ A¯b,n, m = 1, 2, · · · satisfying conditions (R1) and (R2) from that lemma
with ϕ replaced by ϕε.
Applying Step 1 to function ψm, we get
• for any A ∈ B(Z) and ν(A) <∞,
EQ
(
exp
(√−1ξN ε−1ψm(T,A))M εT ( 1ψm )
)
= exp
(
Tν(A)ε−1(e
√−1ξ − 1)
)
, (4.20)
• for any 0 ≤ t1 < t2 ≤ T ,
EQ
(
M
ε
t2(
1
ψm
)|Gt1
)
= M εt1(
1
ψm
), Q-a.s. (4.21)
In order to prove our results, we first prove that there exists a subsequence, which for
simplicity will still be denoted by m, such that
lim
m→∞
EQ
(∣∣∣M εt ( 1ψm )−M εt (ϕε)
∣∣∣) = 0, (4.22)
and for any A ∈ B(Z) satisfying ν(A) <∞,
lim
m→∞
EQ
(
sup
t∈[0,T ]
∣∣∣N ε−1ψm(t, A)−N ε−1ϕε(t, A)∣∣∣) = 0. (4.23)
We will use the following claims to prove equalities (4.22) and (4.23).
Claim 1: For any ψ ∈ A¯b,n, we have∫ T
0
|ψ(s, z)| ds ≤ nT, on (z, ω) ∈ Z× Ω¯, (4.24)
and ∣∣∣ ∫
(0,T ]×Z×[0,ε−1ψ(s,z)]
log(
1
ψ(s, z)
)N(ds, dz, dr)
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+∫
(0,T ]×Z×[0,ε−1ψ(s,z)]
(
− 1
ψ(s, z)
+ 1
)
ν(dz) dsdr
∣∣∣
=
∣∣∣ ∫
(0,T ]×Kn×[0,ε−1ψ(s,z)]
log(
1
ψ(s, z)
)N(ds, dz, dr)
+
∫
(0,T ]×Kn×[0,ε−1ψ(s,z)]
(
− 1
ψ(s, z)
+ 1
)
ν(dz) dsdr
∣∣∣
≤
∫
(0,T ]×Kn×[0,ε−1n]
log nN(ds, dz, dr) +
∫
(0,T ]×Kn×[0,ε−1n]
(
n+ 1
)
ν(dz) dsdr. (4.25)
Recall ν(Kn) <∞. It is easy to see
EQ
(
exp
(∫
(0,T ]×Kn×[0,ε−1n]
log nN(ds, dz, dr)+
∫
(0,T ]×Kn×[0,ε−1n]
(
n+1
)
ν(dz) dsdr
))
<∞. (4.26)
By (4.24), ∫ T
0
|ψm(s, z)− ϕǫ(s, z)| ds ≤ 2nT, on (z, ω) ∈ Z× Ω¯. (4.27)
Claim 2:
EQ
(
sup
t∈[0,T ]
∣∣∣N ε−1ψm(t, A)−N ε−1ϕε(t, A)∣∣∣)
= EQ
(
sup
t∈[0,T ]
∣∣∣ ∫ t
0
∫
A
∫ ε−1n
0
1[0,ε−1ψm(s,z)](r)− 1[0,ε−1ϕε(s,z)](r)N(ds, dz, dr)
∣∣∣)
≤ EQ
(∫ T
0
∫
A
∫ ε−1n
0
∣∣∣1[0,ε−1ψm(s,z)](r)− 1[0,ε−1ϕε(s,z)](r)∣∣∣N(ds, dz, dr))
= EQ
(∫ T
0
∫
A∩Kn
∫ ε−1n
0
∣∣∣1[0,ε−1ψm(s,z)](r)− 1[0,ε−1ϕε(s,z)](r)∣∣∣ drν(dz) ds)
≤ EQ
(∫ T
0
∫
A∩Kn
ε−1
∣∣∣ψm(s, z)− ϕε(s, z)∣∣∣ν(dz) ds). (4.28)
Claim 3:∣∣∣ ∫
(0,T ]×Z×[0,ε−1ψm(s,z)]
(
− 1
ψm(s, z)
+ 1
)
ν(dz) dsdr
−
∫
(0,T ]×Z×[0,ε−1ϕε(s,z)]
(
− 1
ϕε(s, z)
+ 1
)
ν(dz) dsdr
∣∣∣
=
∣∣∣ ∫
(0,T ]×Kn×[0,ε−1ψm(s,z)]
(
− 1
ψm(s, z)
+ 1
)
ν(dz) dsdr
−
∫
(0,T ]×Kn×[0,ε−1ϕε(s,z)]
(
− 1
ϕε(s, z)
+ 1
)
ν(dz) dsdr
∣∣∣
=
∣∣∣ ∫
(0,T ]×Kn×[0,ε−1n]
1[0,ε−1ψm(s,z)](r)
(
− 1
ψm(s, z)
+ 1
)
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−1[0,ε−1ϕε(s,z)](r)
(
− 1
ϕε(s, z)
+ 1
)
ν(dz) dsdr
∣∣∣
≤
∫
(0,T ]×Kn×[0,ε−1n]
∣∣∣1[0,ε−1ψm(s,z)](r)− 1[0,ε−1ϕε(s,z)](r)∣∣∣ν(dz) dsdr
+
∫
(0,T ]×Kn×[0,ε−1n]
∣∣∣1[0,ε−1ψm(s,z)](r)− 1[0,ε−1ϕε(s,z)](r)∣∣∣ 1ψm(s, z)ν(dz) dsdr
+
∫
(0,T ]×Kn×[0,ε−1n]
1[0,ε−1ϕε(s,z)](r)
∣∣∣ 1
ψm(s, z)
− 1
ϕε(s, z)
∣∣∣ν(dz) dsdr
≤ ε−1(1 + n + n3)
∫
(0,T ]×Kn
|ψm(s, z)− ϕε(s, z)|ν(dz) ds. (4.29)
Claim 4: Using similar arguments as Claims 2 and 3, we have
EQ
(
sup
t∈[0,T ]
∣∣∣ ∫
(0,t]×Z×[0,ε−1ψm(s,z)]
log(
1
ψm(s, z)
)N(ds, dz, dr)
−
∫
(0,t]×Z×[0,ε−1ϕε(s,z)]
log(
1
ϕε(s, z)
)N(ds, dz, dr)
∣∣∣)
= EQ
(
sup
t∈[0,T ]
∣∣∣ ∫
(0,t]×Z×[0,ε−1n]
1[0,ε−1ψm(s,z)](r) log(
1
ψm(s, z)
)
−1[0,ε−1ϕε(s,z)](r) log(
1
ϕε(s, z)
)N(ds, dz, dr)
∣∣∣)
≤ EQ
(∫
(0,T ]×Kn×[0,ε−1n]
∣∣∣1[0,ε−1ψm(s,z)](r) log( 1ψm(s, z))
−1[0,ε−1ϕε(s,z)](r) log(
1
ϕε(s, z)
)
∣∣∣N(ds, dz, dr))
= EQ
(∫
(0,T ]×Kn×[0,ε−1n]
∣∣∣1[0,ε−1ψm(s,z)](r) log( 1ψm(s, z))
−1[0,ε−1ϕε(s,z)](r) log(
1
ϕε(s, z)
)
∣∣∣ν(dz) dsdr)
≤ ε−1CnEQ
(∫
(0,T ]×Kn
|ψm(s, z)− ϕε(s, z)|ν(dz) ds
)
. (4.30)
Keeping in mind ν(Kn) < ∞ and putting (R2), (4.27), Claims 2, 3 and 4 together, by
applying the Lebesgue dominated convergence theorem, we get (4.23),
lim
m→∞
EQ
(
sup
t∈[0,T ]
∣∣∣ ∫
(0,t]×Z×[0,ε−1ψm(s,z)]
log(
1
ψm(s, z)
)N(ds, dz, dr)
−
∫
(0,t]×Z×[0,ε−1ϕε(s,z)]
log(
1
ϕε(s, z)
)N(ds, dz, dr)
∣∣∣) = 0, (4.31)
and, Q-a.s.,
lim
m→∞
∣∣∣ ∫
(0,T ]×Z×[0,ε−1ψm(s,z)]
(
− 1
ψm(s, z)
+ 1
)
ν(dz) dsdr
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−
∫
(0,T ]×Z×[0,ε−1ϕε(s,z)]
(
− 1
ϕε(s, z)
+ 1
)
ν(dz) dsdr
∣∣∣ = 0. (4.32)
Let us observe that by (4.31) there exists a subsequence, which for simplicity is still
denoted by m, such that Q-a.s.,
lim
m→∞
(
sup
t∈[0,T ]
∣∣∣ ∫
(0,t]×Z×[0,ε−1ψm(s,z)]
log(
1
ψm(s, z)
)N(ds, dz, dr)
−
∫
(0,t]×Z×[0,ε−1ϕε(s,z)]
log(
1
ϕε(s, z)
)N(ds, dz, dr)
∣∣∣) = 0. (4.33)
Combining (4.32), (4.33), (4.25), (4.26), (4.16) and the definition of M εT (·), by again em-
ploying the Lebesgue DCT, we can show that (4.22).
Now, after we have proved (4.22) and (4.23), we are position to prove (S1) and (S4).
(S1) can be immediately obtained by (4.22) and (4.21). We now prove (S4).
By (4.23), there exists a subsequence, for simplicity we still denote it by m, such that
lim
m→∞
N ε
−1ψm(t, A) = N ε
−1ϕε(t, A), Q-a.s.
Combining this result with (4.22) and Claim 1, using the Lebesgue dominated convergence
theorem again, we have∣∣∣EQ( exp (√−1ξN ε−1ψm(T,A))M εT ( 1ψm )
)
− EQ
(
exp
(√−1ξN ε−1ϕε(T,A))M εT (ϕε))∣∣∣
≤ EQ
(∣∣∣M εT ( 1ψm )−M εT (ϕε)
∣∣∣)
+ EQ
(∣∣∣ exp (√−1ξN ε−1ϕε(T,A))− exp(√−1ξN ε−1ψm(T,A))∣∣∣M εT (ϕε))
≤ EQ
(∣∣∣M εT ( 1ψm )−M εT (ϕε)
∣∣∣)
+ EQ
(∣∣∣ exp (√−1ξN ε−1ϕε(T,A))− exp(√−1ξN ε−1ψm(T,A))∣∣∣
· exp
(∫
(0,T ]×Kn×[0,ε−1n]
lognN(ds, dz, dr) +
∫
(0,T ]×Kn×[0,ε−1n]
(
n+ 1
)
ν(dz) dsdr
))
Since the RHS above → 0 as m→∞, we infer, by recalling (4.20), that
EQ
(
exp
(√−1ξN ε−1ϕε(T,A))M εT (ϕε)) = exp (Tν(A)ε−1(e√−1ξ − 1)),
for any A ∈ B(Z) such that ν(A) <∞, which implies (S4).
Step 3. Proof of (S3)
Let us observe that, by (4.16) and a similar arguments as proving (4.25), Q-a.s.
exp
(∫
(0,T ]×Kn×[0,ε−1n]
− log nN(ds, dz, dr)
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+∫
(0,T ]×Kn×[0,ε−1n]
[−(n + 1)]ν(dz) dsdr
)
≤ M εT (ψε),
and
exp
(∫
(0,T ]×Kn×[0,ε−1n]
lognN(ds, dz, dr)
+
∫
(0,T ]×Kn×[0,ε−1n]
(
n + 1
)
ν(dz) dsdr
)
≥ M εT (ψε).
Using the facts that ν(Kn) <∞ and that
∫
(0,t]×Kn×[0,ε−1n]N(ds, dz, dr) only has finite jumps
on [0, T ] Q-a.s., we can conclude that the probability measures Q and QεT are equivalent, i.e.
(S3).
The proof of Lemma 4.2 is complete.
4.2 Proof of Claim-LDP-2: strong solutions and a’priori estimates
Let us fix u0 ∈ V and f ∈ L2([0, T ]; H). Consider the following controlled SPDE
dXεt +AX
ε
t dt+B(X
ε
t ) dt = f(t) dt (4.34)
+ ε
∫
Z
G(Xεt−, z)
(
N ε
−1ϕ(dz, dt)− ε−1ν(dz) dt
)
,
= f(t) dt+
∫
Z
G(Xεt , z)(ϕ(t, z)− 1)ν(dz) dt (4.35)
+ε
∫
Z
G(Xεt−, z)N˜
ε−1ϕ(dz, dt),
Xε0 = u0,
where the control ϕ belongs to the set U , see (3.18).
Let us note here that below, see e.g. in e.g. (4.42), we will be using the second version of
the above equation, i.e. (4.35). Let us also observe that it is easy to see that the integral
ε
∫
Z
G(Xεt−, z)
(
N ε
−1ϕ(dz, dt)− ε−1ν(dz) dt
)
exists.
Recall the definition of G ε in the proof of Theorem 3.1 (see around (3.14)). By Corollary
3.1 we infer that the process
uε = G ε(εN ε
−1
). (4.36)
is the unique solution uε of (3.6) on the probability space on (Ω¯,G ,G,Q).
We will prove the following fundamental result.
Lemma 4.3. Let us assume that ε > 0. Then for every process ϕ ∈ A¯b defined on
(Ω¯,G ,G,Q), the process Xε defined by
Xε = G ε(εN ε
−1ϕ) (4.37)
is the unique solution of (4.34).
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Proof of Lemma 4.3. Let us take and fix ε > 0 and a process ϕ ∈ A¯b defined on (Ω¯,G ,G,Q).
Define a process Xε by formula (4.37). Then by assertion (S4) in Lemma 4.2 and the
definition of G ε , we infer that the process Xε is the unique solution of (4.34) on (Ω¯,G ,G,PεT ),
that is
(C1) Xε is G-progressively measurable process,
(C2) trajectories of Xε belong to ΥVT P
ε
T -a.s.,
(C3) the following equality holds, in V′, for all t ∈ [0, T ], PεT -a.s.:
Xε(t) = u0 −
∫ t
0
AXε(s) ds−
∫ t
0
B(Xε(s)) ds
+
∫ t
0
f(s) ds+ ε
∫ t
0
∫
Z
G(Xε(s−), z)(N ε−1ϕ(dz, ds)− ε−1ν(dz) ds).
(4.38)
Now we will prove that the process Xε is the unique solution of (4.34) on (Ω¯,G ,G,Q),
that is
(C1-0) Xε is G-progressively measurable process,
(C2-0) trajectories of Xε belong to ΥVT Q-a.s.,
(C3-0) the following equality holds, in V′, for all t ∈ [0, T ], Q-a.s.:
Xε(t) = u0 −
∫ t
0
AXε(s) ds−
∫ t
0
B(Xε(s)) ds
+
∫ t
0
f(s) ds+ ε
∫ t
0
∫
Z
G(Xε(s−), z)(N ε−1ϕ(dz, ds)− ε−1ν(dz) ds).
(4.39)
Let us note that despite the fact that the two measures Q and PεT are equivalent are equiva-
lent, the equality (4.39) does not follow from (4.38) without an additional justification. We
will provide this justification below.
Let us observe that obviously condition (C1) implies condition (C1-0). In view of assertion
(S3) in Lemma 4.2, i.e. that the measures Q and PεT are equivalent, condition (C2) implies
condition (C2-0).
We are now to prove that condition (C3-0) holds as well. For this aim let us fix a natural
number n (in view of the definition (3.17) of the set A¯b). Let us begin by observing that
equality (4.34) can be rewritten as
dXε(t) + AXε(t) dt+B(Xε(t)) dt = f(t) dt
+ ε
∫
Kn
G(Xε(t−), z)
(
N ε
−1ϕ(dz, dt)− ε−1ν(dz) dt
)
+ε
∫
Kcn
G(Xε(t−), z)
(
N ε
−1ϕ(dz, dt)− ε−1ν(dz) dt
)
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= f(t) dt+ ε
∫
Kn
G(Xε(t−), z)
(
N ε
−1ϕ(dz, dt)− ε−1ν(dz) dt
)
+ε
∫
Kcn
G(Xε(t−), z)
(
N ε
−1
(dz, dt)− ε−1ν(dz) dt
)
Xε0 = u0.
The second equality follows from Proposition 3.2 because ϕ(s, z, ω) = 1 if (s, z, ω) ∈ [0, T ]×
Kcn × Ω¯.
Thus we have
(V1) Since ν(Kn) < ∞, by (S4) in Lemma 4.2, we know that there exists Ω1 ⊂ Ω¯ with
PεT (Ω1) = 1 such that for any ω ∈ Ω1, the process {N ε−1ϕ((0, t]×Kn), t ∈ [0, T ]} only
has finite jumps. Hence for any ω ∈ Ω1, the integrals∫ t
0
∫
Kn
G(Xε(s−), z)N ε−1ϕ(dz, ds) and
∫ t
0
∫
Kn
G(Xε(s−), z)ν(dz) ds
are well defined as the Lebesgue-Stieltjes integrals.
(V2) Similarly to the proof of condition (V1), for any m > n, the integrals∫ t
0
∫
Kcn∩Km
G(Xε(s−), z)N ε−1(dz, ds) and
∫ t
0
∫
Kcn∩Km
G(Xε(s−), z)ν(dz) ds
are well defined as the Lebesgue-Stieltjes integrals, PεT -a.s.
(V3) By [35, Section 3 in Chapter II, pages 59-63] and by the definition of the integral∫ t
0
∫
Kcn
G(Xε(s−), z)
(
N ε
−1
(dz, ds)− ε−1ν(dz) ds
)
on the probability space (Ω¯,G ,G,PεT ), there exist Ω2 ⊂ Ω¯ with PεT (Ω2) = 1 and a
subsequence {mk} such that for any ω ∈ Ω2
lim
mk→∞
∫ t
0
∫
Kcn∩Kmk
G(Xε(s−), z)
(
N ε
−1
(dz, ds)− ε−1ν(dz) ds
)
=
∫ t
0
∫
Kcn
G(Xε(s−), z)
(
N ε
−1
(dz, ds)− ε−1ν(dz) ds
)
.
Using a similar argument as in the proof of assertions (V1)-(V3), and the following
equality
N ε
−1ϕ((0, t]×Kn) =
∫ t
0
∫
Kn
∫ ∞
0
1[0,ε−1ϕ(z,s)](r)N(dz, ds, dr)
=
∫ t
0
∫
Kn
∫ ε−1n
0
1[0,ε−1ϕ(z,s)](r)N(dz, ds, dr),
we infer that
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(V1-0) there exists Ω3 ⊂ Ω¯ with Q(Ω3) = 1 such that {N ε−1ϕ((0, t]×Kn), t ∈ [0, T ]} only has
finite jumps for any ω ∈ Ω3. Hence for any ω ∈ Ω3,
∫ t
0
∫
Kn
G(Xε(s−), z)N ε−1ϕ(dz, ds)
and
∫ t
0
∫
Kn
G(Xε(s−), z)ν(dz) ds are well defined as the Lebesgue-Stieltjes integrals.
(V2-0) for anym > n,
∫ t
0
∫
Kcn∩Km G(X
ε(s−), z)N ε−1(dz, ds) and ∫ t
0
∫
Kcn∩Km G(X
ε(s−), z)ν(dz) ds
are well defined Q-a.s. as the Lebesgue-Stieltjes integrals.
(V3-0) by the definition of∫ t
0
∫
Kcn
G(Xε(s−), z)
(
N ε
−1
(dz, ds)− ε−1ν(dz) ds
)
on (Ω¯,G ,G,Q), there exist Ω4 ⊂ Ω¯ with Q(Ω4) = 1 and a subsequence of the subse-
quence of {mk} in (V3) from (V3)), for simplicity we still denote it by mk, such that
for any ω ∈ Ω4,
lim
mk→∞
∫ t
0
∫
Kcn∩Kmk
G(Xε(s−), z)
(
N ε
−1
(dz, ds)− ε−1ν(dz) ds
)
=
∫ t
0
∫
Kcn
G(Xε(s−), z)
(
N ε
−1
(dz, ds)− ε−1ν(dz) ds
)
.
By (C3) and (V1)-(V3), there exists Ω5 ⊂ Ω¯ such that PεT (Ω5) = 1 and, for any ω ∈ Ω5,
− lim
mk→∞
∫ t
0
∫
Kcn∩Kmk
G(Xε(s−), z)
(
N ε
−1
(dz, ds)− ε−1ν(dz) ds
)
= Xε(t)− u0 +
∫ t
0
AXε(s) ds+
∫ t
0
B(Xε(s)) ds−
∫ t
0
f(s) ds
−ε
∫ t
0
∫
Kn
G(Xε(s−), z)
(
N ε
−1ϕ(dz, ds)− ε−1ν(dz) ds
)
, in V′.
Since by assertion (S3) in Lemma 4.2, the measures Q and PεT are equivalent, we deduce
that Q(∩5i=1Ωi) = 1. Moreover, since by (V1) and (V1-0) the right side of the above equality
is path-wise well-defined for ω ∈ Ω1 ∩ Ω3 , we infer for any ω ∈ ∩5i=1Ωi
− lim
mk→∞
∫ t
0
∫
Kcn∩Kmk
G(Xε(s−), z)
(
N ε
−1
(dz, ds)− ε−1ν(dz) ds
)
= Xε(t)− u0 +
∫ t
0
AXε(s) ds+
∫ t
0
B(Xε(s)) ds−
∫ t
0
f(s) ds
−ε
∫ t
0
∫
Kn
G(Xε(s−), z)
(
N ε
−1ϕ(dz, ds)− ε−1ν(dz) ds
)
, in V′.
Combining (V3-0), the proof of claim (C3-0) is complete.
Thus the proof of Lemma 4.3 is complete.
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Now we give some a priori estimates used later. For simplicity, in the following EQ is
denoted by E.
Lemma 4.4. For every N ∈ N there exist constants CN > 0 and εN ∈ (0, 1] and and for
every α ∈ (0, 1/2) there exists a constant Cα,N > 0 such that for every process ϕ ∈ U N and
every ε ∈ (0, εN ], the process Xε defined by (4.37) satisfies
E
(
sup
t∈[0,T ]
‖Xε(t)‖2H +
∫ T
0
‖Xε(t)‖2V dt
)
≤ CN , (4.40)
E
(
‖Xε‖2Wα,2([0,T ],V′)
)
≤ Cα,N . (4.41)
The norm ‖ · ‖2Wα,2([0,T ],V′) was introduced around (3.19).
Proof. Let us fix ε > 0, N ∈ N and process ϕ ∈ U N . Define the process Xε defined by
formula (4.37). Let us take and fix the process Xε defined by (4.37). By Lemma 4.3, this
process is the unique solution of (4.34) on the probability space (Ω¯,G ,G,Q).
Therefore, we can apply the Itoˆ formula, see e.g. [33] and/or [12], to deduce that
‖Xε(t)‖2H + 2
∫ t
0
‖Xε(s)‖2V ds = ‖u0‖2H
+ 2
∫ t
0
〈f(s), Xε(s)〉V′,V ds+ 2
∫ t
0
∫
Z
〈G(Xε(s), z), Xε(s)〉H(ϕ(s, z)− 1)ν(dz) ds
+ 2ε
∫ t
0
∫
Z
〈G(Xε(s−), z), Xε(s−)〉HN˜ ε−1ϕ(dz, ds)
+ε2
∫ t
0
∫
Z
‖G(Xε(s−), z)‖2HN ε
−1ϕ(dz, ds)
≤ ‖u0‖2H +
∫ t
0
‖Xε(s)‖2V ds+
∫ t
0
‖f(s)‖2V′ ds
+ 2
∫ t
0
(1 + 2‖Xε(s)‖2H)
∫
Z
L3(z)|ϕ(s, z)− 1|ν(dz) ds
+ 2ε
∫ t
0
∫
Z
〈G(Xε(s−), z), Xε(s−)〉HN˜ ε−1ϕ(dz, ds)
+ ε2
∫ t
0
∫
Z
‖G(Xε(s−), z)‖2HN ε
−1ϕ(dz, ds). (4.42)
Set
J1(t) := 2ε
∫ t
0
∫
Z
〈G(Xε(s−), z), Xε(s−)〉HN˜ ε−1ϕ(dz, ds)
and
J2(t) := ε
2
∫ t
0
∫
Z
‖G(Xε(s−), z)‖2HN ε
−1ϕ(dz, ds).
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Applying the Gronwall Lemma and (B.2), we get
sup
t∈[0,T ]
‖Xε(t)‖2H +
∫ T
0
‖Xε(t)‖2V dt
≤ CN
(
‖u0‖2H +
∫ T
0
‖f(s)‖2V′ ds+ 1 + sup
t∈[0,T ]
|J1(t)|+ J2(T )
)
. (4.43)
For supt∈[0,T ] |J1(t)|, the Burkholder-Davis-Gundy inequality, see e.g. Theorem 23.12 in [38],
implies that
E
(
sup
t∈[0,T ]
|J1(t)|
)
≤ CεE
(∫ T
0
∫
Z
‖Xε(s−)‖2H‖G(Xε(s−), z)‖2HN ε
−1ϕ(dz, ds)
)1/2
≤ ε1/2E
(
sup
t∈[0,T ]
‖Xε(t)‖2H
)
+ Cε1/2E
(∫ T
0
(1 + ‖Xε(s)‖2H)
∫
Z
L23(z)ϕ(s, z)ν(dz) ds
)
≤ CNε1/2E
(
sup
t∈[0,T ]
‖Xε(t)‖2H
)
+ CNε
1/2. (4.44)
To deduce the above last inequality, we used a fact, see (3.3) in [19, Lemma 3.4], that
Ci,N := sup
k∈SN
∫ T
0
∫
Z
L2i (z)(k(s, z) + 1)ν(dz) ds <∞, i = 1, 2, 3. (4.45)
Similarly to (4.44), we get
E
(
|J2(T )|
)
≤ CNε+ CNεE
(
sup
t∈[0,T ]
‖Xε(t)‖2H
)
. (4.46)
Putting (4.44) (4.46) into (4.43), and then choosing εN > 0 small enough, we get (4.40).
Using same arguments as proving (4.67) in [56], we infer (4.41).
Therefore, the proof of Lemma 4.4 is complete.
Let us define a stopping time τε,M by
4
τε,M := inf{t ≥ 0 : sup
s∈[0,t]
‖Xε(s)‖2H +
∫ t
0
‖Xε(s)‖2V ds ≥M}, M > 0. (4.47)
We use the convention here that inf ∅ = T .
Before we continue with our estimates let us formulate the following simple but useful
corollary from the previous result and the Chebyshev inequality.
4In fact, this stopping time depends on Xε so on ε and ϕ. Hence it should rather be denoted τXε,M or
τϕ,ε,M . Since these two look a bit cumbersome we have decided not to use them. In the same vein, X
ε
should rather be denoted by Xε,ϕ but we have decided to use the simpler notation.
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Corollary 4.1. In the framework above, we have
Q
(
τε,M < T
) ≤ CN
M
, M > 0,
Q
(‖Xε‖2Wα,2([0,T ],V′) ≥ R2) ≤ Cα,NR2 , R,M > 0.
(4.48)
We have
Lemma 4.5. For all N ∈ N and M > 0 there exist constants CN,M > 0 and εN,M ∈ (0, 1]
such that for every process ϕ ∈ U N and every ε ∈ (0, εN,M ], the process Xε defined by (4.37)
satisfies
sup
ε∈(0,εN,M )
E
(
sup
t∈[0,T ]
‖Xε(t ∧ τε,M)‖2V +
∫ t∧τε,M
0
‖Xε(s)‖2D(A) ds
))
=: CN,M . (4.49)
Before we continue with our estimates let us formulate the following simple but useful
corollary from the previous result and the Chebyshev inequality.
Corollary 4.2. In the framework above, we have
Q
(
τε,M ≥ T, sup
t∈[0,T ]
‖Xε(t)‖2V +
∫ T
0
‖Xε(s))‖2D(A) ds ≥ R2
) ≤ CN,M
R2
, M,R > 0. (4.50)
Proof. It is enough to notice that τε,M ≥ T iff T ∧ τε,M = T . Thus, if τε,M ≥ T then
t ∧ τε,M = t for all t ∈ [0, T ].
Proof of Lemma 4.5. We argue as in the proof of Lemma 7.3 in [16].
By the Itoˆ formula(see e.g. [33] and/or [12]) and Lemma 2.1, we have, for all t ∈ [0, T ],
‖Xε(t ∧ τε,M)‖2V + 2
∫ t∧τε,M
0
‖Xε(s)‖2D(A) ds
= ‖u0‖2V − 2
∫ t∧τε,M
0
〈B(Xε(s)),AXε(s)〉H ds+ 2
∫ t∧τε,M
0
〈f(s),AXε(s)〉H ds
+ 2
∫ t∧τε,M
0
∫
Z
〈G(Xε(s), z), Xε(s)〉V(ϕ(s, z)− 1)ν(dz) ds
+ 2ε
∫ t∧τε,M
0
∫
Z
〈G(Xε(s−), z), Xε(s−)〉VN˜ ε−1ϕ(dz, ds)
+ ε2
∫ t∧τε,M
0
∫
Z
‖G(Xε(s−), z)‖2VN ε
−1ϕ(dz, ds)
≤ ‖u0‖2V +
∫ t∧τε,M
0
‖Xε(s)‖2D(A) ds+ C
∫ t∧τε,M
0
‖Xε(s)‖4V‖Xε(s)‖2H ds
+ 2
∫ t∧τε,M
0
‖f(s)‖2H ds
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+ 2
∫ t∧τε,M
0
(1 + 2‖Xε(s)‖2V)
∫
Z
L2(z)|ϕ(s, z)− 1|ν(dz) ds
+ 2ε
∫ t∧τε,M
0
∫
Z
〈G(Xε(s−), z), Xε(s−)〉VN˜ ε−1ϕ(dz, ds)
+ ε2
∫ t∧τε,M
0
∫
Z
‖G(Xε(s−), z)‖2VN ε
−1ϕ(dz, ds). (4.51)
Set,
J1(t) := 2ε
∫ t
0
∫
Z
〈G(Xε(s−), z), Xε(s−)〉VN˜ ε−1ϕ(dz, ds),
J2(t) := ε
2
∫ t
0
∫
Z
‖G(Xε(s−), z)‖2VN ε
−1ϕ(dz, ds),
t ∈ [0, T ].
Hence, by (B.2),
‖Xε(t ∧ τε,M)‖2V +
∫ t∧τε,M
0
‖Xε(s)‖2D(A) ds
≤ ‖u0‖2V + 2
∫ t∧τε,M
0
‖f(s)‖2H ds+ sup
t∈[0,T ]
|J1(t ∧ τε,M)|+ J2(t ∧ τε,M) + CN
+
∫ t∧τε,M
0
‖Xε(s)‖2V
(
C‖Xε(s)‖2V‖Xε(s)‖2H + 4
∫
Z
L2(z)|ϕ(s, z)− 1|ν(dz)
)
ds, t ∈ [0, T ].
By (B.2) again and the definition of τε,M , the Gronwall Lemma implies that
sup
t∈[0,T ]
‖Xε(t ∧ τε,M)‖2V +
∫ t∧τε,M
0
‖Xε(s)‖2D(A) ds
≤ eM2+CN
(
‖u0‖2V + 2
∫ T
0
‖f(s)‖2H ds+ sup
t∈[0,T ]
|J1(t ∧ τε,M)|+ J2(t ∧ τε,M) + CN
)
, t ∈ [0, T ].
Similar to (4.44) and (4.46), we can get
E
(
sup
t∈[0,T ]
|J1(t ∧ τε,M)|
)
≤ CNε1/2E
(
sup
t∈[0,T ]
‖Xε(t ∧ τε,M)‖2V
)
+ CNε
1/2, (4.52)
and
E
(
|J2(T ∧ τε,M)|
)
≤ CNε+ CNεE
(
sup
t∈[0,T ]
‖Xε(t ∧ τε,M)‖2V
)
. (4.53)
Putting (4.52) (4.53) into (4.52), and then choosing εN,M > 0 small enough, we get (4.49).
We have
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Lemma 4.6. For every N ∈ N, for any fixed subsequence {εk}k∈N such that εk → 0, for
every U N -valued sequence ϕεk , the laws of the sequence {Xεk}k∈N are tight on the Hilbert
space L2([0, T ], V ).
Proof. Assume that N ∈ N. Let us take and fix a number η > 0. Let us choose M > 0 such
that
CN
M
<
η
2
,
where CN is the constant appearing in Lemma 4.4. Let εN and εN,M be as in Lemmata 4.4
and 4.5.
Without loss of generality we can assume that εk ∈ (0, εN ∧ εN,M) for all k ∈ N.
Let us choose and fix an auxiliary number α ∈ (0, 1/2). Since the imbedding D(A) ⊂ V
is compact, by [32, Theorem 2.1] the embedding
Λ = L2([0, T ],D(A)) ∩W α,2([0, T ],V′) →֒ L2([0, T ],V)
is also compact. Denote
‖g‖2Λ =
∫ T
0
‖g(t)‖2D(A) dt+ ‖g‖2Wα,2([0,T ],V′), g ∈ Λ.
Let us choose R > 0 such that
2CN,M + 2Cα,N
R2
>
η
2
,
were the constants Cα,N and CN,M appear in Lemmata 4.4 and 4.5.
Since the set
KR = {g ∈ Λ, ‖g‖Λ ≤ R}
is relatively compact in L2([0, T ],V) it is sufficient to show that
Q(Xεk 6∈ KR) < η, for all k.
For this aim, by Lemma 4.4 and Corollaries 4.1 and 4.2 , we infer that
Q(Xεk 6∈ KR) ≤ Q(τεk,M < T ) +Q
(
(τεk,M ≥ T ) ∩ (Xεk 6∈ KR)
)
≤ CN
M
+
2CN,M + 2Cα,N
R2
< η.
The proof is complete.
Using similar arguments as proving [56, Lemma 4.5], we get also prove
Lemma 4.7. There exists ̺ > 1 such that for every N ∈ N, for any fixed subsequence
{εk}k∈N such that εk → 0, for every U N -valued sequence ϕεk , the laws of the sequence
{Xεk}k∈N are tight on the Skorokhod space D([0, T ],D(A−̺)).
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Let consider a family ϕε, ε ∈ (0, 1], of U N -valued, for some fixed N ∈ N, processes.
For each ε let Y ε be the unique solution of the following (auxiliary) stochastic Langevin
equation:
Y ε(t) =
∫ t
0
AY ε(s) ds+ ε
∫ t
0
∫
Z
G(Xε(s−), z)N˜ ε−1ϕε(dz, ds).
We have
Lemma 4.8. In the above framework, if η > 0, then
lim
ε→0
Q
(
sup
t∈[0,T ]
‖Y ε(t)‖2V +
∫ T
0
‖Y ε(s)‖2D(A) ds ≥ η
)
= 0. (4.54)
Proof. Let us fix η > 0. Suppose that we have proved that for every M > 0
E
(
sup
t∈[0,T ]
‖Y ε(t)‖2V +
∫ T∧τε,M
0
‖Y ε(s)‖2D(A) ds
)
≤ εCNCN,M , ε ∈ (0, εN,M), (4.55)
where is the stopping time defined in (4.47) and CN,M and εN,M appeared in 4.5.
Then we can conclude the proof of the Lemma as follows.
First we set
Λη :=
{
ω ∈ Ω : sup
t∈[0,T ]
‖Y ε(t)‖2V +
∫ T
0
‖Y ε(s)‖2D(A) ds ≥ η
}
.
Hence, by Lemma 4.4 and (4.55), we infer that for all M > 0, ε ∈ (0, εN,M)
Q(Λη) ≤ Q(τε,M < T ) +Q
(
(τε,M ≥ T ) ∩ Λη
)
≤ CN
M
+
εCNCN,M
η
.
which by a standard argument implies (4.54).
Thus we only have to show inequality (4.55). Let us fix M > 0. By the Itoˆ formula, see
e.g. [33] and/or [12],
‖Y ε(t)‖2V + 2
∫ t
0
‖Y ε(s)‖2D(A) ds
= 2ε
∫ t
0
∫
Z
〈G(Xε(s−), z), Y ε(s−)〉VN˜ ε−1ϕε(dz, ds)
+ ε2
∫ t
0
∫
Z
‖G(Xε(s−), z)‖2VN ε
−1ϕε(dz, ds).
By Assumption 3.1 and (4.45),
ε2E
( ∫ T∧τε,M
0
∫
Z
‖G(Xε(s−), z)‖2VN ε
−1ϕε(dz, ds)
)
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≤ εE
(∫ T∧τε,M
0
∫
Z
‖G(Xε(s), z)‖2Vϕε(s, z)ν(dz) ds
)
≤ 2εE
(∫ T∧τε,M
0
∫
Z
(1 + ‖Xε(s)‖2V)L22(z)ϕε(s, z)ν(dz) ds
)
≤ εCNE
(
sup
t∈[0,T ]
‖Xε(t)‖2V
)
+ εCN .
Applying the Burkholder-Davis-Gundy inequality (see e.g. Theorem 23.12 in [38]) and (4.45)
again,
2εE
(
sup
t∈[0,T ]
∣∣∣ ∫ t
0
∫
Z
〈G(Xε(s−), z), Y ε(s−)〉VN˜ ε−1ϕ(dz, ds)
∣∣∣)
≤ εCE
(∣∣∣ ∫ T∧τε,M
0
∫
Z
‖G(Xε(s−), z)‖2V‖Y ε(s−)‖2VN ε
−1ϕ(dz, ds)
∣∣∣1/2)
≤ 1
2
E
(
sup
t∈[0,T ]
‖Y ε(t)‖2V
)
+ εCE
(∫ T∧τε,M
0
∫
Z
‖G(Xε(s), z)‖2Vϕ(s, z)ν(dz) ds
)
≤ 1
2
E
(
sup
t∈[0,T ]
‖Y ε(t)‖2V
)
+ εCNE
(
sup
t∈[0,T ]
‖Xε(t)‖2V
)
+ εCN .
Combining the above three estimates and Lemma 4.5, we deduce inequality (4.55).
The proof is complete.
4.3 Conclusion of the proof of Claim-LDP-2
We are now in the position to give the proof of Claim-LDP-2 formulated the proof of
Theorem 3.1. That is we will prove the following result.
Proposition 4.1. Let ϕεn, ϕ ∈ U N be such that ϕεn converges in law to ϕ as εn → 0. Then
the sequence of processes
G
ǫn(εnN
εn−1ϕεn )
converges in law on ΥVT to a process
G
0(ϕ).
Proof of Proposition 4.1. Let us take and fix a natural number N , a sequence εn such that
εn → 0 and a U N -valued sequence
{
ϕεn
}
n∈N, such that ϕεn converges in law to ϕ for some
ϕ ∈ U N .
By Lemma 4.3, the process
Xεn := G ǫn(εnN
εn−1ϕεn )
is the unique solution of problem (4.34) with ε and ϕ replaced by εn and ϕεn respectively.
By Lemmas 4.6, 4.7 and 4.8,
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(1) the laws of the processes {Xεn}n∈N are tight onn L2([0, T ],V) ∩D([0, T ],D(A−̺)),
(2) {Y εn}n∈N converges in probability to 0 in ΥVT .
Set
Γ =
[
L2([0, T ],V) ∩D([0, T ],D(A−̺))
]
⊗ΥVT ⊗ SN .
Let (X, 0, ϕ) be any limit point of the tight family {(Xεn, Y εn , ϕεn), n ∈ N}. By the
Skorokhod representation theorem, there exists a stochastic basis (Ω1,F1,P1) and, on this
basis, Γ-valued random variables (X1, 0, ϕ1), (X
n
1 , Y
n
1 , ϕ
n
1), n ∈ N such that
(a) (X1, 0, ϕ1) has the same law as (X, 0, ϕ),
(b) for any n ∈ N, (Xn1 , Y n1 , ϕn1) has the same law as (Xεn, Y εn, ϕεn),
(c) limn→∞(Xn1 , Y
n
1 , ϕ
n
1 ) = (X1, 0, ϕ1) in Γ, P
1-a.s..
From the equation satisfied by (Xεn, Y εn, ϕεn), we see that (X
n
1 , Y
n
1 , ϕ
n
1 ) satisfies
Xn1 (t) − Y n1 (t)
= u0 −
∫ t
0
A(Xn1 (s)− Y n1 (s)) ds−
∫ t
0
B(Xn1 (s)) ds+
∫ t
0
f(s) ds
+
∫ t
0
∫
Z
G(Xn1 (s), z)(ϕ
n
1 (s, z)− 1)ν(dz) ds, t ∈ [0, T ].
Hence, by deterministic results and (b) we infer that
P1
(
Xn1 − Y n1 ∈ C([0, T ],V) ∩ L2([0, T ],D(A))
)
= Q
(
Xεn − Y εn ∈ C([0, T ],V) ∩ L2([0, T ],D(A))
)
= 1.
Since
lim
n→0
(
sup
t∈[0,T ]
‖Y n1 (t)‖2V +
∫ T
0
‖Y n1 (s)‖2D(A) ds
)
= 0, P1-a.s., (4.56)
applying similar arguments in the proof of Proposition 3.3, we can show that (X1, ϕ1) satisfies
that
X1(t) = u0 −
∫ t
0
AX1(s) ds−
∫ t
0
B(X1(s)) ds+
∫ t
0
f(s) ds
+
∫ t
0
∫
Z
G(X1(s), z)(ϕ1(s, z)− 1)ν(dz) ds.
The maximal regularity property of the solutions to the deterministic 2-D Navier-Stokes
equations, compare with Lemma B.1, imply that P1-a.s.,
X1 ∈ C([0, T ],V) ∩ L2([0, T ],D(A)).
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By (4.56) and (c), using similar arguments as the proof of (3.33), we can get
lim
n→0
(
sup
t∈[0,T ]
‖Xn1 (t)−X1(t)‖2V +
∫ T
0
‖Xn1 (s)−X1(s)‖2D(A) ds
)
= 0, P1-a.s..
Hence, by (3.15) the definition of G 0,
Xεn converges in law to G 0(ϕ),
which implies the desired result.
The proof of Proposition 4.1 is complete.
A Poisson random measures
Let us recall the following definition which is taken from [35, Definition I.8.1], see also [12].
Definition A.1. A time-homogeneous Poisson random measure on Y = Z × [0,∞) (i.e. a
Poisson random measure on YT = [0, T ] × Z × [0,∞)) over probability space (Ω¯,G ,G,Q)
with the intensity measure Leb[0,T ] ⊗ ν ⊗ Leb[0,∞), is a measurable function
η : (Ω¯,G )→ M (YT ) = MT
satisfying the following conditions
1. for each U ∈ B([0, T ])⊗B(Y ), η(U) := iU ◦ η : Ω¯→ N is a Poisson random variable
with parameter5 Eη(U);
2. η is independently scattered, i.e., if the sets Uj ∈ B([0, T ])⊗B(Y ), j = 1, · · · , n are
pairwise disjoint, then the random variables η(Uj), j = 1, · · · , n are pairwise indepen-
dent;
3. for all U ∈ B(Y ) and I ∈ B([0, T ]),
E
[
η(I × U)] = (Leb[0,T ] ⊗ ν ⊗ Leb[0,∞))(I × U) = Leb[0,T ](I)(ν ⊗ Leb[0,∞))(U);
4. for each U ∈ B(Y ), the N-valued process
(0,∞)× Ω ∋ (t, ω) 7→ η(ω)(U × (0, t])
is G-adapted and its increments are independent of the past, i.e., the increment between
times t and s, t > s > 0, are independent form the σ-field Gs.
Similarly we have
5If Eη(U) =∞, then obviously η(U) =∞ a.s..
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Definition A.2. A time-homogeneous Poisson random measure on Z (or Poisson random
measure on ZT = [0, T ]× Z) over probability space (Ω¯,G ,G,Q) with the intensity measure
Leb[0,T ] ⊗ ν, is a measurable function
η : (Ω¯,G )→ M (ZT ) =MT
satisfying the following conditions
1. for each U ∈ B([0, T ])⊗B(Z), η(U) := iU ◦ η : Ω¯→ N is a Poisson random variable
with parameter Eη(U);
2. η is independently scattered, i.e., if the sets Uj ∈ B([0, T ])⊗B(Z), j = 1, · · · , n are
pairwise disjoint, then the random variables η(Uj), j = 1, · · · , n are pairwise indepen-
dent;
3. for all U ∈ B(Z) and I ∈ B([0, T ]),
E
[
η(I × U)] = (Leb[0,T ] ⊗ ν)(I × U) = Leb[0,T ](I)ν(U);
4. for each U ∈ B(Z), the N-valued process
(0,∞)× Ω ∋ (t, ω) 7→ η(ω)(U × (0, t])
is G-adapted and its increments are independent of the past, i.e., the increment between
times t and s, t > s > 0, are independent form the σ-field Gs.
B Proof of Lemma 3.1
This section is devoted to the proof of Lemma 3.1 which, for the convenience of the reader,
we write down again.
Lemma B.1. Assume that N ∈ N. Then for all u0 ∈ V, f ∈ L2([0, T ], H), g ∈ SN , there
exists a unique solution ug ∈ C([0, T ],V) ∩ L2([0, T ],D(A)) of problem (3.10). Moreover,
for any ρ > 0 and R > 0 there exists a positive constant CN = CN,ρ,R such that for every
g ∈ SN and all u0 ∈ V and f ∈ L2([0, T ], H), such that ‖u0‖V ≤ ρ and |f |L2([0,T ];H) ≤ R, the
following estimate is satisfied
sup
t∈[0,T ]
‖ug(t)‖2V +
∫ T
0
‖ug(t)‖2D(A) dt ≤ CN . (B.1)
Proof of Lemma 3.1. Let us choose and fix N ∈ N, u0 ∈ V, f ∈ L2([0, T ], H) and g ∈ SN .
Define an auxiliary function
F (t, y) :=
∫
Z
G(y, z)(g(t, z)− 1)ν(dz), t ∈ [0, T ], z ∈ Z.
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By Assumption 3.1,
‖F (t, y1)− F (t, y2)‖V ≤
∫
Z
L1(z)|g(t, z)− 1|ν(dz)‖y1 − y2‖V,
‖F (t, y)‖V ≤
∫
Z
L2(z)|g(t, z)− 1|ν(dz)(1 + ‖y‖V),
and
‖F (t, y)‖H ≤
∫
Z
L3(z)|g(t, z)− 1|ν(dz)(1 + ‖y‖H).
Let us notice that by Lemma 3.4 in [19]
C1,N := max
i=1,2,3
sup
g∈SN
∫ T
0
∫
Z
Li(z)|g(t, z)− 1|ν(dz) dt <∞. (B.2)
Combining the above four inequalities, by using a similar argument as in Theorem 2.2, we
can deduce that there exists a unique solution ug ∈ C([0, T ],V)∩L2([0, T ],D(A)) of equation
(3.10).
Now we are ready to prove (B.1). We begin with a priori estimates in H.
By Assumption 3.1 and [50, Lemma III.1.2] in the space H we have
‖ug(t)‖2H + 2
∫ t
0
‖ug(s)‖2V ds
= ‖u0‖2H + 2
∫ t
0
〈f(s), ug(s)〉H ds
+2
∫ t
0
∫
Z
〈G(ug(s), z), ug(s)〉H(g(s, z)− 1)ν(dz) ds
≤ ‖u0‖2H +
∫ t
0
‖ug(s)‖2V ds+
∫ t
0
‖f(s)‖2V′ ds
+2
∫ t
0
(1 + 2‖ug(s)‖2H)
∫
Z
L3(z)|g(s, z)− 1|ν(dz) ds.
Hence
‖ug(t)‖2H +
∫ t
0
‖ug(s)‖2V ds
≤ ‖u0‖2H +
∫ T
0
‖f(s)‖2V′ ds+ 2
∫ T
0
∫
Z
L3(z)|g(s, z)− 1|ν(dz) ds
+4
∫ t
0
‖ug(s)‖2H
∫
Z
L3(z)|g(s, z)− 1|ν(dz) ds. (B.3)
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By the Gronwall Lemma,
sup
t∈[0,T ]
‖ug(t)‖2H +
∫ T
0
‖ug(t)‖2V dt
≤
(
‖u0‖2H +
∫ T
0
‖f(s)‖2V′ ds+ 2
∫ T
0
∫
Z
L3(z)|g(s, z)− 1|ν(dz) ds
)
·e4
∫ T
0
∫
Z L3(z)|g(s,z)−1|ν(dz) ds.
Applying (B.2), we get
sup
g∈SN
(
sup
t∈[0,T ]
‖ug(t)‖2H +
∫ T
0
‖ug(t)‖2V dt
)
≤ KN,H <∞. (B.4)
On the other hand, by Assumption 3.1 and [50, Lemma III.1.2] in the space V we have
‖ug(t)‖2V + 2
∫ t
0
‖ug(s)‖2D(A) ds
= ‖u0‖2V + 2
∫ t
0
〈B(ug(s)),Aug(s)〉H ds+ 2
∫ t
0
〈f(s),Aug(s)〉H ds
+2
∫ t
0
∫
Z
〈G(ug(s), z), ug(s)〉V(g(s, z)− 1)ν(dz)ds
≤ ‖u0‖2V +
∫ t
0
‖ug(s)‖2D(A) ds+ C
∫ t
0
‖ug(s)‖4V‖ug(s)‖2H ds+ 2
∫ t
0
‖f(s)‖2H ds
+2
∫ t
0
(1 + 2‖ug(s)‖2V)
∫
Z
L2(z)|g(s, z)− 1|ν(dz) ds. (B.5)
Hence
‖ug(t)‖2V +
∫ t
0
‖ug(s)‖2D(A) ds
≤ ‖u0‖2V + 2
∫ T
0
‖f(s)‖2H ds+ 2
∫ T
0
∫
Z
L2(z)|g(s, z)− 1|ν(dz) ds
+
∫ t
0
‖ug(s)‖2V
(
C‖ug(s)‖2V‖ug(s)‖2H + 4
∫
Z
L2(z)|g(s, z)− 1|ν(dz)
)
ds.
By the Gronwall Lemma,
sup
t∈[0,T ]
‖ug(t)‖2V +
∫ T
0
‖ug(s)‖2D(A) ds
≤
(
‖u0‖2V + 2
∫ T
0
‖f(s)‖2H ds+ 2
∫ T
0
∫
Z
L2(z)|g(s, z)− 1|ν(dz) ds
)
·eC
∫ T
0 ‖ug(s)‖2V‖ug(s)‖2H ds+4
∫ T
0
∫
Z L2(z)|g(s,z)−1|ν(dz) ds.
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Then (B.2) and (B.4) imply that
sup
g∈SN
(
sup
t∈[0,T ]
‖ug(t)‖2V +
∫ T
0
‖ug(s)‖2D(A) ds
)
≤ KN,V <∞.
This completes the proof of Lemma 3.1
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