We present a general framework for reconstructing binary images with disjoint components from the horizontal and vertical projections. We develop a backtracking algorithm that works for binary images having components from an arbitrary class. Thus, a priori knowledge about the components of the image to be reconstructed can be incorporated into the reconstruction process. In addition, we show how to extend the algorithm to obtain a branch-and-bound scheme useful to reconstruct images satisfying some further properties (for example similarity to a model image) as much as possible. Experimental results are also presented.
Introduction
Computerized tomography (CT) is an imaging procedure to obtain density information about the interior of an object from their projections without damaging or destroying the object itself. The reconstruction is often done slice-by-slice, i.e., 2D reconstructed slices are integrated together to form a 3D model of the object. Usually several hundreds of projections are needed to gain a satisfactory reconstruction of a single 2D slice. 1 However, in some applications there is often a practical limitation that only a few (usually at most about 10) projections of the object can be made. Classical reconstruction methods of CT are hardly applicable in such cases. For example, in electron microscopy, even 3-4 electron-beams transmitted through the specimen may modify the investigated macromolecule or crystalline, thus preventing to acquire further projections from the original structure. 2, 3 In angiography, the contrast agent injected (or inhaled) into the human organs can be present just for a very short time therefore there is a chance to obtain just a few projections. 4, 5 Finally, in neutron-tomography applied for non-destructive testing, the acquisition of projections can be very expensive which again causes that the number of available projections is very small. 6 Fortunately, in those applications it is often known beforehand that the reconstructed image should contain only a small number of known grey-intensity values. Discrete tomography (DT) investigates how this prior knowledge can be exploited to eliminate the problems arising from using a small number of available projections. 7, 8 Binary tomography (BT) arises as a special case of DT, where the task is to reconstruct a binary image, and it has its own mathematical background.
Due to the small number of available projections, the reconstruction in BT is usually very underdetermined. Thus, additional knowledge is needed to avoid intractability and reduce the number of possible solutions. The aim of this paper is to present a general framework for reconstructing binary images from just two projections. The prior assumption we use this time is that the image to be reconstructed should consist of disjoint components. This paper is structured as follows. The necessary definitions are given in Sect. 2. Section 3 describes the reconstruction framework. In Sect. 4 we give experimental results. In Sect. 5 we show how the general framework can be improved to obtain a branch-and-bound technique in order to get faster and more accurate reconstructions. Especially, we will focus on the reconstruction when the approximate shape of the image is known beforehand. Finally, in Sect. 6 we summarize our experiences.
Preliminaries
A binary image will be considered as a set of unitary cells centered on the 2D integer lattice. It also can be represented in a uniquely determined way by a binary matrix F of a minimal size m × n or by a discrete setF = {(i, j) ∈ Z 2 | f ij = 1} of the non-zero positions of F as well. Figure 1 shows a binary image represented by the discrete setF = {(1, 4), (2, 2) , (2, 3) , (2, 4) , (2, 5) , (3, 2) , (4, 1) , (4, 2) , (4, 3), (5, 1), (5, 2), (5, 3), (5, 4)}. In the followings we will simply use the notation F for the binary image, and the corresponding binary matrix and discrete set, too. To avoid confusion we mention here that on the size of the binary image we mean the size of the binary matrix (i.e. not the elements of the corresponding discrete set) and the positions of the minimal bounding rectangle of the binary image will be marked by the corresponding matrix positions. That is, the top-left position is marked by (1, 1) . The horizontal and vertical projections of a binary image F are the vectors H(F ) = (h 1 , . . . , h m ), and V(F ) = (v 1 , . . . , v n ), respectively, where
Discrete Tomographic Reconstruction of Binary Images 3 Fig. 1 . A binary image of size 5 × 6 (left) and its matrix representation (right). For example, the binary image F in Fig. 1 has the horizontal and vertical projections H(F ) = (1, 4, 1, 3, 4), and V(F ) = (2, 4, 2, 2, 2, 1), respectively. In the rest of the paper (without loosing generality) we always assume that none of the projections' coordinates are equal to 0. In the reconstruction two vectors, H and V are given and the task is to construct a binary image such that H(F ) = H and V(F ) = V . The first method to solve this problem was published in Ref. 9 where it was also shown that the number of solutions of the same reconstruction task can be extremely large. To reduce the number of possible solutions of this task we are usually interested in reconstructing images belonging to a certain class of shapes defined by some geometrical properties like connectedness or convexity. 10, 11, 12, 13, 14, 15, 16, 17 Two positions P = (p 1 , p 2 ) and Q = (q 1 , q 2 ) in a binary image are said to be 4-adjacent if |p 1 − q 1 | + |p 2 − q 2 | = 1. A binary image F is 4-connected (with an other term polyomino) if for any two points P, Q ∈ F there is a sequence of distinct positions P 0 = P, . . . , P k = Q of F such that P l is 4-adjacent to P l−1 , for each l = 1, . . . , k. We say that the binary image F is hv-convex if all the rows and columns of F are 4-connected. An hv-convex polyomino P is called directed if the point (m, 1) belongs to P . Figure 2 shows an hv-convex directed polyomino.
A binary image can always be partitioned into maximal 4-connected images, in a uniquely determined way. Those partitions are called the components of the discrete set. Clearly, if the binary image is a polyomino then it has just one component. Let F be a binary image with k (k ≥ 1) components such that
is the minimal bounding rectangle of the l-th component of F . We say that the components of F are disjoint if for any 1 ≤ l, l ′ ≤ k the inequality l = l ′ implies that I l ∩I l ′ = ∅ and J l ∩J l ′ = ∅ (see Fig. 3 ). Note that this statement is stronger than just saying that the minimal bounding rectangles of the components are pairwisely disjoint. While in this latter case the reconstruction for certain classes of discrete sets can be extremely difficult (see, e.g. Ref. 18) , as a consequence of the above definition of disjointness the support sets of the projections can be partitioned which can facilitate the reconstruction.
The Reconstruction Framework
Some reconstruction algorithms have been already supplied for certain subclasses of binary images having disjoint components using four projections. 19, 20 Our aim is to develop a general reconstruction framework which can effectively exploit shape information of the image to be reconstructed and uses just two projections. We always will assume that the components of the image belong to a given class S of polyominoes satisfying some shape restrictions. When no prior knowledge of the components is available then we simply assume that S is the whole class of polyominoes. Basically, the method we present here is not bound by the horizontal and vertical projections, but -for the sake of technical simplicity -we will concentrate on those projections. We begin with two definitions.
If i 1 = 1 then -as special cases -we obtain the cumulated horizontal vectors of F which are used in several reconstruction algorithms. 10, 11, 12, 14 Similar definition can be given in case of the vertical projection V as well.
Definition 3.2. Let S be a class of polyominoes, H ∈ N m and V ∈ N n . We say that the intervals [i 1 
are compatible with respect to the class S (and write [i 1 
, if there exists a polyomino P ∈ S with H(P ) = (h i1 , . . . , h i2 ) and V(P ) = (v j1 , . . . , v j2 ). Now, we give necessary conditions for the compatibility of an interval-pair.
] for an arbitrary class S then the followings hold simultaneously
Then, property (a) necessarily holds. Furthermore, no coordinates of the horizontal/vertical projection of P can be greater than the width/height of the minimal bounding rectangle of P , respectively, thus properties (b) and (c) do also hold.
The following proposition offers the basis of our algorithm. Proposition 3.2. Let F be a binary image with disjoint components from the class S. Then there exists a partitioning of H(F ) into intervals I 1 , . . . , I k , a partitioning of V(F ) into intervals J 1 , . . . , J k (k ≥ 1), and a bijective mapping ϕ :
Proof. Let F be a binary image with k (k ≥ 1) disjoint components from the class S, and let
be the minimal bounding rectangle of the l-th component (l = 1, . . . , k). Then I 1 , . . . , I k gives a partitioning of H(F ), J 1 , . . . , J k gives a partitioning of V(F ), and with the bijection ϕ :
Remark 3.1. The partitionings defined in Proposition 3.2 determine the minimal bounding rectangles I i ×ϕ(I i ) (i = 1, . . . , k) of the disjoint components belonging to the class S of a binary image F ′ with H(F ′ ) = H(F ) and V(F ′ ) = V(F ). However, F ′ = F not necessarily holds, i.e. uniqueness of the solution is not always guaranteed. In particular, it is also possible that the original binary image F does not have disjoint components. and the mapping ϕ(I 1 ) = J 1 , ϕ(I 2 ) = J 2 satisfy the conditions of Proposition 3.2 since those conditions depend on the projections, exclusively.
On the basis of Proposition 3.2, to reconstruct a set with disjoint components from the class S and with the horizontal and vertical projections H and V , respectively, it is sufficient to find the proper partitionings of H and V , and the appropriate mapping between them, whenever the reconstruction in the class S can be performed from two projections. This can be achieved by a backtracking algorithm which builds a tree where each node is labeled with a list containing 4-tuples of the form
We define the classical lexicographical order ≺ over these 4-tuples. Moreover, for an arbitrary node p with the label
For the backtracking we need to define the classical tree operators Father, Brother, and Son. The Father of l 1 , l 2 , . . . , l r is nil if r = 1, otherwise it is
is the smallest element according to the ordering ≺ such that
, and
if such an element exists (otherwise the Brother points to nil). Finally, the
if such an element exists (otherwise the Son points to nil). A node p with Son(p) = nil is called leaf. Our suggested reconstruction framework takes two vectors, H ∈ N m and V ∈ N n as input, and the class S of polyominoes from which the components must arise should be also specified. We first give an outline of the algorithm.
Algorithm DisjointRec
Step 1 Find and store all compatible interval-pairs [i 1 , i 2 ] of H and [j 1 , j 2 ] of V ;
Step 2 Starting out from the first row connect interval-pairs such that (a) the rows of the intervals of H are consecutive and disjoint, and (b) the columns of the intervals of V are disjoint;
We now go into technical details on how the algorithm works. In Step interval-pairs of H and V . For each intervalpair -to prove compatibility -we first check whether the necessary conditions of Proposition 3.1 are satisfied. If so, then -as a final condition of compatibility -we try to construct a polyomino P ∈ S with the corresponding projections determined by the intervals. The time complexity of this step depends on the class S from which the components arise. For example, if S is the class of hv-convex polyominoes then an element of S of size
while in the class of hv-convex directed polyominoes the reconstruction complexity is of O(kl). 17 The compatible intervals can be stored in a lexicographical order without further computation in a 4-dimensional array in the form [i 1 , i 2 , j 1 , j 2 ]. In addition, we also store the polyominoes corresponding to the intervals as they possibly will serve as the components of the solution. Furthermore, for each i = 1, . . . , m we define a pointer to the smallest element of the array which has i as the first component. This yields fast execution of the tree operators.
In
Step 2 we explore the tree in a preorder way using the tree operators starting out from the node which has the smallest label according to the ordering ≺. We stop the search if there are no unvisited nodes left (in this case there is no solution of the given reconstruction problem) or if we find a leaf p with S H (p) = {1, . . . , m} (which corresponds to a solution). In the described form the algorithm finds just one solution of the given reconstruction problem but it can be modified in a straightforward way to find all the solutions, assuming that it is possible to reconstruct all the elements of S having the same two projections. In both cases it can happen that the tree built by our algorithm will have an exponential number of nodes causing the running time of this step to be exponential. The tree built by the algorithm and the solutions of the reconstruction task are presented in Fig. 5 . The algorithm finds a solution at node [1, 2, 1, 2], [3, 5, 3, 4] , and an other one -after the whole search tree had been scanned -at node [1, 3, 3, 4] , [4, 5, 1, 2] .
The following theorem proves the correctness of the algorithm.
Theorem 3.1. Every leaf p of the search tree built by Algorithm DisjointRec for which S H (p) = {1, . . . , m} corresponds to at least one solution of the corresponding reconstruction problem. If the reconstruction in the class S is uniquely determined from the horizontal and vertical projections then the correspondence is one-to-one.
Proof. Let p be a leaf for which S H (p) = {1, . . . , m}, and
be its label. 
Furthermore, there exists a binary image with disjoint components from the class S such that the minimal bounding rectangles of the components are [i 1r , i 2r ]×[j 1r , j 2r ] (r = 1, . . . , l). Those components are reconstructed in Step 1.
From the above points it follows that the minimal bounding rectangles of the components of the binary image corresponding to p are uniquely determined, i.e., the size of all the components and their relative positions are fixed. There might be differences at component-level, but it is possible only if two different polyominoes of S have the same projections.
Discrete tomographic reconstruction plays an important role in certain data compression and data security tasks, too (see, e.g. Ref. 21 and the references given there). As a direct consequence of Theorem 3.1 we obtain a result for the compact representation of some binary images having disjoint components.
Corollary 3.1. Let F be a binary image of size n × n having disjoint components which are uniquely reconstructible from their projections in the class S in O(f (n)) time. Then F can be represented in a compressed form on O( log n n ) bits and the decompression time is O(f (n)).
Proof. The size of the original binary image F is of n × n therefore n 2 bits are needed to describe all its elements directly. If the components are uniquely reconstructible from their horizontal and vertical projections then, on the basis of Theorem 3.1 the image itself is uniquely determined by the minimal bounding rectangles of its components and the horizontal and vertical projections. The components are disjoint therefore there are at most n of them. The collection of the minimal bounding rectangles of the components can be represented, say, by the bottom left corners of each rectangle. For this we need O(n log n) bits. Finally, the horizontal and vertical projections can be stored on 2n log n bits. Thus the first statement follows. If the minimal bounding rectangles are known then the task of the decomposition is simply to reconstruct the components in the corresponding parts of the image, which takes O(f (n)) time.
Recall that for hv-convex polyominoes f (n) = n 4 while for hv-convex directed polyominoes f (n) = n 2 .
Experimental Results
In order to test the effectiveness of our algorithm we conducted two experiments. In the first one, we designed 20 collections of binary images with disjoint components. The components always arose from the class of hv-convex directed polyominoes. We decided to choose this class since its elements are uniquely determined by the horizontal and vertical projections 22 , and they can be reconstructed from those projections in O(mn) time. 17 Thus, it was possible to find not just one, but all the solutions of a given reconstruction problem. Each collection consisted of 100 binary images having the same size (20 × 20, 40 × 40, 60 × 60, 80 × 80, and 100 × 100) and a fixed number (2, 3, 4, and 5) of disjoint components (see Fig. 6 for an example). So in total we had 5 · 4 = 20 collections and 20 · 100 = 2000 images. The images of each collection were chosen from uniform random distributions by applying the method described in Ref. 23 . The programs were written in C++ and the tests were performed on an Intel Pentium 4 CPU with 3.2 GHz and 1GB RAM under Debian/GNULinux (kernel 2.6.17.13).
The first two columns of Table 1 represent the size and the number of components of the binary test images. The remaining columns show the average number of solutions (third column), and the running times of finding the first (fourth column) and all solutions (fifth column) in seconds rounded to four digits. From this table we can observe that if the set is of moderate size and it consists of just a few components then our algorithm finds the solution quite fast. Moreover, the average number of solutions is close to 1 in almost all studied cases, i.e., the reconstruction is usually uniquely determined. In addition, finding all solutions of the given reconstruction task usually does not take much more time than just finding one solution. The explanation of this can be that the most amount of the execution time is due to the preprocessing step of the algorithm. It becomes even more evident if we take a closer look at the average depth and the number of nodes (both rounded to two digits) of the search tree built for the several collections of the images (sixth and seventh column of Table 1 , respectively). Unfortunately, the running time of our algorithm (mostly due to the preprocessing step) grows rapidly as the number of components and/or the size of the image increases (see also Fig. 7) .
In our second experiment we tested the performance of our algorithm on more complex images having 8, 9, and 10 components. We used here 6 collections of 100-100 images. For each collection, the size of the images and the number of their components are presented in the first and second column of Table 2 , respectively. In this test we set a time limit of 30 seconds for the reconstruction. The third column of Table 2 reports the number of reconstructions which ran in less than 30 seconds out of the 100 images of the given collection. The remaining columns show the average number of solutions, and the reconstruction times for finding one, and all solutions, from left to right, respectively, omitting the cases where the reconstruction have not been finished in 30 seconds. From Table 2 we can again deduce that the reconstruction of more complex sets (i.e. sets with more components) takes more time and gives usually more ambiguous solutions.
Pruning with Shape Information
There are two main drawbacks of the algorithm. First, for more complex images the running time increases. On the other hand, the reconstruction task is often very underdetermined due to small number of projections, and thus many (very different) images with the same two projections may exist. Fortunately, it is easy to incorporate some further knowledge into the framework. Obviously, such information yields an improvement on the accuracy. In the same time, with an effective pruning of the search tree the reconstruction can be speeded up, too. Table 3 presents the results obtained on the same data sets as in our second experiment but pruning the search tree with the prior information that the set consists of more than 7, and less than 11 components. For an extreme example, in the second experiment we found an image of size 80 × 80 having 10 components for whose projections 16204 (!) different images could be reconstructed, all having the same projections. By using the information that the set has 8-10 components the number of solutions could be reduced to 748. While the additional information usually also had a positive effect on the running time for finding the first solution, it can occur that finding a solution that satisfies more constraints can take more time (see again Table 2 for a comparison, as well). The approximate number of components is just a simple knowledge that can be useful in the reconstruction. In the followings we describe in more general how information about the shape of the expected image may facilitate the reconstruction. We will outline a branch-and-bound algorithm to find the solution (or solutions) that optimally fits the prior information. We here only will consider maximization problems (minimization problems can be treated in the same way by multiplying the objective function by -1). Assume that we want to find the binary image with disjoint components that has the given horizontal and vertical projections and satisfies some additional shape priors as much as possible. For the sake of convenience we introduce the following notations. Let D denote the class of binary images with disjoint components and f : D → R + 0 be the image function that assigns a nonnegative real number to each binary image representing how much a given image satisfies the shape priors. For the pruning we introduce the function Φ which assigns a positive real value to each node of the search tree built by Algorithm DisjointRec. Denoting the set of tree nodes by T the function Φ : T → R + 0 has to satisfy the following criteria:
(α) for every inner node t ∈ T and an arbitrary node s in the subtree rooted by t f (s) ≤ Φ(t), and (β) if t is a leaf corresponding to a solution then Φ(t) = f (t) .
In this way Φ defines an upper bound on f . In addition, we globally store the best solution (i.e. a solution with the maximal value f max of f ) found so far (initially f max is set to be zero). If Φ(t) < f max for an actual node t then the subtree rooted by t can not contain solutions for which the function f can take greater value than f max , therefore this subtree can be pruned.
A wide range of shape descriptors can be used in this framework, possibly in combination as well. We concentrate here on one important application of this approach. In several practical reconstruction tasks there is a natural information that the consecutive slides do not differ from each others (recall that 3D reconstruction is often done slice-by-slice). Then, a previously reconstructed slice can be regarded as a model for the reconstruction of the forthcoming one (this is the case for example in biplane-angiography). The same situation occurs when a blueprint image is available in applications of non-destructive testing. Although the reconstruction of a binary image from two projections that has the most common black pixels with a given image is a well-known polynomial-time problem 24 , the task becomes difficult if additional constraints are also present. Therefore we will study this problem in more detail. Our aim is to find a binary image with disjoint components which has the maximal number of common black pixels with a given model image (which itself not necessarily has disjoint components and/or not even the same projections as the binary image we are searching for). The similarity of the reconstructed image R and the model image M will therefore be defined by
Now, let t ∈ T be a node of the search tree built by Algorithm ] and let R be the binary image corresponding to t. Define Φ M (R) = 0 if t is the root of the tree (i.e., the corresponding binary image is empty) and otherwise by
where
The following lemma shows that the functions defined by (8) and (9) can be used to correctly prune the tree.
Lemma 5.1. The function-pair f M (R) and Φ M (R) defined by (8) and (9), respectively, satisfy properties (α) and (β).
Proof. Let t be an arbitrary node of the tree and R be the corresponding binary image. Then the set U defined by (10) covers exactly the rows and the columns of the components of R. We know that
In the special case when t is a leaf corresponding to a solution the set U covers all rows and columns. Then
and property (β) immediately follows. Our basic assumption is that the components of the reconstructed image have to be disjoint. Then it follows that an arbitrary image produced from R by Algorithm DisjointRec -by adding one or more components to R -can have no components in U (except those which are already present in R as well). This additionally means that for each such image the number of matching black pixels related to those of R can only increase by at most card({(i, j) | (i, j) ∈ U ∧ m ij = 1}) yielding that property (α) also holds.
Let us see on an example how the reconstruction based on a model image can reduce the search space and increase accuracy. .
The tree built by the algorithm is presented in Fig. 8 Fig. 9(a)-(g) . Now, consider that we are interested in finding the solution that is the most similar to the model image given in Fig. 9(h) . With the aid of the functions defined in (8) and (9) it is possible to prune some nodes of the search tree. Figure 10 shows the effect of the pruning. Four out of the 20 nodes do not need to be visited (the pruned branches are drawn by dashed arcs) since the upper bounds defined by the function Φ are smaller at the root of those subtrees as the value of f max assigned to the best solution found so far. The solution that fits best to the model shape is the image at node q having six common elements with the model (f max = 6). Fig. 9 . The seven different solutions of the reconstruction task given in Example 5.1, corresponding to the nodes r, j, s, n, t, p, and q (from (a) to (g), respectively) of the tree in Fig. 8 , and a model image (h) which is used for pruning the tree. 
Conclusions
We have developed a general backtracking algorithm to reconstruct binary images with disjoint components from the horizontal and vertical projections. It is easy to incorporate a priori knowledge about the components into our reconstruction framework. Since every hv-convex set has disjoint components, it is also possible to apply the presented method to reconstruct hv-convex binary images from two projections which problem is proved to be NP-hard in general (see Ref. 25 ) but in certain special cases it can be solved in polynomial time (see, e.g., Refs. 10, 11, 12, 14, 15, 17) .
In our experiments we investigated a subclass of hv-convex images and assumed that the components are directed. The algorithm can find all solutions of a given reconstruction task, and experimental results show that the method is fast and accurate if the number of components is small related to the size of the image. For more complex images (i.e. ones which has relatively many components) we found that the running time of the algorithm increases considerably, and the size of the search tree built by the algorithm becomes in some cases intractably large. We also presented a simple pruning technique that exploits further information on the number of components in order to reduce the search space and gain more accurate reconstructions.
The pruning technique can be generalized, and the presented backtracking algorithm can can be extended to a branch-and-bound method to reduce the search space. In this way not only the accuracy of the reconstruction can be increased but also the execution time can be decreased. A large variety of shape informations (e.g., the approximate size and/or shape of the components, or the relative positions of them) known before the reconstruction can be exploited in this way, and one can search for the image that satisfies those shape descriptions optimally. As an example, we studied the problem of reconstructing a binary image most similar to a given model image.
The speed of the branch-and-bound method (and the number of pruned branches) strongly depends on the ordering how the feasible solutions are reached during the search. If a relatively good solution can be found at an early stage of the process then possibly more subtrees can be pruned, yielding faster reconstruction. In needs further investigation how this observation can be exploited to speed up our branch-and-bound technique.
We also must note that the applications reported in the introduction usually do not satisfy the requirements of our algorithm, therefore new reconstruction methodologies should be developed in the near future for real data. In our further work we intend to study the reconstruction of binary images having disjoint components when more than two projections are available. Possible extensions of the concept of disjointness for non-orthogonal directions and for higher dimensions form also parts of our further research.
