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We propose a mechanism of intrinsic spin Hall effect (SHE). In this mechanism, local orbital
angular momentum (OAM) induces electron position shift and couples with the bias electric field
to generate orbital Hall effect (OHE). SHE then emerges as a concomitant effect of OHE through
the atomic spin-orbit coupling. Spin Hall conductivity due to this mechanism is estimated to be
comparable to experimental values for heavy metals. This mechanism predicts the sign change of the
spin Hall conductivity as the spin-orbit polarization changes its sign, and also correlation between
the spin Hall conductivity and the splitting of the Rashba-type spin splitting at surfaces.
PACS numbers: 74.25.Jb,74.70.Xa,78.70.Dm
Spin Hall effect (SHE) [1] is a phenomenon in which
electrons with opposite spins are deflected in opposite
side ways. Its first experimental confirmation [2] was
achieved for n-doped GaAs and very small spin Hall con-
ductivity σSH ∼ 1 Ω
−1m−1 was obtained, which was at-
tributed [3] to the extrinsic mechanisms [4] of SHE such
as skew scattering and side jump. For some heavy met-
als, on the other hand, much larger σSH was reported [5].
For Pt, for instance, reported values range from 2.4×104
Ω−1m−1 [6] to 5.1 × 105 Ω−1m−1 [7]. Such large σSH
raises hope for device applications of SHE. The current-
induced magnetization switching observed in Ta/CoFeB
magnetic bilayer [8] is attributed to the large SHE in
Ta, which injects strong spin Hall current into CoFeB to
switch its magnetization direction.
Large σSH is often attributed to intrinsic mecha-
nisms [9–16] of SHE, which do not resort to impurity
scattering. Their exact nature remains unclear however.
In one mechanism [12], a small spin-orbit energy gap
near the Fermi energy resonantly enhances the momen-
tum space Berry phase effect to produce a strong effective
magnetic field in momentum space and σSH = 10
4 ∼ 105
Ω−1m−1 is predicted for Pt. In another mechanism [13–
16], the orbital angular momentum (OAM) of atomic
orbitals generates the Aharonov-Bohm phase and pro-
duces a spin-dependent effective magnetic field in real
space. For various heavy metals with strong atomic
spin-orbit (SO) coupling, resulting σSH is estimated to
104 ∼ 105 Ω−1m−1 and predicted to exhibit a systematic
sign change among materials with different spin-orbit po-
larization, in qualitative agreement with experiments [5].
We report another intrinsic mechanism of SHE based
on a special role of OAM with regard to electron posi-
tion, which was not recognized in previous studies [13–17]
on OAM effect. For illustration, we use for now a two-
dimensional (2D) square lattice in the plane z = 0. Later
we switch back to 3D. When pz± ipx orbitals (Ly = ±h¯)
at different lattice sites are superposed to form a Bloch
state with crystal momentum ~k along +x direction, the
resulting electron density is not centered around the
z = 0 plane but instead shifted out-of-plane along ±z
direction due to the interference between atomic orbitals
at neighboring sites (see Fig. 2 and related discussion in
Ref. [18]). When ~k is small, this shift δ~r is given by
δ~r =
αK
e
~k × ~L, (1)
for general directions of ~k and ~L, where −e is the elec-
tron charge and αK is a proportionality constant, which
depends on the relative size of atomic orbitals with re-
spect to inter-atomic distance. Here ~L denotes OAM of
atomic orbitals instead of ~r × h¯~k [19]. It thus commutes
with ~k and also with the position operator ~r, which is the
canonical pair of ~k and measures the lattice position of
each atomic orbital. Nonzero δ~r implies that ~r does not
properly represent the true position of an electron. At
surfaces with broken inversion symmetry, this correction
couples with an internal electric field to produce large
Rashba-type spin splitting [18, 20].
Pedagogical discussion.— To illustrate effects of δ~r for
nonmagnetic systems with inversion symmetry, we use
the free electron-like unperturbed band Hamiltonian H0,
H0 =
h¯2~k2
2m
+HLS , (2)
where the atomic SO coupling HLS ,
HLS = αSO~L · ~S, (3)
is large in heavy metals. We regard the total angular
momentum J as a good quantum number and illustrate
orbital Hall effect (OHE) and SHE for J = 1/2 states
of a 2D electron system. Note that H0 is two-fold de-
generate for all ~k and provides a general description of
nonmagnetic systems with inversion symmetry for small
~k. We remark that for this H0, previous theories [12–16]
of intrinsic SHE do not work.
Our theory deviates from previous theories when a con-
stant external electric field ~E is applied. The coupling to
~E is commonly given by
H ′1 = e ~E · ~r. (4)
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FIG. 1: (Color online) Electron dispersion for J = 1/2 in the
presence of the bias field ~E. Band structure based on (a) H0
and (b) H0 +H
′
2 together with the occupation change due to
H ′1. ~E is applied in the −x-direction. Average spin direction
of the split Jz = ±1/2 bands is anti-parallel to the average
OAM direction. (c) Fermi surfaces of the split bands. Red
(blue) area represents occupied states with only down (up)
spins. (d) The band dispersion along the dash-dot line in (c).
k0 is the shift of each band along the ky direction.
However δ~r implies that the correct coupling [18] should
be H ′1 +H
′
2, where
H ′2 = e ~E · δ~r = αK ~E · (~k × ~L). (5)
Previous analyses [13–16] of OAM based intrinsic SHE
did not take into accountH ′2. Thus the total Hamiltonian
becomes
Htot = H0 +H
′
1 +H
′
2. (6)
Its band, spin angular momentum (SAM), and OAM
structures are plotted for ~E = −E0~x with H
′
2 neglected
[Fig. 1(a)] and withH ′2 considered [Fig. 1(b)]. In addition
to the overall band structure shift in the kx-direction as
shown in Fig. 1(a) (to be more exact, it is actually a shift
in the occupation), the originally degenerate Jz = ±1/2
bands get split due to H ′2 with the average OAM polar-
ized along the +z- or −z-directions as shown in Fig. 1(b)
(exaggerated for a better view). The split Fermi surfaces
are shown in Fig. 1(c), where the Fermi surfaces with
opposite OAM are shifted along opposite ky directions.
Consequently, there are k-space regions (shaded areas)
where electrons have net OAM; more electrons with up-
OAM in the +ky region (shaded red) and more electrons
x
y
z
L
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FIG. 2: (Color online) Schematic for OAM driven intrinsic
SHE. Electrons flow in the x-direction by ~E and are deflected
in side ways due to H ′2. Note that the deflection direction
depends on the direction of OAM, amounting to OHE. For
J = 1/2 band, HLS sets SAM anti-parallel to OAM. Thus
SHE arises a concomitant effect of OHE.
with down-OAM (shaded blue) in the −ky region. This
naturally leads to OHE. This mechanism of OHE due to
δ~r differs from other mechanisms [13–17] of OHE.
For strong HLS , OHE implies SHE since OAM and
SAM are correlated; for J = 1/2 with L = 1, they are
anti-parallel. Thus the orbital Hall current implies the
spin Hall current of opposite sign. Figure 2 illustrates the
OAM driven intrinsic SHE for the J = 1/2 case. This
mechanism of SHE can be generalized to other situations
in a straightforward way. For instance, if we apply Htot
to the J = 3/2 case with L = 1 [21], one again finds both
OHE and SHE, the only qualitative difference being that
the orbital and spin Hall currents now have the same
sign since ~L · ~S > 0. This provides an alternative [13–16]
explanation for opposite signs of σSH for materials with
opposite signs of the SO polarization ~L · ~S.
Conventional spin current.— The above discussion is
incomplete since it demonstrates only the Fermi surface
contribution to SHE and neglects a Fermi sea contribu-
tion. From now on, we consider a 3D system described
by Eq. (6), and evaluate systematically the conventional
spin current density operator jˆSα,β defined by
jˆSα,β =
1
V
−e
h¯/2
{Sα, vβ}
2
, (7)
where {· · ·} is the anti-commutator, V is the volume of
the system, and the factor −e/(h¯/2) is introduced to
make jˆSα,β have the same dimension as the charge cur-
rent density. Here vβ is the β (= x, y, z) component of
the velocity operator ~v,
~v =
[~r,Htot]
ih¯
=
h¯~k
m
+
αK
h¯
(~L × ~E) = ~v(0) + ~v(1). (8)
Note that ~v contains two contributions. When the
anomalous velocity ~v(1) = (αK/h¯)~L× ~E is neglected and
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FIG. 3: (Color online) Schematic illustration of the three
terms to the intrinsic SHE, (a) occupation change, (b) anoma-
lous velocity, and (c) state change. Figures on the left repre-
sent the situation with H0 while on the right with H0 +H
′
2.
the resulting jˆSα,β is averaged over the shaded momen-
tum space region in Fig. 1(c) [to be precise, 3D coun-
terpart of Fig. 1(c)], one obtains what we call the oc-
cupation change contribution (jSα,β)oc coming from the
Fermi surface, as illustrated in the pedagogical discus-
sion. The magnitude of (jSα,β)oc can be estimated eas-
ily. The density of electrons that contribute to the net
spin current density is proportional to 4πk2Fk0, where
kF is the Fermi wavevector for the unperturbed Fermi
surface and k0 ∼ (m/h¯
2)αK ~E × ~L is the Fermi surface
shift caused by H ′2 [see Fig. 1(d)]. Each of such elec-
trons contributes ±e for [−e/(h¯/2)]Sα, and ±h¯kF /m for
vβ . Combined with a symmetry consideration, which re-
quires (jSα,β) to be proportional to ǫαβγEγ , where ǫαβγ is
the Levi-Civita symbol, one finds
(jSα,β)oc = (ηJ )ocǫαβγEγeαK
4πk3F /3
(2π)3
, (9)
where (ηJ )oc is a dimensionless constant. From the exact
evaluation [22] of (jSα,β)oc, we find (ηJ=1/2)oc = 4/9 and
(ηJ=3/2)oc = −20/9 [21]. Note that the sign of ηJ is
opposite for the two J ’s as expected.
The anomalous velocity v(1) generates additional con-
tribution, which comes from the Fermi sea. When v(0)
is neglected and only v(1) is retained, the average of the
resulting jˆSα,β over the unperturbed Fermi sea of H0 re-
sults in what we call the anomalous velocity contribution
(jSα,β)av. To estimate its magnitude, one first notes that
ǫαβγSαv
(1)
β = (αK/h¯)[
~S× (~L× ~E)]γ = (αK/h¯)[(~S · ~E)~L−
(~S ·~L) ~E]γ . While the first term may fluctuate in sign, the
second term (∝ ~S · ~L) has a definite sign over the Fermi
sea. Thus (jSα,β)av may be estimated by multiplying the
second term with the electron density ∼ (4πk3F /3)/(2π)
3,
which results in
(jSα,β)av = (ηJ)avǫαβγEγeαK
4πk3F /3
(2π)3
, (10)
where (ηJ )av is a dimensionless constant. From the exact
evaluation [22] of (jSα,β)av, we find (ηJ=1/2)av = −4/3
and (ηJ=3/2)av = +4/3 [21]. The sign of (ηJ )av is again
opposite for the two J values due to the sign difference
of ~S · ~L. Figures 3(a) and (b) illustrate schematically
(jSα,β)oc and (j
S
α,β)av.
In addition, there exists a third contribution which is
illustrated in Fig. 3(c). When ~E is applied, ~J = ~L+ ~S is
not a good quantum number any more and H ′2 induces
the inter-band mixing between the J = 1/2 and J = 3/2
bands. This contribution (jSα,β)sc, which we call the state
change contribution, is inversely proportional to the band
separation between the J = 1/2 and J = 3/2 bands, and
becomes smaller as HLS becomes larger. From the exact
evaluation [22] of (jSα,β)sc, we find that (j
S
α,β)sc is smaller
than (jSα,β)oc and (j
S
α,β)av by the factor (h¯
2k2F /2m)/∆E,
where ∆E = 3h¯2αSO/2 is the energy separation between
the J = 1/2 and J = 3/2 bands. Since we are inter-
ested in the large HLS limit, we ignore (j
S
α,β)sc in the
subsequent discussion.
Proper spin current.— Next we examine whether the
OAM driven spin Hall current generates spin accumula-
tion at side surfaces of a system, which is what is actually
measured in SHE detection schemes such as Kerr rotation
spectroscopy [2, 23–27] and photoluminescence [28, 29].
Since HLS breaks the spin conservation, nonzero conven-
tional spin current does not guarantee the spin accumu-
lation [30]. For transparent connection with the spin ac-
cumulation, we evaluate the proper spin current density
operator [31]
jˆS,propα,β =
1
V
−e
h¯/2
d(Sαrβ)
dt
, (11)
which captures the combined effect of the conventional
spin current and the spin conservation violation. We
evaluate [22] the spin current for Htot by using jˆ
S,prop
α,β
instead of jˆSα,β [Eq. (7)], and find identical results, con-
firming the spin accumulation by the OAM driven SHE.
To be more rigorous, however, both jˆS,propα,β and jˆ
S
α,β
fail to capture the full effect of δ~r, since both operators
are defined in terms of ~r, which does not represent the
true position of electrons. To remedy this problem, ~r in
the definitions should be replaced by ~R ≡ ~r + δ~r. Af-
ter this remedy to jˆS,propα,β , we find [22] that the anoma-
lous contribution (jSα,β)av becomes doubled. Thus in the
4strong HLS limit, the total spin Hall conductivity σSH
[(jSα,β)total = ǫαβγσSHEγ ] is given by
σSH = (ηJ )totaleαK
4πk3F /3
(2π)3
(12)
for small ~k, where the dimensionless constant (ηJ )total =
(ηJ )oc + 2(ηJ )av is 4/9 − 8/3 = −20/9 for J = 1/2 and
−20/9 + 8/3 = 4/9 for J = 3/2. Note that σSH has
opposite signs for J = 1/2 and J = 3/2.
Discussion.— To understand better the mechanism of
the OAM driven SHE, it is useful to examine the equa-
tion of motion, d~R/dt = ~v(0)+2~v(1)− (αK/e)~k×d~S/dt+
[δ~r, e ~E · δ~r]/ih¯. The factor 2 in the second term explains
why (jSα,β)av is doubled after the remedy to jˆ
S,prop
α,β . The
third term vanishes in the steady state and does not con-
tribute to σSH [22]. The last term (∝ k
2) is small in
the small ~k limit but is important conceptually. Fur-
ther insights can be gained by regarding δ~r as a momen-
tum space vector potential ~A ≡ −δ~r. Then ~R = ~r − ~A
amounts to the “gauge-invariant” position operator. The
equations of motion become
d~R
dt
=
h¯~k
m
+
d~k
dt
× ~B,
d~k
dt
= −
e ~E
h¯
, (13)
where the momentum space effective magnetic field Bα =
(1/2)ǫαβγFβγ with
Fβγ = ∂kβAγ − ∂kγAβ + i[Aβ , Aγ ]. (14)
Note that Eq. (13) has the same form as the wavepacket
equations of motion [32] in the presence of the momen-
tum space Berry phase. There is however an important
difference; the momentum space Berry connection ~A is
now non-Abelian ([Aβ , Aγ ] = [δrβ , δrγ ] 6= 0). For the
non-Abelian case, the commutator in Eq. (14) is crucial
to keep the field strength tensor Fβγ “gauge-invariant”.
This indicates that δ~r induces the momentum space non-
Abelian Berry phase, which is responsible for the Fermi
sea contribution 2(ηJ )av to σSH . The non-Abelian ~A
also implies the noncommutative space, [Rα, Rβ ] 6= 0.
Such noncommutative geometry arises generically when
the true position operator is projected onto a sub-Hilbert
space [33]. A well known example is the quantum Hall ef-
fect, where the noncommutativity emerges after the pro-
jection onto the lowest Landau level [34]. For the present
case, the noncommutativity arises since ~R amounts to
the projection of the true position operator onto the sub-
Hilbert space with fixed ~L2 (L = 1).
Difference from other mechanisms of intrinsic SHE is
now evident. Unlike previous works on the OAM based
SHE [13–16], what OAM generates is the momentum
space Berry phase instead of the real space Aharonov-
Bohm phase. Unlike previous works [12] based on the
momentum space Berry phase, its origin is δ~r instead
of small SO gap. Thus this mechanism works even for
J = 1/2, for which SO gap is forbidden in nonmag-
netic systems with inversion symmetry. In this sense,
this mechanism is quite generic; it applies to all non-s-
character orbitals, with the only serious constraint being
large HLS . When HLS is small, bands with opposite
signs of ~L · ~S overlap and their contributions to σSH tend
to cancel each other.
Finally we estimate the magnitude of σSH ∼ eαKn,
where n is the electron density. To estimate αK , we uti-
lize the connection between αK and the Rashba-type SO
coupling constant αR near a surface where the structural
inversion symmetry is broken. Some of us have demon-
strated [18, 20] that the maximum αR in the large HLS
limit is roughly given by αK | ~Eint|h¯, where ~Eint denotes
the internal electric field near surfaces produced by the
inversion symmetry breaking and is of order (work func-
tion)/(atomic spacing) ∼ 1 V/A. For αR ∼ 10
−11−10−10
eV·m [35–37], one obtains αK ∼ 10
−6− 10−5 m2V−1s−1.
Then for typical metallic electron density n ∼ (3 A)−3,
one obtains σSH ∼ 10
4 − 105 Ω−1m−1, which is compa-
rable to experimental values for heavy metals [5]. We
note however that this estimation is crude since Eq. (12)
is derived in the small ~k limit whereas ~k is not small in
metallic systems. Moreover it ignores complicated band
structures of real materials.
In conclusion, we presented a generic mechanism of
intrinsic SHE based on OAM, which is applicable to all
non-s-character orbitals in nonmagnetic systems with in-
version symmetry. The position shift δ~r due to OAM
gives rise to the non-Abelian Berry curvature in the mo-
mentum space, which produces both OHE and SHE. This
mechanism implies the sign change of σSH as the SO po-
larization ~S · ~L changes its sign. The resulting σSH is
estimated to 104− 105 Ω−1m−1 when HLS is large. This
OAM based theory also predicts the correlation between
σSH and the strength of the Rashba-type spin splitting
at surfaces.
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In Secs. I, II, III of the supplementary material, we
present the calculation of the spin current density in 3D.
Eventually we calculate in Sec. III the proper spin cur-
rent density jS,PROPα,β , which is based on the concept of
the “proper” spin current1 and formulated in terms of
the “proper” position operator ~R. However its calcula-
tion is rather technical and less illuminating. Thus for
pedagogical purpose, we present the calculation of more
conventional spin current density first in Secs. I and II.
In Sec. I, we present the calculation of the conventional
spin current density jSα,β formulated in terms of the con-
ventional position operator ~r, where ~r is the canonical
pair of the Bloch momentum ~k and jSα,β is the expecta-
tion value of the conventional spin current density oper-
ator jˆSα,β ,
jˆSα,β =
1
V
−e
h¯/2
{Sα, drβ/dt}
2
. (S1)
Note that jˆSα,β is defined to have the same dimension as
the charge current density. We demonstrate that jSα,β
has three independent contributions, which we call the
anomalous velocity contribution, the state change con-
tribution, and the occupation change contribution. The
physical meaning of each contribution will become clear
in Sec. I.
In Sec. II, we present the calculation of the proper spin
current density jS,propα,β formulated in terms of the conven-
tional position operator ~r. The concept of the proper spin
current was proposed1 to take into account the violation
of the spin conservation and to facilitate the connection
with the spin accumulation. jS,propα,β is the expectation
value of the operator jˆS,propα,β ,
jˆS,propα,β =
1
V
−e
h¯/2
d
dt
{Sα, rβ}
2
. (S2)
Compared to Eq. (S1), where the time derivative ap-
plies to rβ only, Eq. (S2) differs since the time deriva-
tive now applies to the anti-commutator {Sα, rβ}. We
demonstrate that jS,propα,β is identical to j
S
α,β .
In Sec. III, we finally present the calculation of the
proper spin current density jS,PROPα,β formulated in terms
of the proper position operator ~R, where ~R differs from
~r as follows,
~R = ~r +
αK
e
~k × ~L, (S3)
and jS,PROPα,β is the expectation value of the operator
jˆS,PROPα,β ,
jˆS,PROPα,β =
1
V
−e
h¯/2
d
dt
{Sα, Rβ}
2
. (S4)
Note that Eq. (S4) is identical to Eq. (S2) except that Rβ
appears instead of rβ . While the calculation of j
S,PROP
α,β
is more tedious than those of the former two counter-
parts, the value of jS,PROPα,β turns out to be almost iden-
tical to jSα,β and j
S,prop
α,β , except that the magnitude of the
anomalous velocity contribution is now two times bigger.
I. CONVENTIONAL SPIN CURRENT DENSITY
Here we present the calculation of the conventional
spin current density jSα,β formulated in terms of the con-
ventional position operator. jSα,β is given by
jSα,β = Tr
[
jˆSα,β ρˆ
]
, (S5)
where ρˆ is the density matrix and the operator jˆSα,β is
defined in Eq. (S1).
For ~E = 0, both H ′1 and H
′
2 vanish and ρˆ becomes its
equilibrium form ρˆ(0), where
ρˆ(0) =
∑
n
f (0)
(
E(0)n
)
|n〉(0) (0)〈n|, (S6)
Here |n〉(0) denotes an eigenstate ofH0 with energy eigen-
value E
(0)
n , and f (0)(E) is the equilibrium Fermi occupa-
tion function. It is straightforward to verify that jSα,β
vanishes in equilibrium.
When a nonzero ~E is applied, we evaluate jSα,β up to
the first order in ~E. Up to this order, effects of H ′1 and
H ′2 may be considered separately. H
′
1 alone does not con-
tribute to jSα,β at all since as far as H0+H
′
1 is concerned,
the dynamics of ~r in H ′1 is decoupled from that of ~S. This
is evident from the facts that H ′1 commutes with both ~L
and ~S and that there is no coupling in H0+H
′
1 linking ~r
(or ~k) with ~S (or ~L). Below we thus ignore effects of H ′1
and consider effects of H ′2 only.
In Secs. I A and IB, we evaluate two contributions to
jSα,β under the assumption that impurity scattering is
completely absent. In Sec. I C, we consider the effect of
the impurity scattering on jSα,β in the limit of vanishingly
weak scatterers.
2A. Anomalous velocity contribution
One effect of H ′2 is to modify the velocity operator ~v.
For the total Hamiltonian H0 +H
′
2, ~v is given by
~v =
d~r
dt
=
[~r,H0 +H
′
2]
ih¯
=
h¯~k
m
+
αK
h¯
~L× ~E = ~v(0) + ~v(1),
(S7)
where ~v(0) and ~v(1) refer to the terms independent of and
linear in ~E. Here we call ~v(1) the anomalous velocity
since it denotes the extra contribution to the velocity
generated by ~E.
~v(1) generates what we call the anomalous velocity con-
tribution (jSα,β)av to the spin current,
(jSα,β)av =
1
V
−e
h¯/2
Tr
[
{Sα, v(1)β }
2
ρˆ
]
. (S8)
Up to the first order in ~E, ρˆ in the above equation may
be replaced by ρˆ(0) since v(1) is already first order in ~E.
Then Eq. (S8) reduces to
(jSα,β)av =
1
V
−e
h¯/2
∑
n
f (0)
(
E(0)n
)
(0)〈n|Sαv(1)β |n〉(0) .
(S9)
Here one used Sαv
(1)
β = v
(1)
β Sα. Since the eigenstates of
H0 are completely specified by the three quantum num-
bers (~k, J , Jz) within the orbital angular momentum
L = 1 sector, the state |n〉(0) amounts to |~k, J, Jz〉(0). For
a given J , the summation over n in Eq. (S9) amounts to
the summations over ~k and Jz. Since E
(0)
n = E(0)(~k, J)
is independent of Jz, the summation over Jz leads to the
following partial trace over jz,∑
Jz
(0)〈
~k, J, Jz
∣∣∣Sαv(1)β ∣∣∣~k, J, Jz〉(0) . (S10)
One then utilizes the relations v
(1)
β = (αK/h¯)ǫβηγLηEγ
and ∑
Jz
(0)〈
~k, J, Jz
∣∣∣SαLη ∣∣∣~k, J, Jz〉(0) (S11)
= δα,η
∑
Jz
(0)〈
~k, J, Jz
∣∣∣SzLz ∣∣∣~k, J, Jz〉(0)
=
1
3
δαη
∑
Jz
(0)〈
~k, J, Jz
∣∣∣ ~S · ~L ∣∣∣~k, J, Jz〉(0) .
Note that ~S · ~L = (h¯2/2) [J(J + 1)− 1 · 2− 12 · 32] has
opposite signs for J = 3/2 and J = 1/2. As confirmed
below, this sign difference leads to the sign difference in
(jSα,β)av for J = 3/2 and J = 1/2. Subsequent calcula-
tion proceeds as follows. One first obtains∑
Jz
(0)〈
~k, J, Jz
∣∣∣Sαv(1)β ∣∣∣~k, J, Jz〉(0) (S12)
= −ǫαβγEγ αK
h¯
h¯2
1
6
[
J(J + 1)− 11
4
]
(2J + 1).
Then the anomalous velocity contribution to the spin cur-
rent density becomes
(jSα,β)av (S13)
=
−e
h¯/2
(−ǫαβγ)αK
h¯
Eγ h¯
2 1
6
[
J(J + 1)− 11
4
]
(2J + 1)
× 1
V
∑
~k
f (0)
(
E(0)(~k, J)
)
= ǫαβγEγeαK
1
3
[
J(J + 1)− 11
4
]
(2J + 1)
4πk3F /3
(2π)3
= ± 2
9π2
ǫαβγEγeαKk
3
F ,
where the upper and lower signs apply to J = 3/2 and
J = 1/2, respectively. Note that (jSα,β)av indeed has op-
posite signs for J = 3/2 and J = 1/2. This sign difference
stems from the fact that ~S is parallel (antiparallel) to ~L
for J = 3/2 (J = 1/2).
B. State change contribution
In addition to Eq. (S8), which captures the effect of the
anomalous velocity ~v(1), the conventional velocity opera-
tor ~v(0) also contributes to the spin current density. We
call this contribution the state change contribution for
the reason that will become clear below. It is given by
(jSα,β)sc =
1
V
−e
h¯/2
Tr
[
{Sα, v(0)β }
2
ρˆ
]
. (S14)
When ρˆ in the above expression is replaced by ρˆ(0), the
above expression vanishes. Thus (jSα,β)sc arises from the
first order correction to ρˆ due to ~E. Up to this order, one
obtains
(jSα,β)sc =
1
V
−e
h¯/2
Tr
[
Sαv
(0)
β ρˆ
(1)
]
, (S15)
where Sαv
(0)
β = v
(0)
β Sα is used. One way to evaluate
Eq. (S15) is to use the Kubo formula. Here we evaluate
Eq. (S15) in a slightly different way, since this alternative
method illustrates better why (jSα,β)sc may be called the
inter-band mixing contribution. It is straightforward to
verify that this method and the Kubo formula produce
the same result for (jSα,β)sc.
The adiabatic turning-on procedure allows a straight-
forward evaluation of ρˆ(1). When H ′2 is turned on adi-
abatically from the far past t = −∞, ρˆ at present time
t = 0 is given by
ρˆ =
∑
n
f (0)
(
E(0)n
)
|n〉 〈n| . (S16)
Here |n〉 denotes the state at t = 0, to which |n〉(0) at
t = −∞ evolves as H ′2 is adiabatically turned on. Up
3to the first order in ~E, |n〉 differs from |n〉(0) by |n〉(1),
which is given by
|n〉(1) =
∑
n′ 6=n
|n′〉(0)
(0)〈n′|H ′2|n〉(0)
E
(0)
n − E(0)n′
. (S17)
Then ρˆ(1) becomes
ρˆ(1) =
∑
n
f (0)
(
E(0)n
)(
|n〉(0) (1)〈n|+ |n〉(1) (0)〈n|
)
,
(S18)
and (jSα,β)sc in Eq. (S15) becomes
(jSα,β)sc =
1
V
−e
h¯/2
∑
n
∑
n′
f (0)
(
E(0)n
)
(S19)
×
(
(0)〈n′|Sαv(0)β |n〉(0) (1)〈n| n′〉
(0)
+
(0)〈n′|Sαv(0)β |n〉(1) (0)〈n| n′〉
(0)
)
.
To evaluate this expression, one recalls E
(0)
n being in-
dependent of Jz and exploits this energy degeneracy to
introduce a new set of quantum numbers (~k, J , Jz˜) to
specify the state n. Here Jz˜ denotes the component of
the total angular momentum along the direction z˜, which
points along ~E × ~k direction. Note that z˜ axis is de-
pendent on ~k. This change of the angular momentum
quantization axis from z to z˜ simplifies the evaluation of
Eq. (S17). Considering that H ′2 reduces to αK | ~E×~k|Lz˜,
one finds
(0)〈n′|H ′2 |n〉(0) (S20)
= αK | ~E × ~k|
(0)〈
~k′, J ′, J ′z˜
∣∣∣Lz˜ ∣∣∣~k, J, Jz˜〉(0)
= δ~k′~kδJ′z˜Jz˜αK | ~E × ~k|
(0)〈
~k, J ′, Jz˜
∣∣∣Lz˜ ∣∣∣~k, J, Jz˜〉(0) .
Thus H ′2 induces the inter-band mixing between |~k, J =
1/2, Jz˜〉(0) and |~k, J = 3/2, Jz˜〉(0). It is now evident that
(jSαβ)sc captures the effect of the state change due to the
inter-band mixing caused by H ′2. The matrix elements
that capture this inter-band mixing effect are
(0)〈
~k, J =
1
2
, Jz˜ = ±1
2
∣∣∣∣H ′2
∣∣∣∣~k, J = 32 , Jz˜ = ±12
〉(0)
=
(0)〈
~k, J =
3
2
, Jz˜ = ±1
2
∣∣∣∣H ′2
∣∣∣∣~k, J = 12 , Jz˜ = ±12
〉(0)
= αK | ~E × ~k|
(
−√2
3
h¯
)
. (S21)
All other matrix elements are zero. Then one obtains∣∣∣∣~k, J = 12 , Jz˜ = ±12
〉(1)
(S22)
=
∣∣∣∣~k, J = 32 , Jz˜ = ±12
〉(0) αK | ~E × ~k|√23 h¯
∆E
,
∣∣∣∣~k, J = 32 , Jz˜ = ±12
〉(1)
(S23)
= −
∣∣∣∣~k, J = 12 , Jz˜ = ±12
〉(0) αK | ~E × ~k|√23 h¯
∆E
,
∣∣∣∣~k, J = 32 , Jz˜ = ±32
〉(1)
= 0. (S24)
where ∆E ≡ E(0)(~k, J = 3/2, Jz˜) − E(0)(~k, J =
1/2, Jz˜) = 3αSOh¯
2/2 is independent of ~k and Jz˜.
Then (jSα,β)sc in Eq. (S19) reduces to
(jSα,β)sc (S25)
= ∓ 1
V
−e
h¯/2
∑
~k
∑
Jz˜=±1/2
f (0)
(
E(0)(~k, J)
)
×αK |
~E × ~k|
√
2
3 h¯
∆E
(
(0)〈
~k, J ′, Jz˜
∣∣∣Sαv(0)β ∣∣∣~k, J, Jz˜〉(0)
+
(0)〈
~k, J, Jz˜
∣∣∣Sαv(0)β ∣∣∣~k, J ′, Jz˜〉(0)
)
,
where the upper and lower signs apply to J = 3/2 and
J = 1/2, respectively. J ′ = 1/2 (3/2) when J = 3/2
(1/2). Using the relation
(0)〈
~k, J=
1
2
, Jz˜
∣∣∣∣Sαv(0)β
∣∣∣∣~k, J= 32 , Jz˜
〉(0)
(S26)
=
√
2h¯
3
( ~E × ~k)α
| ~E × ~k|
h¯kβ
m
,
one obtains
(jSα,β)sc (S27)
= ∓ 1
V
−e
h¯/2
∑
~k
2f (0)
(
E(0)(~k, J)
) αK( ~E × ~k)α
∆E
2h¯2
9
2h¯kβ
m
.
From the relation
1
V
∑
~k
f (0)
(
E(0)(~k, J)
)
( ~E × ~k)αkβ (S28)
=
1
V
∑
~k
f (0)
(
E(0)(~k, J)
)(
− ǫαβγ
3
Eγ
)
k2
= − ǫαβγ
3
Eγ
4πk3F /3
(2π)3
3k2F
5
, (S29)
one finally obtains
(jSα,β)sc = ∓
16
135π2
ǫαβγEγeαKk
3
F
h¯2k2F /2m
∆E
. (S30)
4Note that similarly to (jSα,β)av, (j
S
α,β)sc also has opposite
signs for J = 3/2 (upper sign) and J = 1/2 (lower sign).
C. Occupation change contribution
So far we have neglected impurity scattering. Here we
consider the scattering effect in the vanishing scattering
strength limit. Even in this limit, the scattering is im-
portant since it violates the momentum conservation and
allows electrons to relax in momentum space. To illus-
trate its importance, it is useful to consider the case when
the scattering is completely absent. Then all throughout
the adiabatic turning-on procedure of H ′2, ~k remains a
good quantum number and the electron occupation in ~k
space cannot be altered by H ′2, which is in contrast to
what we expect as illustrated in Fig. 2(b). In the Kubo
formalism, this effect is often addressed through the ver-
tex correction. Here we address this effect by noting that
the energy eigenvalues of H0 +H
′
2 are bounded from be-
low. In such a situation, the electron occupation will
relax in ~k space to minimize the total energy of the elec-
trons. Thus the occupation change contribution (jSαβ)oc
to the spin current density is given by
(jSα,β)oc =
1
V
−e
h¯/2
Tr
[
Sαv
(0)
β ρˆ
(1)
oc
]
, (S31)
where ρˆ
(1)
oc denotes the first order correction to density
matrix due to scattering and is given by
ρˆ(1)oc =
∑
n
f (1)n |n〉(0) (0)〈n| . (S32)
Here f
(1)
n = f (0)(En)− f (0)(E(0)n ) denotes the first order
correction to the occupation function and En denotes the
energy eigenvalue of H0 +H
′
2. (j
S
αβ)oc is thus given by
(jSα,β)oc =
1
V
−e
h¯/2
∑
n
f (1) (En)
(0)〈n|Sαv(0)β |n〉(0) ,
(S33)
where Tr[Sαv
(0)
β ρ
(0)] = 0 has been used.
To determine En, it is useful to use the quantum num-
bers ~k, J, Jz˜ instead of ~k, J, Jz to specify n since for given
J sector, the state |~k, J, Jz˜〉(0) diagonalizes H0+H ′2 with
the eigenvalue En = E(~k, J, Jz˜) given by
E(~k, J, Jz˜) = E
(0)(~k, J) + αK | ~E × ~k|3∓ 1
3
h¯Jz˜, (S34)
where the upper and lower signs apply to J = 3/2 and
J = 1/2, respectively. To understand the effect of the
second term, it is useful to consider one particular case;
~E = Ez zˆ. Then the second term is proportional to
(k2x + k
2
y)
1/2. On the other hand, the first term is pro-
portional to ~k2 = k2z + (k
2
x + k
2
y). Thus the combined
effect of the first and second terms is to expand (shrink)
the originally spherical Fermi surface along the “equator”
direction when the second term is negative (positive).
The next step in the evaluation of (jSαβ)oc is to calcu-
late
(0)〈n|Sαv(0)β |n〉(0) with |n〉(0) replaced by |~k, J, Jz˜〉(0).
After straightforward calculation, one obtains
(0)〈
~k, J, Jz˜
∣∣∣Sαv(0)β ∣∣∣~k, J, Jz˜〉(0) (S35)
=
( ~E × ~k)α
| ~E × ~k|
(
± h¯Jz˜
3
)
h¯kβ
m
,
= sgn(Ez)
kxδαy − kyδαx√
k2x + k
2
y
(
± h¯Jz˜
3
)
h¯kβ
m
,
where the upper and lower signs apply to J = 3/2 and
J = 1/2, respectively. After the average over the az-
imuthal angle in ~k space, the above expression reduces
to
(0)〈
~k, J, Jz˜
∣∣∣Sαv(0)β ∣∣∣~k, J, Jz˜〉(0) (S36)
= sgn(Ez)
√
k2x + k
2
y
2
(−ǫαβz)
(
± h¯Jz˜
3
)
h¯
m
,
Then (jSαβ)oc becomes
(jSα,β)oc (S37)
=
1
V
−e
h¯/2
∑
~k
∑
Jz˜
f (0)
(
E
(
~k, J, Jz˜
))
×sgn(Ez)
√
k2x + k
2
y
2
(−ǫαβz)
(
± h¯Jz˜
3
)
h¯
m
.
After some tedious calculation, and for general direction
of ~E, one obtains
(jSα,β)oc =
{ −10
+2
}
× 1
27π2
ǫαβγEγeαKk
3
F . (S38)
Here the upper and lower results apply to J = 3/2 and
J = 1/2, respectively. Note that (jSαβ)oc has opposite
signs for J = 3/2 and J = 1/2.
D. Summary
Finally, jSα,β can be obtained by summing up all three
contributions, (jSαβ)oc, (j
S
αβ)av, and (j
S
αβ)sc. For J = 3/2,
one finds
jSαβ = −
2
9π2
ǫαβγEγeαKk
3
F
(
5
3
− 1 + 8
15
h¯2k2F /2m
∆E
)
(S39)
and for J = 1/2, one finds
jSαβ =
2
9π2
ǫαβγEγeαKk
3
F
(
1
3
− 1 + 8
15
h¯2k2F /2m
∆E
)
(S40)
5II. PROPER SPIN CURRENT DENSITY FOR ~r
In this section, we calculate the proper spin current
density operator jS,propα,β based on the conventional posi-
tion operator ~r. The corresponding operator jˆS,propα,β in
Eq. (S2) may be divided into two pieces as follows,
jˆS,propα,β = jˆ
S
α,β + jˆ
S,extra
α,β , (S41)
where jˆSα,β is the conventional spin current operator as
defined in Eq. (S1), and
jˆS,extraα,β =
1
V
−e
h¯/2
{
dSα
dt , rβ
}
2
=
1
V
−e
h¯/2
αSOǫαγδLγSδrβ .
(S42)
Thus the difference jˆS,extraα,β between j
S,prop
α,β and j
S
α,β
amounts to the expectation value of jˆS,extraα,β ,
jS,extraα,β = Tr
[
jˆS,extraα,β ρˆ
]
, (S43)
which will be evaluated below. Among the two perturba-
tions H ′1 and H
′
2, H
′
1 cannot generate any contribution to
jS,extraα,β since it does not induce any correlation between
~r (or ~k) and ~L (or ~S). Below we thus consider possible
contribution from H ′2 only.
A. Anomalous velocity contribution
By the “anomalous velocity contribution”, we refer to
jS,extraα,β with ρˆ in Eq. (S43) replaced by its equilibrium
counterpart ρˆ(0) in Eq. (S6). We find jS,extraα,β vanishes
identically. Below we demonstrate this for α = z. The
generalization to the case with α = x or y is straightfor-
ward. For α = z, one obtains
jS,extraz,β =
1
V
−e
h¯/2
αSO
∑
~k,Jz
f (0)
(
E(0)(~k, J)
)
(S44)
×
(0)〈
~k, J, Jz
∣∣∣(LxSy − LySx)rβ ∣∣∣~k, J, Jz〉(0) .
To evaluate the expectation value in the above equa-
tion, one uses the relations [LxSy − LySx, ~k] = [LxSy −
LySx, Jz] = [rβ , J ] = 0 to obtain
(0)〈
~k, J, Jz
∣∣∣(LxSy − LySx)rβ ∣∣∣~k, J, Jz〉(0) (S45)
=
(0)〈
~k, J, Jz
∣∣∣(LxSy − LySx) ∣∣∣~k, J, Jz〉(0)
×
(0)〈
~k, J, Jz
∣∣∣ rβ ∣∣∣~k, J, Jz〉(0) .
This expression vanishes since
(0)〈
~k, J, Jz
∣∣∣(LxSy − LySx) ∣∣∣~k, J, Jz〉(0) = 0. (S46)
This vanishing can be understood as follows. Since
LxSy −LySx is hermitian, its expectation value with re-
spect to |~k, J, Jz〉(0) must be real. On the other hand, the
conventional representations of LxSy and LySx are pure
imaginary. The only way to reconcile these two proper-
ties is to make its expectation value zero.
Thus one finds (jS,extraα,β )av = 0 and (j
S,prop
α,β )av =
(jSα,β)av. This way, one finally obtains
(
jS,propα,β
)
av
= ± 2
9π2
ǫαβγEγeαKk
3
F . (S47)
B. State change contribution
The state change contribution is defined as the con-
tribution that arises from the deviation of ρˆ from ρˆ(0).
Thus the state change contribution from the extra spin
current density operator is given by
(
jS,extraα,β
)
sc
=
1
V
−e
h¯/2
Tr
[{
dSα
dt , rβ
}
2
ρˆ(1)
]
, (S48)
where ρˆ(1) is given in Eq. (S18). Substituting ρˆ(1) into
the above equation leads to
(jS,extraα,β )sc =
1
V
−e
h¯/2
∑
n
∑
n′
f (0)
(
E(0)n
)
αSOǫαδγ (S49)
×
(
(0)〈n′|LδSγrβ |n〉(0) (1)〈n| n′〉(0)
+
(0)〈n′|LδSγrβ |n〉(1) (0)〈n| n′〉(0)
)
.
Note that this expression has the identical structure as
Eq. (S19) except that the conventional spin current den-
sity operator jˆSα,β is replaced by the extra spin current
density operator jˆS,extraα,β . The evaluation of this equation
proceeds in a similar way. One first adopts the quantum
numbers ~k, J , and Jz˜ to specify the state n, where Jz˜
denotes the component of the total angular momentum
operator along ~E×~k direction. This allows one to utilize
6Eqs. (S22), (S23), and (S24), and one finds
(jS,extraα,β )sc (S50)
= ∓ 1
V
−e
h¯/2
∑
~k
∑
Jz˜=±1/2
f (0)
(
E(0)(~k, J)
)
×αSOǫαδγ
αK
∣∣∣~E × ~k∣∣∣ √23 h¯
∆E
×
(
(0)〈
~k, J ′, Jz˜
∣∣∣LδSγrβ ∣∣∣~k, J, Jz˜〉(0)
+
(0)〈
~k, J, Jz˜
∣∣∣LδSγrβ ∣∣∣~k, J ′, Jz˜〉(0)
)
= ∓ 1
V
−e
h¯/2
∑
~k
∑
Jz˜=±1/2
f (0)
(
E(0)(~k, J)
)
×αSO
αK
∣∣∣ ~E × ~k∣∣∣ √23 h¯
∆E
×2Re
[
(0)〈
~k, J ′, Jz˜
∣∣∣ ǫαδγLδSγrβ ∣∣∣~k, J, Jz˜〉(0)
]
,
where the upper and lower signs apply to J = 3/2 and
J = 1/2, respectively. J ′ = 1/2 (3/2) when J ′ =
3/2 (1/2). Using [~r, J ] = [~r, Jz˜] = [~k, Lδ] = [~k, Sγ ] = 0,
the last line of the above equation can be written as
2Re
[
(0)〈
~k, J ′, Jz˜
∣∣∣ ǫαδγLδSγrβ ∣∣∣~k, J, Jz˜〉(0)
]
(S51)
= 2Re
[
(0)〈
~k, J ′, Jz˜
∣∣∣ ǫαδγLδSγ ∣∣∣~k, J, Jz˜〉(0)
×
(0)〈
~k, J, Jz˜
∣∣∣ rβ ∣∣∣~k, J, Jz˜〉(0)
]
.
Here,
(0)〈
~k, J, Jz˜
∣∣∣ rβ ∣∣∣~k, J, Jz˜〉(0) is manifestly real since
rβ is hermitian. It can be also verified that
(0)〈
~k, J ′, Jz˜
∣∣∣ ǫαδγLδSγ ∣∣∣~k, J, Jz˜〉(0) is purely imaginary.
For this reason, the above equation vanishes identically
and one finds (jS,extraα,β )sc = 0. Therefore (j
S,prop
α,β )sc =
(jSα,β)sc, and one obtains
(jS,propα,β )sc = ∓
16
135π2
ǫαβγEγeαKk
3
F
h¯2k2F /2m
∆E
.
for J = 3/2 (upper sign) and J = 1/2 (lower sign), re-
spectively.
C. Occupation change contribution
The occupation change contribution refers to the con-
tribution arising from the additional deviation of ρˆ
from ρˆ(0) due to the impurity scattering of infinitesimal
strength. Thus (jS,extraα,β )oc becomes
(jS,extraα,β )oc = Tr
[
jˆS,extraα,β ρˆ
(1)
oc
]
, (S52)
where ρˆ
(1)
oc denotes the impurity scattering effect to ρˆ.
Using its expression in Eq. (S32), one obtains
(jS,extraα,β )oc (S53)
=
1
V
−e
h¯/2
∑
n
f (1) (En)αSO
(0)〈n| ǫαγδLγSδrβ |n〉(0) .
By following the same analysis as in Sec. II A, one can
verify that
(0)〈n| ǫαγδLγSδrβ |n〉(0) = 0. Thus (jS,extraα,β )oc
vanishes identically and (jS,propα,β )oc = (j
S
α,β)oc. Therefore
one obtains
(jS,propα,β )oc =
{ −10
+2
}
× 1
27π2
ǫαβγEγeαKk
3
F ,
where the upper and lower numbers apply to J = 3/2
and J = 1/2, respectively.
D. Summary
In the preceding subsections, we showed that the extra
spin current density operator jˆS,extraα,β does not generate
any extra contributions, so the proper spin current den-
sity jS,propα,β is identical to the conventional spin current
density jSα,β . To summarize the result of this section, we
obtained
jS,propαβ = −
2
9π2
ǫαβγEγeαKk
3
F
(
5
3
− 1 + 8
15
h¯2k2F /2m
∆E
)
(S54)
for J = 3/2, and
jS,propαβ =
2
9π2
ǫαβγEγeαKk
3
F
(
1
3
− 1 + 8
15
h¯2k2F /2m
∆E
)
(S55)
for J = 1/2.
III. PROPER SPIN CURRENT DENSITY FOR ~R
In this section, we evaluate the proper spin current
density jS,PROPα,β , which is the expectation value of the
proper spin current density operator jˆS,PROPα,β [Eq. (S4)]
formulated in terms of the proper position operator ~R
[Eq. (S3)]. jˆS,PROPα,β differs from the proper spin current
density operator jˆS,propα,β in that the “proper” position op-
erator ~R in Eq. (S3) is used instead of the conventional
position operator ~r. One way to understand the differ-
ence between the two position operators is to compare
the corresponding velocity operators. The “proper” ve-
7locity operator ~V becomes
~V =
d~R
dt
=
[~R,H0 +H
′
1 +H
′
2]
ih¯
(S56)
=
h¯~k
m
+
αK
h¯
~L× ~E
+
αK
h¯
~L× ~E + α
2
K
e
(
~E × ~k
)(
~k · ~L
)
+
αKαSO
e
~k ×
(
~S × ~L
)
,
where the first two terms amount to ~v. Compared to the
conventional velocity operator ~v in Eq. (S7), ~V differs by
~V − ~v = δ~va + δ~vb + δ~vc, (S57)
where
δ~va =
αK
h¯
~L× ~E, (S58)
δ~vb =
α2K
e
(
~E × ~k
)(
~k · ~L
)
, (S59)
δ~vc =
αKαSO
e
~k ×
(
~S × ~L
)
. (S60)
Among the three terms δ~va, δ~vb, and δ~vc, δ~va is identical
to the anomalous velocity ~v(1) in Eq. (S7). Recalling that
~v(1) is responsible for the anomalous velocity contribution
(jSα,β)av = (j
S,prop
α,β )av in Eqs. (S13) and (S47), δ~v
a being
identical to ~v(1) doubles the anomalous velocity contri-
bution, which will be verified explicitly in Sec. III A. ~vb is
linear in ~E and thus generates a new piece of the anoma-
lous velocity. Compared to ~va, it is smaller by the dimen-
sionless factor αK h¯k
2/e, which is much smaller than 1 in
the small ~k limit. Thus ~vb is not important in the small ~k
limit, but just for the sake of completeness, we evaluate
its contribution to jS,PROPα,β in Sec. III A. On the other
hand, ~vc is zeroth order in ~E. We examine its possible
contribution below.
For explicit evaluation of jS,PROPα,β , one needs to deal
with jˆS,PROPα,β in Eq. (S4). It is useful to compare
jˆS,PROPα,β with jˆ
S
α,β and jˆ
S,prop
α,β ,
jˆS,PROPα,β = jˆ
S,prop
α,β + jˆ
S,EXTRA
α,β (S61)
= jˆSα,β + jˆ
S,extra
α,β + jˆ
S,EXTRA
α,β ,
where jˆS,extraα,β is defined in Eq. (S42) and jˆ
S,EXTRA
α,β is
given by
jˆS,EXTRAα,β = jˆ
S,a
α,β + jˆ
S,b
α,β + jˆ
S,c
α,β. (S62)
Here
jˆS,aα,β =
1
V
−e
h¯/2
αK
h¯
Sα
(
~L× ~E
)
β
, (S63)
jˆS,bα,β =
1
V
−e
h¯/2
α2K
e
Sα
(
~E × ~k
)
β
(
~k · ~L
)
, (S64)
jˆS,cα,β =
1
V
−e
h¯/2
αKαSO
2e
[
h¯2
2
(
δαβ~k · ~L− kαLβ
)
(S65)
−
{(
~S × ~L
)
α
,
(
~k × ~L
)
β
}]
.
It is evident that the expectation value of jˆS,EXTRAα,β de-
termines the difference between jS,PROPα,β and the two for-
mer spin current densities jSα,β and j
S,prop
α,β .
Simple order counting helps estimate effects of the
three terms of jˆS,EXTRAα,β . Since jˆ
S,a and jˆS,b are linear
in ~E, they can affect only the anomalous velocity contri-
bution. They do not affect the state change contribution
and the occupation change contribution. Among these
terms jˆS,bα,β is smaller than jˆ
S,a
α,β by αK h¯k
2/e, which ap-
proaches zero in the small ~k limit. Thus jˆS,aα,β is expected
to be more important. Actually it can be easily verified
that jˆS,aα,β is identical to
1
V
−e
h¯/2Sαv
(1)
β [see Eq. (S8)], which
is responsible for the anomalous velocity contribution of
jSα,β . Thus the presence of jˆ
S,a
α,β doubles the anomalous
velocity contribution. On the other hand, jˆS,cα,β differs by
the factor αKαSOh¯m/e from
1
V
−e
h¯/2Sαv
(0)
β [see Eq. (S31)],
which is responsible for the occupation change contribu-
tion of jSα,β . Since this factor may not be small in the
strong spin-orbit coupling limit that we consider, it is yet
unclear how important jˆS,cα,β is.
Below we demonstrate through explicit calculation
that jˆS,cα,β does not generate any important contribution
and the only important effect of jˆS,EXTRAα,β is to double
the anomalous velocity contribution.
A. Anomalous velocity contribution
To calculate the anomalous velocity contribution
(jS,PROPα,β )av to j
S,PROP
α,β , it is sufficient to evaluate
(jS,EXTRAα,β )av, which is given by
(jS,EXTRAα,β )av = Tr
[
jˆS,EXTRAα,β ρˆ
(0)
]
(S66)
= (jS,aα,β)av + (j
S,b
α,β)av + (j
S,c
α,β)av,
where
(jS,aα,β)av = Tr
[
jˆS,aα,β ρˆ
(0)
]
, (S67)
(jS,bα,β)av = Tr
[
jˆS,bα,β ρˆ
(0)
]
, (S68)
(jS,cα,β)av = Tr
[
jˆS,cα,β ρˆ
(0)
]
. (S69)
8For (jS,cα,β)av, it vanishes simply because jˆ
S,c
α,β is linear
in ~k whereas ρˆ(0) puts the same weighting independent
of the direction of ~k. To evaluate (jS,aα,β)av, one notes
jˆS,aα,β =
1
V
−e
h¯/2
Sαδv
a
β =
1
V
−e
h¯/2
Sαv
(1)
β . (S70)
Thus (jS,aα,β)av is identical to (j
S
α,β)av in Eq. (S9), and one
obtains (
jS,aα,β
)
av
= ± 2
9π2
ǫαβγEγeαKk
3
F , (S71)
for J = 3/2 (upper sign) and J = 1/2 (lower sign).
To evaluate (jS,bα,β)av, one notes
jˆS,bα,β =
1
V
−e
h¯/2
Sαδv
b
β . (S72)
We demonstrate the evaluation of (jS,bα,β)av for
~E = Ez zˆ.
In this case, it is straightforward to verify that (jS,bα,β)av
is proportional to ǫαβz. It then suffices to evaluate
ǫαβz(j
S,b
α,β)av. One uses the following relation
ǫαβzSα
(
~E × ~k
)
β
(
~k · ~L
)
(S73)
= (Sxkx + Syky)
(
~k · ~L
)
Ez
to obtain
ǫαβz
(
jS,bα,β
)
av
(S74)
=
1
V
−e
h¯/2
α2K
e
EzTr
[
(Sxkx + Syky)
(
~k · ~L
)
ρˆ(0)
]
.
Since f (0)(E
(0)
n ) in ρˆ(0) [Eq. (S6)] does not depend on
the direction of ~k, this expression may survive only when
the traced expression is even in components of ~k. It thus
reduces to
ǫαβz
(
jS,bα,β
)
av
(S75)
=
1
V
−e
h¯/2
α2K
e
EzTr
[(
SxLxk
2
x + SyLyk
2
y
)
ρˆ(0)
]
.
Since the dependence on ~k is decoupled from the depen-
dencies on ~S and ~L as far as ρˆ(0) is concerned, k2x and
k2y in the above expression may be replaced by k
2/3, and
SxLx and SyLy by ~S · ~L/3. Thus the above expression
reduces further to
ǫαβz
(
jS,bα,β
)
av
(S76)
=
1
V
−e
h¯/2
α2K
e
Ez
2
9
Tr
[(
~S · ~L
)
k2ρˆ(0)
]
.
Here ~S ·~L may be replaced by (h¯2/2)[J(J+1)−1·2− 12 32 ],
which is h¯2/2 for J = 3/2 and −h¯2 for J = 1/2. The
remaining calculation is straightforward. Generalizing to
general direction of ~E, one obtains(
jS,bα,β
)
av
= ∓ 1
15π2
ǫαβγEγ h¯α
2
Kk
5
F (S77)
for J = 3/2 (upper sign) and J = 1/2 (lower sign).
Note that (jS,bα,β)av differs from (j
S,a
α,β)av by the factor
− 35αK h¯k2F /e, which is smaller than 1 in the small ~k limit.
Therefore (jS,EXTRAα,β )av is given by(
jS,EXTRAα,β
)
av
= ± 2
9π2
ǫαβγEγeαKk
3
F
(
1− 3
10
αK h¯k
2
F
e
)
.
(S78)
Considering the relation between jˆS,EXTRAα,β and jˆ
S,PROP
α,β
in Eq. (S61), one finally obtains(
jS,PROPα,β
)
av
= ± 4
9π2
ǫαβγEγeαKk
3
F
(
1− 3
20
αK h¯k
2
F
e
)
,
(S79)
for J = 3/2 (upper sign) and J = 1/2 (lower sign).
B. State change contribution
The perturbation H ′1 and H
′
2 can modify the density
matrix ρˆ. To calculate the state change contribution
(jS,PROPα,β )sc arising from the density matrix change (in
the absence of any scattering), it is sufficient to retain
only jˆS,cα,β out of the three terms for jˆ
S,EXTRA
α,β [Eq. (S62)]
and calculate
(jS,cα,β)sc = Tr
[
jˆS,cα,β ρˆ
(1)
]
, (S80)
where ρˆ(1) denotes the first order (in ~E) change of ρˆ. Here
we may ignore the contributions from jˆS,aα,β and jˆ
S,b
α,β , since
these operators are already first order in ~E and generate
the second order contribution when combined with ρˆ(1).
Both H ′1 and H
′
2 contribute to ρˆ
(1). However ρˆ(1)
due to H ′1 does not contribute to (j
S,c
α,β)sc since as far
as H0 + H
′
1 is concerned, there is no coupling between
(~k, ~r) and (~L, ~S). Combined with the fact that jˆS,cα,β is
odd in ~L or ~S, this feature prohibits H ′1 from generating
any contribution to (jS,cα,β)sc.
Below we confine ourselves to ρˆ(1) arising from H ′2,
which has been explicitly constructed in Sec. IB. Fol-
lowing the similar calculation procedure in Sec. I B, one
obtains
(jS,cα,β)sc (S81)
= ∓
∑
~k
∑
Jz˜=±1/2
f (0)
(
E(0)(~k, J)
)
×αK |
~E × ~k|
√
2
3 h¯
∆E
×2Re
{
(0)〈
~k, J ′, Jz˜
∣∣∣ jˆS,cα,β ∣∣∣~k, J, Jz˜〉(0)
}
,
9where the upper and lower signs apply to J = 3/2 and
J = 1/2, respectively. J ′ = 1/2 (3/2) when J = 3/2
(1/2). This is the counterpart of Eq. (S25). From symme-
try consideration, it can be verified that (jS,cα,β)sc should
be proportional to ǫαβγEγ . Also the expression for jˆ
S,c
α,β
in Eq. (S65) indicates that (jS,cα,β)sc in Eq. (S81) is of the
order of ~Eh¯αKk
5
F . Thus one finds
(jS,cα,β)sc = ηǫαβγEγ h¯α
2
Kk
5
F , (S82)
where η is a dimensionless constant. Explicit evalua-
tion of Eq. (S81) is necessary to determine η. How-
ever even without the explicit evaluation, it is evident
that (jS,cα,β)sc is smaller than (j
S,PROP
α,β )av by the factor
αK h¯k
2
F /e, which is smaller than 1 in the smaller
~k limit.
Therefore in the small ~k limit, (jS,cα,β)sc is not important.
Below we demonstrate the explicit evaluate of (jS,cα,β)sc
to determine η. It suffices to assume ~E = Ez zˆ and evalu-
ate ǫαβz(j
S,c
α,β)sc. For this, one utilizes Eq. (S65) to obtain
ǫαβz jˆ
S,c
α,β =
1
V
−e
h¯/2
αKαSO
2e
[
− h¯
2
2
(
~k × ~L
)
z
(S83)
− Lz(~S · ~k × ~L)− (~k × ~L · ~S)Lz
]
.
After some algebra, one finds
ǫαβz2Re
{
(0)〈
~k, J ′, Jz˜
∣∣∣ jˆS,cα,β ∣∣∣~k, J, Jz˜〉(0)
}
(S84)
=
1
V
−e
h¯/2
αKαSO
2e
3
√
2
2
h¯3
∣∣∣zˆ × ~k∣∣∣ (S85)
The rest of calculation is straightforward and results in
(jS,cα,β)sc = ±
2
45π2
ǫαβγEγ h¯α
2
Kk
5
F . (S86)
Finally by combining with (jS,propα,β )sc, one obtains
(jS,PROPα,β )sc (S87)
= ∓ 2
45π2
ǫαβγEγeαKk
3
F
(
8
3
h¯2k2F /2m
∆E
− αK h¯k
2
F
e
)
,
for J = 3/2 (upper sign) and J = 1/2 (lower sign).
C. Occupation change contribution
The occupation change contribution refers to the con-
tribution arising from the additional deviation of ρˆ
from ρˆ(0) due to the impurity scattering of infinitesimal
strength. Due to Eqs. (S61) and (S62), the calculation
of (jS,PROPα,β )oc overlaps a lot with that of (j
S,prop
α,β )oc and
(jSα,β)oc. The only piece that requires additional calcula-
tion is (jS,cα,β)oc, which is given by
(jS,cα,β)oc = Tr
[
jˆS,cα,β ρˆ
(1)
oc
]
, (S88)
where ρˆ
(1)
oc denotes the impurity scattering effect to ρˆ.
The perturbation H ′1 does not make any contribution to
(jS,cα,β)oc since it does not induce any correlation among
(~k,~r) and (~L, ~S). Below we thus consider the pertur-
bation H ′2 only. Then using the expression for ρˆ
(1)
oc in
Eq. (S32), one obtains
(jS,cα,β)oc =
∑
n
f (1) (En)
(0)〈n| jˆS,cα,β |n〉(0) . (S89)
From symmetry consideration, one can verify that
(jS,cα,β)oc should be proportional to ǫαβγEγ . It then suf-
fices to assume ~E = Ez zˆ and evaluate ǫαβz(j
S,c
α,β)oc. For
its evaluation, one uses Eq. (S83) and also the relation,
∑
kz
{
(0)〈
~k, J, Jz˜
∣∣∣ h¯2
2
(
~k × ~L
) ∣∣∣~k, J, Jz˜〉(0) (S90)
+
(0)〈
~k, J, Jz˜
∣∣∣Lz (~S · ~k × ~L) ∣∣∣~k, J, Jz˜〉(0)
+
(0)〈
~k, J, Jz˜
∣∣∣ (~k × ~L · ~S)Lz ∣∣∣~k, J, Jz˜〉(0)
}
= 0,
which shows that (jS,cα,β)oc = 0. Finally by combining
with (jS,propα,β )oc, one obtains
(jS,PROPα,β )oc =
{ −10
+2
}
× 1
27π2
ǫαβγEγeαKk
3
F ,
where the upper and lower results apply to J = 3/2 and
J = 1/2, respectively.
D. Summary
To summarize the result of this section, we obtained
jS,PROPαβ = −
2
9π2
ǫαβγEγeαKk
3
F (S91)
×
[
5
3
−
(
2− 3
10
αK h¯k
2
F
e
)
+
(
8
15
h¯2k2F /2m
∆E
− 1
5
αK h¯k
2
F
e
)]
for J = 3/2 and
jS,PROPαβ =
2
9π2
ǫαβγEγeαKk
3
F (S92)
×
[
1
3
−
(
2− 3
10
αK h¯k
2
F
e
)
+
(
8
15
h¯2k2F /2m
∆E
− 1
5
αK h¯k
2
F
e
)]
for J = 1/2. Note that jS,PROPαβ differs from j
S
αβ and
jS,propαβ in two ways. One difference is the extra terms,
which are of order of ~Eα2K h¯k
5
F and thus smaller than
10
other leading order terms by the factor αK h¯k
2
F /e. Since
this factor approaches zero in the small ~k regime that
we consider, this difference is not important. The other
difference is the factor two enhancement of the anoma-
lous velocity contribution. Since this enhancement oc-
curs at the leading order term of the order of ~EeαKk
3
F ,
this enhancement by factor 2 is relevant. Thus the only
important deviation of jS,PROPαβ from j
S
αβ and j
S,prop
αβ is
the factor two enhancement of the anomalous velocity
contribution.
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