The first level data cache in modern processors has become a major consumer of energy due to its increasing size and high frequency access rate. In order to reduce this high energy consumption, we propose in this paper a straightforward filtering technique based on a highly accurate forwarding predictor. Specifically, a simple structure predicts whether a load instruction will obtain its corresponding data via forwarding from the load-store structure -thus avoiding the data cache access -or if it will be provided by the data cache. This mechanism manages to reduce the data cache energy consumption by an average of 21.5% with a negligible performance penalty of less than 0.1%. Furthermore, in this paper we focus on the cache static energy consumption too by disabling a portion of sets of the L2 associative cache. Overall, when merging both proposals, the combined LI and L2 total energy consumption is reduced by an average of 29.2% with a performance penalty of just 0.25%.
Introduction
Continuous technical improvements in the current microprocessors field lead the trend toward more sophisticated chips. Nevertheless, this fact comes at the expense of significant increase in energy consumption, which jeopardizes the architects' goal of simultaneously delivering both high performance and low energy consumption. In order to mitigate this problem, many researchers have focused their efforts on reducing the overall energy dissipation in an out-of-order processor. It can be argued that this research problem is not a major concern now due to the trend towards multi-core architectures made by the industry, in which in some cases the pipelines employed are simpler. However homogeneous multi-manycore architectures with inorder pipelines will only provide substantial benefits for scalable applications/ workloads, and some researchers have recently highlighted that future designs will benefit from asymmetric architectures that combine simple and energy-efficient cores with a few complex and energy-hungry cores. 1 The local inefficiencies of a complex core can translate into global performance/per-watt improvements since a complex core could accelerate the serial phases of applications when the energy-efficient cores are idle. This way, a single chip will be able to provide good scalability for parallel applications as well as ensure high serial performance. In summary, as promoted in Ref. 2 , researchers should still investigate methods of improving sequential performance despite we have entered into the multicore era.
In an out-of-order microprocessor energy dissipation is spread across different structures including caches, register files, the branch predictor, etc. Specifically, onchip caches consume a significant part of the overall energy by themselves (see Refs. [3] [4] [5] [6] [7] [8] [9] . This energy consumption is divided between active or dynamic energy, which is the energy used while the product is performing its various functions, and leakage or static energy, which is the energy consumed by unintended leakage that does not contribute to the integrated circuit (IC) function. Furthermore, it is worth noting that leakage energy has become a top concern for IC designers in deep submicron process technology nodes (65 nm and below) because it has increased to a significant percent of the total IC energy consumption. In this paper we intend to reduce the cache hierarchy energy consumption in an out of order processor by decreasing the LI data cache (DL1) dynamic contribution as well as the L2 cache static part.
The first mechanism that we propose -oriented to reduce the DL1 dynamic energy consumption -is based on an efficient management of the LSQ (load-store queue) and DL1 accesses. One of the main LSQ tasks is to supply the correct data to load instructions via a forwarding process -store to load forwarding -ruling out the cache data and therefore turning the cache access unnecessary. Taking advantage of the cached load-store queue (CLSQ) proposed by Nicolaescu et al. 10 -where the number of loads that receive their data from a previous store augment considerably -and using an accurate forwarding predictor that suggests if a load instruction is likely to receive its data through forwarding, we manage to filter many accesses to the data cache in the target platform -an x86 architecture -while the performance delivered remains largely unchanged. Our second proposal is focused on reducing the static energy consumption in the cache hierarchy. To this end we disable some of the sets in the second level cache according to the cache array geometry and we analyze the consequent impact on performance and global energy consumption.
The rest of the paper is organized as follows. Section 2 recaps related work. Sections 3 and 4 bring in our two proposals. Section 5 details our experimental environment, while Sec. 6 outlines experimental results and analyses. Finally, Sec. 7 concludes.
Background
Many techniques for reducing the cache energy consumption have been explored recently. Next, we recap some of the more outstanding ones. One alternative is to partition caches into several smaller caches 11 with the corresponding reduction in both access time and energy cost per access. Another design, known as filter cache, 12 trades performance for energy consumption by filtering cache references through an unusually small LI cache. An L2 cache, which is similar in size and structure to a typical LI cache, is placed after the filter cache to minimize the performance loss. A different alternative, named selective cache ways, 13 provides the ability to disable a subset of the ways in a set associative cache during periods of modest cache activity, whereas the full cache will be operational for more cacheintensive periods. Another different approach takes advantage of the special behavior in memory references: we can replace the conventional unified data cache with multiple specialized caches. Each one handles different kinds of memory references according to their particular locality characteristics. 14 These alternatives make it possible to improve in terms of performance or energy efficiency. Finally, Jin et al. 15 obtain energy savings in LI cache by exploiting loads spatial locality. In their technique, loads always bring a macro data from the processor cache, allowing additional opportunities for load to load forwarding. Nicolaescu et al. 10 propose to avoid the data cache access for those loads that receive their data through forwarding. To increase the amount of this kind of loads, they modify the LSQ design to retain load and store instructions after their commit phase. Thereby, a later load in program order augments the chances of obtaining its data from a previous instruction, either an in-flight store, a committed store, or a committed load (load to load forwarding). The mechanism -named cached load store queue, CLSQ, made of the CLQ and the CSQ -is based on the low observed rate of LSQ occupancy for some program phases, which make it possible to earmark unoccupied entries to already committed load or store instructions. Our work serves of CLSQ to augment the amount of forwarding loads and as a result to reduce the cache hierarchy energy consumption, improving and significantly extending our previously published work. 16 As in our first proposal we are using a forwarding predictor, we should mention that many proposals relying on memory dependence prediction to know in advance which pairs of store-load instructions become dependent 17 ' 18 exist. However, they all exceed the goal of our job. Finally, there are some techniques oriented to selectively disable a portion of cache to reduce the static energy consumption, like gated-Vdd, 19 and others, like Refs. 20 and 21, that we will describe in detail in Sec. 4 for a better understanding of our second proposal.
Reducing Dynamic Energy Consumption in DL1
3.
Rationale
In most conventional microprocessors each load instruction consults the first level data cache in order to move the required data into an available register. Simultaneously, the store-queue (SQ) is searched looking for a previous matching in-flight store. If it is found, the store forwards the corresponding data. Otherwise, the data is provided by the cache (see Fig. 1 , Original Architecture).
The first technique that we propose in this paper is based on the observation that if a load obtains the corresponding data directly from an earlier store, then the data cache access turns completely unnecessary, so it could be avoided for saving some energy. Obviously, this energy reduction will become significant only if the amount of loads that get the data from the SQ is high enough.
In a RISC processor, the amount of store-load forwarding is relatively small (less than 15% on average according to Ref. 22) , basically due to the fact that the number of architectural registers is commonly set to 32 and a register-register architecture is generally implemented. In such scenario, the benefits of trying to avoid the DL1 access could turn meaningless. However, in a register-memory architecture with only 16 architectural registers -as in the case of x86-64, the architecture employed in this job -the number of store to load forwardings is considerably higher as a result of the extra operations due to register spilling.
In a complementary way, we can use Nicolaescu's CLSQ from Ref. 3 , which significantly increases the number of loads that receive their data via forwarding, both due to store to load forwarding from the Cached-SQ and to load forwarding from the Cached-LQ.
In summary, in an x86-64 architecture using Nicolaescu's Cached-LSQ, the amount of forwarding can be relatively high -up to 40% of the loads -which makes our idea about saving energy appealing. However, in order to filter the accesses to DL1 performed by loads that may obtain the data directly from the LSQ, we need to either serialize the LSQ and DL1 searches, or to know in advance -i.e., make a prediction -whether the load will obtain the data via forwarding or not. This is a key issue that we address in the next section. 
Overall structure
As mentioned above, an obvious implementation would be to serialize the accesses involved (like Nicolaescu does in Ref. 10): the load first scans the SQ, and thenonly when the data is not found -a cache search is performed (see Fig. 1 , Nicolaescu's Proposal). However, this design is not efficient: when a previous matching store is not found, the delay incurred in accessing to the data cache will result in a significant slowdown. In this paper we will turn up with a much more convenient approach.
Our proposed design (see Fig. 1 , Proposed Architecture) is based on a forwarding predictor, which tries to identify those loads that will receive the corresponding data via forwarding. For convenience of discussion, we loosely refer to these loads as predicted-dependent loads and the remainder predicted-independent loads. For predicted-dependent loads, only the entire SQ -both conventional and cached parts -and the cached-LQ are searched, omitting the DL1 access (obviously at the risk that the predictor was wrong, in which case the cache access is launched with a one-cycle delay). For the remaining loads the entire SQ, the cached-LQ and the DL1 are searched in parallel (note that in this case, if the predictor fails the performed data cache access turns unnecessary). A predictor with high accuracy provides significant energy savings at the cost of tiny performance degradation.
Forwarding predictors
There is a whole lot of research in the field of memory dependence prediction. However, most proposals employ sophisticated predictor structures, which are excessive for our goal of just predicting in advance whether a load will obtain the corresponding data via forwarding. For this reason, we have not considered them in this paper. Instead, we have evaluated two kinds of simple predictors: Bloom Filterbased 23 and Branch Predictor-based.
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Bloom Filter-Based Predictor: This first kind of predictor is a low-overhead table of counters. When a memory instruction -load or store -is issued, it accesses the table based on its address and increments the corresponding counter. Besides, and before incrementing the counter, load instructions check the table to obtain the prediction: if the corresponding counter is greater than zero, then potentially one or more memory instructions access the same memory location, so the systems conservatively predicts the load to obtain the corresponding data via forwarding. Otherwise, the load is predicted-independent.
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Branch Predictor-Based: The second kind of predictor is based on the wellknown bimodal branch predictor. Similarly to branch instructions, a large majority of loads have a strongly biased behavior -they either frequently or almost never receive the corresponding data via forwarding -so such a predictor performs satisfactorily. A benefit of this Bimodal Predictor compared to the Bloom Filter-based predictor lies on the fact that the prediction is available as soon as the load instruction is decoded. On the contrary, the Bloom Filter is consulted using the load memory address, which needs to be calculated first, so the availability of the prediction is delayed until the issue phase.
Combined Predictor: Finally, we should mention that we have also considered in our evaluation a combined predictor, merging a Bloom Filter with a Bimodal predictor. For extracting the final prediction, a load is marked as predicted-dependent only when both structures predict the load to be dependent. Such a structure benefits from both past forwarding behavior and memory address information, providing the best results as it will be detailed in the evaluation section.
Supporting coherence and consistency
The LSQ from the baseline architecture receives invalidation requests from remote processors, so coherence and consistency functionalities can easily be supported in our technique. However, we should highlight a conflict situation that turns up in our design when implemented in a system with a MESI coherence protocol: if a data is replaced from the DL1 but remains in the Cached-LSQ, the Shared Line will not be activated due to a remote read request, potentially putting the remote data in an erroneous Exclusive State (instead of a Shared State). A possible solution is to force the LSQ to activate the Shared line for every remote read to a load whose data was received via forwarding. As a future work we intend to improve this management since -although straightforward -it is relatively inefficient.
Reducing Static Energy Consumption in L2
Static energy is consumed when transistors in the chip remain in the steady state. The relative weight of this kind of energy over the overall consumption has significantly augmented as the technology scales down, at least until the Intel High-K metal gate transistor appearance. In cache structures it is usual to reduce this contribution by turning off some associative sets or some cache ways that are considered as dispensable. In this context, we mean by turning off to reduce the transistors source-drain voltage drop, thus decreasing the leakage currents involved. Two basic approaches exist for this purpose: Stacking Effect-based and Drowsy Effect-based.
Transistor stacking refers to the technique of stacking off transistors source to drain. Stacked off transistors significantly restrict the leakage current flowing to ground. This is because the voltage differential between the drain and source of the stacked transistors is less than V^. A popular stacking mechanism is the gated-V^ technique developed by Powell et al. for memory cells, which has been successfully employed in many architectural techniques, such as the DRI I-cache 19 and cache decay 20 among others. These techniques are collectively known as nonstate-preserving (or state-destroying): the cell quickly loses its stored value going into a limbo state. Restoring the power supply (turning on the sleep transistor) allows the internal nodes of the cell to recharge, but they take on a random logic state.
In response to the gated-T^j d problem of losing state, Flautner et al. proposed another approach to curb leakage in memory cells. 21 The drowsy mode is a low supply voltage mode for the memory cells: memory cells which are idle, i.e., are not actively accessed, can be voltage-scaled into a drowsy mode. In this mode, transistors leak much less than with a full V^. A "drowsy" bit controls the two levels of supply voltage (Vjd or V^^o w ) to the memory cells of a cache line. Memory cells are in drowsy mode when fed from Vadiow The leakage reduction of the drowsy mode is not as profound as that of the gated-V^ approach, but in return the state of the memory cell is preserved. However, a memory cell in drowsy mode cannot be accessed with the full-Vdd circuitry of the cache. It first has to be voltage-scaled back to full V^. Because this is not instantaneous, there is a penalty, albeit small, in accessing drowsy cells.
In this work, based on the observation that the second level cache in a conventional processor is underutilized in some benchmarks (as it will be stated in the evaluation section), we propose to partially turn off this level during the whole application. In order to determine the amount of sets to disable in each application, we look for a satisfactory energy-performance trade-off. Specifically, we select the configuration that exhibits the highest energy savings without degrading performance beyond 1%. Besides, as the disabled zone remains turned off during the entire execution -and hence data preservation is not required -we employ a Stacking Effect-based technique.
Both cache ways and associative sets could be disabled in a selective L2 turning off. Nevertheless, according to CACTI 5.3,  26 the bits from a cache line are spread along a subarray row, as Fig. 2 illustrates. Thus, only disabling set is a feasible choice. Specifically, for our L2 configuration (256KB size, 64B line, 16 ways, 1 bank and 1 r/w port), the parameters associated with the data array geometry are: Ndwl = 32, Ndbl = 4 and Ndsp = 1. With this kind of geometry it is feasible to turn off associative sets by 64 size modules, i.e., we use L2 caches with 256 (baseline), 192, 128 and 64 associative sets.
Finally, it is worth to note that coherence and consistency can easily be supported in this design: at the beginning of an application, we decrease (disabling sets) or increase (enabling sets) the L2 cache size. In the first case, we flush to the next cache level (L3) data from the disabled sets, whereas in the second case we flush to L3 data from the sets that are active. Given that we only perform these operations once per application, the impact on performance and energy consumption is almost negligible.
Experimental Framework
We have evaluated our proposed design using PTLsim, 27 a performance-oriented simulation tool. The simulated microarchitecture follows the default PTLsim configuration that results from the merging of different features of an Intel Pentium 4, 28 an AMD K8 and an Intel Core 2. 29 Some of the main simulation parameters are listed in Table 1 .
The evaluation of our proposals is performed using 28 benchmarks from the SPEC CPU2006 suite, 30 compiled for the x86 instruction set. The technology parameters correspond to 45 nm, with a 1.0 V V^. We simulate regions of 400M instructions after reaching a triggering point, which marks the beginning of code area in which the application behavior is representative of the overall execution.
To evaluate the impact of our data cache filtering and our L2 turning off mechanism over the energy consumption of the cache hierarchy, we use CACTI 5.3 to model the caches of Table 1 . Specifically, in order to estimate the caches energy consumption, we have developed an exhaustive energy model that will be detailed next. Furthermore, the simulator has been modified to incorporate in the microarchitectural simulation the predictors from our first proposal, although their energy consumption is considered as negligible compared with the energy savings obtained in the DLL
In the next three subsections we describe how we determine the triggering point to be employed for each benchmark (Sec. 5.1), we analyze the reliability of the data our simulations report (Sec. 5.2) and finally we detail the energy model used (Sec. 5.3). As mentioned above, we simulate regions of 400M instructions after reaching a triggering point, hoping that the selected simulation window deliver almost identical results than those derived from the whole benchmark execution. We have analyzed exhaustively how to determine this optimal point. To this end, we employ a methodical process based on the gprof tool 31 and direct observation, contrasting the obtained results with those provided by the SimPoint tool. 32 The rationale behind this procedure is that as SimPoint provides several triggering point per benchmark and they cannot be extrapolated to be used in PTLsim, we try to determine a single and representative triggering point per application.
As the simulation environment is relatively new, the simulations were made very meticulously. First, using the information provided by gprof as well as a manual track with ad hoc timing measurements, we managed to identify the dominant phase for each application. Second, we employ simulation windows of 100, 200, 400 and 1,000 million instructions within the identified dominant phase trying to obtain an approximation to the mean value of the required metric.
Finally, we choose a single triggering point per benchmark which delivers a mean value as close as possible to the mean value obtained using a more elaborated process.
Specifically, we are interested in determining the forwarding rate for each application under study. Thus, knowing the number of loads that receive the corresponding data from the LSQ instead of from the data cache is desired in order to calibrate the potential benefits of our first proposal. The triggering points experimentally identified for the SPEC CPU2006 benchmarks are detailed in Table 2 .
In order to determine the optimal length for the simulation window, we analyze the forwarding data obtained in runs that, starting from the triggering points detailed in the table above, execute a different number of instructions.
The mentioned data are shown in Table 3 , where the percentage of loads that receive the corresponding data via forwarding in each application is illustrated. We provide the forwarding rate observed with and without using the XEN 33 hypervisor -an infrastructure that provides full system x86-64 simulation, not only user space -over the architecture of Table 1 , as well as that when an extended architecture (increasing processor resources) is employed. As shown, the forwarding rate remains quite stable across the different simulation window lengths, so based on simulation time requirements and simplicity, we finally choose 400M as the number of instructions to be executed after each triggering point is reached without XEN hypervisor. Besides, three applications (gobmk, sjeng and dealll) were discarded due to simulator failures and hence not considered from now on.
To justify and validate our simulation method we contrasted our forwarding rate results with those obtained when the SimPoint tool 32 is employed. We applied the mentioned tool to most benchmarks (some mistakes appeared for a handful of them), obtaining the starting addresses of the most representative execution phases. It is worth noting that we collect a total amount of 215 triggering points for 24 benchmarks, i.e., 9 points per application on average, although some applications, like omnetpp and cactusADM, just exhibit 1 and 2 triggering points, respectively, whereas for other benchmarks, like zeusmp, 15 points were detected. For each triggering point the forwarding rate was measured, although in an approximated fashion since, due to a simulation framework constraint, a triggering point was established when the address of this point is reached for the first time. In Fig. 3 we show a comparison between the load forwarding rate reported by our method and that when using SimPoint. Specifically, the figure illustrates, for each application, the percentage that the forwarding rate obtained with our simulation method represents with respect to the forwarding rate reported by the SimPoint tool. 32 As illustrated, there is a high correlation degree between data reported by the two methods.
Reliability of reported data
As it will be detailed in the evaluation section, we carried out many simulations changing some microarchitectural details and configuration parameters in order to determine how these changes impact on performance and energy consumption. It is important to discriminate between which part of IPC and energy savings is related with the intrinsic variability associated to different execution runs and which one is derived from changes in the processor microarchitecture.
For this purpose we repeat, over the same machine, a whole simulation of all benchmarks to obtain four measurements per application (using a simulation window of 400M instructions). We also analyze the variability associated with energy model parameters (they will be described in detail in Sec. 5.3). Again we repeat (four times) a whole simulation of all benchmarks over the same machine, using a simulation window of 400M instructions. Figure 5 illustrates the average variability for each parameter. Although few benchmarks exhibit moderate variability for some particular parameters, average values considering all applications, as shown, remain notably low. 
Energy model
In the evaluation section we report data about the energy impact of our proposals over the cache hierarchy. In order to accurately provide these results, we developed an energy model which allows to estimate the overall hierarchy consumption as well as to perform an energy breakdown that includes individual values for all of the levels involved in our simulated microarchitecture: data level 1, instruction level 1, level 2 and level 3.
To estimate the energy associated with load instructions we measure, for each level of the cache (that we generically denote as L), the amount of times a data is searched [L.Lookup), the amount of hits experienced (L.Hit) as well as the number of misses (L.Miss). Related with this last parameter, the amount of writings (L.Delivery) performed when a required data is not found in the corresponding level is also recorded.
Regarding store instructions energy consumption, as we simulate a microarchitecture with inclusive caches and therefore writing in first level data cache implies writing in upper levels too, we record the amount of stores that consolidate the corresponding data, i.e., the number of committed stores (denoted as Stores in our model).
For load instructions, we analyzed two different ways for accessing to tag and data cache arrays: parallel and sequential fashion, although we finally choose parallel access to instruction cache and sequential access to data caches. 34 We denote the consumption per tag array access involved as L.r.tag and the consumption per data array reading as L.r.line. The sum of the two prior values is referred to L.r and the consumption involved in accessing the cache to perform a writing as L.w. Considering the previous definitions, the dynamic energy consumption for each L level cache in our model is:
In order to clarify this model, Fig. 6 illustrates the memory hierarchy of the simulated microarchitecture where -apart from the three levels of cache -the LSQ, the line fill request queue (LFRQ), the miss buffer (MB) and the main memory are shown too. This figure includes quantitative information about the amount of loads, stores and instruction fetchs that travel for the different structures involved in a 400M instructions simulation of gcc application. The Delivery parameter is represented with thick arrows going from an upper level to the lower one in order to satisfy the missing data or instruction. The Stores parameter is represented with an arrow going from DL1 to L3 (touching also the L2).
Regarding static energy consumption, it is calculated based on the amount of execution cycles reported by the simulation runs.
To complete our energy model, we extract the data shown in Table 4 
Evaluation
In Sec. 6.1 we detail the results obtained from our DL1 filtering proposal whereas those from simultaneously disabling sets in L2 cache and filtering DL1 accesses are analyzed in Sec. 6.2.
Dynamic energy reduction in DL1
In this section, first we analyze the effectiveness of the studied forwarding predictors and then the main results derived from our first proposed technique.
Forwarding predictors
In order to compare the accuracy of the forwarding predictors evaluated -Bloom Filter, Bimodal (with 1 and 2 bits per entry) and Bimodal (2 bits) plus Bloom Filter -we follow Grunwald et al. and employ the following metrics used in confidence estimation for speculation control 35 :
Predictive Value of a Positive Test (PVP): It identifies the probability that the prediction of a load as dependent is correct. It is computed as the ratio between the number of correctly dependent-predicted loads and the total number of loads predicted as dependent.
Predictive Value of a Negative Test (PVN):
It identifies the probability that the prediction of a load as independent is incorrect. It is computed as the ratio between the number of mispredicted independent loads and the total number of loads predicted as independent.
In our case, using predictors with a high PVP avoids degrading performance. On the other hand, if many loads are incorrectly independent-predicted (high PVN), many cache accesses are carried out unnecessarily, resulting in missed opportunities to reduce the DL1 energy consumption. Therefore, in our design, only very high PVP values are acceptable.
In Fig. 7 , we visually present the measurements of PVP and PVN for different sizes in all studied predictors. Intuitively, as we increase the size of any predictor, PVP augments and PVN decrease, leading to a better predictor behavior. Note that PVN for Bloom Filter is always zero, since no false negatives exist -when a load is independent-predicted, the predictor is never mistaken. From this figure we can conclude -according to the intuition -that combining the past forwarding information (Bimodal predictor) and memory addresses (Bloom Filter) result in the most accurate predictor (up to 95% of hits for predicteddependent loads and only around 6% of misses for predicted-independent loads). Thus, we focus on this combined predictor (specifically, we choose a lK-entry bimodal predictor and a 64-entry Bloom Filter) for thorough analysis reported in next section.
Main results
First, we inspect in Fig. 8 forwarding rate in both our proposed architecture and that of Nicolaescu is almost exactly the same, in the figure we illustrate the same total rate observed in each application employing these two architectures, as well as the baseline contribution. As shown, the average forwarding rate rises from 8% to 36% for the considered applications when the CLSQ is introduced in the design, so the contribution of Nicolaescu's idea becomes very significant.
Second, a key aspect to be considered is to know how the forwarding rate increment impacts on performance and energy consumption when our proposed DLl filtering technique is implemented. In Fig. 9 the slowdown observed with respect to the baseline is shown for both Nicolaescu's proposal and ours.
According to Fig. 9 , where Nicolaescu's proposal applied to the base architecture drops performance by 1.04% on average (due to the one-cycle delay associated with loads that do not find the corresponding data in the LSQ structure), our prediction mechanism -since no delay occurs in accessing the data cache when a load is predicted as independent -manages to reduce the slowdown to just 0.09% with respect to the baseline.
In order to evaluate the impact of our filtering technique on energy consumption, we track the amount of events detailed in our energy model (Lookup, Hits, Miss and Delivery as well as the number of store instructions) for each level cache. In Fig. we show some of these parameters values for both Nicolaescu's proposal and our filtering technique normalized to those obtained in the baseline.
As shown in the figure, the mechanism proposed by Nicolaescu allows to reduce the amount of DLl accesses by 30% without significantly affecting the remaining levels. With our proposal the reduction is slightly lower, around 26%, due to the contribution of those loads erroneously predicted as independent that unnecessarily access the DLl.
Considering data collected in Figs. 9 and 10, and applying our described energy model, we may obtain the energy reduction derived from our mechanism implementation. In Fig. 11 we show the dynamic energy consumption (mj) of DLl for the three microarchitectures under study (baseline, that of Nicolaescu and ours) and varying the number of ports in the first level cache. Thus, configuration A is the configuration detailed in the experimental framework section whereas configuration B employs a dual ported DL1 instead of a single one. From this figure we derive that our filtering proposal manages to reduce the DL1 dynamic energy consumption by around 21.5% compared to the baseline in the two studied configurations. The energy savings employing Nicolaescu's proposal is slightly higher, around 24%, at the expense of a significantly higher slowdown with respect to our proposal as previously shown. Moreover, as a consequence of the reduced slowdown, whereas with our filtering technique the static consumption in the cache hierarchy remains largely unchanged, Nicolaescu's proposal leads to a considerable increment.
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Static energy reduction in L2
As established in Sec. 4, we try to reduce the static contribution to cache hierarchy energy consumption by turning off some associative sets in L2. The effect observed /***#/////w/s"ww* over execution time is shown in Fig. 12 , which reports the system slowdowncompared to the baseline -when 256 (full L2 cache), 192,128 and 64 associative sets are employed. One thing worth noting is that these results are obtained including the filtering DL1 mechanism proposed in Sec. 3.
From the figure above, we extract the average slowdown considering all applications when we turn off different amount of associative sets. Our entire L2 cache (256 sets) in conjunction with our DL1 filtering proposal, according to results shown in the previous subsection too, just drops performance by 0.09% on average compared to the baseline. When just 192, 128 and 64 associative sets are working, this average slowdown rises to 0.41%, 0.45% and 0.72%, respectively.
In Fig. 12 we also zoom into particular applications to analyze individual behavior. Considering the observed slowdown per benchmark when turning off different amount of associative sets, and according to the energy-performance trade-off stated in Sec. 4, we may choose a specific L2 turning off. Recall that for each application we choose the configuration that using the smallest amount of L2 sets -and including our DL1 filtering proposal -reports a slowdown under 1% compared to baseline. Thus, for example, perlbench and hmmer meet the trade-off using just 128 and 64 sets respectively, whereas for sphinx?, all the available sets must be employed to keep performance drop below 1%.
Overall, according to our energy model, by disabling L2 sets in this selective fashion -to cut static L2 energy consumption -and simultaneously applying our DL1 filtering mechanism -that reduces DL1 dynamic energy -the static L2 and the dynamic DL1 contributions to energy consumption drop by 62.2% and 21.5%, respectively on average, leading to a reduction in the combined LI and L2 total energy consumption of 29.2%, whereas the performance penalty is just 0.25%. As inferred from this reduced slowdown, the increase in L3 accesses due to turning off L2 sets has an almost negligible impact on system performance and even total L3 energy consumption remains largely unchanged (it augments by just 0.3%).
Conclusions
In this paper we have proposed a LI data cache filtering mechanism oriented to reduce the energy consumption. Using the idea of CLSQ to augment the forwarding available in the applications, we manage to cut the dynamic energy consumption of the first level data cache by 21.5% with a negligible slowdown. Furthermore, we also propose to selectively turn off some L2 associative sets in order to reduce the static energy consumption. Combining both techniques a reduction in overall LI and L2 energy consumption close to 29.2% is achieved, with just a 0.25% performance penalty. In this paper we have focused on just cache energy consumption, since determining the impact of these approaches over the whole processor energy consumption exceeds the goal of this work.
Besides, we have introduced a detailed energy model and a meticulous simulation method to obtain single triggering points for simulation in SPEC CPU2006 applications on an x86-64 architecture.
