




MODELING THE HUMAN CLASSIFICATION OF ACUTE DECOMPENSATED 




Joseph Soo-Bum Kim 
 
 
Department of Biostatistics 
 
 
University of North Carolina at Chapel Hill 




      Approved by: 
Dr. Matthew Loop, Thesis Advisor 
Dr. Patricia Chang, Reader 
Dr. David Couper, Reader 
 ii 
Abstract 
 Heart failure (HF) is a clinical syndrome in which the heart is not able to properly pump 
blood because of structural and functional defects, resulting in the body not getting enough 
blood. It affects millions of people in the United States and often leads to hospitalization or 
mortality. Acute decompensated heart failure (ADHF) is a sudden worsening of HF symptoms 
and is a powerful predictor of readmission for HF and death of patients with chronic HF post-
discharge. In this thesis, we used data from the Atherosclerosis Risk in Communities (ARIC) 
study’s community surveillance of heart failure hospitalizations to develop machine learning 
classification models to accurately classify if a patient did have or did not have ADHF. We used 
abstracted hospital records and ADHF diagnosis, done by clinician review, to train the classifiers 
to identify ADHF cases. After data preparation through imputation and handling collinearity in 
the data, we had 2,925 records in our training set and 116 records in our test dataset. Data 
preparation, cross-validation, model creation, and data analysis were all done in R, and we 
created a decision tree using the rpart package and a boosted decision tree using the adabag 
package. Using these models, we observed classification accuracy rates of approximately 75% in 
the decision tree model and 79% in the boosted decision tree model. These rates were fairly 
consistent with those found in literature of machine learning models that were used to classify 
general HF and general heart disease cases. The success of our models, relative to those in 
literature, demonstrate the potential for machine learning to help identify ADHF cases among 
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Chapter 1  
Introduction and Preliminaries 
Heart failure (HF) is a common clinical syndrome in which the heart is not able to 
properly pump blood because of structural and functional defects, resulting in the body not 
getting enough blood. HF does not mean that the heart has stopped working but rather that the 
pumping mechanism is weak. Some symptoms of HF include shortness of breath, tiredness, and 
edema in the feet, legs, ankles, or stomach, and the prognosis of HF is not good as the mortality 
rate at 1 year was high at about 30%.1 Furthermore, it places a heavy burden on healthcare 
resources because the economic cost of HF is estimated to be $30.7 billion, including healthcare 
services, medicine for HF, and missed days from work.2 This condition affects millions of people 
in the US, and in fact, the number of Americans 20 years and older with HF has increased from 
5.7 million in 2009-2012 to 6.2 million in 2013-2016.2 Furthermore, the prevalence of HF is 
projected to increase by 46% from 2012 to 2030.2 With the heavy burden HF has on individuals 
and on healthcare resources, it is an important syndrome to be studied.  
Within HF, we are interested in acute decompensated HF (ADHF), which is the sudden 
worsening of HF symptoms, because it is a predictor for readmission and death of patients in 
chronic HF after discharge.3 To understand predictors and consequences of ADHF in the context 
of population-based surveillance, we must be able to classify a hospitalization as caused by 
ADHF or not. Currently, the “gold standard” method to classify these events is through expert 
clinician review. However, because clinician review is an expensive and resource-consuming 
process, we would like to explore automated methods to do this classification for us. In this 
paper, we developed machine learning (ML) models to classify ADHF using manually abstracted 




2.1 Study Population 
The Atherosclerosis Risk in Communities (ARIC) study is a prospective observational cohort 
study in four US communities (Forsyth County, NC Jackson, MS, Washington County, MD, and 
Minneapolis, MN). From 2005 to 2014, the ARIC study additionally sampled heart-failure 
related hospitalizations in the 4 communities among patients 55 years old and older in an effort 
to conduct community-level surveillance of hospitalized HF. Trained abstractors abstracted 
medical records of eligible hospitalizations that showed any sign of potential heart failure. 
Incident acute decompensated HF (ADHF) hospitalizations were classified by one to two 
clinician reviews. Any disagreement between clinician reviews or between the computer 
algorithm and one clinician review was adjudicated by an additional reviewer.  
For the current study, our target population included all events that were (1) reviewed by 
at least one clinician; and (2) had at least one of the following increasing or onset symptoms: 
shortness of breath, edema, paroxysmal nocturnal dyspnea, orthopnea, or hypoxia, or there was 
evidence in the doctor’s notes indicating HF as the cause of the hospitalization. We focused on 
these hospitalizations that had some possible evidence of HF, as opposed to including additional 
cases that were clearly not HF, because we were trying to create a prediction model for 
hospitalizations where the classification was uncertain. From this target population, we excluded 
hospitalizations that were out-of- hospital deaths and cases that were missing variables that were 





In the ARIC Community Surveillance, the physician reviews and the computer algorithm 
classify each abstracted hospitalization to one of five categories: definite ADHF, possible 
ADHF, chronic stable HF, HF unlikely, or unclassifiable. For the purpose of this paper, our 
primary outcome is a binary outcome indicating whether a patient was classified as having 
ADHF, by combining definite and possible ADHF together, versus not ADHF, by combining 
chronic stable HF, HF unlikely, or unclassifiable together. This outcome is derived from the 
ARIC Study’s Heart Failure Diagnosis (HDX) Form, which reports the final classification from 
the physician review or the algorithm.  
2.3 Features 
Our features come from the ARIC study’s heart failure hospital record abstraction (HFA) form 
and the event summary form (ESF). The HFA is completed for all heart-failure eligible 
community surveillance hospitalizations, and the ESF is used as a summary of germane items 
from the HFA for the reviewers to classify the hospitalization into one of the five diagnosis 
categories. The features from this form include age at date of discharge, indicators of signs of HF 
prior to and at time of hospitalization, ejection fraction, BNP measurements, Pro-BNP 
measurements, and history of hypertension and myocardial infarction. The features used from the 
HFA form will be medications taken before and during hospitalization. 
2.4 Statistical Methods 
The goal of statistical machine learning is to learn from data so that we are able to use a 
set of features to predict an outcome or understand more about the data. The two main branches 
of machine learning are supervised learning and unsupervised learning. Supervised learning 
involves the use of training data, which includes features and an outcome, to build a prediction 
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model, allowing us to predict the outcome for new sets of features. Unsupervised learning 
involves just the features and describes how the data are grouped together. We used the first type 
of learning, more specifically we implemented a Classification and Regression Tree (CART) 
model and a boosted decision tree model.4  
CART models are useful because they are easy to interpret and because they can easily 
handle a mixture of discrete and continuous variables, which our data contain. The models are 
created by dividing the feature space into subspaces through recursive binary splits until a 
stopping rule is applied.5 At each step, the model chooses a variable and a split-point to divide 
the space that achieves the best fit.4 With classification trees, the criteria for splitting nodes is 
usually one of three measures of node impurity: misclassification error, Gini index, and cross-
entropy.4 We used the Gini index because it is differentiable, making it better for numerical 
optimization, and because it is sensitive to changes in the probabilities of each node.4 
Furthermore, on average, it is the most moderate measure of the three and most widely used.4 
For the CART model creation, we used the rpart package in R.6,7  
Boosting is a very powerful tool that can reduce the classification error rate compared to 
a CART model by combining weak classifiers to create a single strong classifier.4 A weak 
classifier is a very simple learner that performs a little better than guessing the classification 
randomly.4 Boosting is done by combining many of these weak classifiers using a weighted sum 
of the performance of each of the weak classifiers to make a single high-performing model with 
a low misclassification rate.4  
During each boosting step, a weak classifier is fit to the training data using weights for 
each observation.4 At the beginning of the ensemble creation, all the weights will be equal, 
however, after an input is misclassified, its weight is increased so that the next classifier is more 
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likely to correctly classify it.4 This adjustment of weights allows for future weak learners to 
focus on the misclassified observations instead of the already correctly classified.4 After creating 
a predetermined number of weak classifiers, the final classifier is a weighted sum of all the weak 
classifiers, giving higher weight to more accurate classifiers.4 This final classifier is the boosted 
decision tree. For boosted tree creation, we used the adabag package in R.8  
After creating the trees, both models should be able to classify ADHF or no ADHF based 
on new data for a new patient. Our goal is to be able to maximize the accuracy rate, thus 
minimizing the misclassification rate, when classifying new hospitalizations. In order to evaluate 
the misclassification rate properly, we had to split our data into training and testing data. 
Training data was used to create the trees, and testing data was used to evaluate the accuracy of 
the final model, which is important for the applicability of the model to future data. At the 
beginning of the research, we decided to split the training data and testing data by year of the 
hospitalization, with data from 2005-2013 being training data and 2014 being testing data. To 
prevent data leakage, we did not use 2014 data until the final model was created. To find the 
most accurate model possible with our data, we compared the error rates of the CART model and 
the boosted model, and cross validated on several hyperparameters in both models. 
Cross Validation (CV) is a very powerful tool in machine learning because it helps in 
tuning the parameters by evaluating sub-models. This is done by splitting the training data to 
train and test several sub-models with smaller training and testing sets and then averaging the 
accuracy of those sub-models. Our data is time series data because it was collected from 2005 to 
2014, and the data collected may have temporal dependencies, meaning we needed to perform 
CV while considering those possible dependencies.9 With the 2005-2013 data, we used a method 
called forward-chaining nested CV, in which we split all the data by year and cross validated 
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using training subsets consisting of data that occurred prior to the data in the validation sets.9 For 
example, the first iteration of the CV used 2005 data as training and 2006 data as validation, then 
the second iteration of the CV used 2005 and 2006 data as training and 2007 as validation. We 
continued the expansion of the training data until the eighth iteration used data from 2005 to 
2012 as training and 2013 as validation data. Afterwards, the agreement rates of each sub-model 
were averaged.  
We used forward-chaining nested CV to tune the following parameters: (1) the number of 
trees (only for boosted trees); (2) the tree depth; and (3) the cutoff probability for assigning 
classification. The number of trees is the number of weak classifiers in the ensemble, and we 
varied the number of trees between k = 50, 100, 150, and 200. Tree depth determines the 
complexity of the decision tree, meaning deeper trees have more splits in the tree. Having a high 
tree depth could cause the model to overfit so that the model does not perform well with future 
data. We varied the tree depths from 3 to 10 in the CART model and from 1 to 4 in the boosted 
model. When predicting based on the features, both models return a probability of the patient 
being classified as having ADHF. We cross validated on the probability threshold for assigning a 
record to be an ADHF event from 0.3 to 0.7 by increments of 0.05. Probabilities above the cutoff 
probability meant the patient was classified to have ADHF, and probabilities below meant the 
patient was classified to not have ADHF. 
Upon CV, Figure 1 shows that the best hyperparameters for the CART model is a tree 
with a depth of at least 5 and a probability cutoff of 0.5. Based on our CV, we used a tree depth 
of 5 and probability cutoff of 0.5 in creating our final CART model. 
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Figure 1. CART model cross validation results tuning tree depth and probability cutoff 
Next, CV of the boosted decision trees in Figure 2 shows us that the best hyperparameters 
for the boosted model is a tree with a tree depth of 2, cutoff probability of 0.4, and 100 weak 
classifiers. 
 
Figure 2. Boosted model results tuning tree depth, number of trees, and probability cutoff 
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In handling missing data, we originally planned to use multiple imputations (MI) to 
estimate the missing values and impute on the whole dataset, using the Multivariate Imputation 
by Chained Equations (MICE) package in R.10 However, when we looked at the data and 
attempted MI, we found that multicollinearity between variables prevented the imputation from 
working properly. Furthermore, we decided that there was no good way to combine different 
trees that would result from multiple imputations, so we decided to use single imputation instead. 
Single imputation also uses the MICE package and uses the same mice function, but the 
parameter for the number of imputations is set to 1. Even after doing single imputation, the 
function had trouble imputing missing values due to multicollinearity, so we had to investigate 
the variables that were causing this. We found that several of the features stopped being 
collected, which made most of the values missing, so we decided to remove these variables 
because they would not exist in future data. In the end, the variables that we considered for our 
models were age at date of discharge; event year; disposition of the patient on discharge; 
evidence of increasing or new onset shortness of breath, edema, paroxysmal nocturnal dyspnea, 
orthopnea, or hypoxia; evidence in the doctor’s note that the reason for hospitalization was heart 
failure; ARIC cohort participant status; evidence of new onset or progressive symptoms or signs 
of heart failure at the time of admission to the hospital and during hospitalization; prior diagnosis 
of heart failure; prior hospitalization for heart failure; prior treatment for heart failure; lowest 
ejection fraction recorded; history of hypertension; history of myocardial infarction; BNP (worst, 
last, and upper limit normal); ProBNP (worst, last, and upper limit normal); use of medications 
(ACE inhibitors, angiotension II receptor blockers, beta blockers, digitalis, diuretics, aldosterone 
blocker, lipid lowering agents, nitrates, hydralazine, IV inotrope, IV diuretics) prior to and 
during hospitalization. 
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Chapter 3  
Results 
A total of 2,925 records were in the training dataset (2005-2013), and a total of 116 
records were in the testing dataset (2014). The characteristics of the training dataset can be found 
in Table 1, and the characteristics of the testing dataset can be found in Table 2. Table 2 also 
separates between cases that were correctly classified, cases that were classified as ADHF when 
actually not ADHF, and cases that were not classified as ADHF when actually ADHF. The 
separation of the cases in Table 2 were based on results from the higher performing model, 
which is defined by the one with a higher accuracy rate. 
 In Table 1, the age distribution shows that most participants were between 55 and 84 
years old in the training data. We also see that 61.1% of participants had an HF diagnosis prior to 
hospitalization, but only 26.9% had prior hospitalization for HF and only 48.0% had treatment 
for HF. In worst measurements of BNP, 59.2% had higher than 400 pg/mL, which is considered 
an elevated BNP level, and in worst measurements of Pro-BNP, 63.4% had higher than 2,000 


















Table 1. Characteristics of community surveillance for heart failure participants (n = 




The CART model that we created using the parameters we tuned through CV yielded an 
accuracy rate of 75% when classifying ADHF diagnosis with the test data. Figure 3 shows the 
confusion matrix of the CART model. Out of 116 participants, the model correctly classified the 
diagnosis of 87 participants. 10 of the cases were predicted to be ADHF when it was actually 
classified to not be ADHF, and 19 cases were predicted to not be ADHF when it was actually 
classified to be ADHF. 
 
Figure 3. Confusion Matrix for CART Model 
 The boosted decision tree yielded an accuracy rate of 79.3% when classifying ADHF 
diagnosis on the same data as the CART model. Figure 4 shows the confusion matrix for the 
boosted model, and 92 participants were classified correctly. In terms of overall accuracy, this 
model validated our expectation that the boosted model would perform better than the CART 
model. 13 of the 116 participants were predicted to have ADHF when it was actually not ADHF, 
and 11 were predicted to not have ADHF when it was actually ADHF. Although the boosted tree 
did yield an overall higher accuracy rate and lower count of false negatives, the CART model 
yielded less false positives.  
 
Figure 4. Confusion Matrix for Boosted Model 
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Comparing the characteristics of the training and testing data in Table 1 and Table 2, a 
distinct difference between the two datasets is that 51.9% of participants in the training set had 
new onset or progressive symptoms of HF at time of admission to the hospital whereas 0% of 
participants in the testing had such symptoms. Another notable difference is the percent of 
participants that had new onset or progressive symptoms of HF during hospitalization as the 
training had 30.2% and testing had 76.7%.  
 As mentioned previously, Table 2 also shows the frequencies divided by how the 
participants were classified by the boosted model. Comparing the characteristics of those 
classified correctly, falsely positive, and falsely negative, falsely positive cases had a high 
percent (92.3) of cases that had new onset or progressive symptoms of HF during hospitalization 
compared to cases that were classified correctly (75.0%) and cases that were classified falsely 
negative (72.7%). Another notable difference is the high percent of false positive cases that had a 
worst BNP measurement greater than 400 pg/mL at 76.9% compared to correctly classified cases 



















Table 2. Characteristics of community surveillance for heart failure participants (n = 116) 
in 2014 (test data) of the Atherosclerosis Risk In Communities (ARIC) study. 
 
Figure 5 shows the decision tree that we created. The initial split of the tree was on the indicator 
variable of whether there was evidence in the doctor’s notes that the hospitalization was due to 
heart failure. On both sides of the first split is a question of if IV diuretics were used during the 
hospitalization. Based on Figure 5, if IV diuretics were used, there was a good chance that the 
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hospitalization was due to ADHF; the only case in the tree that it would not be ADHF when IV 




Figure 5. CART Model Decision Tree 
Although the CART model is easy to visualize, the boosted model is difficult to visualize 
because it is a weighted sum of 100 weak classifiers. The difficulty of visualizing the boosted 
model makes it less interpretable and less clear which variables were important for the 
predictions. Although interpretability is lost at the expense of improving accuracy, we can still 
visualize the important variables through a variable importance plot shown in Figure 6. Variables 
that are considered more important are variables that are selected more frequently across each of 
100 weak classifiers, as well as variables that tend to be chosen near the tops of the weak 
classifiers. The topmost variable is the most important as it has the highest score, which is an 
indication of how frequent the variable was selected for boosting. The top three most important 
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variables (HFAA39A/B/C) are measurements of BNP. Following, some of the more important 
variables are ProBNP (HFAA40A/B/C), and measurements of ejection fraction (HFAA8A).  
 













Discussion and Conclusion 
Due to the expensive cost of classifying ADHF through clinician review in ARIC community 
surveillance, we sought to create two machine learning models to classify those surveillance 
hospitalizations for ADHF. We created CART and boosted decision models and evaluated them 
by calculating their accuracy rates, which are the percent of the test data that they correctly 
classified. In order to prevent data leakage that may bias our accuracy rates, we split the 
hospitalization data into training data, to be used exclusively for training, and testing data, to be 
used exclusively for the testing of the model. To maximize our accuracy rates, we cross-
validated on hyperparameters such as tree depth, threshold of probability for classification, and 
complexity of the boosted tree. We found that the boosted decision tree gave us a higher 
accuracy score of 79.3% compared to the CART’s 75%. To get further insight into the models’ 
classifications, we made confusion matrices for each model and found that the CART model had 
slightly less false positives than the boosted model and that the boosted model had less false 
negatives.  
Our accuracy is broadly similar to those of previous studies. Classifying specifically 
ADHF with decision trees has rarely been done. One study looked at classifying HF into HF with 
reduced ejection fraction and HF with preserved ejection fraction using several different 
classification methods and got accuracy scores ranging from 61.6% to 69.6%.11 Another study 
looked at classifying general heart disease using decision trees and bagging, and got accuracy 
scores of 72.02% and 80.29%.12  
Although our accuracy scores were high compared to random guessing and comparable 
to those from literature, we need to address several limitations. First, the missing data caused us 
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to do a lot of data preparation through imputing and removing cases that made imputing difficult. 
Future work could begin with in-depth investigation into the collinearity of the variables so that 
imputation is easier. Second, we had an imbalance of positive and negative cases in our test data 
as there were far fewer positive cases, which makes it difficult to assess how the positive case 
classifications would have performed with more data. In our testing data, with only 34 cases out 
of 116 patients being ADHF cases, our 79.3% accuracy rate performs only about 10 percentage 
points better than assuming that no cases were ADHF, as that would yield an accuracy rate of 
about 70% against the test data.  
Further work will try other classification methods such as bagging, support vectors 
machines, and neural networks. While we used boosting to improve classification rates, these 
other methods also have the potential to further increase the accuracy. We will look at different 
evaluation criteria besides accuracy score to address the difference in false positive and false 
negative cases. To also further study the positive cases, we will also increase the ratio of testing 
data to training data.  
This thesis attempted to use abstracted hospital records to classify the hospitalization as 
ADHF or not ADHF. We created two machine learning models to classify ADHF at a high 
agreement rate with the actual classification by physician review. These ML models will 
hopefully reduce the time and cost of classification, and future work may increase the utility of 
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