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1.  INTRODUCCIÓN 
 
1.1    Planteamiento del problema 
 
Un sistema de potencia es altamente no lineal (dado su gran número de 
componentes y el enorme número de relaciones entre ellos) y opera sujeto a 
cambios constantes en su entorno: variaciones de carga, salida de generadores y 
variación continúa de parámetros claves de operación. Cuando el sistema de 
potencia es sujeto a una perturbación, la estabilidad del sistema de potencia 
depende de la condición inicial de operación y de la naturaleza de la perturbación, 
en este caso, la estabilidad se define como la característica de un sistema dinámico 
a volver a tener un comportamiento con variables acotadas aún después de haber 
sido perturbado [1]. La estabilidad puede entenderse también como la capacidad del 
sistema para recuperar un estado de operación en equilibrio manteniendo sus 
variables dentro de unos límites de operación luego de que el sistema ha sido 
sometido  a una perturbación. 
 
Las perturbaciones a las que se encuentra sujeto un sistema de potencia se 
clasifican en pequeñas y grandes perturbaciones. Las pequeñas perturbaciones 
ocurren en la forma de pequeños cambios de carga y las grandes perturbaciones 
pueden tener su origen en un corto circuito en una línea de transmisión o en la 
pérdida de un gran generador. Después de una perturbación algunos generadores y 
cargas pueden ser desconectados con el objeto de aislar elementos del sistema que 
fallaron [1, 2]. 
 
La clasificación de estabilidad en sistemas de potencia está basada en diferentes 
aspectos, como son; 
 
 La naturaleza física del modo resultante de inestabilidad;  
  La estabilidad en el ángulo  del rotor 
  La estabilidad de frecuencia  
  La estabilidad de voltaje. 
 
 La magnitud de la perturbación considerada: 
 Pequeña perturbación 
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 Gran perturbación 
 
 Los dispositivos, los procesos, y el lapso de tiempo que debe ser tomado en 
cuenta para evaluar la estabilidad. 
 Periodo corto 
 Periodo largo 
 
Las diferentes áreas de estudio que los investigadores usan para tratar los temas de 
estabilidad son; la estabilidad de la tensión, de la frecuencia y del ángulo del rotor 
de la máquina. 
 
 La estabilidad de la tensión como área de estudio considera los modelos en estado 
estacionario de los dispositivos y analiza el comportamiento general del sistema 
cuando las tensiones se alejan descendentemente de los valores nominales. Por su 
parte, la estabilidad de frecuencia como área de estudio, considera los modelos 
dinámicos del sistema para analizar las variaciones y oscilaciones en las 
frecuencias que usualmente se presentan por desbalances de potencia entre 
generador-carga. 
 
El tipo de estabilidad que estudiaremos es la estabilidad en el ángulo del rotor a 
pequeña perturbación. Este tipo de estabilidad se refiere a la capacidad que tiene 
una unidad generadora de un sistema de potencia para mantener el sincronismo 
después de ser sometida a una pequeña perturbación, asociada principalmente, con 
el insuficiente amortiguamiento de oscilaciones y se mide por la habilidad de dicha 
unidad de mantener o de restaurar el equilibrio entre el par electromagnético y el par 
mecánico. La inestabilidad se presenta en la forma de aumento de cambios 
angulares de algunos generadores llevándolos a la perdida de sincronismo con 
otros generadores. 
 
La naturaleza del problema de estabilidad en el ángulo del rotor puede ser local o 
global. La estabilidad de naturaleza local se refiere a las oscilaciones asociadas con 
el ángulo del rotor de una sola planta generadora contra el resto del sistema.  
 
Nuestro nicho de investigación se encuentra dentro del estudio de los problemas de 
estabilidad de naturaleza global.  
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El problema global es causado por la interacción entre grandes grupos de 
generadores y produce efectos generalizados. Estos efectos involucran oscilaciones 
de un grupo de generadores en un área balanceada contra un grupo de 
generadores en otra área. Tales oscilaciones son llamadas modo de oscilaciones 
inter-área.  
 
El problema particular que tratará este proyecto de grado puede presentarse como 
sigue: no se tiene plena claridad acerca de la manera en que el Power System 
Stabilizer mueve los polos y modifica la función característica de un sistema de 
potencia de área amplia con retardos y en el que se presentan oscilaciones Inter-
Área. 
 
1.2    Justificación 
 
Un primer aspecto que justifica la realización de éste proyecto es el de la necesidad 
de entender de mejor manera el comportamiento de los retardos, su simulación y la 
manera como éste influye en la inestabilidad de un sistema de control centralizado 
basado en WAMS  (Wide Area Monitoring Systems). 
 
Así mismo, la realización de éste proyecto es relevante ya que aportará elementos 
para la disminución del problema de la limitación en la transferencia de potencia 
entre áreas de un sistema cuando se presentan oscilaciones en ellas. 
 
Por otro lado, el proyecto efectuará aportes en el análisis del comportamiento post-
intervención basado en la sintonización de PSS’s (Power System Stabilizers). En 
este caso, el Power systems stabilizer es un mecanismo que toma señales del 
sistema como velocidad o potencia y su salida es una señal suplementaria que llega 
al AVR (Automatic voltaje regulator) y que agrega componentes de amortiguamiento 
con el fin de mitigar los efectos oscilatorios. Frente a ésta situación se requiere 
profundizar debido a que no se cuenta con muchos estudios al respecto. 
 
Otro aspecto importante que motiva la realización de este proyecto, es el de 
contribuir a la prevención de apagones debidos al mal amortiguamiento de 
oscilaciones. Lo anterior, dado que las oscilaciones exageradas ocasionan disparos 
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en las protecciones que pueden provocar la activación en cascada de varias 
protecciones adicionales.  
 
Por otro lado, la propuesta se efectuará solamente a través de simulaciones. Aun 
así, tales simulaciones se harán en Matlab considerando que es posible representar 
de forma muy cercana lo que sucedería en un sistema real con sus 
correspondientes soluciones. 
 
1.3 Objetivos 
 
1.3.1 Generales 
 
Analizar las variaciones en la función característica de pequeña señal de un 
sistema de potencia con retardos y controlado por PSS’s. 
1.3.2 Específicos 
 
 Documentar y poner a disposición del grupo de investigación referencias 
bibliográficas sobre la estabilidad de los sistemas de potencia con retardo en 
sus canales de comunicación. 
 
 Construir un modelo del retardo en canales de comunicación cuando se 
integra a las simulaciones de sistemas de potencia en los que existen varias 
áreas coherentes (Áreas amplias). 
 
 Implementar un modelo total del sistema de área amplia con retardo 
incluyendo los controles PSS´s. 
 
 Documentar los resultados de la forma en que influyen los PSS en el 
desempeño total del sistema de área amplia con retardos y efectuar una 
comparación con la metodología de análisis espectral para la ubicación de 
los polos. 
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1.4 Estado del arte 
 
Actualmente, los sistemas de potencia trabajan cerca de su nivel máximo; bajo 
estas condiciones, puede tener lugar problemas de estabilidad, confiabilidad y 
seguridad [3]. 
 
Los grandes sistemas de potencia no solo tienen que lidiar con las oscilaciones 
locales (presentes en pequeños sistemas de potencia), 
si no también con las oscilaciones inter área que afectan principalmente flujos de 
potencia en líneas principales [4, 5, 6, 7]. Tal es el caso de sistemas de potencia con 
líneas principales sobrecargadas en las que la aparición de fenómenos inter-área 
podría provocar eventos en cascada y apagones cuando ocurren fuertes disturbios 
[1, 2, 8],  esto ha sido categorizado como falla de seguridad del sistema de control 
de procesos haciendo evidente la necesidad de una sólida capacidad de toma de 
decisiones autónoma con el objetivo de sentar las bases de las redes inteligentes de 
transmisión [9]. 
 
Los reguladores automáticos de voltaje AVR´s y los estabilizadores del sistema de 
potencia PSS´s han sido empleados exitosamente para tratar con la rápida dinámica 
asociada a fenómenos de oscilaciones locales [1, 2, 10]. La amortiguación de 
oscilaciones inter-área requiere controladores de alimentación remota con señales 
medidas por WAMS (Sistemas de Monitoreo de Área Amplia) [8, 9, 10, 11] que a su 
vez básicamente son construidos con unidades de medición fasorial PMU´s (Phasor 
Measurement Units) y esquemas de comunicación complejos. Aunque estas 
mejoras en el comportamiento de las oscilaciones inter-área han sido efectivas 
surge un nuevo desafío; alcanzar la estabilidad con un control de lazo cerrado a 
pesar de los retardos debidos a las mediciones tomadas lejos del centro de control 
[10]. De forma resumida, la señal viaja de cada posible fuente de medición 
siguiendo la ruta WAMS: PMU – PDC (Phasor Data Concentrator) – SPDC (Super-
Phasor Data Concentrator) – centro de control [12, 13], incluyendo los 
correspondientes cables o canales inalámbricos. Además del retardo inherente al 
procedimiento de realimentación, retardos adicionales se agregan a la señal de 
transmisión debido a interrupciones, re-enrutamiento y congestión en el contexto de 
contingencias cibernéticas en la capa de comunicación [14]. Esto es, los efectos 
desestabilizadores subsecuentes en el control de lazo cerrado derivados de los 
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problemas antes mencionados son un desafío importante en los grandes sistemas 
de potencia y han aumentado la concientización de los investigadores [3, 4, 15, 16].  
La investigación fue motivada por la necesidad de modernizar los sistemas de 
potencia capaces de hacer frente a las dificultades de control en los WAMS 
(Sistemas de Monitoreo de Área Amplia) centralizados para amortiguar las 
oscilaciones inter-área  causadas por retardos en el sistema de comunicación.      
 
Varias técnicas no lineales prometedoras han establecido el camino para el control 
de sistemas de potencia [17]. Por ejemplo, el backstepping ha sido usado para 
seguir los cambios de referencia de potencia [18, 19], la linealización de 
retroalimentación permitió que el diseño de los controladores de circuito cerrado 
manejara una alta no linealidad  [20, 21] y pasividad. Por otro lado, un trabajo 
reciente propone controladores de realimentación de estado dinámico que ajustan 
sus modelos por medio de esfuerzos matemáticos significativos para considerar no 
linealidades debido a saturaciones [23]. 
 
Para manejar los problemas de retardo en los  sistemas de potencia han sido 
propuestos dos enfoques principales: Problemas de retardo que se gestionan 
exclusivamente con controladores robustos o problemas de retardo que se 
gestionan con una combinación de controladores adicional a compensadores de 
retardo [24].  
 
En el caso de los controladores robustos, estos se basan generalmente en 
desigualdades lineales matriciales (LMI), normas de H infinito, modelos ANN 
(Artificial Neural Networws ) [16, 25, 26, 27]; con buenos resultados reflejados en el 
hardware-in-the-loop (HIL) logrando mejora de la estabilidad en los sistemas de 
potencia con retardos cercanos a los 350 [21]. Por otro lado, algunos investigadores 
han propuesto una compensación basada en lógica difusa, Redes neuronales 
artificiales ANN, cálculos matemáticos y predictor Smith. Estas estrategias han 
mostrado resultados modestos cuando los tiempos de retardo son menores a 100 
ms [28, 29, 30, 31]. Todas estas estrategias presentan resultados cuantitativos y 
analizan fundamentalmente la salida de las señales, y como se menciona, 
presentan muy buenos resultados. 
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Aún con el avance en la implementación de los controladores para disminuir las 
oscilaciones debidas a retardos en sistemas de potencia, los estudios sobre los 
movimientos de los polos dominantes son escasos. De forma limitada, Milano y 
Vanfretti ofrecen estudios cualitativos sobre el comportamiento del sistema frente a 
la inclusión de los retardos, pero no indican sus variaciones al vincular nuevos 
controladores [15, 23]. Es decir, aquí se tiene un espacio donde se puede efectuar 
una contribución investigativa. 
2. FORMULACIÓN Y DESCRIPCIÓN DE UN SISTEMA DE 
POTENCIA 
 
En esta sección se va a describir un modelo general  del sistema de potencia que se 
utilizará como referente para encontrar las soluciones del problema del control del 
retardo de un sistema de potencia. Se realizará la formulación del problema 
teniendo en cuenta modelos que permiten un enfoque no lineal global.  
Dentro de las características que debe tener un modelo que facilite un acercamiento 
a los sistemas de potencia con retardo destacamos la inclusión de los retardos en 
las comunicaciones, las complejidades de las propiedades No-lineales y los 
problemas de interacción entre los controladores locales y los controladores de área 
amplia. 
 
2.1   Elementos principales de un sistema de potencia 
  
La importancia de un sistema de potencia radica en su disposición para llevar 
energía eléctrica a usuarios finales con diferentes objetivos como pueden ser 
económicos o sociales. El aumento de la población se convierte en un factor 
determinante que incentiva el crecimiento de la infraestructura eléctrica y plantea 
retos en el área de la generación, de las redes de transmisión y otros elementos 
eléctricos desde el punto de vista de su característica No-lineal. 
 
Existe abundante bibliografía relacionada con la descripción de estos elementos.  
 
A continuación se realizará una descripción general de cada uno de ellos con el 
objeto de mostrar la naturaleza No-lineal de un sistema de potencia. 
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2.1.1    Unidad de generación 
 
En un sistema de potencia las unidades de generación son las encargadas de 
suministrar energía a la red, son las fuentes de poder y por lo tanto, comprenden el 
primer elemento en la infraestructura encargada del proceso de poner a disposición 
de los usuarios finales la electricidad, aun hoy, que se tienen posibilidades de 
generación distribuida. 
 
Las unidades de generación, que son máquinas síncronas, existen de dos tipos; de 
rotor redondo y de polos salientes. Ambos tipos de máquinas poseen dinámicas 
diferentes. Los dos tipos de máquinas obedecen a un principio de funcionamiento 
similar el cual consiste en la transformación de energía mecánica en energía 
eléctrica mediante inducción electromagnética llevada a cabo por la interacción de 
los devanados del rotor y el estator. 
 
Las velocidad de rotación del rotor es regulada por el gobernador y su función es la 
de mantener constante la velocidad de la máquina. Por otro lado, la velocidad del 
campo magnético es regulada por la excitatriz y ésta debe tener la capacidad de 
regular el voltaje de alimentación del rotor. Para monitorear el voltaje de entrada y el 
voltaje de salida se utiliza el AVR. El modelado de la excitatriz y el AVR muestra no 
linealidades asociadas a los dispositivos eléctricos. 
 
Los AVR funcionan bien en estado estable, pero bajo los efectos de las 
perturbaciones, es decir en estado transitorio, no son suficientes para mantener la 
referencia del voltaje. Por esta razón se hace necesario introducir los PSS’s, los 
cuales contribuyen al mejoramiento del comportamiento del sistema bajo 
condiciones transitorias. Como resultado, el modelo de la unidad generadora se ve 
afectado por la introducción de un elemento No-lineal adicional. 
 
El modelo más simplificado de la unidad generadora es la ecuación de swing 
representada en la ecuación 1. 
 
 ̇  
 
 
(         )
 ̇                                   
 (1)  
 
 14 
 
Donde  Pm es constante and Pe es No-lineal respecto a δ. M representa la inercia del 
rotor y la turbina, D la componente de amortiguación y δ- ω las variables de estado, 
ángulo y velocidad. 
2.1.2    Redes de transmisión 
 
Para disponer de la energía en los centros de consumo teniendo en cuenta que las 
principales unidades de generación se encuentran a gran distancia, es necesario 
contar con una infraestructura que permita hacerlo de una forma segura, esto son, 
transformadores, dispositivos de estado sólido y redes de transmisión.  
 
El objeto de la red de transmisión es suministrar un medio físico para garantizar la 
equipotencialidad del voltaje desde la unidad de generación hasta el usuario final. 
 
El modelo físico de la red de transmisión muestra una relación matemática entre 
voltajes y corrientes. El modelo está conformado principalmente por capacitores, 
inductancias y  resistencias. En el caso del transformador, su modelo es muy similar 
al de las redes de transmisión y se representa como una red de transmisión entre 
dos nodos. 
 
La ecuación; 
 
        (2) 
 
Proporciona la relación entre Corrientes y voltajes de la red. 
 
Y las ecuaciones;  
 
 
     
     ∑     [      (     )        (     )]
    
      
     ∑     [      (     )        (     )]
    
 (3) 
 
Denominadas ecuaciones de balance de potencia, representan las relaciones no 
lineales de las potencias activa y reactiva con las principales variables eléctricas. 
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2.1.3    Modelos de carga 
 
En un sistema de potencia, el modelo de carga constituye una representación 
matemática que relaciona la potencia activa y la potencia reactiva con el voltaje y la 
frecuencia de la carga conectada a un nodo. 
 
Los modelos de carga deben tener la propiedad de representar la mayoría de los 
tipos de carga. En este sentido, se identifican dos tipos de modelos de carga; 
modelos de carga estáticos y modelos de carga dinámicos. 
 
Los modelos de carga estáticos son menos complejos  y pueden representar 
distintos tipos de cargas. Por otro lado, los modelos de carga dinámicos se utilizan 
para casos más particulares y son más rigurosos y complejos. 
 
 En el caso del modelo de carga estático, este permite calcular la potencia activa y 
la potencia reactiva a través de  ecuaciones algebraicas las cuales se encuentran en 
términos del voltaje y la frecuencia. Existen dos modelos estáticos muy utilizados, el 
modelo exponencial y el modelo ZIP. De estos dos modelos, el modelo ZIP 
proporciona más información para diferentes tipos de carga conectadas en un 
mismo nodo y su modelo es una expresión polinomial. 
 
Por otro lado, cuando se tienen en cuenta los cambios que la frecuencia efectúa en 
la carga estos deben ser tenidos en cuenta para los análisis dinámicos los cuales 
son de importancia en los estudios de estabilidad de voltaje. En este caso el modelo 
que se obtiene es No-lineal; 
 
    [  (
 
  
)
 
   (
 
  
)
 
   (
 
  
)
 
] 
    [  (
 
  
)
 
   (
 
  
)
 
   (
 
  
)
 
] 
(4) 
 
Las constantes ai, bi, relacionan  P y Q con el modelo ZIP. 
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Para el objeto de este trabajo, el sistema de potencia corresponde a una red 
interconectada con generadores, cargas y otros dispositivos conectados a los 
nodos, los cuales implican un aumento de no linealidades y variables de estado. 
 
2.2    El modelo no lineal general 
 
Como se ha descrito, el comportamiento de los diferentes elementos que conforman 
un sistema de potencia es No-lineal. El modelamiento de la unidad de generación, 
de las ecuaciones de flujo de potencia y de la carga muestra relaciones 
caracterizadas por la No-linealidad, diferenciabilidad en el tiempo y naturaleza 
trigonométrica [2, 32]. En este sentido, la ecuación 5 describe de forma general el 
comportamiento dinámico del sistema de potencia después de reemplazar las 
variables algebraicas descritas en las ecuaciones 2 y 3 obtenidas por el flujo de 
potencia, con la ecuación 4. La ecuación 5 es un modelo de lazo abierto. Para el 
objeto de este trabajo, las variables de entrada son las señales complementarias y 
las variables de salida son los flujos de potencia en las líneas de enlace de mayor 
importancia. Una característica adicional de este modelo es su gran cantidad de 
variables; es decir, las ecuaciones de las unidades síncronas se consideran en 
forma extendida así como los elementos pasivos de las cargas, redes de 
transmisión, derivaciones en paralelo y elementos serie [33]. 
 
 ̇( )   ( ( )  ( )) 
 ( )   ( ( )) 
(5) 
 
X(t) Representa las variables de estado dinámico; u(t), las señales de entrada; y(t), 
las señales de salida; f (∙) y h (∙) son funciones no lineales [34, 2, 35, 32]. Para la 
ecuación 5, la evolución del tiempo es ∅ (t) con x0 = x(0), y una secuencia de control 
para el intervalo [0, t] dada por U (t). 
 
∅( )  ∅(    ( )) (6) 
 
De otro lado; la demanda, la generación, así como las redes de transmisión, están 
sujetas a contingencias que pueden introducir algunas variaciones en la ecuación 5 
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las cuales son introducidas como incertidumbres y se denotan como w(t) en la 
ecuación 7, [35, 36]. 
 
 ̇( )   ( ( )  ( )  ( )) 
 ( )   ( ( ))  
(7) 
 
El sistema representado en la ecuación 7 permite estudiar oscilaciones entre áreas 
y problemas de estabilidad que serán importantes para este trabajo. Para lo anterior 
se realizarán un supuesto importante: el sistema de potencia es observable y 
controlable [37, 38]; debido a esto, el sistema de potencia puede ser manejado por 
una ley de control u(t) adecuada para cumplir los requisitos de estabilidad. En este 
sentido, en comparación con las leyes de control de lazo abierto y las estrategias de 
lazo cerrado, el control de retroalimentación ha demostrado ser mucho mejor [4, 1, 
2, 39]. El control de retroalimentación obtiene constantemente errores para corregir 
la acción de control, y esta característica ofrece más capacidades para enfrentar 
incertidumbres; Adicionalmente, es menos sensible a los cambios en los 
parámetros. Por lo anterior, se hace una nueva suposición sólida y establece la ruta 
de soluciones para el problema de control del sistema de potencia: es posible 
encontrar una ley de control de lazo cerrado adecuada que pueda ser alimentada 
por los estados del sistema de potencia. Todo  esto se puede lograr debido a la 
existencia de observabilidad que se mencionó. Por lo tanto, se introduce una ley de 
control no lineal u(t) = γ(x (t)) en el sistema de potencia. Lo anterior convierte la 
ecuación 7 al siguiente sistema; 
 
 ̇( )   ( ( )  ( ( ))  ( )) 
 ( )   ( ( )) 
(8) 
 
Donde γ (∙) representa una posible ley de control de lazo cerrado que se utilizará en 
el sistema de potencia. El objetivo principal de la etapa de diseño de control es 
encontrar una ley de control adecuada alimentada por los estados dinámicos x(t) 
con el objetivo de amortiguar las oscilaciones entre áreas en la ecuación 7. 
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En este punto, de acuerdo con la naturaleza de los sistemas de potencia, se ha 
llegado a la ecuación de un modelo general de lazo cerrado no lineal a gran escala 
con incertidumbres, ecuación 8, [40, 41, 42, 43]. Este es un panorama general de la 
dinámica de los sistemas de potencia que se debe tener en cuenta para hacer 
claridad sobre los impactos de los retrasos en la dinámica de los sistemas, y por lo 
tanto, es la base de la hipótesis sobre las soluciones. Actualmente esto constituye  
un problema complejo en el campo de la teoría de sistemas de control [3, 4].  
 
2.3   Tiempo de retardo en el canal de realimentación 
 
Las acciones de control se calculan utilizando la información del sistema transmitida 
mediante la infraestructura de comunicación. Por lo tanto, la información llega al 
centro de control con un tiempo de retardo. Por lo tanto, la ley de control basada en 
los estados dinámicos toma la forma; 
 
 ( )    ( (    )) (9) 
 
Esto se debe a la suposición relacionada con la ley de control de lazo cerrado 
existente para el sistema en la ecuación 7. Esto es, la ley de control de lazo cerrado 
presenta un problema debido a que se deriva de la dinámica en la ecuación 7 pero 
se encuentra alimentado por señales retardadas. 
 
La mayoría de los investigadores consideran el retardo como una cantidad 
constante; sin embargo, su comportamiento es el que se muestra en la ecuación 9, 
que a su vez puede convertirse en la ecuación; 
 
 ( )    ( (   (     ))) (10) 
 
La ecuación 10 se construye asumiendo el mismo valor para el tiempo de retardo en 
todos los canales. 
 
A pesar de que los autores de dichos estudios de investigación describen los 
efectos desestabilizadores de los retardos en los sistemas de potencia, no 
establecen  tiempos de retardo seguros como lo hizo Manfred en [44]. Esto es 
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importante porque la investigación define una región estable para los polos del 
sistema afectados por retardos. La principal conclusión del informe es la siguiente: 
se debe ignorar las incertidumbres w(t) alrededor del punto de equilibrio, y para la 
representación linealizada del sistema dinámico en la ecuación 7 afectados por los 
tiempos de retardo con un valor de τ, hay una región para los polos del sistema en el 
lado izquierdo del plano imaginario en el que el retardo no crea problemas. Esta 
región cambia su forma de acuerdo con el valor de τ. 
 
De forma general, dos conclusiones principales se derivan de [44]; Primero: habrá 
sistemas en los cuales los polos están en la región y no se ven afectados por los 
retardos de tiempo, es compacto y convexo; segundo: la región inestable es 
obviamente mayor que la región estable. Además, se notará que la región estable 
aumenta su tamaño con la inverso de τ; es decir, un sistema funciona más seguro 
para valores pequeños de tiempos de retardo en lazo cerrado. Por el contrario, si el 
valor de τ es lo suficientemente alto, podría desestabilizar incluso un sistema muy 
estable debido a la disminución de la región estable. Incluso, con una compensación 
de tiempo, una reducción en el tiempo de retardo contribuye a la estabilización del 
sistema de lazo cerrado con retardo. 
 
2.4    Modelamiento del retardo usando PADE 
 
Las dificultades que se tienen con la implementación del retardo ideal mediante la 
exponencial en el dominio de la frecuencia radican en que tienen un alto costo 
computacional y en algunos casos tal función no puede implementarse. Ahora, para 
solucionar el problema se usa una aproximación racional-polinomial de Padé que 
permite transformar la exponencial y evitar aquella dificultad de implementación [27]. 
En esta aproximación Padé, el orden del denominador es igual al orden del 
numerador y define el orden de la aproximación, como se ve en la ecuación 11. 
 
 
 
 ( )  
          
      
 
                
 (11) 
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En la figura 1 se ilustra el retraso ideal y la aproximación polinomial de Padé, para el 
caso de orden 2 y para el caso de diferentes órdenes. 
 
 
 
Figura 1. Gráfico comparativo en el tiempo de la aproximación de Padé y el retardo ideal a) Orden 2. b) 
diferentes órdenes.  
 
Del gráfico puede notarse que una aproximación polinomial de orden 2 tiene una 
diferencia notable con respecto del retardo que puede presentarse debido a la 
transmisión de la señal. La mejor representación del retardo es aquella modelada 
con la exponencial en el dominio de la frecuencia. Ahora, para mejorar la 
representación se construye una aproximación de Padé de mayor orden  pero aquí 
puede notarse que siguen existiendo diferencias entre la señal polinomial y lo que 
se quiere modelar. La aproximación de Padé sugiere que para poder efectuar una 
representación fiel se requiere que el orden de la función racional sea infinito. Aquí, 
podría decirse que la aproximación sugerida puede generar más inconvenientes que 
el problema original. Sin embargo, se planteó una simulación del sistema de orden 
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11 de forma que se pudiera evaluar el desempeño de la aproximación de Padé en 
sus distintos grados.  
 
En la figura 2 se muestra la implementación: en línea continua está el sistema 
original sin retardos; en asteriscos se muestra el retardo ideal al interior de la 
simulación; en círculos se presentan las respuestas cuando se ha implementado el 
retardo usando la aproximación de Padé. La figura 2a presenta la respuesta del 
sistema con retardos mediante aproximación de orden 1. Nótese que existen 
diferencias entre la aproximación del retardo de tipo exponencial y la aproximación 
efectuada de forma polinomial de Padé, son evidentes las diferencias. 
 
 
 
Figura 2.  Imagen comparativa de las respuestas sin retardo, con retardo ideal y con aproximación de 
Padé: a) Orden 2. b) Orden 7. 
 
La figura 2b hace evidente que una aproximación de Padé de orden 7 coincide con 
la representación del retardo que se efectúa de forma exponencial. Como 
conclusión, para éste caso específico, es posible comentar que una aproximación 
de Padé de orden 7 permite reproducir muy bien el retardo que puede suceder en 
los sistemas de comunicaciones para montaje de WAMCS (Wide área Measurement 
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Control System). Ya con esto como base se procede a la implementación de los 
WAMCS que incluyan el retardo y así se podrán revisar las implicaciones. 
 
2.5   Simulación de los efectos desestabilizadores del retardo 
en un sistema de potencia 
 
Una vez se cuenta con un modelo plausible de los retardos, se construye un modelo 
en diagramas de bloques que permite tener la relación matemática entre el valor del 
retardo y la ubicación de las raíces del polinomio característico. En la figura 3 se 
observa la inclusión de los retardos junto con la función de transferencia del sistema 
y la constante de control. 
 
Figura 3.Diagrama de bloques que incluye a los retardos, la estrategia de control y la función del 
sistema. Tomado de [1]. 
 
A partir del anterior diagrama de bloques se logra obtener una función de 
transferencia en lazo cerrado que se muestra en la ecuación 11. 
 
𝐻   (s)  
 ( ) ( )       
 ( ) ( )   (       ) 
                                                                      (12) 
 
En la ecuación 11 se hace evidente que el denominador, polinomio característico, es 
influenciado por la presencia de los retardos tanto de las señales enviadas hacia el 
centro del control como las que tal centro de control envía hacia los equipos. Por 
tanto, es de esperarse que la variación de estos valores afecte el valor de 
amortiguamiento en los sistemas eléctricos en su conjunto y deterioren, por 
supuesto, el funcionamiento de los WAMPAC’s. 
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Como parte del estudio se implementó la función de transferencia del sistema de 
grado 11  para revisar las implicaciones de la variación de los tiempos de retardos. 
En primera medida se mantuvo fijo el tiempo de transmisión de la señal de control -
TTX-  en 0.9 segundos, considerando esto, se efectuaron variaciones en los tiempos 
de transmisión de las señales de medida desde un valor de 0.8 segundos hasta los 
3 segundos. En la figura 4 se ilustran los resultados. Por otro lado, se realizó el 
análisis considerando fijos los tiempos de las señales de recepción de las medidas - 
TRX –, así se revisaron los resultados variando los tiempos de transmisión que se 
ilustra en la figura 5. 
 
 
Figura 4.Tiempo fijo de TTX. 
 
 
Figura 5. Tiempo fijo de TRX 
 
En las dos figuras puede notarse que los tiempos de los retardos, tanto para las 
señales de control como para las señales de medición, pueden afectar el 
amortiguamiento del sistema frente a variaciones de la señal de referencia. Así 
mismo se nota que no existe una linealidad entre tiempos de retardo y 
amortiguamiento; un ejemplo de esto es que en los dos casos, partiendo de un 
tiempo de retardo pequeño, el incremento del mismo no implica un detrimento del 
amortiguamiento. De forma equivocada se ha considerado que la disminución de los 
tiempos de retardo provoca mejores respuestas, sin embargo, puede notarse que tal 
0 5 10 15 20 25
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
 
 
Step Response
Time (seconds)
Am
pl
itu
de
Td 0
Td 0.1
Td 1
Td 3
Td 2
0 5 10 15 20 25
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
 
 
Step Response
Time (seconds)
A
m
pl
itu
de
Td 0 y Retardo en Rx
Td 0.7
Td 1.8
Sin retardos
 24 
 
conclusión resulta errada para el caso del sistema bajo estudio. Lo que estamos 
describiendo es corroborado al presentar los resultados del trabajo [45]. 
 
Como se menciona, los resultados presentados coinciden con lo sugerido por 
Venayagomoorthy et al [2] en el sentido que considerando retardos de 0.5 s para las 
oscilaciones intra-área 1, es posible encontrar un amortiguamiento 0.27 pero al 
disminuir tal tiempo de retardo a 0.25 s éste amortiguamiento se reduce hasta cerca 
de 0.1. 
 
 
Figura 6. Relación entre amortiguamientos y tiempos de retardo. Tomado de [45]. 
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3.  PROPUESTA DE CONTROL Y ANÁLISIS CUALITATIVO 
 
3.1   PSS´s. Funcionamiento de los PSS´s. 
 
El PSS´s es un mecanismo que toma señales del sistema como velocidad o 
potencia y su salida es una señal suplementaria que llega al AVR y que agrega 
componentes de amortiguamiento para mitigar los efectos oscilatorios. 
 
El PSS es utilizado como control suplementario al sistema de excitación con el 
objeto de amortiguar los efectos de las oscilaciones que afectan el sistema cuando 
se presentan perturbaciones.  
 
La función básica del estabilizador es la de ampliar los límites de estabilidad de la 
máquina mediante un proceso de modulación de la excitación  que busca 
amortiguar las oscilaciones de los rotores de las máquinas síncronas. Para lograr el 
efecto de amortiguamiento, el estabilizador debe producir un componente del par 
eléctrico en el rotor en fase con las variaciones de velocidad, de esta manera, 
aumenta la amortiguación del sistema. 
 
Los PSS’s tienen los siguientes principios de funcionamiento: 
 
 Utiliza una señal estabilizadora auxiliar para controlar la excitación. La señal 
más lógica es  
 Si las funciones de transferencia del excitador y el generador fueran 
ganancias puras, la retroalimentación directa de  resultaría en un par de 
amortiguación. 
 En la práctica, el generador y posiblemente el excitador exhiben 
características de ganancia y fase dependientes de la frecuencia. La 
compensación de fase da como resultado un componente de par de 
amortiguación puro. 
 La compensación de fase exacta da como resultado un componente de par 
de amortiguación puro, de esta manera una compensación excesiva 
introduce un componente de par de sincronización negativa y una 
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compensación baja introduce un componente de par de sincronización 
positiva. 
 
 
Figura 7. Sistema de excitación tiristor con AVR y PSS. Tomado de [6]. 
 
 
En términos generales, el problema de estabilidad de la señal se refleja en una 
amortiguación insuficiente de las oscilaciones del sistema, para esta situación, los 
estabilizadores del sistema de energía (PSS’s), son los medios más rentables para 
resolver estos problemas. El propósito es agregar amortiguación a las oscilaciones 
del rotor del generador. Como ya se mencionó, esto se logra modulando la 
excitación del generador para desarrollar un componente de par eléctrico en fase 
con desviaciones de velocidad del rotor. Las señales de entrada comunes incluyen: 
velocidad del eje, potencia y frecuencia del generador. 
 
El tipo de estabilizador que se toma como referencia en este trabajo es el 
estabilizador delta –w ya que es el control clásico planteado en el Kundur, esto con 
el animó de facilitar el análisis comparativo de los PSS’s y sus efectos en los 
sistemas de potencia. 
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3.1.1    Estabilizador Delta-Omega:  
 
Este tipo de estabilizador es basado en la señal de velocidad del eje. Dentro de sus 
características, dependiendo del tipo de unidad generadora, podemos mencionar las 
siguientes: 
 
Para unidades hidráulicas: 
 Se utiliza con éxito desde 1960 
 Requiere minimización de ruido 
 Las salidas de velocidad se suman desde varias ubicaciones en el eje 
 
Para unidades térmicas: 
 El estabilizador puede causar inestabilidad de las oscilaciones 
torsionales. 
 La velocidad debe ser detectada en los nodos de los modos torsionales; 
requiere filtros torsionales 
 
Dentro de las desventajas que podemos encontrar en el estabilizador delta-omega 
se encuentran: 
 
 Se necesita limador torsional. Esto puede introducir un desfase en las 
frecuencias más bajas y desestabilizar el modo de excitación. 
 impone límite máximo en la ganancia del estabilizador 
 Se requiere un diseño personalizado para cada unidad para lidiar con los 
modos de torsión. 
 
El sistema de control básico del estabilizador delta-omega es el siguiente: 
 
 
  ss  
     (      )
(      )(      )
                                                           (13) 
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3.2    Propuesta de Control global del sistema de potencia 
usando señales remotas con retardos 
 
En ésta sección se habla de una nueva propuesta de control de sistemas de 
potencia que tiene en cuenta el efecto catastrófico de los retardos. La propuesta 
actúa sobre un sistema de potencia con retardos de tiempo en las comunicaciones, 
y evita la inestabilidad aún en condiciones de fallas. Así, la propuesta presentada es 
una especie de control robusto frente a retardos y perturbaciones. Se describe a 
continuación la metodología: 
Cuando hablamos de un problema relacionado con un sistema de potencia nos 
referimos a un modelo lineal nominal como el de la ecuación 13; 
 
                                                          ̇( )    ( )      (     )                                (14) 
Donde; 
 ( )    ( ) 
 
El cual puede representar un punto del espacio n-dimensional.  
A la luz de este concepto podríamos inferir que las perturbaciones e incertidumbres 
comparten la misma zona dentro de este espacio n-dimensional, es decir,  el modelo 
perturbado por las variaciones paramétricas y  el modelo perturbado por el retardo 
se encuentran dentro de esta misma zona, denominada bola n-dimensional. 
Por otro lado, el tipo de control con la habilidad de manejar el problema nominal y 
los problemas en la vecindad de este punto nominal es conocido como control 
robusto. En este sentido, nos referimos a un control robusto para los sistemas de 
potencia con la habilidad de no dejarse afectar por las oscilaciones inter-área 
incluso con retardos en el sistema de monitoreo. 
El tipo de control que estamos describiendo utiliza la realimentación de las señales 
de potencia y de velocidad. El factor,  denominado matriz de realimentación, es 
determinado a partir de las siguientes reglas: 
1) Cada una de las maquinas generadoras cuenta con una PMU y un AVR. 
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2) El sistema cuenta con un controlador central encargado de gestionar las 
mediciones realizadas en cada máquina generadora. 
3) El retardo   es el tiempo total de retardo y comprende el instante desde que  
se toma la señal hasta que regresa la señal de control que actúa sobre la maquina 
generadora [46]. Este retardo se encuentra en el rango de 100 a  400 milisegundos, 
sin embargo, permanece constante durante la simulación.  
Como ya se mencionó, para el desarrollo de este trabajo se utilizará la metodología 
de control denominada ∆ω (Delta w) [34, 2, 47], pero realizando algunos cambios en 
ella que permitan trabajar con señales remotas. La metodología ∆ω  realiza 
mediciones a las variaciones de velocidad de las maquinas generadoras, estas 
mediciones luego son enviadas al PSS que a su vez devuelve una señal de control 
al AVR [34]. La adaptación de la metodología para el trabajo con señales remotas 
tiene como objeto poder trabajar con las mediciones de área amplia WAMS [48, 49].  
La metodología ∆ω con las adaptaciones propuestas en este trabajo sigue la 
siguiente secuencia. El concentrador central recibe todas las señales medidas 
utilizando el sistema WAMS, luego, calcula una señal   que a su vez alimenta los 
PSS en cada máquina. 
Para poder obtener cada una de las medidas registradas por el sistema WAMS se 
pondera o se sanciona con el objeto de que al final la señal obtenida sea la 
representación de una suma ponderada que tiene en cuenta información de todo el 
sistema de potencia. La señal obtenida se denomina señal ponderada del PSS y se 
calcula con la siguiente ecuación; 
 
     ∑ (           )                                                                          (15) 
Donde; 
    : simboliza la desviación de la velocidad. 
      : simboliza el valor de ponderación también llamada constante de participación. 
         : es un factor de acople entre la señal de la medición realizada en la máquina i 
y el PSS en la máquina j.  
El índice      toma el valor de  -1 o 1. 
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La ponderación que se realiza debe cumplir que la suma de los valores de      sea 
uno, es decir 
∑                                                                                                                     (16) 
El procedimiento para escoger  los valores de     y de       es el siguiente:  
1) Los valores deben estar entre cero y uno,  
2) Las constantes de participación se observan en la figura 9 como, Kp, Ka, Kd1, 
Kd2. Los valores de estas constantes fueron seleccionados con base en algunos 
valores usados en [15]. El criterio  indica que los valores de       deben ser mayores 
que 0.6 y en caso de que       debe ser menores que 0.8, el objeto de este criterio 
es garantizar que la mayor afectación sobre la máquina   sea la misma maquina j. 
 
Las señales que corresponden a los  generadores diferentes al área de estudio son 
Kd1 y Kd2. Se implementa además un sumador para obtener el resultado de todas 
las señales multiplicadas por sus respectivos valores de participación. La señal 
obtenida llega al PSS delta-w, y por último, la señal resultante ingresa en la 
máquina, para luego tomar acciones sobre ésta con el objeto de reducir los 
impactos de una perturbación.  
 
Los valores recomendados y que fueron asignados para las constantes de 
participación son: 
 
Kp=0.7 
Ka=0.3 
Kd1=-0.3 
Kd2=-0.3 
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Figura 8. Diagrama de bloques para una sola máquina de la estrategia Delta - W 
implementada  
  
3) los valores de      deben ser iguales a 1 si     , y en caso contrario deben ser 
menores a -1. Con este criterio se garantiza que todas las entradas de las otras 
máquinas tengan una afectación negativa [46]. 
En conclusión, la metodología descrita es un proceso de realimentación de salidas 
en lazo cerrado ponderado por la Matriz    y es precisamente por esta razón que la 
metodología descrita se denomina Delta w Ponderado Multiárea o Delta-w-PM o 
∆ω-PM [48]. 
4. SIMULACIONES, RESULTADOS Y DISCUSIÓN 
 
Para efectuar las simulaciones se usará el sistema de prueba Kundur el cual se 
ilustra en la Figura 10. El sistema Kundur muestra la conexión de 2 áreas eléctricas 
diferentes las cuales  representan dos áreas operativas. Cada área posee dos 
unidades generadoras Gi, una carga Li y un compensador de reactivos Ci. El área 1 
y el área 2 se encuentran unidas mediante dos líneas principales de conexión entre 
los nodos 7, 8 y 9. Estas dos áreas se interconectan para integrar sus capacidades 
de generación. 
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Figura 9. Sistema de prueba Kundur 
 
Para el propósito de este trabajo se consideró la simulación de una perturbación 
para el sistema de potencia en estado estable. La perturbación consiste en una falla 
trifásica en su línea principal. 
A pesar de su pequeño tamaño, el sistema simulado tiene problemas y dinámicas 
similares a los sistemas reales. Tiene dos áreas de generación coherente con cuatro 
máquinas, cada una con su correspondiente regulador y Regulador Automático de 
Voltaje (AVR). Las dos líneas principales garantizan el intercambio de energía entre 
ambas áreas. 
A continuación se presentarán las gráficas de las simulaciones con PSS’s del tipo 
delta–w y delta-w modificado Multiárea, para diferentes tiempos de retardo. 
 
4.1    Resultados del funcionamiento de la estrategia delta – w  
 
En la figura 11 se observa el diagrama de bloques del sistema con retardo donde el 
efecto del retardo se presenta en lazo cerrado con la estrategia de control Delta – w. 
El retardo simula las comunicaciones asociadas al monitoreo, cuyos valores se 
entregan a la estrategia de control. Es así como el control efectúa cálculos para 
entregar unas señales que llegan a los actuadores del sistema eléctrico. De ésta 
forma se logra mantener la señal de la salida en el valor de referencia a pesar de las 
perturbaciones ocasionadas por perturbaciones internas o fallas. 
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Figura 10. Diagrama de bloques del funcionamiento de la estrategia de control Delta–w con retardo 
 
El anterior esquema se usará para construir las simulaciones del caso y hacer que 
el retardo varíe en un rango definido. Tanto el control como el sistema eléctrico y el 
retardo se implementan en SimPowerSystems de Matlab. 
 
Los tiempos de retardo usados pueden encontrarse en múltiples documentos. Se 
usa fundamentalmente lo hallado en [50]. Los valores típicos usados en los retardos 
varían de 0.1 s hasta 1 s. 
4.1.1    Simulación con tiempo de retardo Td=0.1 (estrategia delta – w) 
 
Esta simulación se implementa con base en el diagrama de bloques anteriormente 
ilustrado. 
En la figura 12 se puede observar que la señal de potencia se torna ligeramente 
estable después de 3 segundos, con fluctuaciones que no superan los 50 [Mw]. Se 
observa además comportamiento estable aunque con pequeñas oscilaciones. 
  
Figura 11. Potencia con retardo Td= 0.1  
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En la figura 13 se puede observar que las desviaciones angulares de las máquinas 
alcanzan su valor de estado estacionario después de 3 segundos. Este 
comportamiento es importante porque se asocia a los intercambios de potencia 
entre las áreas. 
 
Figura 12. Angulo de los generadores con respecto a la maquina 4 
 
En la figura 14 se puede observar que las señales de tensión de los generadores 
son estables, pero con oscilaciones amortiguadas.  
 
Figura 13. Tensiones en las unidades generadoras 
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4.1.2    Simulación con tiempo de retardo Td=0.2 (estrategia delta – w) 
 
Se efectúan las simulaciones considerando un retardo de 0.2 s. En este caso, es 
evidente la aparición del comportamiento inestable. Lo anterior se refleja en las 
oscilaciones siempre crecientes del valor de la potencia transferida. Ver figura 15. 
 
 
Figura 14. Potencia con retardo Td= 0.2 
 
En la figura 16 se puede observar que la señal correspondiente a dos de los ángulos 
de los respectivos generadores es inestable. Lo anterior corresponde con el 
comportamiento de la potencia 
 
Figura 15. Angulo de los generadores con respecto a la maquina 4 
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En la figura 17 se puede observar que las señales de tensión correspondiente a los 
cuatro generadores también se hacen inestables. Se esperaba dado que la 
inestabilidad afecta a todas las variables del sistema de potencia. 
 
Figura 16. Tensiones en las unidades generadoras 
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4.1.3    Simulación con tiempo de retardo Td=0.3 (estrategia delta – w) 
 
En la figura 18 se tiene el comportamiento de las señales de potencia transferida 
entre las áreas. Aquí, de nuevo, con un retardo de 0.3 segundos se verifica que el 
sistema se hace inestable frente a la perturbación de la falla en el instante t=1 s. 
 
Figura 17. Potencia con retardo Td = 0.3 
 
Es lógico que la inestabilidad del sistema conduzca a la inestabilidad del resto de 
sus variables. Por tanto, se verifica que la apertura angular entre las diferentes 
máquinas también es inestable. Ver figura 19. 
 
Figura 18. Angulo de los generadores con respecto a la maquina 4
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En la figura 20 se ilustra que los valores de las tensiones también presentan el 
comportamiento inestable. Lo anterior es lógico en el escenario de inestabilidad 
provocado por el valor de 0.3 segundos de retardo en las comunicaciones. 
 
Figura 19. Tensiones en las unidades generador 
 
4.2  Resultados del funcionamiento de la estrategia delta–w 
modificado multiárea con retardo 
 
La figura 21 ilustra el diagrama de bloques de la implementación de la estrategia de 
control Delta-w- modificada multiárea. Al igual que en el anterior caso, aquí se incluyen los 
retardos en las comunicaciones, que actúan sobre el valor de la salida que es usada por 
la estrategia de control. Es así como el sistema eléctrico recibe una señal que modifica el 
valor de la salida. 
 
Figura 20. Diagrama de bloques del funcionamiento de la estrategia de control Delta–w modificada multiárea  
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4.2.1 Simulación con tiempo de retardo Td=0.1 (estrategia delta–w 
modificada Multiárea) 
 
En las figuras 22, 23 y 24 puede verse el comportamiento estable de los valores de 
potencia, ángulos y tensiones. Inclusive, el valor del sobreimpulso en la potencia luego de 
la falla está por debajo del sobreimpulso del caso de igual retardo controlado por el delta–
w simple. El comportamiento es en definitiva: estable. 
 
Figura 21. Potencia con retardo Td=0.1 
 
Figura 22. Angulo de los generadores con respecto a la maquina 4 
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Figura 23. Tensiones en las unidades generadoras 
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4.2.2 Simulación con tiempo de retardo Td=0.2 (estrategia delta – w 
modificada) 
 
Ya en el caso de considerar retardos mayores, de valor 0.2 segundos, se logra evidenciar 
que existe un incremento del valor de sobreimpulso de la señal de potencia. Este valor se 
ubica cercano a los 440 MW. No obstante, el comportamiento de la potencia transferida 
es estable. De igual manera, los comportamientos de las desviaciones angulares y de las 
tensiones también son estables. Ver figuras 25, 26 y 27. 
 
Figura 24.Potencia con retardo Td=0.2 
 
Figura 25. Angulo de los generadores con respecto a la maquina 4 
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Figura 26. Tensiones en las unidades generadoras 
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4.2.3 Simulación con tiempo de retardo Td=0.6 (estrategia delta – w 
modificada) 
 
Para verificar la fiabilidad de la propuesta, en éste caso se incrementó dramáticamente el 
tiempo del retardo. En éste caso la simulación se efectuó hasta llegar a un valor de 0.6 
segundos. Estos tiempos límites se presentan en sistemas de potencia de gran tamaño. 
Aún en estas condiciones, y a pesar de las enormes excursiones de potencia puede 
afirmarse que el sistema logra valores acotados en menos de 10 segundos y se comporta 
de manera estable. De igual forma, a pesar de las enormes variaciones de las 
desviaciones angulares y de las tensiones sus comportamientos son estables. Ver figuras 
28, 29 y 30. 
 
Figura 27. Potencia con retardo Td=0.6 
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Figura 28. Angulo de los generadores con respecto a la maquina 4 
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4.2.4 Simulación con tiempo de retardo Td=1.0 (estrategia delta – w 
modificada) 
 
En economía la prueba ácida es denominada a la prueba de mayor “tensión” o “presión 
externa”. En éste caso se efectuó la “prueba ácida” introduciendo un retardo de 1 segundo 
en las comunicaciones. Este tiempo es poco probable en sistemas que basan sus 
comunicaciones en protocolos como los TCP/IP (Transmission Control Protocol/Internet 
Protocol). Aun así, se incluyó su valor en las simulaciones. En éste caso, pese a que se 
tienen severas oscilaciones en los valores de la potencia transferida, el comportamiento 
logrado se verifica estable. Puede notarse también que los valores de las desviaciones 
angulares fueron notablemente oscilatorios, sin embargo, tienen tendencia a la 
estabilidad. Las tensiones también se comportan de manera estable pese a las 
oscilaciones, que se mantienen en rangos perfectamente válidos en un sistema de 
potencia realista [0.95-1.05]. Ver figuras 31, 32 y 33. 
 
Figura 29. Potencia con retardo Td=1.0 
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Figura 30. Angulo de los generadores con respecto a la maquina 4 
 
 
Figura 31. Tensiones en las unidades generadoras 
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4.3    Análisis en frecuencia del sistema de prueba 
 
En la anterior sección se efectuó un análisis cuantitativo del comportamiento del sistema 
eléctrico de prueba que es sometido a dos tipos de control para enfrentar el problema del 
retardo. En los casos generados por los dos tipos de controladores se obtuvieron figuras 
que ilustraban las potencialidades de la propuesta delta-w multiárea y en contraste las 
enormes oscilaciones y problemas de inestabilidad debidas a la incapacidad de actuación 
del control delta-w. En ésta sección se presenta un análisis cualitativo, de la función de 
transferencia, que permite verificar el comportamiento de los polos del sistema, de 
manera que el análisis de la propuesta quede más completo. El análisis en frecuencia se 
hace considerando un sistema con la presencia de retardo vamos a tener en la simulación 
los retardos se incluyen en las simulaciones y se hace un análisis teniendo en cuenta un 
retardo de Td = 0.2 s. 
 
4.3.1    Análisis en frecuencia con la estrategia delta-w sin retardo 
 
En esta subsección se hará un análisis de frecuencia del sistema de prueba Kundur. 
Inicialmente se hace el análisis en frecuencia de la propuesta delta – w considerando que 
no existen retardos es decir una estrategia delta-w sin retardo. 
 
En la gráfica 34 se puede ver que hay estabilidad del sistema debido a que todos los 
polos que se representan con una x en la gráfica de polos y ceros todos los polos están 
en el semiplano complejo izquierdo esto quiere decir que el sistema es estable si se utiliza 
la estrategia delta – w. 
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Figura 32. Grafica de polos y ceros. 
Estrategia delta – w sin retardo 
 
4.3.2    Análisis en frecuencia con la estrategia delta-w con retardo 
 
En la figura 35 se puede ver que para el mismo sistema y para la misma estrategia de 
control, si se agrega el retardo que en este caso fue de 0.2 segundos, se afecta 
inmediatamente la ubicación de los polos del sistema. Hay algo que cambia notablemente 
entre el sistema con retardo y el sistema sin retardo, y es que el sistema cuando tiene 
retardo, en el análisis de frecuencia, nos muestra unos polos en el semiplano complejo 
derecho o polos con parte real positiva. Eso significa que en el análisis en frecuencia se 
evidencia la inestabilidad agregada por el retardo. 
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Figura 33. Grafica de polos y ceros. 
Estrategia delta – w con retardo 
 
4.3.3    Análisis en frecuencia con la estrategia MultiArea con retardo 
 
La propuesta, de acuerdo a la subsección inmediatamente anterior, se vio que era capaz 
de enfrentar el retardo de hasta 1 segundo, pero para reforzar esa idea y validar de mejor 
manera la hipótesis necesitamos hacer un análisis en frecuencia de ese sistema. Una vez 
efectuada esa simulación logramos notar que nuestra propuesta junto con el retardo, al 
hacer el análisis en frecuencia, nos muestra que todos los polos están en el semiplano 
complejo izquierdo, esa es una noticia muy buena porque ese análisis en frecuencia 
verifica que nuestra propuesta estaba  funcionando bien, no por azar, sino porque 
cualitativamente se modificó el comportamiento del sistema eléctrico y el sistema de 
control, es decir, todo el sistema en lazo cerrado es estable y esa estabilidad es 
precisamente la que estamos nosotros buscando cuando diseñamos esquemas de control 
para sistemas de potencia. Se hace énfasis en que el sistema de potencia con el retardo 
en lazo cerrado, en general, se hace estable, la propuesta delta-w permanece inestable, 
Real Axis (seconds-1)
Im
a
g
in
a
ry
 A
x
is
 (
s
e
c
o
n
d
s-
1
)
Pole-Zero Map
-100 -90 -80 -70 -60 -50 -40 -30 -20 -10 0 10
-30
-20
-10
0
10
20
30
 
 
linsys1
 50 
 
mientras que nuestra propuesta de control delta-w Multiárea hace que nuestro sistema de 
control en lazo cerrado permanezca funcionando de manera estable. Ver figura 36. 
 
 
Figura 34. Grafica de polos y ceros. 
Estrategia Multiárea con retardo 
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5.   CONCLUSIONES  
 
Durante la investigación se logró encontrar sendas fuentes de información asociadas a los 
problemas de estabilidad de los sistemas de potencia que son afectados por retardos. 
 
Así mismo, y basado en la lectura especializada, se construyó un modelo coherente y fácil 
de utilizar en sistemas de potencia, que permitían incluir los retardos de las 
comunicaciones. Tal representación se basó en el modelo de PADÉ. No fue necesario 
usar modelos de orden elevado. 
 
Con lo anterior se implementó un modelo del sistema de área amplia que incluía el retardo 
así como dos estrategias de control. Una de las estrategias es el control clásico delta-w y 
la otra estrategia implementada fue delta-w modificado multitarea, propuesta desarrollada 
al interior del grupo de investigación en campos electromagnéticos y fenómenos 
energéticos (CAFE). De ésta manera se pudieron comparar los efectos y posibilidades.  
 
De acuerdo con las simulaciones, la propuesta denominada delta-w modificada multiárea 
es superior a la clásica delta-w y funcionó adecuadamente aún en retardos tan altos como 
1 segundo. 
 
Finalmente, se efectuó un análisis de frecuencia para detectar las modificaciones que 
incluían tanto el retardo como la estrategia de control. Se logró evidenciar que 
efectivamente el retardo mueve los polos hacia el semiplano complejo derecho, lo que 
hace que un sistema previamente estable se transforme en un sistema inestable. 
 
Se verificó también que la propuesta implementada fue capaz de mantener los polos 
dentro de la región de estabilidad. La anterior conclusión es verdaderamente poderosa 
toda vez que ilustra que el comportamiento estable conseguido se logra por una 
modificación de los polos inestables incluidos por el retardo hacia polos dentro de la 
región de estabilidad.  
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