We investigate the performance of some common machine learning techniques in identifying Blue Horizontal Branch (BHB) stars from photometric data. To train the machine learning algorithms, we use previously published spectroscopic identifications of BHB stars from Sloan Digital Sky Survey (SDSS) data. We investigate the performance of three different techniques, namely k nearest neighbour classification, kernel density estimation for discriminant analysis and a support vector machine (SVM). We discuss the performance of the methods in terms of both completeness (what fraction of input BHB stars are successfully returned as BHB stars) and contamination (what fraction of contaminating sources end up in the output BHB sample). We discuss the prospect of trading off these values, achieving lower contamination at the expense of lower completeness, by adjusting probability thresholds for the classification. We also discuss the role of prior probabilities in the classification performance, and we assess via simulations the reliability of the dataset used for training. Overall it seems that no-prior gives the best completeness, but adopting a prior lowers the contamination. We find that the support vector machine generally delivers the lowest contamination for a given level of completeness, and so is our method of choice. Finally, we classify a large sample of SDSS Data Release 7 (DR7) photometry using the SVM trained on the spectroscopic sample. We identify 27,074 probable BHB stars out of a sample of 294,652 stars. We derive photometric parallaxes and demonstrate that our results are reasonable by comparing to known distances for a selection of globular clusters. We attach our classifications, including probabilities, as an electronic table, so that they can be used either directly as a BHB star catalogue, or as priors to a spectroscopic or other classification method. We also provide our final models so that they can be directly applied to new data.
Introduction
The blue horizontal branch (BHB) stars are old, metal-poor halo stars. They are of interest as tracers of Galactic structure because they are more luminous than most giant branch or population II main sequence stars, have a narrow range of intrinsic luminosities (hence 'horizontal branch') and display spectral features rendering them identifiable, in particular a strong Balmer jump and narrow strong Balmer lines. There is therefore an interest in building large, reliable samples of them, particularly in the context of wide-field halo surveys such as the Sloan digital sky survey (SDSS) and the forthcoming Pan-Starrs survey. BHB stars are always of interest whenever halo structure is studied due to their strength as distance indicators. Recent studies which have concentrated on BHB stars to trace structure include Harrigan et al. (2010) , who searched for moving groups in the halo, Xue et al. (2009) who used them to search for close pairs, implying the existence of halo substructure, Kinman et al. (2009) who searched for a population of BHB stars associated with the thick disk, and Ruhland et al. (2010) , who investigated structure in the Sagittarius dwarf and streams. The main problem with BHBs as tracers is their relative sparseness compared to other tracers such as turnoff stars. This means that large, pure samples are highly desirable for structure tracing studies.
In this paper, we take as our lead several recent studies of BHB spectra from SDSS/SEGUE and attempt to use the reliable and large samples of BHBs detected as a training set to build ⋆ Tables 7, A.3 and A.4 are only available in electronic form at the CDS via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsweb.u-strasbg.fr/cgi-bin/qcat?J/A+A/ models aimed at identifying BHBs from the photometry alone. With this tool, we hope to be able to extend the available sample of known (or better, strongly suspected) BHB stars from SDSS and other surveys, with a view either to use our sample directly to trace structure, or at least to guide follow-up studies with spectra.
The main three studies we follow are those of Yanny et al. (2000) , who identified a colour cut in the u-g, g-r colourcolour diagram that yields most of the available BHB population, Sirko et al. (2004) who used spectra to identify a reliable sample of 700-1000 BHBs (the size of the sample depends on the g magnitude and the reliability desired), and most importantly Xue et al. (2008) , who analysed a sample of SDSS DR6 data using similar techniques to Sirko et al. and extended the reliable list of BHBs to over 2,500 objects. The method of Xue et al. is discussed in more detail in Sect. 3.3.
We have selected three machine learning methods to investigate. These are a k-Nearest Neighbour (kNN) technique, a kernel density estimator (KDE) and a support vector machine (SVM). We also apply the decision boundary in (u − g, g − r) colour space suggested by Yanny et al. (2000) for comparison. After the colour cut, the kNN method is probably the simplest algorithm we consider. One example of its use can be found in Marengo & Sanchez (2009) . Examples of KDE use in classification problems in astrophysics include Gao et al. (2008) , Richards et al. (2009b) , Richards et al. (2009a) and Ruhland et al. (2010) . The SVM works by identifying a decision boundary in a multidimensional space (in this case the space of SDSS colours) based on a training set containing examples of two or more classes of object ⋆⋆ -for our purposes BHB stars and non-BHB contaminants. The SVM performance should be equivalent to that obtainable with a neural network, but it has the advantage of being highly adaptable and relatively easy to use. Its main drawback is its inability to provide genuine probability estimates for classes, because it does not model the distribution of the data. This is discussed further in Sect. 4.4. SVMs have been used on classification problems by various authors, for example Tsalmantza et al. (2007 Tsalmantza et al. ( , 2009 who developed a galaxy library for the Gaia mission and explored classification problems therein, Gao et al. (2008) who used them to search for quasars in SDSS data, and Huertas-Company et al. (2009) who used them for morphological galaxy classification. Bailer-Jones et al. (2008) discussed SVM classification of astrophysical sources in the context of unbalanced samples.
We proceed by taking the sample of Xue et al. and obtaining the up-to-date photometry for it from SDSS DR7. We then investigate the ability of each of the three techniques to recover the BHB stars from the Xue sample, and the various options that are available to optimize them. Finally, we take a new sample of DR7 photometry, for sources without spectra, and apply our models to this sample to recover samples of probable BHB stars. We use a selection of globular clusters of known distance to test the BHB classifications and photometric parallaxes.
Data
The latest publicly available SDSS data release, DR7, covers approximately 8400 square degrees, with images in the five SDSS bands: u, g, r, i, z. Spectra are available for a subset of the detected objects based on various selection criteria.
The study of Xue et al. used a sample of SDSS DR6 data selected to lie inside the colour box suggested by Yanny et al. (2000) (0.8 < u − g < 1.6, −0.5 < g − r < 0.0). We have recovered the sources used by Xue et al. in the DR7 release by matching the SDSS MJD, plateId and fiberId fields. We obtained the PSF magnitudes, estimated extinction, and the parameters (Teff, logg, and [Fe/H] ) as determined by the SDSS pipeline. The dereddened magnitudes were obtained from the model magnitudes during the pipeline processing by applying extinction corrections derived from the map of Schlegel et al. (1998) . We recover the extinction from the model magnitudes and apply it to the PSF magnitudes. The DR7 photometry is generally consistent with the DR6 photometry given by Xue et al. to within hundredths of a magnitude, but there are a number of sources with more divergent values. We rejected the most discrepant of these by introducing a colour cut 0.1 magnitudes outside of the colour cut of Yanny et al.. This cut excluded mostly contaminant stars. The Xue et al. sample contained 10224 objects, of which 2558 were identified by them as BHB stars. After rejecting sources with discrepant photometry, 9929 objects remained, of which 2536 were identified by Xue et al. as BHB stars. We also cross matched against a list of 1172 objects from the paper of Sirko et al.. All these objects were identified by Sirko et al. as BHB stars. Since Sirko et al. did not provide SDSS identities in their table, we cross matched first with our SDSS data on the basis of RA and Dec and g magnitude. After cross matching, 1101 of the sources were identified in the SDSS DR7 data. Of these, 4 had no identified counterpart amongst the Xue et al. objects . Figure 1 shows the colour-colour diagram of our sample. Xue et al. (2008) in the u − g, g − r plane, with DR7 data. BHB stars (according to Xue et al.) are shown as red crosses, non-BHB stars as black points. The box shows the colour cut used by Xue et al. (2008) and Yanny et al. (2000) . The outer boundary extends 0.1 magnitudes beyond this. Sources outside the plot region were discarded.
General Approach
All our classification methods are supervised, meaning that they require samples of data for objects of known type in order to train a model, which can then be applied to new data. Various parameters must be set to optimize the classification, and in the end the reliability of the methods relative to each other and in absolute terms has to be determined in some way. For these reasons, we need a sample of test objects of known type on which we can run our trained models. Our sample contains 2536 BHB stars as identified by Xue et al. Our standard procedure was to randomly split the BHB sources into roughly equal training and testing sets, and then randomly select equal numbers of non-BHB sources (designated "other") to include in the training and testing samples. We can investigate the statistical properties of the results by bootstrapping.
Data dimensionality and feature selection
The PSF photometry was corrected for the expected extinction determined by the SDSS pipeline. There are four colours available. The u−g and g−r colours are the most important for BHBs. The others show little or no real information when examined by eye. They make some difference (for the better) for the kNN and SVM methods, but tend to degrade the KDE. It is possible that the improvement seen for kNN and SVM by including the other colours is mostly due to excluding faint sources due to their large scatter in all bands.
Comparing methods: completeness and contamination
The completeness is defined as the number of correctly classified sources of a particular class, divided by the number of available sources of that class, i.e. it is the fraction of test sources of a particular class that are correctly classified, where n i, j is the number of objects of true class i classified as output class j and N i is the total number of input sources of class i. Input sources can be lost from the output class due to misclassification into another class, or by remaining unclassified due to an insufficiently high classification confidence. The contamination of the output sample is defined as the number of falsely classified sources of that class divided by the number of sources classified into that class, whether correctly or incorrectly,
In our particular case, one class, the set of non-BHB stars, is really a mixed class of contaminants comprising blue stragglers and main sequence stars, that we are interested in removing in order to obtain a clean sample of BHB stars. Therefore, we are interested in the completeness and contamination of the BHB sample and not primarily in the completeness or contamination of the "other" class.
Reliability of the training and testing sets
Since our method is based on the results of Xue et al., it is worthwhile investigating how reliable these are, particularly at the faint end. To this end, we selected 1381 spectra from Xue et al.'s original data, having 14.5 < g < 15.5. Roughly half of these (655) were BHB stars. We then added artificial noise to degrade them to the same signal-to-noise ratio as fainter spectra. We constructed in this way eight artificial samples in half magnitude steps from g=16.0 to g=19.5. We then reanalysed these degraded spectra with the technique of Xue et al. and reclassified them. We then compare the performance at faint magnitudes with the original performance.
The classification of Xue et al. is based on recovering four different characteristic parameters from the absorption lines. These are D0.2, the width at 20% below the continuum of the Balmer line, fm, the flux relative to the continuum at the line core, and c γ and b γ , which are parameters from a Sérsic fit to the line shape (Sérsic 1968) . BHB stars are identified as lying within selection boxes in the feature space formed by the line parameters. This selection is illustrated for our degraded data in Fig. 2 , which shows for four example magnitudes the D0.2 versus fm and c γ versus b γ values, and the selection boxes. It is clear from the figure that, as the noise increases, true BHB stars scatter outside one or the other selection box and are lost, decreasing the completeness. Some sources from outside the selection boxes scatter into the box, but since the box covers a small fraction of the data space, and since a contaminant has to scatter into both boxes to be misclassified as a BHB, the increase in the absolute number of contaminating sources is modest. The contamination, as defined above, will still increase because the number of true positives, in the denominator of Equation 2, is decreasing. Figure 3 shows the resulting ratio of objects classified (rightly or wrongly) as BHB stars to total stars as a function of g. This is discussed in terms of the effect on the prior probability in the following section. For now, we note that this effect kicks in strongly for sources fainter than g=19.0, and that it will degrade the quality of training sets used to define models and also of any testing set used to assess them.
Priors
The classifiers we use are trained on mixed samples of BHB and non-BHB stars with a range of properties. We implicitly assume that the classifier takes account of the likely distribution of the population of objects to be clasified, and if it does not, we need to correct the classifier output probabilities using appropriate priors.
The simplest prior to be accounted for is the true class fraction. To train our models, we use equal numbers of BHB and non-BHB stars, whereas the true class fractions are not equal (the fraction of BHB stars in the sample of Xue et al. is approximately 0.26 for all sources). For the kNN and KDE methods we could directly include the class fractions in the training sets. For the SVM we could also include proportional fractions of classes, but the actual effect of this on the classifier is complex and not well understood. We choose to always use equal class fractions ⋆⋆ and use a prior to adjust the classifier output. We refer to this type of class fraction prior as a 'simple prior' hereafter.
We can also adjust for prior probabilities as a function of other parameters that are not accounted for by the classifier itself. We consider g magnitude and b, the Galactic latitude. In  Fig. 4 we show the ratio of the density functions of BHB stars and all stars as functions of g in the sample of Xue et al. (dashed green line) . Because these density functions were individually normalized, the resulting ratio is the relative fraction of BHB stars, rather than the absolute fraction -i.e. it is as if the class fractions were equal.
Also shown in this plot is the ratio of BHB stars to all sources at each magnitude as estimated from the experiment described above in Sect. 3.3 (red dash-dotted line). This curve, which is a renormalized version of the curve shown in Fig. 3 , shows what we would expect to see if the fraction of BHB stars in the true population was constant with g, but the observed ratio was altered by sources being lost due to increasing noise at high magnitudes. We can correct the measured ratio of BHBs to all sources for this effect. This correction mitigates the falloff of the ratio at the faint end. The corrected curve is shown as the dotted blue line. We use this as the basis of the magnitude dependent prior, but the correction causes a spike at the faint end that is probably due to small numbers of sources and is obviously not desirable in the prior. For this reason we have truncated the function before it turns up and adopted a plateau for the high magnitude end. Similarly, we adopt a plateau at the bright end, where the fraction may be strongly affected by the SDSS spectrum selection function (there is a cutoff at g < 14 for the Legacy spectra, (Adelman-McCarthy et al. 2006) ). The adopted prior as a function of g is plotted as the solid black line in Fig. 4 . Figure 5 shows the ratio of density functions for BHB and non-BHB sources as a function of absolute Galactic latitude. This ratio shows a relatively smooth trend, with quite a lot of structure superimposed. We model it with a straight line fit and adopt this fit as the relative prior in latitude. Fig. 4 . The dashed green line shows the ratio of the density function of BHB stars to the density function of all stars. The dotdashed red line shows the ratio of BHB stars to non-BHB stars from the classification described in Sect. 3.3. This is the same curve plotted in Fig. 3 but it has been renormalized so that the peak is at the same level as the peak of the ratio of density functions -i.e. so that it doesn't include the simple prior. The dotted blue curve is the result of correcting the basic BHB fraction (dashed green line) for the expected change in the ratio due to noisy spectra. The regions at either end are replaced with a constant value, and the prior actually adopted is plotted as the thick solid black line. 
⋆⋆
If these priors are independent of one another, we can apply them in sequence to the output posterior probability of the classifier using
where P(C|D n ) is the probability of class membership given some piece of information, D n . This formula is discussed in depth in Bailer-Jones & Smith (2010) . The issue of class fraction priors and its influence on classifier training is discussed in Bailer-Jones et al. (2008) . The correlation of g and b is low, with a Pearson coefficient of -0.0017. The assumption of independence therefore holds well. The ratio of BHB stars to all stars for all data is 0.26, however this includes regions where the selection function for SDSS spectra has a large effect (there is a cutoff at g = 14 for SDSS Legacy spectra and g,r or i=15 for SEGUE, and at g > 19 the reliability of the Xue et al. classification method becomes difficult to assess). The ratio of BHB stars to all stars in the interval 14 < g < 19 is 0.32. We use this latter fraction as the class fraction.
For the analysis of the different classifiers, we consider two different priors, a simple ratio (equal to 0.32) that represents the fraction of BHB stars to all stars over the sample in the interval 14 < g < 19, and the combination of this with the priors as functions of g or b as discussed above. We refer to the first prior as a 'simple prior' and to the second as a '2d prior', because it is a function of the two variables g and b.
Priors and performance measures
The issue of the class fractions enters the analysis in two distinct ways, and it is worth discussing this issue explicitly because it can easily lead to confusion.
Firstly, the class fractions are the single most important contribution to the prior probability used to obtain posterior probabilities for each object. This issue is reasonably clear.
Secondly, as well as adjusting the classifier probabilities with the prior, when testing the classifiers, we also have to take account of the uneven expected class fractions in the measured contamination (and in any other quantity where they would be important -the completeness is not affected, as can be seen from Equation 1). We can do this by either using a test set that reflects the true expected fractions (which would be possible in our case because the classes are not extremely unbalanced), or by correcting the contamination for the difference between the input test set fractions and the expected true fractions. Since the population composition as a function of g and b is already present in the test set, no correction should be made to the test output to correct for the relative fractions of BHB stars as a function of these quantities.
Note that this reweighting of the contaminants in the output sample has to be carried out anyway if the expected class fractions are different to the fractions in the test set, whether or not we also apply the prior to the classifier probabilities. All the contaminations presented in this paper, except that in Table 2 , are based on test sets with equal class fractions, and are corrected to the expected class fractions after the classification using the estimated fraction of 32% BHB stars.
The issue of priors in the context of a classification problem with a highly unbalanced data set was addressed in some depth by Bailer-Jones et al. (2008) . In particular, Sect. 2.5.1 of this paper discusses the issue of correction of the contamination 
Comparative performance of machine learning techniques

Colour box and direct decision boundary
Yanny et al. (2000) derived a decision boundary in u − g g − r colour space to distinguish low gravity BHB giants from contaminating MS and BS stars in the colour box. Their decision boundary consists of three straight line segments and is shown in their Fig. 10 . Our estimates of the gradients and intercepts of the line segments are shown in Table 1 . Sources are BHB stars if they have u − g < m(g − r) + c, with values of m and c taken from the Table. We classified our test set with this boundary, and obtained the results summarized in Table 2 . All sources with g < 19 were classified, since no training set is needed. The test set class fractions are not artificially balanced, so no prior has been applied. Sources lying outside the ranges of Table 1 remain unclassified. The results are presented first in the form of a confusion matrix. Each row of the matrix corresponds to a particular true class, either BHB or other. The rows are labeled in capitals to indicate that this is the true class of the object. The columns list the output classifications. The leading diagonal of the matrix therefore shows the true classifications. The off diagonal elements indicate misclassifications, and it is possible to see which classes are particularly confused with one another. The confusion matrix is presented twice, once with the absolute numbers of objects in each classification bin, and once with the classifications expressed as percentages of the total number of input objects of that class. The rows of this matrix therefore sum to one. We also present the completeness and contamination obtained with this method.
k-Nearest Neighbours
Nearest neighbour techniques are probably the simplest and most intuitively obvious method for supervised classification. For a given new object, we select the k nearest training points in the data space and assign a class based on the classes of the neighbours. For k > 1 we could choose to select a simple ma-⋆⋆ jority of objects, or we could impose a higher threshold in an attempt to improve the purity of one or both of the output classes (i.e. BHB stars or other). Introducing a threshold implies that we must be prepared to tolerate non-classifications. A probability can be estimated from the fraction of neighbours belonging to each class, so for example if nine out of ten of the nearest neighbours are BHB stars, we would estimate P(BHB) = 0.9.
We ran the kNN technique for various choices of k and measured the output sample completeness and contamination. The classifier was run with ten resamplings of the training and test sets for each k, from k = 1 up to k = 100, and the classification was performed with simple majority voting. The completeness was found to be approximately constant with increasing k, but the contamination showed a shallow minimum at around k = 15, which we selected as the optimum value.
We also experimented by cutting the colours used from four down to two (u − g and g − r). The result was a slight degrading of the results for all values of k. We therefore use the kNN technique with the four dereddened colours.
We next investigated the effect of varying the confidence threshold for classification and measuring the completeness and contamination of the output BHB star sample. Increasing the threshold would be expected to lead to a loss of completeness, but also a lowering of the contamination. The results of this for kNN are shown in Fig. 6 . The completeness does indeed fall, but the contamination remains constant at around 0.4.
We performed ten classifications, with resampled training and testing sets, with the kNN method to get a final estimate of performance. The value of k and the probability threshold were left fixed (k = 15, threshold=0.5). The results are shown in Table 3 . This table is divided into three sections. In the top section, we present the results of applying the classifier to the test data without applying any prior. This is equivalent to assuming equal true class fractions. The second section presents the results with the application of the so-called simple prior, with which we 
Notes. Top section:
Confusion matrix showing the results of kNN classification (k=15) with threshold P(BHB) > 0.5. This is the combined result of ten independent classifications with resampling of the training and testing sets. The rows show the true class (according to Xue et al.) , the columns show the classifier output class. When shown as percentages, the quantities in the rows should add to 100%, but the quantities in the columns in general do not. The completeness and contamination are also shown -and the contamination is corrected for the class imbalance using the simple prior. Middle section: The same confusion matrix, with output probabilities corrected for the simple prior. Bottom section: The results with output probabilities corrected for the prior probability as function of g magnitude and galactic latitude.
correct for the effect of the class fractions only. The final section presents the results with the application of the 2d prior, a function of g and l. In each section we present the results as confusion matrices of absolute classifications and as percentages of the input true classes. Finally we present the completeness and contamination. Figure 7 shows the completeness and contamination for test samples classified with the kNN method, with the results binned by magnitude. The threshold for classification is always 0.5, and k=15. This is the average of 100 separate trials. The lower plot shows the standard deviation in each bin.
As expected, the classifier performance falls off for fainter magnitudes. Part of this effect may be due to the natural confusion in the test set between BHB stars and non-BHB stars, introduced by the noise in the method of Xue et al. (2008) . 
Kernel density estimation for classification
We next consider a kernel density estimation (KDE) approach to the classification. The density estimate is a weighted mean of neighbours, the weighting function being a kernel of choice. See Hastie et al. (2001) for a general discussion of the method, and see Richards et al. (2009a,b) for examples of KDE used to identify quasars in SDSS data.
We use an Epanechnikov kernel, which is truncated and so is less influenced by distant points. In practice, the choice of kernel is usually less important than the bandwidth value. The bandwidth was set independently for each dimension. The package np in R ⋆ was used to implement the KDE method (Hayfield & Racine 2008) , and also to determine the optimal value for the bandwidth, using the method of Li & Racine (2003) . This is based on leave one-out-cross validation and involves minimizing the variance amongst trial density functions constructed with different bandwidth values.
Trial and error experimentation with the available colours shows that reasonable results can be obtained with u−g and g−r, but the addition of further colours degrades the performance. We ⋆ http://www.r-project.org construct density functions for both the BHB stars and the non-BHB stars and compare the values at the locations of test data or new data points to classify the source. The individual density functions for BHB and non-BHB sources in the training set are shown as contours in u−g, g−r space in Fig. 8 . The probability of an object being of class c1 from a number n c of possible classes is taken to be
where K j are the density functions for each class and x are the data.
Training and test sets were independently selected ten times and used to train and test a model. We applied the KDE classifier to the test set under the assumptions of equal class sizes (flat prior), the simple prior (P(BHB) = 0.32 for all sources), and the 2d prior. The results for all these tests are shown in Table 4 . The layout of this table is the same as Table 3 .
As with the kNN method, we experimented with thresholds at different levels of classification confidence. We adjust the threshold probability for BHB classification and record the resulting output sample completeness and the contamination. These are shown in Fig. 9 . As expected, the effect of introducing a threshold higher than 0.5 for classification is to reduce both the completeness and contamination. Table 4 correspond to a probability threshold of 0.5. Output probabilities have been modified by the 2d prior. Figure 10 shows the completeness and contamination for the test sample classified with the KDE method, with the results binned by magnitude. The threshold for classification is always 0.5.
Support vector classification
Support vector classification is a supervised method in which a high dimensional decision boundary is fit between two classes. The boundary is chosen to maximize the margins with the nearest representative points of each class (the so-called support vectors). See for a fuller description. A linear SVM defines a boundary that is linear in the original data space (in our case the four SDSS colours). By using a kernel function, a higher dimensional feature space can be defined, and the decision boundary instead defined in this. We use the second order radial basis function as a kernel here. This function has a single parameter, gamma, which must be set before training the model. To deal with the problem of regularization for noisy data, a cost parameter can be introduced, that acts to soften the margin. The cost parameter is so called because it controls the extent to which the algorithm will attempt to fit a more complex boundary in order to correctly classify all of the training points, i.e. it is the 'cost' to the algorithm of misfitting training points during the model training (Cortes & Vapnik 1995) . We use the libSvm implementation, which is available online (http://www.csie.ntu.edu.tw/˜cjlin/libsvm/, Chang & Lin (2001) ) and is implemented in the R package e1071.
Probabilities from SVM
The SVM method is not designed to provide probabilities, since it deliberately discards many of the training points, using only the support vectors to build the model of the decision boundary. However, a probability estimate can be made based on the distance of a test point from the decision boundary (Platt 1999) . The actual probability returned is based on a model fitted to the training data. This probability estimate is essential if we want to trade off completeness versus contamination, or use priors.
The training data were standardized colour by colour so that each of the colours had zero mean and unit standard deviation. The same offset and scaling, calculated from the training data, were applied to the testing data. The SVM was run over a grid of parameters; cost and gamma, with a fourfold cross validation using the training data to determine the best choice for these values. The optimum values chosen were gamma=0.25, cost=64. The model was then trained on the training set and applied to the test set. The basic classification performance is shown in Table 5 . 
Notes. Top section:
Confusion matrix showing results of KDE classification of 10 independently selected test sets based on 10 independently trained models. The classification threshold is P(BHB) ≥ 0.5 in each case. The results are shown at the top as mean numbers of sources in each category and then as percentages. The completeness and contamination for the BHB output sample is also shown. These are corrected for the expected unbalanced class fractions. Middle section: The same quantities calculated with the simple prior applied to the classifier output probabilities. Bottom section: The confusion matrix, BHB completeness and BHB contamination obtained when the prior as a function of g and latitude is applied to the classifier output probabilities.
We consider the effect of a threshold on the measured completeness and contamination. The results of introducing various thresholds greater than P(BHB) = 0.5 are shown in Fig. 11 . It can be seen from Fig. 11 that the completeness and contamination both fall as the threshold is increased, except for very high thresholds when the contamination in fact rises. This is possible if the set of sources with the highest values of P(BHB) contain a large number of contaminants. This is undesirable, but is partly caused by the low number of sources with high P(BHB) -in fact there are only thirteen sources with P(BHB) > 0.9. Figure 12 shows the completeness and contamination for the test sample classified with SVM, with the results binned by magnitude. This plot shows the results both with the simple prior and the 2d prior. As with the KDE method, the SVM performs well for 14 < g < 18 but progressively more poorly for fainter sources. Completeness/contamination Fig. 11 . Plot of completeness (green squares) and contamination (red triangles) as a function of a threshold probability for BHB classification in the case of the SVM classifier. The results shown in Table 5 correspond to a probability threshold of 0.5. Output probabilities have been modified by the 2d prior. Notes. Top section: Confusion matrix showing results of an SVM classification without priors and with a threshold of P(BHB) > 0.5, also the completeness and contamination in the output BHB sample, corrected for the expected class imbalance. Middle section: the same quantities obtained applying the simple prior probability for all sources. Bottom section: The confusion matrix and completeness and contamination found when applying the prior as a function of g and latitude.
Optimal choice of classifier
From the bare results in Tables 3, 4 and 5, using the 2d prior, all the techniques have very similar completeness. The contamination is best in the case of SVM with about 0.3, and worst for the KDE with 0.4. The decision boundary method of Yanny et al. (2000) should properly be compared with the simple prior case for the three machine learning methods -the test set naturally has the right class fractions, but because the method is not probabilistic, the correction for the 2d prior cannot be made. The completeness of the decision boundary method is clearly better than the three machine learning methods. The contamination of over 50% is however worse than any of them. From the magnitude performance plots in Figs. 7, 10 and 12, it can be seen that all the methods achieve a high completeness and low contamination for the approximate range 15 < g < 17.
The contamination achieved by the SVM technique for the region of best performance between 15 < g < 17 is slightly better than for the kNN.
To make a more direct comparison, we plot in Fig. 13 the completeness and contamination, averaged over ten indepen- dent trials, for all the methods as a function of the classification threshold. For this plot, we restrict the test sample to sources in the range 15 < g < 17, where all the methods perform reasonably well. From this comparison, we can note the following; The SVM and kNN methods deliver similar completeness over most of the range of thresholds. The kNN technique maintains completeness better than SVM for very high thresholds. However, the kNN method does not show any significant improvement in contamination, and it never delivers a better contamination than the other methods for similar completeness. The other techniques do show a falling contamination with increasing threshold. In the lower plot, it is clear that the SVM delivers on average a lower contamination for a given completeness.
In summary, all the methods perform reasonably well, but the SVM seems to have the edge across the largest range of conditions, and we choose to use this technique on the new data. The fraction of new data points passing through the one class filter as a function of the parameter ν. The higher the value of the parameter, the more objects are rejected, and fewer then remain for the main classification. The fraction reaches a plateau at around ν = 0.01.
We obtained new DR7 photometry from SDSS and use the various models to predict the classes (BHB versus non-BHB). The DR7 data were obtained using the colour cut of Yanny et al. (see Sect. 2) . The search yielded 859,341 objects at g < 23. This magnitude cutoff is very deep, being 0.8 magnitudes deeper than the 95% completeness limit for DR7 (Abazajain et al. 2009 ). However, the selection requires good photometry in all five SDSS bands, and the classification method will enforce the condition that classified objects occupy the data space defined by the training set (see next section), so that the number of spurious objects in the sample will eventually be very low.
One class filter
Before attempting to classify the new data, it is necessary to exclude points which lie outside the locus of the available training points. This issue did not arise when using the testing data as described previously, since all input sources are by definition part of the defined data set and could potentially be used to train a classifier. New points lying in a 'hinterland' outside the training data locus and well away from the decision boundary may be misclassified with high confidence levels, since the probability model is based on distance from the decision boundary. It is necessary to exclude such points prior to attempting the classification.
To do this, we used an SVM in one-class mode. The oneclass SVM defines a decision boundary which separates the training data from the origin with a maximized margin. A parameter, ν, controls the rigidity of the boundary, and hence what fraction of the training set would typically be excluded. We collected all the available training objects (2,536 BHBs and 7,511 non-BHBs) together into one set and standardized according to this data. We conducted an experiment with different values of the parameter ν to see how many of the new data points would pass through. The results are shown in Fig. 14 From this figure , we see that the fraction of sources passing through the filter reaches a plateau for values of ν a little less than 0.01. We chose Filtering the photometry according to consistency with the training set, we were left with 294,652 objects. The distribution of these in g magnitude is shown in Fig. 15 (left hand side) .
Classification
For the classification, we trained a new SVM model using all the available BHB stars, plus an equal number of randomly selected non-BHB stars. The 2d prior probability was used to obtain posterior probabilities, and a threshold of 0.5 was applied to these. With this threshold, 27,074 of the new sample objects were classified as BHB stars. Figure 16 shows the probabilities output from the SVM classifier plotted against the probabilities modified by the 2d prior. The threshold for BHB classification is shown by the horizontal line. The threshold obtained by assuming a prior probability P(BHB) = 0.32 for all sources is shown with the vertical line. It can be seen that there are peaks in source density at low and high probability, so that the choice of prior does not dominate the classification. The distribution of classified BHB stars in g magnitude is shown in the right hand side of Fig. 15 . 
Stability of the probabilities
The training set for the classifier is composed of all the available BHB stars, together with an equal number of non-BHB stars selected at random. This means in practice about one third of the non-BHB stars are included in the training set. The output probabilities, and eventual classifications in many cases, will eventually depend on the exact choice of training data. To quantify the stability of the output probabilities, we performed ten resamplings of the training data and subsequent classifications, and found the standard deviations of the output probabilities.
In Fig. 17 we show a histogram of the standard deviations of the probabilities, and a plot of the standard deviation of the probability for each output sources versus the mean value of the probability obtained. There is a broad peak at about 0.015. The histogram has been truncated at P = 0.1. In Table 6 , we show the percentages of objects classified as BHBs or non-BHBs with standard deviation in the probability exceeding 0.01, 0.05 and 0.1. The peak occurs between 0.01 and 0.02 (see also Fig. 17) . In each bin, fewer BHB sources than non-BHB sources have higher standard deviations than the given threshold.
It is difficult to combine repeated probabilities into a single value with an uncertainty, and also to include the effect of the magnitude and latitude dependent prior, and we do not attempt to do this. Instead, we give in the output table (Table 7) the raw SVM output probability from one classification, the standard deviation on this from ten resamplings, the prior, and the posterior probability obtained by applying the prior to the raw SVM probability. We use the condition that the posterior probability P(BHB) > 0.5 for BHB classification, but alternatively one could impose some condition based on the standard error for each object.
Photometric distances
Sirko et al. (2004) give absolute g magnitudes based on models by Dorman et al. (1993) , for a range of BHB star properties (Teff, logg and metallicity -their Table 2 ), together with u − g, g − r and g − i colours . To determine photometric distances for our BHB stars, we perform a regression based on this data. We do this with a support vector machine in regression mode ⋆ . We estimate the distance errors due to the uncertainty in the photometry by recomputing the distances with ±1σ in the colours and in g. the distributions are shown in Fig. 18 . Figure 19 shows the distribution of BHB stars on the sky in the region of the north Galactic cap. The locations of a selection of globular clusters taken from the list of Harris (1996) are shown as black circles. These were used to make a test of the BHB distances, as described below. Also indicated, with a box, is the location of the Ursa Minor dwarf galaxy. The BHB population of this galaxy is clearly visible as a clump of distant stars.
A distance test
To help assess the accuracy of our BHB identifications and distance determination, we compare our data to a selection of globular clusters taken from the catalogue of Harris (1996) and selected to lie in the north Galactic cap region. Their positions are ⋆ The SVM for regression fits a regression line in a high dimensional feature space, rather than a classification boundary. This involves an extra parameter which must be tuned. For a full description see Drucker et al. (1996) or the libSVM documentation. . BHB stars in the north Galactic cap region, shown in Aitoff projection. The stars have been colour coded for distance as follows; blue=closer than 15kpc, green=15-40kpc, red=further than 40kpc. The positions of a few globular clusters selected from the catalogue of Harris (1996) and used for a distance test are shown as black circles. The position of the Ursae Minoris dwarf galaxy is marked with a box. shown in Fig. 19 . We considered all BHB stars within half a tidal radius of each cluster centre to be probable cluster members, and determined the mean distance to those stars, and the error on the mean. We then compare those distances with the ones given in the table of Harris. Out of fifty-two globular clusters within the north Galactic cap region, sixteen had at least one BHB star from our sample within half a tidal radius of the centre. In Fig. 20 is shown the mean distance for each cluster derived from the BHB population compared to the accepted distance given in the catalogue. The agreements with the distances taken from Harris are generally reasonably good for clusters around 20 kpc distant. Amongst the nearby clusters are several with overestimated distances, two of which contain only one source each. Overestimated distances would be expected if the cluster membership is contaminated with non-BHB stars, since the contaminants are generally fainter than the BHB stars and so the distances will be overestimated in those cases. A more distant cluster at just over 80 kpc also has an overestimated distance.
In Fig. 21 we use the information from the globular clusters distance test to further investigate the performance of the classification. We select all sources within half a tidal radius of a cluster centre and calculate the distance to these assuming they are BHB stars (which they will not all be). We then find the fractional absolute residual, R, between this distance, which we call d * and the accepted cluster distance d 0 ,
We use the absolute residual because the vast majority of sources that have distances inconsistent with the cluster distance are placed on the too distant side (most contaminants will be intrinsically fainter than BHB stars). We plot this against the (prior corrected) SVM probability P(BHB). Sources with P(BHB) > 0.5 are classified as BHB stars for the purposes of this plot.
In Fig. 21 , sources which are true BHB stars within the cluster should appear close to the cluster distance. We would like to see as many as possible appearing with high probability P(BHB). Sources which are in the cluster but are not BHB stars should be assigned distances greater than the true cluster distance, as they are intrinsically fainter. Ideally, these sources should of course have P(BHB) < 0.5. BHB stars that are not genuine cluster members could be in the foreground or the background, so could appear more or less distant than the true cluster distance. Non-BHB stars in the foreground or background could appear at greater or lesser distance than the cluster, but their apparent distance would be greater than their true distance due to their lower luminosity.
We can see in the figure that there is a clump of apparent BHB stars at the cluster distance and with high probability P(BHB). The majority of the sources with incompatible distances for cluster membership also have P(BHB < 0.5). There are a few sources with P(BHB) > 0.5 and incompatible distances. These are probably false positive misclassifications, although we cannot rule out the possibility that they are simply foreground or background BHB stars. Harris (1996) . Distances are computed for all these sources, assuming they are all BHB stars, and compared to the catalogue distance for the cluster. True BHB stars that are really cluster members should return a distance consistent with the cluster distance. Most contaminants from within the cluster will appear too distant compared to the BHB population, because they are fainter. This plot shows the fractional absolute residual in the distance estimate in kpc versus the (prior-corrected) SVM probability P(BHB). The dashed line shows the threshold P(BHB) = 0.5.
A catalogue of BHB stars from DR7 photometry
In Table 7 we give the basic data for the sample of DR7 sources classified by us. The first four columns of this . Column twenty-five shows the raw output probability from the SVM. Column twenty-six shows the standard deviation of this probability over ten trials with resampled training set. Column twentyseven shows the (2d) prior used. Column twenty-eight shows the posterior probability calculated from the SVM probability by applying the prior. Columns twenty-nine and thirty show the assigned distance in kpc and the fractional error.
In the Appendix, we give all the information needed to directly apply the SVM one-class filter and the two-class classifier to new data for which the SDSS colours, u − g, g − r, r − i and i − z are available.
A warning on extinction
The classification is based on dereddened magnitudes, and the dereddening is performed by the SDSS pipeline based on the map of Schlegel et al. (1998) . This is expected to work well at high Galactic latitudes, but for sources in the disk the extinctions may not be reliable. Furthermore, these maps give the line-ofsight extinction to the edge of the Galaxy, so they will underestimate extinction in all cases, possibly by a non-negligible amount even at high latitudes for nearby BHBs.
The catalogue we present contains 181,022 sources with |b| < 10 out of the total of 294,652 sources. Out of the probable BHB stars, 7,231 sources have P(BHB) > 0.5 and |b| < 10, and 19,843 sources have P(BHB) > 0.5 and |b| > 10. Users should be aware of this issue when considering sources at low Galactic latitude.
To quantify this effect, we calculated the completeness and contamination in the test sample as a function of absolute Galactic latitude. The results are shown in Fig. 22 . From this, testing set as a function of absolute Galactic latitude, |b|. The completeness (green squares) and contamination (red triangles) are plotted. The sample was restricted to sources with g < 17.5. The 2d prior was used, and the contamination is corrected for the likely class fractions.
we can see that the performance of the classifier holds up well for |b| > 30
• . Below that, there is some degradation, and the performance becomes quite bad in the lowest bin, with |b| < 18
• . It is difficult to assess the detailed behaviour of the classifier here because of the small number of test sources available (there are 63 sources in the first bin, of which 18 were BHB stars according to Xue et al.) .
Conclusions
Starting with a sample of spectroscopically identified BHB stars published by Xue et al. (2008) , we have trained a number of standard machine learning algorithms to distinguish BHB stars from other contaminating main sequence stars or other interlopers, using SDSS colours alone. We have investigated three methods, with and without the use of probabilistic classification and prior probabilities, and we find that the support vector machine offers the best completeness while simultaneously minimizing ⋆⋆ the contamination in the output sample. The kernel density estimator was able to provide comparable contamination, but with a lower completeness. The kNN method was able to match the completeness of the SVM, but not the contamination. Adjusting the classification thresholds altered this picture in various ways, but the SVM generally outperformed the other techniques.
Using the most promising technique (SVM), we have classified a large sample of DR7 data selected to lie within the colour box of Yanny et al. (2000) . This sample comprises 859,341 sources. We used a one-class filter (also based on an SVM), to select 294,652 of these as lying in the same colour space as the available training set. We have identified 27,074 of these as probable BHB stars. This includes any already identified by Xue et al. Because our classifier relies on a randomly selected subsample of the available training objects, we ran multiple classifications to quantify the stability of the output probabilities. The standard deviations of the output probabilities are also provided in the table.
⋆⋆
We used photometric parallaxes derived from colour data presented in Sirko et al. (2004) to derive distances for these objects, using another variant of the support vector machine to make the fit to the colours. We performed a few simple checks on these distances, and on the spatial distribution of the classified BHB stars, to demonstrate that our method is reasonable.
We include along with this work a catalogue of the 294,652 DR7 sources together with probabilistic identifications as BHB stars, in the hope that these can be useful for other workers either directly as a ready made BHB sample, or as prior probabilities for spectroscopic BHB identification methods. We also provide, in the appendix, the data and parameters necessary to apply our classification to new colour data. The accuracy of the catalogue, or the classifier, can be estimated by reference to the various test results presented in the main body of the paper. In particular, Fig. 12 gives the estimated performance as a function of magnitude, although the reference classifications from the Xue et al. catalogue are unreliable for g > 19 as seen from Figs. 2 and 3. Figure 11 gives the expected effect of changing the required threshold probability for BHB classification, whilst Fig. 22 can be used to estimate the performance as a function of Galactic latitude.
A general conclusion of this work is that, where reliable training sets can be identified, machine learning approaches such as those discussed here can probably extract more information than is available with simple colour cuts or ad hoc models. This type of approach is likely to be very fruitful in the future for surveys yielding large photometric datasets. 
A.2. Application of one-class SVM model
The evaluation equation for the SVM model, for either one-class or two-class classification, is
where x is the colour vector to be classified, s i are the support vectors, α i their fitted weights, y i are class labels for each support vector, and ρ is a constant offset applied to each result. The value of N s is 152 for the one-class model (Table A. 3) and N s = 2645 for the two class model (Table A .4). The class labels y i are set to +1 or −1 for the two class classifier, and are always set to +1 for the one-class case. K is a kernel function, in our case an RBF kernel, given by
where γ is a parameter found by tuning (Table A. 2). The values of the support vectors for the one-class model, corresponding to the vectors labeled s i in Equations A.2 and A.3, are given in Table A .3, which is available in its full form as an e-table. The first column in this table gives the product y i α i for each vector. The value of the parameters γ and ρ are given in Table A.2. To apply the one-class model, simply calculate the sum in Equation A.2 over all the support vectors in Table A .3 and subtract the value of ρ. Sources with f > 0 are compatible with the training data and are therefore suitable for classification with the two-class classifier. Sources with f < 0 are outliers that should be rejected (they cannot be classified with the two-class model).
A.3. Standardization for two-class classification
Having rejected sources not compatible with the model, it is now necessary to standardize the data for the surviving sources using the standardization appropriate for the two-class classifier. The equation for this is identical to that used for the one-class standardization, Equation A.1 above. The parameters are given in on the original dereddened colours, not on the standardized data used for the one-class model.
A.4. Application of the two-class model
The equations for the two-class model are the same as for the one-class, namely A.2 and A.3 above. The data for the model should be taken from .2 is now either −1 (non-BHB) or +1 (BHB), but this is of no direct concern to the user since in Table A .4 the value of the product y i α i is given. Evaluate Equation A.2 using the two-class data to obtain the decision value f for each source. Decision values f > 0 indicate BHB stars (since the class label for BHB stars is +1) and decision values f < 0 indicate non-BHB stars.
A.5. Determine the probability of the classification
If only a classification is required, this step is unnecessary. If a probability is also required, apply the probability model to determine this.
Given the value of the decision value f from step A.4 above, determine the probability by evaluating
, (A.4) where A and B are parameters determined by cross validation during training. The values of these for our model are given in Table A .2. We note again that this is a 'nominal' probability, assuming equal class fractions in reality, no change in class fraction as a function of position, magnitude, etc. A prior should be introduced to obtain better posterior probabilities, as discussed in Sect. 3.4. The simple prior used in this paper of P(BHB) = 0.32, which roughly accounts for the uneven class fractions, is probably the simplest sensible choice for this.
