In this paper we study operators of the form M (φ) = T (φ) + H(φ) where T (φ) and H(φ) are the Toeplitz and Hankel operators acting on H p (T) with generating function φ ∈ L ∞ (T). It turns out that M (φ) is invertible if and only if the function φ admits a certain kind of generalized factorization.
Introduction
This paper is devoted to the study of operators of the form
acting on the Hardy space H p (T) where 1 < p < ∞. Here φ ∈ L ∞ (T) is a Lebesgue measurable and essentially bounded function on the unit circle T. The Toeplitz and Hankel operators are defined by
where is J the following flip operator,
acting on the Lebesgue space L p (T). The operator P stands for the Riesz projection, P :
which is bounded on L p (T), 1 < p < ∞, and whose image is H p (T). The complex conjugate Hardy space H p (T) is the set of all functions f whose complex conjugate belongs to H p (T). For a Banach algebra B (such as L ∞ (T) or H ∞ (T)) we will denote by GB the group of all invertible elements.
It is well known that a necessary and sufficient condition for the Fredholmness and the invertibility of the Toeplitz operator T (φ) with φ ∈ L ∞ (T) can be given in terms of the Wiener-Hopf factorability of the generating function φ. Let us recall the underlying definitions and results [3, 5, 6 ] (see also [8] for the case p = 2).
A function φ ∈ L ∞ (T) is said to admit a factorization in L p (T) if one can write
where κ is an integer and the factors φ − and φ + satisfy the following conditions:
(ii) φ + ∈ H q (T), φ −1
(iii) The linear operator f → φ −1
− f ), which is defined on the set of all trigonometric polynomials and takes values in L p (T), can be extended by continuity to a linear bounded operator acting from L p (T) into L p (T).
Here p −1 + q −1 = 1. A factorization where merely (i) and (ii) but not necessarily condition (iii) is fulfilled is called a weak factorization in L p (T). The number κ is called the index of the (weak) factorization and is uniquely determined.
The crucial result is that for given φ ∈ L ∞ (T) the operator T (φ) is a Fredholm operator on the space H p (T) if and only if the function φ admits a factorization in L p (T). In this case the defect numbers are given by dim ker T (φ) = max{0, −κ}, dim ker(T (φ)) * = max{0, κ}.
Hence T (φ) is invertible if and only if φ admits a factorization in L p (T) with index κ = 0. The goal of the present paper is to obtain a corresponding results for operators M(φ) with φ ∈ L ∞ (T). We will encounter another type of factorization of the function φ which is related to the Fredholm theory of these operators. The investigations taken up in this paper are motivated by the results obtained in [1, 4] .
Basic properties of M (φ)
It is well known that for Toeplitz and Hankel operators the following relations hold:
T (φψ) = T (φ)T (ψ) + H(φ)H( ψ),
H(φψ) = T (φ)H(ψ) + H(φ)T ( ψ).
Here ψ(t) = ψ(t −1 ). Adding both equations, it follows that
and hence
In some particular cases, this identity simplifies to a multiplicative relation:
if φ ∈ H ∞ (T) or ψ = ψ. Based on this identity one can establish a sufficient invertibility criteria for M(φ), which anticipates to some extent the factorization result that we establish in this paper. Assume that φ ∈ L ∞ (T) admits a factorization φ = φ − φ 0 , where φ − ∈ GH ∞ (T) and φ 0 ∈ GL ∞ (T) such that φ 0 = φ 0 . Then M(φ) is invertible and its inverse its given by M(φ
It is occasionally convenient to introduce the multiplication operator on
and then consider Toeplitz and Hankel operators as restrictions of the following operators onto H p (T):
The Toeplitz + Hankel operators M(φ) are of the form
The following results gives estimates for the norm of M(φ), where the constant C p depends only on the parameter p.
Proof. The upper estimate follows from (13) Note that the operators P and J are both bounded on L p (T). In order to prove the lower estimate, put U n = M(t n ). Since U n U −n = I and JU n = U −n J, it is easy to see that
Using the fact that U −n P U n → I and U −n P U −n → 0 strongly on L p (T) as n → ∞, it follows that
strongly on L p (T) as n → ∞. Since U ±n are isometries on L p (T), this implies the lower estimate.
2
Now we obtain a necessary condition for the Fredholmness of M(φ).
Proof. The proof is based on standard arguments. If M(φ) is a Fredholm operator, then there exist a δ > 0 and a finite rank projection K on the kernel of M(φ) such that
for all f ∈ L p (T). Replacing f by U n f and observing again that U ±n are isometries on L p (T), it follows that
Now we take the limit n → ∞. Because U n → 0 weakly, we have KP U n → 0 strongly. It remains to apply (14) and again the fact that U −n P U n → I strongly. We obtain
This implies that φ ∈ GL ∞ (T). 2 The following lemma, which appears in slightly less general form as Lemma 2.9 in [2] , turns out to be useful. Lemma 2.3 Let X 1 and X 2 be linear spaces, A : X 1 → X 2 be a linear and invertible operator, P 1 : X 1 → X 1 and P 2 : X 2 → X 2 be linear projections, and Q 1 = I − P 1 and Q 2 = I − P 2 . Then P 2 AP 1 : im P 1 → im P 2 is invertible if and only if
Proof. The following formulas, which relate both inverses with each other, can be verified by a direct calculation:
The validity of these formulas implies the desired assertion. 2
In what follows, we are going to relate M(φ) with two other operators Φ(φ) and Ψ(φ). First of all note that J 2 = I. Hence
are complementary projections acting on the space L p (T) and decompose this space into the direct sum
where we consider these operators as acting between the following spaces:
Proposition 2.4 Let φ ∈ GL ∞ (T). Then the following assertions are equivalent:
Proof. In order to prove the equivalence of (i) and (ii) we refer to the representation (13) and (16) of these operators. Moreover, note that A = (I + J)P :
Here we have used the basic relations, J 2 = I and JP J = Q, where Q = I − P . In order to prove the equivalence of (ii) and (iii) we apply Lemma 2.3 with P 1 = P J , P 2 = P , Q 1 = Q J and Q 2 = Q. We obtain that Φ(φ) is invertible if and only if the operator
is invertible. Multiplying this operator from the left and right with J, we obtain the operator
since QJ = JP and JQ J = Q J J. Next we multiply the latter operator from the left and right with W , where W : f (t) → f (−t). We obtain the operator
since W Q J = P J W (i.e., W J + JW = 0) and P W = W P . This last operator is equal to Ψ(ψ) since W JL(φ −1 )JW = L(ψ) as one can readily check. From this it follows that Φ(φ) is invertible if and only if so is Ψ(ψ). 2
Weak asymmetric and antisymmetric factorization
In what follows we introduce the notion of a weak asymmetric and a weak antisymmetric factorization of a matrix function φ ∈ GL ∞ (T) in the space L p (T). Before we do so, however, let us for a moment try to anticipate the kind of factorization we should expect based on our notions from the theory of Toeplitz operators. If we suppose that M(φ) is invertible on
. Multiplying this equation with the factor (1 + t
Introduce the functions
) and
Thus φf 0 = f − , which gives upon assuming for a moment the invertibility of f 0 the factorization φ = f
On the other hand
Hence f 0 is even. From the definition of f − and f 0 it now follows that
Here and in what follows L p even (T) stands for the set of all functions φ 0 ∈ L p (T) which are even, i.e., φ 0 =φ 0 .
The above analysis shows that the factor 1 + t −1 plays a special role in any factorization theory and hints of its presence in the following definitions. It turns out that the same is true for the factor 1 − t −1 . This is not apparent from the heuristics that have just been presented, but will be become clear later on.
A function φ ∈ GL ∞ (T) is said to admit a weak asymmetric factorization in L p (T) if it admits a representation
such that κ ∈ Z and
where
The uniqueness of a weak asymmetric factorization (up to a constant) is stated in the following proposition.
Proposition 3.1 Assume that φ admits two weak asymmetric factorizations in
Then κ 1 = κ 2 and φ
0 with γ ∈ C \ {0}.
Proof. Assume without loss of generality that
− . From the conditions on the factors (φ
− stated in (i) of the definition of the weak asymmetric factorization, it follows that ψ ∈ H 1 (T). Formula (19) gives
where the right hand side is an even function. Hence
Using the fact that ψ ∈ H 1 (T), we obtain ψ = 0 if κ ≤ −1 by inspecting the Fourier coefficients of ψ. This is a contradiction since it would imply that φ
(1) − = 0. Hence κ = 0. In this case it follows that ψ(t) = γ(1 − t −2 ) with γ = 0. Hence φ
The above introduced weak asymmetric factorization is not a kind of Wiener-Hopf factorization. Although condition (i) on the factor φ − implies that φ − can be identified with a function that is analytic and nonzero on {z ∈ C : |z| > 1} ∪ {∞}, the factor φ 0 is an even function defined on the unit circle.
However, it is possible to relate the weak asymmetric factorization to some kind of Wiener-Hopf factorization, which we will call weak antisymmetric factorization. In this factorization, the left and the right factor have a special dependence.
A function F ∈ GL ∞ (T) is said to admit a weak antisymmetric factorization in L p (T) if it admits a representation
where p −1 + q −1 = 1. Obviously, condition (i) can be rephrased by the following equivalent condition given terms of the function φ − :
Hence the function φ − can be identified with a function that is analytic and nonzero on {z ∈ C : |z| > 1} ∪ {∞}, while φ − can be identified with a function that is analytic and nonzero on {z ∈ C : |z| < 1}. In this sense, the weak antisymmetric factorization represents a kind of Wiener-Hopf factorization. A necessary condition for the existence of a weak antisymmetric factorization is, of course, that F −1 = F . The next result says that φ possesses a weak asymmetric factorization if and only if the function F = φ φ −1 possesses a weak antisymmetric factorization.
(a) If φ admits a weak asymmetric factorization, φ = φ − t κ φ 0 , then the function F admits a weak antisymmetric factorization with the same factor φ − and the same index κ.
− , then φ admits a weak asymmetric factorization with the same factor φ − , the same index κ and the factor
Proof. (a): Starting from the weak asymmetric factorization of φ, we form φ
observing the fact that φ 0 is an even function, and obtain φ φ
The definition of φ 0 implies that φ = φ − t κ φ 0 . It remains to verify that φ 0 satisfies the required conditions. First of all,
Hence φ 0 is an even function. From the conditions on φ − and since φ ∈ GL ∞ (T), it follows from equation φ 0 = t
From the last two results it follows in particular that the index of a weak antisymmetric factorization is uniquely determined and also the factor φ − is uniquely determined up to a nonzero complex constant.
The formal inverse of Φ(φ)
We proceed with establishing some auxiliary results that we will need later on. Let R stand for the linear space of all trigonometric polynomials. Suppose that we are given a weak asymmetric factorization of a function φ ∈ GL ∞ (T) with the index κ = 0. Introduce 
Proof. (a): Let f ∈ X 1 . We are going to compute Bf . First write f (t) = (1 − t −1 )f 1 (t) with some trigonometric polynomial f 1 . Hence
i.e., a function in H q (T) times a trigonometric polynomial. We can uniquely decompose
such that u 1 ∈ t −1 H q (T) and p 1 is a polynomial. Applying the Riesz projection to φ
Since p 1 (t) + t −1 p 1 (t −1 ) vanishes at t = −1, this expression is (1 + t −1 ) times a trigonometric polynomial. Now it is easy to see that (23) is contained in X 2 .
(b): In order to prove (b) we need more explicit expressions for the terms u 1 and p 1 defined in part (a). Given f ∈ X 1 write first f (t) = (1 − t −2 )f 2 (t) + α(1 − t −1 ) with some trigonometric polynomial f 2 and a constant α. Similar as before, it is possible to decompose
such that u 2 ∈ t −1 H q (T) and p 2 is a polynomial. Multiplying by (1 + t −1 ) we obtain
Moreover, we decompose
Combining this yields
Indeed, φ −1 − f = u 1 + p 1 , where u 1 ∈ t ∈ H q (T) and p 1 is a polynomial. In order to show that Φ(φ)Bf = P f , we have to prove that P g = P f , where
It follows that
It can be verified easily that the expression on the right hand side belongs to t −1 H 1 (T). Hence P f = P g. − it follows that φ
f (t) =: ψ(t).
Since Jf = f and φ 0 is even, it is easily seen that ψ = −ψ. Finally, (1 − t −1 )φ −1 − (t) ∈ H q (T). Hence ψ ∈ H 1 (T). It follows that ψ = 0, thus f − = 0. 2
Invertibility and asymmetric factorization
In this section we derive necessary and sufficient conditions for the invertibility of M(φ) in terms of an asymmetric factorization.
Lemma 5.1 Suppose that Φ(φ) is right invertible.
Then there exist functions f − = 0 and f 0 such that f − (t) = φ(t)f 0 (t), t ∈ T, and
Proof.
Obviously, f − satisfies the required conditions and
On defining f 0 (t) = (1 + t −1 ) −1 h 0 (t), it is easily seen that |1 + t|f 0 ∈ L p (T) and that f 0 is an even function. 2
Lemma 5.2 Suppose that Ψ(ψ) is left invertible, where ψ(t)
. Then there exist functions g − = 0 and g 0 such that g − (t) = g 0 (t)φ −1 (t), t ∈ T, and
, it follows that (Ψ(ψ)) * = Φ(ψ), which is an operator acting from L q J (T) into H q (T). It follows from the previous lemma that there exist f − = 0 and f 0 such that
Now we pass to the complex conjugate and make a substitution t → −t −1 . Putting g − (t) = f − (−t −1 ) and g 0 (t) = g 0 (−t −1 ), it follows that
and g − (t) = φ −1 (t)g 0 (t), as desired. 2
In order to present the main result, we introduce the notion of a asymmetric factorization. A function φ ∈ GL ∞ (T) is said to admit an asymmetric factorization in L p (T) if it admits a representation
. Here p −1 + q −1 = 1, and X 1 and X 2 are the spaces (22). An equivalent formulation of condition (iii) is the following: From Lemma 4.1(a) it follows that the operator B is well defined. Assertion (b) of the same lemma implies that (since Φ(φ) is invertible)
Theorem 5.3 Let φ ∈ GL ∞ (T). The operator M(φ) is invertible on H p (T) if and only if φ admits an asymmetric factorization in
Both the left and right hand side in this equation represent operators defined on X 1 , which is dense in L p (T). Obviously, the right hand side can be extended by continuity to a linear bounded operator acting from L p (T) into H p (T) (since it is the restriction of such an operator). Hence so can be the operator B.
⇐: Assume that conditions (i)-(iii) are satisfied. Denote the continuous extension of the operator B by B. We can apply Lemma 4.1(b). Since X 1 is dense in L p (T) it follows that
where the operators are defined on L p (T). Hence Φ(φ) is right invertible, the right inverse being B| H p (T) (the restriction of B onto H p (T)). Now we multiply the above equation from the right with Φ(φ) and obtain Φ(φ) B| H p (T) Φ(φ) = Φ(φ), i.e.,
From the triviality of the kernel of Φ(φ) (see Lemma 4.1(c)), we obtain B| H p (T) Φ(φ) = I. Hence Φ(φ) is invertible and its inverse is just B| H p (T) . 2
Fredholm theory and asymmetric factorization
In order to establish the Fredholm theory in terms of the above introduced asymmetric factorization, it is necessary to prove an assertion about the kernel and the cokernel of M(φ). It is the analogue of Coburn's result for Toeplitz operators. We begin with the following observation. Given φ ∈ L ∞ (T), define
This definition of course depends on the choice of representatives for φ, however the following remarks are independent of that choice. Because the characteristic function χ K is an even function, it follows from (10) that M(χ K ) is a projection. Moreover, from the same relation we obtain that M(φ)M(χ K ) = M(φχ K ) = 0 and thus
If the set K has Lebesgue measure zero, then obviously M(χ K ) = 0, whereas if K has a positive Lebesgue measure, then the image of M(χ K ) is infinite dimensional. The latter fact can be seen by decomposing K into pairwise disjoint and even sets K 1 , . . . , K n with positive Lebesgue measure. Then
are mutually orthogonal projections. By Proposition 2.1 all these projections are nonzero. Hence dim im M(χ K ) ≥ n for all n, i.e., dim im M(χ K ) = ∞.
Proof. Obviously, M(φ) and its adjoint can be written in the form:
Suppose that we are given functions f + ∈ H p (T) and g + ∈ H q (T) such that M(φ)f + = 0 and M * (φ)g + = 0 with g + = 0. We have to show that f + ∈ im M(χ K ). Introducing the functions
. From the definition of g − we obtain that t −1 g − (t −1 ) = g − (t). Hence g − = 0 by checking the Fourier coefficients. It follows that t −1 g(t −1 ) = −g(t). On the other hand, the definition of f says that
. Also from the above relations we conclude that
. Considering again the Fourier coefficients, this shows f g = f − g + = 0. Since g + ∈ H q (T) and g + = 0 the F. and M. Riesz Theorem says that g + (t) = 0 almost everywhere on T, and thus we obtain f − = 0. Hence φf = 0. Because
Combining the previous proposition with Proposition 2.4 we obtain the following result.
From this corollary we can obtain another interesting result, pertaining to the relation between invertibility and Fredholmness of M(φ).
T) if and only if M(φ) is Fredholm on H p (T) and has index zero.
The desired Fredholm criteria in terms of the asymmetric factorization is established next.
Theorem 6.4 Let φ ∈ GL ∞ (T). The operator M(φ) is a Fredholm operator on H p (T) if and only if the function φ admits an asymmetric factorization (26) in L p (T). In this case the defect numbers are given by
⇒: Assume that M(φ) is Fredholm with index −κ. We consider the function ψ(t) = t −κ φ(t). Using the fact that a Hankel operator with a continuous generating function is compact and the identity (9), it follows that
Taking into account that M(t −κ ) = T (t −κ ) + compact is Fredholm with index κ, it follows that M(ψ) is a Fredholm operator with index zero. Now we are in a position to apply Corollary 6.3 in order to see that M(ψ) is invertible. Theorem 5.3 implies that ψ possesses an asymmetric factorization with index zero. Hence φ possesses an asymmetric factorization with index κ.
⇐: Assume that φ possesses an asymmetric factorization with index κ. Then we consider again the function ψ(t) = t −κ φ(t), which thus possesses an asymmetric factorization with index zero. Theorem 5.3 implies that M(ψ) is invertible. Very similar as above it follows that M(φ) is Fredholm and has Fredholm index −κ.
As to the defect numbers, we known that M(φ) has the Fredholm index −κ. On the other hand (by Corollary 6.2), the kernel or the cokernel of M(φ) are trivial. This implies the formulas for the defect numbers. 2
Fredholm and invertibility theory for piecewise continuous functions
The goal of this section is to find practical criteria that determine whether or not M(φ) is an invertible operator on H p (T) when φ is a piecewise continuous function. The first part of this section is devoted to the Fredholmness of M(φ) for piecewise continuous functions φ. The results are immediate consequences from [7] . Let us start with the following definitions. The Mellin transform M :
Let S be the singular integral operator acting on the space
where the singular integral has to be understood as the Cauchy principal value, and let N stand for the integral operator acting on
It is well known that S and N can be expressed as Mellin convolution operators
with the generating functions
(see, e.g., Section 2 of [7] ). Notice that s and n are continuous on R and possess the limits s(±∞) = ±1 and n(±∞) = 0 for z → ±∞. Moreover, s 2 − n 2 = 1. Let S T stand for the singular integral operator acting on L p (T),
and let W stand for the "flip" operator
acting on L p (T). Finally, for a piecewise continuous function φ ∈ P C defined on the unit circle denote by
the one-sided limits at a point t ∈ T. As before let L(φ) stand for the multiplication operator on L p (T) with the generating function φ.
The smallest closed subalgebra of L(L p (T)), which contains the operators S, W and L(φ) for φ ∈ P C will be denoted by S p (P C). Specializing Theorem 9.1 of [7] to the situation where we are interested in, we obtain the following result. Therein we put T + = {τ ∈ T : Im τ > 0}.
2 ), which acts on the generating elements as follows:
(b) For τ ∈ T + , there exists a homomorphism H τ : Sand H τ (A) = 1 2
Thus H τ (A) is invertible on the image of H τ (I + J) if and only if the operator
is invertible on L p (T). Obviously,
which is a Mellin convolution operator B τ = M 0 (b τ ) with the generating function
Thus B τ is invertible if and only if b τ (±∞) = 0 and b τ (z) = 0 for all z ∈ R. Obviously, b τ (±∞) = 2φ ± (τ ). The second condition is equivalent to
This implies condition (39) and (40).
For τ ∈ T + we have
Thus H τ (A) is invertible on the image of H τ (I + J) if and only if the operator B τ given by
is invertible. It follows that
This operator is a Mellin convolution operator with the generating function
Note that
Finally,
This expression is nonzero if and only if
From this condition (41) follows. 2
In the rest of this section we are going to establish the criteria for an operator M(φ) to be invertible on H p (T) in the case where φ is a piecewise continuous function with a finite number jumps. The proof is based partly on the Fredholm criteria that we have just established and partly on the notion of a weak asymmetric factorization.
It is well known that any piecewise continuous and nonvanishing function with a finite number of discontinuities at the points t 1 = e iθ 1 , . . . , t R = e θ R can be written as a product φ(e iθ ) = b(e iθ ) R r=1 t βr (e i(θ−θr ))
where b is a nonvanishing continuous function and t β (e iθ ) = exp(iβ(θ − π)), 0 < θ < 2π.
The parameters in the formula are useful to decide invertibility. For example, it is well known [2] , that the Toeplitz operator T (φ) is invertible on H p (T) if and only if it can be represented in the above form with parameters satisfying − 1/q < Re β r < 1/p (44) for all 1 ≤ r ≤ R and a continuous nonvanishing function b with winding number zero. For the corresponding result for the operators M(φ) we prepare with the following proposition. 2
Now we are prepared to established the invertibility criteria for the operators M(φ). By what we have proved in the "if" part of the theorem, we know that for the function ψ defined by (45) the operator M(ψ) is invertible. We rely on (47) and can conclude that the Fredholm index of M(b) is zero. Thus b has winding number zero.
