Abstract-In the transport layer of the TCP/IP protocol suite, both TCP and UDP use internet checksum to protect headers and data. Internet checksum uses 1's complement arithmetic to detect errors in the content delivered by the data-link layer. Both research and experience have shown that there are a wide variety of error sources which can not be detected by this lower layer. The error detecting performance of 1's complement checksum determines how many of these errors will be passed to higher layers, including the application layer. The performance analysis will also influence protocol design and improvement, for example, header compression. Unfortunately, previous work on this topic only determined the number of error passing patterns and the probability for and ¡ bit errors, and the method used for determining the probability is hard to extend to more bit errors. In this paper, we present a method to generate the formula of error passing probability. When too much calculation is needed to compute an exact result, we achieve a better estimation of the probability, which is around ¡ percent of the upper bound achievable with previous techniques when 1's complement checksum is used in TCP/UDP.
I. INTRODUCTION
When data are transmitted over a medium, it is possible that some bits will get corrupted. So we need error detection technology to prevent errors from getting passed to users. In Ethernet, Point-to-Point Protocol (PPP) and most wireless data networks [1] , the link layer uses Cyclic Redundancy Check (CRC) to detect errors. In the transport layer, both TCP and UDP use internet checksum [2] [3] to do error detection on headers and data, although the checksum is optional with UDP. CRCs are based on polynomial arithmetic, base 2. It has long been known that CRCs are very powerful for error detection. CRC-32, the most commonly used CRC in the TCP/IP suite, can detect all bursty errors with length less than 32 bits and all 2-bit errors less than 2048 bits apart. For all other error patterns, the chance of not detecting is 1 in
. Internet checksum [4] [5] is the 1's complement value of the 16-bit 1's complement checksum of the header and data. Compared with CRC using the same length of bits, it is weaker in error detection, whereas less calculations are needed.
Given CRCs' strong error detection ability, one could argue that the TCP or UDP checksum is not necessary. Practically, this was tried in 1980s [6] . For some Network File Server (NFS) implementations, UDP checksum was disabled based on this argument. But this idea resulted in file corruption and soon was discarded as a bad idea. Recently, Stone and Partridge have shown for the Internet today, there are a wide variety of error sources which cannot be detected by link-level CRCs [6] . Defective hardware, buggy software, and problems in both endThis material is based upon work supported by the National Science Foundation under Grant No. 0086020.
systems and routers can all cause errors that will pass link-level error detection. Newly emerging software and hardware are especially vulnerable to these problems. In essence, any errors introduced at protocol layers above the link layer will not be detected by the link-layer CRC. In the transport layer, this task can be done only by the internet checksum. The property of internet checksum, i.e., 1's complement checksum, should be analyzed in order to understand the error detection performance and to guide protocol design and improvement.
A checksum is calculated over a block of data for use in error detection. When one or more bits in the data block are changed, usually the checksum value also changes. If bits are changed but the checksum remains the same, the errors in these bits cannot be detected via the checksum. The chance of an erroneous block matching the original checksum is called the error masking probability or error passing probability.
The error masking probability of only 2's complement checksum has been computed [7] before. For 1's complement checksum, the probability has not been computed fully. Desaki et al. [8] partially solved this problem. They calculated the error passing probability of ¢ or § errors. However, the method provided is hard to extend to more bit errors. And, extending the method might lead to wrong results since some error passing patterns are ignored. In addition, The upper and lower bounds on the total probability provided in [8] are not very tight.
In this paper, we give a brief review of the previous work in section II. We also correct the small oversight made by Desaki et al. [8] and explain the group of error patterns not considered before. In section III, we prove several properties on error values and give an exact formula of the error passing probability for a block. We have not obtained a closed-form solution so the computation for large data blocks is infeasible. However, this formula does allow an exact result for smaller data blocks and tighter error bounds. In section IV, we give an upper bound and a way to calculate better upper and lower bounds. Based on observations from the error passing probability on small data blocks, we provide evidence for a conjecture on the error passing probability. This conjecture, if true, provides even tighter bounds.
Suppose the original block contains . When three errors occur that change these three words to either, which is not included in [8] and which is also caused by § errors. This suggests that a group of error patterns may not have been considered before.
Previously, the method of getting the error probability was to analyze the patterns of error masking, count the number of packets falling into the pattern, and calculate the probabilities. The problem with this method is that finding all the error masking patterns is very difficult in some situations. First, when the number of bits corrupted,
I
, becomes bigger, the number of patterns, . The error value is defined as
, where
-bit word, define the complement word as the one which contains the same number of bits, and every bit is the 1's complement of the bit which is in the same position of the original word. For any word that has an error value of . Define the 1-to-left shift operation as shift a word one bit to the left, and the highest bit be moved to the lowest bit. For one word, which has a 1's complement error value of , we can get the probability of errors that can pass the checksum, i.e., the errors resulting in no change to the original non-zero checksum value: is an integer.
This expression is the complete error passing probability, since it enumerates all the cases that give the same non-zero checksum. Following this expression, we can calculate and get the exact probability, whereas the analysis provided in [8] is hard to extend to an arbitrary number of error bits.
For example, when we calculate the probability of error passing for , we can first get the error value probability of a § -bit word following Lemma 1, then
according to the definition. Finally we can calculate the error passing probability for a § -bit word block from expression (2) . From Lemma 2, we can get the result that when . These two numbers increase almost linearly with¨¥ . The total number of arithmetic operations grows even faster than an exponential function as¨becomes infinite. So as¨becomes bigger, the calculation becomes more and more computationally intensive and eventually computationally infeasible.
IV. ESTIMATION OF ERROR PASSING PROBABILITY

A. Estimation Method
Since the calculation needed for the exact probability computation grows too fast with¨, the number of words in a block, estimation of the probability becomes necessary.
There is one method of estimation provided in [8] . The estimation uses the actual error masking probability caused by 2 and 3 bit errors as the lower bound. For an upper bound, all . Under this situation only, the upper bound is almost the same as the lower bound, which means the bounds provide a good estimation.
In order to get a better estimate, we analyze how the error passing probability changes when¨is increased for a fixed value of . When one more word is added to the block, 
Since one more word is added, the right side of the inequality includes cases where the checksum of the block is changed from , we can use the new range to calculate the upper bound and lower bound of the probability, which will yield tighter bounds compared to the range of © § ¥ . For example, the passing probability range with errors for . Furthermore, we compute some exact values for error passing probability following the approach in section III. In these results, the coefficient of item
is the number of error patterns that can pass the checksum. Since the total number of I -bit error patterns is
, we can calculate the ratio between these two values. The reciprocal value of this ratio is actually the ratio of the total number of erroneous packets to the actual number of passing packets. The results for a -bit word block and also a ' -bit word block are given. In table I and table II , the leftmost column gives the possible number of error bits. Every other column presents the result for a block composed of a certain number of words. Each value in these columns represents the reciprocal ratio of erroneous packets which can pass the checksum when the corresponding number of errors happen. From table I and table II , we observe two phenomenon, which also hold for all other values we calculated. Let probabilities with many error bits. We give the estimated error passing bounds for a -bit word block, the same situation as TCP/UDP header checksum. Previous upper bound and previous lower bound are those used in [8] , as described in section IV-A. We present our calculated upper bound described at the beginning of section IV-C. For the lower bound, we use the calculated lower bound and the features of the observed phenomenon. For all these bounds, estimated bounds is given. In order to give a better understanding of how the various bounds differ for higher bit error rates, we also present Figure 2 , which displays the error probability using a logarithmic scale on the Y-axis. It is clear that the previous bounds are good approximations for bit error rates less than . We also give the values for a ¢ ! -bit word block in Figure 3 and Figure 4 .
bytes is a reasonable size for TCP packets in Ethernet. This length could also be proper for wireless links with high Bit Error Rate (BER), since a smaller packet size increases the chance of successful transmission. As we analyzed in section IV-A, the previous bounds are good with a lower BER when there are more words in a block. It is shown that the bounds are tight for BER less than than previous work. We can get better bounds through calculation. Even better bounds can be achieved using the observed phenomenon from the exact probability of small blocks. The lower bounds achieved through this approach match the calculated upper bounds pretty well.
Further work includes more evaluation of the observed features. The influence on error detecting ability caused by some protocol proposals [11] [12] also deserves consideration. In VJ TCP/IP header compression [11] , some header fields are transferred using only the difference between those of the previous packet, instead of the original values. The influence on error detecting probability needs further consideration. For the "twice" header compression [12] , the TCP header checksum is also used to help recover the value of these fields if some compressed packets are lost. The error masking probability of this algorithm is definitely higher than that of VJ compression, since errors passing CRC could contribute to generating the wrong values of these fields. Thus, this issue needs more careful consideration.
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