Abstract-We present the Virtual Data Visualizer, a highly interactive, immersive environment for visualizing and analyzing data. VDV is a set of tools for exploratory data visualization that does not focus on just one type of application. It employs a data organization with data arranged hierarchically in classes that can be modified by the user within the virtual environment. The class structure is the basis for bindings or mappings between data variables and glyph elements, which the user can make, change, or remove. The binding operation also has a set of defaults so that the user can quickly display the data. The VDV requires a user interface that is fairly complicated for a virtual environment. We have taken the approach that a combination of more-or-less traditional menus and more direct means of icon manipulation will do the job. This work shows that a useful interface and set of tools can be built. Controls in VDV include a panel for controlling animation of the data and zooming in and out. Tools include a workbench for changing the glyphs and setting glyph/variable ranges and a boundary tool for defining new classes spatially.
INTRODUCTION
s Fred Brooks has said, "VR almost works, and that's exciting" [1] . Although many VR environments are more often toys than working tools, prototypes are appearing that are tantalizingly close to real-world applications [2] , [3] . Some of these will be useful and successful, but there is still a long way to go before we can hope to see many robust, general applications of the type, for example, that we are used to in scientific visualization [4] , [5] . We present here a prototype for such a general applicationthe Virtual Data Visualizer (VDV). VDV is a set of tools for exploratory data visualization that does not focus on just one type of data. Such a general prototype must provide some of the multiple functionality that we have come to expect (and learned to need) in the highly developed 2D windowed environment. How to provide that functionality is only beginning to be addressed; one of the purposes of this paper is to advance that work.
In many circles, the promise of VR is thought to be especially bright for fields such as data visualization/analysis. Here the payoff could be greatest for multivariate information spaces whose variables are highly correlated, spatially complex fields that may also change significantly with time. Grand Challenge problems in engineering, atmospheric sciences, physical sciences, and other fields will tend to produce results of this type. For these problems, the promise of VR lies in the natural interface between human and computer that will make much easier complicated manipulations of the data and in the opportunity to rely on the interplay of a combination of senses rather than a single or even dominant sense. If we widen our consideration to include problems of navigation through complex spaces where the order of tasks in the space is critical, we realize that engineering design problems can be treated similarly to data visualization/analysis.
VR-BASED DATA VISUALIZATION
There is a burgeoning effort in VR-based data visualization. However, much of the software developed so far is still in the prototype stage, though in some cases it is moving in the direction of usable tools. The system we present here has the advantage of offering users the capability to customize and focus their data visualizations while in the immersive environment. It is also the first VR-based system to use customizable glyphs, 3D objects onto which are mapped multivariate data, and one of the few to provide general techniques not tied to specific applications.
One of the few VR visualization systems not developed for a particular application is the "Worlds within Worlds" system [6] developed by Beshers and Feiner. Like the VDV system, Worlds within Worlds is for exploring multivariate data, although it emphasizes data that can be plotted rather than data with a strong, 3D spatial structure such as in our system. Thus, Worlds within Worlds might offer an advantage in viewing pure statistical data (e.g., census or financial data) whereas our system has particular strength in analyzing multivariate data with strong 3D spatial structure. However, as we show in the section on VDV in Use below, the VDV system also has capability for displaying data in "plotted" form.
A well-developed application is the "Virtual Wind Tunnel" built by Bryson [2] . This set of tools visualizes unsteady 3D flows simulated using computational fluid dynamics. Such flows are highly dynamic and complicated in all three dimensions. Finding and analyzing this everchanging structure is a challenge that Bryson meets by developing tools with which the user can probe the flow with immediate feedback. The tools probe the steady part of the flow, turbulent structure, and how vortices generate and move around.
A promising use of alternative technology is the CAVE [7] , which employs a multiple screen projection system, each screen backed by a graphics computer, as an alternative to a single computer with a head-mounted display (HMD). The CAVE has been used as a testbed by several groups for scientific applications [7] including explorations of the evolution of the universe, molecular dynamics of protein/receptor binding, and regional scale weather displays, among others. No general software has been developed for these applications; each one was created separately. Still, the CAVE is a very interesting alternative to the HMD system in that it offers relatively high resolution with a wide field of view, can be used by several people at once (only one at a time is tracked), and could even be used in conjunction with a keyboard and traditional windowed display. There is no reason why the VDV could not be run in the CAVE.
Exploring Multivariate Data. We are attacking the problem of using VR to analyze highly correlated, multivariate data such as might come from large scale observations or computer simulations. There are several nonimmersive systems, notably Ward's XmdvTool [8] , that attack the analysis of anomalies and patterns in multivariate data. Methods from these should also be applicable in a VR system. We believe that this is an area where we may be able to answer yes to the significant question, "Is there an area where VR is clearly, and perhaps uniquely, better than the windowed environment." Beshers and Feiner are in agreement with our belief, as is demonstrated in their "Worlds within Worlds" system [6] . Our goal is to design a system in which the user can "explore then analyze." We can only achieve this goal by designing easy-to-use tools giving users all the capabilities to carry out their analysis tasks while remaining immersed in the virtual environment. We have shown previously [9] , [10] that the ability to customize one's own data visualizations and to change them on the fly based on what one discovers during exploratory analysis is important for multivariate data. The question is how to put this customization feature into the virtual environment. Our approach is to allow the user to design, in a programmerless fashion, her own virtual environment including laying out the modes of interaction and the graphical representations of the data variables.
Our work is based on a previous non-VR glyph-based system called Glyphmaker [9] , [10] . A variety of studies have shown that glyphs, which are graphical objects whose elements (e.g., position, size, shape, color, orientation, etc.) are bound to data, are useful in depicting multivariate data. For example, glyphs have been used to depict simultaneously several components of vector and tensor fields in engineering applications [11] and in fluid flow visualizations [12] . Glyphs have also been shown to be effective in depicting a wide range of data from discrete atomistic or macromolecular structure and interactions to continuous variables such as wind vectors in atmospheric dynamics simulations and observations [13] . For a more complete discussion of glyphs and their uses, see [9] and [10] .
HUMAN-COMPUTER INTERFACE DESIGN IN THE VE
Perceptual Issues. Many problems in task performance while immersed in a virtual environment are due to lack of functional, perceptual information about the affordance of the objects in the virtual environment [14] . By the ecological approach to perception [15] , the user is allowed to interact with the virtual environment on a behavioral level, instead of a conversational level, thus supporting not only interaction but total engagement [16] . An example is the role of perception-action coupling. Depth is often considered to be a binocular and primarily passive process. From an ecological approach, however, perception is to be considered as an active process performed by a moving and acting observer within an environment. The stereoscopic HMD suggests that depth perception depends on using two eyes, but we can also move our head to get different angles [17] . Several studies have shown that this linking causes the feeling of presence and, eventually, that of telepresence [17] .
In the design of a virtual environment (VE), these insights can be used by offering the user a constant visual, auditory, and tactile feedback on movement and action, providing an optimal sense of depth and scale. Virtual reality systems often create poor interaction for the user by neglecting to visualize a background environment, assuming the user needs to perceive only the objects involved in the task itself. However, in the MOVE system [14] (a system for modeling objects and designing in Virtual Reality), we apply basic textures on the surface of the environment in such a way that movement parallax is visible from all possible viewpoints. We have used this approach also to provide a quantitative scale for our VDV environment, by using a gridded texture as one option for our background environment.
User Interfaces and Input. Much further study is needed in order to make optimal use of the user-friendly potential offered by VR interfaces. In VDV, we use menus, a virtual workbench, sliders, buttons, and 3D widgets to perform tasks. The familiarity of menus and the ability of well-designed menus to organize commands into easy-touse sets make them attractive. Still a lot of choices have to be made when using menus in VR: 1) Should they pop-up or remain visible? 2) Should they be stationary in world-head-or maybe hand-coordinates? 3) How do we select a menu-item, etc.?
We opted for menus that remain visible and are stationary in world-coordinates (although they are also tethered to the user when she navigates through the scene), but they can be iconized, grabbed, and repositioned. Selection of a menu-item is done by pointing, where a ray is cast from the hand position.
Trackers give users extended space in which to view objects and do work. They allow us to interact with the environment via hand movements. Thus, since it is so easy to redirect our focus on different parts of the VE, we do not have to jam all kinds of objects into one view. Instead, we can position them around ourselves: At eye level if looking at the object is important, and, preferably, below that if we often need to grab the object.
With VDV we can either use a tracked, instrumented glove (e.g., DataGlove) or a 3D mouse to interact with the environment. Gloves let the user make gestures that are more natural, and they can even give simple tactile, grasping feedback through the use of small, pneumatic cylinders [18] . However, they need calibration for every new user and can create problems with the recognition of different gestures. We found that working with a 3D mouse, for which we used an ordinary handle with a 6D tracker and two buttons, does not degrade the interaction at all. To increase the range of interactivity, we use virtual toolsobjects in the virtual environment that when grabbed bring the user into a different mode of interaction.
Virtual environments can become very large, and because the user has so many degrees of freedom, they can be harder to navigate than the 2D world. We have to give the user the freedom she needs while keeping navigation simple. In VDV, the user has the option of walking about (in a very limited area due to the short tracker range) or using a navigation tool to fly around. The glyphs constituting the visual model of the data can occupy a space bigger than what the user can reach from a stationary position. So the model can be grabbed and repositioned with the hand, as well as scaled with two buttons. Having options to either grab and reposition data or navigate through it increases the user's exploratory capability.
DATA ORGANIZATION
Our first need is to organize the data hierarchically. To do this we introduce the idea of classes, which are preset initially but then can be extended by the user as she explores the data. At the top of the hierarchy is the root; branching off initially are the preset subclasses. (See Fig. 1 .) These preset classes are determined by some property of the system. For instance, in one example below, they are determined by atomic type. (All the atoms of one type are in one class, atoms of a second type are in a second class, and so on. This example is shown in Fig. 1 .) For each of the classes there is a collection of (depending on the origin of the data) points, grid elements, atoms, or other data elements. These are arranged into data objects each containing an associated set of properties or variables. Common variables might be temperature, pressure, momentum vector, stress tensor, and so on. Since time is a special parameter, we collect and order data objects according to time so that they can be stepped through quickly for efficient animation.
Our work fits the "unified implementation" using a generalized data model as defined by Treinish [19] . Here the high level application communicates with the data model via an applications interface; thus the data model can be inserted more easily in multiple applications. Our data organization is a simplified version of the Glyphmaker model, though it could be expanded straightforwardly. Recently, we have extended this model to have layers of variables (including ones newly defined by user interaction) and glyph bindings on top of a base space. In this way, it overlaps the more general vector bundle approach [20] that provides powerful abstractions for efficiently managing multiple data formats, including such things as multiple grids in a single visualization.
Once defined, the class hierarchy gives the user the capability to:
• Construct a global glyph for the class. Shape, scale, orientation, transparency, color, distortion, number of polygons, and other elements of the global glyph are used for all data objects in the class. The user can update these bindings at will.
• Define new classes according to spatial conditions and, in the future, according to any variable condition.
• Make (or change) bindings of variables to glyph elements on a class-by-class basis rather than for the whole dataset. This allows, for example, subsets of data to be depicted by quite different visual representations tailored to their important features. Also, the user can put the same data in more than one class, use quite different bindings, and display the results side-by-side to bring out different aspects of complicated data.
• Hide or show classes.
• Position classes separately in the virtual space. This allows the user to manipulate the data for an "exploded view" that can be significant for spatially complex data where important parts may be hidden. The data can also be automatically returned to their original configuration.
• Perform the above actions while the data display steps through time. Thus the user can manipulate the classes in response to the dynamical character of the data.
• Transmit any action in a class to all other classes below that one in the hierarchy.
The class hierarchy shown in Fig. 1 may be changed as follows. If we were to add a new classification structure, there would now be a new set of submenus between the root menu and the submenus in Fig. 1 . (See Sec. 7.2 for a description of how this may be done.) One of these new submenus would be for data objects within the bounding box and one for those outside the bounding box. The previous class structure would be repeated to the right of each submenu. 
THE VIRTUAL INTERFACE
If we are to make a robust, general purpose tool with even a fraction of the capability found in the best tools from the windowed environment, it must have a fairly detailed, many-functioned, and well-organized graphical interface. In addition, it should be subjected to careful human factor, movement control, and other experiments just as the windowed environment has over a period of years. Only then will we have hard numbers and clear guidelines to design the most effective interfaces. We will say more about this in the Future Work Section below.
Although there are now VR applications with a variety of interfaces [2] , [21] , [22] , there are still few usability studies on which to base design principles. We have thus developed a prototype interface using, where appropriate, principles from the windowed environment augmented by the need to handle multiple forms of input and interaction in the virtual environment. We have also used the results from some previous studies [2] , [21] and our own intuition in designing the interface. As a result, we now have a prototype to test and refine.
Our interface has some general features that we mention at the outset. We do selection (e.g., from menus) by casting a ray from the 3D mouse position. (The mouse is represented by a hand holding a mouse in the virtual environment.) A similar approach has been taken in other interfaces [22] . Menu items brighten when selected, and the user pushes the second button on the two-button mouse to confirm. We use this method rather than directly touching menu items because others [21] have found that the menus are often out of reach or inconvenient to get to. We also found that pointing puts less strain on the arm-muscles than grabbing, because pointing can be performed with the arm in a relaxed position. In situations where grabbing is used, we always tried to keep the objects to be grabbed close to the user, preferably around waist level. This is true for the workbench and its tools, which can be grabbed directly. The default positioning of the workbench at waist level also does not block the user's view of the data. All menus can be grabbed and moved around as well; they then remain in their last positions when released.
A new feature we have added is the idea of "tethering to the user." The workbench and menus are movable but then move along with the user if she moves away from them more than a certain amount. It's as if they were tethered to the user by an invisible cord. In this way, the controls are never out of reach, which was previously a significant problem when the user was navigating. The menus normals also always point within a fairly small angle of the user's view direction. Thus there is never a problem in reading the text or making selections due to bad perspective or lighting, but the menus remained fixed during small user movements. This illustrates a design principle we are now applying to our control interfaces. We constrain freedom whenever we can still retain effective action since-with the present VR restrictions of low resolution, tracking errors, and latency effectsconstraints improve accuracy in making selections. In particular, we reserve direct manipulation (e.g., actually grabbing and using virtual tools) for those actions-as with the workbench-that provide a clear advantage.
THE VDV STRUCTURE AND HARDWARE
The structure of the VDV is shown schematically in Fig. 2 . The functions inside the box are controllable from within the virtual environment. In order not to overburden the VE and to allow the use of input devices such as the keyboard, we have defined a setup module within the system that is outside the virtual environment. Here the user would define variables and their formats, initialize classes and hierarchies, choose data files, and do any other customization of the virtual space or the data organization. Inside the VE box, one has filtering operations that may involve smoothing, data removal or focusing, calculation of new properties, or other operations. The filtered data is then classified according to its preset hierarchy or in a new arrangement due to filtering, which may involve changing the classification structure by direct user intervention (e.g., with the boundary tool). After this step, the classes and glyph elements are presented to the user for binding, which in general is an iterative process based on visual feedback. The user also can go back to the focusing and filtering stage and then repeat the whole classification/binding process. Our computing hardware consists of an SGI Indigo Elan and a Crimson Reality Engine connected via an Ethernet. The Elan handles tracking for the head and 3D mouse while the Reality Engine computes the scenes. We can also run VDV on the Elan alone or on any SGI workstation, although this mode may be significantly slower. We used a standard HMD setup with Ascension Flock of Birds electromagnetic sensors for tracking head and hand.
VDV IN USE
In this and other VR applications, the 3D widgets used in the environment are built with exactly the same tools as the rest of the application. This is because most of the controls must be immersed in the virtual space along with other objects in the scene and are represented as 3D objects with the same modes of interaction and communication. As van Dam [23] has pointed out, this integration, rather than the TV-like control interface in Motif applications, is to be preferred in many cases, although it appears unlikely that the full general purpose tools that we strive for here will do away with all conventions from the windowed interface (such as menus, for example). Since our interface is so tightly integrated into the virtual space, it may be most informative to show its workings using detailed examples. That is what we do here.
The first set of examples is from molecular dynamics (MD) simulations of materials systems [24] . These simulations are well-suited for exploration in the VDV since they involve several highly correlated variables, tend to have changes that are quite time-dependent, and are spatially complex so that no single view will reveal all the character of the simulation. In analyses of MD simulations, the variables that the user might want to look at either singly, in combinations, or as a group include atom positions, temperatures, atomic stresses, energy distributions, momentum fields, and others.
Within the VE, upon selecting root in Fig. 1 and thus the default bindings (see below), we see an MD system consisting of a NaCl cluster above a frozen Ne surface [24] . (See Fig. 3.) To the left is the class menu structure and to the right is the tool holder with various interaction tools that are described below. Above the tool holder is the animation menu. (The question mark icons in Figs. 1 and 3 , and other figures in this paper are part of our virtual annotation system. They can be selected for playing, recording, or discarding voice annotations. See [25] for a complete description.) By operating the animation menu, which has icons for moving forward and backward in time (Fig. 3) , playing frames continuously or step-by-step, stopping, and zooming the data in or out, one can get an overview of the data behavior. As we move forward in time, we see that the NaCl cluster moves down toward the Ne surface, finally smashing into it. This causes a good deal of disruption of the Ne in the region of impact, including vaporization of some atoms. This animation is complicated graphically and updates haltingly in our VR system. We can choose any class as described below, making the other classes disappear. Now the animation will update more smoothly, and we can make a detailed examination of a part of the system. In our example, the initial classes are Na, Cl, Ne, and substrate atoms separately, which, in default mode in Fig. 3 , are all represented by spheres with a different color for each atomic type.
Menus, Workbench, and Tools
We select from the menus and then use the workbench to make or change bindings. At any time we can return to the last binding simply by toggling the undo button on the workbench. To construct a visualization, the user must first choose data variables to be displayed. After she selects a class (say Na from our MD example) from the hierarchical menu described above (Fig. 1) , a class menu appears offering several options for the class including "bind," "hide/show," "glyph" for changing or modifying the default glyph, "child" for adding a new child to the class (not yet fully implemented), and "table" for displaying a table of all bound variables with their ranges. The default glyphs are preset by the user in the setup mode or are automatically chosen by the system. Thus, the user can immediately make an initial visualization of the data with default glyphs and variable bindings. Alternatively, by selecting the glyph control, she can choose glyphs from the workbench (see description of the workbench below) to replace the default glyphs. The detailed setting of glyph element/variable bindings is carried out on the workbench. With this variety of options, the user can quickly make default bindings, hide or show classes, and can also get an overview of any bound variables.
If the user wants to add or modify a binding, she chooses the bind control and the binding menu appears. She can then choose a variable, say local kinetic energy (lo.kin on the menu), from the left side of Fig. 4 and bind it (for all classes if it is in root) to a glyph element. Since the binding menu in Fig. 4 refers to the Na class, this means the kinetic energies of the Na atoms will be displayed with a color mapping. By removing or adding bindings to other classes, the user would see different combinations of data and variables in the VE. As variable/element pairs are selected, pipelines connect the pairs to visualize the bindings. As a default, standard values for the element range and the absolute minimum and maximum in the variable range are used in the binding. If a glyph element is selected for more than one binding, the previous binding is overruled. On the other hand, one variable can be bound to several elements (e.g., to emphasize behavior of an important variable). Bindings can be broken by merely selecting the variable and element again; and bindings can be applied, canceled, or reset via buttons at the bottom of the menu. The Workbench. The VDV workbench is conceptually similar to the "toolbox" in the 3DM modeler [22] . However, the toolbox is more menu-like with a series of command and tool buttons (one selects a tool icon and the cursor becomes that tool), whereas the workbench is an actual work surface where combinations of operations can be performed.
If we don't want to use the default variable limits or want to further modify our glyphs, we choose "glyph" from the binding menu and the workbench appears. Fig. 5a shows a close-up view of the VDV workbench and controls. The workbench has a drawer containing basic glyphs such as the sphere, cuboid, vector, cylinder, cone, and octahedron. To refine a binding selected in the binding menu, we move a glyph to the workbench (middle foreground of Fig. 5a ) where scaling handles and axes appear for resizing or reorienting the glyph. On the workbench, widgets allow us to change glyph elements, such as size, orientation, or color. For example, with the scaling handles we can change the size independently in all three dimensions or move the handles in unison to change overall size. (See Fig. 5b.) After testing some alternatives, in our final version we designed a workbench where only the widgets for the glyph elements chosen in the binding menu appear. If we chose glyph color or scale, for example, only the color or scale widgets would appear on the workbench instead of the axes in Fig. 5b .
If we want to change the bound variable range(s) from the preset values, we adjust them via the limit slider(s) that appear over the workbench (Fig. 5b) . As shown, there can be multiple sliders if a vector is bound to, say, the x, y, z coordinates of a glyph. The preset variable limits are displayed at each end of the limit slider; the limits either come from the self-describing input data file or are set by the user before entering the VE, in the setup environment. We can adjust these variable limits by grabbing the corresponding arrow underneath the slider in Fig. 5b (after first selecting the slider of interest in the case of multiple sliders). Dragging the arrow outside the slider increases the limit with steps that become larger as the arrow is dragged farther; dragging the arrow inside the slider cuts the range in proportion to its position on the slider. Thus, if we drag the upper arrow halfway down the slider and then release it, it jumps back to its starting position and the limit changes to half its original value. With this method, we have a quick and compact way to adjust variable limits in the VEwhere we are constrained by our inability to easily input numbers or text. In fact, we can select two or three variables at once, giving the possibility to alter the limits simultaneously. It is also possible to show the distribution of values on a variable, making it easier for the user to determine the most interesting range. This distribution is shown below the limit sliders. (In Fig. 5b , we have simultaneously bound kinetic energy to all three glyph coordinates. If we had bound, say, position coordinates to the glyph coordinates, three color-coded value distributions, superimposed on top of each other, would have appeared below the limit sliders.) This information is quite useful since the user, when exploring new data, often does not know its distribution, which can be quite nonuniform or mostly bunched in a small range of values.
To give a concrete example, let's say we want to bind a small and blue glyph to the lower temperature limit and a big and red one to the upper limit. Now color sliders will appear next to each of the scale axes in Fig. 5b . For the lower limit, we just scale our selected glyph to the appropriate size using the left axis handles and then also adjust the color slider on the left to blue. We then place the same glyph on the right scale axis, enlarge it, and change its color to red. We can view the result of this binding as soon as it is established, adjusting it as needed. Our workbench provides an explicit "display and exercise" of glyph bindings that is useful for quick, in context determination of both bindings and binding ranges [26] .
Final Steps. Once satisfied with a binding, we can apply it by selecting the done button on the workbench. The bound glyph elements are immediately interpolated linearly between the specified minimum and maximum values, according to their bound variable range. We could now start analyzing the dynamic character of the data, by stepping through it using the buttons from the animation menu. For each frame, the binding information is updated. In the case of kinetic energy binding to color in our MD example, we see that as the NaCl cluster hits the Ne surface, a localized region of high kinetic energy Ne appears directly below the cluster (colored red in Fig. 6 ). Here we have replaced the sphere-like glyphs of Fig. 3 with cuboid glyphs since we can see the atom-by-atom energy changes more distinctly with the latter. This change requires a quick switch of glyphs on the workbench causing an immediate update of the scene. As pointed out above, we could also grab the system (or a class within it) and move it around for better viewing. Further we could also return to the workbench and bind additional variables, thus bringing out dynamic correlations between variables in the data. The flexibility of our binding approach offers VDV another important capability. As we can bind any data variable to x, y, z (not just position), we also can make spatial distribution plots in the VE. In fact, this can be a strong visual addition to the 3D visualization, as both can be displayed simultaneously while stepping through time. This is done by duplicating a class and its variables with another identical class. Then we might bind the position variables x, y, and z to the glyph elements x, y, and z for the spatial visualization in one class, and then bind two or three arbitrary variables to the elements x, y, and/or z, for the plot of interdependencies between those variables in the duplicate class. This can be expanded endlessly, only limited by memory, speed, or the maximum number of classes. We can also add an optional ruler to provide quantitative scale for the plots.
Zoom, Navigation, and Boundary Tools
The tool holder to the right of the scene in Fig. 3 offers the user some ways to move around the environment or directly manipulate the data. If she grabs the magnifying glass from the tool holder (nearest the viewer in Fig. 3 ), she can zoom in or out by selecting either of the top two buttons on the 3D mouse. The navigation tool in the middle of the holder permits the user to fly through the 3D space in the direction she is looking. This capability is especially important for exploring widely distributed datasets that may extend out of the field of view.
To focus on a smaller spatial region in large datasets, we have developed a boundary tool (farthest from the viewer in the tool holder in Fig. 3) . We can grab the tool and position the box at the end over a region of interest. (See Fig. 7 .) The box is semitransparent with an opaque backplane, and we can rescale and orient it to enclose the region. All data elements not within the box can be made to disappear, or made semitransparent. The latter may be useful in exploring interior spaces in the data, dynamically updating what is inside the box while seeing its relation to the rest of the data. As stated in the data model discussion, the boundary tool can also be used to define a new class level in the data hierarchy. Fig. 7 . The boundary tool being used to select a region of the data for special treatment, including possible new classification. Shown is a two-zone grid for a computational fluid dynamics simulation of a tiltrotor blade in hover mode. Fig. 7 depicts another example of scientific data for which the VDV can be useful; we discuss these data next. Since we have created new classes, we could also grab the elements selected by the boundary tool and move them away from the rest of the data-making the "exploded view" mentioned above-and watch the time development side-by-side. Alternatively, we could select only what is outside the boundary for viewing and make the inside data disappear. In our MD example above, these approaches could also provide a way to clearly separate and study dynamic correlations between the impact region and the rest of the system.
Another Example
In order to show that the VDV approach is general and not just for molecular data, we have analyzed some computational fluid dynamics (CFD) simulations and briefly present here some results. These simulations are from extensive studies of turbulence on hovering tilt-rotor aircraft [27] . The researchers found that a downwash effect involving small vortices at the rotor tip could significantly affect the stability of the aircraft and efficiency of engine performance. If we didn't isolate them or highlight them in some way, these small vortices would be hidden by the larger overall vector flow field. In the VDV, we can single out the small vortices using the Boundary Tool as shown in Fig. 7 . In Fig. 8, we show the velocity field (depicted with vector glyphs) near the rotor tip after isolation with the Boundary Tool. We can now study the detailed structure of this field with high interactivity, an option that would not be possible with the whole dataset of many thousands of grid elements. As an alternative, we could depict an overview of the whole dataset but use alternative coloring or different shaped glyphs to differentiate the tip vortex region. We could also choose alternative bindings to map color, say, to vorticity magnitude and then select a special color for high vorticity values. This procedure would highlight the tip vortex and other high vorticity regions that we could then study in detail using the Boundary Tool or other tools. This exploratory strategy combines interactivity with user-selected visual representations and is well-suited to the VDV approach. 
Usability
We got feedback on the usability of VDV from application scientists, especially computational physicists doing MD calculations. They could successfully operate the tools on the workbench and found the conditional box effective. They found the capability to run the animation back and forth while moving around the data especially useful. A general comment was that the VR depiction was more "real and immediate" than a workstation display, apparently due to the immersive quality. Because of this and even though the resolution of the images was relatively low, it was easy to follow key features of the collision process in the MD example. More formal tests are needed on the sources of these comments by application users and on performance using the workbench and other tools.
Update Rates and Controlling Levels of Detail
Our user-customized virtual world has one clear advantage in terms of controlling complexity and thus keeping frame rates at an acceptable level (e.g., at least five frames per second in our application and, more generally, 10 or more frames per second [28] ). Since the user has great control over the level of detail (and what is detailed) in the visualization and over the types of tools she employs, she can limit graphical structure and the means of interaction to retain immersion while still focusing on details she thinks are important. She can, for example, use the boundary tool to select a spatial region in the data for removal, for isolation, or for display of only a limited number of properties. During binding, she can also adjust the number of polygons in each glyph (perhaps after choosing regions with the boundary tool that will have low-detail glyphs) to obtain an acceptable performance level. Because all these adjustments can be made interactively and then iteratively refined, the VDV user has significant power to tune performance. Current VR systems and those likely in the foreseeable future probably will have narrow optimal operating ranges, so this ability to customize one's virtual world could provide a quite useful level of refinement for some time to come.
CONCLUSIONS
We have presented an approach and implementation for Virtual Data Visualization that crosses the "threshold of usability" mentioned at the beginning of this paper. The implementation points toward what is necessary to construct a general purpose, real-world application with enough capability and ease-of-use to make it worthwhile for users to spend time immersed in it. To effectively analyze dynamic, multivariate data and their correlations, we developed tools and visual representations that users can choose or customize by direct interaction. Our emphasis is to use high interactivity (and quick response) as an adjunct to, and sometimes replacement for, more complicated visual representations that show a set of correlated variables at once.
Even in its initial implementation, our general purpose VDV requires a user interface that is fairly complicated for a virtual environment. We have taken the approach that a combination of more-or-less traditional menus (although 3D objects) and more direct means of icon manipulation will do the job. In more recent work, we have followed the traditional menu analogy entirely and use 2D pop-up menus [29] . The work here shows that our interfaces are indeed usable and we can build a useful set of tools. Certainly this work demonstrates that, in spite of drawbacks in display resolution and tracking accuracy of VR equipment, it is still possible to use multiple text-based menus or to handle widgets with multiple control points. However, the development of design principles for virtual interfaces will have to await additional detailed investigations and evaluation of interface approaches.
We have demonstrated the capability of our VDV approach by showing it in action on multivariate, spatially complex, and dynamic data. With these examples, we are able to exercise most of the controls and tools in the VDV and show their utility. These examples also reveal the exploratory quality of VDV, enabling the user to discover unknown aspects of the data and then review them or focus in on them in greater detail. Our two examples, MD and CFD data, are quite different so that one can see the potential breadth of our approach.
FUTURE WORK
We believe that VDV provides a robust beginning to the problem of general tools for visualizing data in a virtual environment, but it is only a start and much remains to be done. Formal usability tests of the user interface and control structure should be done, including more tests with experts from application areas (who are not expert in graphics or visualization). More fundamentally, we need basic movement control experiments of the sort that are standard for windowed environments. Will results from these carry over from the windowed experiments, or are they quantitatively (and perhaps qualitatively) different? What are the added effects of 3D tracking, a 3D virtual space, low resolution, lag in response, and other factors? We have begun some experiments in this area that we will report on soon.
We also plan to generalize the VDV in more than one way. First, we plan to go beyond the 0D or point glyphs presented here to 1D, 2D, and 3D representations. We will implement in the VE some recently discussed general approaches for doing this [9] . We will further develop and integrate a voice annotation environment [25] , so that the user can record, iconize, and place annotations on any graphical object in the scene (including controls and glyphs). The user can also annotate a position and point of view or a time step. In addition to direct visual exploration of the annotations, the user can also sort and browse them according to who made them, time made (in both real time and simulation time), subject, and other parameters. The annotation system can be used in other VR applications besides data visualization and analysis.
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