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Semiprime, noetherian, connected graded k-algebras R of quadratic growth are
described in terms of geometric data. A typical example of such a ring is obtained
as follows: Let Y be a projective variety of dimension at most one over the base
eld k and let E be an OY -order in a nite dimensional semisimple algebra A over
K = kY . Then, for any automorphism τ of A that restricts to an automorphism σ
of Y and any ample, invertible E-bimodule B, Van den Bergh constructs a noethe-
rian, twisted homogeneous coordinate ring B = ⊕H0Y;B ⊗ · · · ⊗ Bτn−1 : We
show that R is noetherian if and only if some Veronese ring Rm of R has the form
k+ I, where I is a left ideal of such a ring B and where I = B at each point p ∈ Y
at which σ has nite order. This allows one to give detailed information about the
structure of R and its modules. ' 2000 Academic Press
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geneous coordinate rings; noncommutative projective geometry.
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0. INTRODUCTION
Noetherian graded domains of quadratic growth over an algebraically
closed eld were classied in [AS], and this paper extends that classication
to semiprime algebras with quadratic growth over arbitrary base elds. It
can be thought of as completing the program to describe noncommutative
projective curves that was begun in [AS].
To begin, we need to be precise about our denitions. Fix a base eld k
and let R = ⊕i≥0Ri be a nitely generated, semiprime Goldie, locally nite
graded k-algebra (thus, dimk Ri <∞ for all i) such that GK-dim R/P = 2
for all minimal prime ideals P of R. Then [NV, Theorems A.I.5.8 and
C.I.1.6] shows that the graded ring of fractions Q = QR of R has the
form Q = ⊕ti=1Aizi; z−1i y τi, where τi is an automorphism of the semisim-
ple algebra Ai and multiplication is dened by zia = aτizi, for a ∈ Ai.
Moreover, by [AS, Theorem 1.1 and Remark 1.17] each Ai is nite di-
mensional over its center Ki = ZAi, and each Ki is a nitely generated
eld of transcendence degree one over k. A semiprime Goldie, locally -
nite graded algebra R, not necessarily nitely generated, is dened to be
a two-dimensional algebra if QR satises these properties. A particularly
pleasant case is when R contains a regular element z ∈ R1, since we can
then adjust matters so that Q = Az; z−1y τ, where the semisimple algebra
A equals Q0 [NV, Lemma A.II.1.5]. In this case we call the two-dimensional
algebra R a nice algebra.
By [AS] and Corollary 3.3, a nitely generated, semiprime Goldie, lo-
cally nite graded algebra R is a two-dimensional algebra if and only if
GK-dim R/P = 2 for all minimal prime ideals P of R. The reason for
the extra generality in the denitions is that many of our proofs require
passage from R to a Veronese subring Rn, dened by Rnk = Rnk. Unfor-
tunately, even when R is prime, or nitely generated, the same need not
be true of Rn (see Example 7.25 and [AS, Theorem 0.4]). In contrast,
the Veronese subring Rn of a two-dimensional algebra R will still be a
two-dimensional algebra. Moreover, a two-dimensional algebra R always
contains a regular element z in some Rn and, for that n, Rn will be nice
(see Lemma 3.1). The assumption that GK-dim R/P = 2 in these deni-
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tions is only included to avoid some trivialities, and can easily be weakened
to the assertion that GK-dim R ≤ 2. See Corollary 9.5 for the details.
For the rest of this introduction, we x a two-dimensional algebra
S = ⊕i≥0Si. We pick some nice Veronese subring R = Sn = ⊕i≥0Ri and
write QR = Az; z−1y τ, for z ∈ R1 and A = QR0. Set K = ZA, let
X denote the projective, normal model of K/k and write σ for the restric-
tion of τ to K and X. By Lemma 3.1, this geometric data is independent
of the choice of R.
As in [AS], a basic construction is that of a twisted homogeneous coordi-
nate ring, although in this paper we use a more general version from [VdB].
Let Y be a σ-stable projective model of K/k, E an OY -order in A, and
B1 ⊂ A an ample invertible E;Eτ-bimodule. (The denition of such a
bimodule is given in Section 6. It is the natural generalization of an ample
invertible OY -module.) The twisted homogeneous coordinate ring, or twisting
ring for short, of B1 is
B = BE;B1y τ =
M
n
H0Y; Bn;
where Bn = B1 ⊗Eτ Bτ1 ⊗Eτ2 · · · ⊗Eτn−1 Bτ
n−1
1 :
(0.1)
As is shown in [VdB] and Sect. 6, the twisting ring B is noetherian, and
the category gr-B of nitely generated graded B-modules, modulo those
of nite length, is equivalent to the category mod-OE of coherent sheaves
over E.
This construction is illustrated by the following rings. Let Y = 1,
O = OY , and let O1 denote the sheaf of functions on Y with pole
at innity. Let K be the function eld of Y , and set A = M2K.
Set E = O + M2O−1 ⊂ A and B1 = E ⊗O O1. If τ = Id, then
BE;B1; Id ∼= kx + yM2kx; y: In contrast, let τ denote conjugation
by
( 1 1
0 1

. Then
BE;B1; τ ∼=
8<:
0@ a x∂a∂x
0 a
1A x a ∈ kx; y
9=;+ yM2kx; y: (0.2)
This is one of the standard examples of a noetherian PI ring which is not a
nite module over its center [Rw2, Example 5.1.16]. See Example 5.14 for
more details.
When σ has innite order, we require the more general construction given
in the theorem below.
Theorem 0.3. Let Y , E and B1 be as in (0.1). Let R1 be an essential
left E-submodule of B1 such that 1 ∈ H0Y;R1 and R1 = B1 locally on
every nite orbit of σ on Y . For n ≥ 1, set Rn = B1 ⊗ Bτ1 ⊗ · · · ⊗ Bτ
n−2
1
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⊗Rτn−11 where, as before, the tensor products are over appropriate shifts of E
by τ. Then R = k+⊕n≥1H0Y;Rn is a noetherian, nice algebra.
This result is contained in Theorem 7.23 and Corollaries 9.2 and 9.3 and
is illustrated by Examples 5.13 and 5.14. In the general case of the theorem,
when Rn 6= Bn, R is a proper subring of B = BE;B1; τ which looks very
different from its commutative analogues (see Example 5.13). The structure
of R and its modules are, however, still tightly constrained, as is illustrated
by the next result, which is proved in Corollary 7.3 and Example 7.4.
Corollary 0.4. Let R be the ring constructed by Theorem 0.3. Then,
(i) R is a subidealizer in B = BE;B1; τ in the sense that, for some
r ≥ 1, V = ⊕i≥rRi is a left ideal of B. Moreover, B will be a nitely generated
left R-module, although it may be innitely generated as a right R-module.
(ii) the categories gr-R and mod-OE are equivalent.
The main result of this paper is the following partial converse to Theo-
rem 0.3.
Theorem 0.5. If S is a noetherian, two-dimensional algebra then, for
some n, the Veronese subring R = Sn of S has the form described in
Theorem 0.3.
This result is proved in Theorem 7.2 and Corollaries 7.3 and 9.2. The
required order E and curve Y are constructed in a fairly natural way; the
rings 3u = kRnu−1, as u ranges over the regular elements of Rn, generate
a sheaf of algebras En ⊂ A dened over a curve Yn. However, the proofs
that Yn is complete and that Yn and En are independent of n 0 are more
subtle (see Remark 1.12). They take up most of Sects. 4 and 5.
An important difference between prime rings and domains is that gen-
eration in degree one does not imply that a nice algebra is is noetherian
(see Examples 2.7 and 2.8). A more subtle geometric condition is needed.
To describe this condition, it is convenient to write a nice algebra R as
R = ⊕Rizi, so that Ri ⊂ A for all i. The fact that R is a graded ring trans-
lates to the inclusions RiR
τi
j ⊆ Ri+j . Let N denote the reduced norm map
A→ K. For a point p ∈ X and a k-subspace V of A, we denote by PV yp
the maximum order of pole at p of Nv, for v ∈ V . The key condition is
PRiyp + PR
τi
j yp = PRi+jyp: (0.6)
If A = K, then (0.6) will hold whenever RiR
τi
j = Ri+j . However, this
is denitely not the case for general two-dimensional algebras (see Exam-
ples 2.7 and 2.8). Indeed, modulo passage to a Veronese ring, twisting rings
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are characterized as the nice algebras for which (0.6) holds at all points
p ∈ X (see Corollary 7.3(i) for the precise statement). More generally:
Theorem 0.7. A nitely generated, two-dimensional algebra S is right
noetherian if and only if it is left noetherian. This is true if and only if there is
an integer n such that R = Sn is a nice algebra for which (0.6) holds on all
nite orbits of σ on X.
(Since we are passing to a Veronese subring anyhow, the integer n can
be chosen so that all the nite orbits of σ are xed points.) This theorem is
proved in Theorem 7.1 and Corollary 9.3. Combined with Corollary 0.4, it
can be used to prove the following result, which is a proved in Theorem 7.2
and Corollary 9.3.
Corollary 0.8. Let S = ⊕i≥0Sn be a noetherian, two-dimensional alge-
bra. There exists a σ-stable, projective model Y of K, such that, if Rn = OYSn,
then Sn = H0Y;Rn for all n 0.
There are several generalizations of these results that deserve mention.
If S is a noetherian two-dimensional algebra, then the module structure
of S may be more complex than that described in Corollary 0.4; indeed
this is true for a commutative ring that is not generated in degree one.
Nevertheless, the equivalence nearly extends to this case. Formally, by [AS,
Proposition 6.1(iv)], the category of graded, 1-critical S-modules that are
generated in degrees n is equivalent to the category of 1-critical mod-
ules over R = Sn and so one may apply Corollary 0.4 via this correspon-
dence. Consequently, the simple objects in gr-S that are generated in de-
grees n are in one-to-one correspondence with the simple E-modules. See
Remark 7.21 and Corollary 7.22 for more details.
One problem with working with a two-dimensional algebra S, rather than
a nice algebra, is that S need not be contained in a twisting ring, simply
because there may be no element z ∈ QS1 that can be used to dene
the automorphism τ. However, twisting can also be dened by a Morita
equivalence (see Example 7.25), and we use this more general notion in
the next result (see Proposition 7.24).
Proposition 0.9. Let S be a two-dimensional algebra that satises a poly-
nomial identity and is generated by S1. Then, S is noetherian if and only if,
up to a nite dimensional vector space, S is a generalized twisting ring in the
sense alluded to above.
The nal result we mention shows that the non-noetherian graded rings
are determined by the behavior of linkages between prime ideals and is
proved in Theorem 8.6.
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Theorem 0.10. A nitely generated, semiprime graded Goldie ring S of
GelfandKirillov dimension two is non-noetherian if and only if there exists a
linked pair of prime ideals M;P, where M is a maximal ideal and P is a
prime ideal such that GK-dim S/P = 1.
The following notation will be used throughout the paper.
(0.11)
(i) The ground eld is k, which is assumed to be innite in
Sections 17.
(ii) K = ⊕ti=1Ki is a nite product of function elds in one variable
over k.
(iii) X = X1 ∪ · · · ∪Xt is the normal projective model of K/k, a non-
singular curve which may have several irreducible components Xi, ordered
so that kXi = Ki for all i.
(iv) A is a semisimple ring whose center is K, so A = ⊕Ai, where
Ai is a central simple Ki-algebra.
(v) τ is an automorphism of A, and σ denotes both its restriction to
K and the corresponding automorphism of X.
(vi) Q is the twisted Laurent polynomial extension Az; z−1y τ,
graded so that deg z = 1 and deg a = 0 for a ∈ A.
Our convention is that τ acts on the right on A, and that σ acts on the
right on K, and on the left on X. Thus f σp = f σp for f ∈ K and
p ∈ X. As (0.11) suggests, we will assume that k is innite in the main
body of the paper, since it will allow us to use general position arguments.
The fact that our results hold for any ground eld k is veried in Section 9.
1. NOTATION AND BACKGROUND MATERIAL
The paper [AS] was largely concerned with the structure of a domain
R = ⊕i≥0Rizi ⊆ Az; z−1y τ, where A = K = kX is the function eld of
a nonsingular curve X. The way in which that paper obtained geometric
data from R was through the Weil divisors DRi associated to the vector
spaces Ri; thus, D = DRi is the smallest Weil divisor on X such that
f  + D ≥ 0 for all f ∈ Ri. We employ a similar strategy in this paper,
although, as A is now a semisimple artinian ring, we rst have to use the
reduced norm to pass from A to K before taking divisors.
The aim of this section is to provide the basic material about this con-
struction. Since the problem is really a local one, we begin with a brief
discussion of the following situation.
74 artin and stafford
(1.1) k is an innite eld and K is an extension eld. One is given is
a central simple K-algebra A and a discrete valuation ring S, with eld of
fractions K, maximal ideal ˝ = tS, and associated valuation ν. We assume
that k ⊂ S and that S/˝ is nite over k.
As always, N denotes the reduced norm from A to K. The order of pole
of a function f ∈ K on S is −νf , with ν0 = ∞. If V is a subset of A,
we dene the pole of V on S to be
PV  = max−νNv x v ∈ V : (1.2)
Thus PV  is an integer, provided that V is a nite dimensional subspace
which contains a regular element of A. To extend the denition to all V ,
we allow PV  to take one of the values ±∞. An element v ∈ V is said to
have maximal pole on S if −νNv = PV .
Lemma 1.3. With the notation as in (1.1), let V be a k-subspace of A,
and let L = SV be the S-module generated by V . Then, PV  = PL.
Proof. Let w ∈ L, and write w = α1v1 + · · · + αnvn, with αi ∈ S and
vi ∈ V . The reduced norm Nx1v1 + · · · + xnvn is a polynomial in the
variables x1; : : : ; xn with coefcients in K (see [Co, Ex. 10.8.3]). Moreover,
the monomials xj = xj11 · · ·xjnn are linearly independent functions on the in-
nite eld k. So, for any polynomial f x =Pj cjxj ∈ Kx = Kx1; : : : ; xn,
one has
minνf xxi ∈ k = minνcj:
On the other hand, it is clear that
minνcj ≤ minνf xxi ∈ S ≤ minνf xxi ∈ k;
so these inequalities are equalities. This shows that PV  = PL.
Lemma 1.4. Let C be a commutative noetherian domain with eld of frac-
tions K, and let 3 be a C-order in a central simple K-algebra A. Assume either
that C is normal or that 3 is an Azumaya algebra. Then 3a−1 = 3Na−1
for any regular element a ∈ 3. In particular, an element a ∈ 3 is invertible if
and only if Na is invertible in C.
Proof. By [MR, Proposition 13.9.11], the trace ring T of 3 is a -
nite C-module. If C is normal, this forces C = T , while if 3 is an
Azumaya algebra, then C = T follows from [MR, Proposition 13.9.8]. In
other words the coefcients of the reduced characteristic pa polynomial
of a must lie in C. Therefore, a divides the constant coefcient Na of
pa in 3 and 3a−1 ⊆ 3Na−1. The opposite inclusion follows from
Cramer’s rule.
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Lemma 1.5. Let 3 be a maximal S-order in A. If a is an element of 3
such that νNa ≤ n, then tn ∈ a3.
Proof. Lemma 1.4 handles the case that νNa = 0. If νNa > 0, then
a is not a unit. As 3 is a principal ideal ring, [Re, Theorem 18.10], we may
pick a cyclic, maximal right ideal b3 ⊇ a3; say a = bc. Then ˝3 ⊆ b3,
so t ∈ b3. Moreover, νNa = νNb + νNc and νNb > 0, so νNc
≤ n − 1. Thus tn−1 ∈ c3, by induction on n, and so btn−13 ⊂ bc3 = a3.
Since t is central, it follows that tn ∈ bc3.
If T is a subring of K, then a T -lattice is dened to be a nitely generated
T -submodule of A which spans A as K-module. In this paper, the word
lattice will always mean lattice in A.
Proposition 1.6. (i) Let 3 be a maximal S-order in A, and let v ∈
A \ 3. There is an element w ∈ 3 such that v +w−1 is in 3.
(ii) Let 3 be a maximal S-order in A and let V be a k-subspace of A
which strictly contains 3. Then PV  > 0.
(iii) If V1(V2( · · · is a strictly ascending chain of k-subspaces of A
which contain an S-lattice, then limi→∞ PVi = ∞.
Proof. (i) As 3 is a principal ideal ring [Re, Theorem 18.10], 3+ v3 =
c3, for some c ∈ A. Equivalently, a3 + b3 = 3, where a = c−1 and b =
c−1v lie in 3. Since 3 is semilocal, a3+ b contains an invertible element,
say z [Ba, Proposition 2.8(i), p.87]. Then for some w ∈ 3, w + v = cz,
hence w + v3 = c3. Since 1 ∈ c3, w + v−1 ∈ 3.
(ii) By Lemma 1.3, we may assume that V is an S-lattice. Let v ∈
V \ 3. Then the element u = w + v of (i) is in V , and u−1 ∈ 3 is not a
unit. Hence νNu > 0, by Lemma 1.4, and so PV  > 0.
(iii) By [Re, Corollary 10.4], A contains a maximal S-order 3. Since
V1 contains a lattice, it contains ˝N3 for some N . Replacing the Vi by
t−NVi, we may assume that 3 ⊆ V1. We may also assume that Vi/3 is -
nite dimensional for every i. Then, since dimkS/˝ < ∞, ViS/3 is nite
dimensional too, from which it follows that ViS(Vi+1S for innitely many
i. By Lemma 1.3, we may assume that each Vi is an S-module.
Fix an integer n ≥ 0. Since t−n3/3 is nite dimensional, Vr is not con-
tained in t−n3, for large r. By (i), there is an element u ∈ Vr \ t−n3 whose
inverse s is in 3. Then u 6∈ t−n3 implies that tn 6∈ 3. By Lemma 1.5,
νNs ≥ n, hence PVr ≥ n.
We now pass to the general notation established in (0.11), with k innite.
Thus, X is the smooth projective model of K = ⊕ti=1Ki and A = ⊕Ai is a
semisimple ring with center K. By the norm Nα of α = α1; : : : ; αt ∈ A,
we mean the element of K whose component in the factor Ki is the reduced
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norm of the corresponding factor αi ∈ Ai. Let X ′ be an open subscheme of
X. If S is the local ring of X ′ at a point p and V ⊆ A, we write νp for the
associated valuation of K and PV yp = max−νpNα x α ∈ V . Since
S ⊂ Ki, for some i, this is consistent with the notation for PV , as dened
in (1.2). If V is a k-subspace of A which contains a regular element, we
dene the divisor of V on X ′ by
div V = divX ′ V =
X
p∈X ′
PV ypp;
provided that this sum is nite. The divisor div V exists if V is a nite
dimensional k-space. Similarly, if V is an OX ′ -lattice in A, by which we
mean a coherent subsheaf which generates A over K, then div V is dened
by the same formula.
The next few results provide some basic properties of the divisor divV .
Lemma 1.7. Let U;V be subspaces or lattices in A such that divU and
div V are dened. Then
(i) If 1 ∈ V , then divV  ≥ 0.
(ii) If U ⊆ V then divU ≤ divV .
(iii) divU + divV  ≤ divUV .
(iv) If α is a regular element of A and if Z is the divisor of Nα, then
divVα = divV  + Z:
Let Y be a noetherian model of K/k which is not necessarily projective
or normal, and let O = OY . If L is an O-lattice in A, we dene the left and
right orders of L by
EL = α ∈ AαL ⊆ L and E′L = α ∈ ALα ⊆ L; (1.8)
respectively. If L is an O-lattice, we denote by OL the subalgebra of A
generated by O and L . The proofs of the next two lemmas are left to the
reader.
Lemma 1.9. With the above notation, the following are equivalent:
(a) L is an O-order,
(b) L = EL.
If 1 is a global section of L , then (a), (b) are also equivalent to
(c) L is a left OL-module.
We call an O-lattice L in A invertible if it is a locally free left EL-
module of rank 1.
Lemma 1.10. (i) If L is an O-lattice, then EL is a coherent O-algebra.
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(ii) A lattice L is an invertible left EL-module if and only if it is a
locally free right E′L-module of rank 1.
(iii) If an O-lattice L is generated as left EL-module by a global section
v, then v is a regular element of A, and Lv−1 = EL.
Let L be a lattice, and write EL = E and E′L = E′. Then the lemma
implies that L is invertible if and only if it is an invertible E;E′-bimodule
in the usual sense of, for example, [Re, Sect. 37].
As a converse to part (iii) of Lemma 1.10, suppose that v is a regular
global section of L , and that Lv−1 is an O-order. Then Lemma 1.9 implies
that Lv−1 = ELv−1 = EL, and L is invertible. Thus an invertible lat-
tice determines a unique order over which it is a locally principal fractional
left ideal.
Lemma 1.11. Let S be a discrete valuation ring with fraction eld K, let
L be an invertible S-lattice in A, let v ∈ L , and let E = EL. Then L = Ev
if and only if v has maximal pole on S.
Proof. If L = Ev, then v is a regular element and E = Lv−1. Since E is
an order and S is normal, the reduced norm of every element of E lies in
S. So v has maximal pole. Conversely, if L = Ev and if u ∈ L has maximal
pole, then uv−1 has maximum pole among elements of E = Lv−1. This
implies that Nuv−1 is a unit and uv−1 is invertible in E (Lemma 1.4).
Thus, L = Eu.
Remark 1.12. Lemma 1.11 can be interpreted as saying that, for an in-
vertible S-lattice L , Lv−1 is an S-order for all elements v ∈ L with a max-
imal pole. This conclusion is rather strong and it does not generalize to
non-invertible lattices. Indeed, suppose that a lattice L over the discrete
valuation ring S is spanned by a k-vector space V and that A =MrK. If
v ∈ V has a maximal pole, then 1 ∈ W = Vv−1 and so the determinants of
elements of W lie in S. As Schelter has explained to us, this implies that
W is an order when r = 2. It is not enough to guarantee that W is an or-
der, or even that SW  is an order, if r > 2. To see this, assume that char
k = 0 and that W has basis 1; w1; : : : ; wn. Then W generates an S-order
if and only if the traces of all monomials in wi are in S [Pr, Chap. 6,
Sect. 5], and unless r = 2, this does not follow from the condition on deter-
minants alone. For example, the transcendence degree of the ring of trace
functions in two generic r × r matrices x; y is r2 + 1, while the determi-
nants deta + bx + cy, being polynomials of degree r in a, b, c, depend
on at most
(
r+2
2

variables. Thus, if r ≥ 4, there exist matrices x; y ∈ A so
that the determinants of all elements of W = Span1; x; y are in S, but
some other trace function has a pole. Then SW  is not an S-order. In con-
trast, one of the main technical results in this paper, Theorem 4.2, shows
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that the lattice SV spanned by V = Rn is invertible and hence that SV 
is an order, provided that R satises condition (0.6) at all xed points. It is
only after one has such a result that one can dene the curve and orders
required to state results like Theorem 0.5.
If L;M are invertible lattices, we say that the product lattice LM is a
tensor product if E′L = EM. In that case, LM ∼= L ⊗EM M. We will
use the notation L •M exclusively to denote such a tensor product LM.
Lemma 1.13. Let L;M be invertible O-lattices such that E′ = E′L =
EM. Write E = EL and L∗ = HomEL;E. Then
(i) L •M is invertible, EL •M = E and E′L •M = E′M;
(ii) L∗ is invertible, L∗ = HomE′ L;E′; moreover, L •L∗ = E and
L∗ •L = E′;
(iii) div L •M = div L + div M.
If X ′ is an open subset of the smooth projective model X of K and O = OX ′ ,
a lattice L such that EL is a maximal order will be called a normal lattice.
Proposition 1.14. Let X ′ be an open subset of X.
(i) A normal lattice is invertible.
(ii) A lattice L is normal if and only if E′L is a maximal order.
(iii) Let L and M be lattices, with L normal. Then LM is a normal
lattice and EL = ELM.
(iv) Let L ⊆ L1 be lattices, and assume that L is normal. If divL =
divL1, then L = L1.
(v) If L , M are normal and div L + div M = div LM, then E′L =
EM. Thus, LM = L •M.
Proof. (iii) Since EL operates on the left on LM, one has EL ⊆
ELM. Since EL is a maximal order, EL = ELM, and LM is nor-
mal.
(iv) Once again, we may prove this locally, so let S be a local ring
of X ′. Left multiplication of L ⊆ L ′ and conjugation by a regular element
of A reduces us to the case that L = EL is a maximal order, and hence
that div L ′ = div L = 0; that is, Nα ∈ S for all α ∈ L ′. Then Lemma 1.4
shows that L = L ′.
(v) L∗LM = E′LM ⊇ M. But, L∗LM = L∗ • LM has divisor
equal to div LM− div L = div M. Hence, by (iv), E′LM = M and E′L =
EM.
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2. THE SEQUENCE OF DIVISORS
We use the notation (0.11), and make the additional assumption that k is
innite. All lattices are assumed to be OX -lattices in A. Given a nice algebra
R = ⊕i≥0Ri, we x a regular element z ∈ R1 and write Rn = Rnzn, as in
the introduction. Thus, R = ⊕Rnzn and 1 ∈ Rn ⊆ A for all n. Moreover,
RiR
τi
j ⊆Ri+j for all i; j ≥ 0, and
R
τr
i ⊆Rj if i+ r ≤ j:
(2.1)
In this section, we will study the asymptotic properties of the divisors
divRj . The main idea is to study where property (0.6) holds and how badly
it fails. For example, we show that the structure of divRj is tightly con-
strained on innite orbits while, for a noetherian algebra R, property (0.6)
holds at all xed points of σ .
Lemma 2.2. (i) For any α ∈ A, Nατ = Nασ .
(ii) PV τyp = PV yσp, and if p is a xed point of σ , then
PV τyp = PV yp.
Proof. (i) Since the reduced norm is functorial, we have Nατ =
Nατ, and since the restriction of τ to K is σ , Nατ = Nασ .
(ii) Since f σp = f σp for f ∈ K, we also have νpf σ =
νσpf . The assertion follows from (i) by choosing an element v with
maximal pole and substituting Nv for f .
Given the nice algebra R, we dene the divisor sequence for R to be
Dn = divRn: (2.3)
These divisors are the analogues of the ones dened in [AS] in the case
that A = K. Since 1 ∈ Rn, one has PRnyp ≥ 0, and hence Dn ≥ 0 for all
n ≥ 0. The inclusion RiR
τi
j ⊆ Ri+j implies that
0 ≤ PRiyp + PR
τi
j yp ≤ PRi+jyp; (2.4)
and hence that
0 ≤ Di + σ−iDj ≤ Di+j for all i; j ≥ 0: (2.5)
Let pi = σ−ipi ∈  be an innite σ-orbit and set tni = PRnypi.
Formula 2.4 translates to
0 ≤ tmi + tni−m ≤ tm+ni for all m;n; i: (2.6)
Unfortunately, even when RiR
τi
j = Ri+j , the right-hand inequality in each
of these three formulas does not need to be an equality. Here are two
typical examples that illustrate the problem.
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Example 2.7. Set U = kx; y/xy − yx− x2 and D = k+Uy, where
k = . Then QD = QU = kwy; y−1yσ where w = xy−1 and σ is
dened by wσ = w/1+w. The ring that we want is
R =
 
U Uy
U D
!
:
This is a noetherian ring that is generated in degrees zero and one ([SZ,
Corollary 2.14]).
Take z = ( y 00 y  and w = xy−1. Let σ be the automorphism of kw =
k1 dened by wσ = w/1+ w and let τ be the natural extension of σ
to M2kw, dened by eτij = eij . Then, as in [AS, Example 2.5], QR =
M2kwz; z−1y τ and so, in particular, X = 1. By [AS, Example 2.5],
Dn has basis 1; wwσ · · ·wσr x 0 ≤ r ≤ n − 2 and so Rn =
P
W nij eij ,
where, for n ≥ 1, W n11 = W n21 has basis 1; wwσ · · ·wσ
r x 0 ≤ r ≤ n − 1
while W n12 = W n22 = W n−111 . Let pn = σ−np0 denote the pole of wσ
n
. It
follows that
PRnyp =
8>><>>:
2 if p = pm for 0 ≤ m ≤ n− 2
1 if p = pn−1
0 otherwise.
In other words
PRiypi−1 + PR
τi
j ypi−1 < PRi+jypi−1;
even though RiR
τi
j = Ri+j . However, this is the only point at which one has
a strict inequality.
Example 2.8. One can repeat Example 2.7 with U replaced by the com-
mutative polynomial ring C = x; y. In this case, R will not be noetherian,
although it is still generated in degrees zero and one. The analysis of the
last paragraph goes through unchanged except that, as τ = σ = Id, one
nds that PRnyp0 = 2n− 1. Thus, one still has a strict inequality in (2.4)
at just one point p = p0, but p is a xed point of σ . Since it is generated
in degrees 0; 1, every Veronese of this ring is nitely generated. This con-
trasts with the case of a domain [AS, Theorem 0.4], where nite generation
of every Veronese implies that the ring is noetherian.
These examples suggest the following denition.
Denition 2.9. A k-algebra R is said to satisfy () if it is a nice algebra,
and if the following conditions are satised.
(a) The divisors Dn are supported on a nite set of σ-orbits in X,
which is independent of n.
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(b) On an innite σ-orbit, there are integers c1; c2 such that t
n
i = 0
if either i < −c1 or i > n+ c2, and moreover the integers tni are bounded
independently of n; i.
(c) The nite σ-orbits are xed points.
(d) For all xed points p and all sufciently large i; j,
PRiyp + PR
τi
j yp = PRi+jyp: (2.10)
Denition 2.11. We say that R satises () if () holds and, in addi-
tion, (2.10) holds for all points p and for all i; j  0.
Thus () and () differ only in case σ has innite order. One of the main
results of the paper will show that () characterizes Veroneses of noetherian
two-dimensional algebras, while () only holds for the twisting rings in the
sense of (0.1). The rest of this section is devoted to a preliminary analysis
of these conditions.
Remark 2.12. Condition (d) is the most signicant one in this denition.
Indeed, we are mainly interested in nitely generated algebras in which
case, as is shown below, parts (a) and (b) are automatic while part (c)
will always hold for an appropriate Veronese ring. However, in our proofs,
we need to pass to such a Veronese ring and, a priori, this need not be
nitely generated (see [AS, Theorem 4.9]). Since conditions (a) and (b)
do pass to Veronese rings, we avoid this problem by simply phrasing our
results for rings satisfying (). Of course if the equality of (d) holds for
large i; j, then it holds for all i; j on some Veronese. After the fact, these
technicalities are actually irrelevant, since it follows from one of our main
results (Theorem 7.1) that () forces both R and its Veronese rings to be
nitely generated.
Lemma 2.13. (i) With the above notation, the validity of () and ()
do not depend upon the choice of the regular element z ∈ R1.
(ii) An algebra R satises (), respectively (), if and only if Rop satises
(), respectively ().
Proof. (i) Let z;w be regular elements of R1. Then w = αz, for some
invertible element α ∈ A and Q = Az; z−1y τ = Aw;w−1yψ, where ψ is
the automorphism of A dened by conjugation by w. If µ denotes conjuga-
tion by α, then ψ = µ ◦ τ. Hence τ and ψ restrict to the same automorphism
σ of K. If we write R = ⊕i≥0Rizi = ⊕i≥0Siwi, then Rn = Snαατ · · ·ατn−1 .
Set En = divSn and let Z denote the divisor of Nα. Then
Dn = En + Z + σ−1Z + · · · + σn−1Z:
It follows that (2.9) holds for Rn and τ if and only if it holds for Sn
and ψ.
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(ii) The only non-trivial step is to show that (2.10) holds for R if and
only if it holds for Rop. This is analogous to the proof of [AS, Lemma 5.7]
and is left to the reader.
Lemma 2.14. Let L be a lattice in A which contains 1. Set Ln =
LLτ · · ·Lτn−1 and 1n = divLn. Then
(i) the supports of the divisors 1n are contained in nitely many
σ-orbits in X;
(ii) the multiplicities of points of an innite orbit p` = σ−`p in 1n
are bounded independently of ` and n;
(iii) with the notation of (ii), there are integers c1; c2 such that the
multiplicity of p` in 1n is zero if ` < −c1 or ` > n+ c2.
Proof. (i) By Lemma 1.10, EL is a coherent OX -module. Thus, there
exists nite set S ⊂ X, such that, on X \ S, the ring EL is a maximal or-
der and that EL = L = E′L = ELτ. Thus, 11 is supported on S
and, except on σ−iS, Lτ
i
is a normal lattice with divL = 0. Moreover,
the product Lτ
i
Lτ
i+1
is a tensor product except, possibly, on σ−iS. So the
products making up LLτ · · ·Lτn−1 are tensor products outside of the lo-
cus Sn = S ∪ σ−1S ∪ · · · ∪ σ−n−1S, and Lemma 1.13(iii) shows that 1n is
supported on Sn. This proves (i).
(ii) Proposition 1.14(iii) shows that Ln is a normal lattice and that
ELn = E, except possibly on S. Working similarly on the other side,
E′Ln = Eτn−1 and Ln is a normal lattice, except possibly on σn−1S. For
large n, the set S ∩ σn−1S does not meet any innite orbit. So if n 0, Ln
is a normal lattice, and hence is invertible, locally on every innite orbit.
Also, E′Li = ELτ
i
j  except on σ−iS. So LiLτ
i
j is a tensor product, and
1i + σ−i1j = 1i+j , outside of σ−iS. Then if n = ri+ j,
1n = 1i + σ−i1i + · · · + σ−r−1i1i + σ−ri1j
except on S′ = σ−iS ∪ σ−2iS ∪ · · · ∪ σ−riS, and so the multipicities of 1n
on an innite orbit are bounded by those of 1i except on S′. Similarly,
1n = 1j + σ−j1i + · · · + σ−j−r−1i1i
except on S′′ = σ−jS ∪ σ−j−iS ∪ · · · ∪ σ−j−r−1iS, so the multiplicities are
bounded by those of 1i except on S′′ as well. For i  j  0, S′ ∩ S′′ = Z
on any innite orbit. Thus, for large n, 1n satises one of the two displayed
equations there and so the multiplicity of p` in 1n is bounded independently
of n and `.
(iii) It sufces to pick c1 and c2 such that the multiplicity of p` in S is
zero for ` 6∈ c1; c2.
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The next result justies the comments made in Remark 2.12.
Proposition 2.15. (i) A nice algebra R which is nitely generated satis-
es (2.9a) and (2.9b), and it satises (2.9d) at all but a nite set of points.
(ii) Let Rm be a Veronese of a nice algebra R. Then R satises (2.9a)
and (2.9b) if and only if Rm does.
(iii) If (2.9c), respectively (2.9d), holds for a nice algebra R, then it holds
for every Veronese ring Rm of R.
Proof. (i) Assume that R is generated in degrees ≤ k, so that Rn =Pk
j=1Rn−jR
τn−j
j , for all n ≥ 0. Since 1 ∈ Rk and Rj ⊆ Rk, for all j < k, this
implies that
Rn ⊆ RkR
τ
kR
τ2
k · · ·R
τn−1
k :
Taking for L the lattice OXRk generated by Rk, both assertions of the
proposition follow from Lemma 2.14.
Part (ii) is an easy application of (2.6), while (iii) is trivial.
The analysis of the divisors Dn in [AS] assumed that they be a σ-sequence
(see [AS, 2.2]). This is a slightly stronger hypothesis than (2.5), but the
asymptotic behavior of Dn on an innite orbit is the same.
Proposition 2.16. Let R be a nice algebra satisfying (2.9b). Let pi =
σ−ip0 be an innite σ-orbit, and let tni = PRn;pi denote the maximal
order of pole of Rn at the point pi. Assume that t
n
i 6= 0 for some n; i. Then,
shifting the indices i suitably, there exist integers a, b, c, with a ≥ c ≥ −b ≥ 0
and a > 0, and integers
0 = r0 < r1 ≤ · · · ≤ ra−1 < ra = rmax = s−b > s1−b ≥ · · · ≥ sc−1 > sc = 0
such that
(i) rk + sk ≤ rmax for 0 ≤ k ≤ c.
(ii) For all n,
tnk ≤
8>>>>>>>><>>>>>>>>:
0 for k ≤ 0
rk for 0 ≤ k ≤ a
rmax for a ≤ k ≤ n− b
sk−n for n− b ≤ k ≤ n+ c
0 for k ≥ n+ c:
(iii) The inequality (ii) is an equality for n 0.
The meaning of this proposition is best understood by assuming equality
for some xed n and plotting the points k; tnk in the plane. One may also
check the proposition on Example 2.7.
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Proof. The proof is obtained by making the natural modications to the
proof of [AS, Proposition 2.11]. Formula 2.6 shows that, for xed k, the
sequence tnk is increasing. Set rk = maxntnk and rmax = maxkrk, which
exist by (2.9b). Then (2.6) shows that rk−1 = tnk−1 ≤ tn+1k = rk, for n  0.
So · · · rk ≤ rk+1 ≤ · · · ≤ rmax. Also, (2.9b) tells us that rk = 0 for k 0.
The set of integers gni = tnn−i also satises (2.6) and (2.9b), and the
integers sk are obtained in the same way as rk, but using gni . Finally,
we may shift indices so that tni = 0 if i ≤ 0 but that tn1 > 0 for some n
(see 2.9b).
Denition 2.17. If () holds for R then, as in [AS, 2.122.16], we dene
the gap divisor I on the innite orbit I = pi = σ−ip0 to be
aX
i=−b
ωipi;
where ωi = rmax − ri − si. The gap divisor is dened to be  =
P
I I ,
where the sum is over the innite orbits I.
Corollary 2.18. (i) Let R be a nice algebra satisfying (2.9b). Then
Di + σ−iDj + σ−i = Di+j holds for all i; j  0.
(ii) Suppose that I is an innite orbit of σ and let DnI denote the
restriction of Dn to I. If a; b are dened by Proposition 2.16, then σ−sDnI ≥
σ−nI , for all n 0 and all a+ b ≤ s ≤ n− a− b.
3. NOETHERIAN ALGEBRAS
In this section we show that () is an appropriate condition for studying
noetherian rings. We begin with some subsidiary results.
Lemma 3.1. Let R be a locally nite, semiprime, graded Goldie ring, such
that R has no nite dimensional algebra summands, and let n be a positive
integer. Then
(i) The Veronese ring Rn is a semiprime Goldie ring, and its graded
ring of fractions QRn is the Veronese Qn of Q = QR.
(ii) In particular, if Q has the form Q = Az; z−1; τ, with z ∈ R1 and
A = Q0, then QRn = Azn; z−n; τn.
Proof. The assumption on nite dimensional summands ensures that
R does have a graded semisimple, graded ring of fractions [NV, Theo-
rem C.I.6(2)]. By [NV, Theorem A.I.5.8], Qn is graded semisimple, and it
is routine that Rn is an order in Qn. Thus, Rn is Goldie.
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The next result is an extension of [AZ, Proposition 5.10]. For this result,
only, we do not assume that the gradation is locally nite.
Proposition 3.2. Let R be a semiprime, graded Goldie ring. Then
(i) R is a submodule of a nitely generated right Rn-module;
(ii) R is right noetherian if and only if Rn is right noetherian. In this
case, R is a nitely generated right Rm-module.
Proof. (i) The direct sum ⊕R/P , where P runs through the minimal
prime ideals of R, is a nitely generated overring of R and each such ideal
P is graded ([NV, Theorem A.II.7.3]). Thus, we may reduce to the case
where R is prime. Since the result is vacuously true otherwise, we may
assume that R 6= R0. Thus, by [NV, Corollary C.I.1.7 and Theorem A.I.5.8],
R has a graded simple artinian quotient ring Q ∼= MrDz; z−1yσ, where
D is a division ring. The matrix units in MrD need not have degree zero
and the degree of z may be bigger than one [NV, p.45].
For 0 ≤ i ≤ n − 1, let Li denote the sum of the terms Rm with m con-
gruent to i modulo n, that is, Li = ⊕k≥0Rnk+i. Then R = ⊕n−1i=0Li as a right
Rn-module, and it sufces to exhibit an injective Rn-linear map from
each Li to a nite sum of copies of Rn.
Note that Q = ⊕LiQn with LiQn = ⊕k∈Qnk+i. As a right
Qn-module, Q is generated by the homogeneous elements euvzt , where
euv runs through the matrix units of MrD and t < n. Those euvzt whose
degrees are congruent to i modulo n generate LiQn. Pick α = euvzt with
degree congruent to i. Since R is Goldie, there is a regular element c ∈ R
such that cz−tevu ∈ R. Since we may replace c by cn, we may take c ∈ Rn.
Note that deg euv = − deg evu. So left multiplication by β = cz−tevu denes
a Qn-linear map λ x LiQ→ Qn. This map is injective on the submodule
αQn. Moreover, since β ∈ R, λ maps Li to Rn. The sum of these maps
λ, as α runs over the generators euvzt whose degrees are congruent to i, is
the required injection Li →⊕Rn.
(ii) Use [AZ, Proposition 5.10] and part (i).
We note that the implication⇐ in Proposition 3.2 is not true without some
hypothesis on R. See for example [AZ, Remarks after (5.10)].
Lemma 3.3. If R is a two-dimensional algebra, then GK-dim R/P = 2,
for all minimal prime ideals P of A.
Proof. By [AS, Theorem 1.2] the result is true when QR =
Az; z−1y τ, with A simple artinian. Thus, we need only reduce to
this case.
By Proposition 3.2(i), we may replace R by a Veronese subring. Thus we
may assume that R is nice and, moreover, that QR = Az; z−1y τ, where
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A = ⊕Ai is a semisimple ring such that each simple factor Ai of A is xed
by τ. Thus, QR ∼= ⊕ti=1
(
Aizi; z−1i y τi

, for the appropriate τi. For any
minimal prime ideal P of R, the quotient ring QR/P is isomorphic to
one of the rings Aizi; z−1i y τi. Thus [AS, Theorem 1.2] applies.
Lemma 3.4. Let 3 be a right noetherian, locally nite, graded k-algebra of
GK-dimension 1.
(i) There is a homogeneous element a ∈ 3 of positive degree such that
dimk 3/a3 <∞.
(ii) Let a be as in (i), and let ρa denote right multiplication by a on
a nitely generated graded 3-module M . The kernel and cokernel of ρa are
nite dimensional. Hence ρa is bijective on Mn for n 0.
We note that 3 need not have any regular homogeneous elements of posi-
tive degree. A standard example is
( k xkx
0 kx

.
Proof. (ii) It sufces to show that the kernel is nite dimensional.
If m ∈ M and if ma = 0, then m3 is a quotient of 3/a3. So m3 is
nite dimensional. This shows that kerM is contained in the maximal
nite-dimensional submodule of M .
(i) The assertion is true when 3 is semiprime. Indeed, in that case
one can choose a to be any homogeneous element which is regular in 3/P
for each prime ideal P such that GK-dim 3/P = 1. In the general case,
let N be the nilradical of 3, and let a ∈ 3 be chosen such that (i) holds
for a + N ∈ 3/N . Then, part (ii) can be applied with a + N and the
3/N-modules M = Nj/Nj+1. It follows by that result and induction on j
that 3/a3 is nite dimensional.
Theorem 3.5. If R is a right noetherian, two-dimensional algebra, then
() holds for some Veronese ring Rm.
Proof. By Lemma 3.1, we may replace R by a Veronese ring and so we
may assume that R is a nice algebra. Since R is still right noetherian, it is
necessarily nitely generated as a k-algebra.
For applications in Sect. 9 we rst suppose that R is a nitely gener-
ated nice algebra, but not necessarily noetherian. After passing to a fur-
ther Veronese ring, we may assume, by Proposition 2.15(i), (ii), that (2.9a),
(2.9b), and (2.9c) hold. Of course, R may no longer be nitely generated,
but this will not affect the argument. In the notation of (0.11), let p ∈ Xi
be a xed point of σ , and let S denote the local ring of X at p, with maxi-
mal ideal tS. Because p is xed, S = Sσ and tσ = µt, for some unit µ ∈ S.
By passing to a further Veronese ring, we may assume that σ acts trivially
on kp.
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Let Ln = SRn = RnS be the S-module spanned by Rn. Since the eld
of fractions of S is one of the factors Ki of K, Ln is an S-lattice in the
corresponding factor Ai of A. Equation (2.1) implies that
LiL
τi
j ⊆ Li+j : (3.6)
Thus L = ⊕Lnzn, with z ∈ R1 as in (2.1), is a graded ring; it is just the ring
generated by S and the image in Aiz; z−1yσ of R. Moreover, t is a nor-
malizing element of L, of degree zero. Set 3 = L/tL = L ⊗S kp. This
is a factor ring of the kp-algebra R⊗k kp. Since Ln is a nitely gen-
erated S-submodule of Ai, it is free, of rank at most dimKi Ai. So dimk 3n
is bounded. This implies that 3 is a locally nite, graded kp-algebra of
GK-dimension ≤ 1. Also, 3n 6= 0 for large n, since Rn spans Ln and Rn 6= 0
for large n.
If R is right noetherian, then 3 will also be noetherian, and the theorem
follows from the next lemma.
Lemma 3.7. (i) For each xed point p ∈ X there is an integer n such
that the algebra 3 = 3p described above is a factor of Rn ⊗k kp.
(ii) If 3p is right noetherian and n is as in (i), then (2.9d) holds for
Rn at p. Hence if () does not hold for any Veronese, then there is a point p
such that the algebra 3p is not right noetherian.
Proof. It remains to prove part (ii). Since 3 is innite dimensional and
nitely generated, it has GelfandKirillov dimension one. We choose a ∈ L
as in Lemma 3.4, and we pass to a Veronese so that a becomes of degree
1. In order to prove (2.9d) at p, Lemma 1.3 and induction show that it is
enough to prove that
PLnyp = PLn−1yp + PL
τn−1
1 yp for n 0: (3.8)
To do this, we show that for every b ∈ Ln and for every positive integer s,
there exist c ∈ Ln−1 and β ∈ Ln such that
b = caτn−1 + tsβ: (3.9)
Indeed, if this holds, then Nb ≡ NcNaτn−1 modulo tsNLn. Taking
s  νNb, this implies that PLnyp ≤ PLn−1yp + PL
τn−1
1 yp. The
opposite inequality follows from (3.6).
In order to prove (3.9), we can substitute β back in for b. So it sufces
to treat the case s = 1, and this case follows from Lemma 3.4(i) for all
large n.
One of the main goals of this paper is to prove the converse to Theorem 3.5.
This is done in Theorem 7.1.
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4. THE OX-LATTICE SPANNED BY Rn
Throughout this section, k is assumed to be innite. Let R be a nice
algebra, let X denote the smooth model of K as in (0.11), and let
Ln = OXRn = RnOX
denote the OX -lattice spanned by Rn. Then (2.1) implies that
L1 ⊆ L2 ⊆ · · · and LiLτ
i
j ⊆ Li+j : (4.1)
The main aim of this section is to prove the following theorem.
Theorem 4.2. Let R be a k-algebra satisfying (). Then Ln = OXRn is
invertible for all sufciently large n. If p is not a xed point of σ , then for
large n, Ln is a normal lattice locally at p.
For a given n  0, the lattice Ln is normal locally at all but a nite
set S of points and hence, by Proposition 1.14(i), it is invertible away from
S. Also, by (2.9a), the divisors Dn of Ln are supported on nitely many
orbits. Let T denote the union of S with these orbits. Because Lr is an
increasing sequence of lattices, Proposition 1.14(iii), (iv) imply that Lm is
also normal at every point not in T , for every m ≥ n. Therefore, nitely
many orbits remain to be checked, and it sufces to verify the assertion
of the theorem on each one of them separately. Note that, by Lemma 1.3,
PLnyp = PRnyp for all p ∈ X. Since () holds, the proof for a xed
point therefore follows from the next lemma.
Lemma 4.3. Let O be a σ-invariant, semi-local subring of K such that
dimkO/˝ <∞ for all maximal ideals ˝ of O. Let eO be normalization of O
and assume that σ acts trivially on the set W of closed points of eO. For n 0,
let Ln be O-lattices in A such that, for i; j  0, LiLτ
i
j ⊆ Li+j and that
PLiyp + PLτ
i
j yp = PLi+jyp (4.4)
holds for all points p ∈ W . Then, for n; i; j  0,
(i) Ln is an invertible O-lattice;
(ii) E = ELn is independent of n, and E′Ln = Eτn ;
(iii) Li •L
τi
j = Li+j;
(iv) the center of E is σ-invariant.
Proof. Choose i; j  0 and let ui ∈ Li and uj ∈ Lj have maxi-
mal pole at all p ∈ W . Then, for n  0, (4.4) implies that ui+nj x=
uiu
τi
j u
τi+j
j · · ·uτ
i+n−1j
j ∈ Li+nj has maximal pole at p ∈ W . For k = j or
k = i + nj, let Mk = Lku−1k . Let µk denote conjugation by uk on A and
set φk = µk ◦ τk.
semiprime graded algebras of dimension two 89
Sublemma 4.5. (i) 1 ∈ Mk and Nα ∈ eO for all α ∈ Mk.
(ii) Mi+njM
φi+nj
rj ⊆ Mi+n+rj .
(iii) Mi+nj ⊆ Mi+n+1j ⊆ · · · and this sequence is constant for n 0.
Proof of the sublemma. Part (i) is true since uk has maximal pole in Lk
(see Lemma 1.7(iv)), part (ii) is a translation of LiL
τi
j ⊆ Li+j , and the rst
asssertion of part (iii) follows from (i) and (ii). Setting eMn = eOMn, we haveeMi+nj ⊆ eMi+n+1j for all n ≥ 0. By part (i) and Lemma 1.3, PMnyp = 0,
for all p ∈ W . Thus, Proposition 1.6(iii) implies that eMi+nj = eMi+n+1j for
large n. As dimk eO/O <∞ it follows that Mi+nj = Mi+n+1j for n 0.
We return to the proof of Lemma 4.3. The sublemma shows that, for
n; i; j  0, the lattices Li+nj are mapped isomorphically to each other by
right multiplication by regular elements of A. Hence, all the lattices Lm
with m 0 are related by right multiplications and ELm is independent
of m 0.
We now take i = j in Sublemma 4.5(iii), to conclude that Mnj = M is
independent of n 0. Then, 4.5(ii) becomes
MMφm ⊆ M:
Since 1 ∈ M, we obtain Mφm ⊆ M, and M ⊆ Mφm−1 ⊆ Mφm−2 ⊆ · · ·. Propo-
sition 1.6 shows that this sequence is also essentially constant. Therefore
Mφm = M. Thus MM ⊆ M, and M is an order. Since Lm = Mum, Lm is an
invertible lattice, and ELm = M for m 0.
Since Eφm = E, we have E′Lm = u−1m Eum = u−1m Eφmum = Eτ
m
; which
completes the proof of (ii). Assertion (iii) follows directly from (ii). Finally,
since E = Eφm = umEτmu−1m , the center of E is τm-invariant for all m =
n+ 1j, with n; j  0. Hence it is τ-invariant.
The proof of Theorem 4.2 is completed by the next lemma, which proves
the result for innite orbits.
Lemma 4.6. Let R be an algebra which satises (). For large n, the
OX -lattice Ln = OXRn is a normal lattice locally on any innite σ-orbit.
Proof. Fix i  0. As before, there is a nite set Z ⊂ X, containing
the xed locus F of σ , so that Li is a normal lattice at all points p 6∈ Z.
Let T be the support of the gap divisor , as dened in Denition 2.17.
By Lemma 1.3, the divisors of Rn and Ln are equal. Thus, for j ≥ 1,
Corollary 2.18(i) implies that
PLiyp + PLτ
i
j yp = PLi+jyp for all p 6∈ σ−iT ∪ Z:
Proposition 1.14(iii) shows that LiL
τi
j is a normal lattice for all such p.
Thus, by (4.1) and Proposition 1.14(iv), LiL
τi
j = Li+j and Li+j is a normal
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lattice at p ∈ X \ (σ−iT ∪ Z. Applying the same reasoning with left and
right interchanged shows that LjL
τj
i = Li+j and that Li+j is a normal lattice
at p if p 6∈ σ−jT ∪σ−jZ. Since (σ−jZ ∪σ−jT ∩ (Z ∪σ−iT  = F for j  0,
the lemma follows.
We note one consequence of this proof, combined with Lemma 4.3.
Corollary 4.7. Let R be an algebra which satises (), and let T denote
the support of the gap divisor . Then, for i; j  0, we have LiLτ
i
j = Li+j at
all points p ∈ X \ σ−iT:
Proposition 4.8. Let R be an algebra which satises (). For n 0, the
order En = ELn is independent of n.
Proof. Since En is a subring of A, it is a local problem to show indepen-
dence of n. By Theorem 4.2, Ln is invertible at all points, and is a normal
lattice at all points not on F . Moreover, Lemma 4.3 shows that Ln, and
hence En is independent of n 0 at p ∈ F .
Now suppose that p belongs to an innite orbit of σ . For i; j  0, Propo-
sition 1.14(iii) and Corollary 4.7 show that Ei+j = Ei except on σ−iT . Since
i is arbitrary, En is independent of n everywhere.
5. THE STABLE GEOMETRIC MODEL
Throughout this section we assume that R is an order in Q = Az; z−1y τ
which satises (), and we take z ∈ R1. We retain the assumption that
k is innite. Let n be a large integer. If u ∈ Rn is a regular element,
let 3u = kRnu−1 denote the subring of A generated by Rnu−1 over k.
Let Cu = Z3u be the center of 3u, let eCu be the integral closure of
Cu in K, and let e3u = eCu3u. Since K is a product of function elds,
GK-dim 3u = 1, and so 3u is a nitely generated Cu-module, and Cu
is a nitely generated k-algebra [SSW]. These objects (and related ones
dened later in the section) also depend upon the integer n, but we have
suppressed that dependence for notational simplicity.
The aim of this section is to show that the 3u patch together to dene
a sheaf of algebras E over a complete curve Y that is birational to X, and
such that E and Y are independent of n 0. The main results of this paper
will be dened in terms of E and Y . As already observed in Remark 1.12,
the existence of E and Y is not automatic: It depends on the condition ().
Lemma 5.1. For n 0, the total ring of fractions of Cu is K, and 3u is a
Cu-order in R.
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Assume that n is chosen so that this is so. By Theorem 4.2 and the
assumption that R satises (), we may also assume that Ln = OXRn is an
invertible lattice. Set Xu = Spec eCu and Yu = Spec Cu. Thus each Xu
is an open subset of the smooth projective model X for K, and e3u is an
order on Xu.
Lemma 5.2. Let P be a nite subset of X. Then for n 0,
(i) Xu is the set of points at which u ∈ Rn has maximal pole;
(ii) e3u = ELn = Lnu−1 on Xu;
(iii) there is an element of Rn which has maximal pole at every point
of P .
(iv) Let S denote the set of regular elements u ∈ Rn that have a maxi-
mal pole at all points p ∈ P . Then the open sets Xu x u ∈ S  cover X.
Proof. (i) Since Rnu−1 generates an order over eCu, it generates an or-
der over Xu. This implies that u has maximal pole at the points of Xu.
Conversely, suppose that u has maximal pole at p ∈ X, and let S = OX;p.
Then since Ln is invertible, Lnu−1 = ELn locally at p (see Lemma 1.11).
Since Rnu−1 generates Lnu−1 as an S-lattice, e3u ⊂ ELnp and eCu ⊂ S.
Therefore p ∈ Xu.
Assertion (ii) follows from the fact that both e3u and ELn = Lnu−1 are
generated over eCu by Rnu−1. Assertion (iii) is true because the condition
that v ∈ V have maximal pole at p is open in V and k is innite. Part (iv)
follows immediately from (i) and (iii).
The rings 3u;3v determined by two regular elements u; v ∈ Rn are re-
lated by adjunction of inverses. The ring generated by Rnu−1 ∪ Rnv−1 is
3u; v = 3uα−1 = 3vα = 3v;u; (5.3)
where α = vu−1. However, these inverse adjunctions need not be localiza-
tions, so some care is needed in analyzing them.
Proposition 5.4. Let n 0. Then there exists a nite set Z = Zn ⊂ X
such that, for all regular elements u ∈ Rn, the map piux Xu → Yu is an
isomorphism except on Zu x= Xu ∩ Z.
Proof. Choose a particular regular element u ∈ Rn, and let Z denote
the union of the following nite sets:
(a) the points of X which are not in Xu,
(b) the points p ∈ Xu at which piu is not an isomorphism,
(c) the points p ∈ Xu such that the PI degree of e3u ⊗ kp is less
than the generic PI degree on the component of Xu which contains p.
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To see that this set Z does the job, let v be another regular element of Rn,
and let p ∈ Xv −Z. Then p ∈ Xu and the map Xu→ Yu is an isomorphism
locally at p. Moreover, condition (c) shows that e3u ∼= 3u is Azumaya,
locally at p. Thus, locally at p, Lemma 1.4 implies that 3u; v = 3uNα−1
is a central localization of 3u. Since p ∈ Xu ∩Xv, Nα is a unit in Cup,
and so 3u; v = 3u, locally at p. The following lemma shows that 3v is also
Azumaya at p and so the same argument shows that the map 3v −→ 3u; v
is also a local isomorphism. Thus, Xv → Yv is an isomorphism at p.
Lemma 5.5. Let 3 ⊆ 3′ be Goldie k-algebras such that 3′ = 3β−1 for
some regular element β ∈ 3. Let —′ ∈ Spec3′ be a maximal ideal such that
3′/—′ is a nite-dimensional k-module. Then — = 3 ∩ —′ is a maximal ideal
of 3, and 3/— ∼= 3′/—′.
Proof. Since β is invertible in 3′, its residue β ∈ 3/— is invertible in the
nite-dimensional k-algebra 3′/—′. So β is regular, hence invertible, in 3/—
and 3′/—′ = 3/—β−1 = 3/—.
Notation 5.6. For n  0, let Z = Zn denote the smallest subset of
X such that the maps piux Xu → Yu are isomorphisms except on Z ∩Xu.
(We will see below that Z is contained in the xed locus of σ on X.) Let
S = S n denote the set of regular elements u ∈ Rn which have maximal
pole at all points p ∈ Z.
Proposition 5.7. Fix u; v ∈ S . Let α = vu−1, and write 3u; v =
3uα−1 = 3vα, as before. Let Cu; v be the center of 3u; v. Then for n 0,
(i) the map Cu→ Cu; v is a flat epimorphism, and 3u; v ∼= Cu; v⊗Cu 3u;
(ii) the canonical map Cu ⊗k Cv → Cu; v is surjective.
Proof. (i) The analogous assertion is true when 3u is replaced by e3u
and Cu by eCu. This is because eCu is normal and so Lemma 1.4 implies, lo-
cally and hence globally, that α−1 and Nα−1 generate the same extension
of e3u. So e3u −→ e3u; v is a central localization.
It sufces to prove part (i) locally on Yu. Let q ∈ Yu, and let eq = pi−1u q.
By the last paragraph, the only case in question is when piu is not an iso-
morphism locally at q; that is, when eq ⊂ Z. Let eCueq denote the semilocal
ring of eCu at the nite set eq. The choices of u and v ensure that Nα is a
unit in the semilocal ring eCueq. Therefore α−1 ∈ e3ueq and α−1 is integral
over Cuq. Since α ∈ 3uq, this implies that α−1 ∈ 3uq. So the extension
is locally trivial at such a point.
(ii) Let C ′ denote the image of Cu ⊗ Cv in Cu; v. It sufces to prove
that C ′ = Cu; v locally at each point q ∈ Yu. Here, the only nontrivial case
is when the map Cu→ Cu; v is not an isomorphism, locally at q. By the last
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paragraph, this implies that piu is a local isomorphism at q. In this case,
the rst paragraph implies that Cu; vq = CuqNα−1. However, since
α−1 ∈ 3v, Nα−1 ∈ eCv and so Nα−1 is at least integral over C ′. Since
Nα ∈ C ′, this forces Nα−1 ∈ C ′.
CorollaryDenition 5.8. (i) For n  0, the afne schemes Yu =
SpecCu with u ∈ S glue together to dene a complete curve Y = Yn, and the
maps piu glue together to dene a nite, birational map pix X → Y which is
an isomorphism except on Z.
(ii) Setting EYu = 3u denes a coherent sheaf of algebras E = En
on Y .
(iii) Both Y and E are dened independently of the choice of the regular
element z ∈ R1.
Proof. The gluing data for Y is dened by the flat epimorphisms Cu→
Cu; v, which induce open immersions Yu; v → Yu. The rst two assertions
follow by standard arguments from Proposition 5.7 and Lemmas 5.1 and
5.2(iv). To prove (iii), let w be another regular element in A1. Then, as
in Lemma 2.13, R = ⊕Biwi, where Ri = Biαi, for some unit αi ∈ A. It
follows that, for any regular element u ∈ Ri, there exists v ∈ Bi such that
Riu
−1 = Biv−1. In other words, the 3u do not depend upon z.
Our next step is to show that the curves Yn and orders En are indepen-
dent of n 0.
Theorem 5.9. Let R be a two-dimensional algebra which satises (),
and let Rn = OYRn = RnOY . For n 0,
(i) Y = Yn and E = En are independent of n and, up to canonical
isomorphism, Y is determined by R;
(ii) Rn is an invertible OY -lattice, and ERn = E;
(iii) the map pin x X → Y is an isomorphism except at the xed points
of σ ;
(iv) on every innite orbit of σ , E is a maximal order and so, on such
an orbit, Rn is a normal lattice;
(v) the automorphism σ of K induces an automorphism of the curve Y .
Proof. Let eEn = OX ⊗OY E. By Lemma 5.2, eEn = ELn is generated by
Rnu
−1
n and, by Proposition 4.8, eEn is independent of n  0. Also, Ln =
OXRn is an invertible OX -lattice by Theorem 4.2. Let T denote the support
of the gap divisor on X, as dened in (2.17), and let Zi ⊂ X denote the
union of the xed locus of σ and of the set of points at which pii x X → Yi
is not an isomorphism. Suppose that p 6∈ σ−iT ∪ Zi. We work locally at
p and use the reasoning of Sect. 4, with i; j  0 and n = i + j. Thus, by
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Corollary 4.7, LiL
τi
j = Li+j . Choose ui ∈ Ri and uj ∈ Rj with maximal
poles at p. The denition of the gap divisor shows that un = uiuτ
i
j ∈ Rn has
maximal pole at p. With φ = φi dened as in Lemma 4.3, we have
Riu−1i Rju−1j φ ⊆ Rnu−1n (5.10)
and
Riu
−1
i ⊆ Rnu−1n : (5.11)
Hence Ei ⊆ En. Also, because p 6∈ Zi, Ei ∼= ELi, and we know that ELi
is a maximal order independent of i, by Theorem 4.2. Hence Ei is maximal,
and Ei = En. Since OY is dened to be the center of En, X ≈ Yn for all
p 6∈ σ−iT ∪ Zi.
Similarly, if p 6∈ σ−iT ∪σ−iZj , then (5.10) shows that Rju−1j φ ⊆ Rnu−1n .
Hence Ejφ ⊆ En, and since Ejφ is a maximal order, the two orders are
equal. We conclude that X ≈ Yn at such points. Interchanging the roles of
i; j shows that X ≈ Yn if p 6∈ σ−jT ∪ σ−jZi. If j  i, the sets σ−iT ∪ Zi
and σ−jT ∪ σ−jZi have only xed points of σ in common. Therefore X ≈
Yn at all points which are not xed points. Thus, at the innite orbits of σ ,
the theorem follows from Theorem 4.2 and Proposition 4.8.
Fix i 0, let p ∈ X be a xed point of σ with image q in Yi, and write
Si for the nite set of points p′ ∈ X such that piip′ = q. By the last
paragraph, Si consists entirely of xed points. Let n = i + j with i; j  0,
and let S = Si ∪ Sj ∪ Sn. Choosing ui ∈ Ri and uj ∈ Rj appropriately,
we may assume that they have maximal pole at every point of S. By (),
un = uiuτ
i
j has maximal pole too. Then (5.11) holds and so E
i ⊆ En. Hence
Yn dominates Yi, above S. This shows that Sn ⊆ Si. Assertion 5.9(i) at the
xed points follows from the ascending chain condition.
Let Y = Yi and E = Ei denote the stable curve and order at p, and let
S = Si. We work in the semilocal ring eO = OX;S of X at S, with Jacobson
radical ˝. For large N , O = k +˝N is a σ-invariant local ring contained
in OY; q and which has eO as its normalization. Note that the localization Eq
of E at q is the nitely generated O-module generated by kRnu−1n  and O.
On the other hand, we may apply Lemma 4.3 and we change notation to
be in accordance with that result; in particular, we now dene Ln = ORn,
which satises the hypotheses of Lemma 4.3. Then, Ln is invertible and so,
by Lemma 1.11, ELn = Lnu−1n = ORnu−1n is an O-order. Hence ELn =
Eq. The assertions of the theorem at xed points of σ now follow from
Lemma 4.3.
Denition 5.12. Let S be a two-dimensional algebra such that some
Veronese R = Sn, for n  0, satises (). The curve Y and order E
described by Theorem 5.9 using the nice algebra R will be called the stable
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model and stable order for S (and R). By that theorem, they are independent
of n.
Let us illustrate these constructions on two examples.
Example 5.13 (Continuation of Example 2.7). Keep the notation of
Example 2.7. From the description of PRnyp in that example, it is clear
that we need to use three choices of u to cover X = 1; specically we
use the diagonal matrices u = diagw · · ·wσi; w · · ·wσi in the neighbor-
hood of the point pi for 0 ≤ i ≤ n − 2, but u = diagw · · ·wσn−1; 1 if
p = pn−1 and u = diag1; 1 otherwise. In doing so, one nds that ELn
is the full 2 × 2 matrix ring over the appropriate subring of kw and so
E = M2O1. Thus, Yn = X = 1 and this is independent of n ≥ 1. The
sheaf Rn is dened locally by
Rnp =
8>>>>><>>>>>:
M2OX;pm−1p if p = pi where 0 ≤ i ≤ n− 2 
˝−1p OX;p
˝−1p OX;p
!
if p = pn−1
M2OX;p otherwise,
where ˝p denotes the maximal ideal of OX;p. One should note that Rn
is not a (twisted or untwisted) bimodule over E. Instead, E′Rn = E′τ
n
,
where E′ is dened locally by E′p ∼= M2OX;p for all points p, except p =
p−1, where
E′p =
 
OX;p ˝
−1
p
˝p OX;p
!
:
Example 5.14. One can repeat these computations for the ring
dened in (0.2); that is for the algebra R = k + yM2kx; ybα,
where bα = ( x x0 x . If one takes z = bα and w = yx−1, then QR =
M2kwz; z−1y τ where τ denotes conjugation by
( 1 1
0 1

. Thus,
X = 1. In this case,
PRnyp =
(
2n for p = p0 (the pole of w)
0 otherwise.
A simple computation shows that E = O1 +M2O1, as in Example (0.2).
In this case, Rn is the left E-module generated by 1; wn while E′Rn = Eτn .
The details are left to the reader.
The next result, the proof of which will take up essentially the remainder
of this section, denes the geometric data that is determined by a nice
algebra R. We recall from Section 1 that • denotes the tensor product of
lattices, and that the inverse of an invertible lattice R is denoted by R∗.
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Theorem 5.15. Let R be a two-dimensional algebra which satises (),
and let Y be the associated stable model. There is a unique set of data con-
sisting of invertible lattices Sn dened for all n ≥ 1, and an invertible gap
lattice G such that
(i) for n 0, Sn = Rn, where Rn = OYRn;
(ii) ES1 = E′G; this algebra is equal to the ring E of Corollary 5.8;
(iii) EG = E′S1τ−1 , which will be denoted by E′;
(iv) G = E = E′ locally at the xed points of σ ;
(v) for all i; j ≥ 1, one has Si •Gτi •S τ
i
j = Si+j .
Proof. To begin the proof, we work with indices i; j; n  0, since this
enables us to analyze the Rn in detail before dening the Sm for small m.
Theorem 5.9 tells us that Rn = OYRn is invertible, and that E = ERn
is independent of n  0. Moreover, (2.1) implies that RiRτ
i
j ⊆ Ri+j for
i; j  0. Since R satises (), so does Rop, by Lemma 2.13(ii). Switching
left and right, we may therefore dene an order E′ analogous to E by writing
R = ⊕znR′n and using the rings 3′nu = ku′−1R
′
n. The earlier results of this
paper, applied to the opposite ring Rop, imply that all the results phrased
in terms of Rn have left-right analogues, dened in terms of R
′
n. We will
denote the corresponding objects with a dash. In particular, we obtain a
sheaf of orders E′ dened over a complete curve Y ′.
Lemma 5.16. (i) With the above notation, Y ′ = Y .
(ii) For n 0, E′Rn = E′τ
n
.
Proof. (i) The relation znR
′
n = Rnzn implies that R
′τn
n = Rn for all
n ≥ 1. If u′ ∈ R′n has a maximal pole at a point p ∈ X, then u = u′τ
n ∈ Rn
has maximal pole at σ−np. Hence,
3u = kRnu−1 = kR
′
nu
′−1τ
n
 = 3′u′ τ
nop
and the respective centers Cu and C
′
u′ are related by Cu = σnC ′u′ . Since
Y is σ-invariant, by Theorem 5.9, this implies that Y ′ = Y .
(ii) If R′n = OYR
′
n, then Theorem 5.9 implies that E
′R′n = E′. By
part (i), R′nτ
n = Rn. So, in the notation of part (i), E′τ
n = u′−1R′nτn =
u−1Rn = u−1Eu = E′Rn, locally at p.
In general, E is not τ-invariant and E 6= E′, as was shown in Exam-
ple 5.13. Indeed, as will be shown in Corollary 5.24, E 6= E′ whenever ()
fails.
Lemma 5.17. Let T = supp denote the support in X of the gap divisor
, as dened in Denition 2.17. Pick i; j  0. Then, Ri •Rτ
i
j = Ri+j except
on σ−iT .
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Proof. At the xed points, the lemma follows from Lemma 4.3(iii). At
the other points, we have the inclusion RiR
τi
j ⊆ Ri+j , and both sides
are normal lattices. Since Di + σ−iDj + σ−i = Di+j , Corollary 4.7 and
Proposition 1.14(iv) show that the inclusion is an equality at all points
not in σ−iT . It is a tensor product by Proposition 1.14(v).
Let n0 be an integer so that Rn is invertible for n ≥ n0, and that the last
two lemmas hold for n; i; j ≥ n0. Pick i; j ≥ n0. We dene a gap lattice Gi; j
by the formula
Gi; j = Rτ
−i
i ∗ •Rτ
−i
i+j •R
∗
j : (5.18)
It follows from Theorem 5.9(ii) and Lemma 5.16(ii) that the products ap-
pearing in this formula are, indeed, tensor products. By Proposition 1.14,
EGi; j = E′ and E′Gi; j = E: (5.19)
Bringing terms to the other side and shifting by τi in (5.18) gives us the
desired tensor product formula:
Ri •G
τi
i; j
•Rτ
i
j = Ri+j : (5.20)
Lemma 5.21. (i) E′ = Gi; j = E at all points not in T = supp.
(ii) The gap lattice Gi; j is independent of i; j  0.
Proof. (i) This is immediate from Lemma 5.17.
(ii) We compute Ri+j+k in two ways:
Ri •Gτ
i
i; j
•Rτ
i
j  •Gτ
i+j
i+j; k •R
τi+j
k = Ri+j+k = Ri •Gτ
i
i; j+k • Rj •Gτ
j
j; k
•Rτ
j
k τ
i
:
Cancelling Ri and R
τi+j
k on left and right and shifting by τ
−i gives the tensor
product formula
Gi; j •Rj •G
τj
i+j; k = Gi; j+k •Rj •Gτ
j
j; k:
Because T ∩ σ−jT = Z if j  0, we conclude from part (i) and the next
lemma that Gi; j = Gi; j+k and that Gi+j; k = Gj; k if j  0. The assertion
follows.
Lemma 5.22. Let Li;Mi be invertible lattices such that LiMi is a tensor
product for i = 1; 2, and that L1 •M1 = L2 •M2. Let U;V be open subsets of
Y such that L1 = L2 on U and that M1 = M2 on V . If U ∪ V = Y , then
L1 = L2 and M1 = M2.
Proof. It sufces to show that L1 = L2 on V . However, on that set,
L1 = L1 •M1 •M∗1 = L2 •M2 •M∗2 = L2.
98 artin and stafford
Denition 5.23. Henceforth, we drop the subscripts and dene the gap
lattice to be G = Gi; j for any i; j  0.
Proof of Theorem 5.15. We have the orders E and E′, the lattice G, and
the lattices Sm = Rm for m 0. Once we have dened the remaining Si in
such a way that part (v) holds, the theorem will follow from (5.16), (5.19),
and (5.21).
Thus, it remains to dene Si for small i, and we may try to dene it
by the tensor product formula Si;m •Gτ
i •Rτ
i
m = Ri+m, with m  0. Since
G;Rm and Ri+m are invertible, this equation has a unique solution Si;m =
Ri+m • Rτim∗ • Gτ
i∗ and Si;m = Ri for large i. We must show that Si;m
is independent of m  0. If m;n  0, then Rm •Gτm •Rτmn = Rm+n by
Lemma 5.20. Thus,
Si;m •G
τi •Rτ
i
m+n = Si;m •Gτ
i • Rm •Gτm •Rτmn τ
i = Si;m •Gτi •Rτim •Gτ
i+m •Rτ
i+m
n
= Ri+m •Gτi+m •Rτi+mn = Ri+m+n:
Thus Si;m = Si;m+n. Since this holds for all m;n  0, the independence
of m follows and we may dene Si = Si;m. The verication of the rela-
tion Si •Gτ
i •S τ
i
j = Si+j for small j is similar and left to the reader. This
completes the proof of the theorem.
Corollary 5.24. Let R be a two-dimensional algebra that satises ().
Then, div G =  by (1.13) and (2.18). Thus E = E′ if and only if R satises
(). In this case, E′Sn = Eτn , and Si •S τ
i
j
∼= Si+j .
Using the notation of Theorem 5.15, we dene two further objects,
Bn = Sn •Gτ
n
and B′n = G •Sn for n ≥ 0; (5.25)
where we have adopted the convention that S0 = G∗, so that B0 = E and
B′0 = E′. Thus Bn is an invertible E;Eτ
n-bimodule, and B′n is an invertible
(E′;E′τ
n-bimodule. Then we have the following tensor product formulas,
valid for all n; i; j > 0. We emphasize that they also hold for Rn = Sn,
when n is large:
Bi •S
τi
j = Si+j = Si •B′τ
i
j ; Bi •B
τi
j = Bi+j
Bn = B1 •Bτ1 • · · · •Bτ
n−1
1 ; B
′
n = B′1 •B′τ1 • · · · •B′τ
n−1
1
Sn = B1 •Bτ1 • · · · •Bτ
n−2
1
•S τ
n−1
1 :
(5.26)
Corollary 5.27. Let R be a two-dimensional algebra that satises ().
Then, for all i; j ≥ 1 and n ≥ 0 we have
(i) ESi = E and E′Si = E′τ
i
,
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(ii) SiS
τi
j = Si • E′τ
i
Eτ
i •S τij ⊆ Si+j ,
(iii) E′E ⊆ G and 1 ∈ G,
(iv) Sn ⊆ Bn and Sn ⊆ B′n. Similarly, Rn ⊆ Bn and Rn ⊆ B′n.
Remark. In general, the products E′E and RiR
τi
j are not tensor
products.
Proof. By Lemma 5.21, the orders E′τ
i
and Eτ
i
are equal at the xed
points of τ and Theorem 5.9(iv) implies that both orders are maximal else-
where. Thus, Proposition 1.14(i), (iii) implies that E′τ
i
Eτ
i
is an invertible
E′τi ;Eτi-bimodule. Therefore, the • notation is legitimate in the state-
ment of part (ii).
Part (i) follows from Theorem 5.15(ii), (iii) and the equality in (ii) follows
directly from (i). By (5.26), the inclusion of (ii) is true for i; j  0. Then
(iii) follows by applying part (ii) and Theorem 5.15(v) with i; j  0. In
turn, part (iii) and Theorem 5.15(v) imply part (ii) for all i; j. The rst
sentence of part (iv) follows from part (iii) combined with (5.25). Finally,
the inclusion Rn ⊆ Bn follows from the fact that, by Theorem 5.9(ii) and
Theorem 5.15(v),
Rn ⊆ RnRτ
n
m Rτ
n
m ∗ ⊆ Rn+mRτ
n
m ∗ = Rn+m • Rτ
n
m ∗ = Sn •Gτ
n = Bn;
for any m 0.
We check these results on the examples from (5.13) and (5.14). In the
latter case there is nothing further to say, since Bn = Rn (as one should
expect for a twisting ring). For the ring from (Example 5.13), B1 is the
sheaf E + Eu = E ⊗O1 O11. Equivalently,
B1p =
(
M2OX;p˝−1p if p = p0
M2OX;p otherwise
and so this module satises B1 ⊗Eτ Rτn−1 = Rn, for all n.
6. TWISTED HOMOGENEOUS COORDINATE RINGS
Once again, k is assumed to be innite in this section. As in [VdB], a
sequence Ln of coherent sheaves on a projective curve Y will be called
ample if for all coherent sheaves G and all n  0, the sheaf G ⊗OY Ln is
generated by global sections, and H1Y;G ⊗OY Ln = 0. We are primarily
interested ample sequences Ln of invertible lattices.
Lemma 6.1. Let E be a coherent OY -algebra over a projective curve Y , and
let Ln be a sequence of coherent left E-modules. The following assertions
are equivalent.
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(i) The sequence Ln is ample.
(ii) For all coherent right E-modules F and all n  0, F ⊗E Ln is
generated by its global sections, and H1Y;F ⊗E Ln = 0.
Proof. To derive (i) from (ii), it sufces to note that G ⊗O Ln ∼= G ⊗O
E ⊗E Ln and that G ⊗O E is a coherent right E-module. The other im-
plication results from the surjective OY -linear map F ⊗O Ln → F ⊗E Ln.
If F ⊗O Ln is generated by its sections, so is F ⊗E Ln. The vanishing
of cohomology also follows because, since Y is a curve, H1 is a right
exact functor.
Lemma 6.2. Let Y be a projective curve.
(i) A sequence Ln is ample if Ln has nite length for n 0.
(ii) Let E be a coherent OY -algebra, let Ln be an ample sequence
of left E-modules, and let N be coherent right E-module. Then the sequence
N ⊗E Ln is ample.
(iii) Let Ln → Mn → Nn → 0 be a sequence of exact sequences of
coherent sheaves on Y . If Ln and Nn are ample, then Mn is ample.
(iv) Let Ln be an ample sequence of coherent sheaves on Y , and
let σn be a sequence of automorphisms of Y . Then the sequence Lσnn  is
ample.
Proof. The rst assertion is clear and (ii) follows directly from
Lemma 6.1.
(iii) Suppose that Ln and Nn are ample, and let G be a coherent
sheaf on Y . Then
G ⊗Ln
φn−→ G ⊗Mn→ G ⊗ Nn→ 0
is exact for every n, and as H1 is right exact H1G ⊗Mn = 0 for n  0.
Let Dn denote the image of φn. Since G ⊗ Ln is generated by its global
sections and has vanishing H1 for large n, the same is true for Dn. Then,
for large n, the exact sequence
0→ Dn→ G ⊗Mn→ G ⊗ Nn→ 0
shows that the global sections of G ⊗ Nn lift to global sections of G ⊗Mn.
This, together with the fact that Dn and G ⊗ Nn are generated by global
sections, shows that G ⊗Mn is also generated by its sections, as required.
(iv) Let G be a coherent sheaf on Y . We must show for n  0, that
G ⊗ Lσnn is generated by its sections, and H1G ⊗ Lσnn  = 0. We pull back
the tensor product using σ−1n : It sufces to show that for n 0, Gσ
−1
n ⊗Ln
is generated by global sections and has vanishing H1. We write G as quo-
tient of a sum of invertible sheaves O−Z, where Z is a divisor supported
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on the nonsingular locus of Y . Since tensor products and H1 are right ex-
act, it sufces to prove the lemma in the case when G = O−Z. In this
case, Gσ
−1
n = O−σnZ. We note that the degree of the divisor σnZ on a
component Y0 of Y takes on only nitely many values. It follows from the
RiemannRoch theorem that, if 1 is a divisor on Y whose degree on each
component is sufciently large, then O1 − σnZ is generated by global
sections for every n. We choose such a divisor and obtain, for every n,
a surjective map from a sum of copies of O−1 to Gσ−1n . Again because
tensor products and H1 are right exact, we are reduced to showing that
O−1 ⊗Ln is generated by its sections and has vanishing H1. This is true
because the sequence Ln is ample.
Corollary 6.3. Let E, E′ be orders in A, and let Ln be an ample
sequence of invertible lattices, with ELn = E and E′Ln = E′τ
n
. Then
(i) for all coherent right E-modules F and all n 0, the sheaf F ⊗E Ln
is generated by global sections as an OY -module, and H1Y;F ⊗E Ln = 0;
(ii) for all coherent left E′-modules F , the sheaf Ln⊗E′τn F τ
n
is generated
by global sections as an OY -module, and H1Y;Ln ⊗E′τn F τ
n = 0, for all
n 0.
Proof. The rst assertion follows directly from Lemma 6.1. To prove
(ii), we pull back via the automorphism τn. It sufces to show that Lτ
−n
n ⊗E′
F is generated by its sections and has vanishing H1. By Lemma 6.1 and
leftright symmetry, it sufces to show that Lτ−nn  is an ample sequence.
Now as OY -modules, Lτ
−n
n
∼= Lσ−nn . So Lemma 6.2(iv) applies.
Proposition 6.4. Let R be an algebra which satises (). The sequences
of invertible lattices Rn, Bn and B′n dened in Theorem 5.15 and (5.25)
are ample.
Proof. Since Rn ⊆ Bn and Rn ⊆ B′n for large n, it sufces by
Lemma 6.2(i), (iii) to show that Rn is ample. In order to prove this,
it sufces to prove the following assertion: For every simple point p of
Y , there is an integer n such that Rn contains a subsheaf isomorphic to
Ep = E ⊗O Op. Assume that this has been proved. The inclusions
RiR
τi
j ⊂ Ri+j show that, for any positive divisor 1 supported at sim-
ple points of Y and for n  0, Rn contains a subsheaf isomorphic to
E ⊗O O1. Now, if 1k is a sequence of Cartier divisors on Y whose de-
grees on each irreducible component of Y tend to ∞ with k, then the
sequence of invertible sheaves O1k on Y is ample [Ha, Exercise III.5.7
and Corollary IV.3.2]. By Lemma 6.1(ii), the sequence E ⊗O O1k is also
ample, and Lemma 6.2(i), (iii) show that Rn is an ample sequence.
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It remains to prove the assertion. Let p be a simple point of Y and
t ∈ K a local parameter at p. Then the left E-module spanned by 1; t−1
contains Ep. Because Q is the graded ring of fractions of R, we can write
t = βα−1 for some α;β ∈ Rn whenever n is sufciently large. Then
Rn ⊇ Eα+ Eβ = E + Et−1α ⊃ Epα;
as required.
We now move to a discussion of twisted homogeneous coordinate rings.
Let E be an order in A on the curve Y , and let B1 be an invertible lattice
with EB1 = E and E′B1 = Eτ. Set
B0 = E and Bn = B1 •Bτ1 • · · · •Bτ
n−1
1 : (6.5)
Following Van den Bergh [VdB], we call  = E;B1y τ = ⊕n≥0Bn a sheaf
of bimodule algebras, or simply a bimodule algebra. Multiplication on  is
dened by the tensor product formula Bi •B
τi
j = Bi+j for i; j ≥ 1.
Van den Bergh [VdB] denes an E;E-bimodule differently, as a co-
herent sheaf eB1 on Y × Y whose support is nite over each factor, and
with the structure of a left module over pr∗1 E ⊗ pr∗2 Eop. This denition
is nicer because the automorphism τ can be absorbed into the bimodule
structure. However we will not use it here.
A graded right module N over a bimodule algebra  is a sequence of
quasi-coherent Eτ
n
-modules Nn with compatible maps
Ni ⊗Eτi Bτ
i
j −→ Ni+j : (6.6)
The module N is called coherent if Ni is coherent for all i and if the maps
(6.6) are surjective when i is sufciently large. A graded left -module is
dened analogously, as a sequence of quasi-coherent E-modules with com-
patible maps
Bi ⊗Eτi N τ
i
j −→ Ni+j : (6.7)
In order to simplify our notation in the rest of the paper, we will frequently
write ⊗ for the tensor product ⊗Eτn over the appropriate shift of E. The ring
over which we are tensoring will be clear from the context. The • notation
is reserved for tensor products of invertible lattices, as before.
Proposition 6.8. Let  = E;B1y τ be a sheaf of bimodule algebras.
Then
(i) a graded -module is noetherian if and only if it is coherent, hence
 is graded noetherian;
(ii) the category of coherent right -modules is abelian.
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Proof. (i) By symmetry, and by standard arguments [VdB, Proposi-
tions 3.5 and 3.6], it is enough to prove that every graded right ideal
I = ⊕Ii of  is generated by nitely many of its graded parts Ii. Let B∗i
denote the dual lattice of Bi, as in (1.13). Then IiB
∗
i and J =
P∞
i=1 IiB
∗
i
are right ideals of E. Since E is noetherian, J = Pti=1 IiB∗i , for some t.
Then for m ≥ t, Im =
Pt
i=1 IiB
∗
i
•Bm =
Pt
i=1 IiB
τi
m−i, and I is nitely
generated, as required.
(ii) If  were flat over Y , then this would follow from [VdB,
Proposition 3.6(iii) and Corollary 3.8]. Since  is flat over E the proof
carries over.
Dene the tail M0 of a graded module (or sheaf of modules) M to
be the sum ⊕i≥nMi, for n sufciently large. A noetherian graded right
-module N will be called a torsion module if N0 = 0 for n  0. We de-
note by gr- the quotient category of noetherian graded right -modules,
modulo torsion. As usual, this quotient category can also be interpreted as
the category of tails N0 of noetherian graded -modules.
Proposition 6.9. The tensor product ⊗E denes an equivalence of
categories
mod-E −→ gr-;
where mod-E denotes the category of coherent sheaves of right E-modules.
Similarly, the map sending a coherent left E module F to ⊕i≥0Bj ⊗ F τj
denes an equivalence of categories E-mod→ -gr.
Proof. By symmetry, and taking the differences between (6.6) and (6.7)
into account, it sufces to prove the assertion for right modules. The equiv-
alence we wish to establish is induced by the map θ that sends a coherent
right E-module F to the graded -module θF  = F ⊗ . In order to de-
ne a functor φ in the other direction, let N = ⊕Ni be a graded, coherent
-module, and set Pi = Ni ⊗ B∗i . There are canonical maps Pi → Pi+j
dened by
Pi = Ni ⊗B∗i = Ni ⊗Bτ
i
j
•B∗i+j → Ni+j ⊗B∗i+j = Pi+j;
and we dene φN  to be the class of lim−→Pi. Because N is coherent and
Bi are invertible, Pi = Pi+1, for i 0. Thus, φN  is a coherent E-module
with θφN 0 ≈ N0, for large i. Conversely, φθF  ≈ F .
As above, let E be an order in A on the curve Y , and let B1 be an invert-
ible lattice with EB1 = E and E′B1 = Eτ. If Bn = B1 •Bτ1 • · · · •Bτ
n−1
1 
is an ample sequence of sheaves, we say that B1 is an ample lattice. If B1
is an ample lattice, we dene the twisted homogeneous coordinate ring, or
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twisting ring for short, to be the ring B = BE;B1y τ = ⊕i≥0Bn, where
B0 = E,
Bn = H0Y;Bn for n ≥ 0; (6.10)
and Bn = Bnzn. Multiplication in B is induced by multiplication in the
bimodule algebra B, with the convention that zβ = βτz.
Corollary 6.11. Let B1 be an ample lattice, with associated twisting ring
B = BE;B1y τ and bimodule algebra  = E;B1y τ. Dene a functor
3 x gr-→ gr-B as follows: If M = ⊕i≥0Mi be a coherent right -module, set
3M = ⊕i≥0H0Y;Mizi. Then
(i) The functor 3 is an equivalence of categories, its quasi-inverse being
⊗B :
(ii) The categories gr-B and mod-E are equivalent via the functor that
sends F ∈ mod-E to the tail ofM
n≥0
H0Y;F ⊗E Bnzn:
(iii) The categories B-gr and E-mod are equivalent via the functor that
sends F ∈ E-mod to the tail of
0∗F  =
M
n≥0
H0Y;Bn ⊗Eτn F τ
nzn:
(iv) B is a noetherian two-dimensional algebra.
Proof. Parts (i) and (iv) follow from Proposition 6.8 and [VdB, Theo-
rem 5.2]. (A couple of comments about Van den Bergh’s result are in order.
First, [VdB] contains the hypothesis that k is algebraically closed, but this
is not used in the proof of [VdB, Theorem 5.2]. Secondly, [VdB] denes
B0 = X rather than B0 = E. Clearly, this does not affect the validity of part
(i) while, by [AS, Lemma 1.14], the truth of part (iv) is also unaffected.)
Parts (ii) and (iii) then follow from Proposition 6.9.
7. SEMIPRIME NOETHERIAN RINGS OF DIMENSION TWO
Assume in this section that k is innite. The object of this section is to
prove the following two theorems.
Theorem 7.1. A two-dimensional algebra R is right noetherian if and only
if it is left noetherian, if and only if () holds for some Veronese Rn.
In particular, this theorem implies that, if Rn satises (), then R is a
nitely generated algebra, justifying a comment made in Remark 2.12.
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Theorem 7.2. (i) Let R = ⊕i≥0Rn be a two-dimensional algebra such
that some Veronese Rm satises (), let Y denote the stable model for R, in
the sense of Denition 5.12, and let R′n = OYRn. Then, for n 0, the natural
embedding Rn ⊂ R′n induces an equality Rn = H0Y;R′n.
(ii) Assume that R = ⊕i≥0Rnzn is a nice algebra in part (i) and set Rn =
OYRn. Then, R has nite codimension in the algebra eR = ⊕H0Y;Rnzn.
The multiplication in eR is the natural one induced from that of QR =
Az; z−1y τ.
The only reason for the distinction between parts (i) and (ii) of the theo-
rem is that the multiplication in ⊕H0Y; eRn is more awkward to describe.
The next result provides some easy consequences of the theorem.
Corollary 7.3. Let R = ⊕i≥0Rnzn be a nice algebra. Then
(i) R has nite codimension in a twisting ring B = BE;B1; τ if and
only if R satises ().
(ii) Suppose that R satises (). Then, possibly after replacing R by
some Veronese ring, there exists a twisting ring B = BE;B1; τ such that
R≥1 = ⊕i≥1Ri is a left ideal of B.
(iii) Let R, B and E be dened as in part (ii). Then, there exists an
essential left E-submodule R1 of B1 such that
(a) 1 ∈ H0Y;R1 and R1 = B1 locally on every nite orbit of σ on Y ,
(b) If Rn = B1 ⊗ Bτ1 ⊗ · · · ⊗ Bτ
n−2
1 ⊗Rτ
n−1
1 , then Rn = H0Y;Rn,
for all n 0.
(iv) If R, B and E are as in part (ii), then the categories gr-R, gr-B and
mod-E are all equivalent. This equivalence sends a sheaf of right E-modules
F to the R-module ⊕i0H0Y;F ⊗E Rizi:
Proof. (i) Corollary 5.27(iv) implies that R ⊆ B, for any nice algebra
R. By Corollary 5.24 and (5.25), () holds for R if and only if Rn = Bn
for all n 0. Thus, the result follows immediately from Theorem 7.2.
(ii) Replacing R by some Veronese ring, we may assume that Rn =
H0Y;Rn for all n ≥ 1. The sheaf B1 is dened by (5.25). Then, as in
(6.10), B = ⊕i≥0Bnzn, where Bn = H0Y;Bn. By taking global sections of
the equation Bn •Rτ
n
m = Rn+m from (5.26), it follows that BnR
τn
m ⊆ Rn+m
for all n ≥ 1 and all m 0.
(iii) This follows from part (ii) and Theorem 5.15.
(iv) By [SZ, Proposition 2.7] and its proof, gr-B is equivalent to gr-R
via the map that sends a right B-module M to M ⊗B R0. The result there-
fore follows from Corollary 6.11(ii).
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Part (ii) of this corollary is illustrated by Examples 5.13 and 5.14.
The latter example is just the twisting ring BE;B1; τ, where E =
O1 +M2O11, B1 = E ⊗O1 O11 and τ is given by conjugation by( 1 1
0 1

, as predicted by (0.2). However, the former example is more
interesting:
Example 7.4 (Continuation of Example 5.13, and Example 2.7). Keep
the notation of those two examples. Thus, E = M2O1. By the
observations from the end of Sect. 5, B1 = E ⊗O1 O11 and so
B = BE;B1y τ = M2U, where U = kx; y/xy − yx − x2, as in
Example 2.7. By the computations of Example 5.13 it is easy to check that
Rn = Bn−1Rτ
n−1
1 , for all n ≥ 1, that the conclusion of Theorem 7.2 holds
for all n ≥ 1 and that R≥1 is a left ideal of B. It follows from [SZ], or di-
rectly, that B is a nitely generated left R-module, but that BR is innitely
generated.
The proof of the theorems will distinguish several cases. We rst con-
sider an intermediate case dened by the next lemma, then deal with rings
satisfying () and, nally, deal with the general case.
Lemma 7.5. Let R be a two-dimensional algebra which satises () and
adopt the notation of Theorem 5.15 and (5.25). Then, the following are equiv-
alent.
(i) The gap lattice G, as dened in (5.23), is the product lattice E′E.
(ii) For n 0, Rn generates Bn as right Eτn -module.
(iii) For i; j  0, RiRτ
i
j = Ri+j .
These conditions hold if R is generated in degree 1.
Proof. The implications (i) ⇒ (ii) ⇒ (iii) ⇒ (i) follow from (5.25),
(5.26), and (5.18).
Denition 7.6. We say that a nice algebra R satises (′) if the equiv-
alent conditions of Lemma 7.5 are satised and if, in addition, Si = Ri for
all i ≥ 1, in the notation of Theorem 5.15.
This nal condition in this denition is harmless in the sense that, by
Theorem 5.15, it can always be achieved by replacing R by some Veronese
subring. It is easy to nd rings satisfying (′), and here is a typical method
that will be used in this paper. Let R be a order satisfying () and take
S to be the k-subalgebra generated by Rnzn, with the grading adjusted so
that S1 = Rnzn. If n is large enough so that A is generated by Rn, then it
is routine to check that S satises () and so, modulo passing to a further
Veronese, Lemma 7.5 says that S does satisfy (′).
We begin with a preliminary result.
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Lemma 7.7. Let R be a two-dimensional algebra which satises (), let I
be a non-zero, σ-invariant ideal of O = OY , and set eO = O/I , eE = E/IE andeRn = Rn ⊗O eO. Let S denote the set of points of X lying over the support ofeO, and let un ∈ Rn be an element which has maximal pole at all points of S. If
n 0, the canonical maps fnx Rnu−1n → H0Y; eE and gnx Rn→ H0Y; eRn
are surjective.
Proof. Recall that Rn is invertible, for large n. Since un has maximal
pole on S, its residue generates eRn, i.e., eRn = eEun for n  0. There-
fore fn is surjective if and only if gn is surjective. Let Vn denote the im-
age of the map fn. For given n, the validity of the lemma is indepen-
dent of the choice of un, because if u; v ∈ Rn have maximal poles on S,
then uv−1 is invertible on Yu, hence it is invertible in eE. Let i; j  0 and
i+ j = n. By (2.10), we may choose un = uiuτ
i
j . This being done, the equa-
tion Riu−1i Rju−1j µ◦τ
i ⊆ Rnun, where µ denotes conjugation by ui, holds
at all points in the support of O/I . Hence
ViuiV τ
i
j u
−1
i  ⊆ Vi+j;
and Vi ⊆ Vn. Therefore, the sequence Vi is essentially constant. We choose
i; j large enough so that Vi = Vn = Vj = V . Then the last displayed equation
shows that V = uiV τiu−1i and hence that V is closed under multiplication.
So V is a subring of eE.
The ring kRnu−1n  generated by Rnu−1n is the afne ring EYun, by the
denition of Y , and so it maps surjectively onto H0Y; eE. So V generateseE, and, as it is a subring, it is equal to eE.
We will now begin the proof of Theorem 7.2 in the case that R satises
(′); so suppose we are given such an order. As in (6.10), we dene two
graded rings by setting G = ⊕nGnzn and B = ⊕nBnzn, where
Gn = H0Y;Rn and Bn = H0Y;Bn:
Multiplication is induced by the usual tensor product formulae (5.26), and
with the usual commutation relation for z. As elsewhere, we write Gn =
Gnz
n, etc. Thus B = BY;By τ is a twisting ring, and so B is noetherian by
Corollary 6.11. Since Rn = Sn for all n ≥ 1, Corollary 5.27(iii) implies that
R ⊆ G ⊆ B, and (5.26) implies that G≥1 is a left ideal of B. We must show
that Rn = Gn for n 0.
If F is a left E-module, we use the notation
0∗F  =
M
n
H0Y;Bn ⊗Eτn F τ
nzn; (7.8)
as in Corollary 6.11(iii). So 0∗F  is a left B-module and 0∗E = B.
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Lemma 7.9. If R satises (′), then RB, RG, and GR are nitely generated
modules.
Remark. In general BR will not be nitely generated, as is illustrated by
Example 7.4.
Proof. It sufces to show that RB is nitely generated. Indeed, if this
is the case, then RG is nitely generated, since G≥1 is a left ideal of the
noetherian ring B. By leftright symmetry GR is nitely generated.
By Lemma 7.5(ii), we can choose i0 large enough so that Ri generates Bi
as a right Eτ
i
-module for all i ≥ i0. For such i we obtain a surjective map
Ri ⊗k Eτi → Bi → 0 of right Eτi -modules. We tensor on the right with Bτ
i
j ,
obtaining a surjection
Ri ⊗k Bτ
i
j → Bi+j → 0:
Applying the functor H0Y;  yields a map ψx Ri⊗k B
τi
j → Bi+j . By Propo-
sition 6.4, Bτij  is an ample sequence and so ψ is surjective if j is suf-
ciently large. We may choose j0 large enough so that ψ is surjective for each
of the indices i = i0; : : : ; 2i0 − 1 and for all j ≥ j0. Then B1 + · · · + Bi0+j0
spans B as a left R-module.
Lemma 7.10. Suppose that (′) holds for the two-dimensional algebra R.
Then there exists a nonzero, σ-invariant sheaf of ideals I ⊆ OY such that the
B;G-bimodule 0∗IR10 is contained in R.
Proof. Recall that (′) and (5.26) together imply that Rn = Sn =
Bn−1 •R
τn−1
1 for all n. The rings R and B are two-dimensional algebras with
the same Goldie quotient ring. Therefore, B/RR is a torsion module
while, by Lemma 7.9, RB/R is nitely generated. By [GW, Lemma 7.3] it
follows that right annihilator U = r-annRB/R contains a homogeneous,
regular element u; one simply picks u to annihilate each homogeneous
generator of RB/R). Similarly, the left annihilator V = `-annRG/R con-
tains a regular element, hence so does W = UV ⊆ R. Note that W is an
B;G-bimodule. Since W is a left ideal of B, Corollary 6.11(iii) shows that
there is a sheaf of left ideals W of E such that W0 = 0∗W 0. Similarly,
(5.26) implies that G0 = 0∗R10. Since W ⊆ G, it follows that
Wn = H0Y;Bn−1 ⊗W τ
n−1zn ⊆ Gn = H0Y;Bn−1 ⊗Rτ
n−1
1 zn:
If n is large enough so that both Bn−1 ⊗ W τn−1 and Bn−1 ⊗ Rτ
n−1
1 are
generated by their sections, this implies that Bn−1 ⊗W τn−1 ⊆ Bn−1 ⊗Rτ
n−1
1
and hence that W ⊆ R1.
Thus N = R1/W is a coherent sheaf of torsion modules over O = OY ,
and we claim that N is supported on the xed locus F of σ . Assume this to be
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true. Then, all powers of ˝ = Tp∈F ˝X;p are σ-invariant and some power
I = ˝r will annihilate N . Therefore, if I is the sheaf of ideals dened by
I, then W will contain IR1. Thus, W ⊇ 0∗IR1 and the lemma follows.
It remains to prove the claim. As usual, we write W = ⊕i≥0W izi. Let
p ∈ Y be a point of innite order. In order to prove the claim, we need to
show that p 6∈ SuppR1/W  and to do this it sufces to nd, for all n 0,
an element wn ∈ W n that generates the E-module Rn locally at σ−np (see
Corollary 6.11(iii)). Fix a regular element αi ∈ W i. Then, αi will span Bi
locally at all but nitely points q ∈ Y . Thus, it certainly spans Bi locally at
σ−np provided that j = n− i 0. Next, as Rj is invertible and spanned
by Rj , we can pick βj ∈ Rj that spans Rj locally at σ−jp. Thus, βτ
i
j spans
Rτ
i
j locally at σ
−np. Finally, as W is a right G-module, αiβτ
i
j ∈ W n and,
as Rn = Bi •Rτ
i
j , the element αiβ
τi
j spans Rn locally at σ
−np.
Lemma 7.11. Theorem 7.2 is true if R satises (′).
Proof. Let I be dened by Lemma 7.10 and note that RnI = IRn ∼=
IE ⊗E Rn, since I is central and Rn is invertible (Theorem 5.9). We set
Jn = H0Y;IRn and J = ⊕n≥1Jnzn. So J is a right ideal of G. Similarly,
(5.26) implies that J is a left ideal of B and hence of G. But Lemma 7.10
ensures that J0 ⊆ R. Consequently, J0 is an ideal of R that kills G/R on
both sides.
Set eRn = Rn/IRn as in Lemma 7.7. Because Rn is an E;E′-ample
sequence, applying H0 to the exact sequence
0 −→ IRn −→ Rn −→ eRn −→ 0
yields an exact sequence
0 −→ Jn −→ Gn −→ H0Y; eRn −→ 0
for all n 0. If n is large, then Jn ⊆ Rn ⊆ Gn and by Lemma 7.7 the map
Rn → H0Y; eRn is surjective, by Lemma 7.7. It follows that Rn = Gn for
n 0, as required.
We now turn to the proofs of Theorems 7.1 and 7.2 for the case when
() holds for R. We x n  0, and we let C = ⊕i≥0Cizni denote the
k-subalgebra of R generated by Rn = C1. Then C satises (′), and the
lattice spanned by Ci is
Ci = RnRτ
n
n · · ·Rτ
i−1n
n :
This lattice is invertible by Theorem 5.9(iv) and Proposition 1.14(iii). Also,
the stable model Y for C and for R will be the same, provided that n is
sufciently large. To see this, we note that, for n  0, both models are
smooth at points of innite order 5.9(ii), and that Ck = Rnk at the xed
points (5.17).
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Lemma 7.12. ECi = ERj for all i; j  0. Thus, in the notation of
Corollary 5.8, ECi = E.
Proof. This follows from Lemma 5.17 at the xed points, and from
Proposition 1.14(iii) at the points of innite order.
Since C satises (′), Lemma 7.11 implies that
RnR
τn
n · · ·R
τi−1n
n = Ci = H0Y;Ci for i 0: (7.13)
If Dn is the divisor sequence for R, as in (2.3), then the divisor sequence
for the ring C is
Ei = Dn + σ−nDn + · · · + σ−i−1nDn:
We choose an integer 1 < s < n such that the support T of the gap divisor
 of R (see Denition 2.17) does not meet its translate by σ−s. This is
possible if n is sufciently large.
Lemma 7.14. (i) If n  0 and s is suitably chosen, the natural inclu-
sions Ci ⊆ Rni and Cτ
s
i−1 ⊆ Rni determine an exact sequence of coherent
sheaves
0 −→ Hi −→ Ci ⊕ Cτ
s
i−1
f−→ Rni −→ 0: (7.15)
(ii) For i 0, Hi is an invertible lattice, and the sequence Hi is ample.
Proof. (i) This is similar to the proof of [AS, Lemma 5.5]. The in-
clusion Ci ⊆ Rni is induced by the inclusion Ci ⊆ Rni, while the inclusion
Cτ
s
i−1 ⊆ Rni is induced by C
τs
i−1 ⊆ R
τs
ni−1 ⊆ Rni. In order to prove that f is
surjective, it sufces to prove it locally at each point p ∈ Y . At the xed
points, Rin = Ci, by (), so consider the points of innite order. By Theo-
rem 5.9(iv) and Proposition 1.14(iv), it sufces to prove the corresponding
statement for divisors. Thus we need to prove that Ei ∪ Eσ
s
i−1 ≥ Dni.
We prove this by induction on i, with the case i = 1 being trivial. Now,
Ei = Dn + σ−nEi−1. Thus, by induction,
Ei ∪ σ−sEi−1 =

Dn + σ−nEi−1
 ∪ σ−sDn + σ−s−nEi−2
≥ F x= σ−nDi−1n ∪Dn ∪ σ−sDn:
The choice of s and Corollary 2.18(ii) ensure that σ−sDn ≥ σ−n on each
innite orbit. Thus, Corollary 2.18(i) implies that F = Din, as is required to
prove that f is surjective. The sheaf Hi is then dened so that the sequence
(7.15) is exact.
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(ii) The sheaf Hi is an invertible lattice because the other three terms
are invertible. Locally at any point p ∈ Y , one of the two sheaves Cτsi−1
or Ci maps surjectively to Rni, hence Hi is isomorphic to the other one at
that point. To show that the sequence Hi is ample, we exhibit an ample
sequence of sublattices. We choose a large integer m so that m + s ≤ n.
Then by (2.1), R
τs
m ⊂ Rn and R
τs
m ⊂ R
τs
n , hence R
τjn+s
m ⊂ Rτ
jn
n , and also
Rτ
jn+s
m ⊂ Rτ
jn+s
n . Set
Ki = Rτ
s
mR
τn+s
m · · ·Rτ
i−1n+s
m :
Then Ki−1 ⊂ Ci and also Ki−1 ⊂ Cτ
s
i−1. The map +;− x Ki−1 → Ci ⊕Cτ
s
i−1
identies Ki−1 as a sublattice of Hi. Moreover, Ki is the sequence of
invertible lattices dened by the graded ring BY;Rτsm y τn, and so Proposi-
tion 6.4 implies that it is ample. Finally, for any i 0, Ki−1 = Hi at all but
a nite number of points p ∈ Y , simply because Ki−1 and Hi are both lat-
tices. Thus, by Lemma 6.2(i), (iii), the amplitude of Hi follows from that
of Ki.
Lemma 7.16. If R satises (), then Theorem 7.2 holds for some Veronese
of R.
Proof. By (7.13), H0Y;Ci ⊕ Cτ
s
i−1 = Ci ⊕ C
τs
i−1 and so, by Lemma
7.14(i), we have an exact sequence
Ci ⊕ C
τs
i−1
ψ→ H0Y;Rni → H1Y;Hi:
By Lemma 7.14(ii), the nal term is zero and so ψ is surjective for large i.
Since Ci + C
τs
i−1 ⊆ Rni ⊆ H0Y;Rni, it follows that Rni = H0Y;Rni for
all n; i 0.
We next wish to prove Theorem 7.1. Since R is right noetherian if and
only if Rm is right noetherian (Proposition 3.2) we may freely replace
R by a Veronese ring. Thus, by Lemma 7.16, we may suppose that the
conclusion of Theorem 7.2 holds for R. Given a nonzero graded right ideal
M = ⊕i≥0Mnzn of R, we write Mn = OYMn = MnOY . Thus Mn ⊆ Rn and
MiR
τi
j ⊆ Mi+j : We set Ji = MiR∗i .
Lemma 7.17. Let M be a graded right ideal of the right noetherian,
two-dimensional algebra R and keep the notation and assumptions of the last
paragraph. Then, for i; j  0,
(i) Ji is a right ideal of E which is independent of i;
(ii) in the notation of (5.25), MiB′
τi
j = Mi+j;
(iii) Mi is a right E′
τi -module.
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Proof. Since R∗i is a right E-module, so is Ji = MiR∗i . Since MiRτ
i
j ⊆
Mi+j , we have
Ji = MiRτ
i
j
•Rτ
i∗
j
•R∗i ⊆ Mi+jR∗i+j = Ji+j :
Hence Ji is an increasing family of right ideals of E, which stabilizes, say
to J , for i 0. This proves (i). Then for i; j  0, (5.26) implies that
MiB
′
j
τi = JRi •B′jτ
i = JRi+j = Mi+j;
which proves (ii). Finally, Mi+j = MiB′jτ
i
is a E′τ
i+j
-module, simply because
B′j is a right E
′τj -module.
Lemma 7.18. Keep the notation of Lemma 7.17. For large i, and all j  i,
the canonical map
Mi ⊗k R
τi
j −→ H0Y;MiRτ
i
j 
is surjective.
Proof. Recall that we are assuming that the conclusion of Theorem 7.2
holds for R. We x a large integer i, and we choose j0 large enough so that
Rj = H0Y;Rj if j ≥ j0. For such j, we form the exact sequence of right
E′τ
i+j
-modules
0 −→ Kj −→Mi ⊗k Rτ
i
j
fj−→ MiRτ
i
j −→ 0:
If we tensor the map fj on the right by B
′
k
τi+j , (5.26) implies that we obtain
the map fj+k. Therefore, Kj+k = Kj ⊗E′τi+j B′k
τi+j . Since B′k is an ample
sequence, it follows that H1Y;Kj = 0 if j  0. For such j, the map
H0Y;Mi ⊗k Rτ
i
j  −→ H0Y;MiRτ
i
j  is surjective, as required.
Lemma 7.19. Keep the notation of Lemma 7.17. Let k be large enough so
that the supports of  and σ−k are disjoint. Then, for large i and all j  i
one has
(i) MiR
τi
j +Mi+kRτ
i+k
j−k = Mi+j ,
(ii) The map H0Y;MiRτ
i
j  ⊕ H0Y;Mi+kRτ
i+k
j−k −→ H0Y;Mi+j is
surjective.
Proof. (i) By Lemma 7.17(ii), MiR
τi
j = Mi+j at all points q ∈ Y at
which Rτ
i
j = B′jτ
i
; that is, at all points q 6∈ Suppσ−i (see Lemma 5.21).
Similarly, Mi+kR
τi+k
j−k = Mi+j holds at all points at which Rτ
i+k
j−k = B′j−kτ
i+k
,
and these are the points q 6∈ Suppσ−i+k. By the choice of k, these two
sets cover Y .
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(ii) We form an exact sequence of right E′τ
i+j
-modules
0 −→ Lj −→ MiRτ
i
j ⊕Mi+kRτ
i+k
j−k −→ Mi+j −→ 0:
As in the proof of Lemma 7.18, one nds that Lj+k ∼= Lj ⊗ B′τ
i+j
,
hence that H1Y;Lj = 0 if j  0. The lemma follows by taking global
sections.
Lemma 7.20. Keep the notation of Lemma 7.17. Then
(i) The map Mi ⊗k R
τi
j  ⊕ Mi+k ⊗k R
τi
j−k −→ Mi+j is surjective
for i; j; k as in Lemma 7.19.
(ii) For large n, Mn = H0Y;Mn.
(iii) M is a nitely generated right ideal of R.
Proof. Combining Lemmas 7.18 and 7.19(ii) we nd that, for i; j; k as
above, the map
Mi ⊗k R
τi
j  ⊕ Mi+k ⊗k R
τi
j−k
ψ−→ H0Y;Mi+j
is surjective. Since Imψ ⊆Mi+j ⊆ H0Y;Mi+j, the rst two assertions of
the lemma follow. Part (iii) follows from (i).
Proof of Theorem 7.1. If some Veronese ring Rm of R satises (), then
Lemma 7.20 implies that Rm is right noetherian and so, by Proposition 3.2,
R is also right noetherian. By Lemma 2.13(ii), the opposite ring Rmop
satises (), and so Rop is right noetherian. Equivalently, R is left noethe-
rian. Conversely, if R is right noetherian, then Theorem 3.5 implies that
some Veronese ring Rm satises ().
Proof of Theorem 7.2. By Lemma 7.16, the theorem holds for some
Veronese ring S = Rm. Set Mi = ⊕j≥0Rmj+i, for 0 ≤ i ≤ m − 1. Up
to a shift of degree, this is a graded right S-module and so, applied to
this S-module, Lemma 7.20 implies that Rmj+i ∼= H0Y;OYRmj+i; for all
0 ≤ i ≤ m− 1 and all j  0:
Remark 7.21. Let R be a two-dimensional algebra such that some
Veronese ring Rm satises (). Although Theorem 7.2 appears to deter-
mine R in terms of innitely many pieces of geometric data, in the form of
the Rn, in fact only nitely many pieces of geometric data is required. In-
deed, for m sufciently large, Corollary 7.3 shows that Rm is determined
by Y;E;B1; τ and the left ideal Rm≥1 of BE;B1; τ. Then, as in the
proof of Theorem 7.2, the algebra R is determined (up to a nite dimen-
sional vector space) by Rm together with the modules Mi = ⊕k≥0Rki+m,
for 1 ≤ i ≤ m − 1. By the equivalence of Corollary 7.3(iv), one may also
regard these modules as objects in mod-E.
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By [AS, Proposition 6.1], the i-critical R-modules generated in degrees
m are in bijection with the i-critical Rm-modules, for any integer i. In this
way one may also relate gr-R to mod-E, as was done for domains in [AS,
Sect. 6]. For example, combined with Theorem 7.2, [AS, Proposition 6.1]
implies.
Corollary 7.22. Let R be a two-dimensional algebra such that some
Veronese ring Rm satises (), and let E denote the stable order for R. Then,
the simple objects in gr-R generated in degrees m are in one-to-one corre-
spondence with the simple E-modules.
The converse to Theorem 7.2 (and Theorem 5.15) is given by the next
result.
Theorem 7.23. With the notation of (0.11), suppose given: a σ-stable
complete model Y of K, an ample lattice B1 in A, and an essential left
EB1-submodule R1 of B1. Assume that 1 ∈ H0Y;R1 and that R1 = B1
locally on every nite orbit of σ on Y . Set Bn−1 = B1 •Bτ1 • · · · •Bτ
n−2
1 and
Rn = Bn−1 •Rτ
n−1
1 , for all n ≥ 1. Then R = k+⊕n≥1H0Y;Rn is a noethe-
rian nice algebra such that some Veronese Rm satises ().
Proof. In order for the theorem to make sense, we rst need to check
that R1 is invertible, with ER1 = E. As R1 is essential in B1, it is a
lattice. By hypothesis, invertibility is trivial on the nite orbits of σ , so
consider what happens locally at point p ∈ Y on an innite orbit. Then,
Theorem 5.9 applied to the twisting ring B = BE;B1; τ, shows that E is
a maximal order and so E = ER1 at p. Thus, by Proposition 1.15, R1 is
invertible.
By Theorems 7.1 and 7.2, it sufces to prove that some Veronese ring
of R is a nice algebra satisfying (). We replace R by some such Veronese
ring Rm so that the nite orbits of σ are singletons. Thus, (2.9c) holds.
If G = B∗1 •R1, then Rn = Bn •Gτ
n−1
and so Lemma 6.2 implies that Rn is
generated by its sections for all n  0. Since Rn is invertible and E is an
order in A, it follows that that A is generated (as a semisimple ring) by
those sections for all large n. Consequently, if we set z = 1 ∈ H0Y;R1, it
follows that R is an order in Q = Az; z−1y τ and hence that R is a nice
algebra. Conditions (2.9a), (2.9b), and (2.9c) follow from Lemma 1.13(iii)
combined with the fact that Rn = Bn on all nite orbits of σ .
In this theorem, it is the fact that R1 6= B1 that highlights the differ-
ences between the commutative and noncommutative situations. If one al-
lows R1 6= B1 to hold on a nite orbit of σ one can, for example, obtain the
non-noetherian, commutative ring k+ xkx; y by this construction. In con-
trast, algebras like Example 5.13 arise when R1 6= B1 on some innite orbit.
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We end this section by illustrating how these results can be used to de-
scribe rings that do not contain regular elements in degree one. In this
case, since the element z ∈ R1 does not exist, there is no reason to sup-
pose that our twisting is achieved by some automorphism τ (see Exam-
ple 7.25). Thus, we need a more general notion of twisted coordinate ring.
This is dened as follows: Let B1 be a E-bimodule (not necessarily con-
tained in A) and assume that B1 is locally projective on both sides with
B1 ⊗E B∗1 ∼= E and B∗1 ⊗E B1 ∼= E. If the sequence Bn = B1 • · · · •Bτ
n−1
1
is ample, then the bimodule algebra E;B1 = ⊕Bn and the twisting ring
B = BE;B1 = ⊕H0Y;Bnzn can be dened just as was done for ample
sequences of lattices in Sect. 6. However, as the twist τ has been absorbed
into the bimodule structure, z is now a dummy, commuting variable. Corol-
lary 6.11 still holds in this generality, with the same proof.
Proposition 7.24. Let R = ⊕i≥0Ri be a two-dimensional algebra that
satises a polynomial identity and such that RiRj = Ri+j , for all i; j  0.
Then, R is noetherian if and only if, up to a nite dimensional vector space,
R is the twisting ring BE;S1 of an ample bimodule S1.
Proof. ⇐ This is Corollary 6.11.
⇒ If R is noetherian, then so is each Rn, by Proposition 3.2. Thus, by
Theorem 3.5 we may choose m so that B = Rm is a nice algebra satisfying
(). Since B is PI, σ  <∞ and so () also holds. Thus, by Corollary 7.3,
B = BE;Bτ1 is a twisting ring. As usual, we write B = ⊕Bi = ⊕Bizi.
Let Mi = ⊕j≥1Rmj+i, as in the proof of Theorem 7.2, which we regard
as a graded B-bimodule, by shifting degrees; thus Rmj+i has degree j. Set
Mmj+i = OYRmj+i. Proposition 3.2 implies that Mi is a nitely generated
right B-module and so, as B is generated in degree one, Rmj−1+iB1 =
Rmj+i, for all j  0. Equivalently, Mmj−1+iBτ
j−1
1 = Mmj+i and therefore,
since B1 is a right Eτ-module, one sees that Mmj+i is a right Eτ
j
-module.
Similarly, it is a left E-module.
Fix j  0 and set Smj+i = Mmj+i. Then dene Smk+i = Mmj+i • Bτ
k
j−k∗,
for any 0 ≤ i ≤ n− 1 and all k ≥ 0. As in the proof of Theorem 5.15, this
is an E;Eτk-bimodule that is independent of the choice of j. By transport
of the right structure we regard these modules S` as E;E-bimodules. The
hypothesis that RuRv = Ru+v, for all u; v 0, translates into the equation:
Si+km ⊗E S1 =
(
Si+1+km if i < m− 1
Sk+1m if i = m− 1.
(The two cases are needed because of the way in which the modules Mi
were shifted to make them into B-modules.) Equivalently, SaSb = Sa+b, for
all a; b ≥ 1. Finally, R` = H0Y;S`, for all large `, by Lemma 7.20 applied
to the B-modules Mi. Thus, we have shown that, up to a nite dimensional
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factor, R is a twisting ring BE;S1. The amplitude of S1 follows from the
amplitude of B1 = S ⊗m1 .
Here is a typical example of the sort of ring that come up in the con-
struction of this proposition.
Example 7.25. Let C = kx; y, graded by degx = degy = 1, write
C0, respectively C1, for the elements of even and odd degree. As usual, we
grade matrix rings by dening the matrix units to have degree zero. Then,
set
R =
0BB@
C0 C0 C1
C0 C0 C1
C1 C1 C0
1CCA ⊃ R2 =
0BB@
C0 C0 0
C0 C0 0
0 0 C0
1CCA :
Clearly, R is generated in degree one and B = R2 satises (). In this
case, we nd that R = BE;S1, where
E =
0BB@
O1 O1 0
O1 O1 0
0 0 O1
1CCA and S1 =
0BB@
0 0 O1
0 0 O1
O1 O1 0
1CCA :
This example also shows that one really does need the more general form of
a twisting ring in Proposition 7.24, since S1 does not embed in the quotient
ring A of E and the twisting given by tensoring with S1 cannot be replaced
by an automorphism of A. Indeed, since R has no regular elements in odd
degrees, there is not even an element z ∈ R1 that one can use to dene the
automorphism τ.
8. NON-NOETHERIAN RINGS
In this section, k can be any eld. It is easy to write down nitely gener-
ated, non-noetherian, graded rings, standard examples being
eR =  kx; y kx; y
ykx; y k+ ykx; y
!
and eS =  kx kx
0 k
!
: (8.1)
Here, eR is a prime ring of GK-dimension 2, while its factor ring eS has
GK-dimension 1. The prime ideals P = ( 0 kx0 k  and M = ( kx kx0 0 
of S = eS have the following abstract properties.
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(8.2) S is a locally nite, left noetherian, but not right noetherian,
graded k-algebra of GK-dimension 1. Moreover, there exists a graded
maximal ideal M ⊇ S≥1 = ⊕i>0Si and a graded prime ideal P with
GK-dim S/M = 0 and GK-dim S/P = 1, such that PM = 0 but P ∩M is
a non-zero, torsion-free (and hence innite dimensional) left S/P-module.
One consequence of (8.2) is that there are bad linkages P M between
prime ideals of S, as summarized in the next result.
Lemma 8.3. Let S be a ring satisfying the properties of (8.2). Then P and
M are prime ideals of S with GK dim S/P > GK dim S/M , such that P M ,
in the sense that P ∩M/PM is neither torsion as a left S/P-module nor as a
right S/M-module. Also, there are innitely many ungraded maximal ideals Q
of S such that Q M .
Proof. Only the nal assertion needs proof. By [SW], S/Q is a noethe-
rian PI ring, for every prime ideal Q of S. If Q is such an ideal, and L
is a left S-module, let ρL;Q denote the torsion-free rank of L/QL;
that is, if D is the (ungraded) Goldie quotient ring of S/Q, then ρL;Q
is the length of D ⊗S/Q L/QL divided by the length of D. As S/P has
GelfandKirillov dimension one, it has innitely many maximal ideals
Q [SW] and ρM;Q = ρM;P for all but nitely many of them (see [Wa,
Theorem 4]). Since ρM;P = ρM/M ∩ P; P + ρM ∩ P; P > 1, this im-
plies that ρM;Q > 1 for innitely many Q. In particular, QM (Q ∩M
and Q M for any such Q.
Remark 8.4. Let S be a ring of GelfandKirillov dimension one for
which one of the conclusions of Lemma 8.3 holds; in other words, as-
sume that either P M , for prime ideals P and M with GK dim S/P >
GK dim S/M , or that there exist innitely many prime ideals Q such that
Q M , for one prime ideal M . Then S is not noetherian. Indeed, suppose
that S is noetherian. Then S is PI, by [SSW], and the two cases contra-
dict [KL, Corollary 5.4], respectively [Wa, Theorem 4].
The aim of this section is to prove the converse to this observation.
Lemma 8.5. Let R be a graded, semiprime Goldie ring and let P be an
essential, graded ideal of the Veronese Rn. There exists an essential, graded
ideal I of R such that In ⊆ P .
Proof. As in the proof of Proposition 3.2, set Li = LiR = ⊕kRi+nk,
for 0 ≤ i ≤ n − 1. We will regard the Li as indexed by n. Thus, the Li
are Rn-bimodules with LiLj ⊆ Li+j . Set Ki = L−iPLi + r-annRnL−iLi.
We rst show that each Ki is an essential ideal of Rn. Let Q denote the
graded quotient ring of R; thus, by Lemma 3.1, Qn = QRn. Moreover,
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RQn = Q and LiR = R ∩LiQ. Thus, LiQn = LiQ = QnLi, while,
as P is essential, PQn = Qn. Hence,
L−iPLiQ
n = L−iPQnLi = L−iLiQn
and so r-annRn L−iPLi = R ∩ r-annQn L−iPLiQn = r-annRn L−iLi.
Therefore, Ki = V + r-annV , where V = L−iPLi. Any such ideal is
essential.
The ideal we want is I = RJR, where J = Tn−10 Ki. First, J is essential,
so it contains a regular element α of Rn. Then, α is a regular element
of R contained in I and so I is essential. Next, since I = RJR, In =Pn−1
i=0 LiJL−i. However, W = Lir-annL−iLiL−i is a nilpotent ideal of
the semiprime ring Rn and hence is zero. Thus,
LiJL−i ⊆ LiKiL−i ⊆ LiL−iPLiL−i ⊆ P:
Hence, In ⊆ P , as required.
Theorem 8.6. Let R be a nitely generated, semiprime graded Goldie ring
with GK-dim R = 2. Suppose that R is not right noetherian. Then, R has a
factor ring S that satises the properties of (8.2) and (8.3).
Proof. As R is not noetherian, neither is R/Q, for some minimal prime
ideal Q. Since Q is automatically graded [NV, Theorem A.II.7.3], we
may replace R by R/Q and assume that R is prime. By [SW], R still has
GelfandKirillov dimension two and so R is a two-dimensional algebra, by
[AS, Theorem 1.1].
By Theorem 7.1, no Veronese ring Rn satises (). There are two pos-
sible cases: First, some Rn may not be nitely generated. In this case,
Rn≥1 will not be nitely generated as a right ideal and so, by the graded
version of Nakayama’s lemma, Rn/Rn≥1 2 will be a proper, non-noetherian
factor ring of Rn. Alternatively, suppose that Rn is always nitely gen-
erated. Then, some such Veronese ring is a nitely generated nice alge-
bra. Consequently, by Lemma 3.7, there exists a Veronese ring Rn with a
non-zero ideal F such that Rn/F is not right noetherian. In either case,
Lemma 8.5 implies that R has a proper factor ring 3 that is not right
noetherian either. By [KL, Proposition 3.15], GK-dim 3 ≤ 1.
Let J denote the nilradical of 3. By [SSW], 3/J is a nite module over
its noetherian center and J is nilpotent. Since 3 is not right noetherian,
some Ji/Ji−1 is not nitely generated as a right 3-module. Then Ji is not
nitely generated either. By Zorn’s lemma, there is a graded ideal I ⊇ Ji
which is maximal with the property that I3 is not nitely generated, and by
the graded Nakayama lemma, I/I3≥1 is not nitely generated. Then there
exists a maximal ideal L ⊇ 3≥1 such that I/IL is not nitely generated. Set
S = 3/IL, P = I/IL and M = L/IL. Thus, P is not nitely generated as a
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right S-module. We claim that P is a prime ideal of S. If not, then [SSW]
implies that there exists a graded ideal J)P such that JQ ⊆ P , for some
(graded) prime ideal Q)P . The maximality of P ensures that both J and
Q are nitely generated right S-modules. Hence, so is JQ. So X = P/JQ
is still innitely generated as a right S/M-module. This contradicts the fact
that X is a submodule of J/JQ, which is a nitely generated module over
the noetherian ring S/Q. Thus P must be prime.
In summary, P and M are prime ideals of S and the nilradical of S
is N = P ∩M , with N2 = 0. Also, N is innite dimensional and S/P is
noetherian, and GK-dim S ≤ 1. Since S is nitely generated, but innite
dimensional, GK-dim S = 1.
Sublemma 8.7. (i) The nilradical N is nitely generated as a left ideal.
(ii) S is left noetherian.
Proof. (i) Since PM = 0, we have PN = 0 and NM = 0. So N is
an A;B-bimodule, where A = S/P and B = S/M . It sufces to show
that N is nitely generated as a two-sided ideal, i.e., as a left A ⊗ Bop-
module, because B has nite dimension over k. As before, [SSW] implies
that S/N is a nite module over its nitely presented center Z. Thus,
S/N is nitely presented, and this implies that N is nitely generated as a
two-sided ideal. To see this, suppose that S/N = F/J, where F is a nitely
generated free k-algebra and J is a nitely generated two-sided ideal. The
projection F → S/N lifts to a surjective map F → S, and the image of J in
S is the ideal N , as required.
(ii) Since S/N is noetherian, this follows from part (i).
We return to the proof of the theorem. The sum tN of the nite di-
mensional, left S-submodules of N is nite dimensional and hence N/tN
is innite dimensional. This also implies that GK-dim S/P = 1. Thus, if
one replaces S by S/tN then S satises all the properties of (8.2) and
hence (8.3).
Finally, we remark that any ring S satisfying (8.2) is very close to the ringeS of (8.1). More precisely, that there is a factor S′ of S such that eS ↪→ S′
with S′ nitely generated as both a left and a right eS-module. The proof is
left to the interested reader.
9. GENERALIZATIONS
We retain the notation of (0.11), but we do not assume that the ground
eld k is innite. Indeed, the rst aim of this section is to extend the main
results of the paper to two-dimensional algebras over an arbitrary eld.
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Proposition 9.1. Let R be a noetherian two-dimensional algebra over a
eld k, and let k′ be a separable algebraic eld extension of k. Then R′ =
R⊗ k′ is noetherian if and only if R is noetherian.
Proof. It is clear that R is noetherian if R′ is. Conversely, suppose that
R′ is not noetherian. The data (0.11) carry over to k′ by base extension.
Since R is semiprime, so is R′. Also, R′ is a Goldie ring because the regular
elements S of R form an Ore set in R′, and S−1R′ = QA ⊗ k′ = Q′. In
other words, R′ is a two-dimensional algebra over k′. It is nitely generated
because R, being noetherian, is nitely generated. The assertion of the
proposition is trivial when k′ x k < ∞, so we may assume that k′ is an
innite eld, hence that the results of the previous sections are true for R′,
and we are free to replace k by a nite eld extension. We may also assume
that R is prime. Then every proper quotient of R has GK-dimension ≤ 1.
(See [AS, Theorem 1.2].)
If R′ is not noetherian then, by Theorem 8.6, it has a non-noetherian
quotient 3′ of GK-dimension 1. The image 3 of R in 3′ is also of GK-
dimension 1. Then, since 3′ is a quotient of 3⊗ k′, it follows that 3⊗ k′
is not noetherian. Since GK dimk3 ≤ 1, [SSW] implies that 3 satises a
polynomial identity and so, by [Rw, Ex. 7, p.180], 3⊗ k′ is also noetherian.
This contradiction proves the result.
Let k be a nite eld and let k′ be an innite separable extension of k.
Let R be a nice algebra over k and let ′ denote base change to k′. Since
the data in Theorems 5.9 and 5.15 are canonical, the next two corollaries
follow by descent.
Corollary 9.2. With the above notation, assume that the nice algebra
R′ = R ⊗k k′ satises (), and let Y ′, R′n, G′, be the stable model and the
lattices described in Theorems 5.9, 5.15 for R′. There exist canonical data
consisting of a stable model Y of K, and lattices Rn, G such that conditions
(i)(v) of Theorem 5.9 and (i)(v) of Theorem 5.15 hold for R. Moreover, R
is noetherian.
Corollary 9.3. With the above notation, assume that R is noetherian,
and let m be an integer such that the Veronese ring R′m satises (). Let
Y denote the stable model for Rm, in the sense of Corollary 9.2, and let
Rn = OYRn. Then Rn = H0Y;Rn for n 0. The analogues of Corollary 7.3
and Theorem 7.23 also hold for R.
The second generalization that can be made to the results of this paper
concerns the assumption, in the denition of a two-dimensional algebra,
that GK-dim R/P ≤ 2 for all minimal prime ideals P . Throughout, this
can be weakened to the assumption that GK-dim R ≤ 2. To make this
precise, assume that R is a nitely generated, semiprime Goldie, locally -
nite graded algebra with GK-dim R ≤ 2. (We have returned to the case
of nitely generated algebras since this is the case that interests us and, as
Theorem 7.1 shows, nite generation is automatic for the algebras we have
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been considering.) Let I2 = I2R denote the intersection of the minimal
prime ideals P of R such that GK-dim R/P = 2 and let I1 = I1R denote
the intersection of the remaining minimal prime ideals of R. Then, as I1
and I2 are incomparable, R has nite codimension in R/I1 ⊕R/I2. By con-
struction, R/I2 is a two-dimensional algebra (providing that it is non-zero)
and so it remains to consider R/I1. We may, in turn, write R/I1 = S ⊕ S′,
where S′ is nite dimensional and S has no nite dimensional algebra sum-
mands. Obviously, it sufces to study S. By [SSW], S is a noetherian ring,
nitely generated as a module over its center and so its structure is easy to
describe. The following lemma gives the required properties.
Lemma 9.4. Let S be a nitely generated, semiprime Goldie, locally nite
graded algebra such that GK-dim S = 1 and S has no nite dimensional
algebra summands. Then
(i) Pick a regular element z ∈ Sn and set T = Sn. Then, there exists
a semisimple artinian, nite dimensional k-algebra D, with an automorphism
θ, such that T has nite codimension in the Ore extension Dzy θ. In turn,
Dzy θ may be identied with the twisting ring B = BD;L; θ, for L = D.
(ii) gr-T ≈ mod-D.
Proof. (i) By [NV, Theorem C.I.1.6(2)], S does contain homogeneous
regular elements in positive degree. Since z ∈ T1, dimk Tm ≤ dimk Tm+1
for all m ≥ 1. However, since GK-dim T  = 1, dimk Tm is bounded above.
Thus, there exists m0 such that dimTm is constant and Tm+1 = Tmz = zTm,
for all m ≥ m0. Let QT  denote the graded quotient ring of T . For
any other regular, homogeneous element r ∈ T , one has Tmr = Tm+d,
for d = degr and m  0. Thus, zm+d = tr, for some t ∈ T , and so
QT  = T z−1. Write QT  = Dz; z−1y θ. It follows easily that QT m =
Tm for m  0 and so T has nite codimension in B = Dzy θ. Since
GK-dim D ≤ GK-dim Dzy θ − 1 = GK-dim T  − 1 = 0, the algebra
D is nite dimensional over k. Thus, the associated projective model W S
of ZD/k consists of a nite number of points and W S-modules are
equal to their global sections. In particular, B can be identied with the
twisting ring B = BD;L; θ, for L = D.
(ii) Use the proof of [AZ, Examples 5.4 and 5.5].
One can view the lemma as saying that: S satises all the conclusions
of (7.1)(7.3), provided that one replaces Y by the variety W S. In this
statement, we again dene Sm to be nice if there exists a regular element
z ∈ Sm1 and we ignore all references to () or (). In fact, the analogue of
() automatically holds for B since, as the reader may check, B = ⊕Bizi
with Bi = D for all i and so PBiyp = 0, for all p ∈ W S.
Combining these observations with the results from Sect. 7, we obtain
Corollary 9.5. Let R is a nitely generated, semiprime Goldie, locally
nite graded algebra with GK-dim R = 2. Let I2 denote the intersection of
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the minimal prime ideals P of R such that GK-dim R/P = 2 and let I1
denote the intersection of the remaining minimal primes. Set Rν = R/Iν. Then
(i) R2 is a two-dimensional algebra, R1 has GelfandKirillov dimension
at most one, and R has nite codimension in R2 ⊕ R1.
(ii) Dene R to satisfy () or () if and only if R2 satises that condi-
tion. Then, up to a nite dimensional vector space, Theorems 7.1 and 7.2 and
Corollary 7.3 all hold for R, provided that one replaces Y by the projective
variety Y ∪W R1 of dimension one.
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GLOSSARY
Denitions are given in, or just above, the display whose number is
indicated. Notation is also established in (0.11).
2.9 ()
7.6 (′)
2.10 ()
6.10 ample lattice
6.1 ample sequence
5.25 Bn
6.6 
6.5 bimodule algebra
6.6 coherent -module
1.7 divisor divV 
2.3 divisor sequence Dn
5.12 E
5.15 E′
2.17 gap divisor 
5.15, 5.23 gap lattice G
6.9 gr-R, R-gr
1.10 invertible lattice
1.6 lattice
1.8 left order EL, right order E′L
8.3 linked prime ideals
0.1 nice algebra
1.7 norm N
1.14 normal lattice
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1.1 ν, the valuation
1.2 pole, PV 
1.7 PV;p
5.9 Rn
5.15 Sn
5.12 stable model Y , stable order E
6.9 tail M0 of a module M
1.13 tensor product of lattices, L •M
6.10 twisting ring
0.1 two-dimensional algebra
0.1 Veronese subring
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