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Abstract
Reaction–diffusion systems of activator–inhibitor type are studied on an N-dimensional ball
with the homogeneous Neumann boundary conditions. Under the condition that the activator
diffuses slowly, reacts rapidly and the inhibitor diffuses rapidly, reacts moderately, we show
that the system admits a family of spherically symmetric internal transition layer equilibria.
The method of proof consists of rigorous asymptotic expansions and a Lyapunov–Schmidt
reduction.
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1. Introduction
A two-component system of reaction–diffusion equations
ut ¼ d1Du þ f ðu; vÞ;
vt ¼ d2Dv þ gðu; vÞ;

xAOCRN ðNX1Þ ð1:1Þ
has been employed to describe nonlinear pattern formation phenomena in a number
of ﬁelds, such as ecological systems [15], morphogenesis in developmental biology
[5], chemical reactions [3,16], and in many areas of research (cf. [10] and references
therein).
From a viewpoint of mathematical analysis, therefore, it is important to
investigate how the ratios of diffusion and reaction effects of the participants u
and v inﬂuence pattern formation phenomena in system (1.1). In this paper, we deal
with the case where u diffuses slowly, reacts rapidly and v diffuses rapidly, reacts
moderately (see (1.3) for a precise meaning of the statement).
1.1. Transition layer solution
In connection with pattern formation, extensive mathematical analyses have been
directed to the study of singularly perturbed systems [2,7–9,12–14] such as
egut ¼ e2Du þ f ðu; vÞ;
vt ¼ DDv þ gðu; vÞ;
xAO
0 ¼ @u=@n ¼ @v=@n; xA@O;
8><
>: ð1:2Þ
where n stands for the unit outward normal vector on the boundary of a smooth
bounded domain O; e40 is a small parameter (called a singular perturbation
parameter or layer parameter), g and D are positive constants such that D ¼ Oð1Þ
as e-0: A typical nonlinearity ðf ; gÞ we encounter in application is qualitatively
given by
a FitzHugh–Nagumo model (Fig. 1)
f ðu; vÞ ¼ u  u3  v; gðu; vÞ ¼ u  v þ 0:2:
For more realistic examples, see Section 2.
In one-dimensional case ðN ¼ 1Þ; Fife [2] ﬁrst developed a method to construct
large amplitude (singularly perturbed) stationary solutions with boundary and
interior transition layers under the Dirichlet boundary conditions. The idea of Fife
was further extended by Mimura et al. [9] and Ito [8] to show the existence of
stationary internal transition layers for (1.2) with Neumann boundary conditions. As
for the stability of these solutions as an equilibrium of (1.2), Nishiura and Fujii [12]
established the so-called SLEP-method that characterizes the conditions for the
asymptotic stability (for large g), and using the SLEP-method Nishiura and Mimura
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[13] showed that the singularly perturbed stationary solutions undergo a Hopf-
bifurcation as g gets smaller, giving rise to oscillating internal layer solutions
(breathers).
In multi-dimensional case ðNX2Þ; the existence of stationary solutions of (1.2)
with boundary layers was ﬁrst established by Ikeda [7] under the Dirichlet boundary
conditions. Later, the existence of stationary internal layer solutions of a special type
for (1.2) was established by Ohta et al. [14]. However, results in multi-dimensional
domains, comparable to the one-dimensional versions as in [8,9,12,13], have not
been established. There is a reason for this state of matter, as it turns out that the
structure of equilibrium solutions for (1.2) and their stability property in multi-
dimensional domains are far more complicated and subtle than those in the one-
dimensional case. However, the situation could be different if we consider a system
with spatio-temporal scales different from (1.2).
In this paper, we are concerned with the following system of reaction–diffusion
equations
egut ¼ e2Du þ f ðu; vÞ;
evt ¼ DDv þ egðu; vÞ;
xAO;
0 ¼ @u=@n ¼ @v=@n; xA@O;
8><
>: ð1:3Þ
for which we establish results comparable to [8,9,12]. In this ﬁrst part of two series of
papers, we establish the existence of spherically symmetric equilibrium transition
layers for (1.3). In the second paper, we will establish a criterion for the asymptotic
stability of the transition layer. We also describe symmetry breaking bifurcation
from the spherically symmetric transition layer as the parameter D in (1.3) passes
critical values.
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Fig. 1. Nullclines of f ¼ 0 and g ¼ 0 for the FitzHugh–Nagumo model, with f ðu; vÞ ¼ u  u3  v and
gðu; vÞ ¼ u  v þ 0:2:
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2. Existence of spherically symmetric layers
We give precise assumptions on our problem and state an existence
result.
2.1. Assumptions
Throughout the remaining part of this article, we are always concerned with the
following system of reaction–diffusion equations
gut ¼ eDu þ e1f ðu; vÞ;
vt ¼ e1DDv þ gðu; vÞ;
xAO;
0 ¼ @u=@n ¼ @v=@n; xA@O;
8><
>: ð2:1Þ
on the ball of radius R:
O :¼ fxARN j jxjoRg NX2:
The conditions imposed on the nonlinearity ðf ; gÞ are as listed below.
(A1) The functions f and g are CN on R2: The equation f ðu; vÞ ¼ 0 has three sub-
branches of solutions
Cþ ¼fðu; vÞ j u ¼ hþðvÞ; vAIþ ¼ ðN; %vÞg;
C ¼fðu; vÞ j u ¼ hðvÞ; vAI ¼ ð
%
v;NÞg;
C0 ¼fðu; vÞ j u ¼ h0ðvÞ; vAI0 ¼ Iþ-I ¼ ð
%
v; %vÞg
such that
hðvÞoh0ðvÞohþðvÞ on I0:
(A2) If we deﬁne JðvÞ for vAI0 by
JðvÞ :¼
Z hþðvÞ
hðvÞ
f ðs; vÞ ds;
then JðvÞ has an isolated zero vAI0 such that J 0ðvÞo0:
(A3) fuðh7ðvÞ; vÞo0:
(A4) If we deﬁne G7ðvÞ ¼ gðh7ðvÞ; vÞ for vAI7; then
7G7ðvÞ40; d
dv
G7ðvÞ

v¼v
¼ G7v ðvÞo0 and gvðh7ðvÞ; vÞp0:
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Examples of the nonlinearity ðf ; gÞ are abundant in application:
* the FitzHugh–Nagumo model
ðFH2NÞ f ðu; vÞ ¼ u  u3  v; gðu; vÞ ¼ u  v þ 0:2;
for excitable media, and
* the Keener–Tyson version of the Oregonator model (Figs. 2 and 3)
ðK2TÞ f ðu; vÞ ¼ uð1 uÞ  vðu  qÞ
u þ q ; gðu; vÞ ¼ u  v;
or the Rovinsky–Zhabotinsky model
ðR2ZÞ f ðu; vÞ ¼ uð1 uÞ  2qav
1 v þ b
 	
u  1
u þ 1; gðu; vÞ ¼ u 
av
1 v;
for the BZ-reaction.
2.2. Main Theorem
We will consider equilibrium problem associated with (2.1):
0 ¼ eDu þ e1f ðu; vÞ;
0 ¼ e1DDv þ gðu; vÞ; xAO;
0 ¼ @u=@n ¼ @v=@n; xA@O:
8><
>: ð2:2Þ
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Fig. 2. Nullclines of f ¼ 0 and g ¼ 0 for the Keener–Tyson model.
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Theorem 2.1 (Existence of spherical internal layers). Under conditions (A1)–(A4),
there exist a constant e40 and a family of spherically symmetric solutions
ðueDðrÞ; veDðrÞÞ; r :¼ jxj; of (2.2) for eAð0; e which satisfies the following.
(i) lime-0 v
e
DðrÞ ¼ v uniformly on ½0; R:
(ii) For each d40; dominfR; R  Rg;
lim
e-0
ueDðrÞ ¼
hðvÞ
hþðvÞ

uniformly on
0prpR  d;
R þ dprpR;

where R ¼ ER with
E ¼ G
þ

½G

 1=N
where ½G :¼ Gþ  G ; G7 ¼ G7ðvÞ:
2.3. Lyapunov–Schmidt reduction
We prove Theorem 2.1 by using two propositions. These propositions will be
proved in Sections 3 and 4.
Under conditions (A1) and (A3), the boundary value problem
uzz þ cuz þ f ðu; vÞ ¼ 0 zAR;
uð0Þ ¼ h0ðvÞ limz-7N uðzÞ ¼ h7ðvÞ

has a unique solution ðcðvÞ; uðz; vÞÞ for each v near v: Moreover, uzðz; vÞ40 and
c0ðvÞ ¼ J 0ðvÞ=m2 where m :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ N
N
½uzðz; vÞ2 dz
s
: ð2:3Þ
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Fig. 3. Magniﬁcation of nullclines of f ¼ 0 and g ¼ 0 for the Keener–Tyson model near the left stable
branch u ¼ hðvÞ:
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In the sequel, the quantities in (2.3) will be used, and uðz; vÞ will be simply written
as uðzÞ:
Proposition 2.1. Assume that conditions (A1)–(A4) are satisfied. For each integer
kX0; there exist a constant e40 and a pair of functions ðUe;Dk ðrÞ;Ve;Dk ðrÞÞ; r ¼ jxj;
defined for eAð0; e so that the following statements hold true.
(i) The pair ðUe;Dk ðrÞ;Ve;Dk ðrÞÞ exhibits a sharp transition behavior near r ¼ R:
lim
e-0
Ve;Dk ðrÞ ¼ v uniformly on ½0; R;
and for each d40; dominfR; R  Rg;
lim
e-0
Ue;Dk ðrÞ ¼
hðvÞ on ½0; R  d
hþðvÞ on ½R þ d; R

uniformly:
(ii) The pair ðUe;Dk ðrÞ;Ve;Dk ðrÞÞ is an approximate solution of (2.2) in the following
sense. There exists a constant Ck40; independent of eAð0; e so that
je2DUe;Dk þ f ðUe;Dk ;Ve;Dk ÞjLNpCkekþ1;
jDDVe;Dk þ egðUe;Dk ;Ve;Dk ÞjLNpCkekþ2:
We will prove Proposition 2.1 in Section 3.
To prove the existence of ðueDðrÞ; veDðrÞÞ via a Lyapunov–Schmidt reduction, we
linearize (2.2) around the approximate solution of Proposition 2.1. We consider the
following linearized operator:
Le;Dk
j
c
 	
¼ L
e;0
k f
e;k
v ðrÞ
ge;ku ðrÞ Me;0k
 !
j
c
 	
; ð2:4Þ
where
L
e;0
k jðrÞ ¼ e2 jrr þ
N  1
r
jr

 
þ f e;ku ðrÞj;
M
e;0
k cðrÞ ¼
D
e
crr þ
N  1
r
cr

 
þ ge;kv ðrÞc:
Here derivatives are evaluated at the approximate equilibrium solution:
f e;ku ðrÞ :¼ fuðUe;Dk ðrÞ;Ve;Dk ðrÞÞ
and analogously for f e;kv ðrÞ; ge;ku ðrÞ and ge;kv ðrÞ:
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Let us now look for a solution of (2.2) near the smooth approximate
solution
We;Dk ðrÞ :¼ ðUe;Dk ðrÞ;Ve;Dk ðrÞÞ
constructed in Proposition 2.1. We set uðxÞ
vðxÞ
 
¼ We;Dk ðrÞ þ pðxÞ with p ¼ p1p2
 
;
substitute it into (2.2) to obtain
Le;Dk pþFðp; eÞ ¼ Re; ð2:5Þ
where Le;Dk is the linear operator deﬁned in (2.4) and
Fðp; eÞ ¼ f ðW
e;D
k þ pÞ  f ðWe;Dk Þ  f e;ku ðrÞp1  f e;kv ðrÞp2
gðWe;Dk þ pÞ  gðWe;Dk Þ  ge;ku ðrÞp1  ge;kv ðrÞp2
" #
;
Re ¼
e2DUe;Dk þ f ðWe;Dk Þ
D
e
DVe;Dk þ gðWe;Dk Þ
2
4
3
5:
It is evident that
jF ðp; eÞjLN ¼ Oðjpj2LNÞ as jpjLN-0
and that
jRejLN ¼ Oðekþ1Þ as e-0
from Proposition 2.1.
Let us consider an eigenvalue problem for Le;Dk with the homogeneous Neumann
boundary conditions.
lF ¼ Le;Dk F rAð0; RÞ; Frð0Þ ¼ 0 ¼ FrðRÞ: ð2:6Þ
Let us denote the eigenvalues of (2.6) by
f#lejgNj¼0; with R#le0XR#le1X?XR#lej-N:
Proposition 2.2. Assume that conditions (A1)–(A4) are satisfied. Let k; the
order of approximation, satisfy kX2: Then the following statements hold
for (2.6).
(i) There exists a constant l40 so that R#lejo l for jX1:
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(ii) The principal eigenvalue #le0 is real and satisfies
#le0 ¼ e#l þ Oðe2Þ with #l :¼
c0ðvÞ½G
T
NEN
R
40;
where T is given by
T :¼ ENGv ðvÞ þ ð1 ENÞGþv ðvÞo0:
The quantities c0ðvÞ; E and ½G are defined in (2.3) and Theorem 2.1.
(iii) Let Fe0 be an L
2-normalized eigenfuction of (2.6) associated with the principal
eigenvalue #le0: Then it satisfies
jFe0jL1 ¼ Oð
ﬃﬃ
e
p Þ and jFe0jLN ¼ O
1ﬃﬃ
e
p
 	
as e-0:
(iv) Let us also denote by Fe0 the eigenfunction of ðLe;Dk Þ; the L2-adjoint of Le;Dk ;
associated with #le0; normalized so that
/Fe0;F
e
0S ¼ 1:
Then it satisfies
jFe0jL1 ¼ Oð
ﬃﬃ
e
p Þ and jFe0jLN ¼ O
1ﬃﬃ
e
p
 	
as e-0:
Let us introduce Hilbert spaces Xrad and Yrad:
Xrad ¼ ½H2Nð0; R; rN1drÞ2CYrad ¼ ½L2ð0; R; rN1 drÞ2;
where
H2Nð0; R; rN1drÞ ¼ ffAH2 j frð0Þ ¼ 0 ¼ frðRÞg:
We decompose these spaces as
Yrad ¼ ½Fe0"N where N ¼ range Le;Dk ¼ ½Fe0>
and
Xrad ¼ ½Fe0"M where M ¼ Xrad-N:
We denote by E the projection onto Fe0 along Fe0: According to these
decompositions, (2.5) is equivalent to
#le0p þ/Fe0;FðpFe0 þ w; eÞS ¼ /Fe0;ReS;
Le;Dk wþ ðI  EÞFðpFe0 þ w; eÞ ¼ ðI  EÞRe:
(
ð2:7Þ
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The operator Le;Dk : M-N is not only an isomorphism, but also have a stronger
property. Namely, we have
Proposition 2.3. There exists a constant C40 such that
jpjLNpCjLe;Dk pjLN
for pAM and eAð0; e:
Propositions 2.2 and 2.3 will be proved in Section 4.
By using the estimates in Proposition 2.1(ii) and Proposition 2.2(iii), (iv), we have
jERejLN ¼ j/Fe0;ReSj  jFe0jLNpjRejLN j/Fe0; 1SjOð1=
ﬃﬃ
e
p Þ
¼Oðekþ1ÞOð ﬃﬃep ÞOð1= ﬃﬃep Þ ¼ Oðekþ1Þ;
jðI  EÞRejLN ¼ Oðekþ1Þ; j/Fe0;ReSj ¼ Oðekþ1þ1=2Þ:
It also follows from jFe0jLN ¼ Oð1=
ﬃﬃ
e
p Þ that
jFðpFe0 þ w; eÞjLN ¼ O
jpjﬃﬃ
e
p þ jwjLN
 	2 !
:
Therefore we set p ¼ ﬃﬃep pˆ in (2.7). By this scaling, (2.7) now reduces to
#le0pˆ þ e1=2/Fe0;Fð
ﬃﬃ
e
p
pˆFe0 þ w; eÞS ¼ e1=2/Fe0;ReS;
Le;Dk wþ ðI  EÞFð
ﬃﬃ
e
p
pˆFe0 þ w; eÞ ¼ ðI  EÞRe:
(
ð2:8Þ
We then have
jðI  EÞF ﬃﬃep pˆFe0 þ w; e jLN ¼ Oððjpˆj þ jwjLNÞ2Þ:
Applying the implicit function theorem to the second equation in (2.8), and using
Proposition 2.3, we obtain
w ¼ wðpˆ; eÞ where jwðpˆ; eÞjLN ¼ Oðjpˆj2 þ ekþ1Þ:
Substituting this into the ﬁrst equation in (2.8), we ﬁnally arrive at
#le0pˆ þ B2ðpˆ; eÞ ¼ B0ðeÞ; ð2:9Þ
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where
B2ðpˆ; eÞ ¼ 1ﬃﬃep /Fe0;Fð ﬃﬃep pˆFe0 þ w; eÞS;
B0ðeÞ ¼ 1ﬃﬃep /Fe0;ReS:
It is now evident that
jB2ðpˆ; eÞj ¼ Oðjpˆj2 þ e2kþ2Þ; jB0ðeÞj ¼ Oðekþ1Þ:
Since #le0 ¼ eð#l þ OðeÞÞ with #l40; by choosing kX2; and scaling as pˆ ¼ er; we
obtain unique solutions of (2.9):
pˆe ¼ ere ¼ eOðek1Þ ¼ OðekÞ:
Therefore, we have established the existence of the desired solution ðueDðrÞ; veDðrÞÞ
of (2.2), satisfying
ðueDðrÞ; veDðrÞÞ  ðUe;Dk ðrÞ;Ve;Dk ðrÞÞ ¼ peðrÞ
with jpejLN ¼ OðekÞ: Now, Proposition 2.1 completes the proof of Theorem 2.1. The
proof presented above is a generalization of the method in [6].
3. Construction of approximate solutions
In this section, we construct approximate solutions of (2.2). The accuracy of the
approximation is measured in terms of powers of the small parameter e40:
We are interested in constructing a solution of (2.2) which, for e40 small, exhibits
an internal transition layer near the interface G :¼ fxAO j jxj ¼ Rg for some
RAð0; RÞ: A priori we do not know the interface location jxj ¼ R: It is a part of our
problem to determine R in a sensible way. There are of course situations in which the
interfaces appear at several locations. However, we restrict our discussion here, for
the simplicity of presentation, to the situation in which only a single interface appears.
Our method of approximation consists of three parts.
(1) Outer expansion: Asymptotic expansion methods to deal with the behavior of
approximate solutions away form boundary layer regions;
(2) Inner expansion: Asymptotic expansion methods to deal with the boundary layer
regions;
(3) Matching: Procedures to join smoothly two (or more) boundary layers across
common boundaries (interfaces).
It is convenient to construct approximate solutions in two regions
O ¼ fjxjoRg and Oþ ¼ fRojxjoRg:
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We then join these two sets of approximate solutions smoothly across the interface
G : jxj ¼ R:
Let us therefore consider the following two sets of boundary value problems:
0 ¼ e2Du;e þ f ðu;e; v;eÞ;
0 ¼ DDv;e þ egðu;e; v;eÞ; xAO;
u;eðxÞ ¼ ae ¼PjX0 e jaj; v;eðxÞ ¼ be ¼PjX0 e jbj on G;
8><
>: ð3:1Þ
and
0 ¼ e2Duþ;e þ f ðuþ;e; vþ;eÞ;
0 ¼ DDvþ;e þ egðuþ;e; vþ;eÞ; xAOþ;
uþ;eðxÞ ¼ ae ¼PjX0 e jaj; vþ;eðxÞ ¼ be ¼PjX0 e jbj on G;
@uþ;eðxÞ=@n ¼ 0 ¼ @vþ;er ðxÞ=@n on @O ¼ @Oþ\G:
8>><
>>>:
ð3:2Þ
The boundary values for u;e (resp. v;e) and uþ;e (resp. vþ;e) on the interface G are
taken as the same constants. These values (namely, aj and bj ; j ¼ 1; 2;y) are to be
determined later when we smoothly join ðu;e; v;eÞ and ðuþ;e; vþ;eÞ across G: Since
we are looking for solutions which jump from the C-branch to the Cþ-branch
(cf. (A1)), we require b0Að
%
v; %vÞ and hðb0Þoa0ohþðb0Þ:
As we will construct spherically symmetric solution of (3.1)–(3.2), we may explain
our construction below from a dynamical system viewpoint, considering r ¼ jxj as a
‘‘time’’ variable. Once spherically symmetric solutions of (3.1) and (3.2) are obtained,
we have 2 two-dimensional surfaces
fðae; u;er ðRÞ; be; v;er ðRÞÞ j ðae; beÞAR2g
and
fðae; uþ;er ðRÞ; be; vþ;er ðRÞÞ j ðae; beÞAR2g
at the instant r ¼ R: Note that u7;er ðRÞ ¼ H7;eðae; beÞ and v7;er ðRÞ ¼ K7;eðae; beÞ
are functions of ðae; beÞ: These surfaces are ﬂow images of the sets determining the
boundary conditions at time r ¼ 0 and r ¼ R: We now want to make these two
surface intersect in a four-dimensional phase space. This is in general a difﬁcult task.
However, by taking advantage of the presence of a small parameter e40 in (3.1) and
(3.2), we accomplish this in three steps. The outer expansion below (Section 3.1)
describes the dynamics on 2 two-dimensional slow manifolds corresponding to the
reduced manifolds u ¼ h7ðvÞ (cf. (A1)). Condition (A4) is used to control the
dynamics on the slow manifolds. Thanks to condition (A3), these slow manifolds
possess a sort of normally hyperbolic structure. The inner expansion (Section 3.2)
below describes the dynamics on the stable and unstable manifolds of the slow
manifolds. Our thrust then is to ﬁnd expressions for the functions H7;e and K7;e:
This is done in Section 3.3. Then condition (A2) gives rise to a necessary
transversality condition between the two surfaces described above.
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3.1. Outer expansion
We substitute the formal power series
U7;eðxÞB
X
jX0
e jU7;jðxÞ; V7;eðxÞB
X
jX0
e jV7;jðxÞ ð3:3Þ
into (3.1)–(3.2) and equate to zero the coefﬁcient of each power of e: We thus obtain
two sets of equations for ðV7;j; U7;jÞ ðj ¼ 0; 1;yÞ; one coming from u-component
and the other from v-component.
The set of equations coming from u-component relates U7;j to V7;j : Here we are
approximating the slow manifolds. This is given by
ðiÞ 0 ¼ f ðU7;0; V7;0Þ;
ðiiÞ 0 ¼ f7;0u U7;1 þ f7;0v V7;1;
ðiiiÞ 0 ¼ f7;0u U7;j þ f7;0v V7;j þ F7;j ðjX2Þ;
8><
>: ð3:4Þ
where f7;0u :¼ fuðU7;0; V7;0Þ; f7;0v :¼ fvðU7;0; V7;0Þ and F7;j ðjX2Þ is given by
F7;j ¼DU7;j2  ½ f7;0u U7;j þ f7;0v V7;j 
þ 1
j!
d j
de j
f
X
kX0
ekU7;k;
X
kX0
ekV7;k
 !" #
e¼0
:
For example, F7;2 is given by
F7;2 ¼ DU7;0 þ 1
2
½ f7;0uu ðU7;1Þ2 þ 2f7;0uv U7;1V7;1 þ f7;0vv ðV7;1Þ2:
Note that F7;j depends only on ðU7;k; V7;kÞ with 0pkpj  1:
From (A1), as a solution of (3.4)-(i), we choose U7;0 ¼ h7ðV7;0Þ: (Naturally, we
could choose U7;0 ¼ h8ðV7;0Þ: For such a choice, the subsequent discussions work
equally well with only difference being the transition layer jumping down from the
Cþ-branch to the C-branch.) Once we make the choice, U7;j is algebraically
determined by ðU7;k; V7;kÞ ð0pkpj  1Þ:
U7;1 ¼ h7v ðV7;0ÞV7;1;
U7;j ¼ h7v ðV7;0ÞV7;j  ðf7;0u Þ1F7;j ðjX2Þ:
Therefore U7;j ðjX0Þ are completely determined by V7;k ð0pkpjÞ:
The set of equations coming from v-component gives rise to a family of boundary
value problems. Here we are dealing with approximate dynamics on the slow
manifolds. In the sequel, we always agree that V;jðxÞ (resp. Vþ;jðxÞ) is deﬁned for
xA %O (resp. xA %Oþ).
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These functions satisfy the following boundary value problems:
0 ¼ DDV7;0; xAO7;
V7;0ðxÞ ¼ b7;0 on G; @Vþ;0ðxÞ=@n ¼ 0 on @Oþ\G;
(
ð3:5Þ
0 ¼ DDV7;1 þ G7ðV7;0ðxÞÞ; xAO7;
V7;1ðxÞ ¼ b7;1 on G; @Vþ;1ðxÞ=@n ¼ 0 on @Oþ\G;
(
ð3:6Þ
and for jX2;
0 ¼ DDV7;j þ G7;j; xAO7;
V7;jðxÞ ¼ b7;j on G; @Vþ;jðxÞ=@n ¼ 0 on @Oþ\G:
(
ð3:7Þ
In the above, we used the following deﬁnitions.
G7ðvÞ :¼ gðh7ðvÞ; vÞ;
G7;j :¼ 1ðj  1Þ!
d j1
de j1
g
X
kX0
ekU7;k;
X
kX0
ekV7;k
 !" #
e¼0
: ð3:7 jÞ
It should be emphasized that G7;j depends only on V7;k ð0pkpj  1Þ: Therefore
once the solutions V7;0 of (3.5) are found, one can determine V7;j successively,
starting from j ¼ 0: The boundary values b7;j on the interface G for V7;j are to be
determined later in Section 3.3.
It is easy to see that the boundary value problems in (3.5) have unique solutions
V7;0ðxÞ  b7;0; xAO7 ð3:8Þ
which is spherically symmetric. Once this is known, the uniqueness of solution to the
Dirichlet (on O) and the Dirichlet-and-Neumann (on Oþ) boundary value problems
for the Poisson equations and the spherical symmetry of the domains O7 imply that
(3.6) (and successively (3.7)) has a unique spherically symmetric solution V7;j for all
jX1:
Since V7;j (and hence U7;j) are spherically symmetric, we use two expressions
V7;jðxÞ (resp. U7;jðxÞ) and V7;jðrÞ (resp. U7;jðrÞ) interchangeably ðr ¼ jxjÞ: By
integrating the equation for V;1 (resp. Vþ;1) on fjxjorg (resp. frojxjpRg) and
using divergence theorem (integration by parts), we explicitly obtain the derivatives
of V7;1:
ðiÞ V;1r ðrÞ ¼ 
Gðb;0Þ
ND
r;
ðiiÞ Vþ;1r ðrÞ ¼ 
Gþðbþ;0Þ
ND
ðr  RN=rN1Þ:
8><
>>: ð3:9Þ
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Similarly, we also obtain explicit formulae for the derivatives of V7;j :
ðiÞ V;jr ðrÞ ¼ 
1
DrN1
R r
0 s
N1G;jðsÞ ds;
ðiiÞ Vþ;jr ðrÞ ¼ 
1
DrN1
R r
R
sN1Gþ;jðsÞ ds:
8><
>: ð3:10Þ
Notice that V7;jr ðrÞ do not depend on b7;j ; which is important to be kept in mind.
Although, Vþ;j ðjX0Þ satisfy the boundary condition Vþ;jr ðRÞ ¼ 0; Uþ;j may not.
In fact, even though Uþ;j for j ¼ 0; 1; 2; 3 satisfy the boundary condition Uþ;jr ðRÞ ¼
0; Uþ;j do not for jX4: This defect can be removed by applying weak boundary layer
expansion near @O: We omit the detail, and consider that such boundary corrections
have been made.
We have thus completely determined ðU7;j; V7;jÞ in (3.3), except for the freedom
in choosing the boundary data b7;j: These parameters are to be determined in
relation to inner expansions below.
3.2. Inner expansion
In order to describe the sharp transition behavior in ueDðrÞ near r ¼ R; let us
introduce a stretched variable z ¼ ðr  RÞ=e: In terms of the new variable z; the
differential equations (3.1)–(3.2) are recast as follows.
0 ¼ uezz þ e
N  1
R þ ez u
e
z þ f ðue; veÞ;
0 ¼ vezz þ e
N  1
R þ ezv
e
z þ e3
1
D
gðue; veÞ;
8><
>: zA 
R
e
;
R  R
e
 	
: ð3:11Þ
Based upon the outer expansion ðU7;j; V7;jÞ in the previous subsection, we will
determine ð %u7;j; %v7;jÞ in formal power series
u7;eðzÞBPjX0 e jU7;jðR þ ezÞ þPjX0 e j %u7;jðzÞ ¼: PjX0 e ju7;jðzÞ;
v7;eðzÞBPjX0 e jV7;jðR þ ezÞ þPjX0 e j %v7;jðzÞ ¼: PjX0 e jv7;jðzÞ
(
ð3:12Þ
so that ðu7;e; v7;eÞ in (3.12) asymptotically satisfy (3.11) for 7zAð0;NÞ: What we
really need is the functions ð %u7;j; %v7;jÞ: These functions describe the dynamics on the
stable and unstable manifolds of the slow manifolds. As such, they are required to
decay exponentially as z-7N: We substitute the expressions in (3.12) into (3.11)
and, in the resulting equations, equate to zero the coefﬁcient of each power of e: The
equations thus obtained for ð %u7;j; %v7;jÞ ðjX0Þ read as follows:
0 ¼ %v7;0zz ; 7zAð0;NÞ; 0 ¼ %v7;1zz þ
N  1
R
%v7;0z ; 7zAð0;NÞ; ð3:13Þ
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0 ¼ %v7;2zz þ
N  1
R
%v7;1z  z
N  1
R2
%v7;0z ; 7zAð0;NÞ; ð3:14Þ
0 ¼ %u7;0zz þ f ð %u7;0 þ h7ð%v7;0 þ b7;0Þ; %v7;0 þ b7;0Þ: ð3:15Þ
The equations for higher indices are given by
0 ¼ %v7;jzz þ ðN  1Þ
Xj1
k¼0
ð1Þk z
k
Rkþ1
%v
7;j1k
z þ
1
D
%g
7;jðzÞ ðfor jX3Þ; ð3:16Þ
0 ¼ L7;0 %u7;j þ ðN  1Þ
Xj1
k¼0
ð1Þk z
k
Rkþ1
%u
7;j1k
z þ %f7;jðzÞ ðfor jX1Þ; ð3:17Þ
where L7;0u ¼ uzz þ fuðxÞu with
ðxÞ ¼ ð %u7;0 þ h7ð%v7;0 þ b7;0Þ; %v7;0 þ b7;0Þ:
The functions %g7;jðzÞ for jX3 and %f7;jðzÞ for jX1 are deﬁned by
%g7;jðzÞ :¼ 1ðj  3Þ!
d j3
de j3
g
X
kX0
eku7;kðzÞ;
X
kX0
ekv7;kðzÞ
 !"
 g
X
kX0
ekU7;kðR þ ezÞ;
X
kX0
ekV7;kðR þ ezÞ
 !#
e¼0
; ð3:16 gÞ
and
%f7;jðzÞ ¼ 1
j!
d j
de j
f
X
kX0
eku7;kðzÞ;
X
kX0
ekv7;kðzÞ
 !"
 f
X
kX0
ekU7;kðR þ ezÞ;
X
kX0
ekV7;kðR þ ezÞ
 !#
e¼0
 fuðxÞ %u7;j: ð3:17 fÞ
Let us write down boundary conditions for ðu7;j; v7;jÞ:
%u7;jð0Þ þ U7;jðRÞ ¼ aj; %v7;jð0Þ þ b7;j ¼ bj ðjX0Þ; ð3:18Þ
lim
z-7N
%u
7;jðzÞ ¼ 0; lim
z-7N
%v
7;jðzÞ ¼ 0 exponentially ðjX0Þ: ð3:19Þ
The conditions in (3.18) come from the boundary conditions at r ¼ R in (3.1)–(3.2).
The conditions in (3.19) are called inner–outer matching conditions. With these
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boundary conditions at our disposal, we now determine ð %u7;j; %v7;jÞ successively
starting from j ¼ 0: Before we do so, let us exhibit the relationship between
ðu7;j; v7;jÞ and ð %u7;j; %v7;jÞ: They are related as in
u7;jðzÞ ¼ %u7;jðzÞ þ
Xj
k¼0
zk
k!
dk
drk
U7;jkðrÞ

r¼R
¼: %u7;jðzÞ þ U˜7;jðzÞ; ð3:20Þ
v7;jðzÞ ¼ %v7;jðzÞ þ
Xj
k¼0
zk
k!
dk
drk
V7;jkðrÞ

r¼R
¼: %v7;jðzÞ þ V˜7;jðzÞ: ð3:21Þ
Second terms on the right-hand sides of (3.20) and(3.21) express the outer solutions
in terms of the stretched variable z:
Proposition 3.1. (i) Problems (3.13) and (3.14) have unique solutions satisfying (3.18)
and (3.19) if and only if b7;j ¼ bj for j ¼ 0; 1; 2: These solutions are
%v
7;j  0 for j ¼ 0; 1; 2;
and hence, we obtain from (3.21)
v7;0ðzÞ  b0; v7;1ðzÞ  b1; v7;2ðzÞ  b2 þ zV7;1r ðRÞ: ð3:22Þ
(ii) For each b0AI0 near v (cf. (A1) and (A3) in Section 2.1), Problem (3.15) have
unique solutions satisfying (3.18) and (3.19). They are given by
%u7;0ðzÞ ¼ u7;ðz þ s70 Þ  h7ðb0Þ;
where
0 ¼ u7;zz þ f ðu7;; b0Þ; 7zAð0;NÞ;
u7;ð0Þ ¼ h7ðb0Þ; limz-7N u7;ðzÞ ¼ h7ðb0Þ;

ð3:23Þ
and s70 AR is chosen so that
u7;ðs70 Þ ¼ a0Aðhðb0Þ; hþðb0ÞÞ: ð3:24Þ
Proof. (i) The ﬁrst problem in (3.13) and (3.19) imply %v7;0ðzÞ  0: Then (3.18) says
b7;0 ¼ b0: Similarly, %v7;1ðzÞ  0  %v7;2ðzÞ: Eq. (3.18) implies b7;1 ¼ b1 and b7;2 ¼
b2: Therefore, using (3.21), we obtain (3.22).
(ii) Thanks to the result in (i), we can now write (3.15) as
0 ¼ %u7;0zz þ f ð %u7;0 þ h7ðb0Þ; b0Þ; 7zAð0;NÞ:
Therefore %u7;0; satisfying (3.15), (3.18) and (3.19), have to be expressed as above.
The existence of the solutions to (3.23) is ensured by (A1) and (A3). &
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From now on, we agree that L7;0 is given by
L7;0u ¼ uzz þ fuðu7;0ðzÞ; b0Þu;
where u7;0ðzÞ ¼ u7;ðz þ s70 Þ (cf. (3.23) and (3.24)).
The following elementary results summarize the solvability of (3.16) and (3.17)
under the conditions (3.19).
Proposition 3.2. Let p7ðzÞ and q7ðzÞ be continuous functions satisfying
p7ðzÞ ¼ Oðed0jzjÞ ¼ q7ðzÞ as z-7N
for some d040 ð0od0o
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃfuðh7ðb0Þ; b0Þp Þ:
(i) The problems 0 ¼ L7;0u7 þ p7ðzÞ for 7zAð0;NÞ have unique solutions
satisfying u7ðzÞ ¼ Oðed0jzjÞ as z-7N: The solutions are explicitly given by
u7ðzÞ ¼ u7;0z ðzÞ
u7ð0Þ
u
7;0
z ð0Þ

Z z
0
dt
½u7;0z ðtÞ2
Z t
7N
u7;0z ðsÞp7ðsÞ ds
" #
: ð3:25Þ
(ii) The problems 0 ¼ v7zz þ q7ðzÞ for 7zAð0;NÞ have unique solutions satisfying
u7ðzÞ ¼ Oðed0jzjÞ as z-7N: The solutions are explicitly given by
v7ðzÞ ¼ 
Z z
7N
dt
Z t
7N
q7ðsÞ ds: ð3:26Þ
We omit the proof of Proposition 3.2.
Let us now apply Proposition 3.2. We denote by %p7;j and %q7;j the inhomogeneous
terms in (3.16) and (3.17);
%p
7;jðzÞ :¼ ðN  1Þ
Xj1
k¼0
ð1Þk z
k
Rkþ1
%u
7;j1k
z þ %f7;jðzÞ for jX1; ð3:27Þ
%q7;jðzÞ :¼ ðN  1Þ
Xj1
k¼0
ð1Þk z
k
Rkþ1
%v7;j1kz þ
1
D
%g7;jðzÞ for jX3: ð3:28Þ
Note that %p7;j depends only on %u7;k ð0pkpj  1Þ and %v7;l ð0plpjÞ with lower
indices. Similarly, %q7;j ðjX3Þ depends only on %u7;k ð0pkpj  3Þ and %v7;k
ð0pkpj  3Þ: Note that %v7;kðzÞ ¼ Oðed0jzjÞ for k ¼ 0; 1; 2 and %u7;0ðzÞ ¼
Oðed0jzjÞ: Therefore, applying Proposition 3.2 to (3.16) and (3.17) successively, we
ﬁnd that %p7;j and %q7;j satisfy
%p
7;jðzÞ ¼ Oðed0jzjÞ and %q7;jðzÞ ¼ Oðed0jzjÞ;
and obtain the following.
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Proposition 3.3. Problems (3.16) and (3.17) have unique solutions satisfying the
conditions (3.18) and (3.19). They are explicitly given by
%v
7;jðzÞ ¼ 
Z z
7N
dt
Z t
7N
%q
7;jðsÞ ds for jX3; ð3:29Þ
%u
7;jðzÞ ¼ u7;0z ðzÞ
aj  U7;jðRÞ
u7;0z ð0Þ

Z z
0
dt
½u7;0z ðtÞ2
Z t
7N
u7;0z ðsÞ %p7;jðsÞ ds
" #
for jX1: ð3:30Þ
The boundary values b7;j for V7;jðrÞ at r ¼ R are to be chosen so that
bj  b7;j ¼ 
Z 0
7N
dt
Z t
7N
%q7;jðsÞ ds ðjX3Þ: ð3:31Þ
Remark 3.1. Eq. (3.31) say that the boundary values b7;j on the interface for the
outer solutions V7;j have to be modiﬁed by the amounts on the right-hand side of
(3.31). These modiﬁcations reﬂect the inﬂuence of inner solutions. In retrospect,
Proposition 3.1(i) says that the inﬂuence does not appear for lower order terms with
indices j ¼ 0; 1; 2: Notice that the right-hand side of (3.31) is determined by terms
with lower indices. In Section 3.3 below, we will determine bj : Then b
7;j are uniquely
determined by (3.31). Therefore, relation (3.31) should be interpreted as follows:
Only the differences bj  b;j and bj  bþ;j are determined by terms with lower
indices and there is a freedom in choosing bj and b
7;j: This freedom is necessary for
C1-matching procedures in Section 3.3. After all, bj and b
7;j have to be determined
simultaneously.
For each kX0 we now give our approximate solution. Let yðrÞ be a smooth cut-off
function satisfying
yðrÞ ¼ 1 for jr  Rjpd0=2; and yðrÞ ¼ 0 for jr  RjXd0;
where d0 ¼ ð1=2ÞminfR; R  Rg: In terms of outer and inner expansions the
approximate solutions ðU7;ek ðrÞ;V7;ek ðrÞÞ are given by
U7;ek ðrÞ ¼
Xk
j¼0
e jU7;jðrÞ þ
Xk
j¼0
e j %u7;j
r  R
e
 	" #
yðrÞ;
V7;ek ðrÞ ¼
Xkþ3
j¼0
e jV7;jðrÞ þ
Xkþ3
j¼3
e j %v7;j
r  R
e
 	" #
yðrÞ: ð3:32Þ
The justiﬁcation of the term approximate solutions for ðU7;ek ;V7;ek Þ is given in the
following theorem.
ARTICLE IN PRESS
K. Sakamoto, H. Suzuki / J. Differential Equations 204 (2004) 56–9274
Theorem 3.1. For each kX0 there exists a constanta Ck40 such that
je2DU7;ek þ f ðU7;ek ;V7;ek ÞjLNpCkekþ1;
jD
e
DV7;ek þ gðU7;ek ;V7;ek ÞjLNpCkekþ1:
The proof of this theorem is straightforward from our construction of the
approximate solutions (cf. [7, Theorem 14]).
Remark 3.2. In the next subsection, we will determine aj and bj ðjX0Þ so
that
d
dr
U;ek ðRÞ ¼
d
dr
U;ek ðRÞ;
d
dr
V;ek ðRÞ ¼
d
dr
V;ek ðRÞ:
One may think of our approach as a detour. Instead, it seems better that we
ﬁrst ﬁnd C1 matched u7;j and v7;j (without bars) and deﬁne approximate
solutions by
UekðrÞ ¼ ½1 yðrÞ
Xk
j¼0
e jU7;jðrÞ þ
Xk
j¼0
e ju7;j
r  R
e
 	" #
yðrÞ;
VekðrÞ ¼ ½1 yðrÞ
Xkþ3
j¼0
e jV7;jðrÞ þ
Xkþ3
j¼3
e jv7;j
r  R
e
 	" #
yðrÞ: ð3:33Þ
These functions are smooth across r ¼ R: Unfortunately, however, the functions
deﬁned in (3.33) are not approximations to a solution of (2.2). They are far awary of
being an approximation on the intervals ½R  d0; R  d and ½R þ d; R þ d0 for
any ﬁxed dAð0; d0Þ:
3.3. Matching derivatives
In the previous subsection, we have constructed approximate solutions for
problems (3.1)–(3.2). These approximate solutions are C0-matched at r ¼ R: In this
subsection, we will show that it is possible to choose the boundary data ðaj; bjÞ in
(3.1)–(3.2) so that
d
dr
U;ek ðRÞ 
d
dr
Uþ;ek ðRÞ ¼ 0;
d
dr
V;ek ðRÞ 
d
dr
Vþ;ek ðRÞ ¼ 0 ð3:34Þ
are satisﬁed.
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Note from (3.20) that u7;jz ð0Þ ¼ %u7;jz ð0Þ þ U7;j1r ðRÞ: Therefore by using (3.32),
we obtain
d
dr
U7;ek ðRÞ ¼
Xk
j¼0
e jU7;jr ðRÞ þ
1
e
Xk
j¼0
e j %u7;jz ð0Þ
¼ 1
e
u7;0z ð0Þ þ
Xk1
j¼0
e jðU7;jr ðRÞ þ %u7;jþ1z ð0ÞÞ þ ekU7;kr ðRÞ
¼ 1
e
u7;0z ð0Þ þ
Xk1
j¼0
e ju7;jþ1z ð0Þ þ ekU7;kr ðRÞ: ð3:35Þ
By using the second equation of (3.32), we also have
d
dr
V7;ek ðRÞ ¼
Xkþ2
j¼0
e jV7;jr ðRÞ )
Xkþ3
j¼0
e jV7;jr ðRÞ
¼
Xkþ3
j¼1
e jV7;jr ðRÞ þ
Xkþ2
j¼2
e j %v7;jþ1z ð0Þ
¼V7;1r ðRÞ þ
Xkþ2
j¼2
e jðV7;jr ðRÞ þ %v7;jþ1z ð0ÞÞ þ ekþ3V7;kþ3r ðRÞ: ð3:36Þ
We will ﬁrst accomplish the following conditions:
u;jz ð0Þ  uþ;jz ð0Þ ¼ 0; ð3:34 ujÞ
V;jþ1r ðRÞ  Vþ;jþ1r ðRÞ þ %v;jþ2z ð0Þ  %vþ;jþ2z ð0Þ ¼ 0 ð3:34 vjÞ
for j ¼ 0; 1;y; k  2:
Since u7;0z ð0Þ ¼ u7;z ð0Þ40; (3.23)–(3.24) gives
u7;0z ð0Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
Z a0
h7ðb0Þ
f ðu; b0Þ du
s
:
Therefore (3.34-u0) is achieved only when Jðb0Þ ¼ 0; i.e., when b0 ¼ v (cf. (A2)). In
this case, we also have s0 ¼ s0 ¼ sþ0 and u7;0ðzÞ ¼ uðz þ s0Þ; where uðzÞ is deﬁned
in the sentence immediately after (2.3). The constant s0 is still to be determined.
Hereafter, we always agree to write as
u7;0ðzÞ ¼ u0ðzÞ ¼ uðz þ s0Þ for zAR: ð3:37Þ
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Since %v7;2  0 (cf. Proposition 3.1(i)), we ﬁnd from (3.9) that (3.34-v0) is
equivalent to
G
þðvÞ
ND
R  R
n
R

 
) G
þðvÞ
ND
R  R
n
RN1

 
:
This relation determines R uniquely as
R ¼ G
þðvÞ
½G
 	1=N
R and V7;1r ðRÞ ¼ 
GðvÞ
ND
R: ð3:38Þ
Note that R; which determines the location of the interface, does not depend on D:
We will now show that (3.34-u1) and (3.34-v1) uniquely determines the pair ðs0; b1Þ:
We emphasize that the determination of s0 is the same as that of a0: Similarly,
(3.34-uj) and (3.34-vj) ðjX2Þ uniquely determines ðaj1; bjÞ: It is convenient to
prepare a proposition.
Proposition 3.4. (i) The following expressions hold:
uzðs0Þðu:1z ð0Þ  uþ;1z ð0ÞÞ ¼ J 0ðvÞb1  R11; ð3:39Þ
%v
;3
z ð0Þ  %vþ;3z ð0Þ ¼ 
½G
D
s0  R12; ð3:40Þ
V;2r ðRÞ  Vþ;2r ðRÞ ¼ p0b1; ð3:41Þ
where
R11 ¼
N  1
R
m2; p0 ¼ R
ND
Gþv ðvÞGðvÞ  GþðvÞGv ðvÞ
GþðvÞ ;
R12 ¼
1
D
Z 0
N
½gðuðzÞ; vÞ  GðvÞ dz þ 1
D
Z N
0
½gðuðzÞ; vÞ  GþðvÞ dz:
(ii) For jX2; the following hold:
uzðs0Þðu:jz ð0Þ  uþ;jz ð0ÞÞ ¼ J 0ðvÞbj  Rj1; ð3:42Þ
%v;jþ2z ð0Þ  %vþ;jþ2z ð0Þ ¼ 
½G
D
aj1
u0zð0Þ
 Rj2;1; ð3:43Þ
V;jþ1r ðRÞ  Vþ;jþ1r ðRÞ ¼ p0bj  Rj2;2: ð3:44Þ
where R
j
1; R
j
2;1 and R
j
2;2 depend only on a0;y; aj2 and b0;y; bj1:
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The proof of Proposition 3.4 will be given at the end of the present
subsection.
Proof of Proposition 2.1. In the Dirichlet data of (3.1)–(3.2) on G; we choose aj ¼ 0
for jXk and bj ¼ 0 for jXk þ 1:
Thanks to (3.39)–(3.41), (3.34-u1) and (3.34-v1) are equivalent to
0 J 0ðvÞ
½G=D p0

 
s0
b1
 	
¼ R
1
1
R12
 !
; ð3:45Þ
which determines ðs0; b1Þ uniquely, since the coefﬁcient matrix is regular.
Thanks to (3.42)–(3.44), (3.34-uj) and (3.34-vj) are equivalent to
0 J 0ðvÞ
½G=D p0

 
aj1=u0zð0Þ
bj
 !
¼ R
j
1
R
j
2
 !
; ð3:46Þ
where R
j
2 ¼ Rj2;1 þ Rj2;2: We solve this equation for 2pjpk  1: Then
thanks to (3.35) and (3.36), we can establish (3.34) if the following equation is
satisﬁed:
0 J 0ðvÞ
½G=D p0

 
ak1=u0zð0Þ
bk
 	
þ e U
;k
r ðRÞ  Uþ;kr ðRÞ
V;kþ3r ðRÞ  Vþ;kþ3r ðRÞ
 !
¼ R
k
1
Rk2
 !
: ð3:47Þ
Note that we have chosen ak ¼ 0; bkþ1 ¼ bkþ2 ¼ bkþ3 ¼ 0: Since V7;kr ðrÞ do not
depend on ðak1; bkÞ (cf. (3.10)), U;kr ðRÞ  Uþ;kr ðRÞ is also independent of
ðak1; bkÞ: Therefore, the second term on the left-hand side and the right-hand side of
(3.47) depend only on ðaj1; bjÞ with 0pjok; which have already been determined. It
is now evident that (3.47) gives rise to a unique solution
ak1 ¼ aek1; bk ¼ bek:
Since we have matched the two pairs of approximate solutions across r ¼ R; we
denote the matched approximation by
ðUe;Dk ðrÞ;Ve;Dk ðrÞÞ:
This, together with Theorem 3.1, completes the proof of Proposition 2.1. &
We now prove Proposition 3.4.
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Proof. We ﬁrst prove (3.41) and (3.44). These follow from (3.10). From (3.7-j), we
have the following expression for G7;j:
G7;2 ¼ guðh7ðvÞ; vÞU7;1 þ gvðh7ðvÞ; vÞV7;1
¼ ½guðh7ðvÞ; vÞh7v ðvÞ þ gvðh7ðvÞ; vÞb1 ¼ G7v ðvÞb1;
and for jX3;
G7;j ¼ guðh7ðvÞ; vÞU7;j þ gvðh7ðvÞ; vÞV7;j þ?
¼ ½guðh7ðvÞ; vÞh7v ðvÞ þ gvðh7ðvÞ; vÞbj1 þ?;
¼G7v ðvÞbj1 þ?;
wherey stand for terms which depend on bi with lower indices 0pipj  2: Now,
(3.41) and (3.44) immediately follow from (3.10).
Let us establish (3.40) and (3.43). For jX0; from (3.29) we have
%v
7;jþ3
z ð0Þ ¼ 
Z 0
7N
%q
7;jþ3ðzÞ dz: ð3:48Þ
For j ¼ 0; we ﬁnd from (3.28) and (3.16-g) that %q7;3ðzÞ is given by
%q
7;3ðzÞ ¼ 1
D
%g
7;3ðzÞ ðbecause of Proposition 3:1ðiÞÞ
¼ 1
D
½gðu0ðzÞ; vÞ  gðh7ðvÞ; vÞ:
Using this and u0ðzÞ ¼ uðz þ s0Þ in (3.48) with j ¼ 0; we obtain (3.40). Now arguing
inductively, we ﬁnd, for jX1; that %q7;jþ3ðzÞ depend on s0; a1;y; aj and b0;y; bj:
Therefore, we have for jX1
%q7;jþ3ðzÞ ¼ 1
D
%g7;jþ3ðzÞ þ?
¼ 1
D
guðu0ðzÞ; vÞ u
0
zðzÞ
u0zð0Þ
aj þ?;
wherey stand for terms depending only on a0;y; aj1 and b0;y; bj : Using this in
(3.48), we obtain
%v
;jþ3
z ð0Þ  %vþ;jþ3z ð0Þ ¼ 
aj
D
Z N
N
guðu0ðzÞ; vÞ u
0
zðzÞ
u0zð0Þ
dz þ?
¼  ½G
D
aj
u0zð0Þ
þ?;
wherey represent terms depending on lower indices. This proves (3.43).
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Let us now prove (3.39) and (3.42). From (3.30), we have
%u
7;j
z ð0Þ ¼
u0zzð0Þ
u0zð0Þ
½aj  U7;jðRÞ  1
u0zð0Þ
Z 0
7N
u0zðzÞ %p7;jðzÞ dz: ð3:49Þ
From (3.27) and (3.17-f ), we ﬁnd that
%p7;jðzÞ ¼ p7;jðzÞ  p˜7;jðzÞ þ ½ fuðu0ðzÞ; vÞ  fuðh7ðvÞ; vÞU˜7;jðzÞ; ð3:50Þ
where U˜7;jðzÞ are deﬁned in (3.20) and
p7;jðzÞ ¼ ðN  1Þ
Xj1
i¼0
ð1Þi z
i
Riþ1
u7;j1iz
þ 1
j!
d j
de j
f
X
iX0
eiu7;iðzÞ;
X
iX0
eiv7;iðzÞ
 !" #
e¼0
fuðu0ðzÞ; vÞu7;jðzÞ; ð3:51Þ
p˜7;jðzÞ ¼ ðN  1Þ
Xj1
i¼0
ð1Þi z
i
Riþ1
U˜7;j1iz
þ 1
j!
d j
de j
f
X
iX0
eiU˜7;iðzÞ;
X
iX0
eiV˜7;iðzÞ
 !" #
e¼0
 fuðh7ðvÞ; vÞU˜7;jðzÞ; ð3:52Þ
compare (3.17-f ), (3.27), (3.20) and (3.21).
On the other hand, by deﬁnition, U˜7;j satisfy
U˜7;jzz þ fuðh7ðvÞ; vÞU˜7;j þ p˜7;j ¼ 0
which is the same equation as that the outer expansions U7;eðxÞ satisfy, in
terms of the stretched variable z: Therefore, using this and integration by parts,
we obtainZ 0
7N
u0zðzÞ½p˜7;jðzÞ þ ½ fuðu0ðzÞ; vÞ  fuðh7ðvÞ; vÞU˜7;j dz
¼
Z 0
7N
u0zðzÞ½U˜7;jzz þ fuðu0ðzÞ; vÞU˜7;j  dz
¼ u0zð0ÞU˜7;jz ð0Þ  u0zzð0ÞU˜7;jð0Þ ¼ u0zð0ÞU˜7;jz ð0Þ  u0zzð0ÞU7;jðRÞ;
where u0zzz þ fuðu0ðzÞ; vÞu0zðzÞ  0 is used. Now, substituting this expression and
(3.50) into (3.49), we have
%u7;jz ð0Þ ¼ U˜7;jz ð0Þ 
1
u0zð0Þ
Z 0
7N
u0zðzÞp7;jðzÞ dz;
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or, equivalently,
u7;jz ð0Þ ¼ %u7;jz ð0Þ þ U˜7;jz ð0Þ ¼ 
1
u0zð0Þ
Z 0
7N
u0zðzÞp7;jðzÞ dz: ð3:53Þ
Using (3.51) with j ¼ 1; we have
p7;1ðzÞ ¼ 1
R
u0zðzÞ þ fvðu0ðzÞ; vÞb1:
This, together with (3.53) and u0ðzÞ ¼ uðz þ z0Þ; implies (3.39).
For j ¼ 2; (3.51) says
p7;2ðzÞ ¼ 1
R
u7;1z ðzÞ þ fvðu0; vÞb2 þ
1
2
fuuðu0; vÞðu7;1Þ2 þ fuvðu0; vÞu7;1b1 þ?
¼ 1
R
u0zzðzÞ
u0zð0Þ
a1 þ fvðu0; vÞb2 þ 1
2
fuuðu0; vÞ u
0
zðzÞ
u0zð0Þ
 	2
ða1Þ2
þ fuuðu0; vÞ u
0
zðzÞ
u0zð0Þ
u˜7;1 þ fuvðu0; vÞ u
0
zðzÞ
u0zð0Þ
b1

 
a1 þ?;
wherey stand for terms with lower indices and u˜7;1 is given by
u˜7;1ðzÞ ¼ u0zðzÞ
Z z
0
dt
½u0zðzÞ2
Z t
7N
u0zðsÞp7;1ðsÞ ds:
Therefore, if we compute uzðs0Þ½u;2z ð0Þ  uþ;2z ð0Þ by using (3.53), terms involving a1
vanish and we obtain (3.42) for j ¼ 2:
For jX3; since (3.51) implies
p7;jðzÞ ¼ 1
R
u7;j1z ðzÞ þ fvðu0; vÞbj þ ½ fuuðu0; vÞu7;1 þ fuvðu0; vÞb1u7;j1 þ?
¼ 1
R
u0zzðzÞ
u0zð0Þ
aj1 þ fvðu0; vÞbj þ ½ fuuðu0; vÞu7;1 þ fuvðu0; vÞb1 u
0
zðzÞ
u0zð0Þ
aj1 þ?;
computing uzðs0Þ½u;jz ð0Þ  uþ;jz ð0Þ by using (3.53), we ﬁnd that terms involving aj1
vanish. The equality (3.42) is established for jX3: &
4. Spectral analysis
In this section, we prove Propositions 2.2 and 2.3. Let us consider the eigenvalue
problem (2.6);
lF ¼ Le;Dk F rAð0; RÞ; Frð0Þ ¼ 0 ¼ FrðRÞ; ð2:6Þ
where the operator Le;Dk is deﬁned in (2.4).
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4.1. The principal eigenvalue of Le;0k
The principal eigenvalue of Le;0k plays an important role to determine eigen-
values of Le;Dk : The Hilbert space L2ð0; R; rN1drÞ is the adequate function space
in which the spectral properties of Le;0k are to be studied. The inner product is
deﬁned by
/a; bS :¼
Z R
0
aðrÞbðrÞrN1dr:
Since Le;0k is rewritten as
Le;0k f ¼ e2r1NðrN1frÞr þ f euf;
it is a self-adjoint operator on L2ð0; R; rN1drÞ: This means, in particular, that the
eigenvalues of Le;0k are real. Let fm0j ðeÞ;fe;0j gNj¼0 be a complete system of orthonormal
eigenpairs of Le;0k with m
0
0ðeÞ4m01ðeÞ4? : Since the ﬁrst eigenfunction fe;00 is of
constant sign, we always choose the positive one. Arguing as in the proof of Lemma
3.2 in [1], one can show that
lim
e-0
m00ðeÞ ¼ 0 ð4:1Þ
and that there exists m40 so that
m0i ðeÞo m i ¼ 1; 2;y; eAð0; e: ð4:2Þ
Moreover there exist constants d40 and K040 such that
0pfe;00 ðrÞp2 exp d
jr  R þ eZej
e

 
fe;00 ðR þ eZeÞ; ð4:3Þ
where r ¼ R þ eZe; with jZejpK0; is the point at which fe;00 ðrÞ assumes its maximum.
We now study in detail the principal eigenpair ðm00ðeÞ;fe;00 Þ of Le;0k :
Proposition 4.1. The principal eigenpair of Le;0k has the following behavior:
m00ðeÞ ¼ oðeÞ and fe;00 ðrÞ ¼
1ﬃﬃ
e
p *f0;0 r  R
e
 	
þ oð1Þ as e-0;
where *f0;0ðzÞ is given by
*f0;0ðzÞ ¼ k0u0zðzÞ with k0 ¼ ðmRðN1Þ=2 Þ1:
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Proof. Let
%feðzÞ :¼ cefe;00 ðR þ eðz þ ZeÞÞ;
where ce40 is chosen so that max %feðzÞ ¼ %feð0Þ ¼ 1: Then %fe satisﬁes
%fezz þ f˜ eu ðz þ ZeÞ %fe þ e
N  1
R þ eðz þ ZeÞ
%fez ¼ m00ðeÞ %fe; ð4:4Þ
where f˜ eu ðzÞ ¼ fuðWe;Dk ðR þ ezÞÞ: Since j %fejLN and fZeg are bounded uniformly in
e40 small, for each subsequence fejg with limj-N ej ¼ 0; the compactness argument
implies that there exists a subsequence, which is still denoted by fejg; such that
Zej-Z0; and %fej- %f0AC2ðRÞ in C2locðRÞ as j-N:
Passing to the limit j-N in (4.4), we ﬁnd that %f0 satisﬁes
%f0zz þ f˜ u ðz þ Z0Þ %f0 ¼ 0 zAR; ð4:5Þ
where f˜uðzÞ ¼ fuðu0ðzÞ; vÞ: Since %f0ð0Þ ¼ 1X %f0ðzÞX0; %f0ðzÞ is a nontrivial solution
of (4.5), and hence it is expressed as
%f0ðzÞ ¼ u
0
zðz þ Z0Þ
u0zðZ0Þ
¼ u

zðz þ Z0 þ s0Þ
uzðZ0 þ s0Þ
;
where s0AR is the shift determined in (3.45). Since %f0ðzÞ and uzðzÞ attain their
maximum at z ¼ 0; it must be that Z0 ¼ s0: This argument works for an arbitrarily
chosen sequence fejg such that limj-N ej ¼ 0 and the limits are independent of the
choice of the sequence fejg: Therefore, we obtain the following limits.
lim
e-0
%f0ðzÞ ¼ u

zðzÞ
uzð0Þ
; lim
e-0
Ze ¼ s0:
In order to determine the multiplier ce; we use the normalization: 1 ¼RR
0 ½fe;00 ðrÞ2rN1 dr:
1 ¼
Z R
0
½fe;00 ðrÞ2rN1 dr ¼
1
c2e
Z R
0
%fe
r  R
e
þ Ze
 	
 2
rN1 dr
¼ e
c2e
Z ðRRÞ=eZe
R=eZe
½ %feðz þ ZeÞ2ðR þ eðz þ ZeÞÞN1 dz
¼ e
c2e
RN1
½uzð0Þ2
Z N
N
½uzðzÞ2 dz þ oð1Þ
" #
¼ e
c2e
1
k20½uzð0Þ2
þ oð1Þ
" #
with k0 ¼ ðmRðN1Þ=2 Þ1: This computation shows that ce ¼ Oð
ﬃﬃ
e
p Þ:
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Therefore, it is appropriate to consider the scaled eigenfunction
*fe;0ðzÞ ¼ ﬃﬃep fe0ðR þ ezÞ:
The function *fe;0ðzÞ satisﬁes
*fezz þ f˜ eu ðzÞ *fe þ e
N  1
R þ ez
*fez ¼ m00ðeÞ *fe; zA 
R
e
;
R  R
e
 	
; ð4:6Þ
and
lim
e-0
*feðzÞ ¼ k0u0zðzÞ in C2locðRÞ: ð4:7Þ
This proves the asymptotic behavior of the eigenfunction.
Now multiply (4.6) by u0zðzÞ and integrating over ðR=e; ðR  RÞ=eÞ to obtain
m00ðeÞ
Z ðRRÞ=e
R=e
u0zðzÞ *feðzÞ dz ¼
Z ðRRÞ=e
R=e
½f˜ eu ðzÞ  f˜uðzÞu0zðzÞ *feðzÞ dz
þ eðN  1Þ
Z ðRRÞ=e
R=e
u0zðzÞ *fezðzÞ dz: ð4:8Þ
Since u0zðzÞ decays to zero exponentially fast as z-7N and
f˜ eu ðzÞ  f˜ u ðzÞ ¼ ef˜ 1u ðzÞ þ oðeÞ
grows linearly in z; where
f˜u
1ðzÞ ¼ fuuðu0ðzÞ; vÞu1ðzÞ þ fuvðu0ðzÞ; vÞv1ðzÞ;
the Lebesgue’s dominated convergence theorem, together with (4.7), applied to (4.8)
yields that the limit m01 ¼ lime-0 m00ðeÞ=e exists. The constant m01 is computed as
m01 ¼ ðN  1Þ
Z N
N
u0zðzÞu0zzðzÞ da þ
Z N
N
f˜u
1ðzÞ½u0zðzÞ2 dz ¼ 0;
in which to obtain the second equality we used integration by parts and two facts:
u1zz þ fuðu0ðzÞ; vÞu1 þ fvðu0ðzÞ; vÞv1 ¼ 0 and v1zðzÞ ¼ 0 (since v1ðzÞ  b1). &
Let us denote by Qe the orthogonal projection onto the complement of fe;00 :
Proposition 4.2. (i) For Rel4 m; the operator ðLe;0k  lÞ restricted to the range of
Qe has inverse operator:
ðLe;0k  lÞ1 : ½fe;00 >-½fe;00 >
which is bounded uniformly in eAð0; e and Rel4 m:
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(ii) There exists a constant C40 which is independent of ðe; lÞ; eAð0; e;
Re l4 l such that
jðLe;0k  lÞ1QeujLNpCjQeujLN :
(iii) For vAL2ð0; R; rN1 drÞ
lim
e-0
ðLe;0k  lÞ1ðQef ev ðÞvÞ ¼
f v ðrÞv
f u ðrÞ  l
in L2;
where
f u ðrÞ ¼
fuðhðvÞ; vÞ 0prpR;
fuðhþðvÞ; vÞ RorpR;

and f v ðrÞ is defined analogously.
The statement (i) is the consequence of (4.2). Statement (ii) is proved as in the
proof of Lemma 3.2 in [1]. Statement (iii) is proved by the same method as in the
proof of Lemma 2.2 in [12].
4.2. The principal eigenvalue of M
e;0
k
In this subsection, we study the eigenvalues of Me;0k : We ﬁrst note that
eMe;0k ¼ D
d2
dr2
þ N  1
r
d
dr

 
þ egevðrÞ ¼ M0 þ egevðrÞ;
which implies that eigenvalues of eMe;0k are e-perturbations of those of M
0: The
eigenpairs of M0; with homogeneous Neumann boundary conditions at r ¼ 0; R; can
be expressed in terms of the Bessel functions of order ðN  2Þ=2 ([4]). In particular,
its principal eigenvalue is zero, the associated eigenfunction is a constant, and the
second eigenvalue is strictly negative. Therefore eMe;0k has a simple eigenvalue near
zero and the remaining part of the spectrum is bounded away from it uniformly in
eAð0; e:
Proposition 4.3. (i) The principal eigenpair ðne0;CeðrÞÞ of Me;0k ; Ce being L2-
normalized, admits an asymptotic expansion
ne0 ¼ n0 þ OðeÞ; CeðrÞ ¼ C0 þ OðeÞ as e-0;
where n0 and the function C0ðrÞ are explicitly given by
n0 ¼ g

v G
þ  gþv G
½G o0; C
0ðrÞ ¼
ﬃﬃﬃﬃﬃﬃﬃ
N
RN
r
;
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where
g7v ¼ gvðh7ðvÞ; vÞ; G7 ¼ gðh7ðvÞ; vÞ and ½G ¼ Gþ  G:
(ii) The second eigenvalue ne1 of M
e;0
k is negative and of order Oð1=eÞ-N as e-0:
(iii) The operator ðMe;0k  lÞ1 is bounded uniformly in
ðe; lÞAð0; e  flAC jRel4n0g
as a mapping
ðMe;0k  lÞ1 : L2ð0; R; rN1drÞ-L2ð0; R; rN1drÞ;
as well as a mapping
ðMe;0k  lÞ1 : ½H1ð0; R; rN1 drÞ0-H1ð0; R; rN1 drÞ;
where ½H1ð0; R; rN1 drÞ0 is the dual of H1ð0; R; rN1 drÞ: Moreover, we have the
characterization of the limit
lim
e-0
ðMe;0k  lÞ1w ¼
1
n0  l
N
RN
Z R
0
wðrÞrN1 dr;
in H2ð0; R; rN1 drÞ if wAL2ð0; R; rN1 drÞ; and in H1ð0; R; rN1 drÞ if
wA½H1ð0; R; rN1 drÞ0:
Proof. (i) and (ii) follow from the discussion preceding the proposition.
The ﬁrst part of (iii) is a consequence of the fact that the principal eigenvalue ne0 is
negative and bounded away from zero uniformly in e40: The second half of (iii) is
the consequence of (ii) and the Lax-Milgram theorem [11]. The formula for the limit
of the inverse operator is easily veriﬁed by using eigenfunction expansions. &
4.3. The principal eigenvalue of ð2:6Þ
We now study the eigenvalue of Le;Dk with the largest real part, called the principal
eigenvalue of Le;Dk : Let L40 be deﬁned by
L ¼ minfm;n0=2g40
and consider the following set:
C :¼ flAC jRelX Lg:
We characterize the eigenvalues of Le;Dk contained in C; hence, lAC in the sequel.
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By decomposing j as j ¼ afe0 þ we; with aAC and /we;fe;00 S ¼ 0; the eigenvalue
problem (2.6) is recast as
aðm00ðeÞ  lÞ ¼ /f evc;fe;00 S ¼ /c; f evfe;00 S;
ðLe;0k  lÞwe ¼ Qeðf evcÞ;
ðMe;0k  lÞc geuwe ¼ ageufe;00 ;
8><
>: ð4:9Þ
where Qe is the orthogonal projection onto the orthogonal complement of fe;00 ðÞ:
Thanks to Proposition 4.2(i), for lAC; the second equation in (4.9) is solvable
in we as
we ¼ ðLe;0k  lÞ1Qeðf evcÞ:
Upon substitution of this expression, the third equation in (4.9) is reduced to
N e0ðlÞc ¼ ageufe;00 ; ð4:10Þ
where
N e0ðlÞc :¼ ðMe;0k  lÞcþ geuðLe;0k  lÞ1Qeðf evcÞ: ð4:11Þ
To go further, we need the following.
Proposition 4.4. (i) For lAC; the operator N e0ðlÞ is invertible and
½N e0ðlÞ1 : L2ð0; R; rN1 drÞ-L2ð0; R; rN1 drÞ
is bounded uniformly in ðe; lÞAð0; e  C:
(ii) Denoting by ½H1ð0; R; rN1 drÞ0 the dual space of H1ð0; R; rN1 drÞ; the inverse
operator ½N e0ðlÞ1 extends to ½H1ð0; R; rN1 drÞ0 and
½N e0ðlÞ1 : ½H1ð0; R; rN1 drÞ0-H1ð0; R; rN1 drÞ
is bounded uniformly in ðe; lÞAð0; e  C:
Proof. This is the consequence of Propositions 4.2, 4.3 and the Lax-Milgram
theorem together with conditions (A4). &
If a ¼ 0 in (4.10), then Proposition 4.4(i) implies c ¼ 0; which in turn implies
we ¼ 0 and hence f ¼ c ¼ 0: Therefore aa0 and the eigenvalues lAC of (2.6) is
determined by
m00ðeÞ  l ¼ /c; f evfe0S;
N e0ðlÞc ¼ geufe0:
(
ð4:12Þ
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By using the fact
*feðzÞ ¼ ﬃﬃep fe0ðR þ ezÞ-k0u0zðzÞ in C2locðRÞ
from Proposition 4.1, we have for each yAH1ð0; R; rN1 drÞ
lim
e-0
y; geu
fe;00ﬃﬃ
e
p
 !* +
¼ yðRÞk0½GRN1 :
Therefore, by using Proposition 4.4(ii), we discover that
c ¼ ﬃﬃep #c; #c ¼ ½N e0ðlÞ1ðgeufe;00 = ﬃﬃep Þ
with #cAH1ð0; R; rN1 drÞ: On the other hand, for each yAH1ð0; R; rN1 drÞ; we also
have:
lim
e-0
y; f ev
fe;00ﬃﬃ
e
p
 !* +
¼ yðRÞk0J 0ðvÞRN1 :
Consequently /c; f evf
e;0
0 S ¼ e/ #c; f ev #fe0S ¼ OðeÞ; where
#fe0ðrÞ :¼
1ﬃﬃ
e
p fe;00 ðrÞ: ð4:13Þ
Putting these facts together, (4.21) and Proposition 4.1 imply that l ¼ OðeÞ and
hence we may set
l ¼ e#l and m00ðeÞ ¼ e #m00ðeÞ; #m00ðeÞ ¼ oð1Þ as e-0:
It is now easy to see that (4.12) is equivalent to
#m00ðeÞ  #l ¼ /½N e0ðe#lÞ1ðgeu #fe0Þ; f ev #fe0S: ð4:14Þ
This equation, called a SLEP-equation in [12], determines the eigenvalues of (2.6)
in C:
We now compute the right-hand side of (4.14). By using Propositions 4.2 and
4.3(iii) and (4.11), we obtain
lim
e-0
½N e0ðe#lÞ1w ¼ 
N
RN
1
n0 þ A
Z R
0
wðrÞrN1 dr;
where
A ¼ G
þðvÞd  GðvÞdþ
½G
with G7ðvÞ ¼ gðh7ðvÞ; vÞ; d7 ¼ h7v ðvÞguðh7ðvÞ; vÞ:
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Therefore, using n0 þ A ¼ ENGv ðvÞ þ ð1 ENÞGþv ðvÞ ¼: To0; we have
lim
e-0
/½N e0ðe#lÞ1ðgeu #fe0Þ; f ev #fe0S
¼ J
0ðvÞ½G
T
NRN1
m2RN
¼ c
0ðvÞ½G
T
NEN
R
¼: #l:
Since To0; Ao0 and J 0ðvÞo0; we conclude #l40: On the other hand #m00ðeÞ ¼
OðeÞ; we ﬁnally obtain from (4.14) that
#le0 ¼ e#l þ Oðe2Þ: ð4:15Þ
This proves Proposition 2.2(i) and (ii).
Let Fe0 be the eigenfunction of Le;Dk associated with the principal eigenvalue le0;
normalized so that jFe0jL2 ¼ 1: We have established above that the principal
eigenfunction is given by
Fe0 ¼ ae
fe;00 þ we
ce
 !
with a normalizing factor ae and
ce :¼ ﬃﬃep #ce ¼ ﬃﬃep ½N e0ðle0Þ1ðgeu #fe0Þ;
we ¼  ﬃﬃep ðLe;0k  le0Þ1Qeðf ev #ceÞ;
where #fe0 is deﬁned in (4.13). From Proposition 4.4(ii) and the fact that
geu
#fe0-constant dR ;
we ﬁnd that jcejLN ¼ Oð
ﬃﬃ
e
p Þ: This fact and Proposition 4.2 imply that jwejLN ¼ OðeÞ:
Since fe;00 in the ﬁrst component of the principal eigenfunction F
e
0 is L
2-normalized
we ﬁnd ae ¼ 1þ OðeÞ; which implies
jFe0jL1 ¼ Oð
ﬃﬃ
e
p Þ and jFe0jLN ¼ O
1ﬃﬃ
e
p
 	
;
because jfe;00 jLN ¼ Oð1=
ﬃﬃ
e
p Þ and jfe;00 jL1 ¼ Oð
ﬃﬃ
e
p Þ:
Let us also denote by Fe0 the eigenfunction of ðLe;Dk Þ; the L2-adjoint of Le;Dk ;
associated with #le0AR; normalized so that
/Fe0;F
e
0S ¼ 1:
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The arguments in Sections 4.2 and 4.3 work for ðLe;Dk Þ as well, and Fe0 is expressed as
Fe0 ¼ ae
fe;00 þ we
ce
 !
with ae ¼ 1þ OðeÞ; jFe0jL1 ¼ Oð
ﬃﬃ
e
p Þ and jFe0jLN ¼ O
1ﬃﬃ
e
p
 	
;
where we and c
e
 satisfy the same type of estimates as w
e and ce; respectively. This
completes the proof of Proposition 2.2(iii) and (iv). &
Now Proposition 2.3 remains to be proved.
Proof of Proposition 2.3. We prove this by means of contradiction. If the statement
of the proposition were to fail, there would exist sequences fejg with limj-N ej ¼ 0
and fpjgCM with jpjjLN ¼ 1 such that
lim
j-N
jLej ;Dk pjjLN ¼ 0:
Let us set qj ¼ Lej ;Dk pj: This is written as
q
j
1 ¼ðejÞ2 pj1rr þ
N  1
r
p
j
1r

 
þ f eju ðrÞpj1 þ f ejv ðrÞpj2;
ejq
j
2 ¼D pj2rr þ
N  1
r
p
j
2r

 
þ ejgeju ðrÞpj1 þ ejgejv ðrÞpj2:
By the standard compactness argument, we ﬁnd that a subsequence of fpj2g (which
we denote by the same symbol) converges on each compact interval in C2-norm to a
solution of
D p2rr þ
N  1
r
p2r

 
¼ 0; with jp2jLNp1; p2rð0Þ ¼ 0 ¼ p2rðRÞ:
This problem has only constant solutions, hence p2ðrÞ  p2 with jp2jp1:
Now let us denote by r jA½0; R the value at which jpjðrÞj attains its maximum. The
sequence fr jg has a convergent subsequence, which we still write as fr jg; r ¼
limj-N r
j: The sequence fpj1ðr jÞg also has a convergent subsequence which is still
denoted by the same symbol.
lim
j-N
p
j
1 ðr jÞ ¼ p1; jp1j þ jp2jX1; jp1jp1; jp2jp1:
Now we rescale p
j
1 ðrÞ as p˜ j1 ðzÞ ¼ pj1ðr þ ejzÞ: These scaled functions satisfy
q˜
j
1 ðzÞ ¼ p˜ j1zz þ ej
N  1
r þ ejz p˜
j
1z þ f˜ eju ðzÞp˜ j1 þ f˜ ejv ðzÞp˜ j2 ðzÞ:
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Then, considering a subsequence if necessary, the standard compactness argument
implies that fp˜ j1g converges to a function p˜1 in C2-norm, where p˜1 satisﬁes: jp1jLNp1
and one of the following.
(i) 0 ¼ p˜1zz þ fuðhðvÞ; vÞp˜1 þ fvðhðvÞ; vÞp2 if rA½0; RÞ;
(ii) 0 ¼ p˜1zz þ fuðhþðvÞ; vÞp˜1 þ fvðhþðvÞ; vÞp2 if rAðR; R;
(iii) 0 ¼ p˜1zz þ fuðu0ðzÞ; vÞp˜1 þ fvðu0ðzÞ; vÞp2 if r ¼ R:
If rAð0; RÞ; then the equation in (i) must be satisﬁed on R; which has the unique
solution p˜1ðzÞ  hv ðvÞp2: If r ¼ 0; then the equation in (i) and p˜1zð0Þ ¼ 0 must be
satisﬁed on ð0;NÞ: This problem also has the unique solution p˜1ðzÞ  hv ðvÞp2:
Analogous arguments imply that the equation (ii) has the unique solution p˜1ðzÞ 
hþv ðvÞp2:
In case (iii), the equation must be satisﬁed on R and it has bounded solutions if
and only if
0 ¼
Z N
N
u0zðzÞfvðu0ðzÞ; vÞ dz  p2 ¼ J 0ðvÞp2:
This forces p2 ¼ 0: Once this is known, the equation in (iii) has a unique family of
bounded solutions p˜1ðzÞ ¼ ku0zðzÞ:
We will now show that p1 ¼ 0 ¼ p2 in cases (i) and (ii) and that k ¼ 0 in case (iii),
by utilizing a condition which we have not so far used: pjAM: This condition is
equivalent to
0 ¼ 1ﬃﬃﬃ
ej
p /Fej0 ; pjS ¼ aej k0RN1
Z N
N
u0zðzÞp˜ j1 ðzÞ dz þ OðejÞ;
thanks to the characterization of Fe0: Passing to the limit ej-0; we obtain
0 ¼
Z N
N
u0zðzÞp˜ j1 ðzÞ dz ¼ h7v ðvÞp2
Z N
N
½u0zðzÞ2 dz
for the cases (i) and (ii), and hence p1 ¼ 0 and p2 ¼ 0; and
0 ¼
Z N
N
u0zðzÞp˜ j1 ðzÞ dz ¼ k
Z N
N
½u0zðzÞ2 dz
for the case (iii), which implies k ¼ 0: Therefore we conclude jpjjLN-0 as j-N:
This is a contradiction as we had chosen jpjjLN ¼ 1: This completes the proof of
Proposition 2.3. &
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