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Abstract
In this paper the exact linear relation between the leading
eigenvectors of the modularity matrix and the singular vectors of
an uncentered data matrix is developed. Based on this analysis the
concept of a modularity component is defined, and its properties
are developed. It is shown that modularity component analysis can
be used to cluster data similar to how traditional principal com-
ponent analysis is used except that modularity component analysis
does not require data centering.
Key words: Data clustering, Graph partitioning, Modu-
larity matrix, Principal component analysis
AMS subject classifications: 05C50, 15A18, 62H30,
90C59
1 Introduction
The purpose of this paper is to present a development
of modularity components that are analogous to principal
value components [8]. It will be shown that modularity
components have characteristics that are similar to those
of principal value components in the sense that modularity
components provide for data analysis in much the same
manner as do principal value components. In particular, just
as in the case of principal value components, modularity
components are shown to be mutually orthogonal, and raw
data can be projected onto the directions of a number of
modularity components to reveal patterns and clusters in
the data. However, a drawback of principal component
analysis (PCA) is that it generally requires centering or
standardizing the data before determining principal compo-
nents. On the other hand, utilizing modularity components
does not require data to be centered to accurately extract
important information. Among other things, this means that
sparsity in the original data is preserved whereas centering
data naturally destroys inherent sparsity.
Moreover, we will complete the comparison of modu-
larity components with principal components by showing
that the component that maximizes the modularity function
of the uncentered data as defined in [14] can replace the
principal component that maximizes the variance in the
centered data. Finally, just as each succeeding principal
component has maximal variance with the constraint that
it is orthogonal to all previous principal components, each
succeeding modularity component has maximal modularity
with the constraint that it is orthogonal to all prior modu-
larity components.
Our modularity components are derived from the con-
cept of modularity introduced by Newman and Girvan
in [15], and further explained by Newman in [14]. The
modularity partitioning method starts with an adjacency
matrix or similarity matrix and aims to partition a graph by
maximizing the modularity. Assuming the graph containing
n nodes, the modularity is defined by
Q(s) =
1
4m
sTBs, (1.1)
where m is the number of edges in the graph,B is the mod-
ularity matrix defined below, and s¯ ∈ Rn is a vector that
maximizes Q. Since the number of edges in a given graph
is constant, the multiplier 1/(4m) is often dropped for sim-
plicity, and the modularity becomes
Q(s) = sTBs. (1.2)
The modularity matrix is defined by
B = A− dd
T
2m
, (1.3)
where A is an adjacency matrix or similarity matrix,
and d =
(
d1 d2 · · · dn
)T is the vector containing
the degrees of the nodes. It is proven in [14] that the
1
eigenvector corresponding to the largest eigenvalue of B
can maximize Q. Like the spectral clustering method [18],
the modularity clustering method also uses signs of entries
in the dominant eigenvector to partition graphs.
The modularity partitioning algorithm has been widely
applied and discussed. For instance, it has been applied
to reveal human brain functional networks [12] and eco-
logical networks [5], and used in image processing [11].
Blondel et al. [1] proposed a heuristic that can reveal
the community structure for large networks. Rotta and
Noack [17] compared several heuristics in maximizing
modularity. DasGupta and Desai [4] studied the complexity
of modularity clustering. The limitations of the modularity
maximization technique are discussed in [6] and [9].
By the modularity algorithm [14], a graph is parti-
tioned into two parts, and a hierarchy can be built by
iteratively calculating the B matrices and their dominant
eigenvectors. Repetitively partitioning a graph into two
subsets may be inefficient and does not utilize information
in subdominant eigenvectors. And while there is a con-
nection between graph partitioning and data analysis, they
are not strictly equivalent because extracting information
from raw data by means of graph partitioning necessarily
requires the knowledge or creation of a similarity or
adjacency matrix, which in turn can only group nodes. For
the purpose of data analysis, it is more desirable to analyze
raw data without involving a similarity matrix. Modularity
analysis can be executed directly from uncentered raw data
Xp×n (p number of attributes, n number of data points) by
redefining the modularity matrix to be
B = XTX− dd
T
2m
, (1.4)
but in practice XTX need not be explicitly computed. In
addition to using only raw data, this formulation allows
the creation of modularity components that are directly
analogous to principal value components created from
centered data. In what follows, let A = XTX, where the
rows of X may be normalized when different units are
involved.
The paper is organized as follows. In Section 2 we
give the definition of modularity components. In Section
3 properties of the modularity components are established.
Section 4 contains some conclusions.
2 Definition of Modularity Components
In this section we will give the definition of the modular-
ity components. Before doing that we will prove a couple
of lemmas about the relation between the eigenvectors of a
particular kind of similarity matrices that can be fed in the
modularity algorithm and the singular vectors of the data
matrix. The lemmas will help us to define the modularity
components. Suppose the SVD of the uncentered data ma-
trixX isX = UΣVT and that there are k nonzero singular
values. Then
A = XTX = VΣTΣVT (2.1)
has k positive eigenvalues. From the interlacing theorem
mentioned in [2] and [19], it is guaranteed that the largest
k−1 eigenvalues ofB = A−ddT /(2m) are positive. If the
k eigenvalues of A are simple, then the eigenvectors of B
corresponding to the largest k−1 eigenvalues can be written
as linear combinations of the eigenvectors of A. The proof
of the following lemma can be found in Appendix A.
Lemma 2.1. Suppose the largest k − 1 eigenvalues of B
are β1 > β2 > · · · > βk−1 and the nonzero eigenvalues of
A = XTX are α1 > α2 > · · · > αk. Further suppose that
for 1 ≤ i ≤ k − 1 we have βi 6= αi and βi 6= αi+1. Then
the eigenvector bi of B can be written by
bi =
k∑
j=1
γijvj , (2.2)
where
γij =
vTj d
(αj − βi)‖d‖2 . (2.3)
The point of this lemma is to realize that the vector bi is
a linear combination of the vi. The next lemma gives the
linear expression of the vectors bTi X† in terms of the ui,
where X† is the Moore-Penrose inverse of X. There are
practical cases where our assumptions in Lemma 2.1 hold
true, and examples are given in Appendix B.
Lemma 2.2. With the assumptions in Lemma 2.1, we have
bTi X
† =
k∑
j=1
γij
σj
uTj , (2.4)
where σj is the j-th the nonzero singular value ofX.
Proof.
bTi X
† =
( k∑
j=1
γijv
T
j
)
VΣ†UT
=
(
γi1 γi2 · · · γik 0 · · · 0
)
1×n
Σ†U
T
=
(γi1
σ1
γi2
σ2
· · · γik
σk
0 · · · 0)
1×p
UT
=
k∑
j=1
γij
σj
uTj .
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Lemma 2.2 shows that if bi can be written as a
linear combination of the vj , then the vectors bTi X†
can be written as a linear combination of the ui. Next
we give the formal definition of the modularity components.
Definition 2.3. SupposeXp×n is the data matrix, bi is the
eigenvector corresponding to the i-th largest eigenvalue of
B, where
B = XTX− dd
T
2m
. (2.5)
Under the assumptions in Lemma 2.1, let
mTi = b
T
i X
† =
k∑
j=1
γij
σj
uTj . (2.6)
The i-th modularity component is defined to be
ci =
mi
‖mi‖2 . (2.7)
By the two lemmas, it can be seen that as long as the
assumptions in Lemma 2.1 are met, the modularity compo-
nents are well-defined, and the definition of ci is based on
the linear combination of bTi X† in terms of the ui. In the
next section some important properties of the modularity
components are established.
3 Properties of the Modularity Components
In this section some properties of modularity compo-
nents will be discussed. It will be seen that the properties of
modularity components are similar to the ones of principal
components. First we will prove that the modularity com-
ponents, as long as they are well-defined, are perpendicular
to each other. Then we will prove that if we project the un-
centered data onto the span of the modularity components,
then the projection will be a scalar multiple of the modular-
ity vectors. Finally, we will prove that the ‘importance’ of
each modularity component is given by its corresponding
eigenvalue of B. The first modularity component has the
largest modularity, and the i-th modularity component has
the largest modularity with the constraint that it is perpen-
dicular to the preceding i− 1 modularity components.
Theorem 3.1. With the assumptions in Lemma 2.1, suppose
Xp×n is the unnormalized data matrix, A = XTX, B =
A− ddT /(2m). Suppose bi, bj are the eigenvectors ofB
corresponding to eigenvalues λi and λj , 1 ≤ i, j ≤ k − 1,
respectively. Then we have
B = (BX†)(BX†)T (3.1)
and ci ⊥ cj for i 6= j.
Proof. It is sufficient to prove that mi ⊥ mj for i 6= j.
From A = XTX we have
d = Ae = XTXe,
2m = dTe = eTXTXe,
where e is a column vector with all ones. Therefore,
B = A− dd
T
2m
= XTX− (X
TXe)(XTXe)T
eTXTXe
= XTX− X
TXeeTXTX
eTXTXe
.
Since XTXX† = XT is always true, we have
BX† = XT − X
TXeeTXT
eTXTXe
.
Consequently,
(BX†)(BX†)T
=
(
XT − X
TXeeTXT
eTXTXe
)(
X− Xee
TXTX
eTXTXe
)
= XTX− 2X
TXeeTXTX
eTXTXe
+
(eTXTXe)XTXeeTXTX
(eTXTXe)2
= XTX− X
TXeeTXTX
eTXTXe
.
Therefore B = (BX†)(BX†)T . Since Bbi = λibi,
Bbj = λjbj , λi 6= 0, λj 6= 0, we have
mTi mj = (b
T
i X
†)(bTj X
†)T
=
(
1
λi
bTi BX
†
)(
1
λj
bTj BX
†
)T
=
1
λiλj
bTi (BX
†)(BX†)Tbj =
1
λiλj
bTi Bbj
=
1
λi
bTi bj = 0,
so
cTi cj =
mTi mj
‖mi‖2‖mj‖2
implies ci ⊥ cj for i 6= j.
From Theorem 3.1, it can be seen that the modularity
components are orthogonal to each other. Next we prove
that the projection of the uncentered data onto the span of
ci is a scalar multiple of bi.
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Theorem 3.2. With the assumptions in Lemma 2.1, let Pci
be the projector onto the span of ci. Then we have
PciX =
1
‖mi‖2 cib
T
i . (3.2)
Proof.
PciX = cic
T
i X =
1
‖mi‖2 cim
T
i UΣV
T
=
1
‖mi‖2 ci
( k∑
j=1
γij
σj
uTj
)
UΣVT
=
1
‖mi‖2 ci
(γi1
σ1
γi2
σ2
· · · γik
σk
0 · · · 0)
1×p
ΣVT
=
1
‖mi‖2 ci
(
γi1 γi2 · · · γik 0 · · · 0
)
1×n
VT
=
1
‖mi‖2 ci
k∑
j=1
γijv
T
i =
1
‖mi‖2 cib
T
i .
This property is similar to that of principal components
in the sense that if we project the data onto the span of the
components, we get a scalar multiple of a vector, and the
vector can give the clusters in the data based on the signs
of the entries in the eigenvectors. Finally, we can prove that
if we look at X in the space perpendicular to c1, c2, · · · ,
ci−1, then the projection onto the span of ci will give us the
largest modularity, and the projection is just bi.
Theorem 3.3. With the assumptions in Lemma 2.1,
βi =
1
‖mi‖22
, 1 ≤ i ≤ k − 1. (3.3)
Moreover, let X1 = X and for 1 < i ≤ k − 1, let
Xi = X−
i−1∑
j=1
cjc
T
j X, (3.4)
and let di, mi be defined correspondingly. Under these
conditions, βi is the largest eigenvalue of Bi = XTi Xi −
did
T
i /(2mi), and bi is the corresponding eigenvector of
βi.
Proof. For i = 2, since it is proved in [14] that b1 is the
vector s¯ that maximizes Q in Equation 1.2, we have
Qmax1 = b
T
1Bb1 = β1b
T
1 b1 = β1.
By Theorem 3.1,
max
‖s‖2=1
sTBs = max
‖s‖2=1
sT (BX†)(BX†)T s
= max
‖s‖2=1
‖(BX†)T s‖22 = max
‖s‖2=1
‖(X†)TBs‖22
= ‖(X†)TBb1‖22 = ‖(X†)Tβ1b1‖22 = ‖β1m1‖22 = β1.
Therefore βi = 1/‖mi‖22. Then X2 is defined by
X2 = X− c1cT1X = (I− c1cT1 )X.
Since I− c1cT1 is idempotent, we have
XT2X2 = X
T (I− c1cT1 )X = XTX−XT c1cT1X.
By Theorem 3.2, we know that c1cT1X = c1bT1 /‖m1‖2, so
cT1X =
√
β1b
T
1 and then
XT2X2 = X
TX− β1b1bT1 .
Plug XT2X2 into
B2 = X
T
2X2 −
d2d
T
2
2m2
= XT2X2 −
XT2X2ee
TXT2X2
eTXT2X2e
,
and notice that bT1 e = 0 (because b1 and e are eigenvectors
corresponding to different eigenvalues of B) to produce
B2 = B− β1b1bT1 .
So by Brauer’s theorem [13](Exercise 7.1.17), the eigen-
pairs ofB2 are the ones ofB1 with (β1,b1) replaced by an
eigenpair with zero eigenvalue. So β2 is the largest eigen-
value of B2 and b2 is the eigenvector of B2 corresponding
to β2.
For the cases when 2 < i ≤ k − 1, let
Qi−1 = s
TBi−1s.
Notice that bi−1 is the vector s that maximizes Qi−1. Then
by similar steps we can prove that ‖mi−1‖22 = 1/βi−1.
ThenXi can be defined by
Xi = X−
i−1∑
j=1
cjc
T
j X = (I−
i−1∑
j=1
cjc
T
j )X.
It is easy to see that I−∑i−1j=1 cjcTj is idempotent. Then we
have
XTi Xi = X
T (I−
i−1∑
j=1
cjc
T
j )X
= XTX−XT (
i−1∑
j=1
cjc
T
j )X = X
TX−
i−1∑
j=1
βjbjb
T
j .
Plug XTi Xi into
Bi = X
T
i Xi −
did
T
i
2mi
= XTi Xi −
XTi Xiee
TXTi Xi
eTXTi Xie
,
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and notice that bTj e = 0 (because bj and e are eigenvectors
corresponding to different eigenvalues of B) to produce
Bi = B−
i−1∑
j=1
βjbjb
T
j = Bi−1 − βi−1bi−1bTi−1.
So by Brauer’s theorem again, the eigenpairs of Bi are the
ones of Bi−1 with (βi−1,bi−1) replaced by an eigenpair
with zero eigenvalue. So βi is the largest eigenvalue of Bi
and bi is the eigenvector of Bi corresponding to βi.
Theorem 3.3 says when we build the new data matrixXi
from X, di and mi change. Also Bi is different from B,
but the eigenpairs of B are retained by Bi except for the
first i − 1 pairs. The conclusion is that the first modularity
component has the largest modularity of the data X. Each
succeeding modularity component has the largest modular-
ity with the constraint that it is orthogonal to all previous
modularity components.
4 Conclusion
In this paper, the concept of modularity components is
defined, and some important properties of modularity com-
ponents are proven. The concept of modularity components
can be used to explain why using more than one eigenvec-
tors of the modularity matrix to do data clustering is reason-
able. The combination of modularity clustering and mod-
ularity components gives a modularity component analysis
that has some nice properties similar to the well known prin-
cipal component analysis.
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Appendices
A Proof of Lemma 2.1
The lemma is based on a theorem from [2] about the
interlacing property of a diagonal matrix and its rank-one
modification and how to calculate the eigenvectors of a di-
agonal plus rank one (DPR1) matrix [13]. The theorem can
also be found in [19].
Theorem A.1. Let C = D + ρvvT , where D is diagonal,
‖v‖2 = 1. Let d1 ≤ d2 ≤ · · · ≤ dn be the eigenvalues of
D, and let d˜1 ≤ d˜2 ≤ · · · ≤ d˜n be the eigenvalues of C.
Then d˜1 ≤ d1 ≤ d˜2 ≤ d2 ≤ · · · ≤ d˜n ≤ dn if ρ < 0. If the
di are distinct and all the elements of v are nonzero, then
the eigenvalues ofC strictly separate those of D.
Corollary A.2. With the notations in Theorem A.1, the
eigenvector ofC corresponding to the eigenvalue d˜i is given
by (D− d˜iI)−1v.
Theorem A.1 tells us the eigenvalues of a DPR1 matrix
are interlaced with the eigenvalues of the original diagonal
matrix. Next we will write the eigenvector corresponding
to the positive eigenvalues of a modularity matrix as a
linear combination of the eigenvectors of the corresponding
adjacency matrix.
With the notations in Section 1, since A = XTX,
then if the SVD of X is X = UΣVT , then
A = VΣTΣVT = VΣAV
T ,
where ΣA is an n × n diagonal matrix. Suppose the
rows and columns of A are ordered such that ΣA =
diag(α1, α2, · · · , αn), where α1 > α2 > · · · > αk >
αk+1 = · · · = αn = 0. Let V =
(
v1 v2 · · · vn
)
.
Similarly, since B is symmetric, it is orthogonally similar
to a diagonal matrix. Suppose the eigenvalues of B are
β1, β2, · · · , βn with largest k − 1 eigenvalues β1 > β2 >
· · · > βk−1.
Proof. Since B = A− ddT /(2m), we have
B = A−dd
T
2m
= VΣAV
T−dd
T
2m
= V(ΣA+ρyy
T )VT ,
where y = VTd/‖VTd‖2 and ρ = −‖VTd‖22/(2m).
SinceΣA+ρyyT is also symmetric, it is orthogonally sim-
ilar to a diagonal matrix. So we have
B = VU′ΣBU
′TVT ,
where U′ is orthogonal and ΣB is diagonal. Since ΣA +
ρyyT is a DPR1 matrix, ρ < 0 and ‖y‖2 = 1, the interlac-
ing theorem applies to the eigenvalues of A and B. More
specifically, we have
αk < βk−1 < αk−1 < βk−2 < · · · < β2 < α2 < β1 < α1.
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The strict inequalities hold because of our assumptions. Let
B1 = ΣA + ρyy
T
. Since B = VB1VT , we have BV =
VB1. Suppose (λ,u) is an eigenpair of B1, then
BVu = VB1u = λVu
implies that (λ,u) is an eigenpair of B1 if and only if
(λ,Vu) is an eigenpair of B. By Corollary A.2, the eigen-
vector of B1 corresponding to βi, 1 ≤ i ≤ k − 1 is given
by
pi = (ΣA − βiI)−1y = (ΣA − βiI)−1 V
Td
‖VTd‖2 ,
and hence the eigenvector of B corresponding to βi, 1 ≤
i ≤ k − 1 is given by
bi = Vpi = V(ΣA − βiI)−1 V
Td
‖VTd‖2
=
1
‖d‖2
n∑
j=1
vTj d
αj − βivj .
Since d = Ae = VΣAVT e where e is a column vector
with all ones, we have
vTj d = v
T
j VΣAV
T e = eTj ΣAV
T e.
Since rank(A) = k, we have vTj d = 0 for j > k. There-
fore, the eigenvector of B corresponding to βi, 1 ≤ i ≤
k − 1 is given by
bi =
k∑
j=1
γijvj ,
where
γij =
vTj d
(αj − βi)‖d‖2 .
B Examples satisfy the assumptions in
Lemma 2.1
We used two subsets of the popular MNIST data set
from the literature, and the data set is described below.
The PenDigit data sets are subsets of the widely used
MNIST database [10][20][7][3][16]. The original data
contains a training set of 60,000 handwritten digits from 44
writers. The first subset used in the experiments contains
some of the digits 1, 5 and 71. The second subset used
1The data can be downloaded at http://www.kaggle.com/c/digit-
recognizer/data
contains some of the digits 1, 7 and 9. Each piece of data
is a row vector converted from a grey-scale image. Each
image is 28 pixels in height and 28 pixels in width, so there
are 784 pixels in total. Each row vector contains the label
of the digit and the lightness of each pixel. Lightness of a
pixel is represented by a number from 0 to 255 inclusively,
and smaller numbers represent lighter pixels.
The XTX matrix of the 1-5-7 subset has 644 eigen-
values αi that are positive, and the largest 643 eigenvalues
βi of the B matrix are different from both αi and αi+1.
The XTX matrix of the 1-7-9 subset has 623 eigenvalues
αi that are positive, and the largest 622 eigenvalues βi of
the B matrix are different from αi and αi+1. Thus we
conclude that these examples satisfy the assumptions in
Lemma 2.1.
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