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Аннотация 
В современном мире накоплено гигантское количество информации. Одной из наиболее 
распространенных форм хранения информации являются тексты на естественном языке. 
Из-за необходимости анализа больших массивов текстовых данных получило развитие 
направление обработки текста на естественном языке (NLP – Natural Language Processing). 
Анализ тональности в тексте является одним из основных направлений раздела обработки 
текста на естественном языке. В статье рассматриваются основные методы и подходы к 
задаче анализа тональности текста на естественном языке. Дается краткая характеристика 
используемым на практике методам традиционного машинного обучения, а также методам 
глубокого обучения. По результатам данной статьи определены наиболее результативные 
методы анализа тональности. 
Ключевые слова: анализ текста на естественном языке, анализ тональности, машинное 
обучение, глубокое обучение, искусственные нейронные сети. 
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Abstract 
There is a gigantic amount of information in the world. One of the most common forms of 
information storage is natural language texts. For the analysis of gigantic arrays of text data, the 
direction of natural language processing has been developed. Sentiment analysis in text is one of 
the main areas of the natural language processing section. The article discusses the main methods 
and approaches to the problem of analyzing the sentiment of a text in a natural language. A brief 
description of the traditional machine learning methods and deep learning methods used in 
practice is given. Based on the results of this article, the most effective methods of sentiment 
analysis have been identified. 
Keywords: natural language texts analysis, sentiment analysis, machine learning, deep learning, 
artificial neural networks. 
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Анализ тональности текста – это подраздел обработки естественного языка (NLP) целью 
которого является классификация текста по тональности. Тональность — это мнение, отношение и 
эмоции автора по отношению к объекту, о котором говорится в тексте. В качестве объектов могут 
выступать объекты реального мира, люди, события или процессы. Обычно используется бинарная 
классификация, выявление в тексте положительных и отрицательных оттенков. Но также может 
добавляться нейтральный класс или стоять более сложная задача, допустим выявление оценок, 
которые поставит пользователь: «Отлично», «Хорошо», «Плохо» и другие. 
Анализ тональности текста имеет широкий спектр применений в современном мире. С его 
помощью можно выявлять отношение пользователей к продукту [8], применять данный анализ для 
политических [9], социологических [10], экономических [11], маркетинговых исследований, 
строить рекомендательные и обучающие системы [1].  
В настоящее время в основном используются следующие подходы для выявления 
эмоциональной окраски текста: 
1) Лингвистический подход или анализ, основанный на правилах и словарях. Данный 
подход основан на использовании словарей с заранее подготовленными вручную шаблонами 
эмоционально важных слов и словосочетаний с их эмоциональными оценками. При 
использовании данного подхода в тексте ищутся пересечения со словарем. Затем по сумме оценок 
найденных пересечений определяется тональность заданного текста. Данный подход показывает 
хорошие результаты для некоторых областей. Основной недостаток данного подхода в большой 
сложности подготовки словарей, надо хорошо знать предметную область, для которой 
составляется словарь. Второй недостаток — это плохая масштабируемость, нельзя использовать 
один и тот же словарь для разных предметных областей. Одинаковые термины в различных 
областях могут вносить разный вес в степень эмоциональной окраски [2]. 
2) Подход, основанный на использовании методов машинного обучения. Суть данного 
подхода в том, что вначале на заранее размеченных данных обучается классификатор, который 
потом используется для классификации новых текстов. В нашей статье мы подробней рассмотрим 
методы именно данного подхода [5]. 
3) Гибридный подход, сочетающий в себе подходы как на основе правил и словарей, 
так и на основе машинного обучения. Ряд исследований показывает, что с помощью данного 
подхода можно добиться улучшения качества классификации, но такой подход является самым 
трудоемким и затратным по времени [12]. 
Цель данной статьи – исследовать современные методы машинного обучения для задачи 
определения тональности в тексте на естественном языке на основе публикаций за последние 
несколько лет. Будут рассматриваться, как и традиционные методы машинного обучения, так и 
популярные сейчас методы глубокого обучения. Результаты данного исследования планируется 
использовать для дальнейших исследований в области определения тональности текста.  
 
ОСНОВНАЯ ЧАСТЬ 
Далее будут представлены основные методы традиционного машинного обучения, а также 
методы глубокого обучения, в частности, искусственные нейронные сети, которые в последние 
годы очень популярны и вытесняют более традиционные методы. Дана их краткая характеристика 
и проанализирована их эффективность для задачи анализа тональности.  
Наивный байесовский классификатор – является вероятностным классификатором. 
Наивная байесовская модель вычисляет условную вероятность класса на основе распределения 
слов в документе. Один из самых простых используемых классификаторов. Основан на теореме 
Байеса с предположением о том, что все признаки являются независимыми, благодаря чему и 
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получил название наивный байесовский классификатор [13]. Но обычно в текстовых документах, 
предположение о независимости не подтверждается, что делает его слабоэффективным. Тем не 
менее несмотря на всю простоту и ограничение на независимость, байесовский классификатор 
может показывать хорошие результаты при классификации текста. В данном исследовании с 
помощью наивного байесовского классификатора на различных данных получают точность от 
55% до 79% [21].  Одним из преимуществ является малое количество данных необходимых для 
обучения и простота реализации [3].  
Метод максимума энтропии – также как и наивный байесовский классификатор является 
вероятностным классификатором. Данный метод основан на принципе максимальной энтропии, 
что наиболее характерным распределением вероятностей неопределенной среды, являются 
распределения, которые максимизируют выбранную меру неопределенности при заданной 
информации о поведении среды. В отличии от наивного байесовского классификатора метод 
максимума энтропии не делает предположения о независимости признаков, что позволяет 
добиться лучших результатов. Также как и у наивного байесовского классификатора 
преимуществами являются простота реализации и малое количество данных необходимых для 
обучения [14].  
Деревья решений – представляют из себя древовидную структуру, где на ветках записаны 
атрибуты, от которых зависит распределение вероятностей классов, а на листьях значения 
вероятностей классов. Данный метод просто в интерпретации и требует минимальной 
предобработки данных. Но сами по себе деревья решений используются редко, так как они легко 
переобучаемы и слишком зависимы от обучающих данных. При небольших изменениях в 
обучающей выборке мы получаем кардинально разные результаты на тестовых данных. Чаще 
применяются ансамбли решающих деревьев, которые решают данные проблемы. Примеры таких 
ансамблей: случайный лес или градиентный бустинг [15].  
Случайный лес – ансамбль решающих деревьев. В данном методе строиться очень много 
решающих деревьев большой глубины на разных обучающих данных. Деревья строятся до тех 
пор, пока в каждом листе не окажется очень мало объектов, то есть они сильно переобучены. 
Затем все деревья объединяются, и мы получаем эффективный классификатор, у которого 
отсутствуют недостатки решающих деревьев. Но это вызывает некоторые проблемы, если 
признаков очень много, то этот подход работает не очень хорошо: деревья будут очень глубокими, 
на их построение будет уходить слишком много времени. 
Градиентный бустинг – метод машинного обучения для классификации и регрессии. Этот 
метод строит модель поэтапно, улучшая на каждом следующем этапе модель, которая получилась 
на прошлом этапе. В качестве базовых алгоритмов используются очень простые модели, например 
неглубокие решающие деревья. При использовании градиентного бустинг решающие деревья, в 
отличии от случайного леса, имеют очень небольшую глубину. Но это тоже проблема. Каждое 
дерево может учесть лишь небольшое подмножество признаков, в то время как зачастую ответ 
зависит от комбинации большого количества слов в тексте. Поэтому для хорошей работы 
градиентного бустинга нужно будет использовать очень много деревьев, но даже в этом случае нет 
гарантии, что полученное качество будет приемлемым. 
Логическая регрессия – является методом линейного классификатора, оценивающий 
вероятность принадлежности объектов к классу путем сравнения с логической кривой по 
значениям множества признаков. Используется как для задач регрессии, так и для классификации. 
На практике часто рассматривается логическая регрессия с регуляризацией. Регуляризация 
заключается в том, что модель начинает штрафовать за очень большие веса, что не дает модели 
переобучиться. Логическая регрессия один из самых популярных методов классификации и 
обученная модель показывает очень хорошие результаты. Из недостатков можно выделить, что 
необходима качественная предобработка признаков и их отбор [14].  
Метод опорных векторов (SVM) – набор линейных алгоритмов машинного обучения для 
задач регрессии и классификации. Цель метода заключается в нахождении среди всех возможных 
гиперплоскостей пространства, отделяющих два класса обучающих примеров друг от друга, такой 
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гиперплоскости, расстояния от которой до ближайших векторов обоих классов равны 
(оптимальная разделяющая гиперплоскость) [16]. Является одним из наиболее эффективных 
методов классификации. Данный метод часто применяется в задачах классификации текстов и 
показывает хорошие результаты [17]. Линейные модели хорошо масштабируются, могут работать 
с большим количеством признаков, на очень больших выборках.  
В исследовании методов машинного обучения в задаче автоматического определения 
тональности текстов на естественном языке применялись основные традиционные методы 
машинного обучения [4]. В качестве входных данных использовались следующие англоязычные 
корпуса текстов: 
1) Корпус отзывов о фильмах, входящий в состав библиотеке NLTK, 2000 текстов, в 
среднем 3500 символов в тексте. 
2) Корпус из лексического семантического тезауруса SentiWordNet, 2000 текстов, в 
среднем 150 символов в тексте.  
В качестве метрики эффективности метода использовалась AUC – площадь под ROC-
кривой (кривой ошибок). Авторы обучили несколько моделей, подбирая разные параметры, чтобы 
добиться лучших результатов. Перед этим была произведена предобработка данных и отбор 
признаки. Ниже представлены наилучшие результаты для различных методов традиционного 
машинного обучения. 
• Логическая регрессия: обучающая выборка – 0.93445, тестовая выборка – 0.93445. 
• Дерево принятий решений: обучающая выборка – 0.68204, тестовая выборка – 0.6500. 
• Случайный лес: обучающая выборка – 0.90799, тестовая выборка – 0.84000. 
• Метод опорных векторов: обучающая выборка – 0.89416, тестовая выборка – 0.86167. 
Еще одно исследование в качестве входных данных использует наборы данных 
содержащие отзывы о товарах с интернет-магазина [22]. Метрики оценивания accuracy 
(точность) – соотношение правильно предсказанных объектов к общему количеству объектов в 
наборе данных. В данном исследовании получились следующие результаты: 
• Метод максимума энтропии – точность 72.60% 
• Случайный лес – точность 88.39% 
• Наивный байесовский классификатор – точность 75.50% 
• Метод опорных векторов – точность 91.15% 
Как можно заметить среди методов традиционного машинного обучения наилучшие 
результаты показывают линейные модели: логическая регрессия и метод опорных векторов. Также 
неплохо себя показывает случайных лес. Но эффективность работы традиционных методов сильно 
зависит от объема и качества обучающих данных. Кроме того, точность во многом зависит от 
выбора признаков, что достаточно трудоемкая задача. Качество анализа тональности текста, в 
которых не соблюдаются правила и грамматика языка, например сообщения в социальных сетях, 
зачастую оказывается довольно низким. В связи с этим, можно сделать вывод, что необходима 
предобработка данных и тщательный отбор признаков. 
В последние годы методы глубокого обучения все более популярны. Глубокое обучение 
представляет собой набор алгоритмов машинного обучения, которые моделируют 
высокоуровневые абстракции в данных, используя архитектуры, состоящие из множества 
нелинейных трансформаций и выделяя из данных «скрытые признаки» [18].  
Мы рассмотрим несколько искусственных нейронных сетей, которое являются 
алгоритмами глубокого обучения. Искусственная нейронная сеть – это математическая модель, 
построенная по принципу организации и функционирования биологических нейронных сетей. 
Искусственные нейронные сети широко используются при автоматической обработке текстов на 
естественном языке, в том числе и для определения тональности текстов. Основная трудность 
использования искусственных нейронных сетей заключается в необходимости их настройки: 
определении количества используемых скрытых слоев, функции активации для каждого узла, 
пороговой ошибки. Также для обучения качественной модели необходимо большое количество 
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обучающих данных, ресурсов и времени. Одно из ключевых преимуществ искусственных 
нейронных сетей над традиционными методами машинного обучения, нейронные сети способны 
отбирать признаки в данных без участия человека. В процессе обучения искусственная нейронная 
сеть выявляет сложные зависимости между входными данными и выходными. Это значит, что в 
случае успешного обучения сеть сможет вернуть верный результат на основании данных, которые 
отсутствовали в обучающей выборке, а также неполных и/или «зашумленных», частично 
искаженных данных. Еще одним преимуществом искусственной нейронной сети является ее 
способность адаптироваться к разным вариантам постановки задачи с небольшими изменениями в 
системе, выполняющей анализ тональности [5]. Наиболее зарекомендовавшими себя в области 
анализа тональности текстов методами глубокого обучения являются сверточные и рекуррентные 
нейронные сети.   
Сверточные нейронные сети (CNN). Изначально сверточные сети начали использовать для 
распознавания изображений, но после большого успеха в области компьютерного зрения, их стали 
пробовать применять и в других областях. В частности, их стали использовать для решения задач 
классификации текстов. В сверточных нейронных сетях используется операция свертки, когда 
каждый фрагмент данных умножается на матрицу (ядро) свертки поэлементно, после чего 
результат суммируется и записывается в аналогичную позицию выходных данных. Поскольку 
свертки происходят на соседних словах, модель может уловить отрицания или n-граммы, которые 
несут новую информацию о настроении. В данном исследовании показано, что сверточные сети 
могут демонстрировать высокие результаты при анализе тональности текста, превосходя другие 
алгоритмы на некоторых тестах [19]. 
Рекуррентные нейронные сети (RNN) широко распространены в задачах обработки текста, 
в том числе и для анализа тональности. Особенности рекуррентных нейронных сетей — это 
наличие обратных связей, связь от более удаленного элемента к менее удаленному. Это позволяет 
запоминать и воспроизводить последовательности реакций на один стимул. Значение весов сети 
зависит как от текущих, так и от предыдущих входных данных, благодаря чему вес каждого слова 
влияет на веса остальных слоев в предложении [6]. 
GRU (Gated Recurrent Unit – управляемые рекуррентные нейроны) и LSTM (Long Short-
Term Memory – длительная кратковременная память) являются модификациями рекуррентных 
нейронных сетей. Они решают проблему исчезающего градиента, которой подвержена 
рекуррентная нейронная сеть. 
Рекуррентные нейронные сети показывают наилучшие результаты во многих задачах, но 
процедура их обучения достаточно трудоемка [7].  
Как уже было сказано выше, среди традиционных методов машинного обучения лучшие 
результаты показывают линейные модели. В этом исследовании проводят сравнение сверточных 
нейронных сетей и логической регрессии по определению тональности в сообщениях из твитера 
[20]. В качестве метрики использовалась accuracy, соотношение правильно классифицированных 
объектов к общему количеству объектов в наборе данных. Получились следующие результаты: 
• Логическая регрессия: обучающие данные – 84.7%, тестовые данные – 76.7%. 
• Сверточная нейронная сети: обучающие данные – 82.9%, тестовые данные – 79.5%. 
Как видно сверточная нейронная сеть показывает лучшие результаты. Но у линейных 
моделей есть преимущество над сверточными нейронными сетями в скорости обучения 45 секунд 
против 6 часов. Так что если время обучения не приоритет и в распоряжении есть большое 
количество обучающих данных, то лучше отдать предпочтение искусственным нейронным сетям.   
Еще одно исследование, которое сравнивает уже рекуррентные нейронные сети с 
линейными моделями [7]. В качестве входных данных используется набор данных отзывов о 
машинах. В качестве метрики – accuracy (точность). 
• Логическая регрессия: точность 70.1%. 
• RNN: точность 76%. 
• LSTM: точность 77% 
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Сравнение различных архитектор рекуррентных и сверточных нейронных сетей. Оценка 
производиться на наборе данных, содержащий обзоры фильмов, а в качестве метрики 
используется точность.  
• Сверточная нейронная сеть: точность – 86.8%. 
• Рекуррентная нейронная сеть: точность – 87.5%. 
 Среди методов глубокого обучения в задаче анализа тональности текста больше 
зарекомендовали себя рекуррентные нейронные сети. Но в некоторых задачах сверточные 
нейронные сети также могут показывать хорошие результаты, которые превосходят рекуррентные 
нейронные сети. Допустим исследование, где производится анализ тональности в коротких 
сообщениях [19]. В данном исследовании сравниваются различные архитектуры сверточных и 
рекуррентных нейронных сетей. Получились следующие результаты: 
• Сверточная нейронная сеть: точность – 88.1%. 
• Рекуррентная нейронная сеть: точность – 85.4%. 
 
ЗАКЛЮЧЕНИЕ 
В данной обзорной статье описаны основные методы используемые для анализа 
тональности текста. Представлены методы традиционного машинного обучения, используемые 
для анализа тональности. А также описаны методы глубокого обучения.  
Результаты данного исследования будут использованы для другого исследования 
«Разработка программного модуля для распознавания психоэмоционального состояния на основе 
текстовых сообщений чата проводимого занятия». Следующей задачей стоит проверить на 
экспериментальных данных эффективность методов глубокого обучения и подобрать 
оптимальную архитектуру для задачи определения тональности текста. Также в качестве 
будущего исследования можно сделать сравнительный анализ различных методов традиционного 
машинного обучения и методов глубокого обучения на разных наборах данных. 
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