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Abstract
The multidimensional inverse scattering problem for an acoustic medium is consid-
ered within the homogeneous background Born approximation. A constant density
acoustic medium is probed by a wide-band plane wave source, and the scattered
field is observed along a receiver array located outside the medium. The inversion
problem is formulated as a generalized tomographic problem. It is shown that the
observed scattered field can be appropriately filtered so as to obtain generalized
projections of the scattering potential. For a 2-D experimental geometry, these pro-
jections are weighted integrals of the scattering potential over regions of parabolic
support, whereas they become surface integrals over circular paraboloids for the
2-D case. The inversion problem is therefore similar to that of x-ray tomography,
except that instead of being given projections of the object to be reconstructed along
straight lines, parabolic or paraboloid projections are given. The inversion proce-
dure that we propose is similar to the x-ray solution, in the sense that it consists of
a backprojection operation followed by 2- or 3-D space invariant filtering. An alter-
native interpretation of the backprojection operation in terms of a backpropagated
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field is given. A "Projection-Slice Theorem" is also derived relating the generalized
projections and the scattering potential in the Fourier transform domain.
1. Introduction
In inverse scattering problems, the objective is to reconstruct certain physical
properties of a medium from scattering experiments. In general, there is an array of
sources and an array of receivers located outside the medium. There are three gen-
eral approaches to the inversion problem: iterative inversion, exact direct inversion
and approximate direct inversion. The iterative inversion (also called generalized in-
version) approach attempts to solve a very large scale least-squares problem, where
at every stage an estimate of the medium parameters is used to solve the forward
scattering problem for the corresponding wave field at the receiver locations. De-
pending on the difference between the observed and the computed scattered waves,
a new estimate of the medium model is obtained and the next iteration is performed.
These methods are very time consuming, and the convergence of the current meth-
ods depends on the accuracy of the initial estimate.
The objective of exact direct inversion methods is to reconstruct the medium
properties exactly, with no iterations involved. These methods require a large num-
ber of sources and receivers with particular observation geometries which limit
their applicability to practical problems. From a theoretical point of view, one-
dimensional exact direct inverse scattering methods have reached an advanced level
of development (see [3] for an overview), whereas their extension to higher dimen-
sions has proved to be difficult.
Consequently, the logical approach to the practical solution of multidimensional
inverse scattering problems is the use of approximate direct inversion methods.
The differential equation for wave propagation in a medium can be transformed
into the so-called Lippmann-Schwinger integral equation [24]. For example, for an
acoustic medium with constant density, this equation expresses in integral form the
scattered field inside the medium in terms of the propagation velocity profile and
the total pressure field inside the medium. The Born approximation consists of
approximating the total field inside the integral representation by the incident field.
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Therefore, this approximation assumes that the scattered field is small compared
to the incident field; or equivalently that the perturbations of the velocities are
small with respect to the background velocity profile which is used to compute the
incident field. Another way of interpreting the Born approximation is to view it as a
linearization technique, where the relation between the scattered field and the object
profile that we want to reconstruct is linear. Physically, the Born approximation
takes into account only the singly scattered waves; multiply scattered waves are
considered as noise. Note that, depending on the method used to compute the
background field, the multiples due to the background model may be included in
the scattered field. The multiples due to the residual velocities are neglected.
In this paper, the inverse scattering problem for an acoustic medium is consid-
ered within the homogeneous background Born approximation. A constant density
acoustic medium is probed by a wide-band plane wave source, and the scattered
field is observed along a receiver array located outside the medium. The objec-
tive is to reconstruct the scattering potential, which is a function of the propa-
gation velocity inhomogeneities in the medium. The monochromatic plane-wave
source inverse scattering problem has been studied under the name of diffraction
tomography by several researchers, including Mueller, Kaveh, Devaney and Beylkin
[9,10,19]. Roberts and Kak investigated the reflection mode problem with broad-
band illumination [21], whereas Esmersoy and Levy presented a solution in terms
of an extrapolated field [12].
In the present paper, the key observation is that, the time traces observed at
the receivers can be appropriately filtered so as to obtain generalized projections of
the scattering potential. For a two-dimensional experimental geometry, these pro-
jections are weighted integrals of the scattering potential over regions of parabolic
support, whereas they become surface integrals over circular paraboloids for the
three-dimensional case. Thus the inverse scattering problem is now posed as a
generalized tomographic or integral geometric problem.
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The straight-line tomography problem, which arises in x-ray tomography, was
first solved by Radon [20]; see Deans [8] for a full treatment. Fawcett [13] formulated
the zero-offset Born inversion problem as a generalized tomographic problem, where
the objective is to reconstruct a function from its projections along circles or spheres.
The reconstruction problerm for parabolical projections can be formulated in a
way similar to the problem of x-ray tomography. The solution can be expressed as a
backprojection operation where we sum the contributions of all projections passing
through a given point in space, followed by a two or three dimensional filtering
operation.
A different, physically-oriented interpretation of the backprojection operation
appearing in our reconstruction technique is developed by showing that it can be
obtained by first backpropagating the observed filtered time traces, and then corre-
lating the backpropagated field with the incident probing wave field. A "Projection-
Slice Theorem" is also derived relating the generalized projections and the scattering
potential in the Fourier transform domain.
The paper is organized as follows: we treat the 2-D case in detail in Sections
2-7, and just summarize the results for the 3-D case in Section 8. In Section 2, the
inverse scattering problem is formulated within the Born approximation and related
to the problem of inversion of parabolic projections. The backprojection operation
is defined and related to the parabolic projections in Section 3. A frequency domain
relationship between the backprojected image and the true scattering potential is
derived in Section 4, where a "Projection-Slice Theorem" is also presented. In
Section 5, the backprojection operation is interpreted in terms of a backpropagated
field. The results for the 2-D case are summarized in Section 6 and illustrated
with a synthetic data example in Section 7. We summarize the results for the 3-D
geometry in Section 8, and Section 9 contains the conclusions of the paper.
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2. Problem Description
In this paper we will treat the two-dimensional case in detail, and summarize the
results for the three-dimensional case. Consider the scattering experiment described
in Fig. 1. A constant density 2-D acoustic medium is probed by a wide-band plane
wave and the scattered field is observed along a straight-line receiver array. The
Fourier transform P(x, w) of the pressure field at position x = (x, y) satisfies
[V2 + k 2n 2 ()]P(x, ) = 0, (1)
where k = w/co is the wavenumber, n(x) = co/c(x) is the refractive index of the
medium, c(x) is the propagation velocity at point x and co is the propagation velocity
of the background medium. We assume that n(x) does not deviate significantly from
the background index of 1, so that
n 2 () = 1 + U(), (2)
where the scattering potential U(x) is small. We also assume that U(x) has a
bounded support V, which is completely located on the same side of the receiver
array, as shown in Fig. 1. Decomposing the total field P into the incident field Po
and the scattered field
P(_, w)-zPo(_, w) + P3 (_, w), (3)
and noting that the incident field P, satisfies the Helmholtz equation associated
with the background medium:
(V2 + k 2)Po( _w) = 0, (4)
we find that the scattered field P, satisfies the equation
(V 2 + k 2 )P(, ,W) = -k 2 U(_)P(x, w). (5)
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The solution of (5) is given by the Lippmann-Schwinger equation [24]
P (I, w) = k2 f dx'U(x')P(x', w) Go(, x', w), (6)
where Go(x, x_', w) is the Green's function associated with a point source in a homo-
geneous medium:
(V 2 + k 2)Go(X, , w) = ( ). (7)
Equation (6) demonstrates the nonlinear relation that exists between the poten-
tial U(x_) and the pressure field P(x, w). To linearize this equation we adopt the Born
approximation, whereby we assume P8 (xw) < Po(,w). Hence the Lippmann-
Schwinger equation becomes
P.(x, w) k 2 f dx'U(x')Po(x', w)Go(x, x', w). (8)
For the 2-D problem under consideration, the Green's function and the incident
wave are given as
Go(_ ', w) = £H(1)(klx_'l), (9)
P0 (x', w) = eik.Z' (10)
where 0 = (cos 0, sin0) is the unit vector which indicates the angle of incidence of
the plane-wave source, and H(1)( ) indicates the Hankel function of order zero and
type one. Therefore, the scattered field at a receiver point E is given by
Ps(, w) = J4 dx'u(')e'ikz'H(l)(kl' 
- (11)
within the Born approximation. In the following, it is assumed that the receivers
are located along a straight line perpendicular to the unit vector & = (cos 0, sin •)
and whose distance from the origin in the direction ~ is p, as shown in Fig. 1. The
position of an arbitrary receiver along this line is therefore given by ~ = pq$ + t_,
where _ = (sin b, - cos k) is a unit vector perpendicular to _, and e is an arbitrary
coordinate. Then (11) can be written as
P (, dxIU(xI)eik; .' H1c) (kl' - (l)
= F(e, k). (12)
Define the inverse Fourier transform of F(~, k) with respect to k as g(t, r):
A1 fog(, r)-A I dkF(_, k)ekr. (13)
2ir J-oo
Taking into account the fact that (see (15, p. 731)
{2 j()(ku)} - ( , (14)
where 1(.) is the unit step function, we find that
g (t, r) =f dxU(I ) /(r - x . - el) (15)
This identity expresses g(e, r) as a weighted integral of the scattering potential U(x)
where the weighting function is nonzero in a region with parabolic support. The
parabola satisfies the equation r = x .- Ixl- El where r, _ and e are given and
x varies, as shown in Fig. 2. The directrix of this parabola is the line 0 x = r
which is perpendicular to the direction _ of incidence of the probing wave, and its
focus is the receiver point E. The weighting function becomes infinite for values of z
along this parabola, so that the largest contribution to the integral is made by the
values of U(_) which lie along the parabola. In some sense, g(e, r) is a projection of
U(x) with respect to a function whose singularities are algebraic and located along
a parabola.
It is then interesting to note that the projections g(e, r) can be obtained directly
from the observed scattered field P,8 (, t) in time domain also: from (12) and (13),
g(e, r) = -2-rco '' dr I dsP,(, s). (16)
Thus, the projections g(e, r) are proportional to the scattered field twice integrated.
Therefore, given the observed scattered field P ((, t) for ( along the line array
depicted in Fig. 2, and for -oo < t < oo, it is a straightforward procedure to
find the generalized projection g(E,r) for -oo < ( < oo and 0 < r < oo, and in
the following it will be assumed that these projections constitute the data that is
given by the scattering experiment. From this point of view, the inverse scattering
problem can be formulated as follows: given the generalized projections
{g(e,r) : -co < e < oo, O < r < oo},
we want to reconstruct the scattering potential U(_).
In some sense, the above reconstruction problem is similar to the problem of
x-ray tomography, where we are given the projections
g(r, 0) = f dx'U(ix)6(r - * z') (17)
of U(_) along straight lines. It is also analog to the inverse scattering problem
considered by Fawcett [13]. There it was shown that the so-called zero-offset inverse
scattering geometry, where coincident point sources and receivers are employed,
could be reduced to the solution of a generalized tomographic problem where the
objective is to reconstruct a function U(1_) from its projections along circles of
arbitrary radii centered along a straight line. There exists however an important
difference between the problem of x-ray tomography, or the problem considered
by Fawcett [13], and the problem that we examine here. In x-ray tomography,
the projections of U(x) are taken with respect to a weighting function which is
the distribution 6(r - 0. x'), whereas the weighting function appearing in (15) is
algebraic. Thus, in 2-D the generalized parabolic projection g(f, r) is not an integral
along a curve but an integral that has nonzero weighting over a whole region of the
plane (the inside of the parabola depicted in Fig. 2). This is due to the fact that the
wave associated to the 2-D Green's function does not have an impulsive waveform,
but has a tail, as indicated by equation (14).
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3. The Backprojection Operation
Like the x-ray tomography inversion procedure, or the method proposed by
Fawcett [13] for the case of circular projections, the first step of our inversion pro-
cedure is to perform a backprojection operation on the projections g(, r). At a
given point x_, this operation sums the contributions of the projections g(J, r) which
correspond to parabolic regions that include the point x. In this summation, the
projection g(E, r) is weighted in proportion to the amount that U(_) has contributed
to it according to the forward scattering equation (15). By performing this back-
projection operation for every point in the plane, this gives a backprojection ap-
proximation, UB(X) to U(4). It is given by
UB (X) demo0 drg(er)r- g(r  2- - (18)
Our first objective is to find a frequency domain relationship between g(e, r) and
UB(__). It can be shown that (see Appendix A)
f dx 1(r- 0 x - -I) _ e.z_ i- _i[, (p.(,+, )+k2r]/2k . (19)
where k = (k, k,), = Ik, = ( - k, 2k.k,), = (cos( + ), sin(O + ¢)), and
1_~ = (sin(O + ¢), - cos(0 + ¢)). The Fourier transform of UB(_) is therefore given
by
%-ip:. ~12k k. ~'U )= ^ Jd -x - - @ -eke =- k) - (20)
k - 0 2k f z2
where
-00 oi(ke, kr) = f J dj drg(e, r)e`(keC+k rr) (21)
is the 2-D Fourier transform of g( , r).
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4. Relationship Between UB(k) and UT(k)
We first take the Fourier transform of g(e, r) with respect to r:
(', k,) = fo drg(, r)e-ikTr
= P*(e, kr)
- - fii dx'U()eik') -H 2 (k, Ix-- ) - (22)
from (12), where F* denotes the complex conjugate of P and H(2 )(.) is the Hankel
function of order 0 and type 2. Now, taking the Fourier transform with respect to
e, for lkel < Ikrl we obtain (see Appendix B)
g(k, k,) = - irsgn(kr) eikpsgn(k,)/k . J(IC = kr + k + ysgn(kr) k, - k~ ),
(23)
where
U(k_) = f dgU(x')e- i k' ' (24)
is the 2-D Fourier transform of U(x), and
a { +1 ifx -p > O forallxEV,
-1 ifx.-p < O forallx E V.
For normal incidence (_ = _) and fixed k,, this result corresponds to the formula
obtained by Devaney in the context of diffraction tomography [9]. This relation-
ship is similar to the Projection Slice Theorem of straight-line tomography (see [8],
Section 6.2). It relates the 1-D Fourier transform of g(e, kr) with respect to e to
a semicircular slice of the 2-D Fourier transform of U(x). For a fixed k,, '(k, kI,)
gives U(k) along a semicircle of radius Ik,l centered at kr_ as shown in Fig. 3. By
letting k, vary, these semicircles span a cone C, which is defined as
C = k,,k, (0 + -2 < tan-' <- (+ + 
or (0+ + -) < tan--1 < + 0 + i)(25)
2- k -1 2
for - +1. The angular range of this cone is 90 °, as indicated in Fig. 3. For
y = -1, C is the complement C of the above cone. The above analysis shows that
the knowledge of the projections g(C,r) for -oo < e < oo and 0 < r < oo, or
equivalently the knowledge of g(ke, kr) for all ke and k,, specifies the 2-D Fourier
transform U(k) only over the cone C, i.e. for k E C. This indicates immediately
that the projections g(E, r) over a single line array are not sufficient to reconstruct
completely the scattering potential U(x_).
For Ikel > Ikrl, from Appendix B we find that g(ke,kr) is related to a 2-D
bilateral Laplace transform of U(x):
-t(ke, k -) = Go- k~ dx'U(zx)e-[/ +i(k,++k)].'. (26)
This term is the part of the filtered scattered field g($, r) observed at the receivers
that corresponds to evanescent waves. Although 9(ke, k,) in this region contains
some information about U(x_), -g(ke, k,) is not directly related to T(k_). Furthermore,
the numerical inversion of (26) would be unstable, since the numerical inversion of
the Laplace transform is an unstable operation. Therefore, in our inversion scheme
we only'use g(ke, k,) for Ikjl I< Ifk,.
The inverse formula of (23) is
U(K)= -ip. -¶ 2k - k- -27rk ) = 4: w °- X kr = A- k E C. (27)
Combining (20) and (27) gives
U(; - UB(k), kE C. (28)
Therefore, U(k) for k E C can be obtained from UB(_) by a single 2-D filtering
operation. This is similar to the "filter of projections" method used in straight-line
tomography (see [8], Section 6.5).
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By using the generalized parabolical projections g(e, r) obtained from a single
straight-line array, we obtain the coverage of T(k) over a 900 cone. To obtain a
more complete coverage, we can use additional receiver arrays or perform several
experiments with plane-waves incident from several directions. Consider for exam-
ple the experimental set up where for a single plane wave experiment, we employ
two parallel receiver arrays located on both sides of the domain V. These two arrays
yield values of -y = 1, -1 respectively, and consequently they provide a coverage
of U(k) over complementary cones. In exploration geophysics, this corresponds ap-
proximately to the borehole to borehole experiment geometry, where the receivers
are located along two vertical boreholes on both sides of the region of the earth
that needs to be imaged. Note however that in practice these vertical boreholes do
not extend deep enough inside the earth to provide coverages of U(k) that are truly
complementary.
If a single receiver array is employed, an alternative way to obtain a complete
coverage of T(k) is to perform several experiments with plane waves incident from
different directions. For two plane waves incident from opposite directions a and
. = -9, we obtain again a complete coverage of U(k). However in exploration
geophysics, we have usually access to only one side of the medium, namely the
surface of the earth, and the above scheme cannot really be used. We are therefore
confronted with the situation where only an incomplete coverage of the Fourier
transform T(k) is available. A partial reconstruction of U(_) can then be obtained
by setting the missing values of U(k) equal to zero, and by taking the inverse
Fourier transform of the resulting function. Needless to say, the reconstructed
scattering potential has a number of artifacts. An alternative scheme, which was
proposed by Kaveh, Soumekh, and Greenleaf [16,22] in the context of x-ray and
diffraction tomography, consists of interpolating the known values of U(k) to obtain
the missing values. However, this scheme is computationally more demanding, and
in the numerical example of Section 7 below, we will use the simpler scheme where
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the missing values of U(k) are set equal to zero.
5. Interpretation of UB(g_) in Terms of a Backpropagated
Field
In this section we provide an interpretation of the backprojected image UB(_)
based on the concept of a backpropagated field. Backpropagation is an operation
in which the wave equation is run backwards in time, using the recorded traces (or
filtered versions of them) as source wavelets. In exploration geophysics, where the
objective is to image the discontinuities in the velocity profile, this operation is called
migration [4,5,7,14]. The difference between migration and inversion methods such
as the one that we consider here is that, in migration the objective is to detect only
the discontinuities of U(x), whereas inversion procedures seek to obtain precise
quantitative information about the values of the function U(_) or of its Fourier
transform.
Given some receiver observationsP 8 (5, t), there are two ways of defining a back-
propagated field Pe (x, t):
1) We can impose the boundary condition Pe(e, t) = Ps(_(, t) for all t and receiver
locations e, and then use a finite difference implementation of the wave equation to
propagate the extrapolated field P, backwards in time inside the domain V. This
is the choice made by Esmersoy and his colleagues [10,11].
2) We can replace each receiver _ by a source and select as source wavelet at E
a function S(e, k) of the observed scattered field. This is the choice we make here.
Defining the source wavelet as
472S(, k) = 27rF(, k) = P.2 s(,k), (29)
the extrapolated field is
Pe( )= j dOS(1,k) [-4(2)(k )] (30)
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where the Green's function - 4H(2)(klx - _) must be used because the field is prop-
agated backwards in time. In the time domain, (30) becomes
P,(x,t) = / deg(, t) * G(2) (x, ,t), (31)
where * denotes the convolution operation with respect to time,
g(E,t) = Y-'[P(E,k), (32)
G(2) (x I, t) - -{ I H() ) }2
(33)
=t -1- 1_- 
and
g(E,t) * G( 2) (x,L,t) =j X drg(,r)1 (- (t ) -r) - 34))
If we now image the backpropagated field at the source travel times r(x = _ * _ ,
where r(x) represents the time at which the incident plane wavefront reaches point
z, we obtain
p(_, ()d) = d 0 jdrg(e,r) _
= UB (). (35)
Note that the choice of source travel times as imaging rule comes from the time
correlation
fo dtPo (, t) P, (x, t)
= dt6(t -. x)P(x, t)
Pe (xI, r (_)), i (36)
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where P0o(_, t) = S(t - . ) is the incident field.
Thus the backpropagated image UB (I.) can be viewed as obtained by
1) Backpropagating the observed scattered field,
2) Imaging at the source travel times.
Correlation of the backpropagated field with the incident field, or equivalently,
imaging the backpropagated field at source travel times is an imaging rule that
is encountered in a variety of inversion methods. Chang and McMechan [6] have
developed a migration technique based on this principle, while Tarantola [23] has
shown that the update operations in an iterative inversion algorithm can be written
in terms of this correlation operation.
6. Summary of the Results for 2-D Geometry
Once UB(k) is found, U(z_) can be reconstructed by inverse Fourier transforming
U .(/*/2 7r ) UB (), ECUO C= LC (37)
UB(L) can be computed two ways:
Method 1:
1. Compute the generalized parabolical projections as
g(e, r) = -27rc 0 o dr/ dsP,(e, s), (38)
or
gtkr) = 27rP(ecokr)- _(39)
2r
2. Then
UB(.) ^ e - k kr= (40)
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where g(ke, kr) is the 2-D Fourier transform of g(e, r).
Method 2:
1. Compute the backpropagation source wavelet:
47r2
S(tk) = P.(,k). (41)
2. Compute the extrapolated field
P(x_,k)= I d S(~, k) [- (2) (klx - )] (42)
oo -- d 4 -
3. Inverse Fourier transform P (, k):
P (_,r) = T-1[P,(L, k)]. (43)
4. Image the extrapolated field at the source travel time r(x) = * x. This gives
UB(X) = Pe (x_, x. (44)
5. Fourier transforming UB () gives UB (K
7. Numerical Example
We present computer simulation results corresponding to a simple example. Fig.
4 shows the scattering potential to be reconstructed. It represents a ±5% variation
in the propagation velocity with respect to the constant background velocity. In
the experiments that we consider, the probing plane-wave was sent perpendicularly
to Side A and receivers were placed on all four sides of the domain where the
scattering potential is located. The scattered waves were computed by a finite-
difference algorithm. The source wavelet used was a Blackman-Harris window and
the diameter of the object was twice the dominant wavelength contained in the
probing wavelet. Fig. 5 shows the reconstruction obtained using only the receivers
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on Side A, while Figs. 6 and 7 show the same for the cases where the receivers are
only located on Sides B and C respectively. Fig. 8 depicts the reconstruction using
all the receivers.
Figs. 9, 10 and 11 show the frequency domain coverage theoretically obtained
by using infinite receiver arrays located on sides A, B, and C, respectively. The
lightly shaded regions indicate the coverage for the case of an infinite bandwidth
source, whereas the darkly shaded regions mark the coverage for a finite bandwidth
source, such as the one that was used here. The actual coverage obtained in the
above experiment was less than the one which is shown in these diagrams since
the receiver arrays have only a finite size, instead of being infinite, as was assumed
in Figs. 9-11. For finite arrays the coverage obtained at any particular point of
reconstruction varies according to its position with respect to the array.
8. Three-Dimensional Geometry
After discussing the 2-D experimental geometry, we summarize the correspond-
ing results for the 3-D case. For the 3-D geometry, we assume that the receivers are
on a plane; for convenience we choose this to be the x-y plane. The position of an
arbitrary receiver located in this plane is therefore given by e = (_T' 0), where _T
represents the x-y coordinates of the receiver. The Green's function due to a point
source is
eiklz - _'l
Go(,x' , w) = 4rIx_ l' (45)
Under the Born approximation, the Lippmann-Schwinger equation takes the form
(8), and the projections in this case become
g (I,_- 2 | dk (, ) 
rT 'r- _7r oo k2
fdU()( - - (46)
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where 0 is again the unit vector in the direction of propagation of the incident wave.
Therefore, the projection g(T,, r) is a surface integral of the scattering potential over
a circular paraboloid. The weighting function appearing in the representation (46)
of g(iT_ r) is an impulse, and in this sense the 3-D case is quite different from the
2-D case.
From (46), in the time domain we can write
g(, r) = -47rCo dr dsP(I, s). (47)
Like in the 2-D case, the projections g(_T, r) are proportional to the scattered field
twice integrated.
The backprojection operation can be defined as before:
U'B~x_) a-- f dZy fo ® drg(_~y, r (r - - -0 x -- _1)
1UB(-X | dIT tdrg(IT' r) | -_ *(48)
In the frequency domain, the backprojected image can be related to the parabolical
projections as (see Appendix C)
UB(k) = gk. _g k k4= _,k* 2k.  (49)
where
UB(k)= f dUB(x_)e-'-' - (50)
(kT, kr) d T drg(T r)ei-'(T' r), (51)
are the 3-D Fourier transforms of UB () and g(T, r), and
A (k 2 _ k2, 2k:kyl 2kkzkz)
l - (2kIkc, k2 2 k2 kz 2k kz).
The projections can also be related to the scattering potential U(x_) by using the
forward scattering equation, as shown in Appendix D. For IkTI • Ikrl, this gives
(T, k) = _- i2gn(k') U(k = kr + ( -T, gysgn(kr)V kr - IT1)), (52)kT,/ Vk2 - _T12
where t(k) is the 3-D Fourier transform of U(_), and
A +1 ifz>OforallxGV,
-1 if z < O forallx E V.
For k4TI > jkr[, as in the 2-D case, 9(kT,,kr) is related to the part of the
observed scattered field that corresponds to evanescent waves, and we do not make
use of this portion of g(kT, kr) in our inversion scheme.
This result represents the "Projection Slice Theorem" for the 3-D case. For a
fixed k,, the 2-D Fourier transform of (_T', kr) gives the 3-D Fourier transform of
U(x) over a hemisphere of radius Ikrl centered at kr_. By letting kr vary, U(k) is
determined in a cone C, which again covers half of the 3-D frequency space.
The inverse formula of (52) is
~(k_) = 4~.. 0 K ~ = ~' kr = c kc, (53)U() = 4 b AT = 2k k '2k- ' 2k.' -
where
A-(2kzkz, 2kykz, k - k - ky).
Combining (49) and (53) gives
U(k) -r 2- B(k), k E C (54)
87r2
Therefore, U(k) for k E C can be obtained from UBB(k) by a 3-D space invariant
filtering operation. By using the paraboloidal projections obtained from a single
plane array, we obtain the coverage of U(k) over a cone of 27r steradians. Again
the coverage can be increased by conducting additional scattering experiments with
different geometries.
It is also possible in the 3-D case to give an interpretation of UB (X) in terms of
a backpropagated field. Replacing each receiver by a source and defining the source
wavelet as
16w2
S(IT, k)= I 2 P8(E-,W, (55)
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the extrapolated field can be defined as
e-iklx--(1
Pe (, k) = f d TS (T, k) 4rlx
-
' (56)
where again the complex conjugate of the Green's function is used, since the field
is propagated backwards in time. In the time domain, (56) corresponds to
P,(,t) = f dTg(T,t) (-t - (57)
Z - -1
Correlating this backpropagated field with the incident field Po(x, t) = -(t- ..)
we have
roo
dtPo(1 t)P, ( t)
-o
= f dT J drg(IT, r) -(r- - -|X
= UB (X) (58)
9. Conclusion
In this paper we have considered the direct velocity inversion problem for a
constant-density acoustic medium probed by a single wide-band plane wave. The
problem was posed as a generalized tomographic problem, where weighted integrals
of the scattering potential U () over parabolic or paraboloidal regions are considered
as data. Drawing analogy to x-ray tomography, a backprojection operator, UB (_)
was defined, which can be viewed as a "migration" approximation to U(). UB()
was related to the generalized projections in the Fourier transform domain. The
parabolical projections were also related to U(z) in the frequency domain, thus
deriving a "Projection Slice Theorem". Finally, an interpretation of UB(X) was
given in terms of a backpropagated field.
In this paper, a constant background Born approximation was used, and within
this approximation, the inversion problem was solved exactly. A solution of the
21
variable background Born inversion problem was presented by Beylkin, Miller and
Oristaglio [2,17], who formulated this problem as a generalized Radon transform
(GRT) inversion problem, where the objective is to reconstruct a function from its
projections along a set of curves whose geometry depends on the experiment and on
the background model. In addition to the Born approximation, their solution relies
on high frequency asymptotics, and an additional approximation which have the
combined effect that the reconstructed potential recovers only the high wavenumber
part of the Fourier transform of the true potential. It is interesting to note that,
while the inverse GRT method is more general since it can accommodate a variable
background, it does not reduce to our solution for a constant background. Therefore
the two methods are in a sense complementary, as a tradeoff exists between the
generality of the assumptions and the exactness of the solution based on these
assumptions.
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Appendix A
Derivation of equation (19).
We first compute the Fourier transform
Fo (k,r)f'dse- (r y -11 ) (A.1)
where x is a point with coordinates (x, y). Using the properties of the unit step
function, we have
Fo(L, r) = f dxeik J- o /y (A.2)
where y, = (r 2 - x2)/2r. With the change of variables v = y, - y,
e-ikyr/2
Fo(k r) = G(ky)M(k.,ky,r), (A.3)
where (115], p. 418)
00 eiky'v - - - '
G(kv) = dv ei= ei4sgn(ky) (A.4)
and
M(kz, ky, r)= f dxei[(k,/2r)z2-kzZ1 (A.5)
We have
sk 2 hkx=sgn(k)- fo c-sgn(kg ) kr (A.6)ale
s2r 2 rg 2 vi2k
so that for the change of variables
u = 2y x- 2 I-/ls g n(k v)'
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we obtain
M(kkr) = ei(k2/2k,)r J d iU2 sgn(ky) (A.7)
But ([15], p. 395)
-oo
-diu 2sgn(k.) - n(, (A.8)
giving
M(k, k, r) -i r-gnk (A.9)
Combining (A.3), (A.4) and (A.9) yields
i7r k2
Fo(, r) = e k , (A.10)
where k = [kl.
Now, we compute the Fourier transform
F, (, r,) de -i- 1-(r - - - (A.11))
Define the change of variables u = eO, where E is a rotation by an angle 0 - -
which aligns the vector _ with the y axis. O can be represented as E = (_ 0_)'
where _ = (sin 0, - cos ) is a unit vector perpendicular to 2, and we have
F_(k, r,_ ) = Fo (O kr)
i7I' --i k2 r
- e 2k2 (A.12)
Next, consider the Fourier transform
F2(k r #fA) dxe-_ik_2 1(r e- I _x- (A.13)Or - 1L)2 - I X (A.13)
Employing the change of variables u. = x - we get
F2(k, r, ,0) = e-i-f dt-,-- 1[(r - i- ) - O. - lul]
= e-ik- Fl(k, r - ,). (A.14) (A.14)
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Evaluating F2 (k, r, , _ ) for _ = pb + (q and rearranging terms, we obtain (19).
Appendix B
Derivation of equations (23) and (26).
From (22), we have
g(ke, kr) =
ioor
= -i dI'U ()eNikr z.,N(x
' k, kr) (B.1)
where
N(', k, k) = dJ Ee-,ikeH( 2)(k rl, -l). (B.2)
We now compute N(x', ke, k r). We can write
N(', ke, k,) = J de-ikEtH(2 ) {rIx- (P + E_ )I}
= J dee-'kH,(2) {kr\/( - x. _)2 + (p- X ' )2 . (B.3)
Introducing the change of variables 7 = - we write
N(x', ke, k,) = e-ikd' J d77 eik- 2) {kr 1 2 + -(p- ^ * ~)}2 (B.4)
and use the following representation for HO(2)(.), which corresponds to the Weyl
integral decomposition of a circular wave into plane waves ([18], p. 823)
H /(2) {kr2- + (p 
-_.2} sgn(kr) °d/ e-isgn(k+)l(;-+V=[2p-_'._,)
so that in this case




N(x-kk,) =z l 2 - _\,' kiP-S for lkEI > kr-j, (B.7)
where we have recognized that
f d,7e-'(k,+r), = 27r6(,t + ke). (B.8)
-oo
Substituting (B.6) and (B.7) into (B.1) gives (23) and (26), respectively.
Appendix C
Derivation of equation (49).
We first compute the Fourier transform
Fo (k, r) J d-eiK ' (6(r- z -- ) (C.1)
where x is a 3-D point with coordinates (x, y, z). In the following we denote re-
spectively by xK and kT the projections of x and k onto the x-y plane. Using the
cylindrical coordinates x = (xT,z) = (p, c, z) and k = (kT, ks) = (kT, , k), we
obtain
Fo(k, r) = 27 dppJo(kTp) f dze - 'ikZ 6(r - / - ,/+ ~ ) (C.2)
where we have made the identification
2 dae -ikTPCos(' - ) = 2rJo(kTp), (C.3)
for arbitrary 6. Here, Jo(-) is the Bessel function of order 0 and type 1. Evaluating
the integral over z in (C.2), we get
Fo(k, r) = -eikr/2 j dppJo(kTp)eiP2; (C4)
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and by noting that ([15], p. 758)
f 00 ei2 -b/I dppJo(bp)eiaP2 - le-ib2 /4a (C.5)Jo dpp°(bp)ei"? 2a
we find
Fi2i7r k2
Fo(kr)= ( --&, 72 (C.6)
kkr
where k Ikl = k+ k.
Now, we compute the Fourier transform
F, (k, r, f- dxe-ikz b(r- * 2I)(C.7)
Defining the change of variables u = Ox, where e is again a rotation which aligns
the Q vector with the z axis, we have
F,(, r, = Fo(eK, r)
i2r -i k2 r
-= k e 2k-_ (C.8)
Next, consider the Fourier transform
F2 (L, r, 0, d-e-ik9z-(r z- Ix- r (C.9)
where = (iT, 0). Using the change of variables u = x- ~, we get
F2(k, r, , ) = e-ikTTF (k, r-, ). (C.10)
Rearranging terms, we obtain
F2(kr,,)=i27r e(i[(. _)I..+k2rh/2k., (C.11)r~(&r,,-~,) =) k :~(C.11
where
- A (kX-2 _k- k, 27 ky,, 2kzl),
u = (2kxky, ky 2 -2 - k2 2kykz).
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From (48), taking the Fourier transform of UB (X),
UB() -| dxe _UB (?
= f dd, / drg(j,, r)F2(, r, ) (C.12)
gives (49).
Appendix D
Derivation of equation (52).
From (46), we have
(-IT, kr) = o dre- g ( ( T , r)
e-ik,(i'Z_'+ lZ - el)
= fdx'U(x') (D.1)
Now taking the Fourier transform with respect to T,
(KT) kr) = J dETe CE-T( (eT, kr)
= t dx'U(x')e-ik'[z' N(x_',kT,k,) (n.2)= JCT kr), (D.2)
where
-iklz'- -l
N(X', kr) = j dTe-'T ' -T l (D.3)
To compute N(_',lET, kr), we use the polar coordinates T - zT = (p, a), _T =
(kTr, 3), where x' = ('T,Z'), so that
N(X', kET, k) = 2rreT-iTZ''TM(Z', Er T, kr), (D.4)
where we have identified
2 de - ik Tercos(`-P) = 27rJo(kTep), (D.5)
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for arbitrary ,, and where
0o e-i kr 2
M(z', kTkr)j-f0 dppJo(keTp) (D.6)
Now, using the Sommerfeld integral which decomposes a spherical wave into cylin-
drical waves ([1], Section 6.1),
- - i k
, '
p 2 + 2 i.
- , = -isgn(kr) dA - Jo(lp) e- isg(')kr)\/k 2I,' (D.7)/pZ +f z , 2 A---sgn(kr) fo ° d!~
we find that
M(z', kT, k,) isgn(kX) eisgn(k,)N/klTIz'l, for keT < kr l,
I /k22 _2
V Iz'l for kCT > jkrl, (D.8)
kTk-
where we have used the fact that
1 dppJo(keTP)Jo((p) 6(A - keT). (D.9)
Substituting M(z', kiT, k,) in (D.4) to find N (x, kT, k, ) and again substituting the
resulting N(', kT, kr) in (D.2), we obtain (52).
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Figure Captions
Fig. 1 2-D experimental geometry.
Fig. 2 Generalized parabolic projections.
Fig. 3 Coverage of J(k) for a single array.
Fig. 4 Scattering potential for the synthetic experiment.
Fig. 5 Reconstruction using the receivers on Side A.
Fig. 6 Reconstruction using the receivers on Side B.
Fig. 7 Reconstruction using the receivers on Side C.
Fig. 8 Reconstruction using all the receivers.
Fig. 9 Coverage of (kL) due to receivers on Side A. Lightly shaded regions indicate
the coverage for the case of an infinite bandwidth source; the darkly shaded
regions mark the coverage for a finite bandwidth source.
Fig. 10 Coverage of U(k) due to receivers on Side B. Lightly shaded regions in-
dicate the coverage for the case of an infinite bandwidth source; the darkly
shaded regions mark the coverage for a finite bandwidth source.
Fig. 11 Coverage of U(k) due to receivers on Side C. Lightly shaded regions in-
dicate the coverage for the case of an infinite bandwidth source; the darkly
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