This work considers hypersonic aircraft open-loop control problem in a presence of terminal and phase constraints. By the discretization process this problem is transformed into a nonlinear programming problem which is solved numerically by the interval explosion search algorithm. This algorithm belongs to metaheuristic algorithms of interval global optimization. Desired control is constructed in a class of interval piecewise-constant and piecewise-linear functions. Also this work demonstrates the comparison of results obtained by the proposed method and by Galerkin projection technique. This comparison conrms the eciency of the interval based control algorithm.
Introduction
Development of hypersonic aerial vehicle (HAV) control techniques is very urgent eld of applied cybernetics [1] . One of possible opportunities consists in spaceplane creation. Spaceplane is a special type of spacecraft which can soar and hurtle as an ordinary plane. In consequence of principally dierent interaction between HAV and atmosphere all proposed methods should be analyzed accurately to nd out advantages and disadvantages. To raise accuracy it is important to develop new numerical methods using metaheuristc and interval optimization algorithms [13] , which can give an appropriate solution for the HAV optimal open-loop control problem.
Existing numerical methods of optimal control include various methods which use Pontryagin's maximum principle and Bellman's equation, direct methods (e.g. gradient methods, rst-ordered methods), second-ordered methods which are based on a Taylor appoximation of Krotov Bellman function, dierent improvement methods and etc. [4, 5] . There is a need in development of new approaches in order to improve the eciency and accuracy. Such an approach consists in the use of interval analysis coupled with metaheuristic strategies [2, 3] .
Interval analysis [610] is used as the main component of interval explosion search (IES). Existing interval optimization methods can be divided into a few groups:
IES belongs to the group of so called metaheuristic algorithms. Metaheuristic algorithms give admissible solutions in the most practically signicant cases. Such algorithms do not guarantee obtaining the best solution, but the main advantage is that they have lower computational complexity. Thus they can be applied to complicated problems without additional constraints on problem statement (dierentiability, convexity and etc.). Also these methods do not use necessary and sucient optimality conditions [1] . Metaheuristic algorithms combine one or several heuristic procedures which base on the higher level strategy.
In the following work it will be shown how general open-loop control problem can be transformed into the form of interval constrained global optimization problem which will be solved numerically with the IES. Method eciency is demonstrated on the solution of HAV optimal control problem.
Interval Analysis. Denitions and Notations
The main idea of interval analysis [610] is that real numbers are surrounded with intervals and real vectors with interval vectors, or boxes. Hereafter, lowercase letters in square brackets ([a] = [a l ; a u ]) will be used to denote intervals and bold lowercase letters in square brackets
Each interval has the following characteristics:
• upper bound:
• width of nonempty interval:
• midpoint of nonempty and nite interval:
The same parameters are dened for boxes. Lower and upper bounds and midpoint become vectors, width is now calculated as maximum of component's widths.
Interval hull of a set X ⊂ R n is the smallest box (box with minimum width) [X] , that contains X. If the set is surrounded by square brackets it means that we consider the interval hull.
Let • be a binary operation, then
The set of intervals is designated by IR, set of boxes by IR n . Consider a function
). Inclusion function allows to get a priori estimate of function's range even if it is nonconvex or disconnected. If all variables are substituted with intervals and all operations are done by the rules of interval arithmetic such a value is called an estimation of a direct function image.
Interval ε-Minimization Problem
Consider a given box [s] and a cost function f :
where the value ε aects the width of the [p] * box.
ÌÀÒÅÌÀÒÈ×ÅÑÊÎÅ ÌÎÄÅËÈÐÎÂÀÍÈÅ
Strategy of Interval Explosion Search (IES)
During the initialization bombs are randomly placed on the search area. Each bomb is associated with the box which describes its location. Moreover, all bombs are sorted (by ascending) by the lower bound of its direct function image estimation. IES has two iterative phases ( Fig. 1 ): global and rening search, which dier from each other by the explosion procedure realization. Each iterative phase consists of: 1) bomb power calculation (power vector aects splinter scatter radius), 2) explosion procedure (during this procedure each bomb produces two splinters (new interval vectors) which scatter into dierent directions),
3) bomb list renewal.
Algoritm terminates when the maximum number of iterations is exceeded. From the bomb list we choose the one with the minimum lower bound of its direct function image estimation. and ε = 2
Step 2. Randomly distribute bombs (interval vectors) on the search area:
, where ξ j and ζ j are random numbers which are uniformly distributed over interval [s j ] (if ξ j > ζ j , then the corresponding interval is substituted with the interval [ζ j ; ξ j ]). Sort bombs by ascending of the lower bound of the direct function image estimation.
Step 3. Bomb power calculation. For each bomb [b] i from the list calculate its power vector:
Step 4. Explosion (global search). During this step each bomb produces two splinters by the bisection procedure. Bisection is a division along the widest component [8] . Thus Âåñòíèê ÞÓðÃÓ. Ñåðèÿ ≪Ìàòåìàòè÷åñêîå ìîäåëèðîâàíèå è ïðîãðàììèðîâàíèå≫ (Âåñòíèê ÞÓðÃÓ ÌÌÏ). 2016. Ò. 9, 3. Ñ. 5567 we obtain two new bombs from the given one:
Step 5. Bomb list renewal. On the previous step number of bombs has been doubled.
Thus unnecessary ones should be removed: sort bombs in ascending order by the lower bound of the direct function image estimation. Remove last B max bombs.
Step 6. Increase t g by 1. If t g < t g max then return to step 3, otherwise go to step 7.
Step 7. Set iteration number t c = 0.
Step 8. Bomb power calculation. For each bomb [b] i from the list calculate its power vector:
Step 9. Explosion (rening search). During this step each bomb produces two splinters by the bisection procedure. Bisection is a division along the widest component [8] . Thus we obtain two new bombs from the given one:
Step 10. Bomb list renewal. Sort bombs in ascending order by the lower bound of the direct function image estimation. Remove last B max bombs.
Step 11. 
Optimal Open-Loop Control of Continuous Deterministic Systems
Behaviour of control object is described by dierential equation [16] :
where t ∈ T = [t 0 ; t 1 ] is continuous time, T is the system operational time, x ∈ R n is the system state vector,
T is a continuous vector-function. Initial state is given
Terminal state x (t 1 ) should satisfy the following interval terminal conditions:
where 0 ≤ l ≤ n, [G i ] are given intervals, functions Γ i (x) are continuously dierentiable, system of vectors
, ...,
The only information which is used to form control is continuous time t.
Hence we consider open-loop control.
Set of admissible processes D (t 0 , x 0 ) is dened as a set of pairs d = (x (·) , u (·)) which include trajectory x (·) and admissible control u (·), where ∀t ∈ T : u (t) ∈ [u] and state equation (2), initial condition (3) and terminal condition (4) are satised.
On the set of admissible processes we consider cost functional
where f 0 (t, x, u) and F (x) are given continuous functions. In order to transofrm the given problem into a problem without terminal constraints (4) we can use penalty function:
where 
, where p j (·) is the constraint function, [P j ] are given intervals, N p is the number of constraints, then we have another form of modied cost functional (5):
where
j are penalty parameters. The problem is to nd such a pair d
Âåñòíèê ÞÓðÃÓ. Ñåðèÿ ≪Ìàòåìàòè÷åñêîå ìîäåëèðîâàíèå è ïðîãðàììèðîâàíèå≫ (Âåñòíèê ÞÓðÃÓ ÌÌÏ). 2016. Ò. 9, 3. Ñ. 5567
Application of Interval Optimization Technique
We will consider interval control as a piecewise-constant or piecewise-linear interval function [u] (t) and interval trajectory as a piecewise-continuous interval function which satises (2) (4).
The piecewise-constant control ( Fig. 2 (a) ) can be uniquely associated with an interval
, where
and N is number of discretization steps. Corresponding interval control can be found as follows:
The piecewise-linear control (Fig. 2 (b) ) can be uniquely associated with an interval
. Corresponding interval control can be found as follows: for the piecewise-linear interval control).
The value of the cost function criterion (14) is calculated by the numerical methods using Euler, Euler Cauchy or Runge Kutta formulas [3] (all calculations on the right hand side of equations are done by the rules of interval arithmetic [610].
HAV Optimal Open-Loop Control Problem
Consider the following system of dierential equations [17] which describes HAV landing process:
where r is the distance from the Earth center, θ is the longitude, ϕ is the latitude, V is the Earth-relative velocity, γ is the ight path slope, ψ is the velocity azimuth angle, σ is the roll angle, g = GM r 2 is the acceleration, GM is the Earth gravitational constant, Ω is the Earth rotational velocity, m is the HAV mass, L = 1 2 (V s is sonic velocity) and attack angle α basing on X-33 project information:
The The state vector consists of 6 components:
T . The HAV control is realized by attack and roll angles: u (t) = (α (t) , σ (t))
T . The initial state of the system: r (t 0 ) = 6429100, θ
The HAV control vector:
The terminal conditions: 
The HAV trajectory phase constraints: 
The cost functional for the given problem:
where R
1 = 1000, R
4 = 10000 and R
It is required to nd time histories of attack and roll angles, which minimize cost functional (14) .
IES was implemented in a software complex, Visual Studio IDE and C# programming language. Parameters of the IES: t g max = t c max = 2500, B max = 100, r max = 0, 05 for each dimension.
Charts on Fig. 3 show the results from [17] which were obtained by B-splines and Galerkin projection technique. Tables 1, 2 . Thus, by comparison of the results we can conclude that IES algorithm can be eciently applied to HAV optimal open-loop control problem. Obviously it is better to Table 2 Phase constraints Ðàññìàòðèâàåòñÿ çàäà÷à ïîèñêà îïòèìàëüíîãî ïðîãðàììíîãî óïðàâëåíèÿ ãèïåð-çâóêîâûì ëåòàòåëüíûì àïïàðàòîì ïðè íàëè÷èè òåðìèíàëüíûõ è ôàçîâûõ îãðàíè÷å-íèé. Ñ ïîìîùüþ ïðîöåäóðû äèñêðåòèçàöèè îíà ñâîäèòñÿ ê çàäà÷å íåëèíåéíîãî ïðî-ãðàììèðîâàíèÿ, êîòîðàÿ ðåøàåòñÿ ñ ïîìîùüþ èíòåðâàëüíîãî ìåòîäà âçðûâîâ, îòíî-ñÿùåãîñÿ ê ìåòàýâðèñòè÷åñêèì àëãîðèòìàì èíòåðâàëüíîé ãëîáàëüíîé îïòèìèçàöèè. Èñêîìîå óïðàâëåíèå èùåòñÿ â êëàññå èíòåðâàëüíûõ êóñî÷íî-ïîñòîÿííûõ è êóñî÷íî-ëèíåéíûõ ôóíêöèé. Ïðèâåäåíî ñðàâíåíèå ïîëó÷åííûõ ðåçóëüòàòîâ ñ èçâåñòíûì â çà-äà÷å óïðàâëåíèÿ êîíå÷íûì ïîëîaeåíèåì ãèïåðçâóêîâîãî ëåòàòåëüíîãî àïïàðàòà, ñâèäå-òåëüñòâóþùåå îá ýôôåêòèâíîñòè ïðåäëîaeåííîãî ïîäõîäà.
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