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We present a measurement of the mass difference between t and t quarks in lepton+jets final 
states of tt  events in 1 fb_1 of data collected with the DO detector from Fermilab Tevatron Collider 
pp collisions at </s = 1.96 TeV. The measured mass difference of 3.8 ±  3.7 GeV is consistent with 
the equality of t and t masses. This is the first direct measurement of a mass difference between a 
quark and its antiquark partner.
PACS num bers: 14.65.Ha, 11.30.Er, 12.15.Ff
The C P T  theorem  [1], which is fundam ental to  any lo­
cal Lorentz-invariant quantum  field theory, requires th a t 
the m ass of a particle and th a t of its antiparticle be iden­
tical. Tests of C P T  invariance for m any of the elemen­
ta ry  particles accom m odated w ithin the stan d ard  model
(SM) are available in the  lite ra tu re  [2]. Despite the fact 
th a t no violations have ever been observed, it is im por­
ta n t to  search for the possibility of C P T  violation in 
all sectors of the  s tan d ard  model. Because quarks carry 
color, they  cannot be observed directly, bu t m ust first
4evolve th rough quantum  chrom odynam ic (QCD) in ter­
actions into je ts  of colorless particles. These je t rem ­
nants reflect the characteristics of the  initially  produced 
quarks, such as their charges, spin states, and masses. 
If the lifetimes of quarks are much longer th an  the time 
scale for QCD processes, the  quarks form hadrons be­
fore they  emerge from collisions, and decay from w ithin 
bound hadronic states. This makes it difficult to  measure 
a q — q m ass difference because of the model dependence 
of QCD binding and evolution processes. However, since 
the lifetime of the top  quark is far shorter th an  the tim e 
scale for QCD interactions, the top-quark  sector provides 
a way to  m easure the mass difference less am biguously [3].
In this L etter, we repo rt a m easurem ent of the dif­
ference between the m ass of the top  quark  (t) and th a t 
of its antiparticle (t ) produced in pp  collisions a t a/s =
1.96 TeV. O ur m easurem ent is based on d a ta  correspond­
ing to  ~1  fb-1  of in tegrated  lum inosity collected w ith 
the DO detector [4] during Run II of the Ferm ilab Teva- 
tro n  Collider. The events used in th is analysis, identical 
to  those in Ref. [5], are top  quark  pair (ti) events in 
the  lepton +  je ts  channel (l+ je ts ) where each top  quark 
is assum ed to  always decay into a W  boson and a b 
quark. One of the  W  bosons decays via W  ^  lv  into 
two leptons, and the o ther one through W  —»■ qq' into 
two quarks, and all four quarks (qq'bb) evolve into jets.
We select events having one isolated electron (muon) 
w ith transverse m om entum  >  20 GeV and  |n| <  1.1 
(|n| <  2), missing transverse m om entum  / T >  20 GeV, 
and exactly four je ts  w ith >  20 GeV and |n| <  2.5, 
where the  pseudorapidity  n =  — ln [tan(0/2)], and 0 is 
the polar angle w ith respect to  the proton beam  direc­
tion. At least one of the je ts  is required to  be identi­
fied as a b-jet candidate. A m inim um  azim uthal sepa­
ra tion  is required between lepton and / T vectors to 
further reduce m ultijet background arising from lepton or 
je t energy m ism easurem ents. The positively (negatively) 
charged leptons are used to  tag  the t  (t ) in each event. To 
reduce instrum ental effects th a t can cause charge depen­
dent asym m etries in lepton energy scale and resolution, 
solenoid and toroid m agnetic field polarities are routinely 
reversed.
The selected d a ta  sample consists of 110 e+ je ts  and 
110 yU,+jets events. The W  + (W - ) boson decays into 
hadrons in 105 (115) events and into leptons in 115 (105) 
events, consistent w ith invariance under charge conjuga­
tion. The fraction of t t  events in th is sam ple is estim ated 
to  be 74%. The background consists of W  + je ts  and mul­
tije t events, w ith the la tte r com prising 12% of the entire 
background.
This analysis uses the m atrix  elem ent (ME) m ethod 
which relies on the ex traction  of the  properties of the 
top  quark  (e.g., the  mass) th rough  a likelihood technique 
based on probability  densities (PD) for each event, cal­
culated from the ME for the two m ajor processes (tt 
and W + je ts  production) th a t contribute to  the selected
i+ je ts  sample. In calculating the PD  for t t  production, 
we include only the leading order (LO) ME from qq —*■ t t  
production  [6]. We assume SM-like t t  production and 
decay, where identical particle and antiparticle masses 
are assum ed for b quarks and W  bosons bu t not for top  
quarks. For W + je ts  production, we use the ME provided 
in V E C B O S  [7]. The PD for each event is given in term s 
of the  fraction of signal (ƒ) and of background (1 — ƒ) in 
the d a ta  and the masses of the  t  (nit) and the t  (m j)\
Pevt =  A (x )[ fP sig(x; m u nij) +  (1 -  / ) P bks (x)} , (1)
where x denotes the  m easured je t and lepton energies 
and angles, A (x) is a function only of x and accounts 
for the geom etrical acceptance and efficiencies, and P sig 
and P bkg represent the PD  for t t  and  W  + je ts  production, 
respectively. M ultijet events are also represented by P bkg 
since P bkg ^  P sig for such events [8].
The free param eters in Eq. 1 are determ ined from a 
likelihood L(x; n i t ,n i j , f )  constructed  from the product 
of the P evt for all events. Je t energies are scaled by an 
overall je t energy scale (JES) calibration factor derived 
by constraining the reconstructed  m ass of the two je ts 
from W  —»■ qq' decays in t t  events to  80.4 GeV [2, 5]. 
The likelihood is m axim ized as a function of ƒ for each 
(m t ,m j) hypothesis to  determ ine / best. An integration  of 
the likelihood for ƒ =  ƒ best over the  sum  m sum =  (m t +  
n i j ) / 2 results in a one-dimensional likelihood L(x; A) as 
a function of mass difference A  =  m t — nij. This is used 
to  ex trac t the m ean value of A  and its uncertainty. A 
similar procedure involving an in tegration over A  gives 
L(x; m sum) which is used to  ex trac t the m ean value of 
m sum and its uncerta in ty
The variables in any M E refer to  nascent produced p ar­
ticles (leptons and  partons), bu t the m easured quantities 
correspond to  physical leptons and je ts. This difference 
is taken into account in the  calculation of the  event prob­
ability  by convoluting over phase space a transfer func­
tion, W (y ,x ), th a t provides the resolution for the  lepton 
in question or a m apping of the observed je t variables in 
an event (x) to  their progenitor parto n  variables (y):
Ps
1
Sig Tttnorm
X j '^2d a (y;'m t, 'mI )dq1dq2F (q 1)F (q 2 )W (y ,x ) ,
(2)
where da(y; m t , m j)  is the leading-order partonic differ­
ential cross section, qi and  are the  m om entum  frac­
tions of the colliding partons (assum ed to  be massless) 
w ithin the incident p  and p, and the sum  runs over all 
possible com binations of in itia l-sta te  parton  flavors, jet- 
to -parton  assignm ents, and all W  ^  neutrino solu­
tions [9]. In the sum  over je t-to -parton  assignm ents in 
P sig, each perm utation  of je ts  carries a weight w , which 
is the norm alized product of probabilities for tagging any
5FIG. 1: Values of the measured mean A from MC pseudo ex­
periments as a function of A ln, parameterized by straight lines 
for (a) e+jets and (b) ^+ jets MC events. Dotted lines rep­
resent complete equality between measured and input values. 
Results from pseudo experiments with same A ln but different 
rnsum correspond to the extra points for fixed A ln (see text).
FIG. 2: Fitted contours of equal probability for the two­
dimensional likelihoods as a function of m t and m j  for (a) 
e+jets and (b) ^+ jets data. The boxes, representing the bins 
in the two-dimensional histograms of the likelihoods, have ar­
eas proportional to the bin contents, set equal to the value of 
the likelihood evaluated at the bin center.
je t under a given parto n  flavor hypothesis [5]. The F(q*) 
include the probability  densities for finding a parto n  of 
given flavor and longitudinal m om entum  fraction in the 
p  or p  assum ing the GTEQ6L1 [10] parto n  d istribution  
functions (PD F), as well as the probability  densities for 
the transverse com ponents of the q* obtained from the 
LO event generator P Y T H IA  [11]. The norm alization term  
o^orm is described below.
The overall detection efficiency for t t  depends on the 
values of bo th  m t and m.j. This is taken  into account 
th rough  the norm alization by the observed cross section 
a norm =  I  A(x)Psigd.x = a tt(m t , m.j) (A ( m t , m j )}, where 
a t t (n it,n ij)  is the to ta l cross section calculated by in te­
grating the partonic cross section a [12], corresponding 
to  the  specific ME used in the analysis, over initial and fi­
nal parton  distributions and sum m ing over initial parton  
flavors. (A (mt , m.j)) is the  m ean acceptance determ ined 
from the generated t t  events. The expressions for Pbkg 
are sim ilar, except th a t  the probability  does not depend 
on 'mt or m.j.
Samples of t t  MC events w ith different values of and 
m.j are required to  sim ulate t t  production and decay in 
order to  calibrate the  results of the  analysis. These events 
are generated w ith a version of the P Y T H IA  generator [11] 
modified to  provide independent values of m t and m.j. 
The specific values chosen for (mt , m.j) form a square 
grid spaced a t 5 GeV intervals between (165,165) and 
(180,180), excluding the two extrem e points a t (165,180) 
and (180,165). The MC events for equal values of m t and 
nij  are generated w ith the default version of P Y T H IA .
A pproxim ations m ade in form ulating the likelihood 
can bias the final result. This issue is exam ined by com­
paring the m easured and inpu t values of A  in pseudo ex­
perim ents composed of MC t t  and  W  + je ts  events. The 
calibration  is shown in Fig. 1 in term s of the  m easured 
m ean A  as a function of its inpu t value (A ln), separately 
for the e+ je ts  and ^,+ jets MC samples, for all MC sam­
ples generated a t the input reference points on the (m t ,
m.j) grid. There are 2, 3, 4, 3, and 2 different (nit, m.j) 
points w ith a common A ln of -1 0 , - 5 ,  0, +5, and +10 
GeV, respectively. The dispersions in the m easured val­
ues of m ean A  for different (m t , m.j) points, bu t w ith 
same values of A ln, are consistent w ith expected s ta tis­
tical fluctuations, as can be observed in Fig. 1. The fit 
X2/d .o .f. for the points in Figs. 1(a) and 1(b) are 1.8 
and 0.84, respectively. The param eterizations shown in 
Fig. 1 are used to  calibrate L(x; A) for the selected d a ta  
sample.
We define the pull as (A  — (A ))/o (A ) where A  is the 
m easured m ass difference for a given pseudo experim ent, 
(A) is the m ean m easured m ass difference for all pseudo 
experim ents, and o(A ) is the uncerta in ty  of the  m ea­
sured mass difference for the given pseudo experim ent. 
The m ean w idths of the pull distributions for all sam ­
ples used in Fig. 1 are 1.2 and 1.1 for e+ je ts  and yU,+jets, 
respectively. The deviations of these w idths from 1 are 
used to  correct the  m easured uncertain ties in data .
F itted  two-dim ensional G aussian contours of equal 
probability  (in term s of the  stan d ard  deviation sd) for 
L(x; m .tjn ij) are shown for the electron and m uon d a ta  
samples in Figs. 2(a) and 2(b), respectively. The corre­
sponding L(x; A) for bo th  channels are given in Figs. 3(a) 
and 3(b). The two sets of d a ta  are consistent w ithin 
their respective uncertainties, and the small correlations 
(pe+jets =  —0.05, p^+jets =  —0.01) ex tracted  from the 
fits in Fig. 2 between m t and m.j are no t s ta tistically  sig­
nificant, nor are the shifts in the  projections shown in 
Fig. 3 .
Results from the  two channels are combined through 
a weighted average of the  separate electron and muon 
values. This has the  advantage of using their respective 
pulls to  adjust the uncertainties of each m easurem ent 
before combining the two results. Using th is averaging 
process, we quote the final combined m eans and their 
s ta tistical uncertainties as A  =  3.8 ±  3.4(stat.) GeV and 
m sum =  170.9 ±  1.5(stat.) GeV. The la tte r is consistent
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FIG. 3: Projections of the likelihoods onto the A axis for (a) 
e+jets and (b) ^+ jets data.
w ith the previous m easurem ent of Ref. [5] (see also Ref.
[13]).
The system atic uncertainties are sum m arized in Ta­
ble I . The first category, Physics modeling, comprises the 
uncertainties in MG modeling of t t  and W  + je ts  events. 
The second category, Detector modeling, addresses uncer­
tain ties in the calibration  of je t energy and sim ulation of 
detector response. The last category, Method, addresses 
uncertainties in the calibration  and possible system atic 
effects due to  assum ptions m ade in the analysis. Ex­
cept for two, all system atic uncertain ties are identical 
to  those described previously [5]. M any of these uncer­
tain ties (e.g., uncertainties in JES, PD F, je t resolution, 
m ultijet contam ination) are expected to  partia lly  cancel 
in the m easurem ent of the m ass difference, bu t are of­
ten  dom inated by the sta tistics of the samples used to  
evaluate them . The two new contributions address the 
possibilities of (i) reconstructing leptons w ith the wrong 
charge, and (ii) uncertainties from modeling differences 
in the response of the calorim eter to  b and b je ts  [14], 
which can affect the m easurem ent of the m ass difference. 
These were evaluated for (i) by estim ating the effect of 
an increase in charge m isidentification in MC sim ulations 
th a t would m atch th a t found in d a ta  (~1%  for bo th  e 
and u ). For (ii), studies were perform ed on MC samples 
and on d a ta  seeking any difference in detector response 
to  b and b quarks beyond expectations from interactions 
of their decay products, which are accom m odated in the 
MC sim ulations. The observed differences were lim ited 
by the sta tistics of bo th  samples. The to ta l system atic 
uncertain ty  is 1.2 GeV. Com bining the system atic and 
sta tistical uncertainties of the m easurem ent in quadra­
tu re  yields A  =  3.8 ±  3.7 GeV, a value consistent with 
C P T  invariance.
In summary, we have m easured the  t  and t  mass dif­
ference in ~ 1  fb_1 of d a ta  in i+ je ts  t i  events and find 
the mass difference to  be nit — n ij  =  3.8 ±  3.7 GeV, cor­
responding to  a relative mass difference of A /m sum =  
(2.2 ±  2.2)%. This is the first direct m easurem ent of a 
mass difference between a quark  and its an tiquark  p a r t­
ner.
TABLE I: Summary of systematic uncertainties on A.
Source Uncertainty (GeV)
Physics modeling
Signal ±0.85
PDF uncertainty ±0.26
Background modeling ±0.03
Heavy flavor scale factor ±0.07
b fragmentation ±0.12
Detector modeling:
b/light response ratio ±0.04
Jet identification ±0.16
Jet resolution ±0.39
Trigger ±0.09
Overall jet energy scale ±0.08
Residual jet energy scale ±0.07
Muon resolution ±0.09
Wrong charge leptons ±0.07
Asymmetry in bb response ±0.42
Method:
MC calibration ±0.25
b-tagging efficiency ±0.25
Multijet contamination ±0.40
Signal fraction ±0.10
Total (in quadrature) ±1.22
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