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ON THE COHOMOLOGICAL EQUATION FOR NILFLOWS
LIVIO FLAMINIO AND GIOVANNI FORNI
ABSTRACT. Let X be a vector field on a compact connected manifold
M . An important question in dynamical systems is to know when a func-
tion g : M → R is a coboundary for the flow generated by X , i.e. when
there exists a function f : M → R such that Xf = g. In this article we
investigate this question for nilflows on nilmanifolds. We show that there
exists countably many independent Schwartz distributions Dn such that
any sufficiently smooth function g is a coboundary iff it belongs to the
kernel of all the distributions Dn.
1. INTRODUCTION
1.1. The problem. For a detailed discussion of the cohomological equa-
tion for flows and tranformations in ergodic theory, we refer the reader to
[Kat03]. Here we limit ourselves to a brief, self-contained introduction.
Let X be a smooth vector field on a connected compact manifold M
and let (φtX)t∈R be the flow generated by X on M. Many problems in
dynamics and ergodic theory (see loc. cit.) can be reconducted to the study
of the cohomological equation
(1) Xu = f ,
i.e. the problem of finding a function u on M whose Lie derivative Xu in
the direction ofX is a given function f onM. Clearly a continuous solution
u of the equation (1) is only determined up to function constant along the
orbits. In addition, given the value of u at one point p ∈ M, the solution
u is uniquely determined on the whole orbit of p under the flow (φtX)t∈R.
In fact, the recurrence properties of flow (φtX)t∈R may as well forbid the
existence of measurable solutions to (1). Hence the subtlety of the problem
lies entirely in the fact that, given f in a certain regularity class, we may or
may not have solutions u in some other regularity class.
For example, observe that if the cohomological equation (1) admits a
continuous solution u then
(2) µ(f) = 0 for all X-invariant Borel measures µ ∈ C∗(M).
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Thus invariant measures are obstructions to the existence of solutions of (1)
in the continuous class. Livshitz’s celebrated theorem states that if X is
an Anosov vector field and f is Hölder continuos of exponent α ∈ (0, 1),
then the necessary condition (2) is also sufficient and that, in this case, the
solution u is actually Hölder continuos of exponent α. (This theorem has
been generalized to other hyperbolic dyanamical systems and to smoother
classes of functions, see for example [KH95]).
For uniquely ergodic flows, i.e. for flows admitting a unique invariant
measure, one may wonder whether the above condition (2) is sufficient. It
is well known that, for X a constant vector field on a torus,
• if X is Diophantine, for any C∞ function f of average zero there
exists a C∞ solution u of equation (1);
• ifX is Liouvillean, then there exists someC∞ function f of average
zero there for which there is no measurable weak1 solution u of
equation (1).
In general, all invariant distributions (in the sense of Schwartz), which
are not necessarily signed measures, are obstructions to the existence of
smooth solutions of the cohomological equation.
A distribution D ∈ D′(M) is called X-invariant if XD = 0 in the dis-
tributional sense, that is, if D(Xφ) = 0 for all φ ∈ C∞(M). Let I∞X (M)
be the space of all X-invariant distributions in D′(M).
By definition, if u ∈ C∞(M) is a solution of (1), we must haveD(f) = 0
for all D ∈ I∞X (M). By the same token, if u is a solution of (1) which
is (α + 1)-times differentiable, then we must have D(f) = 0 for all X-
invariant distributions D ∈ D′(M) of order α > 0.
Let W α(M) be the Sobolev space of square-integrable functions with
square-integrable (weak) derivatives up to order α > 0 and let IαX(M) ⊂
I∞X (M) be the space of X-invariant distributions of Sobolev order α > 0,
i.e. which extend continuously to the Sobolev space W α(M).
If u ∈ W α+1(M) is a solution of (1), thenD(f) = 0 for allD ∈ IαX(M).
It is then natural to ask if and when invariant distributions are a complete
set of obstructions to the existence of differentiable solutions, i.e. when the
condition
(3) f ∈ W α(M) and D(f) = 0 for all D ∈ IαX(M) ,
is sufficient to guarantee the existence of a solution u satisfying some regu-
larity properties (for example u ∈ W α−k(M) for some k ∈ R+).
The main results of this paper is that this is the case for all Diophantine
nilflows on compact nilmanifolds.
1that is (u,Xφ) = −(f, φ) for all φ ∈ C∞(M)
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1.2. Main result. Let n be a k-step nilpotent real Lie algebra (k ≥ 2) with
a minimal set of generators E := {E1, . . . , En} ⊂ n. Let nj , j = 1, . . . , k,
denote the descending central series of n:
(4) n1 = n, n2 = [n, n], . . . , nj = [nj−1, n], . . . , nk ⊂ Z(n) ,
where Z(n) is the center of n.
Let N be the connected and simply connected nilpotent Lie group with
Lie algebra n. The corresponding Lie subgroups Nj = exp nj = [Nj−1, N ]
form the descending central series of N .
Let Γ be a lattice in N . It exists if and only if N admits rational structure
constants (see, for example, [Rag72, CG90]).
A (compact) nilmanifold is a by definition a quotient manifold N :=
Γ\N with N a nilpotent Lie group and Γ ⊂ N a lattice.
On a nilmanifold N = Γ\N , the group N acts on the right transitively
by right multiplication. By definition, the nilflow (φtX)t∈R generated by
X ∈ n is the flow obtained by restriction of this action to the one-parameter
subgroups (exp tX)t∈R of N :
(5) φtW (Γx) = Γx exp(tX).
It is plain that nilflows on Γ\N preserve the probability measure on Γ\N
given locally by the Haar measure. To simplify the notation, the vector field
on Γ\N generating the flow (φtX)t∈R will also be indicated by X .
Every nilmanifold is a fiber bundle over a torus. In fact, the group N =
N/[N,N ] is abelian, connected and simply connected, hence isomorphic
to Rn and Γ = Γ/[Γ,Γ] is a lattice in N . Thus we have a natural projection
(6) p : Γ\N → Γ\N
over a torus of dimension n.
We recall the following:
Theorem 1.1 ([Gre61], [AGH63]). The following properties are equivalent.
(1) The nilflow ((φtX)t∈R, µ) on Γ\N is ergodic.
(2) The nilflow (φtX)t∈R on Γ\N is uniquely ergodic.
(3) The nilflow (φtX)t∈R on Γ\N is minimal.
(4) The projected flow (ψt
X¯
)t∈R on Γ\N ≈ Tn is an irrational linear
flow on Tn, hence it is (uniquely) ergodic and minimal.
The “irrationality” condition above in Theorem 1.1, (4), refers to the
rational structure determined by the lattice Γ. Namely, if the generators
{E1, . . . , En} of n are chosen so that the elements {expE1, . . . , expEn}
project onto generators {expE1, . . . , expEn} of Γ, then there exists a vec-
tor ΩX := (ω1(X), . . . , ωn(X)) ∈ Rn such that
(7) X¯ = ω1(X)E1 + · · ·+ ωn(X)En
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and the condition means that ω1(X), . . . , ωn(X) are linearly independent
overQ. We shall call such an element X ∈ n irrational (with respect to Γ).
We have:
Theorem 1.2. Let N = Γ\N be any compact nilmanifold obtained as a
quotient of a k-step nilpotent (k ≥ 2) connected, simply connected Lie
group N by a lattice Γ ⊂ N . For any irrational X ∈ n, the space of X-
invariant distributions I∞X (N ) has countable dimension. In fact, I∞X (N )
admits a countable basis BX of invariant distributions of Sobolev order
1/2, in the sense that BX ⊂ IαX(N ) for any α > 1/2.
We shall say that X ∈ n is Diophantine (with respect to Γ) of expo-
nent τ ≥ 0 if the projection X¯ of X in n/[n, n] is Diophantine of exponent
τ ≥ 0 for the lattice Γ¯ in the standard sense; namely, if there exists a con-
stant K > 0 such that, for all M := (m1, . . . , mn) ∈ Zn \ {0},
(8) |〈M,ΩX〉| := |
n∑
i=1
miωi(X)| ≥
K
|M |n−1+τ
.
The subset of Diophantine elements X ∈ n of exponent τ ≥ 0 will be
denoted by DCτ (n). The subset DC(n) := ∪τDCτ (n) of all Diophantine
elements has full Lebesgue measure in the Lie algebra n.
Let W α0 (N , X) := W α(N )∩ker IαX(N ) for any α > 1/2. We then have:
Theorem 1.3. Let N , Γ, N be as above. If X ∈ DCτ (n) the following
holds.
(1) If α > n+τ−1/2 and β < −1/2, there exists a linear bounded op-
erator GX : W α(N )→ W β(N ) such that, for all f ∈ W α(N ), the
distribution u = GXf is a weak solution of cohomological equa-
tion (1).
(2) If α > n + τ and β < [α − (n + τ)][(n + τ)k + 1]−1, there ex-
ists a linear bounded operator GX : W α0 (N , X) → W β(N ), such
that, for all f ∈ W α(N ), the function u = GXf is a solution of
cohomological equation (1).
1.3. Motivations and applications. We have already mentioned that the
cohomogical problem for a flow (or a transformation) enters in many prob-
lems in dynamical systems (KAM, time-changes, etc.). We recall the fol-
lowing definitions:
Definition 1.4. Let M be a compact connected manifold. A smooth vector
field X on M is
(a) globally hypoelliptic (GH), if Xu ∈ C∞(M) implies u ∈ C∞(M)
for any distribution u ∈ D′(M);
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(b) cohomology free (CF), if for all f ∈ C∞(M) there exists a constant
c(f) ∈ C and u ∈ C∞(M) such that
Xu = f − c(f).
In [GW73] Greenfield and Wallach showed that, if a vector field X on
M is globally hypoelliptic, then there exists an invariant volume form ω
and the space of X-invariant distributions is reduced to the line Cω (in
particular the X-flow is uniquely ergodic). The same is true, by a simple
exercise, if X is cohomology free. In fact, if X is cohomology free, then it
is globally hypoelliptic.
Question 1. Is a globally hypoelliptic vector field on a compact connected
manifold also cohomology free?
Definition 1.5 ([Kat01, Kat03]). A vector field X on a compact connected
manifold M is said C∞-stable if the subspace {Xu | u ∈ C∞(M)} is
closed in C∞(M).
It is plain that for C∞-stable vector fields the answer to the above ques-
tion is positive. Absence of stability is related to fast approximation by pe-
riodic systems: the major example of C∞-unstable are Liouvillean constant
vector fields on tori (loc.cit.). In [GW73], Greenfield and Wallach showed
that if a Killing vector field of a Riemannian metric on M is globally hy-
poelliptic, then the manifold M is a torus and that on the flat 2-torus any
Killing globally hypoelliptic vector field must be a constant Diophantine
vector field. Motivated by these results they conjectured:
Conjecture 1 ([GW73]). If a compact, connected manifold M admits a
globally hypoelliptic vector field X then M is a torus and X is smoothly
conjugate to a constant Diophantine vector field.
In fact, if M is a torus, by [CC00] any globally hypoelliptic vector field
X is smoothly conjugate to a constant Diophantine vector field.
A related conjecture due to A. Katok is the following:
Conjecture 2 ([Kat01, Hur85, Kat03]). If a compact, connected manifold
M admits a cohomology free vector field X then M is a torus and X is
smoothly conjugate to a constant Diophantine vector field.
In support of Katok’s conjecture Federico and Jana Rodriguez Hertz have
recently proved in [RHRH05] that any (compact, connected) manifold M
admitting a cohomology free vector field fibres over a torus of dimension
equal to the first Betti number of M.
Theorems 1.2 and 1.3 immediately imply that, within the class of nil-
flows, both conjectures are true. As remarked by the Rodriguez Hertz’s in
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[RHRH05], nilflows are the simplest class of flows for which their theorem
yields no non-trivial information.
Another motivation for the study of cohomological equations and invari-
ant distributions comes from “renormalization dynamics” (see [For02a]). In
fact, whenever we can define, for a family of “parabolic flows”, an effective
renormalization dynamics on a suitable moduli space, the analysis of the
action of the renormalization on the bundle of invariant distributions over
the moduli space may allow to determine the asymptotics of the ergodic av-
erages for the typical flow in the given family. This program was carried out
in [For02b] for conservative flows on (higher genus) surfaces (related to in-
terval exchange transformations), in [FF03b] for horocycle flows on hyper-
bolic surfaces and in [FF03a] for nilflows on the 3-dimensional Heisenberg
group. These results have shown that the phenomenon of polynomial devia-
tions of ergodic averages for interval exchange transformations, discovered
by A. Zorich [Zor94], [Zor96], [Zor97] and rigorously proved in [For02b],
is shared by other fundamental examples of parabolic flows. In principle, it
should be possible to carry out this program by purely dynamical methods
based on renormalization. In fact, in the case of interval exchange transfor-
mations, Marmi, Moussa and Yoccoz [MMY05] have been able to replace
the harmonic analysis methods applied by the second author in his study of
the cohomological equation [For97] by a renormalization approach (based
on the Rauzy-Veech-Zorich induction). However, no renormalization dy-
namics is currently available for general nilflows.
2. IRREDUCIBLE UNITARY REPRESENTATIONS
2.1. Kirillov’s Theory. Let N be the connected and simply connected nil-
potent Lie group with Lie algebra n. By Kirillov theory, all the irreducible
unitary representation of N are parametrized by the coadjoint orbits O ⊂
n∗, i.e. by the orbits of the coadjoint action of N on n∗ defined by
(9) Ad∗(g)λ = λ ◦ Ad(g−1) g ∈ N, λ ∈ n∗.
For λ ∈ n∗, the skew-symmetric bilinear form
(10) Bλ(X, Y ) = λ([X, Y ])
has a radical rλ which coincides with the Lie subalgebra of the subgroup
ofN stabilizing λ; thus the form (10) is non-degenerate on the tangent space
to the orbit O ⊂ n∗ of λ and defines a symplectic form on O.
A polarizing (or maximal subordinate) subalgebra for λ is a maximal
isotropic subspace m ⊂ n for the form Bλ which is also a subalgebra of n.
In particular any polarizing subalgebra for the linear form λ contains the
radical rλ. If m is a polarizing subalgebra for the linear form λ, the map
exp T 7→ exp 2πıλ(T ), T ∈ m,
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yields a one-dimensional representation, which we denote by exp 2πıλ, of
the subgroup M = expm ⊂ N .
To a pair Λ := (λ,m) formed by a linear form λ ∈ n∗ and a polarizing
subalgebra m for λ, we associate the unitary representation
(11) πΛ = IndNexpm(exp 2πıλ).
These unitary representations are irreducible; up to unitary equivalence, all
unitary irreducible representations of N are obtained in this way. Further-
more, two pairs Λ := (λ,m) and Λ′ := (λ′,m′) yield unitarily equivalent
representations πΛ and πΛ′ if and only if λ and λ′ belong to the same coad-
joint orbit O ⊂ n∗.
The unitary equivalence class of the representations of the group N de-
termined by the coadjoint orbit O will be denoted by ΠO, while we set
Πλ = {πΛ | Λ = (λ,m), with m polarizing subalgebra for λ}.
Definition 2.1. Let N be a connected, simply connected Lie group of Lie
algebra n. The derived representation π∗ of a unitary representation π of N
on a Hilbert space Hπ is the Lie algebra representation of n on Hπ defined
as follows. For every X ∈ n,
(12) π∗(X) := strong- lim
t→0
(π(exp tX)− I)/t .
It can be proved that the derived representation π∗ of the Lie algebra n
on Hπ is essentially skew-adoint in following sense. For all X ∈ n, the
linear operators π∗(X) are essentially skew-adjoint with common invariant
core the subspace of C∞(Hπ) ⊂ Hπ of C∞-vectors in Hπ. We recall that
a vector v ∈ Hπ is C∞ for the representation π if the function g ∈ N 7→
π(g)v ∈ Hπ is of class C∞ as a function on N (with values in a Hilbert
space).
Suppose that N is the semi-direct product A⋉N ′ of a normal subgroup
N ′ and an abelian group A and that π′ is a unitary irreducible representation
of N ′ on an Hilbert space H ′; then the derived representation π∗ of the
induced representation π = IndNN ′(π′) has a simple description in terms of
π′∗: in fact, up to unitary equivalence, Hπ ≈ L2(A,H ′); furthermore the
subgroup A acts by translations, and hence for f ∈ L2(A,H ′) we have
(13) (π∗(X)f) (a) = d
dt
f(a exp tX)|t=0 , a ∈ A, X ∈ a := Lie(A);
the infinitesimal action of N ′ is a pointwise action given explicitely by:
(14) (π∗(Y )f) (a) = π′∗ (Ad(a)Y ) (f(a)), a ∈ A, Y ∈ n′ := Lie(N ′).
Since, for any a ∈ A, the operator Ad(a) acting on n′ is unipotent, the
right-hand side in the formula above is a polynomial function in the variable
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a ∈ A. In fact, if ℓ is the degree of nilpotency of ad(X) and a = expX , we
have, for all Y ∈ n′ = Lie(N ′),
(15) (π∗(Y )f) (a) =
ℓ∑
j=0
1
j!
π′∗
(
ad(X)jY
)
(f(a)) .
2.2. Coadjoint orbits of maximal rank. Let n be a k-step nilpotent real
Lie algebra on n generators E1, . . . , En. Let nj , j = 1, . . . , k, denote the
descending central series of n:
n1 = n, n2 = [n, n], . . . , nj = [nj−1, n], . . . , nk ⊂ Z(n).
In this section we characterize coadjoint orbits that correspond to unitary
representations which do not factor through the quotient N/exp nk. Such
coadjoint orbits and the induced unitary representations will be called of
maximal rank. Since the Lie group N/exp nk is (k − 1)-step nilpotent, the
analysis of unitary representations of maximal rank is sufficient to treat by
induction all unitary representations of a given k-step nilpotent Lie group.
We shall make the fundamental assumption that the coadjoint orbit O ⊂
n
∗ has maximal rank (see below). Before stating this assumption, a few
lemmas and definitions.
Let
(16) n
⊥
k−1(λ) = {X ∈ n | Bλ(X, nk−1) = 0 },
n
⊥
k−1(O) = n
⊥
k−1(λ) , for any λ ∈ O .
Since the restriction of λ ∈ n∗ to the centre Z(n) does not depend on
the choice of the linear form λ ∈ O and since [n, nk−1] = nk ⊂ Z(n),
the restriction Bλ|n × nk−1 and the subspace n⊥k−1(λ) depend only on the
coadjoint orbitO. Consequently, the second definition in (16) is well-posed.
Lemma 2.2. Let O be a coadjoint orbit and λ ∈ O. Then
(1) rλ ⊂ n⊥k−1(O) ;
(2) n2 ⊂ n⊥k−1(O) ;
(3) n⊥k−1(O) is a sub-algebra.
Proof. Condition (1) is immediate from the definitions. Conditions (2)
and (3) follow from Jacobi’s identity and the inclusion nk ⊂ Z(n). In
fact, if Bλ(T1, nk−1) = Bλ(T2, nk−1) = {0} then Bλ([T1, T2], nk−1) =
λ([[T1, T2], nk−1]) ⊂ −λ([[T2, nk−1], T1])− λ([[nk−1, T1], T2]) = {0}, since
[Tj, nk−1] ⊂ nk ⊂ Z(n).

Lemma 2.3. Let O be a coadjoint orbit and λ ∈ O. The following proper-
ties are equivalent:
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(1) the restriction λ|nk is identically zero
(2) n⊥k−1(O) = n
(3) the projection of n⊥k−1(O) on n/n2 is surjective
Proof. ( 1⇒2 ) Since [n, nk−1] = nk, if the restriction λ|nk is identically
zero, by definition, we have n⊥k−1(λ) = n.
( 2⇒1 ) From [n, nk−1] = nk, if n⊥k−1(λ) = n, we have λ|nk = 0.
( 3⇔2 ) Any subalgebra of n containing n2 and which projects onto n/n2
must concide with the full algebra n. 
If the conditions of the above lemma are satisfied, any π ∈ ΠO factors
through a representation of N/ exp nk, a (k− 1)-step nilpotent group. Hav-
ing in mind an induction process on the degree of nilpotency k, we shall
assume that we are not in this case.
Definition 2.4. If none of the conditions of the Lemma 2.3 are satisfied
we will say that the coadjoint orbit O, any linear form λ ∈ O and any
irreducible representation π ∈ ΠO have maximal rank (equal to k).
Thus from now on we shall focus on coadjoint orbitsO of maximal rank.
2.3. Adapted representations. Let O be any coadjoint orbit of maximal
rank. In Section 3 we shall study the cohomological equation for a “generic”
admissible X ∈ n restricted to an irreducible unitary representation π ∈
ΠO. There we shall see, in fact, that the set of admissible X ∈ n equals
n \ n⊥k−1(O).
The following lemma produces, for any coadjoint orbit O of maximal
rank and any X ∈ n \ n⊥k−1(O), a special irreducible unitary representation
π ∈ ΠO adapted to our goal of proving a priori estimates for the cohomo-
logical equation restricted to that representation.
Lemma 2.5. Let X ∈ n \ n⊥k−1(O) and let Y ∈ nk−1 be any element such
that Bλ(X, Y ) 6= 0 for all λ ∈ O. There exists a codimension 1 ideal
n′ ⊂ n with X 6∈ n′ and a unitary (irreducible) representation π ∈ ΠO with
the following properties:
(1) the representation π is obtained inducing from N ′ := exp n′ to N a
unitary irreducible representation π′ of N ′ on a Hilbert space H ′;
(2) the derived the representation π∗ of the Lie algebra n satisfies
(a) π∗(X) = ∂∂t on L2(R, H ′, dt),
(b) π∗(Y ) = 2πıBλ(X, Y ) t IdH′ on L2(R, H ′, dt);
(3) there exists a constant C > 0 such that
(17) |〈X,U〉| ≥ C−1 |Bλ(X, Y )|
‖λ|nk‖
.
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where U ∈ n denote the unit normal vector to n′ with respect to an eu-
clidean product 〈·, ·〉 on n fixed once for all.
Proof. Since, by Lemma 2.2 we have n2 ⊂ n⊥k−1(O), for any λ ∈ O, the
subspace n′ = {T ∈ n | Bλ(T, Y ) = 0} is a codimension 1 ideal of n
depending only on the coadjoint orbitO. Let U ∈ n be a normal unit vector
to n′ with respect to an euclidean product 〈·, ·〉 on n fixed once for all. There
is an orthogonal decomposition
(18) X = 〈X,U〉U + W ,
for some W ∈ n′. Since by definition of n′ we have Bλ(W,Y ) = 0, it
follows immediately that
(19) Bλ(X, Y ) = 〈X,U〉Bλ(U, Y ) .
There exists a constant C > 0 such that ‖U‖ = ‖Y ‖ = 1 implies that
‖[U, Y ]‖ ≤ C and Y ∈ nk−1 implies [U, Y ] ∈ nk. Hence
(20) |Bλ(U, Y )| = |λ([U, Y ])| ≤ C ‖λ|nk‖ .
The lower bound (17) follows immediately from (19) and (20).
Let m ⊂ n′ be a polarizing subalgebra for the restriction λ′ = λ|n′
of λ to n′. Then m is also a polarizing subalgebra for λ on n ([CG90],
Prop. 1.3.4), since, by definition, we have rλ ⊂ n′ for all λ ∈ O.
Set
Λ = (λ,m), Λ′ = (λ′,m), π = πΛ and π′ = πΛ′ .
By induction in stages (see for example [CG90], §2.1), we have:
π = IndNexpm
(
exp(ıλ)
)
≈ IndNexpn′
(
Indexpn′expm
(
exp(ıλ′)
))
= IndNexpn′(π′).
From (13)-(14), if we identify withR the one-parameter subgroup generated
by X and if we denote by H ′ the Hilbert space on with πΛ′ acts, up to a
unitary equivalence, the representation πΛ coincides with the representation
of N on L2(R, H ′, dt) infinitesimally given by:
π∗(X)f(t) =
∂
∂t
f(t), π∗(Y )f(t) = π
′
∗
(
Ad(exp tX)Y
)
f(t),
for Y ∈ n′ and all f in a dense subspace of L2(R, H ′, dt), such as the
subspace C∞0 (R, H ′) of compactly supported C∞ functions from R to H ′.
Since [X, Y ] ∈ nk ⊂ Z(n) we have [X, [X, Y ]] = 0 and therefore
(21) Ad(exp tX)Y = Y + t[X, Y ];
we also have nk ⊂ n′, hence nk ⊂ Z(n′) ⊂ m′ and π′|nk = exp ıλ; from
(15), we obtain that π∗(Y ) is the operator pointwise given by:
π∗(Y ) = t π
′
∗([X, Y ]) + π
′
∗(Y ) = 2πı tBλ(X, Y ) IdH′ + π′∗(Y ) .
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We claim that there exist λ ∈ O and a representation π′ ∈ Πλ′ such
that π′∗(Y ) = 0. This will prove the lemma.
Since [X, Y ] ∈ Z(n), the value Bλ(X, Y ) does not depend on λ ∈ O.
Let λ ∈ O. From (21) we have(
Ad∗(exp t0X)λ
)
(Y ) = λ
(
Ad(exp(−t0X))Y
)
= λ(Y )− t0Bλ(X, Y )
which vanishes for t0 = λ(Y )/Bλ(X, Y ). Thus we can and shall assume
that we have chosen a linear form λ ∈ O satisfying λ(Y ) = 0.
Let n′′k = {T ∈ nk | λ(T ) = 0}. By hypothesis n′′k is a central ideal in n
of codimension 1 in nk. We set
n¯
′ = n′/n′′k
and we denote by λ¯′ the linear form induced on n¯′k by λ′. We also denote by
p′ : N ′ = exp n′ → N ′/ exp n′′k
the canonical projection. We have Πλ′ = {π¯′ ◦ p′ | π¯′ ∈ Πλ¯′} since the
central ideal n′′k is contained in every subalgebra m ⊂ n′ polarizing for λ′
and every representation π′ ∈ Πλ′ is trivial on exp n′′k. But now observe
that the projection Y¯ of Y in n¯′ belongs to the centre Z(n¯′) of n¯′. In fact,
if T ∈ n′, we have [T, Y ] ∈ nk and then the condition Bλ(T, Y ) = 0 is
equivalent to [T, Y ] = 0 mod n′′k. We conclude that for every π¯′ ∈ Πλ¯′ we
have π¯′∗(Y¯ ) = ıλ¯′(Y¯ ) = 0 and consequently π′∗(Y ) = 0 for any π′ ∈ Πλ′ .
This concludes the proof. 
3. THE COHOMOLOGICAL EQUATION IN REPRESENTATION
3.1. Distributions and Sobolev spaces. Let N be a connected, simply
connected Lie group. Let π be a unitary representation of N on a Hilbert
space Hπ. Let π∗ denote the derived representation of the Lie algebra n
of N on Hπ. The subspace C∞(Hπ) ⊂ Hπ is endowed with the Fréchet
C∞ topology, that is, the topology defined by the family of seminorms
{ ‖ · ‖ E1,E2,...,Em |m ∈ N and E1, . . . , Em ∈ n} defined as follows:
‖ v ‖ E1,E2,...,Em := ‖ π∗(E1)π∗(E2) · · ·π∗(Em)v ‖ , for v ∈ C∞(Hπ) .
Definition 3.1. Let π be a unitary representation of the Lie algebra n on
the Hilbert space Hπ. The space of Schwartz distributions for the repre-
sentation π is defined as the the dual space of C∞(Hπ) (endowed with the
Fréchet C∞ topology). The space of Schwartz distributions for the repre-
sentation π will be denoted D′(Hπ).
The representation π∗ extends in a canonical way to a representation
(denoted by the same symbol) of the enveloping algebra U(n) of n on
the Hilbert space Hπ. Let ∆ ∈ U(n) a left-invariant second-order, pos-
itive elliptic operator on N fixed once for all. For example, the operator
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∆ = −(V 21 + · · ·+V
2
d ), where {V1, . . . , Vd} is a basis of n as a vector space.
For all α ∈ R+, let W α(Hπ) ⊂ Hπ be the Sobolev space of vectors in the
maximal domain of the essentially self-adjoint operator (I + π∗(∆))α/2 en-
dowed with the Hilbert space norm
‖ v ‖ α := ‖ (I + π∗(∆))
α/2 v ‖ , for all v ∈ W α(Hπ) .
Let also W−α(Hπ) ⊂ D′(Hπ) be the dual Hilbert space of W α(Hπ). Then
C∞(Hπ) is the projective limit of the spaces W α(Hπ) (and consequently
D′(Hπ) is the inductive limit of W−α(Hπ)) as α → +∞. A distribution
D ∈ W−α(Hπ) will be called a distribution of order at most α ∈ R+.
Definition 3.2. Let π be a unitary representation of the Lie group N (with
Lie algebra n) on the Hilbert space Hπ. The cohomological equation for
X ∈ n in the representation π is the linear equation
(22) π∗(X)u = f (for the unknown vector u ∈ Hπ),
where f ∈ Hπ is a given (sufficiently smooth) vector.
Definition 3.3. For any X ∈ n, the space of X-invariant distributions for
the representation π is defined as the space IX(Hπ) of all distributional
solutions D ∈ D′(Hπ) of the equation π∗(X)D = 0. Let
IαX(Hπ) := IX(Hπ) ∩W
−α(Hπ)
be the subspace of invariant distributions of order at most α ∈ R+.
It is immediate that all X-invariant distributions inD′(Hπ) yield obstruc-
tions to the existence of C∞ solutions u ∈ C∞(Hπ) of the cohomological
equation and that X-invariant distributions of order at most α ∈ R+ yield
obstructions to the existence of solutions u ∈ W α+1(Hπ).
Let O be a codjoint orbit of maximal rank and let π ∈ ΠO be an induced
irreducible (adapted) unitary representation of N on Hπ = L2(R, H ′) con-
structed as in Lemma 2.5. The space of C∞(Hπ) of C∞ vectors for the
representation π can be characterized as follows.
Let S (R, C∞(H ′)) be the space of Schwartz functions on R with val-
ues in the Fréchet space of C∞ vectors for the representation π′ on H ′
(cf. Lemma 2.5). The space S (R, C∞(H ′)) is by definition endowed with
the Fréchet topology induced by the family of seminorms
{‖ · ‖i,j,E1,E2,...,Em | i, j,m ∈ N and E1, . . . , Em ∈ n′}
defined as follows: for all f ∈ S (R, C∞(H ′)),
(23) ‖f‖i,j,E1,E2,...,Em := sup
t∈R
‖(1 + t2)j/2 π′∗(E1) · · ·π
′
∗(Em)f
(i)(t)‖H′ .
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Lemma 3.4. As topological vector spaces,
C∞(Hπ) ≡ S (R, C
∞(H ′)) .
Proof. Let X , Y ∈ n and n′ ⊂ n be as in Lemma 2.5. By formula (15), for
any E ∈ n′ and for all f ∈ S (R, C∞(H ′)),
(24) (π∗(E)f) (t) =
k∑
j=0
tj
j!
π′∗
(
ad(X)jE
)
f(t).
We claim that the Schwartz space S (R, C∞(H ′)) ⊂ C∞(Hπ) and that the
embedding is continuous. In fact, for any f ∈ S (R, C∞(H ′)), we have
(25) ‖f‖ ≤ sup
t∈R
‖(1 + t2)1/2 f(t)‖H′ ,
hence it follows from formula (24) that there exists a constant Ck > 0 such
that for any E ∈ n′ and all f ∈ S (R, C∞(H ′)),
(26) ‖π∗(E)f‖ ≤ Ck max
0≤j≤k
[
sup
t∈R
‖(1 + t2)
1
2 tjπ′∗
(
ad(X)jE
)
f(t)‖H′
]
.
In order to simplify the notation, let E(j) := ad(X)jE ∈ n′ for any E ∈ n′
and for any j ∈ {0, . . . , k}. By estimate (26) and by iterated applications
of the identity (24), it follows that for any ℓ ∈ N there exists a constant
Ck,ℓ > 0 such that, for any E1, . . . , Eℓ ∈ n′ and for all f ∈ S (R, C∞(H ′)),
(27) ‖π∗(E1) · · ·π∗(Eℓ)f‖ ≤
≤ Ck,ℓ max
0≤j1,...,jℓ≤k
[
sup
t∈R
‖(1 + t2)
1
2
ℓ∏
α=1
tjαπ′∗
(
E(jα)α
)
f(t)‖H′
]
,
hence, for any E1, . . . , Eℓ ∈ n′, any i ∈ N and any f ∈ S (R, C∞(H ′)),
(28) ‖π∗(E1) · · ·π∗(Eℓ)π∗(X)if‖ ≤
≤ Ck,ℓ max
0≤j1,...,jℓ≤k
[
sup
t∈R
‖(1 + t2)
1
2
ℓ∏
α=1
tjαπ′∗
(
E(jα)α
)
f (i)(t)‖H′
]
.
Since [X, n′] ⊂ n′ the claim follows.
Conversely, we claim that C∞(Hπ) ⊂ S (R, C∞(H ′)). In fact, let f ∈
C∞(Hπ) be a C∞ vector. Since π∗(X) is the operator f 7→ f ′, we have
f ∈ C∞(R, H ′). Since π∗(Y ) equals, up to a non-zero (scalar) factor, the
pointwise operator f(t) 7→ tf(t), we have (t 7→ tjf(t)) ∈ L2(R, H ′), for
all j ≥ 0, hence f ∈ S(R, H ′). Thus
(29) C∞(Hπ) ⊂ S(R, H ′)
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and we therefore have a continuous linear operator
Et : C
∞(Hπ)→ H
′ , Etf = f(t) .
For any E ∈ n′ and any j ∈ N, let T j ⊗ π′∗(E) be the densely defined
linear operator on L2(R, H ′) uniquely determined by the identities
Et[T
j ⊗ π′∗(E)]f := t
jπ′∗(E)Etf , for all t ∈ R .
We will prove by (finite) induction that, for all α ∈ {0, . . . , k − 1}, if
E ∈ nk−α ∩ n
′
, then we have, for all j ∈ N and for all f ∈ C∞(Hπ),
(30) f ∈ dom[T
j ⊗ π′∗(E)] ,
[T j ⊗ π′∗(E)]f ∈ C
∞(Hπ) .
Remark that, since [T j ⊗ π′∗(E)] equals π∗(Y )j [1 ⊗ π′∗(E)] up to a non-
zero scalar factor. the second line of formula (30) actually follows from
(31) [1⊗ π′∗(E)]f ∈ C∞(Hπ) .
If α = 0, for any E0 ∈ nk ⊂ Z(n) the operators π∗(E0) and π′∗(E0) are
scalar multiples of the identity. Hence the claim (30) holds in this case.
Let us assume (30) for all E ∈ nk−α and for all j ∈ N. Let Eα+1 ∈
nk−(α+1) ∩ n
′
. Remark that the elements
E(β)α := ad(X)βEα+1 ∈ nk−α ∩ n′ , for all β ∈ {1, . . . , α+ 1} .
By formula (24) we have the identity,
(32) π′∗(Eα+1)Etf = Etπ∗(Eα+1)f −
α+1∑
β=1
1
β!
Et[T
β ⊗ π′∗(E
(β)
α )]f .
where π∗(Eα+1)f ∈ C∞(Hπ) and [T i ⊗ π′∗(E
(β)
α )]f ∈ C∞(Hπ) by the
induction hypothesis, since f ∈ C∞(Hπ). It follows by the inclusion (29)
and the identity (32) that the claim (30) holds for all Eα+1 ∈ nk−α ∩ n′ and
all j ∈ N. The induction step is therefore completed.
It follows from (30) by another induction argument (on i ∈ N), that, for
all E ∈ n′ and all i, j ∈ N , we have
(33) f
(i) ∈ dom[T j ⊗ π′∗(E)] ,
[T j ⊗ π′∗(E)]f
(i) ∈ C∞(Hπ) .
In fact, for i = 0 the conditions (33) reduce to (30). Assume that (33) holds
for i ∈ N and for all j ∈ N. Since [1⊗ π′∗(E)]f (i) ∈ C∞(Hπ), we have
[1⊗ π′∗(E)]f
(i+1) = π∗(X)[1⊗ π
′
∗(E)]f
(i) ∈ C∞(Hπ) ⊂ S(R, H
′) ,
ON THE COHOMOLOGICAL EQUATION FOR NILFLOWS 15
hence f (i+1) ∈ dom[1 ⊗ π′∗(E)]. Next, for j ∈ N \ {0}, we have the
following immediate identity:
(34) [T j⊗π′∗(E)]f (i+1) = π∗(X)[T j⊗π′∗(E)]f (i)−j[T j−1⊗π′∗(E)]f (i) ,
which allows to conclude that (33) holds for i+ 1. The induction argument
is therefore completed.
Finally, by successive applications of (33) we have that, for any i, j ∈ N,
any E1, . . . , Em ∈ n′ and for all f ∈ C∞(Hπ),
(35) f
(i) ∈ dom[T j ⊗ π′∗(E1) · · ·π′∗(Em)] ,
[T j ⊗ π′∗(E1) · · ·π
′
∗(Em)]f
(i) ∈ C∞(Hπ) .
In conclusion, we have proved that S (R, C∞(H ′)) ⊂ C∞(Hπ) and that
the inclusion is continuous and surjective, hence it is an isomorphism of
Fréchet spaces by the open mapping theorem (or by a direct argument based
on the proof of surjectivity given above). 
3.2. Main Estimates. In this section we describe all invariant distributions
and we prove Sobolev bounds for the Green operator of the cohomological
equation in each irreducible unitary representation of maximal rank (deter-
mined by a coadjoint orbit O of maximal rank) for any admissible vector
X ∈ n \ n⊥k−1(O).
Let 〈·, ·〉 be an euclidean product on the Lie algebra n fixed once for all
and let ‖ · ‖ denote the corresponding norm.
Let O be any coadjoint orbit. Since the restrictions λ|nk and Bλ|n ×
nk−1 do not depend on the choice of the linear form λ ∈ O, the following
definitions are well-posed.
Let
(36)
wk(O) :=‖λ|nk‖ = max
Z∈nk\{0}
|λ(Z)|
‖Z‖
;
wZ(O) :=‖λ|Z(n)‖ = max
Z∈Z(n)\{0}
|λ(Z)|
‖Z‖
.
Since nk ⊂ Z(n) we have wk(O) ≤ wZ(O).
For all (X, Y ) ∈ n× nk−1, let
(37) δO(X, Y ) := |Bλ(X, Y )| , for any λ ∈ O , and
δO(X) := max{δO(X, Y ) | Y ∈ nk−1 and ‖Y ‖ = 1} .
By definition we have δO(X) > 0 if and only if X 6∈ n⊥k−1(O). The latter
condition is non-empty if and only if O has maximal rank, in which case it
holds except for a subspace of positive codimension.
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Lemma 3.5. Let δO(X) > 0, and π ∈ ΠO an irreducible essentially skew-
adjoint representation of n on a Hilbert space Hπ. Let IX(Hπ) ⊂ D′(Hπ)
be the space of X-invariant distributions, i.e. of linear functionals which
vanish on Ran (X|C∞(Hπ)) ⊂ C∞(Hπ). The space IX(Hπ) has a count-
able basis BX(Hπ) with the following properties:
(1) each D ∈ BX(Hπ) has Sobolev order equal to 1/2, in the sense that
D ∈ W−α(Hπ) for any α > 1/2;
(2) for each D ∈ BX(Hπ) and each α > 1/2, there exists a constant
C := C(D,α) > 0 such that the following holds: for any Y ∈ nk−1
with δO(X, Y ) > 0 and for all f ∈ W α(Hπ), we have
(38) |D(f)| ≤ C δO(X, Y )−1/2 ‖(I − π∗(Y )2)α/2f‖ .
Proof. Let O ⊂ n∗ be a coadjoint orbit such that δO(X) > 0, let Y ∈ nk−1
be such that δO(X, Y ) > 0 and let π ∈ ΠO. Since the statement of the
theorem depends only on the unitary equivalence class of the representa-
tion, we can assume by Lemma 2.5 that π is obtained from an irreducible
representation π′ of an ideal n′ ⊂ n of codimension 1 on a Hilbert space
H ′ by adjoining X ∈ n \ n′, hence π∗(X) is the derivative operator ∂∂t on
Hπ ≡ L2(R, H ′, dt), and that π∗(Y ) = 2πı t δO(X, Y ) IdH′ .
Let B′ ⊂ H ′ be a basis of the Hilbert space H ′ and let BX(Hπ) be the set
of linear functionals De, e ∈ B′, defined as follows. For any e ∈ B′, for all
f ∈ S(R, H ′), let
(39) De(f) :=
∫
R
〈f(t), e〉H′ dt .
By Hölder inequality, for all α > 1/2 there exists a constant Cα > 0 such
that the following (a priori) estimate holds:
(40) |De(f)| ≤ Cα
δO(X, Y )1/2
|e|H′ ‖
(
I − π∗(Y )
2
)α/2
f‖ ;
hence De ∈ W−α(H) for all α > 1/2; in particular De ∈ D′(Hπ).
Clearly De is invariant by translations, hence De ∈ IX(Hπ). It remains
to be proved only that BX(Hπ) is a basis of IX(Hπ). Since by Lemma 3.4
we have C∞(Hπ) ≡ S (R, C∞(H ′)), if De(f) = 0 for all e ∈ B′, then∫
R
f(s)ds = 0 ∈ C∞(H ′) and the function
G(t) :=
∫ t
−∞
f(s) ds ∈ S (R, C∞(H ′)) .
It follows that D(f) = 0 for all D ∈ IX(Hπ), since there exists g ∈
C∞(Hπ) such that f = π(X)g. Hence, by the Hahn-Banach theorem,
BX(Hπ) is a (countable) system of generators for the (closed) subspace
IX(Hπ) ⊂ D
′(Hπ). It is immediate to verify that, since B′ ⊂ H ′ is linearly
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independent, the system BX(Hπ) is also linearly independent, hence it is a
basis of IX(Hπ). 
Theorem 3.6. Let δO(X) > 0, and let π ∈ ΠO be an irreducible essentially
skew-adjoint representation of n on a Hilbert space Hπ.
(1) There exists a Green operator GX : W α(Hπ) → W β(Hπ), defined
for all α > 1/2 and β < −1/2, such that, for all f ∈ W α(Hπ), the
distribution u := GXf is a solution of the cohomological equation
π∗(X)u = f ; there exists a constant C := C(X,α) > 0 such that
‖GXf‖β ≤ C δO(X)
−1 ‖f‖α .
(2) If f ∈ W α(Hπ), α > 1, and D(f) = 0, for all D ∈ IX(Hπ), then
GXf ∈ W β(Hπ), for all β < (α− 1)/k; furthermore there exists a
constant C ′ := C(X,α, β) > 0 such that
‖GXf‖β ≤ C
′ max{1, wk(O)
β} max{1, δO(X)
−1−kβ} ‖f‖α .
Proof. Let O ⊂ n∗ be a coadjoint orbit and let π ∈ ΠO. If δO := δO(X) >
0, by Lemma 2.5 we can assume that the representation π is obtained from
an irreducible representation π′ of a codimension 1 ideal n′ on a Hilbert
space H ′ by adjoining X ∈ n\n′, hence π∗(X) is the derivative operator ∂∂t
on Hπ ≡ L2(R, H ′, dt), and that there exists Y ∈ nk−1 such that π∗(Y ) =
2πı t δO IdH′ . In fact, by compactness of the unit sphere in nk−1, there exists
Y ∈ nk−1 such that ‖Y ‖ = 1 and δO(X, Y ) = δO > 0.
The operator GX : C0(R, H ′)→ B(R, H ′) defined for f ∈ C0(R, H ′) by
(41) GXf(t) :=
∫ t
−∞
f(s) ds , for all t ∈ R ,
admits a bounded extension GX : W α(Hπ)→ CB(R, H ′), for all α > 1/2;
in fact , if f ∈ W α(Hπ), α > 1/2, by Hölder inequality there exists a
constant Cα > 0 such that
(42)
∫ t
−∞
|f(s)|H′ ds ≤
Cα
δ
1/2
O
‖
(
I − π(Y )2
)α/2
f‖ .
A similar estimate shows that CB(R, H ′) ⊂ W−α(Hπ) for all α > 1/2. In
fact, if u ∈ CB(R, H ′), for all α > 1/2 there exists Cα > 0 such that, if
v ∈ W α(Hπ),
(43) |(u, v)| ≤
∫
R
|〈u(s), v(s)〉H′ | ds ≤
Cα
δ
1/2
O
|u|∞ ‖v‖α .
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It follows that GX : W α(Hπ)→ W β(Hπ) is well-defined and bounded for
all α > 1/2 and all β < −1/2, and there exists Cα,β > 0 such that, for all
f ∈ W α(Hπ),
(44) ‖GXf‖β ≤ Cα,β
δO
‖f‖α
By construction π∗(X)GXf = f in W β−1(Hπ), for all f ∈ W α(Hπ),
α > 1/2 and β < −1/2, and GXπ∗(X)u = u in W β(Hπ), for all u ∈
W α+1(Hπ), α > 1/2 and β < −1/2.
Finally, if f ∈ W α(Hπ), for α > 1/2, and D(f) = 0, for all D ∈
IαX(Hπ),
(45) GXf(t) :=
∫ t
−∞
f(s) ds = −
∫ +∞
t
f(s) ds , for all t ∈ R .
It follows that
(46) ‖π∗(Y )ℓGXf‖2 ≤
∫ +∞
0
(
|2πδO t|
ℓ
∫ +∞
t
|f(s)|H′ ds
)2
dt
+
∫ 0
−∞
(
|2πδO t|
ℓ
∫ t
−∞
|f(s)|H′ ds
)2
dt .
Since, for all α > 1,
(47) C2α,ℓ :=
∫ +∞
0
(2πt)2ℓ
(∫ +∞
t
(1 + 4πs2)−(ℓ+α) ds
)
dt
+
∫ 0
−∞
(2πt)2ℓ
(∫ t
−∞
(1 + 4πs2)−(ℓ+α) ds
)
dt < +∞ ,
by Hölder inequality and change of variables,
(48) ‖π∗(Y )ℓGXf‖ ≤ Cα,ℓ
δO
‖
(
I − π∗(Y )
2
) ℓ+α
2 f‖ .
Let U(n) and U(n′) be the enveloping algebras of n and n′ respectively.
Clearly from the inclusion n′ ⊂ n we have that U(n′) is contained in U(n)
as a subalgebra. In addition, since n′ is an ideal of n, (Ad(exp tX))t∈R
is a one-parameter group of automorphisms of n′ which extends to a one-
parameter group (exp tδ)t∈R of automorphisms of U(n′). The generator δ
of this group of automorphisms is the derivation on U(n′) obtained by ex-
tending the derivation ad(X) of n′ from n′ to U(n′). Observe that from the
nilpotency of n it follows that, for any P ∈ U(n′) there exists a first integer
[P ] such that δ[P ]+1P = 0.
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We recall that by Lemma 3.4 we have C∞(Hπ) = S(R, C∞(H ′)). Let
Et : C∞(Hπ) → C∞(H ′) be the linear (evaluation) operator defined by
Etf = f(t). By definition of the representation π∗ on C∞(Hπ) (cf. for-
mula (15)), we have, for any P ∈ U(n′) and any E ∈ n′,
(49) Et π∗(P ) = π′∗(etδP ) Et =
[P ]∑
j=0
tj
j!
π′∗(δ
jP ) Et, for all t ∈ R ,
from which we obtain, for all s, t ∈ R,
(50) π′∗(e(t−s)δP ) Et = Et π∗(e−sδP ) =
[P ]∑
j=0
(−s)j
j!
Et π∗(δ
jP ) .
Since the action of π∗(Y ) on C∞(Hπ) can be rewritten as
(51) Etπ∗(Y j) = (2πıδOt)j Et , for all j ∈ N and t ∈ R ,
setting t = s in the (50) we obtain, for all t ∈ R,
(52) π′∗(P ) Et = Et π(e−tδP ) =
[P ]∑
j=0
(−1)j
j!(2πıδO)j
Et π∗(Y
jδjP ) .
Since EtGX =
∫ t
−∞
Es ds we have, for all t ∈ R,
Etπ∗(P )GX = π
′
∗(e
tδP )EtGX = π
′
∗(e
tδP )
∫ t
−∞
Es ds
=
[P ]∑
j=0
tj
j!
π′∗(δ
jP )
∫ t
−∞
Es ds =
[P ]∑
j=0
tj
j!
∫ t
−∞
π′∗(δ
jP )Es ds
=
[P ]∑
j=0
tj
j!
[P ]∑
ℓ=0
(−1)ℓ
ℓ!(2πıδO)ℓ
∫ t
−∞
Es π∗(Y
ℓδj+ℓP ) ds
=
[P ]∑
j=0
[P ]∑
ℓ=0
tj
j!
(−1)ℓ
ℓ!(2πıδO)ℓ
EtGXπ∗(Y
ℓδj+ℓP )
= Et
[P ]∑
j=0
[P ]∑
ℓ=0
(−1)ℓ
j!ℓ!(2πıδO)j+ℓ
π∗(Y
j)GXπ∗(Y
ℓδj+ℓP )
= Et
[P ]∑
m=0
1
(2πıδO)m
∑
ℓ+j=m
(−1)ℓ
j!ℓ!
π∗(Y
j)GXπ∗(Y
ℓδmP ) ,
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hence, using (48), for all α > 1, there exists a constant Cα,[P ] > 0 such that
for all f ∈ C∞(Hπ), we have
(53) ‖π∗(P )GXf‖ ≤
[P ]∑
m=0
1
(2πδO)m
∑
ℓ+j=m
1
j!ℓ!
Cα,j
δO
‖
(
I − π(Y )2
) j+α
2 π∗(Y
ℓδmP )f‖ ≤
Cα,[P ]
[P ]∑
m=0
δ−m−1O ‖
(
I − π(Y )2
)m+α
2 π∗(δ
mP )f‖.
Let ∆ the positive definite Laplacian associated to an euclidean product
〈·, ·〉 on the Lie algebra n. Then for any orthonormal basis B of n we have
∆ = −
∑
V ∈B V
2
. Let U ∈ n be a normal unit vector to n′. Without loss of
generality we can assume that U ∈ B. We set ∆0 = −
∑
V ∈B\{U} V
2; we
have ∆0 ∈ U(n′) and ∆ = −U2 +∆0. Clearly [∆0] ≤ 2(k− 1) and [∆r0] ≤
2(k−1)r. It follows by (53) that there exists a constantC := C(k, r, α) > 0
such that
(54) ‖π∗(∆r0)GXf‖ ≤ C max{1, δ−1−2(k−1)rO }·
·
2(k−1)r∑
m=0
‖ (I − π(∆0))
m+α
2 π∗(δ
m∆r0)f‖.
Since U is a unit vector orthogonal to n′, there exists W ∈ n′ such that
(55) U = 〈X,U〉−1(X −W ) .
Since n′ ⊂ n is an ideal and π(X)GXf = f , it follows by estimate (17) in
Lemma 2.5 that there exists a constant C ′ := C ′(k, r, α,X) > 0 such that
(56)
‖π∗(U)
2rGXf‖ ≤
(
wk(O)
δO
)2r
‖π∗(X −W )
2rGXf‖
≤ C ′
(
wk(O)
δO
)2r
( ‖f‖2r−1 + ‖π∗(∆0)
rGXf‖ ) .
By bounds (54) and (56), there exists C ′′ := C ′′(k, r, α,X) > 0 such that
(57) ‖GXf‖2r ≤ C ′′ max{1, wk(O)2r}max{1, δ−1−2rkO }‖f‖2kr+α .
Finally by interpolation for all α > β > 0 such that α > 1+kβ there exists
a constant Cα,β := Cα,β(k,X) > 0 such that
(58) ‖GXf‖β ≤ Cα,β max{1, wk(O)β} max{1, δ−1−kβO } ‖f‖α .

ON THE COHOMOLOGICAL EQUATION FOR NILFLOWS 21
4. THE COHOMOLOGICAL EQUATION FOR NILFLOWS
4.1. The Howe-Richardson multiplicity formula. Let N be a k-step nil-
potent Lie group with a minimal set of generators {E1, . . . , En} ⊂ n1. Let Γ
be a lattice in N . The nilmanifold N = Γ\N carries a unique N-invariant
probability measure µ, locally given by the Haar measure of N ; for each
X ∈ n we denote by (φtX)t∈R the the flow onN given by the right action of
the one-parametre subgroup {exp tX | t ∈ R}.
The Hilbert space L2(N , µ) decomposes under the right action of N into
a countable Hilbert sum
⊕
i∈NHi of irreducible closed subspaces Hi.
The Howe-Richardson multiplicity formula [How71, Ric71] tells us
which irreducible representations from the unitary dual Nˆ of N appear
in the decomposition
⊕
i∈NHi. To state the formula, recall that a couple
(χ,M) is called a maximal character if there is λ ∈ n∗ and a polarizing
subalgebra m ⊂ n for λ such that:
(1) M = expm;
(2) χ is the one-dimensional representation of M defined by
expW ∈M 7→ e2πıλ(W );
a maximal character (χ,M) is called maximal for Γ if, in addition, the
following conditions are satisfied:
(3) M intersects Γ into a lattice, i.e. M ∩ Γ\M is compact;
(4) χ is trivial on M ∩ Γ: χ(M ∩ Γ) = {1}.
As we recalled in §2.1, when (χ,M) ranges over the set of maximal charac-
ters, the family of representations IndM(χ) exaust the unitary dual Nˆ . The
multiplicity formula states that IndM(χ) appears in L2(N , µ) iff (χ,M) is
a maximal integral character for Γ, with multiplicity given by the cardi-
nal of closed orbits xM of M on N such that χ(StabM(x)) = {1}. This
discussion motivates the following:
Definition 4.1. A linear form λ ∈ n∗ is called integral (with respect
to Γ) if there exists a polarizing subalgebra m ⊂ n such that the pair
(exp(2πıλ), expm) is a maximal integral character for Γ. A coadjoint orbit
O ⊂ n will be called integral (with respect to Γ) if some λ ∈ O is integral
(hence all λ ∈ O are).
Definition 4.2. Let Γ be a lattice in N . A linear form λ ∈ n∗ is called
weakly integral (with respect to Γ) if λ(E) ∈ Z for all E ∈ logZ(Γ). A
coadjoint orbit O ⊂ n will be called weakly integral (with respect to Γ) if
some λ ∈ O is weakly integral (hence all λ ∈ O are).
Since Z(Γ) = Γ∩Z(N) ⊂ expm for any maximal polarizing subalgebra
m ⊂ n, any integral linear form (coadjoint orbit) is also weakly integral.
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In fact, since the pair (exp(2πıλ), expm) is a maximal integral character,
exp (2πıλ(W )) = 1, hence λ(W ) ∈ Z, for all W ∈ logZ(Γ).
It follows from the above discussion that all irreducible unitary sub-
representations occurring in L2(N , µ) correspond are induced by Kirillov’s
by integral coadjoint orbits.
4.2. Diophantine elements. Let A the abelian group of rank n given by
A = N/(N,N) and let Γ¯ = Γ/(Γ,Γ); then Γ¯ is a lattice in A. Let
{exp E¯1, . . . , exp E¯n} denote a set of generators of Γ¯, with E¯i ∈ Lie(A) ≈
n/[n, n]. It is plain that the E¯i’s form a basis of n/[n, n].
We shall say that an element X ∈ n is Diophantine (with respect to Γ)
of exponent τ ≥ 0 if the projection X¯ of X in n/[n, n] is Diophantine of
exponent τ ≥ 0 for the lattice Γ¯ in the standard sense: that is, if we let
X¯ = ω1(X)E¯1 + . . . ωn(X)E¯n, there exists a constant K > 0 such that, for
all M = (m1, . . . , mn) ∈ Zn \ {0},
(59) |〈M,ΩX〉| := |
n∑
i=1
miωi(X)| ≥
K
|M |n−1+τ
.
The set of Diophantine elements X ∈ n of exponent τ ≥ 0 will be denoted
by DCτ (n). The subset of all Diophantine elements DC(n) := ∪τDCτ (n) ⊂
n has full measure.
Let E11 , E12 , . . . E1n1 , E
2
1 , . . . , E
2
n2
, . . . , Ek1 , . . . , E
k
nk
, (with n1 = n), a
Malcev basis for n through the descending central series nj and strongly
based at Γ, that is a basis of n satisfying the following properties:
(1) if we drop the first ℓ elements of the basis we obtain a basis if a
subalgebra of codimension ℓ of n.
(2) if we set E j := {Ej1, . . . , Ejnj} the elements of the set E j ∪ E j+1 ∪
· · · ∪ Ek form a basis of nj
(3) every element of Γ can be written as a product
expm11E
1
1 . . . expm
1
n1E
1
n1 . . . expm
k
1E
k
1 . . . expm
k
nk
Eknk
with integral coefficients mji .
The existence of such a basis is obtained combining the proof of Theo-
rems 1.1.13 and 5.1.6 of [CG90].
It is also clear that we can assume that the basis {E¯1, . . . , E¯n} of n/[n, n],
appearing above, is given by the projections in n/[n, n] of E11 , E12 , . . . E1n.
We define an Euclidean product on n by making the basis Ekj orthonor-
mal. The norm of n will be the one induced by this product.
Lemma 4.3. Let X ∈ DCτ (n). Let O be a coadjoint orbit of maximal rank
weakly integral (with respect to Γ) and let π ∈ ΠO. There exists a constant
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CΓ > 0 such that for all f ∈ W n−1+τ (Hπ) we have:
(60) δO(X)−1‖f‖ ≤ CΓ‖f‖n−1+τ .
Proof. Let λ ∈ O. Since O is weakly integral (with respect to Γ) and has
maximal rank, we claim that there exist Y ∈ Ek−1 such that
(61) MY :=
(
Bλ(E
1
1 , Y ), . . . , Bλ(E
1
n, Y )
)
∈ Zn \ {0} .
In fact, if Y ∈ Ek−1 then [E1j , Y ] ∈ nk, since Ek−1 ⊂ nk−1. By the Baker-
Campbell-Hausdorff formula, we have (expE1j , expY ) = exp[E1j , Y ]. It
follows that [E1j , Y ] ∈ logZ(Γ) and, since λ is weakly integral, we have
Bλ(E
1
j , Y ) = λ([E
1
j , Y ]) ∈ Z for all j ∈ {1, . . . , n}. If Bλ(E1j , Y ) = 0, for
all Y ∈ Ek−1 and all j ∈ {1, . . . , n}, then n⊥k−1(O) = n (see Lemma 2.2),
contradicting the hypothesis that λ has maximal rank. The claim is proved.
Since Y ∈ Ek−1, by definition we have ‖Y ‖ = 1. Hence
(62) δO(X) ≥ |Bλ(X, Y )| ≥ |〈MY ,ΩX〉| ≥ K
|MY |n−1+τ
.
Let π ∈ ΠO be an irreducible representation of the Lie algebra n on the
Hilbert space H := Hπ. Let P = −(2π)−2
∑n
i=1[Ei, Y ]
2 ∈ U(n). Since
[Ei, Y ] ∈ Z(n), for all i ∈ {1, . . . , n}, the operator π∗(P ) = |MY |2IdH .
Hence for any f ∈ H we have
(63) δO(X)−1‖f‖ ≤ K−1‖|MY |n−1+τf‖ = K−1‖π(P )n−1+τ2 f‖ .
Since P has order 2 as an element of the enveloping algebra U(n) (in fact
P ≤ (2π)−2△), if f ∈ W n−1+τ (H), the inequality ‖π∗(P )n−1+τ2 f‖ ≤
‖f‖n−1+τ holds. 
4.3. Uniform estimates. We prove that, for any Diophantine element, ap-
propriate Sobolev norms of the Green operators for the cohomological equa-
tion, which have been constructed in each irreducible unitary represen-
tation, are bounded uniformly over all irreducible unitary representations.
This step is crucial in order to solve the cohomological equation on a nil-
manifoldN = Γ\N by ”gluing” together the solutions constructed in every
irreducible sub-representation of the representation of N on L2(N , µ).
Lemma 4.4. Let O be any coadjoint orbit and let π ∈ ΠO be a unitary
representation of N . For all f ∈ W 1(Hπ), the following inequality holds:
(64) wZ(O)‖f‖ ≤ 1
2π
‖f‖1 .
Proof. By the definition (36) of the non-negative number wZ(O), for each
coadjoint orbit O of N , there exists an element Z ∈ Z(n) such that ‖Z‖ =
1, with respect to the fixed euclidean norm on n, and |λ(Z)| = wZ(O), for
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any λ ∈ O. In addition, since Z ∈ Z(n), for any π ∈ ΠO we have that
π(Z) = 2πıλ(Z). It follows that, for any f ∈ W 1(Hπ),
(65) wZ(O)‖f‖ = 1
2π
‖π∗(Z)f‖ ≤
1
2π
‖f‖1 ,
as claimed. 
Corollary 4.5. Let X ∈ DCτ (n) . Let O be a non-trivial coadjoint orbit ,
integral with respect to a lattice Γ, and let π ∈ ΠO an irreducible represen-
tation of the Lie algebra n on a Hilbert space Hπ.
(1) If α > n+τ−1/2 and β < −1/2, there existsC ′Γ := C ′Γ(X,α) > 0
such that, for all f ∈ W α(Hπ),
‖GXf‖β ≤ C
′
Γ ‖f‖α ;
(2) if f ∈ W α(Hπ), α > n + τ , and D(f) = 0, for all D ∈ IαX(Hπ),
then GXf ∈ W β(Hπ), for all β < [α − (n + τ)][(n + τ)k + 1]−1
and there exists C ′′Γ := C ′′Γ(X,α, β) > 0 such that
‖GXf‖β ≤ C
′′
Γ ‖f‖α .
Proof. The proof is by induction on the degree of nilpotency k ∈ N\{0} of
the nilpotent group N . If k = 1 the group N is abelian, all irreducible uni-
tary representations are one-dimensional and (weakly) integral. The Dio-
phantine condition immediately implies that the statement holds in this case
with the exception of the trivial representation. Let us assume that the state-
ment holds for all lattices in any (k − 1)-step nilpotent group and let N be
a k-step nilpotent group. If the coadjoint orbit O is of maximal rank and
integral with respect to a lattice Γ ⊂ N , then the statement follows from
Theorem 3.6, Lemma 4.3 and Lemma 4.4.
If O is integral (with respect to Γ), but it is not of maximal rank, then for
any λ ∈ O, by Lemma 2.3 the restriction λ|nk is identically zero and any
irreducible representation π ∈ ΠO factors through an irreducible represen-
tation π′ of the (k − 1)-step nilpotent group N ′ := N/ exp nk, induced by
the linear functional λ′ ∈ (n/nk)∗. Since λ ∈ n∗ is integral (with respect
to Γ), there exists a polarizing subalgebra m such that (exp(2πıλ), expm)
is a maximal integral character for Γ. Since λ|nk ≡ 0, the subalgebra
m′ := m/nk is polarizing for λ′ and (exp(2πıλ′), expm′) is a maximal
integral character for the lattice Γ′ := Γ/Γ ∩ exp nk. By the induction hy-
pothesis, the statement holds also in this case. 
4.4. Proof of Theorems 1.2 and 1.3. Let L2(N , µ) = ⊕i∈NHi be the de-
composition of the space of square integrable functions on N into irre-
ducible components under the right action of N . Such a decomposition
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induces a decomposition of the subspace of smooth vectors,
C∞(N ) =
⊕
i∈N
C∞(Hi) ,
and of the Sobolev spaces: for each α ∈ R, there is an orthogonal splitting
(66) W α(N ) =
⊕
i∈N
W α(Hi) .
Consequently, for any X ∈ n, the spaces IX(N ) ⊂ D′(N ) of all X-
invariant distributions and the subspace IαX(N ) := IX(N )∩W−α(N ) split
as follows:
(67)
IX(N ) =
⊕
i∈N
IX(Hi) ;
IαX(N ) =
⊕
i∈N
IαX(Hi) .
Let X be irrational. By Lemma 3.5 and by the decompositions (67), the
space IX(N ) admits a countable basis BX(N ) ⊂ IαX , for any α > 1/2.
This proves Theorem 1.2
Let X ∈ DCτ (n). Then the Green operator for the cohomological equa-
tion onN can be constructed as follows. Let α > n+τ−1/2 and β < −1/2.
For any i ∈ N, let G(i)X be the Green operator for the cohomological equa-
tion for X in the irreducible representation Hi. By Corollary 4.5, the oper-
ators G(i)X : W
α(Hi)→ W β(Hi) are bounded and have uniformly bounded
norms, in the sense that there exists C ′Γ > 0 such that ‖G
(i)
X ‖α,β ≤ C
′
Γ.
For each i ∈ N and α ∈ R, let p(i)α : W α(N ) → W α(Hi) be the orthog-
onal projection and j(i)α : W α(Hi) → W α(N ) the embedding, determined
by the orthogonal splitting (66). The operator GX : W α(N ) → W β(N )
defined as
GX :=
⊕
i∈N
j
(i)
β ◦G
(i)
X ◦ p
(i)
α
is a well-defined, bounded Green operator for the cohomological equation
for the Diophantine vector field X ∈ DCτ (n) on N . In fact, by the orthog-
onality of the splitting (66),
‖GX‖
2
α,β ≤
∑
i∈N
‖j(i)β ◦G
(i)
X ◦ p
(i)
α ‖
2
α,β ≤ max
i∈N
‖G(i)X ‖
2
α,β ≤ (C
′
Γ)
2 .
Finally, if α > n + τ and f ∈ W α(N ) belongs to the kernel of all X-
invariant distributions D ∈ IαX(N ), then u := GX(f) ∈ W β(N ) for any
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β < [α− (n+ τ)][(n + τ)k + 1]−1. By construction,
u =
∑
i∈N
j
(i)
β ◦G
(i)
X
(
p(i)α (f)
)
.
By the splitting (39), it follows that Di(p(i)α (f)) = 0, for all Di ∈ IαX(Hi)
and for each i ∈ N, since D(f) = 0 for all D ∈ IαX(N ). Hence, by
Corollary 4.5, there exists a constant C ′′Γ > 0 such that, for all i ∈ N,
‖G(i)X
(
p(i)α (f)
)
‖β ≤ C
′′
Γ ‖p
(i)
α (f)‖α .
Again by the orthogonality of the splitting (66), we have
‖u‖2β =
∑
i∈N
‖G(i)X
(
p(i)α (f)
)
‖2β ≤ (C
′′
Γ)
2
∑
i∈N
‖p(i)α (f)‖
2
α ≤ (C
′′
Γ)
2‖f‖2α .
The proof Theorem 1.3 is concluded.
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