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1. Introduction
In this paper, we are concerned with the longtime behavior of solutions to the initial boundary
value problem (IBVP) for the Kirchhoff type equation with a strong dissipation
utt − M
(‖∇u‖2)u −ut + h(ut) + g(u) = f (x) in Ω × R+, (1.1)
u|∂Ω = 0, t > 0, (1.2)
u(x,0) = u0(x), ut(x,0) = u1(x), x ∈ Ω, (1.3)
where M(s) = 1 + sm/2,1  m  4
(N−2)+ , Ω is a bounded domain in R
N with smooth boundary
∂Ω,h(s) and g(s) are nonlinear functions speciﬁed later, and f (x) is an external force term.
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Y. Zhijian, W. Yunqing / J. Differential Equations 249 (2010) 3258–3278 3259When N = 1, Eq. (1.1) without dissipative term −ut was introduced by Kirchhoff [12] to describe
small vibrations of an elastic stretched string. The bibliography of studies on the Kirchhoff type equa-
tions is plentiful (cf. Lions [14], Arosio and Garavaldi [1], Brito [3], D’Ancona and Spagnolo [6], etc.).
And the global existence and decay properties of solutions to the equation with dissipation −ut
or ut or more delicate ones have been well discussed for the case g = f = 0 or f = 0 (cf. Bae and
Nakao [2], Cavalcanti et al. [4], Ghisi [10], Matsuyama and Ikehata [15], Mizumachi [16], Nakao [17],
Nishihara [19], Ono [20,21], etc.).
From the physical point of view, in real process, dissipation plays an important spreading role for
the energy gather arising from the nonlinearity, and the interaction of it with the nonlinearity accom-
panies the accumulation, balance and dissipation of the energy in the conﬁgurations, and governs the
longtime behavior of the dynamical system associated with the corresponding nonlinear wave equa-
tion (cf. Zhu [27]). Therefore, many mathematicians and physicists focus their attention to study the
nonlinear wave equations with dissipation, and there have been a lot of impressive literatures.
Global attractor is a basic concept in the study of the asymptotic behavior of solutions for non-
linear evolution equations with various dissipation. There have been many profound researches on
the global attractor for the semilinear wave equations, but there are very few results on the quasi-
linear problems. Recently, as the ﬁrst step of investigation, Nakao and Zhijian [18] discussed the
longtime behavior of solutions to the IBVP of Eq. (1.1), with h(ut) = 0 and g = g(x,u), under the
assumptions that, roughly speaking, g ∈ C1(Ω¯ × R), g(x, s) is of polynomial growth order on s, say p,
with 1  p < N+2
(N−2)+ , the authors established the existence of global attractor in the phase space
(H2(Ω) ∩ H10(Ω)) × H10(Ω). By combining the decomposition idea (see Hale [11] and Temam [23])
with the tail estimates in the phase space H2(RN ) × L2(RN ) and H2(RN ) × H1(RN ), both in the time
and spatial variables, Yang [25], motivated by the idea in [24], further discussed the longtime behavior
of solutions to the Cauchy problem of Eq. (1.1), with h(ut) = ut and g = u + g(x,u), and proved that
under the conditions similar to those in [18] the related dynamical system possesses in phase space
H2(RN ) × H1(RN ) a global attractor which is connected and has ﬁnite fractal and Hausdorff dimen-
sion. But does the dynamical system associated with problem (1.1)–(1.3) possess any global attractor
in the phase space with low regularity, say X1+δ = V1+δ × V δ , with 0 < δ  1 (see below for their
deﬁnition)? The question is still open.
It is well known that if h(s)s  0, s ∈ R, then h(ut) denotes a nonlinear dissipation, it plays a
spreading role for the energy gather in the conﬁgurations, and there have been many profound results
on both asymptotic behavior of solutions for the given initial data and the existence of global attractor,
as well as its various properties, for the second order semilinear wave equations (cf. Feireisl [7],
Lasiecka and Ruzmaikina [13], Zhou [26], etc.). But if the condition h(s)s  0, s ∈ R does not hold,
can the strong dissipation −ut overcome the role of h(ut) and result in that the corresponding
dynamical system has a global attractor? The question is still open.
Recently, Ghidaglia and Marzocchi [9] discussed the longtime behavior of solutions to the per-
turbed wave equation occurring in quantum mechanics
utt −u − ut + |ut |put + |u|qu = f . (1.4)
Motivated by the idea in [9], with a new operate technique which is different from that used in papers
[18,25], the authors show that the dynamical system associated with problem (1.1)–(1.3) possesses in
phase space X1+δ a global attractor A which is connected.
The paper is arranged as follows. In Section 2, some notations and the main results are stated. In
Section 3, the global existence of solutions to problem (1.1)–(1.3) is proved in space C(R+; V1+δ) ∩
C1(R+; V δ). In Section 4, the global attractor in phase space X1+δ is established. Finally, in Section 5,
suﬃcient conditions on the nonlinearities are investigated and an example is shown, which indicates
that g(u) in (1.1) may be of the form
g(u) = a|u|p−1u + g1(u), (1.5)
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(N−2)+ , especially a > 0 when p m + 1, and g1(u) is of the polynomial
growth order p1: 1 p1 < p (see (5.1)–(5.3) for detail). In particular, g(u) may be a true source term,
for instance, g(u) = a|u|p−1u with a < 0, 1< p <min{m + 1, N+2
(N−2)+ }. And h(ut) may be of the form
h(ut) = |ut |q−1ut + h1(ut), (1.6)
with
1< q <
{
min{4+ 2δ,1+ 21−2δ }, 0< δ < 12 ,
5, 12  δ  1,
when N = 1;
1< q < 1+ 4
N
, when N  2, (1.7)
and where h1(ut) is of the polynomial growth order q1: 1 q1 < q. That is, h(ut) may be a sum of a
nonlinear dissipation with a nonlinear disturbance.
2. Statement of main results
We ﬁrst introduce the following abbreviations:
Lp = Lp(Ω), Wk,p = Wk,p(Ω), Hk = Wk,2, V1 = H10,
H = L2, V ′1 = H−1 = V−1, ‖ · ‖p = ‖ · ‖Lp , ‖ · ‖ = ‖ · ‖L2 , (2.1)
with p  1. The notation (·,·) for the H-inner product will also be used for the notation of duality
pairing between dual spaces. For brevity, we use the same letter C which denotes different positive
constants, C(· · ·) denote positive constants depending on the quantities appearing in the parenthesis,
and a+ = max{a,0}.
Obviously, V1 ↪→ H = H ′ ↪→ V−1. Deﬁne the operator A : V1 → V−1,
(Au, v) = (∇u,∇v) for any u, v ∈ V1. (2.2)
D(A) = {u ∈ H | Au ∈ H} = H2 ∩ H10, Au = −u for u ∈ D(A). Then, A is self-adjoint and strictly
positive on V1. Hence, A is an isomorphism from V1 onto V ′1 (the dual of V1) and from D(A) onto H .
And we can deﬁne the power As of A (s ∈ R), and the spaces Vs = D(A s2 ) (s ∈ R) are Hilbert spaces
with the scalar products and the norms
(u, v)s =
(
A
s
2 u, A
s
2 v
)
, ‖u‖Vs =
∥∥A s2 u∥∥, (2.3)
respectively. We denote the Hilbert spaces
X1 = V1 × H, X1+δ = V1+δ × V δ with 0< δ  1, (2.4)
which are equipped with the usual graph norms, respectively. Then problem (1.1)–(1.3) is equivalent
to the following Cauchy problem
utt + M
(∥∥A 12 u∥∥2)Au + Aut + h(ut)+ g(u) = f , (2.5)
u(0) = u0, ut(0) = u1. (2.6)
Now, we state the main results.
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(H1) g(s) = G ′(s) + p(s), (2.7)
with
lim inf|s|→∞
G(s)
|s|m+2  0, (2.8)
lim inf|s|→∞
g(s)s − ρ[G(s) + P (s)]
|s|m+2  0, (2.9)
where P (s) = ∫ s0 p(τ )dτ , 1m  4(N−2)+ , 0 < ρ < 2, and there exist constants l  0, γ : 0 < γ <m
such that
lim inf|s|→∞
P (s)
|s|γ+2 −l, (2.10)
and where G, P : V1 → L1 .
(H2) h = h1 + h2 , hi : V1 → V−1 , i = 1,2,
∥∥h2(v)∥∥V−1  C(h2(v), v)1−σ2 , ∥∥h1(v)∥∥V−1  C(1+ (h2(v), v))1−σ3 for v ∈ V1,
(2.11)
with σ2, σ3 ∈ (0, 12 ].
(H3) There exist constants σ4, σ5 ∈ (0,1), δ1, δ2 ∈ (0, δ) such that
∥∥g(u)∥∥V δ−1  C(R)(1+ ‖u‖V1+δ )1−σ4 for u ∈ V1+δ, ‖u‖V1  R, (2.12)∥∥h(v)∥∥V δ−1  C(R)(1+ ‖v‖V1+δ )1−σ5 for v ∈ V1+δ, ‖v‖ R, (2.13)∥∥g(u1) − g(u2)∥∥V δ−1  C(R)‖u1 − u2‖V1+δ1
for u1,u2 ∈ V1+δ, ‖u1‖V1+δ + ‖u2‖V1+δ  R, (2.14)∥∥h(v1)− h(v2)∥∥V δ−1  C(R)‖v1 − v2‖V1+δ2
for v1, v2 ∈ V1+δ, ‖v1‖V δ + ‖v2‖V δ  R. (2.15)
(H4) (u0,u1) ∈ X1+δ , f ∈ V δ−1 .
Then problem (2.5)–(2.6) has a unique solution u ∈ C(R+; V1+δ) ∩ C1(R+; V δ), with ut ∈ L2loc(R+; V1+δ),
and (u,ut) depends continuously on initial data in X1+δ .
Remark 2.1. (2.8)–(2.10) imply that for any η > 0, there exist positive constants Cη and C˜η such that
G(s) + P (s) + η|s|m+2 −Cη, (2.16)
sg(s) − ρ[G(s) + P (s)]+ η|s|m+2 −C˜η, (2.17)∫
Ω
(
g(u)u − ρ[G(u)+ P (u)])dx+ η∥∥A 12 u∥∥m+2 −C˜η. (2.18)
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poses a continuous semigroup in X1+δ .
Theorem 2.2. Under the assumptions of Theorem 2.1, the continuous semigroup S(t) deﬁned in Remark 2.2
has in X1+δ a global attractor which is connected.
3. Global existence of solutions in C(R+;V1+δ) ∩ C1(R+;V δ), with 0 < δ 1
In order to prove Theorem 2.1, we need the following lemmas.
Lemma 3.1. (See [23].) Let X, Y be two Banach spaces and X ↪→ Y . If ϕ ∈ L∞(0, T ; X) ∩ Cw([0, T ]; Y ), then
ϕ ∈ Cw([0, T ]; X).
Lemma 3.2 (Aubin–Lions Theorem). (See [22].) Let B0, B and B1 be Banach spaces such that
B0 ↪→↪→ B ↪→ B1, B0, B1 reﬂective.
Deﬁne
W = {v ∣∣ v ∈ Lp0(0, T ; B0), vt ∈ Lp1(0, T ; B1)},
where 0< T < ∞, 1< pi < ∞, i = 0,1. Then W is a Banach space and W ↪→↪→ Lp0(0, T ; B).
Lemma 3.3. Let z(t) be a nonnegative absolutely continuous function on [0,∞)which satisﬁes the differential
inequality
dz
dt
+ ερz k + Cε2qzq, t > 0, (3.1)
for all ε ∈ (0, ε0], where ε0  2ρ3k ( k4C )
1
q , k,C,ρ > 0 and q > 1 are constants. Then
z(t) R2 ≡ 2k
ε0ρ
, t  T (z0), (3.2)
where T (z0) (> 0) is a constant depending on z0 = z(0).
Proof. By assumption,
3εk
2ρ
 3ε0k
2ρ

(
k
4C
) 1
q
, 0< ε  ε0. (3.3)
1. If
z0 
1
ε20
(
k
4C
) 1
q
≡ R1, (3.4)
then there exists a T > 0 such that
z(t) 1
ε2
(
k
2C
) 1
q
, 0 t  T . (3.5)
0
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T < ∞, Cε2q0 zq(T ) =
k
2
(3.6)
or
T = ∞. (3.7)
We claim that there must be (3.7). Indeed, if (3.6) holds true, then it follows from (3.1) and (3.3) that
dz
dt
+ ε0ρz 3k
2
, 0 t  T , (3.8)
z(t)q 
(
z0e
−ε0ρt + 3k
2ε0ρ
(
1− e−ε0ρt))q
 zq0e
−ε0ρt +
(
3k
2ε0ρ
)q(
1− e−ε0ρt), 0 t  T , (3.9)
where the fact that f (x) = xq (x> 0, q > 1) is convex function, that is,
f
(
θx+ (1− θ)y) θ f (x)+ (1− θ) f (y),
with x> 0, y > 0, 0 θ  1, has been used, and by (3.9), (3.3),
Cε2q0 z(t)
q  Cε2q0 z
q
0e
−ε0ρt + C
(
3ε0k
2ρ
)q(
1− e−ε0ρt)
 k
4
e−ε0ρt + k
4
(
1− e−ε0ρt)
= k
4
, 0 t  T , (3.10)
which violates (3.6). Hence T = +∞, and
z(t) z0e−ερt + 3k
2ερ
(
1− e−ερt), 0 t < +∞, 0< ε  ε0. (3.11)
Indeed, it follows from (3.4) that z0  1ε2 (
k
4C )
1
q , and thus there exists a T > 0 such that z(t) 
1
ε2
( k2C )
1
q , 0 t  T . Repeating the above process (substituting 0 there by ) yields that T = ∞ and
(3.11) holds true.
2. If z0 > R1, we set ε1 =
√
R1
z0
ε0 (< ε0), that is,
z0 = 1
ε21
(
k
4C
) 1
q
. (3.12)
Repeating the same arguments as in Case 1, we have
z(t) z0e−ε1ρt + 3k
2ε ρ
(
1− e−ε1ρt) z0, 0 t < +∞, (3.13)1
3264 Y. Zhijian, W. Yunqing / J. Differential Equations 249 (2010) 3258–3278where the fact
3k
2ε1ρ
= ε0
ε1
3ε0k
2ρ
1
ε20

√
z0
R1
1
ε20
(
k
4C
) 1
q
=√z0R1 < z0
has been used. Substituting (3.13) into (3.1), with ε = ε1, we get
dz
dt
+ ε1ρz k + Cε2q1 zq0 =
5k
4
,
z(t) z0e−ε1ρt + 5k
4ε1ρ
(
1− e−ε1ρt)
 z0e−ε1ρt + 5
6
z0
(
1− e−ε1ρt), 0 t < +∞. (3.14)
(3.14) implies
z(t) 5
6
z0, t  T1(z0). (3.15)
3. Taking z¯0 = z(t0) ( 56 z0), with t0  T1(z0), as initial date, we have the following cases:
(i) If z¯0  R1, repeating the same arguments as in Case 1, we obtain
z(t) z¯0e−ερt + 3k
2ερ
(
1− e−ερt), t > 0, 0< ε  ε0, (3.16)
which implies z(t) R2 as t  T2(z0).
(ii) If z¯0 > R1, taking ε¯1 =
√
R1
z¯0
ε0 (< ε0) and by the same arguments as in Case 2, we get
z(t) 5
6
z¯0 
(
5
6
)2
z0, t  T2(z0). (3.17)
Repeating the above process for ﬁnite times we can get
z(t)
(
5
6
)n
z0  R1, t  Tn(z0). (3.18)
Taking z˜0 = z(t∗) ( R1), with t∗  Tn(z0), as initial date, and repeating the same arguments as in
Case 1, we get (3.2). Lemma 3.3 is proved. 
Remark 2.3. Recently, the authors see from the preprint on the international web that Gatti, Pata and
Zelik [8] also studied the inequalities of the form
ψ ′(t)+ ψ(t) Cα[ψ(t)]β + C
depending on a small parameter  > 0, where C > 0 and α > β  1, and they also established an
inequality similar to (3.2), which is called the new Gronwall-type inequality. But the proof used here
is direct and apparent, which is completely different from that used in [8].
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Taking H-inner product by ut in (2.5), we get
1
2
d
dt
E1(t) +
∥∥A 12 ut∥∥2 + (h2(ut),ut)= ( f ,ut) − (h1(ut),ut), t > 0, (3.19)
where
E1(t) =
∥∥ut(t)∥∥2 + ∥∥A 12 u(t)∥∥2 + 2
m + 2
∥∥A 12 u(t)∥∥m+2 + 2∫
Ω
[
G(u) + P (u)]dx

∥∥ut(t)∥∥2 + ∥∥A 12 u(t)∥∥2 − C, t > 0, (3.20)
and where Remark 2.1 has been used. By the Young inequality and (2.11),
∣∣(h1(ut),ut)∣∣ 1
8
∥∥A 12 ut∥∥2 + 1
4
(
h2(ut),ut
)+ C, (3.21)
∣∣( f ,ut)∣∣ 2‖ f ‖2V−1 + 18
∥∥A 12 ut∥∥2, t > 0. (3.22)
Substituting (3.21)–(3.22) into (3.19), we have
d
dt
E1(t) +
∥∥A 12 ut(t)∥∥2  4‖ f ‖2V−1 + C, t > 0, (3.23)
∥∥ut(t)∥∥2 + ∥∥A 12 u(t)∥∥2 +
t∫
0
∥∥A 12 ut(τ )∥∥2 dτ  C(∥∥(u0,u1)∥∥X1 ,‖ f ‖V−1 , T ), t ∈ [0, T ]. (3.24)
Let v = ut + εu, then v satisﬁes
vt + Av − εv + M
(∥∥A 12 u∥∥2)Au − εAu + ε2u + h(ut)+ g(u) = f . (3.25)
Taking H-inner product by v in (3.25), we have
d
dt
H(u, v) + ε((1− ε)∥∥A 12 u∥∥2 + ∥∥A 12 u∥∥m+2 + ε2‖u‖2 + (g(u),u))
+ ∥∥A 12 v∥∥2 − ε‖v‖2 + (h2(ut),ut)
= −ε(h(ut),u)− (h1(ut),ut)+ ( f , v), (3.26)
where
H(u, v) = 1
2
(
‖v‖2 + (1− ε)∥∥A 12 u∥∥2 + 2
m + 2
∥∥A 12 u∥∥m+2 + ε2‖u‖2 + 2∫
Ω
[
G(u)+ P (u)]dx)
 C
(‖v‖2 + ∥∥A 12 u∥∥2)− C . (3.27)
By (2.11),
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 C
(
1+ (h2(ut),ut))1−σ ∥∥A 12 u∥∥
 1
4
(
h2(ut),ut
)+ Cε 1σ ∥∥A 12 u∥∥ 1σ + C, (3.28)
∣∣(h1(ut),ut)∣∣ ∥∥h1(ut)∥∥V−1∥∥A 12 ut∥∥
 1
8
∥∥A 12 ut∥∥2 + 1
4
(
h2(ut),ut
)+ C, (3.29)
∥∥A 12 v∥∥2  1
2
∥∥A 12 ut∥∥2 − ε2∥∥A 12 u∥∥2, (3.30)
∣∣( f , v)∣∣ 1
8
∥∥A 12 v∥∥2 + 2‖ f ‖2V−1 , (3.31)
where σ = min{σ3, σ4} ∈ (0, 12 ]. Substituting (3.28)–(3.31) into (3.26), we arrive at
d
dt
H(u, v) + K (u, v) C(1+ ‖ f ‖2V−1)+ Cε2q∥∥A 12 u∥∥2q
 C
(
1+ ‖ f ‖2V−1
)+ Cε2qHq(u, v), t > 0, (3.32)
with q = 12σ ( 1), and
K (u, v) = 1
2
(
h2(ut),ut
)+ ε(1− 2ε)∥∥A 12 u∥∥2 + ε∥∥A 12 u∥∥m+2 + ε3‖u‖2
+ 1
4
∥∥A 12 v∥∥2 + 1
8
∥∥A 12 ut∥∥2 − ε‖v‖2 + ε(g(u),u). (3.33)
A direct calculation shows
K (u, v) − ερH(u, v) ε
[
(1− 2ε)− ρ(1− ε)
2
]∥∥A 12 u∥∥+ ε(1− ρ
m + 2
)∥∥A 12 u∥∥m+2
+ ε3
(
1− ρ
2
)
‖u‖2 + ε
((
g(u),u
)− ρ ∫
Ω
[
G(u)+ P (u)]dx)
+ 1
4
(
1− 4ελ−11 − 2ερλ−11
)∥∥A 12 v∥∥2 + 1
8
∥∥A 12 ut∥∥2 + 1
2
(
h2(ut),ut
)
−C, (3.34)
for ε suitably small, say 0< ε  ε0, where λ1 is the ﬁrst eigenvalue of A, and where Remark 2.1 and
the inequality ‖v‖ λ−
1
2
1 ‖A
1
2 v‖ have been used. Substituting (3.34) into (3.32), we obtain
d
dt
H(u, v) + ερH(u, v) C(1+ ‖ f ‖2V−1)+ Cε2qHq(u, v), t > 0. (3.35)
Let
Z(t) = H(u, v) + C . (3.36)
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d
dt
Z + ερ Z  C(‖ f ‖V−1)+ Cε2q Zq, t > 0. (3.37)
Applying Lemma 3.3 to (3.37) and making use of (3.27), we get
∥∥ut(t)∥∥2 + ∥∥A 12 u(t)∥∥2  R2, t  T (∥∥(u0,u1)∥∥X1), (3.38)
where R2 is as shown in (3.2), with k = C(‖ f ‖V−1 ).
Let R > 0 be given with (u0,u1) ∈ X1+δ such that ‖(u0,u1)‖X1+δ  R , then ‖(u0,u1)‖X1  R , and
the combination of (3.24) with (3.38) yields
∥∥ut(t)∥∥2 + ∥∥A 12 u(t)∥∥2  M0, t > 0, (3.39)
where
M0 =
{
C(R), 0 t  T (R),
R2, t > T (R).
(3.40)
Taking H-inner product by Aδut and Aδu (0< δ  1) in (2.5), respectively, we get
1
2
d
dt
(∥∥A δ2 ut∥∥2 + ∥∥A 1+δ2 u∥∥2)+ ∥∥A 1+δ2 ut∥∥2 = (ϕ, Aδut)− ∥∥A 12 u∥∥m(A 1+δ2 u, A 1+δ2 ut), (3.41)
d
dt
[(
A
δ
2 u, A
δ
2 ut
)+ 1
2
∥∥A 1+δ2 u∥∥2]+ M(∥∥A 12 u∥∥2)∥∥A 1+δ2 u∥∥2 = ∥∥A δ2 ut∥∥2 + (ϕ, Aδu), (3.42)
where ϕ = f − g(u) − h(ut). (3.41)+ K × (3.42)+ K˜ × (3.23) yields
d
dt
H1(t)+
∥∥A 1+δ2 ut∥∥2 + K∥∥A 1+δ2 u∥∥2 + K˜∥∥A 12 ut∥∥2
 K˜
(
E1(t)+ 2‖ f ‖2V−1 + C
)− ∥∥A 12 u∥∥m(A 1+δ2 u, A 1+δ2 ut)
+ K C˜∥∥A 12 ut∥∥2 + (ϕ, Aδut + K Aδu), (3.43)
where C˜ is the embedding constant from V1 to V δ , and
(K + 1)(∥∥A δ2 ut∥∥2 + ∥∥A 1+δ2 u∥∥2)+ C(K , K˜ ,M0)
 H1(t) = 1
2
∥∥A δ2 ut∥∥2 + K + 1
2
∥∥A 1+δ2 u∥∥2 + K (A δ2 ut, A δ2 u)+ K˜ E1(t)
 1
4
(∥∥A δ2 ut∥∥2 + (K + 1)∥∥A 1+δ2 u∥∥2)− C(K , K˜ ,M0). (3.44)
Since
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4
∥∥A 1+δ2 ut∥∥2 + C(M0)∥∥A 1+δ2 u∥∥2, (3.45)∣∣(ϕ, Aδut + K Aδu)∣∣ (‖ f ‖V δ−1 + ∥∥g(u)∥∥V δ−1 + ∥∥h(ut)∥∥V δ−1)∥∥Aδut + K Aδu∥∥V1−δ

∥∥A 1+δ2 u∥∥2 + 1
4
∥∥A 1+δ2 ut∥∥2 + C(M0, K ,‖ f ‖V δ−1), (3.46)
where assumptions (2.12)–(2.13) and the Young inequality have been used. Substituting (3.45)–(3.46)
into (3.43), we obtain
d
dt
H1(t) + 1
2
∥∥A 1+δ2 ut∥∥2 + K∥∥A 1+δ2 u∥∥2 + K˜∥∥A 12 ut∥∥2
 K C˜
∥∥A 12 ut∥∥2 + (C(M0)+ 1)∥∥A 1+δ2 u∥∥2 + C(M0, K , K˜ ,‖ f ‖V δ−1). (3.47)
By taking K = C(M0) + 2, K˜ = K C˜ + 1, we get
d
dt
H1(t)+ 1
2
∥∥A 1+δ2 ut∥∥2 + ∥∥A 1+δ2 u∥∥2 + ∥∥A 12 ut∥∥2  C(M0,‖ f ‖V δ−1)≡ C1. (3.48)
By (3.44) and (3.48),
d
dt
H1(t)+ κH1(t) C1, (3.49)∥∥(u,ut)∥∥2X1+δ  C(∥∥(u0,u1)∥∥X1+δ )e−κt + C1, t > 0, (3.50)
T∫
0
∥∥A 1+δ2 ut(τ )∥∥2 dτ  C(C1, T ), (3.51)
where and in the sequel κ denotes a small positive constant.
It follows from (2.5), (2.12)–(2.13) and (3.50)–(3.51) that
‖utt‖L2(0,T ;V δ−1) 
∥∥M(∥∥A 12 u∥∥2)∥∥L∞(0,T )‖u‖L2(0,T ;V1+δ) + ‖ut‖L2(0,T ;V1+δ) + ∥∥h(ut)∥∥L2(0,T ;V δ−1)
+ ∥∥g(u)∥∥L2(0,T ;V δ−1) + ‖ f ‖L2(0,T ;V δ−1)
 C(R)
(‖u‖L2(0,T ;V1+δ) + ‖ut‖L2(0,T ;V1+δ) + ‖ f ‖V δ−1 T 12 + 1)
 C(R, T ), t ∈ [0, T ]. (3.52)
Now, we look for the approximate solutions un of problem (2.5)–(2.6) of the form
un(t) =
n∑
j=1
T jn(t)w j, (3.53)
where
Aw j = λ j w j, j = 1,2, . . . ,
{w j} is an orthonormal basis in H and at the same time an orthogonal one in V1, and T jn(t) =
(un,w j) with
Y. Zhijian, W. Yunqing / J. Differential Equations 249 (2010) 3258–3278 3269(
untt,w j
)+ M(∥∥A 12 un∥∥2)(Aun,w j)+ (Aunt ,w j)+ (g(un),w j)+ (h(unt ),w j)
= ( f n,w j), t > 0, j = 1, . . . ,n, (3.54)
un(0) = u0n, unt (0) = u1n, (3.55)
and where (u0n,u1n) → (u0,u1) in X1+δ and f n → f in V δ−1 as n → ∞.
Obviously, estimates (3.50)–(3.51) hold true for un , so we can extract a subsequence from un , still
denoted by un , such that
un → u in L∞(0, T ; V1+δ) weak∗; (3.56)
unt → ut in L∞(0, T ; V δ) ∩ L2(0, T ; V1+δ) weak∗; (3.57)
untt → utt weakly in L2(0, T ; V δ−1) as n → ∞. (3.58)
By (3.56)–(3.57) and the Aubin–Lions theorem,
un → u in L2(0, T ; V1+δ3); (3.59)
unt → ut in L2(0, T ; V1+δ3) with 0< δ − δ3  1, (3.60)
as n → ∞. Integrating (3.54) over (0, t) we get the equivalent equations
(
unt ,w j
)+ (Aun,w j)+
t∫
0
(
M
(∥∥A 12 un∥∥2)(Aun,w j)+ (g(un),w j)+ (h(unt ),w j))dτ
=
t∫
0
(
f n,w j
)
dτ + (u1n,w j)+ (u0n,w j), t > 0, j = 1, . . . ,n. (3.61)
By (3.59)–(3.60) and (2.14)–(2.15),
t∫
0
(
Aun,w j
)
dτ =
t∫
0
(
A
1
2 un, A
1
2 w j
)
dτ →
t∫
0
(
A
1
2 u, A
1
2 w j
)
dτ =
t∫
0
(Au,w j)dτ , (3.62)
∣∣∣∣∣
t∫
0
(∥∥A 12 un∥∥m(Aun,w j)− ∥∥A 12 u∥∥m(Au,w j))dτ
∣∣∣∣∣

t∫
0
(∣∣∥∥A 12 un∥∥m − ∥∥A 12 u∥∥m∣∣∣∣(Aun,w j)∣∣+ ∥∥A 12 u∥∥m∣∣(A(un − u),w j)∣∣)dτ → 0, (3.63)
∣∣∣∣∣
t∫
0
(
h
(
unt
)− h(ut),w j)dτ
∣∣∣∣∣
t∫
0
∥∥h(unt )− h(ut)∥∥V δ−1‖w j‖V1−δ dτ
 C(R)
t∫ ∥∥unt − ut∥∥V1+δ2 dτ → 0, (3.64)0
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t∫
0
(
g
(
un
)− g(u),w j)dτ
∣∣∣∣∣
t∫
0
∥∥g(un)− g(u)∥∥V δ−1‖w j‖V1−δ dτ
 C(R)
t∫
0
∥∥un − u∥∥V1+δ1 dτ → 0 (3.65)
as n → ∞. Letting n → ∞ in (3.61) and differentiating the resulting expression with respect to t we
see that u is the solution of problem (2.5)–(2.6), with
(u,ut) ∈ L∞(0, T ; V1+δ × V δ), ut ∈ L2(0, T ; V1+δ), utt ∈ L2(0, T ; V δ−1). (3.66)
By (3.66),
u ∈ H1(0, T ; V1+δ) ↪→ C(0, T ; V1+δ), ut ∈ H1(0, T ; V δ−1) ↪→ Cw(0, T ; V δ−1). (3.67)
Since V δ ↪→ V δ−1, by Lemma 3.1, ut ∈ Cw(0, T ; V δ).
Integrating (3.41) over (t0, t), we obtain
1
2
(∥∥A δ2 ut(t)∥∥2 + ∥∥A 1+δ2 u(t)∥∥2 − (∥∥A δ2 ut(t0)∥∥2 + ∥∥A 1+δ2 u(t0)∥∥2))
= −
t∫
t0
(∥∥A 12 u∥∥m(A 1+δ2 u, A δ2 ut)+ ∥∥A 1+δ2 ut(τ )∥∥2 + (h(ut)+ g(u)− f , Aδut))dτ
→ 0 as t → t0, (3.68)
where the fact
∣∣(h(ut) + g(u)− f , Aδut)∣∣ (∥∥h(ut)∥∥V δ−1 + ∥∥g(u)∥∥V δ−1 + ‖ f ‖V δ−1)‖ut‖V1+δ
 C(R)
(
1+ ‖ut‖V1+δ + ‖u‖V1+δ + ‖ f ‖V δ−1
)‖ut‖V1+δ , t > 0,
which means that the function is integrable on (t0, t), has been used. Hence
(u,ut) ∈ C
([0, T ]; V1+δ × V δ). (3.69)
Let u, v be two solutions of problem (2.5)–(2.6) as shown above corresponding to initial data
u0,u1 and v0, v1, respectively. Then w = u − v satisﬁes
wtt + Aw + Awt +
∥∥A 12 u∥∥mAu − ∥∥A 12 v∥∥mAv = F (u, v), t > 0, (3.70)
w(0) = u0 − v0 ≡ w0, wt(0) = u1 − v1 ≡ w1, (3.71)
where and in the sequel F (u, v) ≡ −(g(u) − g(v) + h(ut) − h(vt)). Taking H-inner product by Aδwt
in (3.70) and making use of assumptions (2.14)–(2.15), (3.69) and the interpolation theorem, we have
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2
d
dt
(∥∥A δ2 wt∥∥2 + ∥∥A 1+δ2 w∥∥2)+ ∥∥A 1+δ2 wt∥∥2
= (F (u, v), Aδwt)− (∥∥A 12 u∥∥mA 1+δ2 u − ∥∥A 12 v∥∥mA 1+δ2 v, A 1+δ2 wt)

∣∣(∥∥A 12 u∥∥m − ∥∥A 12 v∥∥m)(A 1+δ2 u, A 1+δ2 wt)+ ∥∥A 12 v∥∥m(A 1+δ2 w, A 1+δ2 wt)∣∣
+ ∥∥F (u, v)∥∥V δ−1∥∥Aδwt∥∥V1−δ
 C(R)
(∥∥A 12 w∥∥+ ∥∥A 1+δ2 w∥∥+ ‖wt‖ δ−δ21+δ ∥∥A 1+δ2 wt∥∥ 1+δ21+δ )∥∥A 1+δ2 wt∥∥
 1
2
∥∥A 1+δ2 wt∥∥2 + C(R)(∥∥A 12 w∥∥2 + ∥∥A 1+δ2 w∥∥2 + ‖wt‖2), t > 0. (3.72)
Applying the Gronwall inequality to (3.72), we arrive at
∥∥A δ2 wt(t)∥∥2 + ∥∥A 1+δ2 w(t)∥∥2  C(R, T )(∥∥A δ2 w1∥∥2 + ∥∥A 1+δ2 w0∥∥2), t ∈ [0, T ]. (3.73)
That is, the solution u depends continuously on initial data in X1+δ . Theorem 2.1 is proved. 
4. Bounded absorbing sets and global attractor in X1+δ
The general theory (cf. [23]) indicates that the continuous semigroup S(t) deﬁned on a Banach
space X has a global attractor which is connected when the following conditions are satisﬁed:
(i) There exists a bounded absorbing set B ⊂ X such that for any bounded set B0 ⊂ X ,
dist(S(t)B0,B) → 0 as t → +∞.
(ii) S(t) is asymptotically compact, that is, for any bounded sequence {un} in X and {tn} tending
to ∞ there exists a subsequence {n′} such that {S(tn′ )un′ } is convergent as n′ → ∞.
In order to prove Theorem 2.2 we need the following well-known lemma.
Lemma 4.1.
C
([0, T ]; V δ)∩ H1(0, T ; V δ−1) ↪→↪→ C([0, T ]; H).
Proof of Theorem 2.2. Existence of an absorbing set. Global estimate (3.50) shows that the set
B = {(u, v) ∈ X1+δ ∣∣ ‖u‖2V1+δ + ‖v‖2V δ  C1} (4.1)
is an absorbing set of S(t) and the absorbing rate is given by
distX1+δ
(
S(t)B0,B
)
 C(B0)e−κt (4.2)
for all bounded sets B0 in X1+δ .
Asymptotic compactness. Let u, v be two solutions of problem (2.5)–(2.6) in space C(R+; V1+δ) ∩
C1(R+; V δ) as shown above corresponding to initial data u0,u1 and v0, v1, with ‖(u0,u1)‖X1+δ +‖(v0, v1)‖X1+δ  R , respectively. Then w = u − v satisﬁes (3.70)–(3.71) and ‖(w,wt)‖X1+δ  C(R).
Taking H-inner product in (3.70) by Aδ−1wt and Aδw , respectively, and making use of (2.14)–(2.15)
and the interpolation theorem, we have
1
2
d
dt
(∥∥A δ−12 wt∥∥2 + ∥∥A δ2 w∥∥2)+ ∥∥A δ2 wt∥∥2
= (F (u, v), Aδ−1wt)− (∥∥A 12 u∥∥mA δ2 u − ∥∥A 12 v∥∥mA δ2 v, A δ2 wt)
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∥∥A δ2 wt∥∥(∥∥F (u, v)∥∥V δ−2 + C(R)(∥∥A 12 w∥∥+ ∥∥A δ2 w∥∥))
 C(R)
∥∥A δ2 wt∥∥(‖wt‖V1+δ2 + ‖w‖V1+δ1 + ‖w‖V1)
 C(R)
∥∥A δ2 wt∥∥(‖wt‖ δ−δ21+δ ‖wt‖ 1+δ21+δV1+δ + ‖w‖
δ−δ1
δ
V1
‖w‖
δ1
δ
V1+δ + ‖w‖V1
)
 1
2
∥∥A δ2 wt∥∥2 + (‖wt‖2V1+δ + ‖w‖2V1+δ )+ C(R, )(‖wt‖2 + ‖w‖2V1), t > 0, (4.3)
d
dt
[(
A
δ
2 wt, A
δ
2 w
)+ 1
2
∥∥A 1+δ2 w∥∥2]+ M(∥∥A 12 u∥∥2)∥∥A 1+δ2 w∥∥2
= ∥∥A δ2 wt∥∥2 + (F (u, v), Aδw)− (∥∥A 12 u∥∥m − ∥∥A 12 v∥∥m)(A 1+δ2 v, A 1+δ2 w)

∥∥A δ2 wt∥∥2 + ∥∥F (u, v)∥∥V δ−1∥∥Aδw∥∥V1−δ + C(R)∥∥A 12 w∥∥∥∥A 1+δ2 w∥∥

∥∥A δ2 wt∥∥2 + C(R)(∥∥A 12 w∥∥ δ−δ1δ ∥∥A 1+δ2 w∥∥ δ1δ + ‖wt‖ δ−δ21+δ ∥∥A 1+δ2 wt∥∥ 1+δ21+δ + ∥∥A 1+δ2 w∥∥)∥∥A 12 w∥∥

∥∥A δ2 wt∥∥2 + 1
2
(∥∥A 1+δ2 w∥∥2 + ∥∥A 1+δ2 wt∥∥2)+ C(R, )(∥∥A 12 w∥∥2 + ‖wt‖2), t > 0. (4.4)
(3.72)+ K × (4.4)+ K˜ × (4.3) yields
d
dt
H2(t) + 1
2
(
(1− K)∥∥A 1+δ2 wt∥∥2 + K∥∥A 1+δ2 w∥∥2 + K˜∥∥A δ2 wt∥∥2)
 C(R)
(∥∥A 12 w∥∥2 + ∥∥A 1+δ2 w∥∥2 + ‖wt‖2)+ K∥∥A δ2 wt∥∥2 + (K + K˜ )C(R, )(∥∥A 12 w∥∥2 + ‖wt‖2)
+ K˜(‖wt‖2V1+δ + ‖w‖2V1+δ ), (4.5)
where
H2(t) = 1
2
(∥∥A δ2 wt∥∥2 + 2K (A δ2 wt, A δ2 w)+ (K + 1)∥∥A 1+δ2 w∥∥2 + K˜ (∥∥A δ−12 wt∥∥2 + ∥∥A δ2 w∥∥2))
 1
2
(
1
2
∥∥A δ2 wt∥∥2 + (K + 1)∥∥A 1+δ2 w∥∥2 + (K˜ − 2K 2)(∥∥A δ−12 wt∥∥2 + ∥∥A δ2 w∥∥2)
)
, t > 0.
(4.6)
Taking K = 2(C(R) + 1), K˜ = 2K 2 + 1,  = 1
2(K+K˜ ) , we have
d
dt
H2(t)+ 1
2
(∥∥A δ2 wt∥∥2 + ∥∥A 1+δ2 w∥∥2) C(R)(‖wt‖2 + ∥∥A 12 w∥∥2). (4.7)
By (4.6)–(4.7),
H2(t) (K + 1)
(∥∥A δ2 wt∥∥2 + ∥∥A 1+δ2 w∥∥2)+ C(R)(‖wt‖2 + ∥∥A 12 w∥∥2),
d
dt
H2(t) + κH2(t) C(R)
(‖wt‖2 + ∥∥A 12 w∥∥2), (4.8)
H2(t) H2(0)e−κt + C(R)
t∫
e−κ(t−τ )
(∥∥wt(τ )∥∥2 + ∥∥A 12 w(τ )∥∥2)dτ . (4.9)
0
Y. Zhijian, W. Yunqing / J. Differential Equations 249 (2010) 3258–3278 3273Now, let {(un0,un1)} be a bounded sequence in B0 ⊂ X1+δ , and {un(t)} be the corresponding solu-
tions of problem (2.5)–(2.6) in C(R+; V1+δ)∩C1(R+; V δ). We assume tn > tm . Let T > 0 and tn, tm > T .
Then, applying estimate (4.9) to wm,n = un(t + tn − T ) − um(t + tm − T ), t  0, we have
∥∥(wm,n,wm,nt )∥∥2X1+δ
 C(R)e−κt
+ C(R) sup
0st
∥∥(un(tn − T + s) − um(tm − T + s),unt (tn − T + s) − umt (tm − T + s))∥∥2X1 .
(4.10)
By taking t = T in the above, we have
∥∥(un(tn)− um(tm),unt (tn) − umt (tm))∥∥2X1+δ
 C(R)e−κT + C(R) sup
0sT
∥∥(un(tn + s) − um(tm + s),unt (tn + s) − umt (tm + s))∥∥2X1 . (4.11)
By Lemma 4.1, for any T > 0,
C
([0, T ]; V1+δ)∩ C1([0, T ]; V δ) ↪→↪→ C([0, T ]; V1),
C
([0, T ]; V δ)∩ H1(0, T ; V δ−1) ↪→↪→ C([0, T ]; H). (4.12)
Hence we can extract a subsequence {(un′ ,un′t )} which is convergent in C([0, T ]; V1 × H) for any
T > 0. For any  > 0 we ﬁrst ﬁx T > 0 such that
C(R)e−κT < /2, (4.13)
and next, taking large m′,n′ , we have
C(R) sup
0sT
∥∥(un′(tn′ + s) − um′(tm′ + s),un′t (tn′ + s) − um′t (tm′ + s))∥∥2X1 < /2. (4.14)
Then we have by (4.11) that
∥∥(un′(tn′)− um′(tm′),un′t (tn′)− um′t (tm′))∥∥2X1+δ < . (4.15)
We conclude that S(t) is asymptotically compact on X1+δ . Theorem 2.2 is now proved. 
5. Suﬃcient conditions on the nonlinearities
We now show the meaning of the abstract assumptions (H1)–(H3) in the case of the Kirchhoff
type equations of form (1.1).
Let
g(s) = a|s|p−1s + g1(s), (5.1)
where G ′(s) = a|s|p−1s, a = 0, a ∈ R, 1 < p < N+2
(N−2)+ , especially a > 0 when p m + 1, and p(s) =
g1(s), P (s) =
∫ s
0 g1(τ )dτ , with
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In particular, when p1 m + 1,
P (s) b1|s|p1+1 − b2, |s| s0 (> 0) (5.3)
for some b1 > 0, b2  0.
h(s) = h1(s) + h2(s), (5.4)
where
h2(s) = |s|q−1s
with q as shown in (1.7), and
∣∣h1(s)∣∣ C(1+ |s|q1) with 1 q1 < q,∣∣h1(s1) − h1(s2)∣∣ C(1+ |s1|q1−1 + |s2|q1−1)|s1 − s2|. (5.5)
Then, a direct veriﬁcation shows that all the above-mentioned assumptions are valid.
Remark 2.4. (5.1) implies that g(u) may be a true source term, for instance, g(u) = a|u|p−1u with
a < 0,1< p <min{m + 1, N+2
(N−2)+ }. (5.4) indicates that h(ut) may be a sum of a nonlinear dissipation
with a nonlinear disturbance.
Lemma 5.1. (See [5].)
‖u‖Ws,p  C‖u‖1−θWs0,p0 ‖u‖θWs1,p1 for u ∈ Ws0,p0 ∩ Ws1,p1 ,
with
s − N
p
 (1− θ)
(
s0 − N
p0
)
+ θ
(
s1 − N
p1
)
,
1
p
 1− θ
p0
+ θ
p1
, 0 θ  1, 0 s0 < s1 < ∞.
Case 1. g satisﬁes assumption (H1).
Obviously, G, P : V1 → L1 and
lim inf|s|→∞
G(s)
|s|m+2 = lim inf|s|→∞
a|s|p+1
(p + 1)|s|m+2
{= 0, p <m + 1,
 0, p m + 1. (5.6)
lim inf|s|→∞
P (s)
|s|γ+2 
⎧⎨
⎩
lim inf|s|→∞ −C(1+|s|
p1+1)
|s|γ+2 = −C, p1 <m + 1,
lim inf|s|→∞ b1|s|
p1+1−b2
|s|γ+2  0, p1 m + 1,
(5.7)
where γ = p1 − 1<m when p1 <m + 1; γ <m when p1 m + 1,
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sg(s) − ρ[G(s) + P (s)]
|s|m+2 = lim inf|s|→∞
a(1− ρp+1 )|s|p+1 + sg1(s) − ρP (s)
|s|m+2
 lim inf|s|→∞
(a(1− ρp+1 ) − |a| ρp+1 )|s|p+1 − C
|s|m+2{= 0, p <m + 1,
 0, p m + 1, (5.8)
with ρ: 0< ρ < 2, : ρ(1+)p+1 < 1. That is, assumption (H1) holds true.
Case 2. h satisﬁes assumption (H2).
Obviously, h : V1 → V−1 (see (5.9)–(5.10)). For any v, φ ∈ V1,
∣∣∣∣
∫
Ω
h2(v)φ dx
∣∣∣∣
⎧⎨
⎩
‖v‖qq+1‖φ‖q+1, N  2,
‖v‖q2Nq
N+2
‖φ‖ 2N
N−2
, N > 2,
 C
(
h2(v), v
)1−σ2‖φ‖V1 , (5.9)
∣∣∣∣
∫
Ω
h1(v)φ dx
∣∣∣∣
⎧⎨
⎩
C(1+ ‖v‖q1q+1)‖φ‖ q+1
q+1−q1
, N  2,
C(1+ ‖v‖q12Nq1
N+2
)‖φ‖ 2N
N−2
, N > 2,
 C
(
h2(v), v
)1−σ3‖φ‖V1 , (5.10)
with σ2 = σ3 = 1q+1 ∈ (0, 12 ). (5.9)–(5.10) imply assumption (H2).
Case 3. g and h satisfy assumption (H3).
For any φ ∈ V1−δ , u ∈ V1+δ , ‖u‖V1  R: (i) When N = 1,
∣∣∣∣
∫
Ω
g(u)φ dx
∣∣∣∣ C(1+ ‖u‖p2p)‖φ‖ C(‖u‖V1)‖φ‖V1−δ . (5.11)
(ii) When N  2,
∣∣∣∣
∫
Ω
g(u)φ dx
∣∣∣∣ C(1+ ‖u‖p 2Np
N+2(1−δ)
)‖φ‖ 2N
N−2(1−δ)
 C
(
1+ ‖u‖pVs
)‖φ‖V1−δ
 C
(
1+ ‖u‖p(1−θ)V1 ‖u‖
pθ
V1+δ
)‖φ‖V1−δ  C(‖u‖V1)(1+ ‖u‖V1+δ )1−σ4‖φ‖V1−δ , (5.12)
with s = N(p−1)−2(1−δ)2p (< 1 + δ), θ = (N−2)p−N−2(1−δ)2pδ , pθ = (N−2)p−N−2(1−δ)2δ ≡ 1 − σ4 (< 1). (5.11)–
(5.12) yield (2.12).
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∣∣∣∣
∫
Ω
h(v)φ dx
∣∣∣∣

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
C(1+ ‖v‖qq)‖φ‖∞ 
⎧⎨
⎩
C(1+ ‖v‖q)‖φ‖∞, δ ∈ (0, 12 ), q 2,
C(1+ ‖v‖q− q−22(1+δ) ‖v‖
q−2
2(1+δ)
V1+δ )‖φ‖∞, δ ∈ (0, 12 ), q ∈ (2,4+ 2δ),
C(1+ ‖v‖q5)‖φ‖ 55−q  C(1+ ‖v‖
4q
5 ‖v‖
q
5
V1+δ )‖φ‖ 55−q , δ =
1
2 , q < 5,
C(1+ ‖v‖q 2q
3−2δ
)‖φ‖ 2
2δ−1

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
C(1+ ‖v‖q)‖φ‖ 2
2δ−1
, δ ∈ ( 12 ,1], q 3− 2δ,
C(1+ ‖v‖q− q−3+2δ2(1+δ) ‖v‖
q−3+2δ
2(1+δ)
V1+δ )‖φ‖ 22δ−1 ,
δ ∈ ( 12 ,1], q ∈ (3− 2δ,5),
 C(R)
(
1+ ‖v‖V1+δ
)1−σ5‖φ‖V1−δ , (5.13)
with σ5: 0< σ5  1, where Lemma 5.1 has been used.
(ii) When N  2,
∣∣∣∣
∫
Ω
h(v)φ dx
∣∣∣∣ C(1+ ‖v‖q 2Nq
N+2(1−δ)
)‖φ‖ 2N
N−2(1−δ)
 C
(
1+ ‖v‖qVs
)‖φ‖V1−δ
 C
(
1+ ‖v‖q(1−θ)‖v‖qθV1+δ
)‖φ‖V1−δ  C(‖v‖)(1+ ‖v‖V1+δ )1−σ5‖φ‖V1−δ , (5.14)
with s = N(q−1)−2(1−δ)2q (< 1+ δ), θ = N(q−1)−2(1−δ)2q(1+δ) , qθ = N(q−1)−2(1−δ)2(1+δ) ≡ 1− σ5 (< 1).
The combination of (5.13) with (5.14) yields (2.13).
For any φ ∈ V1−δ , u1,u2 ∈ V1+δ , ‖u1‖V1+δ + ‖u2‖V1+δ  R ,
∣∣∣∣
∫
Ω
(
g(u1)− g(u2)
)
φ dx
∣∣∣∣
 C
∫
Ω
(
1+ |u1|p−1 + |u2|p−1
)|u1 − u2||φ|dx

⎧⎨
⎩
C(1+ ‖u1‖p−1∞ + ‖u2‖p−1∞ )‖u1 − u2‖∞‖φ‖1, N  2,
C(1+ ‖u1‖p−1N(p−1)
2−δ+δ1
+ ‖u2‖p−1N(p−1)
2−δ+δ1
)‖u1 − u2‖ 2N
N−2(1+δ1)
‖φ‖ 2N
N−2(1−δ)
, N > 2,
 C
(
1+ ‖u1‖p−1V1+δ + ‖u2‖
p−1
V1+δ
)‖u1 − u2‖V1+δ1 ‖φ‖V1−δ , (5.15)
with δ1: 0 < δ1 < δ, 0 < δ − δ1  1, where the fact 1 < p < N+2(N−2)+ < N+2(1−δ)N−2(1+δ) has been used. (5.15)
implies (2.14).
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∣∣∣∣
∫
Ω
(
h(v1)− h(v2)
)
φ dx
∣∣∣∣
 C
∫
Ω
(
1+ |v1|q−1 + |v2|q−1
)|v1 − v2||φ|dx

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
C(1+ ‖v1‖q−1q−1 + ‖v2‖q−1q−1)‖v1 − v2‖∞‖φ‖∞, δ ∈ (0, 12 ),
C(1+ ‖v1‖q−12(q−1) + ‖v2‖q−12(q−1))‖v1 − v2‖∞‖φ‖, δ = 12 ,
C(1+ ‖v1‖q−12(q−1)
1+2(1−δ)
+ ‖v2‖q−12(q−1)
1+2(1−δ)
)‖v1 − v2‖∞‖φ‖ 2
1−2(1−δ)
, δ ∈ ( 12 ,1],
 C
(
1+ ‖v1‖q−1V δ + ‖v2‖
q−1
V δ
)‖v1 − v2‖V1+δ2 ‖φ‖V1−δ . (5.16)
(ii) When N  2,
∣∣∣∣
∫
Ω
(
h(v1) − h(v2)
)
φ dx
∣∣∣∣
 C
(
1+ ‖v1‖q−1N(q−1)
2−δ+δ2
+ ‖v2‖q−1N(q−1)
2−δ+δ2
)‖v1 − v2‖ 2N
N−2(1+δ2)
‖φ‖ 2N
N−2(1−δ)
 C
(
1+ ‖v1‖q−1V δ + ‖v2‖
q−1
V δ
)‖v1 − v2‖V1+δ2 ‖φ‖V1−δ , (5.17)
with δ2: 0 < δ2 < δ, 0 < δ − δ2  1, where condition (1.7) has been used. The combination of (5.16)
with (5.17) yields (2.15).
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