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Abstract
Let (A1; B1; L1); (A2; B2; L2); : : : be a sequence of independent and identically distributed random
vectors. For n ∈ N, denote
Yn = B1 + A1B2 + A1A2B3 + · · ·+ A1 · · ·An−1Bn + A1 · · ·AnLn:
For M ¿ 0, de!ne the time of ruin by TM=inf{n |Yn ¿M} (TM=+∞, if Yn6M for n=1; 2; : : :).
We are interested in the ruin probabilities for large M . Our objective is to give reasons for the
crude estimates P(TM6x logM) ≈ M−R(x) and P(TM ¡∞) ≈ M−w where x¿ 0 is !xed and
R(x) and w are positive parameters. We also prove an asymptotic equivalence P(TM ¡∞) ∼
CM−w with a strictly positive constant C. Similar results are obtained in an analogous continuous
time model. c© 2001 Elsevier Science B.V. All rights reserved.
MSC: primary 60G40; secondary 60F10
Keywords: Insurance mathematics; Ruin problem; Level-crossing probability; Stochastic
discounting; Large deviations theory
1. Introduction
Let (A; B; L); (A1; B1; L1); (A2; B2; L2); : : : be independent and identically distributed
random vectors. De!ne the stochastic process {Yn | n= 1; 2; : : :} by
Yn = B1 + A1B2 + A1A2B3 + · · ·+ A1 · · ·An−1Bn + A1 · · ·AnLn: (1.1)
Let M be a positive real number. De!ne the time of ruin by TM = inf{n |Yn¿M} (TM =
+∞, if Yn6M for n = 1; 2; : : :). We are interested in the ruin probabilities for large
M . The main emphasis will be in the !nite time ruin probabilities but the probability
P(TM ¡∞) will also be considered. Additionally, we study the ruin probabilities in an
analogous continuous time model. To large extent, they can be analysed in the discrete
time framework of model (1.1).
The above process {Yn} and the stopping time TM are of interest in insurance math-
ematics. The variables B1; B2; : : : are interpreted as the net payouts and M as the initial
capital of an insurance company. The variables A1; A2; : : : are interpreted as the dis-
count factors related to the returns on investments. If L ≡ 0 then TM describes the
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time of ruin, namely, at time TM , the capital of the company is negative for the !rst
time (if TM =+∞ then the capital is never negative). See Nyrhinen (1999b) for more
details concerning the interpretation. Discounted sums like (1.1) are of interest as such
in related !elds, for example, in life insurance and !nance. We refer to Embrects and
Goldie (1994) for a discussion of these and other applications.
We assume throughout the paper that the discount factors are genuine stochastic
variables and in particular that P(A¿ 1)¿ 0. The interpretation is that there is a risk
associated with the investments. We also assume that the variable A is strictly positive.
This excludes the possibility of extreme losses related to the investments as explained
in Paulsen (1993). For the general background concerning the above processes, we
refer to Daykin et al. (1994).
The main objective of the paper is to derive an asymptotic estimate for the !nite
time ruin probability P(TM6x logM) for given x¿ 0. We show that, under suitable
conditions, the magnitude of the probability is M−R(x) for large M where R(x) is a
speci!c parameter. The parameter only depends on the distribution of the variable A.
A heuristic explanation for this is that the maximum of Yn; n6x logM , is in essence
determined by the maximum of the products A1 · · ·An; n6x logM . Hence, the ruin
probability P(TM6x logM) is close to the tail probability
P(max{A1 · · ·An | n6x logM}¿M): (1.2)
This is actually a ruin probability associated with the classical random walk model.
Namely, (1.2) equals P(T ′logM6x logM) where
T ′M = inf{n | logA1 + · · ·+ logAn¿M} (1.3)
(T ′M = +∞, if logA1 + · · · + logAn6M for n = 1; 2; : : :). See for example CramBer
(1955) for the background. All this hints that results of classical ruin theory could
be applied to the present model. Indeed, the well known dominating sample path
associated with the event {T ′logM6x logM} gives useful background for our study.
See Martin-LDof (1983) for detailed descriptions of such paths. Also the magnitude of
probability (1.2) is known to be M−R(x). This follows for example from Corollary 2:5
of Nyrhinen (1998) under suitable conditions. However, the above qualitative views
assume appropriate tails for the distributions of the variables A; B and L. See Grey
(1994) for the case where the distribution of the variable B is dominating in a similar
setup.
Finite time ruin probabilities are much studied in ordinary models where A ≡ 1 and
L ≡ 0. The central limit theorem for the conditional distribution of the time of ruin is
derived by several authors with diEerent methods. We refer to Segerdahl (1955), von
Bahr (1974) and Siegmund (1975). Large deviations estimates similar to the present
paper are obtained in Arfwedson (1955), Martin-LDof (1983,1986) and Nyrhinen (1998).
A more detailed description, namely the large deviations principle for the time of ruin
is obtained in Collamore (1998) in the multidimensional case and in Nyrhinen (1999a).
In the present model, the earlier studies on the !nite time ruin probabilities are
mostly directed to non-asymptotic viewpoints. Schnieper (1983) gives a useful recursion
associated with the (defective) distribution of TM . Implicit information is obtained
H. Nyrhinen / Stochastic Processes and their Applications 92 (2001) 265–285 267
in Paulsen and Gjessing (1997) who !nd a representation for the Laplace transform
of TM . Norberg (1999a) !nds a diEerential equation for the probabilities in question.
We also pay attention to the in!nite time ruin probabilities. Our objective is to
show that the magnitude of P(TM ¡∞) is M−w for large M where w is a speci!c
parameter. Also here the parameter is determined by the distribution of the variable A.
Additionally, we give suGcient conditions for the asymptotic equivalence
P(TM ¡∞) ∼ CM−w; (1.4)
where C is a positive constant. In Nyrhinen (1999b), we obtained similar results in
the case where the processes {An} and {Bn} were independent but general in other re-
spects. Our results here are complementary. We have slightly relaxed the independence
assumption but limited the study to the stationary case. We have also incorporated
the sequence {Ln} into the model. These extensions are useful in the study of the
continuous time case in Section 3 below.
There are several other papers which study the probability P(TM ¡∞). Estimate
(1.4) and a representation for C are given in Goldie (1991) in the discrete time model
(1.1). However, it is not easy to infer directly from the representation whether or not
C is positive. This can be done in particular cases, for example, in the case where
P(B¿ 0)=1 and L ≡ 0, but these assumptions are rather restrictive. Similar problems
appeared in the continuous time model studied in Gjessing and Paulsen (1997). We
refer to the discussions after Theorem 6:2 in Goldie (1991) and after Proposition 3:1
in Gjessing and Paulsen (1997) for more details. Our results here give partial solutions
to these problems. Based on joint results with Kalashnikov, Norberg (1999b) gives the
qualitative view that the probability P(TM ¡∞) cannot be less than a power function
of M . A diEerent viewpoint to the problem is taken in Paulsen (1998) where sharp
conditions for certain ruin are derived.
The rest of the paper is organized as follows. The main results concerning the ruin
probabilities are stated in Section 2. A connection with the continuous time case is
presented in Section 3. Section 4 consists of the proofs.
2. Asymptotic estimates for ruin probabilities
Let (; S;P) be a probability space and
(A; B; L); (A1; B1; L1); (A2; B2; L2); : : : (2.1)
independent and identically distributed random vectors on the measurable space (; S).
Let the process {Yn | n = 1; 2; : : :} be as in (1.1). For M ¿ 0, de!ne the time of ruin
TM by
TM =
{
inf{n |Yn¿M}
+∞ if Yn6M for n= 1; 2; : : : :
(2.2)
We derive in this section asymptotic estimates for the !nite and in!nite time ruin
probabilities. Under certain circumstances, the ruin probabilities equal zero for large M .
A criteria for this case is needed and is given and discussed at the end of the section.
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The conditions for the results are mainly stated in terms of the generating functions.
We refer to BarndorE-Nielsen (1978) for the background. For necessary information
concerning large deviations theory, we refer to Dembo and Zeitouni (1993).
We assume that P(A¿ 0) = 1. Let c be the cumulant generating function of logA
i.e.
c(t) = logE{et log A}= logE{At} (2.3)
for t ∈ R. Write
D= {t ∈ R | c(t)¡∞}: (2.4)
Then D is a convex subset of R and 0 ∈ D. Let ◦D be the interior of D. Denote
w = sup{t | c(t)60} ∈ [0;∞] (2.5)
and
t0 = sup{t ∈ R | c(t)¡∞; E{ |B | t}¡∞; E{(AL1(L¿ 0))t}¡∞} ∈ [0;∞]:
(2.6)
Lemma 1. Assume that P(A¿ 0) = 1 and that 0¡w¡t06∞. Then; the function
c is strictly convex and continuously di5erentiable on
◦
D. Further; P(A¿ 1)¿ 0 and
c′(w)¿ 0.
We assume the conditions of Lemma 1 in the rest of the section. Denote
 = 1=c′(w) ∈ (0;∞) (2.7)
and
x0 = lim
t→t0−
(1=c′(t)) ∈ [0;∞): (2.8)
Clearly, x0¡.
Let c∗ be the Fenchel–Legendre transform of c. By de!nition, c∗(v) = sup{tv −
c(t) | t ∈ R} for v ∈ R. De!ne the function R : (x0;∞)→ R ∪ {±∞} by
R(x) =
{
xc∗(1=x) for x ∈ (x0; );
w for x¿:
(2.9)
This function has been analysed in ruin theory concerning the classical and related
models. In particular, it is known by Martin-LDof (1983,1986) and Nyrhinen (1998)
that R is !nite and continuous on (x0;∞) and strictly decreasing on (x0; ).
We next state the main result of the section. Denote
NY = sup{Yn | n= 1; 2; : : :} (2.10)
and
Ny = sup{y ∈ R |P( NY ¿y)¿ 0} ∈ (−∞;∞]: (2.11)
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Theorem 2. Assume the conditions of Lemma 1 and that Ny =∞. Then;
lim
M→∞
(logM)−1logP(TM6x logM) =−R(x) (2.12)
for every x¿x0 and
lim
M→∞
(logM)−1logP(TM ¡∞) =−w: (2.13)
Limit (2.12) can be generalized in the following way. Let I ⊆ [0;∞) be a proper
interval such that I ∩ (x0; ) = . Then
lim
M→∞
(logM)−1logP(TM=logM ∈ I) =−inf{R(v) | v ∈ I ∩ (x0; )}: (2.14)
Restricted to (x0; ), R may be seen as the large deviations rate function associated
with the ruin probabilities. Namely, (2.14) justi!es the crude estimate
P(TM=logM ≈ x) ≈ M−R(x)
for x ∈ (x0; ). See Nyrhinen (1998,1999a) for further background for this viewpoint.
To see that (2.14) is true, consider as an example an interval I = (y; x] such that
I ⊆(x0; ). Then
P(TM=logM ∈ I) = P(TM6x logM)− P(TM6y logM): (2.15)
Since R is strictly decreasing on (x0; ) we have by Theorem 2
lim
M→∞
P(TM6y logM)=P(TM6x logM) = 0: (2.16)
Thus the probabilities P(TM=logM ∈ I) and P(TM6x logM) are asymptotically equiv-
alent. We obtain (2.14) by Theorem 2 since by the properties of the function R
mentioned above, the right-hand side of (2.14) equals −R(x) in this case.
A re!nement of (2.13) can be deduced if additionally, some of the convolution
powers of the distribution of logA has a non-trivial absolutely continuous component.
Then
MwP(TM ¡∞) = C + o(M−) (2.17)
when M tends to in!nity where C and  are positive constants. This can be seen by
!rstly observing that
NY = sup{B1 + A1L1; B1 + A1B2 + A1A2L2; : : :}
= B1 + A1sup{L1; B2 + A2L2; B2 + A2B3 + A2A3L3; : : :}: (2.18)
It is seen that NY satis!es the random equation
NY =L B+ Amax(L; NY ); (2.19)
where =L means equality of probability laws. The variables A; B and L are independent
of NY on the right-hand side of (2.19). Obviously,
P(TM ¡∞) = P( NY ¿M) (2.20)
for M ¿ 0. We conclude by (2.13) that NY is !nite almost surely. Estimate (2.17) is
then a consequence of (2.13) and Theorem 6:3 of Goldie (1991). We refer to Section 3
in Nyrhinen (1999b) for more details.
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It is natural to assume in Theorem 2 that Ny equals ∞ since otherwise, by (2.20),
the ruin probabilities would equal zero for large M . However, the veri!cation of the
condition for a given vector (A; B; L) seems not to be easy in general. We next turn
to this problem.
For n ∈ N, denote
Y 0n = B1 + A1B2 + A1A2B3 + · · ·+ A1 · · ·An−1Bn (2.21)
and
n = A1 · · ·An: (2.22)
Theorem 3. Assume the conditions of Lemma 1. Then Ny =∞ if and only if there
exists k¿1 such that
P(B+ AL+ Y 0k =(k − 1)¿ 0; k ¿ 1)¿ 0: (2.23)
The following examples illustrate the criteria of Theorem 3. In Example 1, we derive
rather general suGcient conditions for Ny to equal ∞. The second example is comple-
mentary by showing that Ny may equal ∞ beyond the conditions of the !rst example.
Example 1. Assume the conditions of Lemma 1 and that P(B + AL¿0)¿ 0 and
P(A¿ 1; B¿ 0)¿ 0. The variable B + AL in (2.23) is independent of Y 0k and k .
Thus, condition (2.23) is satis!ed for k = 1 and so Ny =∞.
Example 2. Let L ≡ 0; P(A=(1+a)2; B=−1)=p and P(A=1=(1+a); B=1)=1−p
with a¿ 0 and p ∈ (0; 1). The conditions of Lemma 1 are satis!ed for an appropriate
choice of the probability p. Clearly, P(A¿ 1; B¿ 0)=0 and so the result of Example 1
cannot be applied here. Condition (2.23) is satis!ed for k = 2 since the event
{B= 1; A1 = (1 + a)2; B1 =−1; A2 = 1=(1 + a); B2 = 1} (2.24)
has a positive probability and on that event we have 2 = 1 + a¿ 1 and
B+ Y 02 =(2 − 1) = 3 + a¿ 0: (2.25)
Thus Ny =∞ also in this case.
3. The continuous time case
We consider in this section continuous time analogues to the results of Section 2.
The idea is to compare the continuous time process with an appropriate discrete time
process. We also give an example where our conditions can be veri!ed.
The model to be studied is in essence described in Paulsen (1993). From the view-
point of ruin theory, the !rst part of Section 3 of the paper shows connections with
our setup here. For the background concerning stochastic integrals and LBevy processes,
we refer to Protter (1990) and to Bertoin (1996).
We assume that all the processes below are de!ned on a !ltered probability space
(; S;S ;P) satisfying the usual conditions. See Protter (1990) for details. Let {Ac | ¿0}
H. Nyrhinen / Stochastic Processes and their Applications 92 (2001) 265–285 271
and {Bc | ¿0} be suitable adapted processes on the space (; S;S ;P). Speci!cally, we
assume that the process {(logAc; Bc) | ¿0} has stationary independent increments and
that the sample paths of the process are cOadlOag (i.e. they are right-continuous and have
left limits). Hence, it is a two-dimensional LBevy process. De!ne the process {Y c | ¿0}
by Y c0 = 0 and
Y c =
∫ 
0
Acs−dB
c
s (3.1)
for ¿ 0.
To illustrate the connection of {Y c } with the discrete time case, let Yn be as in (1.1)
with Ln ≡ 0. Choose
Acs =
s∏
m=1
Am
and
Bcs =
s∑
m=1
Bm
for s¿ 0 where s denotes the integer part of s. We then have Y c = Yn for every
 ∈ [n; n + 1) and n ∈ N and so in essence, {Y c } and {Yn} can be identi!ed. Re-
stricted to the integer time points, the increments of the process {(logAc; Bc)} are
also stationary and independent. Thus, the process {Y c } may be seen as a continuous
time analogue to {Yn} i.e. we just allow in (3.1) the underlying processes to Puctuate
continuously. Observe that Ac is interpreted as the accumulated discount factor and B
c

as the accumulated net payout upto time  while An and Bn are interpreted as annual
quantities.
For M ¿ 0, de!ne the time of ruin T cM by
T cM =
{
inf {¿0 |Y c ¿M}
+∞ if Y c6M for every ¿0:
(3.2)
We associate with the process {Y c | ¿0} a discrete time process {Yn | n= 1; 2; : : :},
namely, we take
(A; B; L) =L (Ac1; Y
c
1 ; (A
c
1)
−1sup{Y c − Y c1 |  ∈ [0; 1]}) (3.3)
and de!ne {Yn} by (1.1). Observe that the components of the vector (A; B; L) are gen-
erally dependent even in the case where the processes {Ac} and {Bc} are independent.
Theorem 4. Let the process {Y c | ¿0} and the associated discrete time process
{Yn | n = 1; 2; : : :} be as described above. Concerning the discrete time process; let
the time of ruin TM ; the function R and the parameters w; t0; ; x0 and Ny be as in
Section 2. Assume the conditions of Lemma 1. Then; for every M ¿ 0 and n ∈ N;
P(T cM6n) = P(TM6n) (3.4)
and
P(T cM ¡∞) = P(TM ¡∞): (3.5)
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By Theorem 4, ruin probabilities in the original model (3.1) can be analysed by
means of the associated discrete time model. Gjessing and Paulsen (1997) !nd similar
connections between the discrete and continuous time cases. They also conjecture that,
under suitable conditions, P(T cM ¡∞)¿CM−w for large M for some C¿ 0. The
following corollary supports the conjecture.
Corollary 5. Assume the conditions of Theorem 4 and that Ny =∞. Then;
lim
M→∞
(logM)−1logP(T cM6x logM) =−R(x) (3.6)
for every x¿x0 and
lim
M→∞
(logM)−1logP(T cM ¡∞) =−w: (3.7)
Assume further that some of the convolution powers of the distribution of logA has
a non-trivial absolutely continuous component. Then there exist constants C¿ 0 and
¿ 0 such that
MwP(T cM ¡∞) = C + o(M−) (3.8)
when M tends to in!nity.
To apply Corollary 5, it is necessary to deal with the complicated random vector
(3.3). The following example illustrates this part.
Example. Assume that the processes {Ac} and {Bc} are independent and that
Ac = e
r+$W (3.9)
and
Bc = p+ X (3.10)
for ¿0 where {W | ¿0} is standard Brownian motion with W0 =0, {X | ¿0} is a
compound Poisson process with X0 = 0 and p; r and $ are real numbers. We assume
that r ¡ 0 and $¿ 0. Finally, assume that P(X1¿0) = 1 and P(X1¿ 0)¿ 0 and that
E{X t1} is !nite for some t ¿− 2r=$2.
We verify all the conditions of Corollary 5. Thus, both (3.6) and (3.8) hold. Consider
!rst the requirements concerning the variable A. Clearly, P(A¿ 0) = 1 and
c(t) = rt + $2t2=2¡∞ (3.11)
for every t ¿ 0. Thus w =−2r=$2 ∈ (0;∞). Finally, the distribution of logA is abso-
lutely continuous.
Consider the requirement t0¿w of Corollary 5. Observe that (3.1) is now a Lebesgue–
Stieltjes integral for every ! ∈ . Since r is negative and the sample paths of {X}
are increasing we have for  ∈ [0; 1],
|Y c |=
∣∣∣∣p
∫ 
0
Acs− ds+
∫ 
0
Acs− dXs
∣∣∣∣6e$ NW (|p|+ X1); (3.12)
where
NW = sup{Ws | s ∈ [0; 1]}: (3.13)
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It is well known that E{et NW} is !nite for every t ∈ R. By our assumptions, E{X t1}
is !nite for some t ¿w. By (3.12),
E{(AL1(L¿ 0))t} = E{(sup{Y c − Y c1 |  ∈ [0; 1]})t}
6E{(2e$ NW (|p|+ X1))t}¡∞ (3.14)
for some t ¿w. Similarly, by (3.12), E{|B|t} is !nite for some t ¿w. Thus t0¿w.
It remains to check that Ny = ∞. We make use of Example 1 of Section 2. By
our assumptions, P(X1¿ 0)¿ 0. Thus {X} has strictly positive jumps with a positive
probability. The jump sizes are mutually independent and they are also independent
of the number of jumps. Since the number of jumps upto time 1 is not bounded we
conclude that P(X1¿y)¿ 0 for every y ∈ R. Let  ∈ (0; 1) be small and
1 = {! ∈  | 6Acs61= for every s ∈ [0; 1]; Ac1¿ 1; X1¿|p|=2 + 1}: (3.15)
Then P(1)¿ 0 and
Y c1¿min{0; p=}+ |p|=+ ¿ 0 (3.16)
for every ! ∈ 1. Hence,
P(A¿ 1; B¿ 0)¿ 0: (3.17)
Further, AL¿0 and so P(B+ AL¿0)¿P(B¿ 0)¿ 0. Thus Ny =∞.
4. Proofs
Proof of Lemma 1. The distribution of logA is not concentrated on a point since w ∈
(0;∞). By Theorem 7:1 and Corollary 7:1 of BarndorE-Nielsen (1978), the function c
is strictly convex and continuously diEerentiable on
◦
D. If P(A¿ 1) would equal zero
then clearly, w would equal ∞. Thus P(A¿ 1)¿ 0. Finally, c(0)= c(w)=0. Because
of strict convexity of c, we have c(t)¡ 0 for every t ∈ (0; w) and thus c′(w)¿ 0. The
proof of Lemma 1 is completed.
We next state two lemmata which are needed in the proof of Theorem 2. For m ∈ N,
denote
(m = Bm1(Bm¿ 0) + AmLm1(Lm¿ 0): (4.1)
Let
Y ′n = 1 +
n∑
m=1
m−1(m (4.2)
for n ∈ N where m−1 is as in (2.22) for m¿2 and, by convention, 0 = 1. Clearly,
Y ′n¿Yn for every n ∈ N. Further, the sequence {Y ′n | n = 1; 2; : : :} is increasing and
Y ′n¿1 for every n ∈ N. For our purposes, Y ′n is suGciently close to Yn, and the above
properties are useful in the subsequent proofs of upper bound results. In particular, it is
possible to work with the moment generating function of log Y ′n and it is an increasing
function for every n ∈ N.
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De!ne the function h :R→ R ∪ {±∞} by
h(t) = lim sup
n→∞
n−1 logE{et logY ′n } (4.3)
for t ∈ R. Then h is an increasing function. De!ne further the function g :R →
R ∪ {+∞} by
g(t) =


0 for t6w;
c(t) for t ∈ (w; t0);
+∞ for t¿t0:
(4.4)
Lemma 6. Assume the conditions of Theorem 2. Then for every t ∈ R;
h(t)6g(t): (4.5)
We also need a sample path result associated with the sequence {(An; Bn)}. Consider
a !xed x ∈ (x0; ). Denote by a the smallest integer ¿a. Let + ∈ (0; x) and ′¿ 0.
For n ∈ N, de!ne the continuous time process zn = {zn(-) | 0¡-¡∞} by
zn(-) = (logA1 + · · ·+ logA	-n
)=n: (4.6)
For n ∈ N, denote
Dn = Dn(+; ′) =
{
! ∈  | sup
0¡-6x−+
|zn(-)− -=x|6′
}
(4.7)
and
En = En(+; ′) = {! ∈  | |B1|6e′n; : : : ; |B	(x−+)n
|6e
′n}: (4.8)
The sample path described by the set Dn dominates the ruin event {T ′M6xM} where T ′M
is given by (1.3). This explains its importance in the subsequent proof. See Martin-LDof
(1983) for the background.
Lemma 7. Assume the conditions of Theorem 2. Let x ∈ (x0; ). Then for every
+ ∈ (0; x) and ′¿ 0;
lim inf
n→∞ n
−1 logP(Dn ∩ En)¿− xc∗(1=x): (4.9)
Proof of Lemma 6. There is nothing to prove for t¿t0. Let t ∈ (w; t0). Assume !rst
that t ¿ 1. By Minkowski’s inequality, we have for n ∈ N,
E{et logY ′n }1=t6 1 +
n∑
m=1
E{(m−1(m)t}1=t
= 1 +
n∑
m=1
e(m−1)c(t)=tE{(tm}1=t
= 1 + e(n−1)c(t)=tE{(t1}1=t
n∑
m=1
e(m−n)c(t)=t : (4.10)
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For t ∈ (w; t0), we have c(t)¿ 0. Hence,
n∑
m=1
e(m−n)c(t)=t6
∞∑
m=0
e−mc(t)=t ¡∞: (4.11)
By (2.6), t ∈ (w; t0) and w¿ 0, E{(t1} is !nite. It follows that
E{et logY ′n }1=t6Ke(n−1)c(t)=t (4.12)
where K ∈ (0;∞) is a constant. This implies (4.5). Assume now that t61. Then, for
every y1; y2¿0, we have
(y1 + y2)t6yt1 + y
t
2: (4.13)
Instead of Minkowski’s inequality, we make use of this relation in (4.10) and obtain
an upper bound which suGces for (4.12). Thus (4.5) holds for every t ¿w.
Let t6w. Recall that the function h is increasing on (−∞; t0). We have already
proved that h(t)6c(t) for every t ∈ (w; t0). By Lemma 1, the function c is continuous
on (0; t0). Hence,
h(t)6 lim sup
t→w+
h(t)6 lim sup
t→w+
c(t) = 0: (4.14)
Thus (4.5) holds for every t ∈ R.
Proof of Lemma 7. By Lemma 1, we may !nd u ∈ ◦D such that c′(u) = 1=x. Then
u¿w, c(u)¿ 0 and c∗(1=x) = u=x − c(u). See Rockafellar (1970, Theorem 23:5).
Denote by P the distribution of (A; B) and by Q = Qu the distribution de!ned by
dQ=dP(y1; y2) = yu1e
−c(u) (4.15)
for y1; y2 ∈ R. We will indicate in the sequel the distribution Q as a subscript in
probabilities and expectations when a sequence of independent Q-distributed random
vectors is considered.
Let ′′ ∈ (0; ′). Then
P(Dn(+; ′) ∩ En(+; ′))¿P(Dn(+; ′′) ∩ En(+; ′′))
= EQ{e−uzn(x−+)n+	(x−+)n
c(u)1(Dn(+; ′′) ∩ En(+; ′′))}
¿EQ{e−u((x−+)=x+′′)n+(x−+)nc(u)1(Dn(+; ′′) ∩ En(+; ′′))}
= e−(
′′u+xc∗(1=x)−+c∗(1=x))nPQ(Dn(+; ′′) ∩ En(+; ′′)):
(4.16)
Clearly,
EQ{At}= e−c(u)E{At+u}¡∞ (4.17)
for every t in a neighbourhood of the origin. Consequently,
EQ{logA}= @=@t(logEQ{At})|t=0
= @=@t(logE{At})|t=u = c′(u) = 1=x: (4.18)
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It follows for example from Theorem 6 of Nyrhinen (1995) that
lim
n→∞PQ
(
sup
0¡-6x−+
|zn(-)− -=x|6′′
)
= 1: (4.19)
Further,
EQ{|B|t}= e−c(u)E{Au|B|t} (4.20)
for every t ¿ 0. By HDolder’s inequality, there exists t′¿ 0 such that
EQ{|B|t′}¡∞: (4.21)
By ChebycheE’s inequality,
EQ{|B|t′}¿EQ{|B|t′1(|B|¿e′′n)}
¿ e
′′t′nPQ(|B|¿e′′n): (4.22)
Consequently,
PQ(En(+; ′′))¿1−
	(x−+)n
∑
m=1
PQ(|Bm|¿e′′n)¿1− EQ{|B|t′}(x − +)ne−′′t′n:
(4.23)
By this, (4.19) and (4.21),
lim
n→∞ PQ(Dn(+; 
′′) ∩ En(+; ′′)) = 1: (4.24)
By (4.16),
lim inf
n→∞ n
−1 logP(Dn(+; ′) ∩ En(+; ′))¿− ′′u− xc∗(1=x) + +c∗(1=x): (4.25)
Since the function c∗ is non-negative we obtain (4.9) by letting ′′ tend to zero.
Proof of Theorem 2. Let x ∈ (x0; ). We begin by proving that
lim sup
M→∞
(logM)−1logP(TM6x logM)6− xc∗(1=x) (4.26)
and
lim inf
M→∞
(logM)−1logP(TM6x logM)¿− xc∗(1=x): (4.27)
These results imply (2.12) for every x ∈ (x0; ).
Consider (4.26). Denote by a the integer part of a¿0. Clearly,
{TM6x logM}⊆{Y ′x logM¿M}: (4.28)
Let g∗(v) = sup{tv − g(t) | t ∈ R} for v ∈ R where g is de!ned in (4.4). Then, for
every closed set F ⊆R,
lim sup
n→∞
n−1logP(log Y ′n=n ∈ F)6− inf{g∗(v) | v ∈ F}: (4.29)
This follows for compact sets F from Theorem 2:1 of de Acosta (1985) and from
Lemma 6. It also follows from Lemma 6 that h(t)¡∞ for every t in a neighbourhood
of the origin. Then, by Lemma 1:2:18 and the proof of part (a) of Theorem 2:3:6 of
Dembo and Zeitouni (1993), upper bound (4.29) holds for every closed set F .
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By (4.28) and (4.29),
lim sup
M→∞
(logM)−1 logP(TM6x logM)
6 lim sup
M→∞
(logM)−1logP(log Y ′x logM¿logM)
6x lim sup
M→∞
x logM−1logP(log Y ′x logM=x logM¿1=x)
6− x inf{g∗(v) | v¿1=x}: (4.30)
By Lemma 1, (2.7), (2.8) and x ∈ (x0; ), there exists u = ux ∈ (w; t0) such that
c′(u) = 1=x. Then c∗(1=x) = u=x − c(u). See Rockafellar (1970, Theorem 23:5). For
v¿1=x, we have
g∗(v)¿ uv− g(u) = uv− c(u)
¿ u=x − c(u) = c∗(1=x): (4.31)
This and (4.30) imply (4.26).
Consider (4.27). We have P(A¿ 1)¿ 0 by Lemma 1. By the Heine–Borel Theorem,
there exists b¿ 1 such that P(|A − b|¡)¿ 0 for every ¿ 0. Hence, we may !x
v¡ 0; b¿ 1 and  ∈ (0; b− 1) such that
q= P(B¿v; |A− b|¡)¿ 0: (4.32)
Since Ny =∞ we may also !x k ∈ N such that
r = P(Yk ¿− v=(b− 1− ) + 1)¿ 0: (4.33)
Let + ∈ (0; x); +′ ∈ (0; +) and ′= 15(+− +′)log (b− ). Recall the de!nitions of Dn and
En from (4.7) and (4.8). For suGciently large n, we have for every ! ∈ Dn ∩ En,
Y 0	(x−+)n
¿− (x − +)ne
′ne((x−+)=x+
′)n ¿− e(1−+=x+3′)n; (4.34)
where Y 0	(x−+)n
 is de!ned by (2.21). For n ∈ N, denote
Fn = Fn(+; +′)
= {! ∈  |Bi ¿v; |Ai − b|¡ for i = (x − +)n+ 1; : : : ; (x − +′)n}: (4.35)
Then
P(Fn) = q	(x−+
′)n
−	(x−+)n
¿q(+−+
′)n+1; (4.36)
where q is as in (4.32). For ! ∈ Fn, we have
Y 0	(x−+′)n
 − Y 0	(x−+)n
 = 	(x−+′)n

	(x−+′)n
∑
i=	(x−+)n
+1
Bi=(Ai · · ·A	(x−+′)n
)
¿	(x−+′)n

∞∑
i=1
v=(b− )i=	(x−+′)n
v=(b−1− ): (4.37)
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For n ∈ N, denote
Gn=Gn(+′)={! ∈  |−1	(x−+′)n
(Y	(x−+′)n
+k − Y 0	(x−+′)n
)¿−v=(b−1− )+1}:
(4.38)
Obviously, P(Gn)= r where r is as in (4.33). By combining (4.34), (4.37) and (4.38),
it is seen that for large n for every ! ∈ Dn ∩ En ∩ Fn ∩ Gn,
Y	(x−+′)n
+k = (Y	(x−+′)n
+k − Y 0	(x−+′)n
) + (Y 0	(x−+′)n
 − Y 0	(x−+)n
) + Y 0	(x−+)n

¿	(x−+′)n
 − e(1−+=x+3
′)n: (4.39)
For ! ∈ Dn ∩ Fn, we have for large n,
	(x−+′)n
¿ ezn(x−+)n(b− )(+−+
′)n−1
¿ e(1−+=x−
′)n(b− )(+−+′)n−1
= e(1−+=x+4
′)n=(b− ): (4.40)
It follows from (4.39) that for suGciently large n,
Y	(x−+′)n
+k ¿ e(1−+=x)n (4.41)
for every ! ∈ Dn∩En∩Fn∩Gn. The events Dn∩En, Fn and Gn are mutually independent
and P(Gn) = r ¿ 0 for every n. By (4.9), (4.36) and (4.41),
lim inf
n→∞ n
−1 logP(Y	(x−+′)n
+k ¿ e(1−+=x)n)
¿− xc∗(1=x) + (+− +′) log q: (4.42)
Clearly, for suGciently large M ,
{Y	(x−+′)	 logM

+k ¿ e(1−+=x)	 logM
}⊆{TM 1−+=x6x logM}: (4.43)
By letting +′ tend to + in (4.42), we obtain
lim inf
M→∞
(logM)−1 logP(TM 1−+=x6x logM)¿− xc∗(1=x): (4.44)
Consequently,
lim inf
M→∞
(logM)−1 logP(TM6(x=(1− +=x))logM)¿−xc∗(1=x)=(1−+=x): (4.45)
By letting + tend to zero, it is seen that for given ′′¿ 0,
lim inf
M→∞
(logM)−1 logP(TM6(1 + ′′)x logM)¿− xc∗(1=x): (4.46)
Denote x′′ = x=(1 + ′′). For small ′′¿ 0, we have x′′¿x0. Then result (4.46) holds
when x is replaced by x′′ and so
lim inf
M→∞
(logM)−1 logP(TM6x logM)¿− x′′c∗(1=x′′): (4.47)
The function R de!ned by (2.9) is continuous. We obtain (4.27) by letting ′′ tend to
zero.
Let now x ∈ [;∞). Then
P(TM6x logM)¿P(TM6y logM) (4.48)
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for every y ∈ (x0; ). Since R is continuous at  we obtain by (4.27) and (2.9),
lim inf
M→∞
(logM)−1 logP(TM6x logM)¿− lim
y→−yc
∗(1=y) =−w: (4.49)
To see that (2.12) holds for every x¿, it suGces to show that
lim sup
M→∞
(logM)−1 logP(TM ¡∞)6− w: (4.50)
We follow the lines of the proof of Theorem 1 in Nyrhinen (1999b). Denote
NY
′
= sup{Y ′n | n ∈ N} (4.51)
where Y ′n is de!ned in (4.2). Then P(TM ¡∞)6P( NY ′¿M). Suppose !rst that w¿ 1.
Let t ∈ (1; w). Then, inequality (4.10) holds. Since c(t) is now negative we have
E{et log Y ′n }1=t61 + E{(t1}1=t
∞∑
m=1
e(m−1)c(t)=t ¡∞: (4.52)
By the monotone convergence theorem,
E{( NY ′)t}= lim
n→∞E{e
t log Y ′n }¡∞: (4.53)
By ChebycheE’s inequality,
E{( NY ′)t}¿E{( NY ′1( NY ′¿M))t}
¿MtP( NY
′
¿M)¿MtP(TM ¡∞): (4.54)
By (4.53),
lim sup
M→∞
(logM)−1 logP(TM ¡∞)6− t: (4.55)
This implies (4.50). If w ∈ (0; 1] then we make use of (4.13) instead of Minkowski’s
inequality in (4.10) and obtain (4.50) as above.
Limit (2.13) follows directly from (4.49) and (4.50). The proof of Theorem 2 is
completed.
For the proof of Theorem 3, we need the following technical lemma.
Lemma 8. Assume the conditions of Lemma 1 and that the probability in (2:23)
equals zero for every k¿1. Further; assume that t0 =∞ and that
E{|L|t}¡∞ (4.56)
for every t ¿ 0. Then for given t ¿ 1; there exists a <nite constant K = K(t) such
that
E{(Yn1(Yn¿ 0))t}6Knt+1 (4.57)
for every n ∈ N.
Proof. Let t ¿ 1. Denote
s= sup{y ∈ R |P(Y 0k =(k − 1)¿y; k ¿ 1)¿ 0 for some k¿1}: (4.58)
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We have P(A¿ 1)¿ 0 by Lemma 1. Thus s¿ −∞. If s would equal ∞ then, by
independence, (2.23) would hold for some k¿1. Hence, s ∈ (−∞;∞). It follows that
P(Bm+1 + Am+1Lm+1¿− s) = 0 (4.59)
for every m ∈ N. Thus
E{(Y11(Y1¿ 0))t}¡∞ (4.60)
and so (4.57) holds for n= 1.
Let n¿2. For !xed m ∈ N, we have by (4.58) and (4.59),
P(Ym+1¿− s; m¿ 1) = P(Y 0m +m(Bm+1 + Am+1Lm+1)¿− s; m¿ 1)
6 P((m−1)s+m(Bm+1+Am+1Lm+1)¿− s; m¿1)
= P(Bm+1 + Am+1Lm+1¿− s; m¿ 1) = 0: (4.61)
Denote
n =
{
max{m ∈ N |m6n− 1; m¿ 1}
0 if m61 for m= 1; : : : ; n− 1:
(4.62)
For m= 1; : : : ; n− 2, we have by (4.61),
E{(Yn1(Yn¿ 0))t1(n = m)}
=E{((Yn − Ym+1 + Ym+1)1(Yn¿ 0; n = m))t}
6E
{((
−m+1Lm+1 +
n∑
i=m+2
i−1Bi +n−1AnLn − s
)
1(Yn¿ 0; n = m)
)t}
6E
{(
|Lm+1|+
n∑
i=m+2
|Bi|+ An|Ln|+ |s|
)t}
: (4.63)
For m= n− 1, we have by (4.61),
E{(Yn1(Yn¿ 0))t1(n = m)}6|s|t (4.64)
and for m= 0,
E{(Yn1(Yn¿ 0))t1(n = m)}6E{(|B1|+ · · ·+ |Bn|+ An|Ln|)t}: (4.65)
Recall (4.56) and that t0=∞. It follows from Minkowski’s inequality and from (4.63),
(4.64) and (4.65) that for every n¿2 and m= 0; 1; : : : ; n− 1,
E{(Yn1(Yn¿ 0))t1(n = m)}6K ′nt (4.66)
where K ′ = K ′(t) is a !nite constant, independent of n and m. Consequently,
E{(Yn1(Yn¿ 0))t}6K ′nt+1 (4.67)
for every n¿2. This and (4.60) imply (4.57).
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Proof of Theorem 3. Let k¿1 be such that (2.23) holds. We have to show that Ny=∞.
Fix :¿ 0 such that
P(Bk+1 + Ak+1Lk+1 + Y 0k =(k − 1)¿:; 1 + :6k61=:; |Y 0k |61=:)¿ 0: (4.68)
An application of the Heine–Borel Theorem shows that we may !x b¿1 + : and
v ∈ [− 1=:; 1=:] such that
P(Bk+1 + Ak+1Lk+1 + Y 0k =(k − 1)¿:; |k − b|¡; |Y 0k − v|¡)¿ 0 (4.69)
for every  ∈ (0; b− 1).
Suppose !rst that v¿ 0. For m ∈ N, denote
Hm = Hm() = {! ∈  |Bm + AmLm¿:− (v+ )=(b− 1− )}: (4.70)
By (4.69), P(Hm) = P(H1)¿ 0 for every m ∈ N. For n ∈ N, denote
A′n = A(n−1)k+1 · · ·Ank (4.71)
and
B′n = B(n−1)k+1 + A(n−1)k+1B(n−1)k+2 + · · ·+ A(n−1)k+1 · · ·Ank−1Bnk : (4.72)
Then (A′1; B
′
1) = (k; Y
0
k ) and the random vectors (A
′
1; B
′
1); (A
′
2; B
′
2); : : : are independent
and identically distributed. Denote
In = In() = {! ∈  | |A′i − b|¡; |B′i − v|¡ for i = 1; : : : ; n}:
By (4.69), P(In) = P(I1)n ¿ 0.
Let  be such that v− ¿ 0. For ! ∈ In, we have
B′j=(A
′
j · · ·A′n)¿(v− )=(b+ )n−j+1 (4.73)
for j = 1; : : : n. Thus, for ! ∈ Hnk+1 ∩ In,
Ynk+1 = B′1 + A
′
1B
′
2 + · · ·+ A′1 · · ·A′n−1B′n + A′1 · · ·A′n(Bnk+1 + Ank+1Lnk+1)
¿ A′1 · · ·A′n

 n∑
j=1
(v− )=(b+ )j + Bnk+1 + Ank+1Lnk+1


¿ A′1 · · ·A′n((v− )=(b− 1 + )
−
∞∑
j=n+1
(v− )=(b+ ) j + :− (v+ )=(b− 1− )): (4.74)
Choose small  and large n such that∣∣∣∣∣∣
∞∑
j=n+1
(v− )=(b+ ) j
∣∣∣∣∣∣6:=4 (4.75)
and
|(v− )=(b− 1 + )− (v+ )=(b− 1− )|6:=4: (4.76)
Then
Ynk+1¿(b− )n:=2 (4.77)
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for every ! ∈ Hnk+1 ∩ In. The events Hnk+1 and In are independent. Thus
P(Hnk+1 ∩ In) = P(H1)P(I1)n ¿ 0: (4.78)
Since b− ¿ 1 we conclude that Ny =∞.
If v = 0 then estimate (4.73) is not available. Instead of that, we make use of the
estimate
B′j=(A
′
j · · ·A′n)¿(v− )=(b− )n−j+1
and proceed as in the case v¿ 0. The same estimate is used for negative v. Addi-
tionally, in this case it is not guaranteed that P(Hm) is positive. Instead of Hm, we
consider the set
H ′m = {! ∈  |Bm + AmLm¿:− (v+ )=(b− 1 + )}: (4.79)
Then P(H ′m)¿ 0 and it is seen as above that Ny =∞.
Assume now that
P(B+ AL+ Y 0k =(k − 1)¿ 0; k ¿ 1) = 0 (4.80)
for k = 1; 2; : : : . We have to prove that Ny is !nite. Denote by P′ the distribution of
(A; B; L). For v¿ 0, de!ne the distribution Q′ = Q′v by
dQ′=dP′(y1; y2; y3) = =
3∏
i=1
[1(|yi |6v) + e−|yi|1(|yi | ¿v)] (4.81)
for y1; y2; y3 ∈ R where = ∈ [1;∞) has been chosen such that Q′(R3) = 1. Associated
with the process {Yn} with Q′ as the distribution of (A; B; L), the parameter w is !nite
and positive for large v. Under the distribution Q′, the expectations of the variables
At; |B|t and |L|t are !nite for every t ¿ 0. By HDolder’s inequality, the expectation
of (A|L|)t is also !nite for every t ¿ 0. The distributions P′ and Q′ are mutually
absolutely continuous and so (4.80) is preserved in this change of measure. Also Ny
remains unchanged.
We indicate in the sequel the distribution Q′ as a subscript in probabilities and
expectations when a sequence of independent Q′-distributed random vectors is consid-
ered. By the above discussion, we may assume that under the distribution Q′, all the
conditions of Lemma 8 are satis!ed. Let x ∈ (x0;∞) where x0 is de!ned by the dis-
tribution Q′. We conclude by Lemma 8 and by ChebycheE’s inequality that for every
n6x logM,
PQ′(Yn¿M)6M−tEQ′{(Yn1(Yn¿ 0))t}
6KM−tnt+16KM−tx logMt+1: (4.82)
Hence,
PQ′(TM6x logM)6
	x logM
∑
n=1
PQ′(Yn¿M)
6KM−tx logMt+2: (4.83)
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Consequently,
lim sup
M→∞
(logM)−1 logPQ′(TM6x logM)6− t: (4.84)
If Ny would equal ∞ then by Theorem 2, limit (2.12) would hold with R(x)¡∞.
Since t in (4.84) is arbitrary we conclude that Ny is !nite.
Proof of Theorem 4. Result (3.5) follows from (3.4) since P(TM6n) tends to
P(TM ¡∞) and P(T cM6n) to P(T cM ¡∞) when n tends to in!nity. Consider (3.4).
For n ∈ N, denote
NY n = sup{Ym |m= 1; 2; : : : ; n} (4.85)
and
NY
c
n = sup{Y c |  ∈ [0; n]}: (4.86)
Then
P(TM6n) = P( NY n¿M) (4.87)
and
P(T cM6n) = P( NY
c
n ¿M): (4.88)
The choice of the vector (A; B; L) implies that NY 1 and NY
c
1 are identically distributed.
Let n¿2. Similarly to (2.18), it is seen that
NY n =L B+ Amax{L; NY n−1}; (4.89)
where NY n−1 is independent of A; B and L. For almost all ! ∈ , we have
NY
c
n =max{sup{Y c |  ∈ [0; 1]}; sup{Y c |  ∈ [1; n]}}
= Y c1 + max
{
sup{Y c − Y c1 |  ∈ [0; 1]}; sup
{∫ 
1
Acs− dB
c
s |  ∈ [1; n]
}}
= Y c1 + A
c
1max
{
(Ac1)
−1sup{Y c − Y c1 |  ∈ [0; 1]};
sup
{∫ 
1
Acs−=A
c
1 dB
c
s |  ∈ [1; n]
}}
: (4.90)
Since Ac1 = A
c
1− almost surely and {(logAc; Bc)} is a LBevy process it follows that
NY
c
n =L B+ Amax{L; NY cn−1} (4.91)
where NY
c
n−1 is independent of A; B and L. By (4.89) and (4.91), we conclude by
induction that NY n and NY
c
n are identically distributed for every n ∈ N. We obtain (3.4)
by (4.87) and (4.88).
Proof of Corollary 5. Result (3.7) follows directly from (2.13) and (3.5) and result
(3.8) from (2.17) and (3.5). Consider (3.6). Fix x¿x0. Let ¿ 0 be such that x −
¿x0. By (3.4), we have for suGciently large M ,
P(T cM6x logM)¿P(T
c
M6x logM)
= P(TM6x logM)¿P(TM6(x − )logM): (4.92)
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By Theorem 2,
lim inf
M→∞
(logM)−1logP(T cM6x logM)¿− R(x − ): (4.93)
Since R is continuous on (x0;∞) we conclude by letting  tend to zero that
lim inf
M→∞
(logM)−1logP(T cM6x logM)¿− R(x): (4.94)
The proof of the reverse inequality is similar. Thus (3.6) holds.
Acknowledgements
I would like to thank the referees for their improving comments and suggestions.
References
de Acosta, A., 1985. Upper bounds for large deviations of dependent random vectors. Z. Wahrsch. Verw.
Geb. 69, 551–565.
Arfwedson, G., 1955. Research in collective risk theory. Part 2. Skand. Aktuarietidskr., 53–100.
von Bahr, B., 1974. Ruin probabilities expressed in terms of ladder height distributions. Scand. Actuarial J.,
190–204.
BarndorE-Nielsen, O., 1978. Information and Exponential Families in Statistical Theory. Wiley, Chichester,
UK.
Bertoin, J., 1996. LBevy Processes. Cambridge University Press, Cambridge.
Collamore, J.F., 1998. First passage times of general sequences of random vectors: a large deviations
approach. Stochastic Process. Appl. 78, 97–130.
CramBer, H., 1955. Collective risk theory. Jubilee volume of FDorsDakringsbolaget Skandia, Stockholm.
Daykin, C.D., PentikDainen, T., Pesonen, M., 1994. Practical Risk Theory for Actuaries. Chapman & Hall,
London.
Dembo, A., Zeitouni, O., 1993. Large deviations techniques and applications. Jones and Bartlett Publishers,
Boston.
Embrects, P., Goldie, C.M., 1994. Perpetuities and random equations. In: Mandl, P., Huskova, M. (Eds.),
Asymptotic Statistics. Proceedings of the Fifth Prague Symposium. Physica-Verlag, Heidelberg, pp. 75–86.
Gjessing, H.K., Paulsen, J., 1997. Present value distributions with applications to ruin theory and stochastic
equations. Stochastic Process. Appl. 71, 123–144.
Goldie, C.M., 1991. Implicit renewal theory and tails of solutions of random equations. Ann. Appl. Probab.
1, 126–166.
Grey, D.R., 1994. Regular variation in the tail behaviour of solutions of random diEerence equations. Ann.
Appl. Probab. 4, 169–183.
Martin-LDof, A., 1983. Entropy estimates for ruin probabilities. In: Gut, A., Holst, L. (Eds.), Probability and
Mathematical Statistics. Department of Mathematics, Uppsala University, pp. 129–139.
Martin-LDof, A., 1986. Entropy, a useful concept in risk theory. Scand. Actuar. J., 223–235.
Norberg, R., 1999a. Ruin problems with assets and liabilities of diEusion type. Stochastic Process. Appl. 81,
255–269.
Norberg, R., 1999b. Lecture in the meeting on risk theory. Based on joint results with V. Kalashnikov,
Oberwolfach.
Nyrhinen, H., 1995. On the typical level crossing time and path. Stochastic Process. Appl. 58, 121–137.
Nyrhinen, H., 1998. Rough descriptions of ruin for a general class of surplus processes. Adv. Appl. Probab.
30, 1008–1026.
Nyrhinen, H., 1999a. Large deviations for the time of ruin. J. Appl. Probab. 36, 733–746.
Nyrhinen, H., 1999b. On the ruin probabilities in a general economic environment. Stochastic Process. Appl.
83, 319–330.
Paulsen, J., 1993. Risk theory in a stochastic economic environment. Stochastic Process. Appl. 46, 327–361.
Paulsen, J., 1998. Sharp conditions for certain ruin in a risk process with stochastic return on investments.
Stochastic Process. Appl. 75, 135–148.
H. Nyrhinen / Stochastic Processes and their Applications 92 (2001) 265–285 285
Paulsen, J., Gjessing, H.K., 1997. Ruin theory with stochastic return on investments. Adv. Appl. Probab. 29,
965–985.
Protter, P., 1990. Stochastic Integration and DiEerential Equations. Springer, Berlin.
Rockafellar, R.T., 1970. Convex analysis. Princeton University Press, Princeton, NJ.
Schnieper, R., 1983. Risk processes with stochastic discounting. Mitt. Verein. Schweiz. Vers. Math. 83 Heft
2, 203–218.
Segerdahl, C.-O., 1955. When does ruin occur in the collective theory of risk? Skand. Aktuarietidskr., 22–36.
Siegmund, D., 1975. The time until ruin in collective risk theory. Mitt. Verein. Schweiz. Vers. Math. 75
Heft 2, 157–166.
