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Abstract—This article presents a novel, end-to-end, quality-
aware optimization framework for multimedia clouds, where
path selection mechanisms are exploited in conjunction with
media optimization in order to support multimedia delivery in
a quality-aware manner. As wireless data traffic worldwide is
characterized by exponential growth, with the most prominent
part being multimedia services, consumers get in the challenging
position to compete for the limited wireless network resources.
Cloud technologies and especially Software-Defined Networking
is the perfect candidate technology in order to provide an elastic,
dynamic provisioning of network resources that adapt to a highly
changing environment, where application requirements and data
volumes vary over time. This work combines the selection of
the optimum path in the core network with quality-aware media
adaptation based on the current conditions of the wireless access
network. Thus the proposed framework achieves efficient network
resources utilization in an end-to-end fashion.
I. INTRODUCTION
As multimedia and real-time applications are migrating
on-line, new network architectures and novel paradigms for
services and networks convergence, need to be described.
Evidently, both Quality of Service (QoS) and Quality of Expe-
rience (QoE) need to be optimised and maintained by content
providers and network operators [1], [2]. Currently, there are
technological solution that could be deployed towards this
end, including Content Delivery Network (CDN), Data Center
Virtualization (DCV) and bulk data processing. Although the
requirements for processing power, resource management and
required bandwidth for such solutions to be utilised and
deployed in large scales is considerable, Cloud infrastructure
have recently arisen as the preferred solution.
This new environment, which is based on the software
and hardware virtualization, has advantages from both the
multimedia content and the network providers. The former will
be driven to offer applications on demand, massively scalable
and always on, in order to satisfy users with heterogeneous
capabilities and characteristics, while following a pay-as-you-
grow business model to minimise the costs. The latter, will
exploit the users’ ability to store, process and adapt multimedia
data in the cloud and instantiate cloud functionalities that
users may access with a minimum latency and user experience
requirements [3], [4]. However, existing cloud computing tech-
nologies are not optimised for multimedia and video streaming
services. Currently, the available computing infrastructures are
striving to cope with the demand of multiple video flow
handling in terms of encoding, processing and streaming.
Software-defined networks (SDNs) are a new framework
of networking which abstracts underlying network infrastruc-
ture and provides access through software and applications
allowing significant changes on network behaviour [5], [6].
This introduces the ability of applying business logic to
network behaviour in a dynamic way and facilitates data flow
control through constant (if not real-time) modification, since
thousands of virtual machines and sizeable applications can
be deployed. The availability of open APIs for management
and data plane control, like OpenFlow [7], OpenStack [8] or
OpenNaaS [9], provide an additional degree of integration of
Network Functions Virtualization (NFV) and cloud infrastruc-
ture.
This paper presents a novel optimization framework, which
combines SDN’s dynamic video flow adaptation via a proposed
QoS-aware path switching scheme, along with a media aware
optimization algorithm that selectively shapes the video traffic
according to the access network conditions. The proposed
framework is evaluated based on test-bed experimentations
using video sequences with various coding and content charac-
teristics. The obtained results in terms of network throughput
and perceived video quality are compared against a non-
optimised set-up that acts as the baseline scenario.
The rest of the paper is structured as follows. Section II
describes the proposed SDN path selection algorithm, while
in Section III the media aware optimisation scheme is briefly
discussed. Section IV includes the experimental set-up and
an evaluation on the obtained results. The paper concludes
in Section V.
II. SDN BASED VIDEO STREAMING OPTIMIZATION
SDN is able to provide high flexibility, unprecedented
programmability and dynamic reconfigurability of the network
resources. Along with the ever increasing demand for video
traffic over wireless and wired All-IP networks, renders SDN
the most suitable candidate technology to provide elasticity
and dynamic provisioning of network resources in order to
cope with the varying video streaming characteristics.
To achieve dynamic and just-in-time decision for QoS pro-
vision over the SDN network,a real-time network monitoring
and analytics tool was designed. The tool transparently and
efficiently collects link-based (i.e., maximum theoretical band-
width, topology information, etc.) and traffic-based metrics
2Fig. 1. Proposed SDN based video streaming optimization and QoS-aware
path selection algorithm
(i.e., packet loss, path delay, link throughout, link utilization,
etc.) from the network. Moreover, a flow-based routing algo-
rithm is proposed for differentiating and prioritizing scalable
video coding (SVC) base layer flows, over the SDN. Therefore
the video traffic flows are differentiated between base layer
streams and enhancement layer streams and then prioritized
according to their impact on the perceptual quality of the
received video. The proposed algorithm of Fig. 1 determines
appropriate paths between one or more sources to one or more
destinations, which satisfy the constraints of the video flows
marked as important.
III. MEDIA AWARE PROXY
MAP is defined as a transparent user-space module respon-
sible for low-delay adaptation and filtering of scalable video
streams [10]. In conjunction with the QoE controller, which
models QoE and informs MAP about the predicted level of the
Fig. 2. Algorithmic representation of Media Aware Proxy
perceived quality, the latter is able to either drop or forward
packets that carry specific layers of a stream to the receiving
video users. In details, MAP is a network function based on
the Media-Aware Network Element (MANE) standard [11],
[12]. Briefly, MANE can be considered as either a middle
box or an application layer getaway capable of aggregating or
thinning RTP streams by selectively dropping packets that have
the less significant impact on the user’s video experience. As
such, MANE has been proposed as an intermediate system
that is capable to receive and de-packetise RTP traffic in
order to customise the encapsulated network abstraction layer
units, according to client’s and access network’s requirements.
Within the context of the proposed media aware architecture,
MAP’s role is twofold. Firstly, it acts as a central point of
decision in order to overcome networking limitations imposed
by firewalls and Network Address Translation (NAT) protocol
that are extensively used in real life networks. Secondly, it
receives and parses RTP streams and customises the streaming
according to the video client’s requirements and network
conditions, based on the QoE aware decision engine of the
QoE controller.
In particular, MAP, which is designed to run in Linux kernel
level in order to ensure minimum impact on the end-to-end
delay, acts as a transparent proxy of the mobile client and it is
responsible to parse the packets that are destined for all mobile
users over multiple ports. Each received packet is forwarded
in a queue and its header is parsed by an RTP parser process
in order to identify the embedded video related information,
without changing the header’s fields. The above-mentioned
algorithmic process is shown in Fig. 2.
IV. FRAMEWORK EVALUATION
A. Experimental set-up
The proposed optimization framework was evaluated based
on an experimental test-bed which included a core network
and an emulated LTE Enhanced Packet Core (EPC) part, as
shown in Fig. 3. Specifically, the core network part consists
of several OpenFlow switches that allow their switch flow
3Fig. 3. Experimental test-bed
table to be controlled remotely by the SDN controller. The
scalable video streams were transmitted over the SDN network
where different priorities where asigned to each of the flows,
according to the proposed algorithm of Fig. 1. For the purposes
of this research the test-bed included FloodLight v1.0 [15] as
the SDN controller, OpenvSwitch (OVS) v.2.0.2 [16] for the
OpenFlow switches and the OpenFlow 1.3 protocol [17] as the
communication infrastructure between the SDN controller and
the Openflow switches.
Moreover, the developed real-time monitoring and analysis
SDN tool is independent of both the platform and the con-
troller, while it operates on top of every SDN controller, re-
sponsible for providing dynamic QoS path allocation and path
switching mechanisms to each of the video flows, according
to pre-defined priorities. This could be achieved by accurate
and near real-time traffic measurements across the entire
SDN network, along with a number of different techniques
including, flow marking, monitoring, manipulation and video
throughput estimation mechanisms. It is worth mentioning
that the proposed application tool provides all the above
features by triggering native OpenFlow 1.3 protocol messages
from the SDN controller to the OpenFlow switches, such as
“OFP MULTIPART REQ” for accurate traffic measuring and
“OFP FLOW MOD” for flow marking and manipulation.
Additionally, MAP is located between the core network
and the Packet Data Network (PDN) gateway and manages
the incoming traffic and filters the video streams according
to the access network conditions. The emulated EPC part of
the test-bed, comprises of virtual machines according to the
EPC topology and support basic mobility management and
monitoring functionalities.
B. Video Sequences
For the purposes of this study four common real-world
captured stereo video test sequences (“park joy”, “croud run”,
“touchdown pass” and “rush field cuts”), were used [13]. All
sequences had spatial resolution of 704×576 pixels at a frame
TABLE I. ENCODING AND STREAMING PARAMETERS
Video Sequence Park Crowd Touch Rush
No of Frames 1080 frames
Intra period 8 frames
QP base-enhancement 36-30
Frame rate 30 frames per second
Resolution 704× 576 pixels
Media Transmission Unit 1500 bytes
rate of 30 frames per second. The first two and the last two
sequences were merged together, in order to form longer video
sequences. Thus the experiments could last longer, providing
adequate time for the evaluating of the proposed optimization
framework. The new sequences have been named as “Park
Crowd” and “Touch Rush”, respectively. The encoding charac-
teristics, as well as, the streaming parameters are summarised
in Table I
The H.264/SVC encoding was performed using the encoder
provided by Vanguard Software tool [14] configured to create
two layers, one base layer and one enhancement layer, using
Medium Grain Scalability, while the group of pictures (GOP)
size was 8 frames long. The SVC was the favourable choice
for the particular experiments, as it allows video content to
be delivered over multiple paths according to the SDN path
selection algorithms and the heterogeneous wireless channels
with a manageable bit rate. The particular encoder can natively
compensate for packet losses up to 5% through a collection
of patent protected error concealment schemes. Each video
frame was encapsulated in a single network abstraction layer
unit (NALU), which in turn was encapsulated into a single
Real-Time Transport Protocol (RTP) packet with a maximum
payload size of 1400 bytes, so as to avoid IP fragmenta-
tion. The generated video streams are transmitted through
the network using the UDP/IP protocol stack. Additionally,
the Parameter Sets (PS) packets are transmitted to the client
through a separate TCP/IP channel in order to avoid any losses.
C. Results
The video sequences used throughout the experiments have a
different behaviour in terms of throughput variations, as shown
in Fig. 4. The solid line, indicates the goodput generated at the
server for both sequences, while the dashed line represents the
wireless medium saturation throughput for the two cases. Since
both video sequences have different average and maximum
throughput values, the saturation throughput was set at a
different value for each. Hence, the resulted packet loss could
be measured to be the same for both sequences and in the
range of 5%.
Particular interest has been given to the prioritization of the
base layer. Specifically, the proposed SDN flow control and
path selection mechanism, assigned higher priority to the base
layer, ensuring that the relevant RTP packets would flow over
uncongested paths along the SDN network. In parallel, the
MAP at the EPC level would selectively drop enhancement
layer packets, in order to guarantee the error free delivery
of the base layer. The impact of both methodologies on the
4Fig. 4. Transmission data rate of both video sequences versus the wireless
saturation throughput (dashed line)
Fig. 5. Base layer PLR for “Park Crowd” sequence
Fig. 6. Base layer PLR for “Touch Rush” sequence
measured packet loss of the base layer packets is illustrated in
Figs 5 and 6.
The performance of the proposed optimization framework
is compared in terms of perceived video quality, against a
baseline scenario where video packets are delivered from the
SDN and the access networks as best-effort traffic. Fig. 7
and Fig. 8 compare the measured Peak Signal to Noise Ratio
(PSNR) per frame, for both cases during the experiment time
period. It is evident that the proposed SDN and wireless
access optimization scheme achieves higher perceived quality
measured in PSNR, than the baseline scenario. The results
are consistent for the two video sequences. On average, the
proposed framework results in higher PSNR by 1.78dB, than
the non-optimised video delivery. The performance increases in
the case of “Park Crowd”, where the resulted PSNR is 2.34dB
higher than the baseline scenario.
The results are consistent and in the case of the NTIA
Fig. 7. PSNR Score for “Park Crowd” Video Sequence
Fig. 8. PSNR Score for “Touch Rush” Video Sequence
Fig. 9. VQM Score for “Park Crowd” Video Sequence
Video Quality Metric (VQM) [18]. Since VQM considers the
impact of the blurring, jerkiness global noise, block and color
distortion to the overall video quality, it correlates better with
the human visual system than PSNR. Hence the use of VQM
results would enhance the validity of the proposed frame-
work’s performance evaluation. In fact, the results illustrated
in Fig. 9 and Fig. 10, indicate clearly the advantages of the
proposed scheme. For both video sequences VQM results are
significantly better (i.e., lower values than in the case of non-
optimised transmission).
V. CONCLUSIONS
Evidently, a new wave of IP convergence is being fu-
eled by real-time multimedia applications. As new network
architecture paradigms are constantly evolving, there is an
ongoing effort by content providers and operators to provide
and maintain premium content access with optimized QoS
5Fig. 10. VQM Score for “Touch Rush” Video Sequence
and QoE. This paper presented a novel quality-aware video
optimisation scheme designed to couple SDN’s dynamic video
flow adaptation and path switching with a media-aware optimi-
sation mechanism located inside the LTE EPC. The proposed
synergy prioritised the base layer video packets and increased
its throughput resulting in a higher than the baseline video
delivery scenario, perceptual video quality. The performance
of the proposed framework was evaluated using the full-
referenced objective video quality metrics PSNR and VQM,
which indicated the overall better video quality achieved with
the proposed optimisation scheme.
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