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We introduce swordfish,a a Monte-Carlo-free Python package to predict expected exclusion limits,
the discovery reach and expected confidence contours for a large class of experiments relevant for
particle- and astrophysics. The tool is applicable to any counting experiment, supports general
correlated background uncertainties, and gives exact results in both the signal- and systematics-
limited regimes. Instead of time-intensive Monte Carlo simulations and likelihood maximization,
it internally utilizes new approximation methods that are built on information geometry. Out of
the box, swordfish provides straightforward methods for accurately deriving many of the common
sensitivity measures. In addition, it allows one to examine experimental abilities in great detail
by employing the notion of information flux. This new concept generalizes signal-to-noise ratios
to situations where background uncertainties and component mixing cannot be neglected. The
user interface of swordfish is designed with ease-of-use in mind, which we demonstrate by providing
typical examples from indirect and direct dark matter searches as jupyter notebooks.
I. INTRODUCTION
Sensitivity to signs of new physics is the most desirable
feature of a future experiment. As such, optimizing the
process by which these sensitivities are calculated is of
utmost importance for efficient scientific progress. Cal-
culating the projected sensitivity of various experiments
has proven, in the past, to be a computationally expen-
sive task. From experimentalists looking to optimize the
parameter space they rule out to theorists calculating
whether their particle physics model will be observable
in the future, sensitivity projections are a ubiquitous task
among physicists and astronomers.
The most commonly used sensitivity calculations are
based on the maximum likelihood ratio (MLR) method
which, in the large-sample (Gaussian) limit, behaves in
a well defined way [1]. The Fisher Information matrix
is connected, through the Cramer-Rao bound [2], to the
full covariance of the model parameters without the need
for computationally expensive Monte Carlo (MC) simu-
lations. This becomes even more important in the small-
sample (Poisson) limit when asymptotic distributions of
the MLR break down. In the past the Poisson limit is
the precise regime in which the Fisher method also breaks
down.
Ref. [3] presents the equivalent counts (EC) method
which extends the Fisher formalism to the Poisson regime
by condensing the complexity of calculating exclusion
limits and the discovery reach into just two numbers,
equivalent signal and background counts. The success
of this method comes from the mapping between pro-
filed log-likelihood ratios and the log-Poisson ratio ex-
plained in Sec. II. Most importantly the EC method is
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designed to be accurate in both the Poisson and Gaus-
sian regimes, making it a very powerful forecasting tool
for a large variety of counting experiments. In addition
to its high accuracy it remains fast and simple to cal-
culate even when encountering many parameters in the
Poisson regime, which has traditionally been extremely
time consuming due to the large number of MCs required
to accurately map the MLR.
swordfish is a complete and rigorous python package to
efficiently manage and perform all calculations proposed
in Ref. [3] in addition to some new techniques we intro-
duce here. We provide here a comprehensive review of
the capabilities of swordfish to calculate the main quanti-
ties of interest, namely exclusion limits and the discovery
reach. We also emphasize a concept we named the infor-
mation flux which acts as a generalization of signal-to-
noise ratio (SNR) by taking into account arbitrary sys-
tematics between background components.
Traditionally the Fisher information matrix is visual-
ized by viewing its eigenvalues and eigenvectors as the
magnitude and directions of the axes of an ellipse. Un-
fortunately this does not capture the full shape of the
parameter space. A major benefit of the Fisher Informa-
tion matrix is that is can be treated as a metric on the
space of model parameters, allowing for unique visualiza-
tion schemes which have been developed in the field of
information geometry. We present two main examples:
The first is designed to match as closely as possible the
traditional confidence contours used for parameter recon-
struction. We use the geodesic equation as defined by the
Fisher metric to trace the local curvature of the parame-
ter space which is then easily relatable to a distance scale
in terms of standard deviations and allows for the con-
struction of a non-ellipsoidal contour. The second is a
more generalized visualization scheme using streamlines
which represent approximate 1σ boxes in the parameter
space. When lines become too far apart an additional
line is added to maintain the 1σ separation. Both of
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2these schemes are fully contained within swordfish and
are therefore easy and fast to produce.
A typical problem for both experimental and theoreti-
cal physicists is calculating whether models are discrim-
inable by future experiments. In high dimensional pa-
rameter this is best done by comparison pair-wise com-
parison of more than 100 million parameter points. To
that end we introduce the Euclideanized signal method
which approximately maps the a signal to a new vec-
tor which can then be used to calculate the Euclidean
distance between points. This mapping allows for ex-
tremely efficient comparison of a large number of points
using modern clustering algorithms but only work in Eu-
clidean space.
Indirect and direct dark matter (DM) searches are
set to make significant gains over the next few years
with the construction of multiple new experiments. We
here confirm the results EC method by producing ap-
proximate DM sensitivity forecasts for a couple of well
known future/current generation experiments, namely
the Cherekov Telescope array (CTA) and Xenon 1T.
This paper is structured as follows. In Sec. II we
present the interface to swordfish and provide descrip-
tions of all the concepts required to understand the EC
method1. Sec. III implements swordfish projected exclu-
sion limits for both indirect and direct DM searches be-
fore discussing the novel visualizations of the parameter
space. In Sec. IV we conclude. Additional mathematical
details and verification of the methods can be found in
the Appendix.
II. STRUCTURE OF PACKAGE
We here give a basic overview of the package with ac-
companying descriptions of the various statistical tech-
niques and approximations used. For more mathematical
details see A as well as Ref. [3].
A. Model definition
The log-likelihood function of the model that is imple-
mented in swordfish is a general Poisson likelihood,
lnLp(D|S) = max
δB

nb∑
i=1
(
di · lnµi(S, δB)− µi(S, δB)
)
︸ ︷︷ ︸
(1)
− 1
2
nb∑
i,j=1
δBi
(
K−1
)
ij
δBj︸ ︷︷ ︸
(4)
 . (1)
Here, the expectation values µi for the number of events
in bins i = 1, . . . , nb are given by a sum of the signal Si
and background Bi, as well as background perturbations
δBi, multiplied by the exposure Ei:
µi(S, δB) =
(
Si +Bi︸ ︷︷ ︸
(2)
+ δBi︸︷︷︸
(4)
)
· Ei︸︷︷︸
(3)
. (2)
The matrix K describes the covariance of the background
perturbations δBi. Background perturbations are lim-
ited to Gaussian variations but otherwise completely flex-
ible. Since the background perturbations are usually not
of interest, they are always implicitely profiled out as in-
dicated in the definition of Lp, Eq. (1).
The individual terms of the profile likelihood and the
expectation values have the following meaning.
(1) Conventional Poisson log-likelihood (up to a constant
term that does only depend on data and not affect
Frequentist inference).
1 For more mathematical details see Ref. [3]
(2) Linear model, defined through one fixed (‘back-
ground‘ or ‘base‘) component B, the background per-
turbations δB, and a signal component S(k). The
latter can be often a function of model parameters θ
(a parameteric background model is instead split up
in a base part B and its variations K).
(3) Exposure. It is defined such that µi is dimensionless
and corresponds to expected counts in bin i. The
physical units of the exposure and the signal and
background components is up to the user and sit-
uation dependent. Factoring out exposure in the def-
initions is necessary for the definition of information
flux further below.
(4) Correlated background perturbations with a covari-
ance matrix Kij of size nb×nb. If the number of bins
is large, this introduces an equally large number of
additional nuisance parameters in the problem. Our
approach handels these efficiently.
A few final remarks about the model in Eq. (1) are in
order. The expectation values µi as defined in Eq. (2)
are not automatically positive. For large enough vari-
ances K, the δBi can become negative enough to change
3the sign of µi. The physical constraint Bi + δBi ≥ 0
cannot be directly implemented in our treatment. A
straightforward solution to this problem would be to re-
place Bi + δBi 7→ Bi exp(δBi/Bi). If we were to do a
similar transformation for the signal model, the resulting
model for µi would be positive for any model parameters.
Such a scenario, a mixture between a Poisson process and
a Gaussian random field, is known as Cox process [4].
However, although this model has more appealing math-
ematical properties, it somehow dilutes the connection
with the typical (usually additive) models one encounters
in particle and astro-particle physics. Furthermore, up to
the second derivative of the model parameters, which is
what we are interested in here, both models would give
identical analytic results.
B. Overview
In Fig. 1, we provide a conceptual summary of the cal-
culations that can be performed with swordfish and their
relations. Our ‘counting experiment’ is fully defined by
the (potentially parametric) signal S(θ), the base back-
ground B and its perturbations δB as described by the
covariance matrix K, and the exposure E. Based on
this model, the Fisher information matrix can be cal-
culated. The Fisher matrix can then be used in various
ways. First, for fixed signal shapes with a free normaliza-
tion, it is possible to use the equivalent counts method to
forecast exclusion limits and the discovery reach of the
implemented counting experiment. Second, one gener-
ates a field of Fisher information matrices, which gives
rise to a metric in the space of model parameters. This
metric can be used to derive expected confidence con-
tours for parameter reconstruction, or it can be visual-
ized directly using adaptive density streamlines. Thirdly,
the Euclideanized signal method can be used to calcu-
late the discrimination power of the couting experiment
w.r.t. various signal benchmark models. This anasatz can
again be used to derive confidence contours. Lastly, it is
possible to calculate the information flux, which is a gen-
eralization of the signal-to-noise ratio to scenarios where
background systematics can no longer be neglected.
In the rest of this section we will present the various
components of swordfish and show how they are used
in practice. Most of the theoretical background can be
found in Appendix. A, as well as in our technical paper
Ref. [3].
C. Examples I: Variance, Information Flux, Limits
and Discovery Reach
For the purpose of demonstrating the various capa-
bilities of swordfish, we set up a simple model with two
background components, two different signal shapes, a
covariance matrix for background uncertainties, and flat
exposure. Most of the code is for the construction of
example signal and background spectra.
import numpy as np
import swordfish as sf
# Basic grid
x = np.linspace(0, 10, 100)
dx = x[1] - x[0]
# Signal components
S1 = 3.0*np.exp(-(x -5)**2/2.)* dx
S2 = 2.0*np.exp(-(x -6)**2/2.)* dx
# Background components
B1 = 8./x*dx
B2 = 0.3*x*dx
# Background covariance matrix
X, Y = np.meshgrid(x,x)
K = (np.exp(-(X-Y)**2/20.)*0.02**2
+np.exp(-(X-Y)**2*10.)*0.01**2)
# Exposure
E = np.ones_like(B1 )*100.
The instantiation of swordfish is just a single line, depend-
ing only on the various background components and the
exposure.
# Instantiate Swordfish
SF = sf.Swordfish ([B1 , B2], T=[0.1, 0.],
E=E, K=K)
We assumed here that there are two background com-
ponents (first argument), where the normalization of the
first component, B1, is uncertain by 10% (second argu-
ment). Furthermore, the third and fourth argument de-
scribe respectively the exposure and the covariance ma-
trix. Note that this is just a convenient wrapper and that
internally the background components and their uncer-
tainties are recast in terms of the total background B and
additional contributions to the covariance matrix K.
In Fig. 2 we show for convenience the two signal and
background components that we defined above. We also
indicate possible realizations of the background varia-
tions that are encoded in the covariance matrix K. Fur-
thermore, we illustrate in Fig. 3 the covariance matrix.
a. Covariance and Fisher matrix. The covariance
matrix, Σ, of multiple signal components can be calcu-
lated by calling the method covariance, with a list of
signal shapes as argument.
# Calculate covariance between multiple
# signal components
print SF.covariance ([S1, S2], S0=2*S1)
>> [[ 0.52 -0.60]
[ -0.60 1.16]]
More specifically, this corresponds to the covariance ma-
trix for a linear model with S(θ) = θ1S1 + θ2S2, around
4Counting Experiment
S(θ): Signal
B : Background
K : Bkg. Covariance
E : Exposure
Fisher Information Matrix
Iij(θ) = −
〈
lnL(D|θ)
∂θiθj
〉
D(θ)
Information Geometry
gij(θ) = Iij(θ)
Tensor field visualization Confidence Contours
Euclideanized Signal
(S(θ),B)→ x(θ)
Model Discrimination
TS ' ‖x(θ1)− x(θ2)‖2
Information Flux
F(Ω|θ)ij = δI(θ)ijδE(Ω)
Strategy optimization
Equivalent Counts
(S,B)→ (seq, beq)
Exclusion Limits
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√
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FIG. 1. Overview of the various capabilities of the swordfish package. The arrows throughout the diagram indicate the work
flow of swordfish. Starting with the input in the top left corner, a counting experiment within swordfish is completely described
by the signal(s), background(s), background covariance, and exposure as defined in Eq. 1. The primary object is the Fisher
Information matrix which then allows for the computation of multiple quantities. For exclusion limits and discovery reach we
use the Equivalent Counts method described in [3]. Treating the Fisher matrix as a metric on the parameter space then allows
for two visualization schemes, adaptive streamlines and traditional confidence contours. We also introduce here a new technique
known as the Euclideanized signal for model discrimination in future experiments and as an alternative route to confidence
contours in multi-model parameter spaces. Finally, we allow for fast computation of the Information flux, a generalization of
the signal to noise ratio, for strategy optimization.
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FIG. 2. Possible signal and background components adopted
in Example I. We also indicate some realizations of the back-
ground uncertainties δB, as they are encoded in the covari-
ance matrix K, by sampling from the corresponding mutli-
variate normal distribution.
values of θ1 = 2 and θ2 = 0 (i.e., we assume that there is
an additional contribution of 2S1 to the background noise
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FIG. 3. Illustration of the covariance matrix that we adopted
in Example I. It has a narrow component, as well as a weak
broad component.
level, which is provided via the keyword argument S0).
General non-linear models can be handled by numerical
differentiation as discussed below in Sec. II D.
Technically, the covariance matrix is derived as matrix
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FIG. 4. The signal-to-noise ratio of signal S1, compared to the
information flux at different values of the exposure E. Here,
E = 1 corresponds to our baseline model. It is clearly evident
that the information flux drops as the measurement enters
the systematics dominated regime (for large exposures), and
side-bands become more relevant since they facilitate signal
background discrimination.
inverse of the Fisher information matrix, I, which can be
obtained using the fishermatrix method.
# Obtain Fisher information matrix for
# multiple signal componets
print SF.fishermatrix ([S1, S2])
> [[ 4.74 2.43]
[ 2.43 2.11]]
Here, we assumed an expansion around θ1 = θ2 = 0,
since the default value of S0 is zero.
b. Information flux. With swordfish, it is possible to
calculate the information flux, which we proposed as a
generalization of the common signal-to-noise ratio (SNR)
in Ref. [3]. It quantifies how infinitesimal changes of the
exposure in each bin affect the variance. We hence define
the information flux associated with bin i as the partial
derivative of the inverse variance w.r.t. the exposure in
the same bin, Ei, namely
Fi ≡ ∂(1/σ
2)
∂Ei
. (3)
Here, we assume a single-component linear signal model,
S(θ) = θS1, and σ
2 ≡ Σθθ. Note that in absence of
background uncertainties, this definition simply yields
Fi = S2i /Bi, which is indeed the conventional SNR.
In swordfish, the information flux for a linear one-
component signal model can be calculated using the
infoflux method, providing the signal shape as argu-
ment (here, the signal is never added to the background
noise).
# Obtain information flux
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FIG. 5. The inverse variance of the S1 normalization as func-
tion of the exposure. We also show the integrated informa-
tion flux, which equals the derivative of the inverse variance
w.r.t. the exposure.
print SF.infoflux(S1)
> [9.7e-04, 9.2e-04, ..., 7.2e-5]
The information flux for S1 is shown in Fig. 4, at differ-
ent exposure times. It is evident that for short exposure
times, where observatoins are still limited by statistical
noise, the information flux equals the SNR. For larger ex-
posure times, however, where the measurement enters the
systematics limited regime, the information flux from the
main signal region decreases drastically, while the infor-
mation flux from ‘side-band’ regions becomes enhanced.
This is evident in Fig. 4 for exposures above E ∼ 10.
Summing the information flux over all bins simply
yields the exposure derivative of the inverse variance,
dσ−2/dE, if we pretend that the exposure is increased
simultaneously in all bins (otherwise the integral should
be reweighted accordingly). Integrating this expression
from zero to some total exposure gives back the inverse
variance as function of that total exposure. This is il-
lustrated in Fig. 5. We indicate also the case where the
inverse variance increases linearly with the exposure, as
is the case in the statistics-limited regime. Deviations
occur for exposures that enter the systematics limited
regime.
c. Equivalent counts method. In the Gaussian
regime, the (co-)variance of a signal is enough to estimate
discovery thresholds and expected upper limits. How-
ever, this is not the case closer to the Poisson regime. To
obtain accurate results in this case, we adopt the equiv-
alent counts method that we developed in Ref. [3]. It
is based on the idea that the signal S, together with
the background and its uncertainties defined in some
Swordfish instance R, can be mapped on two non-
negative numbers,
(S,R)→ (seq, beq) (4)
6such that the full profile log-likelihood ratio, is approxi-
mated by the log-Poisson likelihood ratio,
−2 ln Lp(DA(S0)|S0)Lp(DA(S0)|S) ' −2 ln
P (beq|beq)
P (beq|seq + beq) . (5)
Here, DA(S) refers to ‘Asimov data’ [1], where we set
di = µi(S, δB = 0), and S0 ≡ 0 corresponds to a van-
ishing signal. This leads to median expected limits and
discovery thresholds. We will show the numerical valid-
ity of this approximation in the appendix B. Based on
the Poisson likelihood ratio, it is then possible to derive
accurate estimates for the discovery reach and expected
exclusion limits.
For a single-component linear signal, S(θ) = θS, we
define the equivalent number of expected signal and back-
ground counts as,
seq(θ) ≡ θ
2
σ2(θ)− σ2(θ0) , (6)
and
beq(θ) ≡ θ
2σ2(θ0)
[σ2(θ)− σ2(θ0)]2 , (7)
where σ2 ≡ Σθθ like above. When calculating σ2(θ),
the signal is assumed to contribute to the background
noise, whereas we used θ0 ≡ 0 to indicate that the cor-
responding variance is calculated while setting the signal
contribution to the background to zero.
Although probably not obvious on first sight, these ex-
pressions lead to the exact number of signal and back-
ground events for the single-bin Poisson process. We use
them here to generalize the notion of signal and back-
ground counts to any complex experiment in the form of
Eq. (1). For more detail on the motivation behind these
definitions see A 3. Validations of the method can be
found in Ref. [3].
The equivalent signal and background counts are ob-
tained using the equivalentcounts method, with the
signal shape as argument.
# Obtain equivalent signal
# and background counts
s, b = SF.equivalentcounts(S1)
print s, b
> 6.58 9.15
The connection between profile log-likelihood and Pois-
son likelihood will be discussed further at the end of this
subsection. On the other hand, the total signal and back-
ground counts, summed over all bins, can be calculated
with the totalcounts method.
# Obtain total signal and background
# counts
s, b = SF.totalcounts(S1)
print s, b
> 7.52 33.8
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FIG. 6. Equivalent signal and background counts for signal
S1, as function of the exposure. We clearly see that in the
signal and statistics limited regime, the number of equiva-
lent signal and background events is in general less than the
total number of signal and background events. This is ex-
pected since only events in the most sensitive signal region
contribute. However, in the systematics limited regime, the
number of equivalent signal events drops further, whereas the
increasing number of background events corresponds to the
larger systematic error bars.
Before moving on to discuss how the equivalent sig-
nal and background can be used for calculating expected
upper limits and the discovery reach, we illustrate their
behaviour in Fig. 6. Note that the count numbers are di-
vided by the exposure, to emphasize the non-linear parts
of the relation. For comparison, we also show the to-
tal signal and background counts in the example. The
equivalent signal counts are always somewhat lower than
the total number of signal event. This is related to the
fact that the events in the tails of the signal peak do not
effectively contribute to the overall SNR. The number of
equivalent signal events furthermore starts to decrease in
the sytematics dominated regime. On the other hand, the
number of equivalent background events is much lower
than the total number of background events. This comes
from the fact that only events around the region where
the signal is significant (the ‘signal region’) actually con-
tribute. However, in the systematics-limited regime, the
number of equivalent background counts grows signifi-
cantly. This accounts for the fact that the systematic er-
ror does not descrease with additional data. We note that
the concept of equivalent signal and background events
is a useful because (a) it leads to quantiatively (to within
good approximation, see below) correct results for discov-
ery reach and upper limits, and (b) because it provides
a notion for estimating how close to the Poisson regime
a specific observation actually is.
d. Discovery reach and expected limits. Thanks to
the approximate equivalency in Eq. (5), it is enough to
consider a one-bin Poisson process. We just have to insert
7the equivalent counts as function of signal normalization
θ to obtain the desired general results. The discovery
reach corresponds to the expected number of equivalent
signal events, seq, for which the background-only hypoth-
esis, beq, can be rejected with a median statistical signifi-
cance of α. It is can be calculated by solving the implicit
equation2
− 2 ln P (seq + beq|beq)
P (seq + beq|seq + beq) = Z
2 , (8)
where Z is derived from the inverse of the standard nor-
mal cumulative distribution distribution, denoted FN , as
Z(α) ≡ F−1N (1− α) . (9)
With swordfish the discovery reach can be calculated
with the discoveryreach method which takes, besides
the signal shape, the statistical power of the signal dis-
covery, α.
# Derive discovery reach
alpha = 2.87e-07 # 5 sigma , one -sided
print SF.discoveryreach(S1, alpha)
> 2.85
Conversely, swordfish also calculates the expected statis-
tical significance of a given signal. This is done by the
significance method, which behaves as inverse of the
discoveryreach method.
# Derive stat. significance
print SF.significance(S1 *2.85)
>> 2.87e-07
Expected upper limits are, in contrast to the discov-
ery reach, conceptually somewhat ambiguous. This is
related to the fact that any particular procedure to de-
rive an upper limit from some data implements a compro-
mise between correct coverage, practicality and resilience
to downward fluctuations.3 Our procedure to derive an
expected (1 − α)CL upper limit is simply to solve the
implicit equation
seq = Z
√
seq + beq , (10)
where Z is given by Eq. (9) above. For upper limits with
95% or 99.7% CL, the method leads to good results even
in the beq → 0 limit, due to some numerical coincidence
2 This approach, based on likelihood ratios and Z(α), leads to
results that are in rather good agreement with the technically
correct treatment which involves partial sums over the Poisson
distribution and makes direct connection with the statistical sig-
nificance α, not Z(α). See Ref. [3] for details.
3 We remind that a puritan’s upper limit with perfect coverage be-
haviour would yield in the case of a strong downward fluctuation
the empty set as confidence interval. This is an outcome that
experimentalists like to avoid.
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FIG. 7. We show projected upper limits on the signal com-
ponents S1 as well as the discovery threshold. The upper
limits show clearly the typical behaviour in the signal lim-
ited (∝ E−1), background limited (∝ E−0.5) and systematics
limited (∝ const) regime.
which is discussed in Ref. [3]. More specifically, we found
that the above procedure leads to results that are in good
(usually < 10%, in specific extreme cases up to 40%)
agreement with median upper limits that we derived with
a fully coverage corrected Monte Carlo for a series of
benchmark scenarios.
In swordfish the upper limit is calculated by using the
upperlimit method, providing the significance level as
well as the signal shape as arguments.
# Derive expected upper limits
alpha = 0.05 # 95% CL
print SF.upperlimit(S1, alpha)
> 0.99
In Fig. 7, we show the expected upper limits and dis-
covery reach for signal S1 as function of the exposure. We
also indicate the expected scaling of the upper limit in the
signal limited (∝ E−1), background limited (∝ E−1/2)
and systematics limited (∝ const) regimes. These are all
reproduced properly.
e. Euclideanized signal method. The model discrim-
ination power of an experiment is often quoted as the
significance level z (in terms of standard deviations) at
which two benchmark signals S1 and S2 can be distin-
guided. Here, z can be estimated from the expected pro-
file log-likelihood ratio,
TS = −2 ln Lp(DA(S2)|S1)Lp(DA(S2)|S2) , (11)
whereDA denotes again Asimov data as above. Using the
Fisher approximation, this TS value can be approximated
8by
TS '
∑
ij
∆SiD
−1
ij ∆Sj , (12)
where ∆S ≡ S1−S2 is the signal difference, and the total
(statistic plus systematic) covariance matrix is given by
Dij ≡ Kij + δij S2,i +Bi
Ei
. (13)
The interpretation of the TS value in units of standard
deviations is context dependent. We will give here one
very typical example. Suppose S1 and S2 are part of a
parametric signal model, S1 = S(θ1) and S2 = S(θ2),
and that θ has k relevant components. Furthermore,
suppose now that θ1 are the parameters of the simple
null hypothesis that we want to test, and the compos-
ite alternative hypothesis that we want to discriminate
against is that θ can aquire any value. The above TS
value corresponds then approximately to the median TS
value that we would measure in repeated experiments if
the true model parameters were θ2 (we use as data the
Asimov data set corresponding to θ2, in which case the
maximum-likelihood estimator of θ in the alternative hy-
pothesis would be simply θ2). Since the alternative and
null hypothesis are nested, and differ in their degrees of
freedom by k, we can assume that the TS value is approx-
imately χ2k distributed, with k degrees of freedom [1, 5].
The corresponding threshold value for a (1− α)CL con-
tour is then given by
Y 2k (α) = F
−1
χ2k
(1− α) . (14)
For instance, in the case of two parameters, k = 2, the
68.7%CL or 95.3%CL contours correspond to Y 2k=2 =
2.32 and Y 2k=2 = 6.12 respectively.
Calculating the pair-wise TS-values for N different sig-
nals would require N2 matrix inversions, which is pro-
hibitive if the number of points is large (say, N ∼ 106,
which is not a large number in the context of global
scans). The main idea of the Euclideanized signal method
is to reduces this to justN matrix inversions. To this end,
we define the Euclideanized signal, which constitutes a
mapping of the signal and background onto vectors of
length nb,
(S1,B)→ x1 and (S2,B)→ x2 , (15)
such that to good approximation the TS value can be
replaced by the Euclidean distance between x1 and x2,
TS ' ‖x1 − x2‖2 . (16)
The mapping depends on the specific noise level of the
background as well as the specified background uncer-
tainties. It is defined in the appendix, Eq. (A18). Here,
we just list a few limiting cases. In the background-
limited regime where systematics are neglected, we have
xi ' Si ·
√
Ei/Bi. In the systematics limited regime,
the expression looks like xi =
∑
j(K
−1/2)ijSj . In both
cases, the signal enters just linearly, since it does not con-
tribute to the background noise. This is however different
in the signal limited regime, which requires some extra
care. In this limit, we obtain xi ' 2
√
EiSi, where the 2
is a fudge factor that compensates for the fact that only
the square-root of the signal appears. However, one can
show that the latter implies to lowest order in ∆Si/
√
S¯i
that TS ≈ ∑i ∆S2i /S¯i, with S¯ ≡ 12 (S1 + S2). We show
in appendix B for a series of randomized models that
the mapping works accurately enough for typical appli-
cations.
In swordfish, this mapping is implemented in the
euclideanize method. The TS-value between the sig-
nals S1 and S2 can be then calculated as shown in the
following example.
# Euclideanized signal
x1 = SF.euclideanize(S1)
x2 = SF.euclideanize(S2)
TS = ((x1 - x2 )**2). sum()
# This is the same as:
# TS = SF.TS(S1 , S2)
print TS
>> 1.38
f. Profile log-likelihood. In order to double-check the
accuracy of the equivalent counts and equivalent signal
methods, swordfish provides a method to calculate the
profile likelihood in Eq. (1) directly. This is done by
calling the method lnL, which returns the value of the
profile log-likelihood, lnLp(DA(S0)|S1). Internally, this
profile log-likelihood is maximized w.r.t. the background
perturbations δB by using the L-BFGS-B algorithm [6].
In the following example we calcualte a profile likelihood
ratio, and compare it with the results from the equivalent
counts and the Euclideanized signal approximations.
# Exact profile log -likelihood ratio
S0 = np.zeros_like(S1) # Zero signal
TS_L = -2*(SF.lnL(S0, S1)
-SF.lnL(S0, S0))
# Poisson likelihood ratio ,
# using equivalent counts
s, b = SF.equivalentcounts(S1)
TS_P = 2*(s-b*np.log((s+b)/b))
print TS_L , TS_P
> 3.28 3.25
# Exact profile log -likelihood ratio
TS_L = -2*(SF.lnL(S1, S2)
-SF.lnL(S1, S1))
# Euclideanized signal
x1 = SF.euclideanize(S1)
9x2 = SF.euclideanize(S2)
TS_E = ((x1 -x2 )**2). sum()
print TS_L , TS_E
> 1.43 1.38
We find that for these specific cases the results are
in good agreement with each other. Comparisons with
a large number of randomized models can be found in
appendix B.
D. Examples II: Information Geometry,
Confidence Contours, Distance sampling, Validation
All examples in the previous subsection were related to
signals with a fixed shape and free normalization. How-
ever, often signals have a general parametric form. sword-
fish provides several methods to handle parameteric sig-
nals. The typical use case it to derive projected confi-
dence contours.
As an example signal for this subsection, we define a
periodic signal with two parameters for the normaliza-
tion, a, and for the phase offset, b, respectively.
# Parametric signal
S = lambda a, b:
b*np.sin(x+0.5*a+0.1*b)**2* dx
a. Covariance and Fisher matrix. Parametric signal
shapes can be handled by the methods fishermatrix
and covariance, provided they are linearized before by
using the method linearize. This can happen for in-
stance by numerical differentiation. Estimating the co-
variance of the above model paraters a and b can then
be done as shown in the following example.
# Calculation of covariance matrix
a0, b0 = 2, 6
gradS , S0 = SF.linearize(S, [a0 , b0])
print SF.covariance(gradS , S0 = S0)
>> [[0.26 , -0.50], [-0.50, 2.44]]
This method cannot be used if higher-order derivatives
of the signal play a significant role. In that case, some of
the methods that we discuss in the following section can
be used instead.
b. Information geometry and confidence contours.
The Fisher information matrix defines a metric on the
space of model parameters (which is the topic of infor-
mation geometry). Expected confidence regions for pa-
rameter reconstruction happen to correspond to equal-
geodesic-distance contours w.r.t. this metric. swordfish
provides methods to construct confidence contours by in-
ternally solving the geodesic equation. However, it also
provides a more general way of visualizing the Fisher in-
formation metric using adaptive-density streamlines. In
some sense, the streamline visualization represents all
possible confidence contours simultaneously, and is hence
more general.
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FIG. 8. Gray lines: Visualization of the Fisher information
metric, using streamlines. The line orientation corresponds to
the major and minor axes of the Fisher information metric (or
covariance matrix). The line density changes such that the
distance between parallel lines is ∼ 1σ (see text for details). A
larger signal normalization b enables a better reconstruction of
the signal position a. Red and blue lines: Equal geodesic dis-
tance contours, representing expected 1σ and 2σ confidence
regions. Note that the confidence regions constructed with
this local method do not account for the periodic structure
of the example signal model, which actually leads to discon-
nected confidence regions (see Fig. 9 for comparison). Green
line: Expected exclusion limits on b (for fixed a) at 95%CL.
The Fisher information metric defines a tensor field,
which can be generated by using the getfield method.
This method, as well as the visualization methods, are
currently only implemented for signal models with two
parameters. It takes as arguments the signal model, as
well as the two lists that specify the grid on which the
tensor field is evaluated.
# Generation of tensor field
alist = np.linspace (0.1, 10, 40)
blist = np.linspace (0.1, 10, 40)
TF = SF.getfield(S, alist , blist)
Based on the tensor field, confidence contours can be
generated using the contour method, which takes as ar-
gument both the central point of the contours as well as
a distance.
# Confidence contour visualization
# (equal geodesic distance contours)
a0 , b0 = 6, 2 # center
d = 2.32 # distance
TF.contour ([a0 , b0], d, color=’red’)
This code generates a confidence contour with geodesic
distance d = 2.32 around the indicated central point
(a0, b0). This corresponds to a 68.3%CL region. Exam-
ples for confidence contours generated this way are shown
in Fig. 8
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Internally, the method first generates Christoffel sym-
bols by numerical differentiation of the tensor field. Sec-
ond, it shoots geodesics of the specified length from the
central point in a number of directions, and finally con-
nects the endpoints. More details can be found in ap-
pendix A 4 b.
Instead of showing confidence contours for specific
benchmark points, it also useful to directly visualize the
underlying Fisher information metric field. In fact, this
can lead to a more complete, although somewhat un-
usual, representation of experimental abilities than spe-
cific confidence contours could do. A large number of vi-
sualization techniques exist for tensor fields [7]. In sword-
fish, we implemented some variation of adaptive-density
streamline visualization (e.g., Ref. [8]) which works for
2-dim parameter spaces.
Adaptive-density streamline plots are straightforward
to interpret: The direction of the streamlines corresponds
exactly to the major and minor axes of the Fisher infor-
mation metric (and hence of the covariance matrix). The
distance between two parallel streamlines corresponds
approximately to 1σ in the direction perpendicular to the
streamlines. The latter condition is realized by adding or
removing lines as necessary.
In swordfish, streamlines are generated by first generat-
ing VectorField objects from the tensor field, using the
VectorFields method. Streamlines are then generated
with the method streamlines. An example is shown in
Fig. 8.
# Streamline visualization
vf1 , vf2 = tf.VectorFields ()
vf1.streamlines(color=’0.5’)
vf2.streamlines(color=’0.5’)
The streamline generation is an iterative process.
First, two perpendicular streamlines are drawn starting
from a seed location. Starting from random points on the
existing streamlines, it is then checked whether a paral-
lel line at around 1σ distance exists. If not, it is added
and extended until it gets too close to an already existing
streamline. Further details can be found in appendix A 4.
c. Sampling and confidence contours. The above vi-
sualization of confidence contours using equal geodesic
distance contours is a local method, and hence does not
correctly treat multi-modal confidence regions. Further-
more, it would break down when the Fisher informa-
tion matrix is singular, which often happens for high-
dimensional models that are not sufficiently constrained
by data.
In the following example, we first generate a distance
field using the TS method, which adopts the above Eu-
clideanized signal method to approximate the profile log-
likelihood.
# Confidence contour visualization
# (distance measure sampling}
a0, b0 = 3, 5
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FIG. 9. Gray lines: Confidence contours constructed by us-
ing the equivalent shape method, which also works for multi-
model confidence regions. Red lines: Confidence regions from
the equal geodesic distance contours (the blue lines show the
geodesics used for constructing this region). Green lines:
Confidence regions construced using the minos algorithm of
minuit.
Sd = S(a0 , b0)
TSfield = np.array ([[SF.TS(S(a,b),Sd)
for a in alist] for b in blist])
plt.contour(alist , blist , TSfield **0.5 ,
levels = [1, 2, 3], colors=’0.5’)
The resulting contours are shown in Fig. 9. They cor-
rectly account for the multi-modal structure of the con-
fidence contours, and agree with the geodesic distance
contours where they overlap.
d. Validation with numerical likelihood maximization.
In particle and astroparticle physics, a very common ap-
proach to handling profile log-likelihoods and related in-
ference problems is to make use of the C++ numeri-
cal minimizer minuit. In order to validate the approx-
imation schemes used in swordfish, it is for any given
model possible to directly generate a Minuit instance
(part of the Python package iminuit). This can then be
used to derive confidence contours etc and compare with
swordfish results. This is done using the factory method
getMinuit, where as arguments the parametric signal as
well as the true signal parameters have to be provided.
Note that the profiling over background perturbations,
δB, is done not by minuit but by calling L-BFGS-B, as
described above for the lnL method (L-BFGS-B directly
uses analytic gradient information, which leads to a very
significant speed-up). In the following example, we show
how confidence contours can be generated with Minuit.
# Generate Minuit instance
# of Swordfish model
a0 , b0 = 6, 2
M = SF.getMinuit(S, [a0, b0])
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M.migrad ()
M.minos ()
X, Y, TSfield = M.contour(
"x0", "x1", bound = 3.)
TSfield = np.array(TSfield)
TSfield -= TSfield.min() # zero
plt.contour(X, Y, TSfield **0.5 ,
levels =[1, 2, 3], colors=’green’)
The resulting contours are shown in Fig. 9, and agree
with contours generated using the geodesic equation or
the distance sampling mehtod.
III. PHYSICS EXAMPLES
We will now discuss two typical examples from di-
rect and indirect searches for dark matter signals.clear
The main purpose of these examples is to illustrate how
the various possible inputs of swordfish connect to physi-
cal fluxes and the exposure, and how various statements
about model parameters can be derived in practice. Our
goal was to keep the examples as simple as possible, and
not to exactly reproduce published results. However, all
observed deviations can be entierly attributed to the dif-
ferent physics assumptions that are made. We showed
already above that swordfish reproduced results obtained
from the profile-likelihood method.
A. Galactic center dark matter searches with a
CTA-like experiment
Our first example is inspired by the upcoming
Cherenkov Telescope Array (CTA), and we will largely
follow a simplified version of the ON-OFF analysis dis-
cussed in Ref. [9]. The idea is to measure the gamma-ray
intensity in a ‘ON’ region close to the Galactic center,
and to compare it with the intensity in an ‘OFF’ region
that is somewhat further away. If no difference in the
intensity is observed, upper limits on a dark matter con-
tribution (which would predominantly contribute to the
ON region) can be obtained.
We assume throughout dark matter annihilation into
b¯b final states, and an Einasto profile and ON/OFF re-
gions with the same parameters as assumed in Ref. [9].
The J-values and the angular size of these regions are:
JON = 21×1021GeV2cm−5, JOFF = 21×1021GeV2cm−5,
ΩON = 3.2× 10−3, and ΩOFF = 3.2× 10−3. The cosmic-
ray electron background is assumed to follow a broken
power law dNe−/dE = 1.17 × 10−11
(
E
TeV
)−Γ
cm−2s−1,
where Γ = 3.0 for E < 1 TeV, and Γ = 3.9 for E > 1
TeV. The cosmic-ray proton flux is assumped to follow a
power law dNp/dE = 8.73 × 10−9
(
E
TeV
)−2.71
cm−2s−1,
and we assume a 99% rejection efficiency and a factor
3 shift in energy for reconstructed protons (see Ref. [9]
for details). The Galactic diffuse emission is neglected
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FIG. 10. Blue solid line and orange dot-dashed show the
95%CL exclusion limit and 5σ discovery reach respectively.
We also plot two examples of 1σ and 2σ contours. The grey
lines are 1σ streamline visualisation, as described in the pre-
vious sections.
for simplicity (although it likely does play a significant
role, and should not be neglected in any real analysis or
projection). We sum both electron and proton contribu-
tions to a single isotropic component, and assume that its
normalization is uncertain by 50%, but identical in both
the ‘ON’ and ‘OFF’ regions. Besides that, we do not
adopt any additional systematic background uncertain-
ties. Lastly, we adopt the same exposure (now somewhat
outdated) curves as in Ref.[9].
The actual implementation of the present example can
be found in the jupyter notebook swordfish ID.ipynb.
In Fig. 10, we show the 95%CL projected upper limits,
the 5σ discovery threshold, example reconstruction con-
tours (68.3% and 95.4% CL), as well as the streamline
visualization of the Fisher information metric. As it is
clear from the code, all this is relatively straightforward
to obtain once the instrumental details are coded up.
B. Xenon-1T
Direct detection experiments have, over the past few
years, gained several orders of magnitude in sensitivity
over a wide range of DM masses. Sensitivity at multiple
mass scales is achieved mainly through the use of differ-
ent target elements allowing various detectors to probe
from keV to GeV recoil energies. The use of many smaller
scale direct detection experiments with low backgrounds
have been discussed in the literature recently [10] provid-
ing excellent motivation for a fast and simple way calcu-
late the sensitivity of of these future experiments given
a physical dark matter model. Direct detection experi-
ments have, over the past few years, gained several or-
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ders of magnitude in sensitivity over a wide range of DM
masses. Sensitivity at multiple mass scales is achieved
mainly through the use of different target elements al-
lowing various detectors to probe from keV to GeV recoil
energies. The use of many smaller scale direct detection
experiments with low backgrounds have been discussed
in the literature recently [10] providing excellent motiva-
tion for a fast and simple way calculate the sensitivity of
of these future experiments given a physical dark matter
model. We here implement a simplified calculation of the
sensitives for the Xenon-1T experiment.
The Xenon collaboration have recently published their
latest results from 35636 kg days of exposure [11]. The
only way to reasonably replicate the results of Ref. [11]
is to fully simulate the detector response and signal, tun-
ing your parameters to fit the few number of events in the
signal region. Here, we instead calculate the signal dis-
tributed over only the primary photon signal (S1). Since
Fig. 3 of Ref .[11] provides the background components as
a function of S1 we are able to directly extract these and
consider how our DM signal would be distributed in the
same plane. Typically a DM signal in a DD experiment
is expressed as a recoil spectrum given by
dR
dER
=
ρ0ξT
2pimDM
g2F 2T (ER)
(2mTER +m2med)
2
η
(
vmin(ER)
)
,
(17)
where ρ0 is the dark matter density at earth which
we take to be 0.3 GeV cm−3, mDM is the dark mat-
ter mass, mmed is the mediator mass, F
2
T (ER) is the
recoil form factor, and mT is the mass of the target
isotope. We use a common approximation F 2T (ER) =
exp(−(rn
√
2mTER)
2/3) for the recoil form factor [12].
To match the known backgrounds as a function of S1 we
use the change of variables dRdS1 =
dR
dER
dER
dS1 , for which we
need a reasonable approximation of dERdS1 .
For our approximation we take red line in the bottom
panel of Fig. 2, Ref .[11], to give us the median expected
value for the S2 component given a value of S1. We
then assume that the points at which the contour lines
of constant energy cross the median expected value of
S2 approximately describe the typical recoil energy for
a given S1. We simply compute the derivative and use
the the nuclear recoil efficiency from Fig. 1 along with a
factor of 0.475 to take into account the fact that we are
only interested in signals in the reference region.
To check our approximation we integrate over the en-
tire distribution of S1 (3−70 PE) for the benchmark sce-
nario presented in Ref .[11], namely a 50 GeV DM parti-
cle with σ = 10−46 cm−2. Our approximation agrees well
with the 0.82 presented, finding that we get 0.83 events
in the reference region4. Note here we take σ = g
2µ
pim4med
4 To compare with the results of the Xenon1T collaboration we
took the mass of the mediator to be very large so it no longer
plays a role, mmed = 10
5MeV
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FIG. 11. Blue solid line and orange dot-dashed show the
95%CL exclusion limit and 5σ discovery reach respectively.
We also plot two examples of 1σ and 2σ contours. The grey
lines are 1σ streamline visualisation, as described in the pre-
vious sections.
where µ =
mDMmp
mDM+mp
and mp is the mass of the proton.
Through the same procedure we sum the backgrounds
and compare our total signal in the reference region which
we find to be 0.37 events, in good agreement with the re-
ported 0.36 events. WE simply assume a background
uncertainty of 10% for all components separately.
Again, the implementation of the present example can
be found in the jupyter notebook swordfish DD.ipynb.
In Fig. 11, we show the 95%CL projected upper limits,
the 5σ discovery threshold, example reconstruction con-
tours (68.3% and 95.4% CL), as well as the streamline
visualization of the Fisher information metric. As it is
clear from the code, all this is relatively straightforward
to obtain once the instrumental details are coded up.
IV. CONCLUSIONS
We introduced swordfish, a set of new statistical tools
and their implementation in a Python package to effi-
ciently forecast and analyse experimental sensivities in
particle and astroparticle physics. Internally, swordfish
is build on the Fisher information formalism and several
new extensions that were introduced here or recently in
Ref. [3]. This allows one to skip the often time-intensive
Monte Carlo step when performing sensitivity forecasts,
and to look at experimental abilities in new and more
fine-grained ways. The tool can be immediately applied
to many practical problems, as we demonstrate with typ-
ical forecasting examples from indirect and direct dark
matter searches (the code examples can be found here at
github.com/cweniger/swordfish).
The statistical model that we implemented in sword-
fish is a Poisson likelihood function, profiled over general
13
Gaussian background perturbations. Non-linear signal
models are supported. This set-up is generic enough to
capture the relevant aspects of a very large number of ex-
periments and signal types relevant for particle physics,
astroparticle physics and astronomy (including, for ex-
ample, collider experiments, direct dark matter searches,
radio telescopes, gamma-ray detectors, neutrino detec-
tors, many searches for axion-like particles, and even the
analysis of gravitational wave forms).
In swordfish, we implement several new statistical
methods and efficient approximation techniques.
• Equivalent counts method. This approximation
technique maps complex signal and background
models onto just two numbers: the equivalent signal
and equivlanet background counts. These provide
information about the number of statistically rel-
evant signal and background events, and are used
to quickly derive approximate (but accurate) dis-
covery thresholds and expected upper limits on the
signal flux.
• New visualization of parameter degeneracies. The
commonly shown expected confidence regions of
benchmark signal models have a geometric inter-
pretation as equi-geodesic-distance contours of an
underlying information metric. This information
metric captures all possible benchmark models at
once. We introduce an intuitive variable-density
streamline visualization of this information metric
as a new way to visualize experimental abilities in
a benchmark-free way.
• Fisher information flux. In absence of systematic
uncertainties, the commonly used signal-to-noise
ratio is a faithful measure to identify the most sensi-
tive region-of-interest in event space. We generalize
this concept to also account for systematic back-
ground uncertainties. The resulting Fisher infor-
mation flux can be used for optimal experimental
design in situations where background uncertain-
ties cannot be ignored.
• Euclideanized signal method. It is often of interest
to quantify by how much future experiments will
be able to discriminate different parts of a signal
parameter space. If the parameter space is high-
dimensional, this might require the pair-wise com-
parison of more than 100 million parameter points.
This can be, in principle, achieved with modern
clustering algorithms that work in Euclidean space.
In swordfish we implemented a new way to map sig-
nals on their Euclidean analog, such that the Eu-
clidean distance between two signals approximates
(with high accuracy) the statistical difference be-
tween the model parameter points.
We presented short code examples for how all of the
above methods can be easily used for a specific back-
ground and signal model. The approximation techniques
usually work to within 10%–20%, and are validated in
Ref. [3] or in the present work. We finally, showed two
simple real-physics examples from both indirect and di-
rect dark matter detection to illustrate the ease of com-
putation and utility of the method. Firstly, the sensitiv-
ity to TeV scale annihilating WIMP dark matter with a
CTA-like instrument was calculated, following [9]. Sec-
ondly, we constructed a simplified version of the Xenon-
1T experiment using an approximate 1-D analysis us-
ing the background signals presented in Ref. [11]. For
both examples we showed our visualisation schemes as a
unique way to view the model parameter space.
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Appendix A: Definitions and Derivations
Here we gather all the definitions required to under-
stand the swordfish package. We avoid reproducing all
the derivations of Ref. [3] and refer there for a more com-
plete set of information.
1. Fisher information matrix
In general, the Fisher information matrix is, given
some regularity conditions, defined via the second deriva-
tive of the log-likelihood,
Ikl(η) = −
〈
∂2 lnL(D|η)
∂ηk∂ηl
〉
D(η)
, (A1)
where the average is taken over data realizations of a
model with parameters η. If we apply this definition to
the model in Eq. (1), with η = (θ, δB), we obtain the
various Fisher matrix components
Iθkθl(θ) =
∑
i
∂Si
∂θk
Ei
Si(θ) +Bi
∂Si
∂θl
, (A2)
IδBkδBl(θ) = δkl
Ek
Sk(θ) +Bk
+K−1kl , (A3)
IθkδBl(θ) = IδBlθk(θ) =
∂Sl
∂θk
El
Sl(θ) +Bl
. (A4)
Here, we assumed that the mock data is generated for
η = (θ, 0).
The inverse of the Fisher matrix provides information
about the covariance of the parameters. However, we
are here not interested in the covariance of δB. It is
hence useful to consider some partially inverted, or pro-
filed Fisher information matrix. More specifically, the
above Fisher information matrix has block form,
Iηη =
( Iθθ IθδB
IδBδB IδBθ
)
. (A5)
The ‘profiled Fisher information’ matrix for parameters
θ only is then given by
I = Iθθ − IθδB I−1δBδB IδBθ . (A6)
One can now show (see Ref. [3]) that this expression can
be written in the simple form
Ilk(θ) =
∑
ij
∂Si
∂θk
D−1ij
∂Sj
∂θl
, (A7)
where D is given by
Dij = Kij + δij
Si(θ) +Bi
Ei
. (A8)
This is the definition of the Fisher information matrix
that is used in swordfish.
2. Fisher information flux
A common question in experimental design, or the
planning of observation strategies, is how much addi-
tional data in different areas of observational parameter
space would strengthen the constraints on various model
parameters. The naive approach, which is to just con-
sider signal-to-noise ratios, does not take into account de-
generacies with other model components or background
systematics. The Fisher information matrix provides a
useful starting point to find a more general definition of
the SNR that takes these effects into account.
We define the Fisher information flux as the partial
derivative of the information matrix Ikl(θ) w.r.t. expo-
sure Em,
Fkl,m ≡ ∂Ikl
∂Em
. (A9)
For the above model, this gives
Fkl,m =
∑
ij
∂Si
∂θk
D−1im
Sm(θ) +Bm
E2m
D−1mj
∂Sj
∂θl
. (A10)
Note that in swordfish, only a one-dimensional linear
model is implemented, although the generalization to
multiple dimensions is straightforward (see Ref. [3]).
3. Equivalent counts method
The definition of equivalent signal and background
events in Eqs. (6) and (7) can be derived as follows.
Consider a one-bin Poisson process and a simple linear
model µ(θ) = θS + B. The expected number of signal
and background events are given by s = θS and b = B,
respecively. These are related to the Fisher information
matrix via θ2Iθθ(θ) = s2/(s + b). Evaluating this rela-
tion both at θ1 > 0 and in the limit θ → 0 gives two
equations. These can be inverted to write the number of
signal and background events in terms of the Fisher infor-
mation matrix. We find s = θ2(I−1θθ (θ)− I−1θθ (0))−1 and
b = θ2I−1θθ (0)(I−1θθ (θ)− I−1θθ (0))−2. The main idea of the
equivalent counts method is now to generalize these exact
expressions to arbitrary models of the form Eq. (1). Ex-
pected upper limits and discovery thresholds can then be
derived using the equivalent counts in a hypothetical one-
bin Poisson process, instead of the full model. We showed
in Ref. [3] that the equivalent counts method is rather ac-
curate for a large variety of cases. In particular, it is by
construction accurate in the deeply Poissonian and Gaus-
sian regimes. For intermediate cases, we found that the
obtained limits and thresholds agree with fully coverage-
corrected Monte Carlo results to within 10–30%. The
most extreme deviations that we could identify occur for
projected upper limits, in scenarios with the majority of
the signal events are buried under a much larger back-
ground and a small amount of signal events in a nearly
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background free region dominates the signal significant.
In this case, a kind of ‘level-splitting’ of the otherwise
discrete Poisson likelihood occurs that can be exploited
to obtain somewhat stronger limits than what is possible
with a pure Poisson likelihood. In this specific case our
projected upper limits are a conservative estimate (see
Ref. [3] for some more details).
4. Information Geometry
Confidence regions at (1−α) confidence level (CL) have
the property that they cover in repeated experiments the
true but unknown value in (1−α) of the cases. They are
very commonly derived by studying profile likelihood ra-
tios (see, e.g., Ref. [1]). Simple approximations to the ex-
pected confidence regions can be found by assuming that
the likelihood function has the parameter dependence of
a multi-variate normal distribution (‘Gaussian approx-
imation’). However, the viability of the Gaussian ap-
proximation depends on the model parameterization. A
more accurate and parametrization invariant estimate of
the expected confidence regions is based on the geodesic
equation.
a. Gaussian approximation
If the Gaussian approximation applies, the
expectation-value of the log-likelihood function has
the form
−2
〈
lnL(D|θ′)
lnL(D|θ)
〉
D(θ)
=
∑
ij
(θi−θ′i)Iij(θ)(θj−θ′j) ≡ χ2 .
(A11)
The expected confidence region at (1 − α)CL, provided
that θ has been measured, can be obtained by identifying
the parameter region where
χ2(θ′) ≤ Y 2k , (A12)
where Yk is defined in Eq. 14 and k corresponds to the
dimensionality of the parameter space θ.
b. Geodesic approximation
The above construction of confidence contours has a
geometric interpretation. The Fisher information ma-
trix induces a metric on the parameter space of θ. In
fact, a central property of the Fisher information matrix
is that it transforms like a metric under reparametriza-
tion of the model. This follows directly from the defini-
tion in Eq. (A1). The region defined above corresponds
then to an equal-geodesic-distance contour with distance
Y from the point θ (provided that the Fisher informa-
tion matrix does not vary significantly within the region
of interest). A parametrization-independent definition of
confidence regions can be found by constructing equal-
geodesic-distance contours by solving the geodesic equa-
tion,
d2θi
ds2
+
1
2
I−1ij
(
∂Ilj
∂θk
+
∂Ikj
∂θl
− ∂Ikl
∂θj
)
dθk
ds
dθl
ds
= 0 .
(A13)
Although this geodesic approximation to confidence con-
tours is still not exact, we find that they in general agree
very well with results from traditional likelihood-ratio ex-
plorations, both in the statistics and systematic limited
regime.
5. Euclideanized signal
The entire point of the ‘euclideanized signals’ that we
introduce in this work to enable the rapid calculation of
the expected TS value in Eq. (A14) for a very large num-
ber of signal combinations (e.g., ∼ 1016 in the case of a
Bayesian scan with 100 million points). This would be
possible if the most efficient clustering algorithms, which
can handle billions of points, can be used. These, how-
ever, happen to work in Euclidean space. The goal is
hence to map signals S onto vectors x such that the TS
value is approximately given by the L2-norm in Euclidean
space, TS ' ‖x1 − x2‖2.
We start by approximating the TS-value in Eq. (A14)
by using the Fisher information matrix evaluated at the
mean signal S¯ = 12 (S1 + S2),
TS ' ∆STD−1
S¯
∆S , (A14)
where ∆S ≡ S1 − S2 denotes the signal difference, and
DS¯ corresponds to Eq. (13) with Si → S¯i. If we define
now the vector
x′i ≡
∑
j
(D−1/2)ijSjEj , (A15)
it is straightfoward to show that it satisfies
TS ' ‖x′1 − x′2‖2 if DS1 ≈ DS2 . (A16)
However, in the case where the shot noise of the signal
has a significant impact on the total background uncer-
tainties, the above relationship will break down. This
becomes actually a large effect in the strong-signal limit.
In fact, to second order in ∆S2i , we find that
‖x′1−x′2‖2 ≈
1
4
∑
i
∆S2i
S¯i
if S¯i  Bi +EiKii . (A17)
Hence, we would in this limit underestimate the discrimi-
nation power of an instrument systematically by a factor
of two. In order to avoid this problem, we multiply x′
with some fudge factor that equals one for negligible sig-
nals, and equals two when the signal dominates. We will
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show below that this proceedure leads to satisfactory re-
sults.
The above discussion motivates the definition of the
‘Euclideanized signal’,
xi ≡
∑
j
(D−1/2)ijSjEj
(1 + R · Si
R · Si +Bi +KiiEi
)
,
(A18)
where we take the weight R = 0.1, which we found to
lead to the best results. It has the proprety that the TS-
value corresponding to two signals can now be written
as Euclidean distance between their euclideanized signal
vectors, as shown in Eq. (A14).
In order to test the accuracy of the above proceedure,
we randomly generated a large number of models with
nb = 10, using randomized signals S and randomized
covariance matrices K. Without loss of generality, the
background and the exposure are kept flat. In Fig. 13,
we compare the TS values obtained from the profile log-
likelihood ratio in Eq. (A14) with the one obtained from
the euclideanized signals, for varying degrees of exposure
and magnitude of the covariance matrix.
Appendix B: Validation of approximation methods
First, we motivate heuristically the analytical form of
the fudge factor that we used in Eq. (A18). To this end,
we consider the approximate relation
χ2G ≡
(s1 − s2)2
b+ s¯
≈ χ2E ≡ (x1 − x2)2 , (B1)
where we defined the mean signal s¯ ≡ 12 (s1 +s2), and the
Euclideanized signal
xi =
si√
si + b
·
(
1 +
R · si
R · si + b
)
(B2)
As above, we set the rescaling parameter R = 0.1, for
which we find the best performance.
The degree to which the approximation in Eq. (B1) is
shown in Fig. 12, as function of the signals s1 and s2.
Only the region that corresponds to a signal difference
of < 5σ is shown. In this region, the approximation pro-
vides a relative agreement to within 16%. The approxi-
mation works somewhat worse if the difference between
the signals becomes larger, which is however not of much
relevance for the intendet applications of our method.
In order to validate the Euclideanized signal method,
and to estimate the expected approximation errors, we
consider a large number of random models. For the pur-
pose of illustration in this paper, we kept the models
simple. They consists of nb = 3 bins (we find similar
results also for a much larger number of bins), with a
background set to BT = (1, 1, 1), a signal set to S = θR,
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FIG. 12. Ratio between
√
χ2G and
√
χ2E in Eq. (B1), as func-
tion of s1/b and s2/b. The unmasked area corresponds to
χ2G < 25, which excludes signal differences larger than ∼ 5σ.
Within the unmasked region, the differences between
√
χ2G
and
√
χ2E are smaller than 16%.
where R is a vector of random numbers in the range
[0, 1], and K = k2LT · L where L is a random 3 × 3
matrix with entries in the range [−1, 1]. We assume a
flat exposure given by E. We consider three benchmark
scenarios. First, a signal limited case, with E = 10−2,
k = 0, θ = 103.5. Second, a systematics limited case,
with E = 106, k = 1, θ = 1. Third, a background lim-
ited case that is still close to the Poissonian regime, with
E = 102, k = 0, θ = 1.
In Fig. 13 we co-eps-converted-to.pdfmpare the TS-
value derived via the profile log-likelihood, Eq. (11),
with the TS-value derived from the Euclideanized signal
method, Eq. (16). We find that the deviations are largest
in the signal-limited case, and up to ±20% on √TS. In
the systematics limited regime, the deviations are (as ex-
pected) much smaller. Interestingly, in the background
limited case, we find for the given benchmark point that
there is a ∼ 10% bias towards smaller TS-values. This
bias disappears if we either increase the exposure (and
hence the problem becomes more Gaussian), or if we
decrease the exposure and the problem becomes signal
dominated. We conclude that the Euclideanized signal
method provides fast estimates for
√
TS that are correct
to within 20%.
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FIG. 13. Comparison between exact
√
TS value derived from
the log profile-likelihood, and the approximate
√
TS value de-
rived from the Euclideanized signal method. The different col-
ors correspond to the signal, the systematics and the (Pois-
son) background limited regimes (see text for details). As
indicated by the dashed lines, the devitations are not larger
than 20% for all random models.
