Face retrieval has received much attention over the past few decades, and many efforts have been made in retrieving face images against pose, illumination, and expression variations. However, the conventional works fail to meet the requirements of a potential and novel task -retrieving a person's face image at a given age, i.e. 'what does a person look like at age X?' The reason that previous works struggle is that text-based approaches generally suffer from insufficient age labels and content-based methods typically take a single input image as query, which can only indicate either the identity or the age. To tackle this problem, we propose a dual reference face retrieval framework in this paper, where the identity and the age are reflected by two reference images respectively. In our framework, the raw images are first projected on a joint manifold, which preserves both the age and identity locality. Then two similarity metrics of age and identity are exploited and optimized by utilizing our proposed quartet-based model. The quartet-based model is novel as it simultaneously describes the similarity in two aspects: identity and age. The experiment shows a promising result, outperforming hierarchical methods. It is also shown that the learned joint manifold is a powerful representation of the human face.
Introduction
Over the past few decades, face retrieval has received great interest in the research community for its potential applications such as finding missing persons [19] and matching criminals with CCTV footage for law enforcement [35] . [39] Face retrieval was first introduced by [39] , and has since been a burgeoning area in computer vision. [36] used eigenfaces for face recognition to yield a satisfying result on their own dataset. With more digital image and video data uploaded to the internet than ever before, the requirements of face retrieval tasks become more critical, especially as this data is generally unconstrained in pose, illumination and expression. As a matter of fact, aging is also a paramount factor that compromises the accuracy of face retrieval. However, there are very few approaches which incorporate techniques to deal with age discrepancy for face retrieval tasks. To the best of our knowledge, there are only two works [5, 11] that tackle cross-age face retrieval. [5] proposed a cross-age reference coding method which encodes the low-level features of a face image within an age-invariant reference space. [11] employed an alternating greedy coordinate descent learning algorithm to select age-sensitive and identity-sensitive features to enhance the cross-age face retrieval.
Beyond the conventional content-based face retrieval problems, in this paper, we focus on a much more challenging task -retrieving a person's face image at a given age. The traditional content-based framework which takes a single query image does not succeed at this task as this image can indicate the identity or the age, but not both. Adding a text query to address the objective age is not a solution either, as it is infeasible to have sufficient age labels for largescale online datasets. Additionally, it is sometimes not easy to describe an age by a certain numeral and we may just want to look for an image of person A at a similar age stage shown in person B's image. Figure. 1 shows an example of the proposed problem. To address these issues, we pro-pose a novel face retrieval framework with two input reference images, with one indicates the identity and the other denotes the age, which we refer to as dual-reference face retrieval (DRFR).
In our proposed dual-reference face retrieval framework, the raw images are first projected onto a joint manifold, which preserves both the age and identity locality. Subsequently, as the age and identity are measured differently on the joint manifold, a similarity metric for each is exploited and optimized via our proposed quartet-based model. In detail, each quartet sample contains four images, comprising of two people at two different ages. Within each sample, a rectangle can be formed by placing the images of the same identity in the same row and the images with subjects of the same age in the same column. Thus the margin between the hypotenuse and the cathetus of the rectangle can be maximized. It is important to note that the quartet-based model is novel as it simultaneously describes the similarity in two aspects: identity and age.
The contributions of this paper mainly lie in the following three aspects: 1) We propose a novel and widely applicable face retrieval task.
2) A joint manifold of identity and age is exploited to preserve the localities of these two aspects. A novel quartet-based model coordinated with two Mahalanobis distances is proposed to describe the similarity between image pairs.
3) Our proposed DRFR task can be abstracted to a highlevel task -dual reference/query retrieval, which might lead to a new research direction.
The remainder of the paper is organized as follows: we review related works in Section 2; our proposal is outlined in detail in Section 3; in Section 4, we discuss the experiments and results; we provide a short conclusion in Section 5.
Related Works
As DRFR is newly proposed and to the best of our knowledge, there are no similar works in the literature, we review related works in the areas of face retrieval and age estimation, focusing on those papers which explore facial feature representation, age variation capturing and similarity metric learning.
Facial Feature Representation. A broad array of research has been completed on facial feature representation. As facial features are not the core part of our framework, we just give a rough review here. For a comprehensive review, we refer our readers to [3] . Early works mainly take heuristic features such as LBP [1] , SIFT [20] , HOG [9] , Gabor [24] or their extensions, LTP [34] , FPLBP [38] , HDLBP [6] . However, designing hand-crafted features is a trial and error process which is less than adequate for our purpose. Another branch of research regarding facial features is based on utilizing deep learning. [18] proposed unsupervised algorithms to learn feature representation automatically and [10] employ deep learning to learn similarity scores.
Age Variation Capturing. Age variation capturing is rarely considered in conventional face retrieval approaches because in most works to date, features are required to be age-invariant. In contrast, as we need to retrieve the image of a 'certain' age, we need a framework which embeds the age variation in our final facial representations. Approaches capturing age variation can primarily be found in age estimation literature. The earliest approach of age estimation based on facial images dates back to 1994, [21] uses geometric features, in which the ratios between different measurements of facial landmarks (e.g. eyes, chin, nose, mouth, etc.) are calculated to classify the individual into three age groups, namely infants, young adults and senior adults. Unfortunately, it suffers in distinguishing young and old adults as both the shape and texture of the face change during aging [33] . To overcome the drawbacks of geometric features, the Active Appearance Model(AAM) is proposed in [7] . AAM is able to simultaneously capture the shape and texture information of face images. Our proposal is inspired by Ageing Pattern Subspace [13] , in which a serial of a person's images is treated as an aging pattern. However, our proposed joint manifold is very different because we also embed the identity information at the same time.
Ranking Model. Once the proper facial image representation is selected, ranking the similarities is the next concern. Conventional ranking models can be divided into three general approaches: point-wise [2] , pair-wise [8] and list-wise [4] . Pair-wise ranking models are preferred in most retrieval works as they take into account the correlations between each sample and have acceptable computation complexity. Triplet-based models are an extension of pair-wise ranking models, and are discussed in [32] . The margin between the matched pairs and the mismatched pairs in each triplet sample is maximized to learn the ranking function. Compared to traditional pair-wise methods, triplet-based model considers not only the inter-class variations, but also the intra-class variations. As both the identity and age similarities need to be ranked in our task, which the triplet-based model is not capable of, we further extend it to a quartetbased model.
Dual-Reference Face Retrieval
For convenience, define I m i as an image of the individual with identity i at age m. Input an image pair (I m i , I n j ), where i is the target identity and n is the objective age, thus our required output is I n i . As discussed, DRFR consists of two stages. Firstly, a mapping function is learned to project the raw images onto a joint manifold. Subsequently, to measure the similarity between each pair of images, the two metrics are learned on the low-dimensional space, based on a quartet model. We devote the rest of this section to outlining these two stages.
Joint Manifold
A face image with D-dimensional feature representation can be considered as a point in the D-dimensional space containing rich information such as age, gender, race, identity. Manifold learning is first proposed in [29] , in which they believe that the high-dimensional data is sampled from a smooth low-dimensional manifold. Thus it is natural that information from a facial image can be represented within low-dimensional manifolds embedded in a high-dimensional image space [12, 27, 17] . Many applications already utilize low-dimensional manifolds to embed human face images, such as face recognition [17] and age estimation [14] . However, our proposed joint manifold as illustrated in Figure. 2 is very different; instead of treating the age and identity as two separate degrees of freedom in a single manifold, we make an assumption that the age and identity are both manifolds sampled from a higher-dimensional manifold. This assumption is proved in Section 4.
Let X be the original representation of the raw images and Y be the low-dimensional joint manifold, define the mapping function of the joint manifold to be f : X → Y.
Since both the locality of the age and identity can be represented as matrices, let S denote the set of all such similarity matrices. Specifically, the matrix S n ∈ S reflects the simi-larity among all the individuals' images at age n; similarly, S i denotes the similarity over those images belonging to an individual with identity i across all ages. The desired properties of f are discussed below.
Preserving locality of individual space
We first calculate the similarity matrix S n . In detail, among all the images at age n, if two images are nearby in original feature space X , we mark the similarity as exp −
, where x n i ∈ X is the original feature representation of image I n i and · 2 2 is the l2-norm, otherwise their similarity is 0. Thus the similarity matrix S n under age n is calculated as:
where N (x n i ) denotes the neighbors of x n i . To preserve the locality, we require the nearby points in X to remain close to each other after being embedded into Y = f (X ), thus we optimize the function:
Preserving locality of age space
Similarly, to calculate the age similarity matrix S i , we gather all the images of the individual i, and assign exp −
as the similarity if m − n is below a threshold ε, otherwise the similarity is 0:
(3) To preserve the local smoothness, we optimize the function:
Similarity Metric Learning Based on a Quartet Model
After both the original age and identity spaces are mapped onto a joint manifold, different measurements should be taken to obtain the similarity of the two aspects. In this paper, two similarity metrics are learned based on a novel quartet model, which is a graph with 4 vertices as shown in Figure. 
The vertices sets
, (x n j )}, and the edges are defined as the distance between each embedded point. We use Φ(·, ·) to individual sensitivity age sensitivity denote the difference measurement function whereby the smaller Φ(·, ·) is, the more similar the two images are. In the following of this subsection, the properties of the desired metrics are introduced.
Individual metric
Considering two image pairs (x m i , x n i ) and (x m j , x n i ), which are shown in the quartet model in Figure. 3, it is very clear that on the individual metric, the distance between x m i and x n i is smaller than that between x m i and x n j , because these two pairs of images both have the age gap m − n while the first image pair (x m i , x n i ) belongs to the same individual i. Mathematically, there is:
where Φ ind measures the individual difference between any pair of images. Additionally, the distances between image pair (x m i , x m j ) and (x m i , x n j ) are supposed to be similar because the individual metric is uncorrelated with the age, which can be written as:
Age metric
Similarly on the age metric, the distance between image pair (x m i , x m j ) is smaller than that between (x m i , x n j ), and the distances are close if the age gap within each image pair is same. Thus we have:
Φ
where Φ age measures the age difference between any pair of images.
Quartet loss
To obtain the discussed characteristics of the individual and age metrics, a loss function which maximize the margin between the distances in Eq. 5 and Eq. 7, and meanwhile minimize the margin between the distances in Eq. 6 and Eq. 8 is designed. For convenience, we first define d as the distance of two images embedded in the joint manifold Y:
and take the Mahalanobis distance as the distance measurement. Thus the Φ(·, ·) can be written as:
where M age and M ind are the Mahalanobis matrices. To maximize the margin, the hinge loss function:
is employed. Thereby for a quartet sample indexed by (i, j, m, n), the loss L mn ij can be defined as:
And the loss over the whole training set is
Optimization
Considering the loss function L and the joint manifold as the regularization term, the overall objective function is:
where M 0 implies that M is a semi-definite positive matrix, thus pseudometrics are allowed. As both the Mahalanobis matrices M age and M ind as well as the embedding function f need to be learned in Eq. 12, we employ a deep network to optimize them jointly. The architecture of the proposed network is discussed in the following sections.
Deep network architecture
Our quartet-based network architecture is shown in Figure. 4 , which jointly optimize the manifold embedding function f and two Mahalanobis matrices. This network takes quartet samples as input. Each quartet sample contains an image set Q = {x m i , x n i , x m j , x n j }, which are the images of the person i and j at his m and n age stage. The images are firstly passed through a convolutional network with a deep architecture, which can extract prolific and robust age and identity information from a facial image while preserving the locality. The deep convolutional network takes the joint manifold cost as the loss function. Subsequently, the distance between the outputs of the deep architecture, for example, f (x m i ) and f (x n i ) are measured via two independent metrics, which are namely, age metric and individual metric. With the distances between each image pairs, the quartet loss are thus optimized and the gradients are back-propagated to update the M.
Deep convolutional layer. In our model, the deep convolution layer is trained to explore the joint manifold of the age and identity. As discussed in the Section 3.1, the joint manifold is supposed to keep the locality structure, thus the Eq. 2 and Eq. 4 are taken as the joint manifold cost. In the experiment, we first compute the similarity matrix across the whole dataset while for each input batch, only the involved locality constrains need to be satisfied during training, which leads to a great computation saving. As a fact, the linear embedding can already reflect the joint manifold, however we employ the deep learning for a better performance. Table. 1 shows the detail of the architecture of the proposed deep convolutional network, which is inspired by the [30] .
Individual metric and age metric. At the end of the deep architecture module, the facial images are represented by a d-dimensional feature. To measure the distances between each image, we introduce two Mahalanobis matrices M age and M ind . Since Mahalanbis matrices are semidefinite positive, M can be factorized as M = L L. In other words, to learn the individual metric and age metric is equally to learn two projections L ind and L age as:
In our architecture, the two metrics layer are inner product layers with independent weights. The eucledean distance in the projected space is the corresponding Mahalanbis distance. It is not hard to update the matrix L via the loss function Eq. 12 while how to ensure M being semi-positive is a problem. Inspired by [31] , we take a trick when updating on L happens. After L is updated by the network, we check all the eigenvalue of the matrix L and change the most negative eigenvalue to zero and then update L again to make it closer to a semi-positive matrix. Figure 5 . Experiment results on CADC dataset. The first row and second row are selected two good retrieval results. We can find that the performance of our DRFR is encouraging though the third output in the first retrieval is not very accurate. The third row is a bad retrieval which is totally wrong in top-5 outputs. However, we think the failure in the 3rd example is because the age reference image is miss-labelled and hard to recognize, even to human.
Experiment
Due to the proposed problem is very novel and currently not widely studied, there are very limited datasets suitable for the experiment. It is hard to search datasets with large range labelled age and vast identity. And that is also why this paper studies this problem. In the experiment, we evaluate our DRFR on three famous face recognition and age estimation datasets: Cross-Age Celebrity Dataset(CACD) [5] , FGNet [22] , and MORPH [28] . The statistics of these datasets are shown in Table. 2. We can see that CACD [5] contains the largest number of images while MORPH [28] has the most subjects. Although FGNet [22] is small compared to the other two datasets, its huge age gap makes it a good platform to evaluate our DRFR. Moreover,we evaluate the age distribution of these datasets, shown in Figure. 
Experiment on CACD
Dataset Setting The Cross-Age Celebrity Dataset is collected for the cross age face retrieval task in [5] , and it contains 163446 images from 2000 celebrities with the age ranging from 16 to 62. The large scale data with high age variations supplies a high quality experiment enviroment for our DRFR. However, it is noteworthy that although the age ranges from 16 to 62, the maximum age gap for each celebrity is 9 years old, as all the collected images are taken from 2003 to 2014. In details, the age gaps are stepping at 1 year old from (14-23) to (53-62), thus there are 40 age gaps in total. On average, each age gap contains 4000 images of 50 celebrities. Following the settings in [5] , we take 60% data as training data and the remaining data for testing. The training data is picked uniformly from each age gap to ensure all the age gaps are covered. For the testing data, as there are averagely 8 different images for each celebrity at each age, we further split the testing data into 8 subsets for the evaluation. We employed HDLBP [6] as the original features during the training session, and the ε in Eq. 11 was set as 3 empirically to compute the similarity matrix set S. The transform matrix W of projection function f was initialized randomly with a Gaussian distribution and the two Mahalanobis matrices were initialized as the identity matrix. It is interesting to mention that though the dimension of Y is a super-parameter, we found the performance was stable when we change it from 10 to 40. Thus in this paper, the dimension of Y is fixed as 20.
Evaluation Metrics and Comparison
As DRFR can be regarded as a fine-grained retrieval, we use the top-K retrieval accuracy [37] as the evaluation metric. Since there are no works on this task in the literature before, we combined the existing face retrieval approaches with the age estimation methods to form a hierarchical framework and made the comparison. In the combined hierarchical framework, the face retrieval was first conducted regarding the first reference image as query. Subsequently, we estimated the age of the second reference image and the top 100 candidate images from the face retrieval session. Finally these 100 images are ranked according to the estimated ages. We choose eigenfaces [36] and CARC [5] to perform the face retrieval, and SVR [14] and CCA [15] for the age estimation, thus there are 4 combinations in total.
Results and conclusion
We conducted DRFR and the 4 hierarchical methods on the 8 testing subsets and compute the average top-K retrieval accuracy. The results are shown in Table. 3. It shows that when the K is small(less than 6), our proposed DRFR outperformed the other 4 three methods. It is interesting to note that when the allowed output image increases, the accuracy of CARC+CCA is slightly higher than ours. The reason is that CARC is a powerful cross-age retrieval method on CADC [5] , and in our settings, each subset only contains approximately 10 images for each subject, it is reasonable for a high accuracy if the face retrieval system can retrieve all the images of the correct identity. 
Experiment on FGNet
Dataset Setting FGNet dataset consists of 1002 images of 82 subjects in total. As it is tiny while has high age variations, we conduct experiments using different feature on it to evaluate performance of the joint manifold embedding function f of our proposed framework. Similar with the experiment setting on CACD, we split FGNet into training and test set, avoiding the situation that the same subject shows in both sets. The training set contains 60% images while the rest is left for test. We initialized the variables same with the experiment on CACD.
Comparison with linear embedding method We selected four different feature descriptors as our original feature space X , which includes: LBP [16] , BIF [26] , SIFT [25] and HDLBP [6] and employed a linear embedding to make the comparison. To learn the linear embedding, we employed PCA as the embedding technique, which denotes as W , and concatenate the embedded points directly to the metrics layer M in our framework.
Results and conclusion Figure. 7 shows the results of our experiments on different features conducted on FGNet. It can be seen that accuracy is very stable for each features and we believe that the DRFR is very robust to the original feature space. It is worthy to note that the deep learned feature yields the highest accuracy. We conclude that the reason is that the model we used is trained on a large-scale online face dataset and the massive size of training data can help to reveal the latent variables in representing a face. Moreover, one task of the multi-task problem solved in [23] is age estimation, thus that the features work well for DRFR is unsurprising.
Validation on MORPH
The MORPH dataset has 55134 images of 13618 subjects. Though both the images and subjects are in big amount, the number of images for each subject is only 4.1, which is not sufficient to compromise the quartet samples for training. Thereby instead of training a new model, we conduct a cross-validation on MORPH. We first trained our deep network on the CACD dataset and then run it directly on the MORPH dataset, but the results are not satisfying. However the result improves a lot after we fine tuned our network on the FGNet, and the accuracy at top-5 is aver-agely 28.6% on 50 runs.
Conclusion
In this paper, we proposed a dual-reference face retrieval framework, which tackles the problem of retrieving a person's face image at a given age. In the proposed framework, the retrieval is conducted on a joint manifold and based on two similarity metrics, of which one measures the age similarity and the other measures the identity similarity. The joint manifold is revealed by projecting the images into a low-dimensional space while simultaneously preserving the locality of age and identity. The similarity metrics of age and identity are learned via our proposed quartet model, in which the complex relations between samples in the aspect of age and identity are completely reflected.
We have systematically evaluated our approach on CACD, FGNet and MORPH, and the corresponding results show that the proposed approach achieves promising results on this new task and the framework is stable and robust.
