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Abstract
This paper discusses a kind of linear boundary value problem for a nonlinear second order impulsive
functional differential equations. We establish several existence results by using the lower and upper solu-
tions and monotone iterative techniques. An example is discussed to illustrate the efficiency of the obtained
result.
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1. Introduction
The general theory of impulsive differential equations [1–5] is emerging as an important area
of investigation since it is much richer and more widely used than the corresponding theory
of differential equations. In this paper, we study the boundary value problem for second order
impulsive functional differential equation of the following form:
−x′′(t) = f (t, x(t), x(θ(t))), t ∈ J = [0, T ], t = tk, k = 1,2, . . . , p,
x(tk) = Ik
(
x(tk)
)
, k = 1,2, . . . , p,
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(
x(tk)
)
, k = 1,2, . . . , p,
x(0) = x(T ) + k1, x′(0) = λx′(T ) + k2, (1)
where f ∈ C(J × R2,R), Ik ∈ C(R,R), I ∗k ∈ C(R,R), θ ∈ C(J,J ). x(tk) = x(t+k ) − x(t−k ),
in which x(t+k ), x(t
−
k ) denote the right and left limits of x(t) at tk , x′(tk) = x′(t+k )− x′(t−k ), in
which x′(t+k ), x′(t
−
k ) denote the right and left limits of x′(t) at tk , tk , k = 1,2, . . . , p, which are
fixed points such that 0 < t1 < t2 < · · · < tp < T .
The monotone iterative technique, coupled with the method of upper and lower solutions, is
widely used in obtaining some existence results for differential or functional differential equa-
tions with initial or boundary value problems [6–17,20]. Nevertheless, only a few papers [6,7,10]
have implemented the technique in second order functional differential equations.
Nonlinear boundary and linear boundary conditions including periodic and anti-periodic
boundary conditions value problems for impulsive functional differential equations of first or-
der have been widely studied in recent years [8–10,13,14,18,19,21]. And in [7], the existence of
solutions for a kind of linear boundary condition for second order functional differential equa-
tions is considered.
To obtain some existence results for problem (1), we will organize the paper as follows. In Sec-
tion 2, we will establish some differential inequalities and discuss uniqueness of the solutions for
the second order impulsive linear functional differential equations connected with problem (1).
The results of this section contain some results of paper [6]. In Section 3, using the definition of
upper and lower solutions and monotone iterative technique, we will obtain the sufficient con-
ditions for the existence of the solutions, uniqueness solution, and extremal solutions for (1).
Finally, we provide an example to verify the required assumptions.
Let J0 = J\{t1, t2, . . . , tp}, τ = maxk{tk − tk−1, k = 1, . . . , p}, here t0 = 0, tp+1 = T , and
PC(J ) = {u :J → R: u is continuous for any t ∈ J0; u(t+k ), u(t−k ) exist, k = 1,2, . . . , p and
u(t−k ) = u(tk)}; PC1(J ) = {u :J → R: u is continuously differentiable for any t ∈ J0; u′(t+k ),
u′(t−k ) exist, k = 1,2, . . . , p and u′(t−k ) = u′(tk)}.
PC(J ) and PC1(J ) are Banach spaces with the norms
‖u‖PC(J ) = sup
{∣∣u(t)∣∣: t ∈ J}
and
‖u‖PC1(J ) = max
{‖u‖PC(J ),‖u′‖PC(J )}.
Let Ω = PC1(J ) ∩ C2(J0). A function x ∈ Ω is called a solution of (1), if it satisfies (1).
2. Lemmas
Lemma 1. If u ∈ Ω ,
−u′′(t)−Mu(t) − N min{u(θ(t)),0}, t = tk, t ∈ J,
u(tk) = Lku′(tk), k = 1,2, . . . , p,
u′(tk) L∗ku(tk), k = 1,2, . . . , p,
u(0) = u(T ), u′(0) λu′(T ), (2)
where λ > 0, M > 0, N  0, Lk  0, L∗  0 for k = 1,2, . . . , p, andk
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p∑
k=1
Lk + T
)(
p∑
k=1
L∗k + (M + N)T
)
 λ
λ + 1 (3)
hold, then u(t) 0 on J .
Proof. Suppose on the contrary, that u(t) > 0 for some t ∈ J . Then there are two cases:
(a) there exists t¯ ∈ J , such that u(t¯) > 0, and u(t) 0 for all t ∈ J ;
(b) there exist t∗, t∗ ∈ J , such that u(t∗) > 0, u(t∗) < 0.
In case (a), (2) implies that u′′(t) 0 for t = tk and u′(tk) 0 (k = 1,2, . . . , p), hence u′(t)
is nondecreasing in J . If λ = 1, then u′(t) ≡ C, noting that u(t¯) > 0, we have 0 ≡ u′′(t) < 0,
which is a contradiction. If 0 < λ < 1, then u′(0) 0, so u′(t) 0. Considering that u(tk) =
Lku
′(tk), we have u(t) is nondecreasing in J . So u(t) ≡ C > 0, 0 ≡ u′′(t) −(M + N)C < 0
also a contradiction. Similarly we can also have a contradiction for the case λ > 1.
In case (b), let
inf
t∈J u(t) = −γ.
Then γ > 0, and for some i ∈ {1,2, . . . , p}, exists t∗ ∈ (ti , ti+1], such that u(t∗) = −γ or
u(t+i ) = −γ . And
−u′′(t) γ (M + N).
We only consider u(t∗) = −γ , as for the case u(t+i ) = −γ the proof is similar.
It is obviously there is a contradiction if u′(t) > 0 for all t ∈ J . So there exists t¯ ∈ J such that
u′(t¯) 0. Let t¯ ∈ (tk, tk+1], k ∈ {0,1,2, . . . , p}. By mean value theorem, we have
u′(tk) − u′(t¯) u′
(
t+k
)− u′(t¯) + γL∗k  γ (M + N)(tk+1 − tk) + γL∗k,
u′(tk−1) − u′(tk) γ (M + N)(tk − tk−1) + γL∗k−1,
. . .
u′(0) − u′(t1) γ (M + N)(t1 − t0).
By adding together, we obtain
u′(0) γ
(
p∑
k=1
L∗k + (M + N)T
)
.
In view of u′(0) λu′(T ), similarly we have
u′(t) u′(T ) + γ
(
p∑
k=1
L∗k + (M + N)T
)
 λ + 1
λ
γ
(
p∑
k=1
L∗k + (M + N)T
)
.
Now for some j , such that t∗ ∈ (tj , tj+1]. First assume t∗ < t∗, then j  i. By mean value
theorem, we have
u
(
t∗
)− u(tj ) = u(t∗)− u(t+j )+ Lju′(tj )

(
Lj + (tj+1 − tj )
)(λ + 1
λ
γ
(
p∑
L∗k + (M + N)T
))
,k=1
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(
Lj−1 + (tj − tj−1)
)(λ + 1
λ
γ
(
p∑
k=1
L∗k + (M + N)T
))
,
. . .
u(ti+1) − u(t∗)
(
Li+1 + (ti+1 − ti )
)(λ + 1
λ
γ
(
p∑
k=1
L∗k + (M + N)T
))
. (4)
By adding the above inequalities, we obtain
0 < u(t∗)−γ + γ λ + 1
λ
(
p∑
k=1
Lk + T
)(
p∑
k=1
L∗k + (M + N)T
)
,
hence
λ + 1
λ
(
p∑
k=1
Lk + T
)(
p∑
k=1
L∗k + (M + N)T
)
> 1,
which contradicts (3).
If t∗ > t∗, then i  j . We can easily get
u(T ) − u(t∗)
(
p∑
k=j+1
Lk + T − t∗
)
λ + 1
λ
γ
(
p∑
k=1
L∗k + (M + N)T
)
(5)
and
u(t∗) − u(0)
(
j∑
k=1
Lk + t∗ − 0
)
λ + 1
λ
γ
(
p∑
k=1
L∗k + (M + N)T
)
. (6)
From (5) and (6), we have
λ + 1
λ
(
p∑
k=1
Lk + T
)(
p∑
k=1
L∗k + (M + N)T
)
> 1,
which contradicts (3). This completes the proof. 
Remark 1. It results from Lemma 1 that if u ∈ Ω ,
−u′′(t)−Mu(t) − Nu(θ(t)), t = tk, t ∈ J,
u(tk) = Lku′(tk), k = 1,2, . . . , p,
u′(tk) L∗ku(tk), k = 1,2, . . . , p,
u(0) = u(T ), u′(0) λu′(T ), (7)
where λ > 0, M > 0, N  0, Lk  0, L∗k  0 for k = 1,2, . . . , p, and(
p∑
k=1
Lk + T
)(
p∑
k=1
L∗k + (M + N)T
)
 λ
λ + 1
hold, then u(t) 0 on J .
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(
p∑
k=1
Lk + τ(p + 1)
)(
p∑
k=1
L∗k + τ(p + 1)(M + N)
)
 λ
λ + 1 , (8)
then the condition (3) of Lemma 1 is true. Furthermore, let λ = 1, then the condition (3) improves
that of Lemma 1 in [6] for this kind of inequalities.
Consider the problem
−y′′(t) = −My(t) − Ny(θ(t))+ σ(t), t ∈ J, t = tk, k = 1,2, . . . , p,
y(tk) = Lky′(tk) + Ik
(
u(tk)
)− Lku′(tk), k = 1,2, . . . , p,
y′(tk) = L∗ky(tk) + I ∗k
(
u(tk)
)− L∗ku(tk), k = 1,2, . . . , p,
y(0) = y(T ) + k1, y′(0) = λy′(T ) + k2, (9)
where u ∈ Ω , λ = −1.
By direct computation we have the following results.
Lemma 2. y ∈ Ω is a solution of (9) if and only if y is a solution of the impulsive integral
equation
y(t) = ω(t) +
T∫
0
G1(t, s)
[−Ny(θ(s))+ σ(s)]ds
+
∑
0<tk<T
G2(t, tk)
(
Lky
′(tk) + Ik
(
u(tk)
)− Lku′(tk))
−
∑
0<tk<T
G1(t, tk)
(
L∗ky(tk) + I ∗k
(
u(tk)
)− L∗ku(tk)), (10)
where m = √M,C = (1 + λ)(1 − 12emT − 12e−mT ), and
ω(t) = 1
2mC
(
mk1e
−mt + mk1emt − k2e−mt + k2emt
− (λmk1 − k2)em(T −t) + (λmk1 + k2)e−m(T −t)
)
,
G1(t, s) = 12mC
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
1 − 12 (1 + λ)emT
)
e−m(t−s) − (1 − 12 (1 + λ)e−mT )em(t−s)
+ 12 (1 − λ)e−m(T −t−s) − 12 (1 − λ)em(T −t−s),
0 s < t  T ,( 1
2 (1 + λ)e−mT − λ
)
e−m(t−s) − ( 12 (1 + λ)emT − λ)em(t−s)
+ 12 (1 − λ)e−m(T −t−s) − 12 (1 − λ)em(T −t−s),
0 t  s  T ,
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
1 − 12 (1 + λ)emT
)
e−m(t−s) + (1 − 12 (1 + λ)e−mT )em(t−s)
+ 12 (1 − λ)e−m(T −t−s) + 12 (1 − λ)em(T−t−s),
0 s < t  T ,( 1
2 (1 + λ)e−mT − λ
)
e−m(t−s) + ( 12 (1 + λ)emT − λ)em(t−s)
+ 12 (1 − λ)e−m(T −t−s) + 12 (1 − λ)em(T−t−s),
0 t  s  T .
Lemma 3. If M > 0, N  0, Lk  0, L∗k  0,
g1
(
NT +
p∑
k=1
L∗k
)
+ g2
p∑
k=1
Lk < 1, (11)
g2
(
NT +
p∑
k=1
L∗k
)
+ Mg1
p∑
k=1
Lk < 1, (12)
where g1 = max{1, λ} emT +1m(1+λ)(emT −1) , g2 = max{1, λ} 11+λ + | 1−λC |, m =
√
M , C = (1 + λ) ×
(1 − 12emT − 12e−mT ), then Eq. (9) has a unique solution y ∈ Ω .
Proof. By Lemma 2 and Banach fixed point theorem applied to the operator defined by the
right-hand side of (10), the proof is apparent. 
3. Main results
Functions α,β ∈ Ω are called upper and lower solutions of problem (1) if
−α′′(t) f (t, α(t), α(θ(t))), t = tk, t ∈ J,
α(tk) = Ik
(
α(tk)
)
, k = 1,2, . . . , p,
α′(tk) I ∗k
(
α(tk)
)
, k = 1,2, . . . , p,
α(0) = α(T ) + k1, α′(0) λα′(T ) + k2
and
−β ′′(t) f (t, β(t), β(θ(t))), t = tk, t ∈ J,
β(tk) = Ik
(
β(tk)
)
, k = 1,2, . . . , p,
β ′(tk) I ∗k
(
β(tk)
)
, k = 1,2, . . . , p,
β(0) = β(T ) + k1, β ′(0) λβ ′(T ) + k2.
Theorem 1. Let (3), (11), (12) hold and α(t), β(t) ∈ Ω be upper and lower solutions of (1) with
β(t) α(t). In addition assume that
(A1) The function f ∈ C(J × R2,R) satisfies
f
(
t, β,β(θ)
)− f (t, u,u(θ))M(u − β) + N(u(θ) − β(θ))
and
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(
t, u,u(θ)
)− f (t, α,α(θ))M(α − u) + N(α(θ) − u(θ)),
β(t) u(t) α(t), β
(
θ(t)
)
 u
(
θ(t)
)
 α
(
θ(t)
)
, u ∈ Ω,
where M > 0, N  0.
(A2) The function Ik ∈ C(R,R) satisfies Ik(x(tk)) = Lkx′(tk) where Lk  0, and function I ∗k ∈
C(R,R) satisfies
I ∗k
(
β(t)
)− I ∗k (u(t))−L∗k(u(t) − β(t))
and
I ∗k
(
u(t)
)− I ∗k (α(t))−L∗k(α(t) − u(t)),
wherever β(tk) u α(tk), where L∗k  0 and k = 1,2, . . . , p.
Then there exists a solution x of problem (1), such that β(t) x  α(t).
Proof. We consider the following problem:
−x′′(t) = −Mx(t) − Nx(θ(t))+ σq(t), t ∈ J, t = tk, k = 1,2, . . . , p,
x(tk) = Lkx′(tk) + Ik
(
q
(
tk, x(tk)
))− Lkq ′(tk, x(tk)), k = 1,2, . . . , p,
x′(tk) = L∗kx(tk) + I ∗k
(
q
(
tk, x(tk)
))− L∗kq(tk, x(tk)), k = 1,2, . . . , p,
x(0) = x(T ) + k1, x′(0) = λx′(T ) + k2, (13)
where
σq(t) = f
(
t, q, q(θ)
)− Mq − Nq(θ),
q
(
t, x(t)
)= max{β(t),min(x,α(t))}=
⎧⎨
⎩
β(t), x  β(t),
x, β(t) x  α(t),
α(t), x > α(t).
Then x ∈ Ω such that β  x  α, t ∈ J is a solution of (1) if and only if x is a solution
of (13). Next we shall show that problem (13) is solvable and that every solution of (13) sat-
isfies β  x  α, t ∈ J .
Assume that x ∈ Ω is a solution of (13), we now show that β  x  α, t ∈ J . Set v = β − x,
from (A1), (A2), we have
−v′′(t) = −(β ′′(t) − x′′(t)) f (t, β,β(θ))+ Mx + Nx(θ) − σq(t)
−Mv − Nv(θ), t = tk, t ∈ J,
v(tk) = β(tk) − x(tk) = Lkv′(tk), k = 1,2 . . . , p,
v′(tk) = β ′(tk) − x′(tk)
 I ∗k
(
β(tk)
)− (L∗kx(tk) + I ∗k (q(tk, x(tk)))− L∗kq(tk, x(tk)))
 L∗kv(tk), k = 1,2 . . . , p,
v(0) = β(0) − x(0) = v(T ),
v′(0) λv′(T ).
By Remark 1, we get v(t) 0, t ∈ J , i.e., β  x. Similar arguments show that x  α.
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of (13) if and only if y is a solution of the impulsive integral equation
x(t) = ω(t) +
T∫
0
G1(t, s)
[−Nx(θ(s))+ σq(s)]ds
+
∑
0<tk<T
G2(t, tk)
(
Lkx
′(tk) + Ik
(
q
(
tk, x(tk)
))− Lkq ′(tk, x(tk)))
−
∑
0<tk<T
G1(t, tk)
(
L∗kx(tk) + I ∗k
(
q
(
tk, x(tk)
))− L∗kq(tk, x(tk))). (14)
Now we define the continuous and compact operator F :Ω → Ω by the right-hand side of (14).
Let l > 0, such that |α(t)|  l, |β(t)|  l and take the compact set D = {(t, x, y) ∈ R3: t ∈ J ,
β(t)  x  α(t), β(θ(t))  y  α(θ(t))}. Since f , Ik , I ∗k , ω(t), ω′(t) are continuous and
β(t) q(t, x(t)) α(t), t ∈ J , we can choose constants l1, l2, l3, l4 such that |f (t, x, y)| l1,
(t, x, y) ∈ D, |I ∗k (q(tk, x(tk))) − L∗kq(tk, x(tk))|  l2, k = 1,2, . . . , p, |ω(t)|  l3, |ω′(t)|  l4,
t ∈ J . For μ ∈ (0,1), Let x be any solution of
x = μFx,
and so,
‖x‖PC = μ‖Fx‖PC
 sup
∣∣∣∣∣ω(t) +
T∫
0
G1(t, s)
[−Nx(θ(s))+ σq(s)]ds
+
∑
0<tk<T
G2(t, tk)
(
Lkx
′(tk) + Ik
(
q
(
tk, x(tk)
))− Lkq ′(tk, x(tk)))
−
∑
0<tk<T
G1(t, tk)
(
L∗kx(tk) + I ∗k
(
q
(
tk, x(tk)
))− L∗kq(tk, x(tk)))
∣∣∣∣∣
 (p + 1)l2g1 + l3 + g1T (l1 + Ml + Nl)
+
(
g1
(
NT +
p∑
k=1
L∗k
)
+ g2
p∑
k=1
Lk
)
‖x‖PC1
and
‖x′‖PC = μ‖Fx′‖PC  (p + 1)l2g2 + l4 + g2T (l1 + Ml + Nl)
+
(
g2
(
NT +
p∑
k=1
L∗k
)
+ Mg1
p∑
k=1
Lk
)
‖x‖PC1,
where g1, g2 are the same as in Lemma 3. We have
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A = max
{
(p + 1)l2g1 + l3 + g1T (l1 + Ml + Nl)
1 − c1 ,
(p + 1)l2g2 + l4 + g2T (l1 + Ml + Nl)
1 − c2
}
,
c1 = g1
(
NT +
p∑
k=1
L∗k
)
+ g2
p∑
k=1
Lk, c2 = g2
(
NT +
p∑
k=1
L∗k
)
+ Mg1
p∑
k=1
Lk.
By Schauder’s fixed point theorem, F has at least a fixed point x ∈ Ω . This completes the
proof. 
Theorem 2. Let (3), (11), (12) hold and α(t), β(t) ∈ Ω be upper and lower solutions of (1) with
β(t) α(t). In addition assume that
(A3) The function f ∈ C(J × R2,R) satisfies
f (t, x1, y1) − f (t, x2, y2)−M(x1 − x2) − N(y1 − y2),
β(t) x2  x1  α(t),
β
(
θ(t)
)
 y2  y1  α
(
θ(t)
)
, t ∈ J, x1, x2, y1, y2 ∈ Ω,
where M > 0,N  0.
(A4) The function Ik ∈ C(R,R) satisfies Ik(x(tk)) = Lkx′(tk) where Lk  0, and function I ∗k ∈
C(R,R) satisfies
I ∗k (x) − I ∗k (y) L∗k(x − y),
wherever β(tk) y  x  α(tk), where L∗k  0 and k = 1,2, . . . , p.
Then there exist monotone sequences {αn(t)}, {βn(t)} with α0(t) = α(t), β0(t) = β(t), which
converge in Ω to the extremal solutions of (1) in [β,α], [β,α] = {x ∈ Ω: β(t)  x(t)  α(t),
t ∈ J }.
Proof. For any u ∈ [β,α], consider (9) with
σ(t) = f (t, u(t), u(θ(t)))+ Mu(t) + Nu(θ(t))
by Lemma 3, (11) has a unique solution y ∈ Ω . Denote an operator A : PC1(J ) → PC1(J ) by
y = Au, then the operator A has the following properties:
(i) β0 Aβ0, Aα0  α0.
Set v = β0 − β1, where β1 = Aβ0.
−v′′(t) = −β ′′0 (t) −
(−β ′′1 (t))
 f
(
t, β0, β0
(
θ(t)
))
− [−Mβ1 − Nβ1(θ(t))+ f (t, β0, β0(θ(t)))+ Mβ0 + Nβ0(θ(t))]
= −Mv − Nv(θ(t)), t = tk, t ∈ J,
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= Ik
(
β0(tk)
)− (Lkβ ′1(tk) + Ik(β0(tk))− Lkβ ′0(tk))
= Lkv′(tk), k = 1,2 . . . , p,
v′(tk) = β ′0(tk) − β ′1(tk)
 I ∗k
(
β0(tk)
)− (L∗kβ1(tk) + I ∗k (β0(tk))− L∗kβ0(tk))
= L∗kv(tk), k = 1,2 . . . , p,
v(0) = β0(0) − β1(0) = v(T ),
v′(0) = β ′0(0) − β ′1(0) λv′(T ).
By Remark 1, we get v(t)  0 when t ∈ J , i.e., β0  Aβ0. Similar arguments show that
Aα0  α0.
(ii) Aη1 Aη2, if β  η1  η2  α.
Let u1 = Aη1, u2 = Aη2, set v = u1 − u2. Using (A1)–(A3), we get
−v′′(t) = −(u′′1(t) − u′′2(t))
= −Mu1 − Nu1
(
θ(t)
)+ f (t, η1, η1(θ(t)))+ Mη1 + Nη1(θ(t))
− [−Mu2 − Nu2(θ(t))+ f (t, η2, η2(θ(t)))+ Mη2 + Nη2(θ(t))]
−Mv − Nv(θ(t)), t = tk, t ∈ J,
v(tk) = u1(tk) − u2(tk) = Lkv′(tk),
v′(tk) = u′1(tk) − u′2(tk) L∗kv(tk),
v(0) = u1(0) − u2(0) = v(T ),
v′(0) λv′(T )
from Remark 1, we have v(t)  0 when t ∈ J , i.e., Aη1  Aη2. From (i) and (ii), we get
β0  Aβ0  Aα0  α0, and it is apparent that Aβ0, Aα0 are lower and upper solutions of (1),
respectively.
Now let αn = Aαn−1, βn = Aβn−1, n = 1,2, . . . . Following (i) and (ii), we have
β0  β1  · · · βn  · · · αn  · · · α1  α0.
Obviously, each αi , βi (i = 1,2, . . .) satisfies⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
−α′′n(t) + Mαn + Nαn(θ(t))
= f (t, αn−1, αn−1(θ(t))) + Mαn−1 + Nαn−1(θ(t)), t = tk, t ∈ J,
αn(tk) = Lkα′n(tk) + Ik(αn−1(tk)) − Lkα′n−1(tk), k = 1,2, . . . , p,
α′n(tk) = L∗kαn(tk) + I ∗k (αn−1(tk)) − L∗kαn−1(tk), k = 1,2, . . . , p,
α (0) = α (T ) + k ,α′ (0) = λα′ (T ) + kn n 1 n n 2
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⎪⎪⎪⎪⎪⎪⎩
−β ′′n(t) + Mβn + Nβn(θ(t))
= f (t, βn−1, βn−1(θ(t))) + Mβn−1 + Nβn−1(θ(t)), t = tk, t ∈ J,
βn(tk) = Lkβ ′n(tk) + Ik(βn−1(tk)) − Lkβ ′n−1(tk), k = 1,2, . . . , p,
β ′n(tk) = L∗kβn(tk) + I ∗k (βn−1(tk)) − L∗kβn−1(tk), k = 1,2, . . . , p,
βn(0) = βn(T ) + k1, β ′n(0) = λβ ′n(T ) + k2,
therefore there exist x∗, x∗, such that limn→∞ αn(t) = x∗, limn→∞ βn(t) = x∗, uniformly on J .
By using standard arguments, x∗ and x∗ are solutions of (1).
To prove that x∗, x∗ are extremal solutions of (1), let x(t) be any solution of (1) such that
β  x(t) α.
Suppose there exists a positive integer n such that βn(t) x(t) αn(t), for t ∈ J .
Setting v(t) = βn+1(t) − x(t), then for t ∈ J ,
−v′′(t) = −(β ′′n+1(t) − x′′(t))−Mv − Nv(θ(t)), t = tk, t ∈ J,
v(tk) = βn+1(tk) − x(tk) = Lkv′(tk), k = 1,2, . . . , p,
v′(tk) = β ′n+1(tk) − x′(tk) L∗kv(tk), k = 1,2, . . . , p,
v(0) = v(T ), v′(0) λv′(T ).
By Remark 1, v(t)  0, when t ∈ J , i.e., βn+1(t)  x(t). Similarly, we obtain x(t)  αn+1(t)
on t ∈ J , by induction we get βn+1(t) x(t) αn+1(t), for all t ∈ J and any n, which implies
x∗(t) x(t) x∗(t). This completes the proof of the theorem. 
Theorem 3. Let assumptions of Theorem 2 hold. In addition assume that
(A5) The function f ∈ C(J × R2,R) satisfies
f (t, x1, y1) − f (t, x2, y2)−M1(x1 − x2) − N1(y1 − y2),
β(t) x2  x1  α(t), β
(
θ(t)
)
 y2  y1  α
(
θ(t)
)
, t ∈ J,
where 0M1 < M , 0N1 < N .
(A6) The function I ∗k ∈ C(R,R) satisfies
I ∗k (x) − I ∗k (y) l∗k (x − y),
wherever β(tk) y  x  α(tk), where 0 l∗k < L∗k and k = 1,2, . . . , p. Then problem (1)
has a unique solution in Ω .
Proof. From Theorem 2, problem (1) has the extremal solutions x(t), x(t) ∈ Ω which satisfy
β(t) x(t) x(t) α(t).
Setting v(t) = x(t) − x(t), then for t ∈ J , from
−v′′(t) = −(x′′(t) − x′′(t))−M1v(t) − N1v(θ(t)), t = tk, t ∈ J,
v(tk) = x(tk) − x(tk) = Lkv′(tk), k = 1,2, . . . , p,
v′(tk) = x′(tk) − x′(tk) l∗k v(tk), k = 1,2, . . . , p,
v(0) = v(T ), v′(0) = λv′(T ).
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pletes the proof of the theorem. 
Example 1. Consider the problem of
−x′′(t) = −x(t) + sinx(√t ) + 1, t ∈ [0, T ], t = tk,
x(tk) = 140x
′(tk), t = tk,
x′(tk) = 120x(tk), t = tk,
x(0) = x(T ) − 11
20
, x′(0) = 2x′(T ) − 6
5
, (15)
here T = 12 , k = 1, t1 = T2 . Set
α(t) =
{
t + 2, t ∈ [0, T2 ],
11
10 t + 2, t ∈
(
T
2 , T
]
,
β(t) =
{
t − 10, t ∈ [0, T2 ],
11
10 t − 10, t ∈
(
T
2 , T
]
,
we can easily verify that α(t) is an upper solution, β(t) is a lower solution with β(t) α(t).
Set M = 1, N = 110 , λ = 2, L1 = 140 , L∗1 = 120 the conditions of Theorem 2 are all satisfied.
So problem (15) has extremal solutions in the segment [β(t), α(t)].
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