In this article, we report our implementation and comparison of two text clustering techniques. One is based on Ward's clustering and the other on Kohonen's Self-organizing Maps. We have evaluated how closely clusters produced by a computer resemble those created by human experts. We have also measured the time that it takes for an expert to ''clean up'' the automatically produced clusters. The technique based on Ward's clustering was found to be more precise. Both techniques have worked equally well in detecting associations between text documents. We used text messages obtained from group brainstorming meetings. q
Introduction
The rapid proliferation of information available in electronic format has turned a dream of creating an information-rich society into a nightmare of information overload. For example, users currently foraging for information on the World Wide Web receive an average of more than 30 000 documents in answer to a query. Many researchers believe that turning information abundance into a useful digital library requires developing new technologies.
Summarization and visualization tools can help users understand the information that is contained in a large collection of documents. Modern visualization techniques available for digital libraries com-prise two major components: the agglomeration component that identifies clusters of similar documents and the summarization component that presents an automatically computed overview of the documents in each cluster. By applying them, a user does not need to wade through all the documents in a collection one-by-one but may grasp a high-level picture instead. Clustering and classification are believed to be important techniques for semantic analyw x sis in a new generation of digital libraries 2 .
Clustering historically has been perceived by researchers in various domains to be a tool of discovery. It partitions a set of objects into non-overlapping subsets called clusters such that the objects inside each cluster are similar to each other and the objects from different clusters are not similar. The set of non-overlapping clusters is called a partition.
In this study, we have compared two documents clustering techniques using data obtained from electronic meeting sessions described in more detail in w x Ref. 18 . Efficient organizing of electronic meeting 0167-9236r99r$ -see front matter q 1999 Elsevier Science B.V. All rights reserved.
Ž . PII: S 0 1 6 7 -9 2 3 6 9 9 0 0 0 3 7 -8 ( ) comments is itself a rewarding task. Electronic meeting support has been proven to have great impact on w x productivity of group discussions 17 . Because participants in electronic meetings can generate hundreds of comments in an hour, the task of categorizing and organizing them is very time consuming. Intelligent agents may significantly reduce the cognitive load of meeting participants by automatically organizing documents into clusters, even if manual post-processing still is deemed necessary.
We have evaluated two clustering algorithms: w x Ward's clustering 26 and Kohonen's Self-organizw x ing Maps 13 . Ward's clustering falls into the category of statistical clustering techniques. A selforganizing map is an unsupervised two-layer neural network. Although, both techniques may serve to cluster data, they do it in different ways. Statistical techniques proceed by pair-wise comparison of objects. Neural networks proceed by a process called learning. Neural networks are believed to possess some particularly valuable properties, since they are patterned after associative neural properties of the brain. The rationale for our research was that it would be useful to compare the techniques of these two very different approaches and see which performed better in the domain of unstructured text. It is of interest that the NSFrARPArNASA-funded Illiw x nois Digital Library Initiative project 24 has adopted SOM for textual document categorization and visualization.
We supply more details on both techniques in Section 2. Then, in Section 3, we describe our implementations of the techniques. The experiment design follows in Section 4. Section 5 presents our findings. Section 6 describes conclusions and future research.
Literature review

Clustering text documents
w x Everitt 7 defined a cluster as ''a set of entities which are alike, and entities from different clusters are not alike.'' An example of an early study on clustering in Information Science is the work by w x Jardine and van Rijsbergen 12 . The idea behind clustering was that if certain documents match a user query, the documents in the same cluster also are likely to be relevant.
A good overview of the use of clustering applications in information retrieval has been done by Ras This paper addresses each of those issues to a certain degree.
Recently, information visualization techniques have revived interest in clustering. The idea behind many of these techniques that are able to visualize large collections of documents is to agglomerate similar documents into clusters and present a highlevel summary of each cluster. This way, the user does not need to go through similar documents or through entire documents in order to become familiar with the collection. This greatly reduces redundancy and cognitive demand. Examples of such visuw x alization systems are ScatterrGather 4 , WebBook w x w x w x 1 , and SenseMaker 25 . Hearst 9 gives a comprehensive overview of such systems and the ideas behind them.
Text categorization
The text clustering task resembles the text categorization task, which also has been extensively studied by information scientists. By definition, Text Categorization is the assignment of natural language texts to one or more predefined categories, based on their content. Examples of recent works in automatic text w x categorization are Refs. 5,28 . It has been shown that automated text categorization can be performed with 90% or greater accuracy in the cases of ''clean'' w x collections, of which Reuters 5 is an example. However, the clustering task is more challenging, since there is no pre-existing set of categories created by human experts. The implication for machine learning is that, in contrast to the supervised techniques used in categorization, only unsupervised ( )techniques can be used for clustering. The clustering task has more degrees of freedom: not only assigning decisions but also decisions about how many clusters to create and what kinds of documents to assign to each cluster.
EÕaluating clusters
Traditionally in Information Science, clustering techniques have been evaluated in conjunction with w x retrieval tasks. For example, Cutting et al. 4 and w x Hearst and Pedersen 8 evaluated the accuracy of clustering based on the proportion of relevant documents found in the largest cluster. We have found surprisingly few studies involving methodological evaluation of clustering techniques based on resemblance between the resulting partitions and clusters produced by human experts. w x Sahami et al. 22 based their measurement on whether or not a pair of objects was put into the same class by human experts and by the system. For human expert judgments they used manually created categories existing in the Reuters collection. Zamir et w x al. 29 used a similar measurement to test clustering applied to a collection created by merging several smaller collections of Web documents on different topics. We have chosen to use similar metrics in our study. We provide more details in Section 4.
In prior studies on document clustering, the benchmark collections were created by merging documents on different topics. We are not aware of any other study involving evaluating document clustering techniques through experiments with human subjects. This makes our evaluation approach innovative.
Ward's clustering
Ž
. Hierarchical agglomerating clustering HAC algorithms are the most commonly used method of w x document clustering 27 . These algorithms start with each document in a cluster of its own, iterate by merging the two most similar clusters, and terminate when some halting criterion is achieved.
One of the most popular HAC algorithms is w x Ward's clustering, proposed by statistician Ward 26 . In our study, we also used the RNN approach, described in pseudocode in Fig. 1 . By definition, two clusters, C1 and C2, are called RNNs if C1 is the nearest neighbor for C2, and C2 is the nearest neighbor for C1. The algorithm uses the inverse Euclidean distance between the centroids of the clusters as the measure of similarity between those clusters. The centroid of a cluster is computed by averaging the coordinates of all documents in the cluster. More w x details are found in Ref. 16 , which also contains a proof that this algorithm terminates and produces output that does not depend on the order of selecting a cluster as the current cluster. This algorithm runs until all documents are merged into a single cluster containing all of them and produces a balanced binary tree called a dendrogram. Each node in the dendrogram corresponds to a cluster obtained as a result of merging two other clusters corresponding to the child nodes. Since in our study we evaluated partitions, we converted the w x dendrogram into a partition. Murtagh 16 suggested a variance threshold technique for this purpose. The technique traverses the dendrogram tree and splits clusters associated with a node into two clusters associated with the corresponding child nodes. It stops when the average similarity between documents in each cluster and its centroid exceeds the specified threshold. Section 3 describes our modifications to this technique.
Self-organizing maps
The Self-organizing Map, developed by Kohonen w x 14 , is an unsupervised two-layer neural network used for clustering and dimension reduction. An advantage of SOM over other clustering algorithms is its ability to visualize high dimensional data using a two-dimensional grid while preserving similarity between data points as much as possible. It is a Ž . similar technique to Multidimensional Scaling MDS w x 11 . In SOM, each input node corresponds to a dimension. Each output node corresponds to a node in a two-dimensional grid. The network is fully connected in that every mapping node is connected to every input node with some connection weight. During the training phase, the inputs are presented several times in order to train the connection weights in such a way that distribution of output nodes represents distribution of input points. The network trains fully automatically, without any human intervention. The topology of the Kohonen SOM network is shown in Fig. 2 . More details about the algorithm are given in Section 3.
Several recent studies adopted the SOM approach w x to textual analysis and classification 15 . Ritter and w x Kohonen 20 applied the Kohonen SOM to textual analysis in an attempt to detect the logical similarity between words from the statistics of their contexts. More recently, the Kohonen group has created and maintained a WEBSOM server that demonstrates its ability to categorize several thousand Internet news- w x group items 10 . The SOM-generated categories were found to be comparable to those generated by w x w x human subjects 18 . Chen et al. 3 applied multi-Ž . layered SOM to categorize classify 110,000 Internet homepages according to their content.
Speed has been a major concern with SOM, especially in the text analysis domain, where vector dimensions may be very large. The research dew x scribed in Ref. 21 proposed a modification of the original SOM algorithm that produces the same output but scales almost linearly with the size of the task. The approach takes advantage of the sparseness of the representation. This approach allows using SOM in real-time Digital Library applications such as interactive Web search.
Algorithms and implementations
This section explains in general terms how our automatic text clustering systems were implemented. Our process proceeds by the following steps: 1. Automatic indexing. 2. Selecting most discriminating terms. 3. Applying clustering technique: SOM or Ward's.
The purpose of automatic indexing is to identify the content of each textual document automatically w x by sets of associated features 23 . Features are words and phrases. Automatic indexing first extracts a set of all words and possible phrases that enter the document. Then, it removes words from a ''stop-( )word'' list to eliminate non-semantic bearing words such as ''the'', ''a'', ''on'', and ''in''. Our automatic indexing program also creates phrases from adjacent words. In this research, we used the autow x matic indexing described in Ref. 18 .
For computational efficiency and accuracy of representation, we preserved only the top 100 most frequently included terms in the collection. This approach works best with small collections consisting of short text messages, since it provides the greatest overlap in representations. Table 1 shows a list of the 20 most frequently appearing terms in the collection that we used. The average number of keywords preserved in the representation of a document was 3.7.
We used the Information Science community's most popular representation of documents: vectors in w x vector space 23 . Each coordinate in the vector space corresponds to a term. A term can be a single word or a phrase. If a term does not enter the document, the corresponding coordinate is set to 0. If a term enters the document, we set the coordinate to w x 1. Prior research 18 has shown this scheme to be adequate for electronic meeting messages.
Ward's clustering
We have found the variance threshold described w x in the literature 16 to be inadequate for using Ward's clustering in our task. The variance threshold approach often produced one big cluster, containing half of all the documents not necessarily similar to each other, and many small clusters, with 1-3 documents in each. We devised a so-called shared keyword rule to alleviate the above problem. It followed the same recursive traversal procedure as the variance threshold but split the clusters only if there was no common keyword entering all documents in the cluster.
In more detail, the algorithm starts from the root of the dendrogram that Ward's clustering produces. The algorithm checks for the presence of a term Ž . word or phrase that all the comments below the root possess. If not, the algorithm assigns all the documents to two clusters according to the dendrogram. It then recursively checks each of the two obtained clusters in the same way. This way, the dendrogram influences only decisions on how to split the clusters, but not when to stop. At the end, documents in each cluster have at least one term in common. We adopted this approach because a similar one was adopted in the SOM described in Ref. w x 18 : the regions in the SOM were formed by merging map nodes that had the same most representative terms. We empirically found out that this approach resulted in a greater number of clusters of meaning-Ž . ful size three or more documents . Since the comments in each cluster had at least one term in common, they were also likely to discuss similar issues.
We have also found another modification crucial to making the approach computationally tractable and scalable. In the text analysis domain, the dimensions of the vector space are large. In this study the input vector size was 100. If we represent the vector size by N, the time complexity of the straightfor-Ž . ward similarity computation is O N , because Euclidean distance requires iterations through all the coordinates. Our modification requires only non-zero coordinates in a vector representation of documents to be stored, for example as a linked list. When distance is computed, the iteration cycle is organized in such a way that it goes through only non-zero Ž . coordinates. This changes the O N complexity into Ž . O M , where M is the average number of non-zero coordinates in the document representation, which can be hundreds of times smaller than N.
Self-organizing maps
A sketch of a revised SOM algorithm for textual classification is summarized below. More details can w x be found in Ref. 18 . to small random values. This way, each input node corresponds to a coordinate axis in the document vector space. Each output node is associated with a vector of weights w so it can also be considered as i j a point in the input vector space.
Present each document in order
Describe each document as an input vector of N coordinates. Set a coordinate to 1 if the document has the corresponding term and to 0 if there is no such term. Each document is presented to the system several times. 
Compute distance to all nodes
Ž . i j i j i i j
After such update, the nodes in the neighborhood of U Ž . j become more similar to the input vector x t . i Ž .
Ž Ž . Here, h t is an error-adjusting coefficient 0 -h t Fig. 3 . The self-organizing map that we used for our study. w x -1 that decreases over time. Please see Ref. 13 for the algorithmic details of neighborhood selection and adjustment.
Label regions in map
After the network is trained through repeated Ž presentations of all documents each document is . presented at least five times , assign a term to each output node by choosing the one corresponding to Ž . the largest weight winning term . Neighboring nodes which contain the same winning terms are merged to Ž . form a conceptrtopic region cluster . Assign each input document to the node with the closest vector of weights w . Consequently, the resulting map reprei j sents regions of important termsrconcepts with the documents assigned to them. Concept regions that Ž . are similar conceptually appear in the same neighborhood. Similar documents are assigned into the same or similar concepts. Fig. 3 shows the map that we generated and used in the current research. Each region represents a Ž . topic or cluster . The number following each topic represents the number of documents assigned to each topic. Since in this study we evaluated only clustering properties, we converted the produced map into a partition before conducting experiments. The human subjects did not see the map itself nor the labels for the regions.
Evaluation experiment
Experiment design
We performed an experiment involving 17 human subjects. The subjects were volunteering business Ž . school students 10 graduate and 7 undergraduate familiar with the topic of discussion and not involved in this research. Each subject received two text files that contained text comments grouped into Ž . topics clusters .
Subjects were asked to re-arrange the comments in the file according to their own judgment. One file was the output from SOM; the other was the output from Ward's clustering. The order of file presentation was reversed for half of the subjects. It took 40-50 min on average for a subject to perform the task. Subjects worked on their own. We did not try to observe how subjects moved the comments around.
It should be noted that in this design subjects were given an initial set of clusters created by a computer, not text comments in random order. The final partitions created by the subjects therefore may have been influenced by our initial partitions. We deliberately designed our experiment in this way since we were interested in the amount of effort that it would take to change the partition suggested by a computer to one the user deemed adequate. This sequence simulates the semi-automatic classification of text collection that takes place in electronic meetings and other tasks where classification of text documents involves some additional manual work.
We used the output from an electronic brainstorming meeting containing 206 comments. The meeting participants discussed the issue ''The Future of GroupWare.'' Fig. 4 shows a portion of one of the files given to the subjects. Comments follow each other sequentially in a file from top to bottom, separated by at least one empty line. A special text Ž UUU UUU . string '' New Topic '' separates clusters from each other. Clusters did not have any labels ( )associated with them; since the outputs from both clustering algorithms looked structurally the same subjects were unable to distinguish between the techniques involved.
We treated each textual comment entered by a meeting participant as an independent document. EBS comments exhibit some unique characteristics and often contain typos, abbreviations, and incomplete sentences. Typically, a 1-h session with a dozen or so participants generates several hundred comments. Since manual clustering of the entire session would be very time consuming, we asked a human expert to choose 80 comments falling into approxi-Ž . mately 8-10 categories topics and used only the selected comments in our experiment.
Metrics used
As we describe in Section 2, to measure the quality of clusters obtained automatically, we used their ''closeness'' to clusters created by humans in terms of the number of wrong and missed associations. The definitions below help to explain this measure.
We call a partition created by an expert a manual partition. An automatic partition is one created by a computer. Inside any partition, an association is a pair of documents belonging to the same cluster. Incorrect associations are those that exist in an automatic partition but do not exist in a manual partition. Missed associations are those that exist in the manual partition but do not exist in an automatic partition. We define clustering error as:
where P is the total number of possible pairs of t Ž . documents: P s 1r2 D Dy 1 . E represents the tot tal number of incorrect and missed associations:
This measure favors small partitions. To provide less dependence on the size of both partitions, we also used a normalized clustering error, expressed as:
Here, A is the total number of all associations in t Ž both partitions without removal of duplicates associ-. ations existing in both partitions . It is computed as A s A q A , where A is the total number of t m a m associations in the manual partition and A is the a total number of associations in the automatic partition. We considered only associations from clusters representing three or more documents. It is easy to w x verify that this measure belongs to a 0,1 interval.
We also adopted cluster recall and cluster precision similarly to the measures of recall and precision typically used in information science research w x 23 . Rather than examining the number of relevant documents, we counted the number of correct associations. Therefore, we define cluster recall as:
where A s A y E represents total number of corc a i rect associations in automatic partition. We define cluster precision:
It is easy to see that cluster recall reflects how well the clustering technique detects associations between documents and that cluster precision reflects how accurate the detected associations are. 
Research questions
In our research, we addressed the following questions.
Q1: Which technique produces output that requires less time for an expert to produce final clusters? 
Results and discussion
It took 58 s to cluster the collection based on Ž SOM on a DEC Alpha 3000r600 workstation 200 . MHz, 128 MBs RAM . It took 34 s to cluster documents using Ward's technique on the same machine.
Below, we summarize our experimental findings. For all statistical significance tests, we used paired t-tests because two measures produced by the same subject were not independent. The only exception to this was time spent on the task, since we used only the first measurement from each subject. The data collected from the subjects. along with the statistical results are presented in Tables 2-6 .
We randomized the order of tasks. In addition, in order to establish whether the order of tasks influenced the measures, we ran a regression of each measure on the order of tasks represented as a Boolean variable. We assigned 0 to this variable if Ward's clustering was processed by the subject first, and 1 if second. We did not find any statistically significant dependency. The minimum p-value for the coefficient in the regression was 0.20 in the case of normalized clustering error. This established that the influence of the order of tasks had been extremely weak and was not statistically significant. This was in agreement with the fact that most subjects did not even notice that the text messages were the same, but in the different order. Since the task was very laborious nobody appeared to have enough patience to verify that.
We have observed that the clusters created by subjects did not always share common words. This is not surprising, since subjects clustered the comments based on their meaning but not the keyword representation as the algorithms did. For example, the comment ''Effective transmission of video over networks'' was placed by a subject into the same cluster with the comment ''bandwidth concerns -impact of remote collaboration'' presumably since both relate to networking issues. Those two comments do not have any common words, so they would never be placed together by our implementation of Ward's clustering and are quite unlikely to be so placed by SOM. This explains discrepancies between automatic and manual partitions.
Below, we present the results for each of the research questions.
Q1. The subjects spent less time correcting the Ward's clustering results than correcting the SOM results. However, the difference was statistically insignificant. The mean times spent on the task were 51 min for SOM and 42 min for Ward's clustering. The p-value was 0.19. Table 2 shows time spent on the task for all subjects. Since the variance in both groups was large, larger sample size appears to be necessary in order to establish statistical significance. Q2. There was no statistical difference in cluster Ž . recall Table 3 between the SOM results and the Ward's clustering results. The mean cluster recalls for both SOM and Ward's clustering were 0.25. The p-value was 0.30. Both techniques performed equally in detecting associations between documents. The 95% confidence interval for the difference in cluster recall was established at 0"0.09. This is a rather wide interval so a larger sample size might establish a statistically significant difference.
Q3. Ward's clustering produced significantly bet-Ž . ter cluster precision Table 4 than SOM. The mean cluster precisions were 0.38 for SOM, and 0.69 for Ward's clustering. The p-value for the paired t-test was 0.0014. The implication of this result is that Ward's clustering was more accurate in establishing associations between documents.
Q4. The SOM results exhibited significantly Ž . higher clustering error Table 5 than the Ward's clustering results. The mean clustering errors were 0.080 for SOM and 0.051 for Ward's clustering. The p-value was 0.001. Table 3 shows the measurements for all subjects. However, since the clustering error measure favors a technique producing fewer clusters, ( )this is still not an ideal indication of quality. A more objective measure is considered in the next paragraph.
Q5. Ward's clustering produced a lower normal-Ž . ized clustering error Table 6 than SOM. The mean normalized clustering errors were 0.71 for SOM, and 0.64 for Ward's clustering. The p-value for the paired t-test was 0.08. The implication is that, over all, the partition produced by Ward's clustering was closer to partitions produced by human experts.
The overall result is that on the EBS data set that we used Ward's clustering performed better. In addition, it produced a smaller number of associations, but was more accurate. The accuracy may be due to the ''shared keyword rule'' that we implemented, requiring the documents in a cluster to have at least one keyword in common. This conclusion applies only to the particular type of collection we used Ž . electronic meeting messages and may be sensitive to collection size. Since we are not aware of any evaluation study that was based on manual categorization of the output of automatic categorization and performed on a larger scale, we believe the results of our small scale experiments are valuable. This is also the first empirical study in the domain of text analy- 
Conclusion and future directions
We have concluded that our implementation of Ward's clustering is slightly more precise in detecting associations between documents, but that the performances of these techniques in terms of recall of those associations are not statistically different. This suggests that Kohonen's self-organizing map has clustering abilities close to those of known clustering techniques. Since the implementation of SOM for text analysis offers several additional valuable features such as providing labels for and visualizing w x proximity of the clusters 21 , it may be a viable option for text clustering and categorizing systems.
Our research also resolved implementation issues related to two automatic text clustering techniques: Ward's clustering and Kohonen's Self-organizing Maps. These issues include:
Finding appropriate document representation for this task. Adapting both techniques for creating non-overlapping partitions of text documents. In order to make the conclusions more general, experiments with different collections seem to be necessary and are under way. We are currently conw x ducting a study involving Reuters collection 5 , extensively used in text categorization research. We are planning to test clustering techniques embedded in an interactive search and visualization system.
