Abstract. Sampling Gibbs measures at low temperature is a very important task but computationally very challenging. Numeric evidence suggest that the infinite-swapping algorithm (isa) is a promising method. The isa can be seen as an improvement of replica methods which are very popular. We rigorously analyze the ergodic properties of the isa in the low temperature regime deducing Eyring-Kramers formulas for the spectral gap (or Poincaré constant) and the logSobolev constant. Our main result shows that the effective energy barrier can be reduced drastically using the isa compared to the classical over-damped Langevin dynamics. As a corollary we derive a deviation inequality showing that sampling is also improved by an exponential factor. Furthermore, we analyze simulated annealing for the isa and show that isa is again superior to the over-damped Langevin dynamics.
Introduction
Sampling from Gibbs measures at low temperature is very important. Applications are abundant and let us mention at this point only two examples, namely molecular dynamics and machine learning. Usually, sampling at low temperatures is very slow. This is mostly due to the effect that at low temperatures energy barriers in the underlying energy landscape are very large. This traps the stochastic sampling process and slows down sampling.
A lot of effort has been made to accelerate sampling at small temperatures. There exist many competing methods. One of them is the replica exchange method which is also known as parallel tempering. In the most simple version of a replica exchange method, one considers two independent copies of the underlying dynamics. One copy evolves with low temperature τ 1 1 and the other copy with high temperature τ 2 τ 1 . At random times the position of both particles are swapped. This approach has the advantage that the particle at low temperature correctly samples Date: November 27, 2018. the low temperature Gibbs measure whereas the particle at high temperature can explore the full state space discovering the relevant states of the system. Replica exchange methods and parallel tempering are applied successfully in many different situations and they seem to accelerate sampling in low-temperature situations quite well. However, up to the knowledge of the authors almost all of the evidence for the performance of those methods is empirical and numerical. In an attempt to study the sampling performance of parallel tempering via large deviations it was discovered that the large deviation rate function is a monotone function of the swapping rate (see [DLPD12] ). This means that sampling only improves when swapping at a faster rate. This lead to the discovery of the infinte swapping algorithm/process (isa), which can be interpreted as the limit of parallel tempering when swapping the particles infinitely fast (see [DLPD12] or Section 2.1 for more details). Let H : R N → R denote the underlying energy landscape. Formally, the isa is defined as the evolution of two-particles X 1 t and X 2 t with two different temperatures 0 < τ 1 τ 2 given by the SDE dX 1 t = −∇H(X 1 t )dt + 2τ 1 (X 1 t , X 2 t ) + 2τ 2 (X 2 t , X 1 t )dB where (x 1 , x 2 ) = π(x 1 , x 2 ) π(x 1 , x 2 ) + π(x 2 , x 1 ) and π(x 1 , x 2 ) = 1
(1.3)
Numeric and heuristic studies [DDN17] indicate that there is an exponential gain when using the isa for sampling instead of the classical over-damped Langevin dynamics. However, no rigorous result is known until now.
In this article we take the analysis of [DDN17] to the next level. We carry out the first rigorous analysis of the ergodic properties of the isa at low temperatures. Up to standard non-degeneracy assumptions and one minor technical assumption on local mixing, we deduce the low-temperature asymptotic for the Poincaré and log-Sobolev constant of the isa (see Theorem 2.4 and Theorem 2.5 below). In the context of metastability those type of formulas are also known under the name Eyring-Kramers formula. Comparing our results to the Eyring-Kramers formula for the classical over-damped Langevin dynamics (see e.g. [BEGK04, BGK05, MS14]) we see an exponential gain: the effective energy barrier of the underlying energy landscape H only sees the higher temperature τ 2 . We expect that the results of Theorem 2.4 and Theorem 2.5 are optimal.
Up to the knowledge of the authors this is the first time that an Eyring-Kramers formula was derived in the context of non-homogenous diffusivity. The reason is that usually, if the diffusion coefficient σ is non-homogenous, the stationary and ergodic distribution µ of the dynamic (1.1) is unknown. However, for the isa (1.1) the ergodic distribution µ is explicitly known. It is given by µ(x 1 , x 2 ) = 1 2 (π(x 1 , x 2 ) + π(x 2 , x 1 )). This makes a rigorous analysis of (1.1) feasible.
For the proof of Theorem 2.4 and Theorem 2.5 we follow the transportation approach of [MS14] , which turns out to be robust enough to treat this case. There are several other methods that could be used to deduce the Eyring-Kramers formula for the Poincaré constant. For example, one could consider to adapt the potential theoretic approach (see [BEGK04, BGK05] ) or the approach using semiclassical analysis (cf. [HKN04, HN05, HN06] ). However, it seems that only the approach of [MS14] is robust enough to also deduce the Eyring-Kramers formula for the log-Sobolev constant. This is important for our applications to sampling and simulated annealing.
In the first application, we apply the main results to study the sampling properties of the isa and compare it to the over-damped Langevin dynamics. It is well known that the Poincaré and log-Sobolev constants characterize the rate of convergence to equilibrium of the underlying process. It is also known that Poincaré and log-Sobolev inequalities yield deviation inequalities (cf. [CG08, WY08] and references therein). Hence, our main results yield a precise quantitative control on the convergence of the time average to the ensemble average, quantifying the ergodic theorem. As a consequence we can conclude that sampling at low-temperature using isa is exponentially faster than using the over-damped Langevin dynamics.
In the second application, we study simulated annealing for the isa and compare it to simulated annealing for the over-damped Langevin dynamics. Simulated annealing (SA) is a umbrella term denoting a particular set of stochastic optimization methods. SA can be used to find the global extremum of a function H : R N → R, in particular when H is non-convex and N is large. Those methods have many applications in different fields, for example in physics, chemistry, combinatorial optimization and operations research (see f.e. [vLA87] , [KAJ94] , or [Nar99] ). The name and inspiration comes from annealing in metallurgy. It is a process that aims to increase the size of the crystals by a process involving heating and controlled cooling. The SA mimics this procedure mathematically. Citing the Wikipedia article on SA, the stochastic version of SA was independently described by Kirkpatrick, Gelatt and Vecchi [KGV83] ,Černý [Č85] and Semenovskaya, K. Khachaturyan and A. Khachaturyan [SKK85] . For more details on simulated annealing we refer to Section 2.7.
Replica exchange and parallel tempering were successfully applied to simulated annealing (see for example [KZ09] or [LPA + 09] ). Because the isa has better ergodic properties than parallel tempering there is big hope that isa can produce even better results. Additionally, our main results show that isa mixes a lot faster than the overdamped Langevin dynamics. So one expects that isa also has superior performance than the over-damped Langevin dynamics for simulated annealing. In this article, we show that this indeed is the case. Unfortunately, from our theoretic study it is unclear if the isa could compete in practice with state of the art methods for simulated annealing, e.g. methods based on Lévy flights [Pav07] or Cuckoo's search [YD09] .
From this article there are many directions to expand. In the future we plan to extend the study of isa to the underdamped Langevin dynamics. One could also extend the isa to Lévy flights and apply it to simulated annealing, to get even better performance.
Organization of the paper: In Section 2 we discuss the precise setting, derive the isa, present the main results and apply them to sampling and simulated annealing. In Section 3 we give proofs.
Setting, main results and applications
In this section, we start with briefly discussing how the isa emerges as a weak limit from parallel tempering. Then, we introduce the precise setting and non-degeneracy assumptions. After this we explain the main results of this article, namely the Eyring-Kramers formulas for the Poincaré and log-Sobolev constant for the isa. We close this section by discussing two applications, namely sampling of Gibbs measures at low temperatures and simulated annealing.
2.1. Infinite-swapping as the weak limit of parallel tempering. We start by considering the parallel tempering. Let τ 1 , τ 2 be two temperatures with τ 2 ≥ Kτ 1 for some K > 1. We consider the low temperature regime i.e. τ 2 1. The quantity of interest is
where
is the normalizing constant. Note that π(x 1 , x 2 )dx 1 dx 2 is the invariant measure of the following stochastic differential equation (SDE):
where B := (B 1 , B 2 ) is Brownian motion in R 2n . The idea of the parallel tempering is to swap between the positions of X 1 and X 2 . At random times X 1 is moved to the position of X 2 and vice-versa, so the resulting process is a jumping Markov process. To guarantee that the invariant measure remains the same, the jump intensity is of the Metropolis form ag(x 1 , x 2 ), where
The resulting process is denoted by (X a 1 (t), X a 2 (t)), where the constant 'a' is the swap rate of the parallel tempering.
Intuitively, larger values of a lead to faster convergence to equilibrium. However, the process (X a 1 (t), X a 2 (t)) is not tight so it does not converge weakly as a → ∞. The key idea of [DLPD12] is to swap the 'temperatures' of (X 1 , X 2 ) instead of swapping the positions. Precisely, they consider the following process
where Z a is a jump process which switches from state 0 to state 1 with intensity ag(X a 1 , X a 2 ), and from state 1 to state 0 with intensity ag(X a 2 , X a 1 ). It was shown in [DLPD12] that as a → ∞, the process (X a 1 (t), X a 2 (t) converges weakly to the infinite swapping process, whose dynamics is governed by the SDE:
Note that the invariant measure of this process is given by
2.2. Dirichlet form and Fisher information of the isa. We start by deriving the Dirichlet form and the Fisher information of the infinite swapping process. The infinitesimal generator of the process (2.3) is for a smooth function f : R n × R n → R,
The Dirichlet form of the infinite swapping process is for smooth functions f, g : R n × R n → R,
Moreover, it is easy to check that
Combining the above identities yields
(2.7)
Furthermore, the Fisher information of the measure µ is for f : R n × R n → R + ,
2.3. Non-degeneracy assumptions. To keep the presentation clear, we make certain non-degeneracy assumptions on the potential H. Those assumptions are standard in the study of metastability (see e.g. 
2.4. Admissible partition. We will use the transportation approach of [MS14] to deduce the main results of this article (see Theorem 2.4 and Theorem 2.5). The main idea of this method is to show:
• the fast relaxation to a local minima of the energy landscape, and • the slow (exponential) transitions between local equilibrium states.
Following [MS14] , we split the Gibbs measure µ into local measures on metastable regions around the local minima. Observe that the energy landscape given by (2.5) has local minima at m ij := (m i , m j ) for (i, j) ∈ [N ], and saddle points at 
where Z is the partition function given by (2.2).
A way to obtain an admissible partition for µ is to associate to each local minimum m ij for i, j ∈ [N ] its basin of attraction with respect to H. That is,
Given an admissible partition (Ω ij ) 1≤i,j≤N , let Z ij := µ(Ω ij ) be the partition function of the Gibbs measure µ restricted to Ω ij , and
be the local Gibbs measure on Ω ij . The mixture representation of µ with respect to
2.5. Eyring-Kramers formulas. The main results of this article are an asymptotic formula for the Poincaré and log-Sobolev constants associated to the isa. Those lowtemperature asymptotic are also known as Eyring-Kramers formulas. For our proof we need to make an auxiliary assumption.
Definition 2.3 (Local Poincaré and log-Sobolev inequality). We say that the Gibbs measure µ satisfies the local Poincaré inequality if there exists an admissible partition (Ω ij ) 1≤i,j≤N such that for each i, j ∈ [N ], and a smooth function f : R N × R N → R,
where µ ij is defined by (2.12). Similarly, the Gibbs measure µ is said to satisfy the local log-Sobolev inequality with respect to (Ω ij ) 1≤i,j≤N if for each i, j ∈ [N ], and a smooth function f :
Heuristically, the local inequalities (2.15) and (2.16) should hold and not be of leading order. The reason is that there are no traps on a domain of attraction of a local minimum. In the case of the over-damped Langevin dynamics the local inequalities (2.15) and (2.16) were deduced in [MS14] via Lyapunov functions. We expect that in the case of the isa similar methods should work but at the moment this is the object of further study. Let us now formulate the main results of this article.
Theorem 2.4 (Eyring-Kramers formula for the Poincaré constant of the isa). For some constant K > 1 we assume that τ 2 ≥ Kτ 1 . Let µ be the invariant measure of the infinite swapping process defined by (2.5). Assume that the potential H satisfies Assumption 2.1, and the measure µ satisfies the local Poincaré inequality (2.15) with
Then the Gibbs measure µ satisfies the Poincaré inequality
with the constant ρ satisfying
Here λ − (s p1 ) is the negative eigenvalue of the Hessian ∇ 2 H(s p1 ) at the communicating saddle point s p1 .
Theorem 2.5 (Eyring-Kramers formula for the log-Sobolev constant of the isa).
For some constant K > 1 we assume τ 2 ≥ Kτ 1 . Let µ be the invariant measure of the infinite swapping process defined by (2.5). Assume that the potential H satisfies Assumption 2.1, and the measure µ satisfies the local log-Sobolev inequality (2.16)
Then the Gibbs measure µ satisfies the log-Sobolev inequality
Here, λ − (s p1 ) is the negative eigenvalue of the Hessian ∇ 2 H(s p1 ) at the communicating saddle point s p1 and Λ(a,
Remark 2.6. When comparing the Eyring-Kramers formula (2.19) and (2.22) of the isa to the Eyring-Kramers formula of the over-damped Langevin dynamics (see e.g. [MS14] ), the only difference is that instead of the temperature τ 1 only the temperature τ 2 appears. Because we choose τ 2 ≥ Kτ 1 this means that the efficient energy barrier H(m p ) − H(m 1 ) got reduced by the factor K > 1.
Remark 2.7. We expect that the Eyring-Kramers formula (2.19) and (2.22) is optimal. More precisely, that there exists a matching lower bound. This is the case for the classical over-damped Langevin dynamic. However, at the moment this is the object of further study.
2.6. Application to sampling. It is well known that estimates on the Poincaré and log-Sobolev constants yield estimates on the rate of convergence to equilibrium of the underlying associated process. Applied to the isa we obtain the following direct consequence of Theorem 2.4 and Theorem 2.5. We refer to [Sch12, Theorem 1.7] for a proof in the setting of the over-damped Langevin dynamics. The argument directly carries over to the isa.
Corollary 2.8. Let f t be the relative density of the infinite swapping process (2.3) at time t. Under the same assumptions as in Theorem 2.4 it olds that
where ρ satisfies the estimate (2.19). Under the same assumptions as in Theorem 2.5 it holds that
where α satisfies the estimate (2.22).
Another well-known consequence is that the Poincaré or log-Sobolev constants allow to quantify the ergodic theorem i.e. they allow to estimate speed of convergence of the time average to the ensemble mean. Applied to the isa we obtain the following direct consequence Theorem 2.4 and Theorem 2.5. We refer to [CG06, Proposition 1.2.] and [Wu00, Corollary 4] for a proof in the setting of the over-damped Langevin dynamics. The argument directly carries over to the isa.
Corollary 2.9. Let ν denote the initial law of the isa X t . Under the same assumptions as in Theorem 2.4 it olds that for all functions f : R N → R such that sup |f | = 1, all 0 < R ≤ 1 and all t > 0
25)
where ρ satisfies the estimate (2.19).
Under the same assumptions as in Theorem 2.5 it olds that for all functions f ∈ L 1 (µ) and all 0 < R, t
26)
where α satisfies the estimate (2.22) and
A consequence of Corollary 2.9 is the isa has an exponential gain compared to the over-damped Langevin dynamics when used for sampling (see also Remark 2.6). On the details how to use the isa to sample from the Gibbs measure
at temperature τ 1 we refer to [DLPD12] .
2.7. Application to simulated annealing. In this section, we apply the logSobolev inequality of Theorem 2.5 to the simulated annealing of the isa.
The goal of simulated annealing is to find the global minima of a function H : R N → R that is potentially non-convex and lives in a high-dimensional space. Let us explain the main idea of the stochastic version of simulated annealing. One considers a stochastic process on H that is subject to thermal noise. When simulating this process one lowers the temperature is slowly over time. Hereby, the stochastic process gets trapped. Now, the goal is to show that the trapped process converges to the global minimum of H with high probability. This is typically true if the temperature is lowered slow enough. Hence, another goal is to find the best stochastic process with the fastest possible cooling schedule that still allows to find the global minimum.
Simulated annealing for the over-damped Langevin dynamics was studied in [Mic92] . As we will see below, the cooling schedule has to be logarithmically slow. This implies long computation times in order to find the global minimum. There are many approaches to improve this behavior. Luckily, one has the freedom to choose the underlying stochastic process which is used for simulated annealing. The most efficient approach is called Cuckoo search and is based on Lévy flights (see [Pav07, YD09] ). Those methods are able to find the global minimum in certain situations with a polynomial cooling schedule. An alternative is to use replica exchange or parallel tempering. As we know from [DLPD12] , mixing only improves when particles are swapped faster making the isa a natural candidate for simulated annealing.
In [Mic92] it was shown that for the over-damped Langevin dynamics the fastet succesful cooling schedule is characterized by the Eyring-Kramers formula for the logSobolev constant. However, at that time no estimates on the associated log-Sobolev constant for low temperatures were known at that time. Hence, more sophisticated arguments were applied by [HKS89] to replace the log-Sobolev constant by the Poincaré constant showing that the fastest succesful cooling schedule is characterized by the critical depth E * = H(m p ) − H(m 1 ). Only in 2014, the Eyring-Kramers formula for the log-Sobolev constant was derived in [MS14] which leads to a more direct proof of the same result. This formula was then used by [Mon18] to study simulated annealing for the underdamped Langevin dynamics, showing that the Langevin dynamics is at least as good as the over-damped Langevin dynamics for simulated annealing.
The main result of [HKS89] is (see also [Mon18] ):
Theorem 2.10 ( [Mic92, HKS89] ). Let X t be given by the classical over-damped Langevin dynamics
(2.28)
Assume that the potential H satisfies Assumption 2.1. Let E * := H(m p ) − H(m 0 ) denote the critical depth of the potential H. Then:
If τ (t) ≥ E ln t for t large enough with E > E * , then for all δ > 0
If τ (t) ≤ E ln t for t large enough with 0 < E < E * , then for δ small enough lim sup
In this section we study simulated annealing for the infinte swapping dynamics given by the following SDE
We require that for some fixed constant K > 1 τ 2 (t) = Kτ 1 (t) and τ 1 (t) ↓ 0. (2.32)
In Theorem 2.4 and Theorem 2.5 we showed that the infinite swapping dynamics mixes faster than the classical over-damped Langevin dynamics. Choosing τ 2 = Kτ 1 the effective critical depth of the potential H is
for the classical over-damped Langevin dynamics given by (2.28). This indicates that the infinite swapping dynamics could be superior to the classical overdamped Langevin dynamics for simulated annealing. The main result of this section shows that this is true.
Theorem 2.11. Let X 1 , X 2 be given by (2.31) and we assume that for some fixed constant K > 1 it holds τ 2 (t) = Kτ 1 (t). Assume that the potential H satisfies Assumption 2.1, and the measure µ satisfies the local log-Sobolev inequality (2.16)
denote the critical depth of the potential H. Then:
If τ 1 (t) ≥ E K ln t for t large enough with E > E * , then for all δ > 0
If τ 1 (t) ≤ E K ln t for t large enough with 0 < E < E * , then for δ small enough lim sup Lemma 3.1 (Decomposition of variance and entropy). For a mixture representation (2.13) of the Gibbs measure µ, and a smooth function f : R n × R n → R,
where Λ(Z 1 , Z 2 ) := (Z 1 − Z 2 )/(log Z 1 − log Z 2 ) is the logarithmic mean.
From the decompositions (3.1)-(3.2), it suffices to estimate
• the local variances Var µ ij (f ) and the local entropies Ent µ ij (f ), and
The following theorem gives an estimate of the mean difference terms.
Theorem 3.2. Let µ be the invariant measure of the infinite swapping process defined by (2.5). Assume that the potential H satisfies Assumption 2.1, and let µ ij be local Gibbs measures with respect to an admissible partition (Ω ij ) 1≤i,j≤N . Then
where ρ and α are defined by the right hand side of (2.19) and (2.22) respectively.
The proof of Theorem 3.2 is given in Section 3.3.
Proof of Theorems 2.4-2.5. Combining (2.33), (3.1), and (3.3) yields
It is easy to see that the mean difference sum dominates the local variances. This implies the Poincaré inequality (2.18)-(2.19). A similar argument leads to the logSobolev inequality (2.21)-(2.22).
Electric network interpretations.
In this subsection we give an electric network interpretation of the mean difference terms. That is,
Here the Dirichlet form E µ (f, f ) can be regarded as the energy, and R ij,kl is the effective resistance between the local minima m ij and m kl . Also R ij,kl is the inverse capacity of a small ball around m ij with respect to that around m kl . The electric network consists of horizontal resistances T ij,kj , the transport cost of horizontally transporting mass from m ij to m kj , and vertical resistances T ji,jk , the transport cost of vertically transporting mass from m ji to m jk . For simplicity, we consider the case where the potential H has a global minimum m R , and a local minimum m L with s being the communicating saddle point between m L and m R . Let
It is easy to see that R 1 R 2 , since τ 1 τ 2 . Then the total resistances are given by the usual series/parallel laws: The network shown in Figure 1 consists of only series/parallel components. It is a well known result of Epifanov [LP17, Chapter 2] that any planar network can be reduced to a combination of series, parallel, and star-triangle components. For a general potential H with N ≥ 3, the associated network contains all these components. It is then more complicated to compute the effective resistance. The idea is to derive an upper bound of the effective resistance via the Thomson principle, or the Berman-Konsowa principle [dHJ13] which asserts that given a unit flow between two positions, the flow will be distributed so as to minimize the energy. So the resistance of any path between two positions gives an upper bound of the effective resistance.
3.3. Proof of Theorem 3.2. In this section, we state the proof of Theorem 3.2 i.e. we deduce the mean difference estimates (3.3)-(3.4). The analysis relies on the estimation of transportation costs, and does not require electric network interpretations.
Let ν 0 µ and ν K µ be two arbitrary probability measures. The idea is to establish a representation of the mean difference between ν 0 and ν K as a transport interpolation. Let ν 1 , . . . , ν K−1 µ be probability measures, which serve as the intermediate transport measures. It is easy to see that
First we consider the mean difference between µ ij and µ kj . Let (Φ s : R n × R n → R n × R n ) 0≤s≤1 be a horizontal transport interpolation between µ ij and µ kj . That is,
where the second equality follows from the fundamental theorem of calculus, and the first inequality from the Cauchy-Schwarz inequality. Let
where inf is taken over all horizontal transport interpolation from µ ij to µ kj , The quantity T ij,kj is identified as the horizontal transport cost from m ij to m kj . Similarly, the vertical transport cost from m ji to m jk is given by
where inf is taken over all vertical transport interpolation from µ ji to µ jk . Consequently,
For i, j, k, l ∈ [N ], a path from (i, j) to (k, l) is said to be horizontal-vertical if only one coordinate changes at each step. For instance, (1, 1) → (1, 5) → (5, 5) is a horizontal-vertical path, while (1, 1) → (3, 3) → (5, 5) is not. Let T P be the sum of the transport costs along a horizontal-vertical path P from (i, j) to (k, l). By (3.6) and (3.9),
where |P| is the number of steps in the path P. Now we use the path m ij → m i1 → m 11 → m k1 → m kl to transport from m ij to m kl . Specializing (3.10) to this path yields
It remains to estimate the r.h.s. of (3.11). We follow the idea of [MS14, Section 4] by approximating µ ij by truncated Gaussian. For i, j ∈ [N ], let ν ij be the truncated Gaussian approximation of µ ij around m ij . That is,
where A[x] :=< x, Ax >. The restriction E ij is given by
and Z ij is the normalizing constant. The argument in [MS14, Section 4.2] shows the following error estimate.
Lemma 3.3. For each i, j ∈ [N ], let ν ij be the truncated Gaussian approximation of µ ij defined by (3.12). Then
Next we consider the mean difference between ν ij and ν kl . Let T ij,kj (resp. T ji,jk ) be the transport cost from ν ij to ν kj (resp. from ν ji to ν jk ). By considering a regular affine transport interpolation (see [MS14, Section 4 .3]), we get the following transport cost estimate.
(3.14)
Sketch of proof. Without loss of generality, we consider the horizontal transport T ij,kj . Recall that a 1 µ(x 1 , x 2 ) = τ 1 π(x 1 , x 2 ) + τ 2 π(x 2 , x 1 ).
By the Laplace principle, the leading order of T ij,kj is given by 3.4. Proof of Theorem 2.11. We will not provide a complete proof of Theorem 2.11. The reason is that with the help of Theorem 2.5, i.e. the low-temperature asymptotic of the log-Sobolev constant, one can follow more or less the arguments outlined in [Mic92] and [Mon18] . We only sketch the argument for the estimate (2.34).
Let m t (x 1 , x 2 ) be the relative density of (X 1 (t), X 2 (t)) defined by (2.31). Let µ t (x 1 , x 2 ) = 1 2 (π t (x 1 , x 2 ) + π t (x 2 , x 1 )), with
where Z t is the normalizing constant. The key is to study the entropy of m t /µ t with respect to µ t . That is, where < H > τ i := H(x)π i (x)dx with
Equipped with Theorem 2.5 and Lemma 3.6 one uses a standard Gronwall-type argument to verify (2.34). We leave the details to the reader and refer to [Mon18] . Combining (3.28) with (3.29) yields (3.25).
