Mixtures models have received sizeable attention from analysts in the recent years. Some work on Bayesian estimation of the parameters of mixture models have appeared. However, the were restricted to the Bayes point estimation The methodology for the Bayesian interval estimation of the parameters for said models is still to be explored. This paper proposes the posterior interval estimation (along with point estimation) for the parameters of a two-component mixture of the Gompertz distribution. The posterior predictive intervals are also derived and evaluated. Different informative and noninformative priors are assumed under a couple of loss functions for the posterior analysis. A simulation study was carried out in order to make comparisons among different point and interval estimators. The applicability of the results is illustrated via a real life example.
Introduction
The Gompertz distribution is used to model survival times, human mortality and actuarial tables. It has many real life applications, especially in medical and actuarial studies. The Gompertz distribution is also used as a survival model in reliability. It has an increasing hazard rate for the life of the systems. Due to its complicated form it has not received enough attention in past. However, recently, this distribution has received considerable attention from demographers and actuaries. Pollard and Valkovics (1992) were the first to deal with the Gompertz distribution thoroughly. However, their results are true only in cases where the initial level of mortality is very close to zero. Willemse and Koppelaar (2000) reformulated the Gompertz force of mortality and derived relationships for this new formulation. Jaheen (2003) applied the Bayesian approach on record values from the Gompertz distribution. The simulation study was used for illustration of the results. Wu et al. (2003) derived the point and interval estimators for parameters of the Gompertz distribution under progressive type II censored samples. Wu et al. (2004) used the least square method to estimate the parameters of the Gompertz distribution. Wu et al. (2006) obtained the maximum likelihood estimators and the estimated expected test time for the two-parameter Gompertz distribution under progressive censoring with binomial removals. Khedhair and Gohary (2008) proposed the bivariate Gompertz distribution and completed the analysis for the mixture of components of proposed distribution. Saracoglu et al. (2009) compared the maximum likelihood, uniformly minimum variance unbiased, and Bayes estimators for the parameter of the Gompertz distribution. The numerical example was used for illustration. Ismail (2010) considered the Gompertz distribution as a lifetime model for applying the Bayesian approach to the estimation problem in the case of step stress partially accelerated life tests with two stress levels and type-I censoring. Ismail (2011) discussed the point and interval estimations of a two-parameter Gompertz distribution under partially accelerated life tests with Type-II censoring. Kiani et al. (2012) studied the performance of the Gompertz model with time-dependent covariate in the presence of right censored data. Moreover, the performance of the model was compared at different censoring proportions (CP) and sample sizes.
The mixture models have received great interest from analysts in recent era. These models include finite and infinite numbers of components that can analyze different datasets. A finite mixture of probability distribution is suitable to study a population categorized in number of subpopulations. A population of lifetimes of certain electrical elements can be classified into a number of subpopulations based on causes of failures. The analysis of mixture models under Bayesian framework has developed a significant interest among statisticians. Authors dealing with the Bayesian analysis of mixture models include: Saleem and Aslam (2008) , Saleem et al. (2010) , Majeed and Aslam (2012) and Kazmi et al. (2012) . These contributions are concerned with Bayes point estimation of the parameters. The interval estimation of the parameters of the mixture models under a Bayesian framework has not yet been discussed by any author. We considered point and interval estimation of the parameters for a two-component mixture of the Gompertz distribution. The population of certain items is assumed to be partitioned into two subpopulations. The randomly selected observations from said population are considered to be a part of one of the above mentioned subpopulations. These subpopulations are assumed to follow the Gompertz distribution. Therefore, the two components mixture of the Gompertz distribution has been proposed to model this population. The observations have been assumed to be right censored. The inverse transformation technique of simulation under a probabilistic mixing has been used to generate data and to evaluate the performance of different estimators.
The Population and the Model
A density function for the mixture of two component densities with mixing weights (p,q) is
The following Gompertz distribution is considered for both mixture densities:
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with the cumulative distribution function as ( )
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The cumulative distribution function for the mixture model is
Suppose n items are put on a life testing experiment and w units failed until time T, while n -w units are still working. Now based on causes of failure, the failed items are assumed to come either from subpopulation 1 or from subpopulation 2. Therefore it can be observed that w 1 and w 2 failed items come from the first and second subpopulation respectively, where w = w 1 + w 2 . The remaining n -w items are assumed to be censored observations. The likelihood function for above type I censored data can be obtained as
After simplifications the likelihood function becomes ( ) The main difference between the Bayesian and classical inference is the use of prior information under the Bayesian framework. However, in cases where the sufficient prior information regarding the parameter is not available, the use of non-informative priors becomes mandatory. An important non-informative prior, proposed by Laplace (1812) , is a uniform prior. It has been applied to many problems, and often the results are entirely satisfactory. Here, this prior has been used for the posterior estimation. Let 
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The utilization of informative prior is of much importance under Bayesian inference. The results under informative priors are often better than noninformative priors. The gamma, chi square and exponential priors have been assumed for the posterior analysis in the current study. The combined priors have been obtained by assuming the independence. Let
Gamma ,
Under the assumption of independence, the joint prior becomes
The posterior distribution under the assumption of above prior is
Again, suppose 
The posterior distribution under the assumption of the prior given in (12) 
Further, consider 
Bayes Estimators and Posterior Risks
The Bayes estimators and associated posterior risks have been derived under the squared error loss function (SELF) and precautionary loss function (PLF). The respective expressions have been presented in the following. Bayes estimator and posterior risk for α 1 , α 2 and p under uniform prior using SELF are: 
Credible intervals
The credible interval is defined as: Let ( )
According to Eberly and Casella (2003) the credible interval can also be defined as:
where L and U are the lower and upper limits of the credible interval respectively and k is level of significance. It can be observed that the explicit solution of the limits for the credible intervals cannot be obtained. The numerical methods have been used to find the approximate solution of the limits.
Posterior Predictive Distributions and Intervals
The posterior predictive distribution is used to make predictions of future observations, based on the inferences drawn from the data at hand. Posterior predictive distribution can be simply obtained by the product of the posterior distribution and (conditional) independence (given the parameters) of the new observation from the current sample. It can be defined as
where y = x n+1 is the future observation given the sample information x = x 1 , x 2 , ..., x n , from the model (7). The posterior predictive distribution using (7) and (16) can be obtained as
The posterior predictive interval can be obtained by solving the following two equations
The simplification of the above equations leads to the following equations
As the limits of the posterior predictive interval cannot be derived explicitly, the numerical solutions of the limits have been obtained by iterative methods.
Prior Elicitation
The elicitation is a technique to formulate an expert's knowledge or belief about a certain quantity into a joint probability distribution. In the case of Bayesian analysis, it can be considered as a method to specify the values of hyperparameters in a prior distribution for one or more parameters of the sampling distribution.
Much of the literature on elicitation has been concerned with formulating a probability distribution for unsure quantities when there is no data with which to supplement the knowledge expressed in that distribution. This process facilitates decision-making, where uncertainty about certain phenomena needs to be described in terms of a probability distribution in order to derive the posterior distributions.
To achieve accurate elicitation is a difficult task, even if we are interested in elicitation of a single event. In such a situation, a single probability is needed, but the expert may not be familiar with the concept of probabilities. Even when the expert is familiar with the concept of probabilities, it is by no means straightforward to evaluate a probability value for an event exactly. In such cases, elicitation encourages the expert and the facilitator to consider the meaning of the parameters being elicited. This has two helpful consequences. First, it brings the analysis closer to the application by demanding attention to what is being modeled, and what is reasonable to believe about it. Second, it helps to make the posterior distributions, once calculated, into meaningful quantities. Many methods of elicitation have been discussed in the literature; among those, the method suggested by Aslam (2003) has been used to elicit the prior distribution in the recent study. This method requires the derivation of prior predictive distribution for elicitation. The prior predictive distribution can be defined as 
Using the similar program mentioned above, the elicited values of the hyperparameters are ( ) ( ) 
The elicited values of the hyper-parameters in the above prior predictive distribution are (
, 0.232768, 0.322483 Probabilistic mixing has been used to generate the mixture data. For each observation a random number u has been generated from ( ) 0,1 U . If u p < the observation has been randomly taken from first subpopulation and if u p > then the observation has been taken from the second subpopulation. The observations above a fixed censoring time T have been assumed to be right censored. Under each combination of parametric values, the choice of censoring time has been made so that the censoring rate in the respective sample is 15%. As one sample cannot completely describe the behavior and properties of the Bayes estimators, the results have been replicated 1000 times and the average of results has been presented in the tables below (the amounts of posterior risks are presented in parenthesis). The abbreviations used in tables are; B.Es: Bayes estimates; P.Rs: posterior risks; LL: lower limit and UL: upper limit. The simulation study has been conducted under the assumption of different priors using two loss functions. The performance of different estimators has been compared in terms of posterior risks and rate of convergence. It has been observed that the estimated value of the parameter converges to the true value of the parameter by increasing the sample size. This pattern is similar under each prior and for every loss function. In cases of non-informative priors, the estimates under the Jeffreys prior provide better convergence, while among informative priors the gamma prior gives comparatively rapid convergence. On the other hand, use of squared error loss function results in faster convergence than precautionary loss function. It is interesting to note that for each combination of prior and loss function, the increased values of the parameters impose a negative impact on the convergence rate of the estimates. However, increasing the value of weight parameter has a positive effect on the convergence of the corresponding estimators but convergence rate of the weight estimator itself becomes slower. All the parameters have been overestimated in almost all the cases and the extent of overestimation is greater for larger true parametric values. On the whole, it can be assessed that the estimates under gamma prior using precautionary loss function have the best convergence rate. Some prior elicitation technique may further strengthen this argument.
It is apparent from the above tables that the magnitude of posterior risks is indirectly proportional to sample size, while it is directly related to the true value of the parameter. This property holds for all estimators. The estimates under the Jeffreys prior have smaller risks than those under uniform prior. Similarly, among all informative priors, the estimates using gamma prior are associated with the minimum risks. In a comparison of informative and non-informative priors, informative priors perform better. This indicates the dominance of informative priors over non-informative priors. The performance of the estimates (representing the corresponding component) has been positively affected by increasing the values of the weight parameter, but at the cost of inflated risks for the parameter itself. It can also be observed that the estimates under precautionary loss function have smaller risks than those based on squared error loss function, irrespective of choice of prior and the true parametric values. Therefore, in terms of posterior risks, the estimates using gamma prior based on precautionary loss function provide the best point estimation.
In case of interval estimation (presented in Tables 11-16 ), the widths of 95% credible intervals decrease when increasing the sample size. The least amount of widths for credible intervals has been observed under gamma prior. In addition, the posterior predictions tend to be more specific under gamma prior. This is another indication that the gamma prior performs well as compared to other priors.
Real Life Example
Real life data regarding cancer survival times in years presented by Bekker et al. (2000) has been analyzed to illustrate the practical applicability of the results. The test termination time is considered to be such that the overall sample is 15% censored.
The analysis of real life data replicated the patterns observed under simulation study. The point and interval estimates for the parameters of the Gompertz mixture model; based on gamma prior; using PLF are found to be the most efficient. The posterior predictive intervals have the least amounts of widths again under gamma prior. So, in order to estimate the said parameters and to make predictions of the future values of the variable from the mentioned model, the use of gamma prior under PLF may be preferred. 
Conclusion
The study proposed the point and interval estimators for the parameters of the two-component mixture of the Gompertz distribution under a Bayesian framework along with posterior predictions for the future value from said model. The performance of the different estimators has been compared in terms of posterior risks (for point estimators) and widths of interval estimates with respect to various priors and loss functions. The findings of the study suggest that for Bayesian estimation of the parameters (along with posterior predictions) of the two-component mixture of the Gompertz distribution, the use of gamma prior under precautionary loss function is preferred. The proposed estimators are consistent in nature. The results of the study are useful for practitioners looking to model some failure time data, where the cases of failures are more than one.
