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Abstract 
In this paper, an Enhanced Single Objective Genetic Algorithm Scheduling Tool (ESOGAST) is presented that is 
capable of solving very large scheduling problems such as those encountered in the capital goods industry. The 
tool minimises the penalties caused by the early or late delivery of components, assemblies and final products. 
The tool is optimised for speed; it runs more than 5000 times faster than the tool developed by Pongcharoen et al 
[1].  It is therefore capable of solving much larger problems within a reasonable amount of time.  
 
The ESOGAST includes an enhanced repair process to optimise the performance of the tool for scheduling the 
production of very complex products with many levels of product structure under finite capacity conditions. This 
paper describes the Genetic Algorithm and the data structures used in detail. A case study that used data obtained 
from a collaborating capital goods company is presented. A series of experiments that were used to identify the 
best combination of genetic operators and parameter settings is described. The work optimised an 18 month 
schedule for a manufacturing facility with 52 machines that produced several families of complex products with 
deep product structure.  
 
Keywords: Genetic Algorithm, capital goods, production scheduling, optimisation 
 
1 Introduction 
Capital goods companies produce plant and machinery that is used to produce consumer 
products or commodities such as electricity or gas. Typical products include steam turbines, 
large boilers and oil rigs. Scheduling in the capital goods industry is difficult because the 
products are often produced in low volume, are highly customised and have very deep and 
complex product structures which give rise to many levels of assembly. Many parts have 
complex geometry and require many operations on different machines. Constraints such as 
machine capacity and operational precedence relationships also need to be considered. It is 
the combination of all these factors that makes it difficult to schedule the production of 
complex capital goods. An efficient scheduling tool is required that is capable of tackling very 
large scheduling problems within a reasonable amount of time.  
 
This paper has the following objectives:  
· to describe the characteristics of complex capital goods;  
· to provide brief description of Genetic Algorithms;  
· to outline the specification of the Enhanced Single Objective Genetic Algorithm 
Scheduling Tool (ESOGAST) model;  
· to compare the performance of ESOGAST and the GAST; 
· to identify the optimum selection schemes and best combination of crossover and 
mutation operators;  
· to apply the ESOGAST to solve a large industrial problem using the data obtained from 
a capital goods company. 
 
2 Characteristics of Complex Capital Goods 
Hicks et al. [2] described the characteristics of products produced by the capital goods 
industry. Individual products are often highly customized to meet individual customer 
requirements and are produced in low volume on a make- or engineer-to-order basis. Some 
components are required in very low volume, whereas others are required in medium to large 
quantities. Some components and systems are highly customized, whilst others are 
standardized. The main products have deep and complex product structures, which gives rise 
to many levels of assembly processes, which need to be co-ordinated with component supply. 
The process routings are long and with many different types of operations on many machines. 
Each operation typically includes set-up time, machining and transfer activities [3]. An 
optimum schedule for capital goods needs to co-ordinate the supply of components to meet 
assembly requirements and also ensure that finite capacity constraints are not exceeded [4].  
 
Welp et al. [5] explained that the product structure describes the relationships between parts 
and assemblies. The complexity of the product structure is dependent upon the number of 
levels of assembly, the number of items required for assemblies and the number of 
components. The product structure of a relatively simple product is shown in Figure 1.  
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Figure 1.  A simple product structure  
 
The root node represents the final product whilst the leaf nodes correspond to the components. 
In the capital goods industry a production schedule can have a very large number of feasible 
sequences and this number increases exponentially with the number of items [6].  
 
3 Genetic Algorithms in Production Scheduling 
Genetic Algorithms (GAs) are a stochastic search method that mimics the metaphor of natural 
biological evolution [7]. It is a search technique for finding ‘good’ solutions within complex 
search spaces. In production scheduling research it is common for each operation to be 
represented as a gene, whilst the chromosome represents an entire production schedule. GAs 
apply crossover and mutation operators to chromosomes to produce new generations. The 
probability of a chromosome surviving to the next generation is based upon the principle of 
the survival of the fittest; ‘good’ chromosomes have a high probability of surviving to the 
next generation, whilst ‘weak’ ones have a low probability of survival. GAs continue until a 
stopping criterion is reached [8].  
 
Genetic Algorithms have been widely applied in production scheduling. Most research has 
focused upon flow-shop or job-shop scheduling problems that ignores assembly operations 
and the precedence relationships [1]. Pongcharoen et al. [1] developed a Genetic Algorithm 
Scheduling Tool (GAST) that took assembly relationships into account. However, this tool 
was coded in an interpreted language Tcl/Tk [9] which made the program very slow and 
unsuitable for solving very large problems. 
 
4 Development of the Enhanced Single Objective Genetic Algorithm Scheduling Tool  
In this work, an enhanced Single Objective Genetic Algorithm Scheduling Tool (ESOGAST) 
was developed that was based on the Genetic Algorithm based Scheduling Tool (GAST) 
devised by Pongcharoen [1]. The new program was written in C [10], which is a compiled 
language that runs much more quickly than Tk-Tcl. The ESOGAST has an enhanced repair 
process that was designed to solve extremely large problems and has more alternative 
selection schemes (see section 4.4).  
 
The ESOGAST was designed to minimise the combination of tardiness and earliness penalties 
for components, assemblies, subassemblies and final products. In order to minimise penalty 
costs, all the components, assemblies and final products should be completed as close as 
possible to the due date. This ESOGAST includes procedures for gene encoding, genetic 
representation, population initialization, genetic operations, repair processes, fitness 
assignment and measurement, selection scheme and stopping criteria. The algorithm is 
illustrated in Figure 2. 
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Figure 2. The ESOGAST for production scheduling 
 
4.1 Representation of Product Structure 
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Figure 3. Coding scheme of product structure [1] 
 
The product structure identifier (PSI) and product instance identifier (PII) used by 
Pongcharoen [3] were applied in this work. They are illustrated in Figure 3 with the node 
number refers to the part number and the root node represents the final product. This coding 
system uniquely identifies the location of each type of part/assembly within the product 
structure. The product instance identifier identifies and distinguishes between different 
instances of identical parts, as sometimes an assembly may contain more than one item of the 
same type. For example, the product with part code 1 contains two identical assemblies with 
part code 2 and each of the part code 2 has 2 parts: part code 5 and 6. For part 5 and part 6 in 
each part code 2, the PSIs are same here. However the PIIs are different.  
 
4.2 Gene Encoding 
The sequence of operations within each production is encoded as a string (see Figure 4 and 
Figure 5). An operation is represented as a gene. The part number links to a record that 
contains information on the part or assembly (process sequence, times, subassembly 
relationships etc.).  
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Figure 4. Gene representation 
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Figure 5. Chromosome representation 
 
4.3 Gene Representation and Population Initialisation 
The chromosome representation is shown in Figure 5. A whole chromosome represents the 
complete sequences of all operations within the schedule. Each chromosome consists of n 
sub-chromosome (one for each resource). The genetic operations are performed within the 
same sub-chromosomes.  
 
4.4 Genetic Operators and Selection Schemes 
Crossover and mutation operations are applied to randomly selected chromosomes within the 
population. The probability of crossover and mutation are parameters that must be specified. 
In this research, the crossover and mutation operators that used are listed in Table 1. The 
available selection schemes are listed in Table 2. 
 
Initial Description (Crossover) Initial Description (Mutation) 
1PX 
AEX 
CYX 
ERX 
MPX 
OX 
PBX 
PMX 
2PCX 
One Point Crossover [11] 
Alternating Edges Crossover [12] 
Cycling Crossover [13] 
Edge Recombination Crossover [14] 
Maximal Preservation Crossover [15] 
Order Crossover [16] 
Position Base Crossover [17] 
Partially Mapped Crossover [18] 
Two Point Centre Crossover [11] 
CIM 
2OAS 
3OAS 
2ORS 
3ORS 
IM 
DM 
SM 
Centre Inverse Mutation [19] 
Two Operations Adjacent Swap [11] 
Three Operations Adjacent Swap [11] 
Two Operations Random Swap [11] 
Three Operations Random Swap [11] 
Inverse Mutation [20] 
Displacement Mutation [21] 
Scramble Mutation [17] 
Table 1. Genetic operators 
 
Initial Description 
SRW 
RRW 
TS 
SRSR 
ES 
ESRW 
ESRRW 
Standard Roulette Wheel [20] 
Rank-based Roulette Wheel [22] 
Tournament selection [20] 
Stochastic Remainder Sampling without Replacement [20] 
Elitist Strategy [20] 
Elitist Strategy with Roulette Wheel [23] 
Elitist Strategy with Rank-based Roulette Wheel [23] 
Table 2. Selection schemes 
 
4.5 Repair Process 
The crossover and mutation operators may produce infeasible schedules that contravene 
operation or assembly precedence relationships, or that are not possible due to finite capacity 
constraints. Infeasible chromosomes are rectified using a modified version of the four stage 
repair process developed by Pongcharoen [24].  
 
1
st
 stage: Operation precedence adjustment 
All the operations must be performed in a correct sequence that does not contravene operation 
precedence constraints. This procedure starts by checking the number of operations required 
for each part. If the number is more than one, the sequences of operations are checked and are 
reordered if necessary.  
 
2nd stage: Part precedence adjustment 
The supply of component parts and subassemblies must be co-ordinated with subsequent 
assembly processes. For example, the parent assembly cannot be started until all its 
subassemblies are completed. The algorithm corrects such problems by adopting a ‘bottom up’ 
strategy in which items at the bottom of the product structure are scheduled first, then the 
algorithm then moves up the product structure level by level. 
 
3rd stage: Deadlock adjustment 
When scheduling multiple machines it is possible that two machines may become deadlocked 
because they both are waiting for a part from each other. Deadlock adjustment identifies 
deadlock situations and starts from the first gene within sub-chromosomes (representing the 
schedule on a particular machine). Operations without precedence relationships that can be 
performed are added to a list of legal operations. The algorithm then moves to the first 
unmarked gene within the sub-chromosome to check whether its previous operation is in the 
list of legal operations. If so it is added to the list. Otherwise, the procedure moves to the next 
sub-chromosome and repeats the above procedures to find the next legal operation. If there is 
no operation can be added on the list of legal operations, a deadlock situation is identified. 
Then a sub-chromosome will be randomly selected to find the operation that can be added on 
the list. This procedure will go on for every sub-chromosome until a legal operation is found. 
This operation is then moved into the position of the first deadlock operation (unmarked 
operation) within this sub-chromosome and then added on the list of legal operations. The 
order of operations after this deadlocked position will be remained the same. The process is 
then repeated until all operations appear in the list of legal operations. If a deadlock is not 
found, the schedule is feasible and no deadlock adjustment is required.  
 
4th stage: Timing assignment and capacity considerations 
The ESOGAST produces chromosomes that represent sequences of operations. It is necessary 
to assign timing information to each operation in order to produce a schedule. In scheduling, 
schedules aim to minimise the idle time between operations, i.e. perform an operation straight 
after the previous one as soon as possible. However, the finite capacity constraints may cause 
a delay between operations. The timing assignments are determined by the duration of 
operations including set-up, machining and transfer time. 
 
4.6 Genetic Algorithm Parameters 
Genetic Algorithms parameters include: i) the population size, which is the number of 
chromosomes within each generation; ii) the number of generations; iii) the probability of 
crossover; and iv) the probability of mutation. 
 
4.7 Fitness Assignment and Measurement 
After the repair process, the next step is to perform the fitness assignment procedure. The 
fitness function proposed by Pongcharoen [24] is adopted and shown in Equation 1). 
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4.8 Genetic Selection Scheme 
In this research, the selection schemes shown in Table 2  are used to choose the chromosomes 
that survive to the next generation. The Roulette Wheel approaches use a 0-1 random number 
generator. The probability of an individual surviving to the next generation is determined by 
its fitness. In Tournament selection, two randomly selected chromosomes compete for 
succession to the next generation. In the selection schemes that combine Elitist and Roulette 
Wheel based approach, 15% of the best individuals in the current generation are selected by 
the Elitist Scheme for the next generation. The remainder is selected randomly, or by the 
Standard Roulette or Rank-based Roulette Wheel method.  
 
5 Experimental Programme 
 
Problem types  No. of 
Parts 
Component/Assembly 
Operations 
No of Machines   Product structure 
levels 
Small 
Medium 
Large 
Extra large 
Full schedule  
15 
18 
29 
85 
1017 
25/9 
57/10 
118/17 
268/39 
2442/278 
8 
7 
17 
25 
36 
4 
4 
4 
7 
8 
Table 3. The characteristics of the production scheduling problems 
 
The experimental programme had four objectives: 1) to compare the performance of 
ESOGAST with the GAST in terms of computational efficiency and the quality of the 
solutions produced; 2) to compare the performance of the selection schemes developed in this 
work with previous methods; 3) to compare the performance of different combinations of 
crossover and mutation operators; and 4) to solve a very large scheduling using the best 
configuration of Genetic Algorithm operators, selection schemes and parameters. The 
experimental programme was based upon five industrial problems summarised in Table 3. All 
the experiments were based upon a full factorial design using the factors and levels shown in 
Table 4. Further information on the full schedule is provided in section 5.4. 
 
Factor No. of levels Specified levels 
Population size 
Number of generations 
Probability of crossover 
Probability of mutation 
Crossover 
Mutation 
Selection scheme 
4 
6 
2 
3 
9 
8 
7 
 60, 100, 500, 1000 
 20, 30, 50, 200, 300, 500 
 0.6, 0.7 
 0.1, 0.18, 0.2 
 See Table 1 
 See Table 1 
 See Table 2 
Table 4. Experimental factors 
 
5.1 A comparison of ESOGAST with GAST 
The results from  ESOGAST were compared with those obtained by Pongcharoen’s GAST 
[1]. In this experiment, three different problems (small, medium and large) were investigated 
(see Table 3). To compare the computational efficiency an experiment was conducted that 
considered the extra large problem with a population size of 60 and 20 generations and the 
same GA parameters on the same computer. The execution time for GAST was 20595 
seconds and for the ESOGAST was 4 seconds, the ESOGAST was therefore more than five 
thousand times more efficient. The fast processing speed of ESOGAST makes it possible to 
solve considerably larger problems within reasonable time. It is also feasible to significantly 
increase the amount of search by using larger populations and more generations. 
 
The next stage of this experiment compared the performance of GAST and ESOGAST in 
terms of the mean penalty cost produced by the optimisation. The GAST was configured to 
use a population size of 60 with 20 generations. To take advantage of its increased efficiency 
the ESOGAST was configured to have a population size 500 with 200 generations (increasing 
the number of chromosomes generated by over eighty times). Both GAs used the ERX and 
2OAS operators, with a probability of crossover of 0.6 and probability of mutation of 0.18. 
These settings were within the range recommend by Pongcharoen [25]. The ESOGAST also 
used the new ES selection scheme, which had been found to be superior to the Roulette 
Wheel used in GAST (selection schemes are compared in section 5.2). 
 
The results are shown in Table 5. The ESOGAST achieved reductions in mean penalty cost of 
10.3%, 16.2% and 2.6% for the small, medium and large problems respectively. 
 
 GAST ESOGAST 
Problem size Small Medium Large Small Medium Large 
Minimum Penalty Cost (£) 
Improvement (%)  
9263.9 14078.1 333432.0 8314.2 
10.3 
11796.8 
16.2 
324901.0 
2.6 
Table 5. The comparison of performance of GAST and ESOGAST on various problems 
 
5.2 An Evaluation of Alternative Selection Schemes 
In this experiment, the relative performance of the seven selection schemes shown in Table 2 
was evaluated. This analysis was based upon the medium problem, which was large enough to 
be realistic, but small enough to enable the full experiment to be conducted in reasonable time. 
A population size of 60 was used together with 30 generations. The crossover and mutation 
operators were 1PX and CIM. These particular values were based upon the results of 
Pongcharoen [25] . 
 
 
Figure 6. The comparison of the mean penalty cost by 7 selection schemes 
 
Figure 6 shows the mean penalty costs achieved by the various selection schemes at the end 
of each generation. It can be seen that the penalty costs started to converge for all the 
selection schemes, but the Elitist Strategy with Rank-based Roulette Wheel performed best. 
 
5.3 An Evaluation of Different Combinations of Crossover and Mutation Operators. 
The next experiments evaluated the performance of different combinations of crossover and 
mutation operators when used to solve the medium, extra large and full problems. The 
probability of crossover was 0.7 and the probability of mutation was 0.1 within the range 
recommended by Pongcharoen [25]. The results obtained by the various combinations of 
crossover and mutation operators are shown in Table 6, Table 7 and Table 8 respectively.  
 
The best and worst results for the three different sizes of problems are shown in bold. There 
were significant differences between the best and worst results. The differences between the 
best and worst results were 25.4%, 65.4% and 50% for the medium, extra large and full size 
problems respectively. This indicates that the importance of choosing an appropriate 
combination of genetic operators. For each operator the result from the best combination is 
shown underlined, whilst the worst result is shown stroked through. A mean result is also 
provided for each operator. The operator with the best mean is shaded. The very large values 
of penalty costs suggest that the penalty rates were set too high, but this does not impact on 
the relative performance of the different combinations of genetic operators.  
 
For the medium problem, the crossover operators that had the best mean performance were 
CYX and PBX. The mutation operators that had the best mean performance were 2OAS and 
3OAS. However, with the larger problem sizes the best combination of genetic operators 
changed. For the extra large problem, the best crossovers operators were PBX and PMX, 
although the best mutations operators were still 2OAS and 3OAS. With the full size problem, 
the best crossovers operators were CYX and PMX and the best mutation operators were SM 
and 3OAS. The results suggest that crossover operators such as CYX, PMX and PBX that 
transfer ordering and value information from parents to children, perform better than 
operators that are ineffective as transferring ordering information (e.g. AEX and ERX). 
Similarly the 2OAS and 3OAS mutation operators that swap sequences of genes perform 
better than those with random swaps (2ORS and 3ORS).  
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o
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1PX 
AEX 
CYX 
ERX 
MPX 
OX 
PBX 
PMX 
2PCX 
Mean 
1.214   1.109   1.190   1.282   1.248   1.319   1.135   1.266  1.220 
1.417   1.358   1.406   1.392   1.431   1.395   1.424   1.400  1.403 
1.222   1.207   1.164   1.311   1.326   1.151   1.138   1.154  1.209 
1.326   1.401   1.332   1.473   1.350   1.320   1.330   1.390  1.365 
1.446   1.254   1.408   1.388   1.184   1.356   1.386   1.410  1.354 
1.396   1.382   1.359   1.369   1.386   1.383   1.382   1.420  1.385 
1.170   1.221   1.151   1.170   1.268   1.159   1.281   1.173  1.199 
1.239   1.298   1.271   1.236   1.273   1.313   1.239   1.194  1.258 
1.302   1.270   1.098   1.279   1.308   1.297   1.257   1.249  1.257 
1.304   1.278   1.264   1.322   1.308   1.299   1.286   1.295  
Table 6. Mean penalty for different combinations of crossover and mutation operators 
(medium problem) 
 
 Penalty cost X £1,000,000 
Mutation operator 
CIM   2OAS  3OAS  2ORS   3ORS     IM    DM     SM    Mean 
C
ro
ss
o
v
er
 O
p
er
at
o
r 
1PX 
AEX 
CYX 
ERX 
MPX 
OX 
PBX 
PMX 
2PCX 
Mean 
4.194  4.423   3.951   3.051   3.322   3.199  3.835  3.208  3.648 
7.431  6.254   6.746   7.075   6.730   6.732  7.373  6.564   6.863 
4.474  2.959   3.135   3.069   3.592   3.068  3.472  3.195   3.371 
7.543  5.661   5.472   6.507   6.448   5.658  5.128  7.093  6.189 
6.936  5.954   5.945   6.337   5.893   5.860  6.330  5.891  6.143  
5.191  3.633   3.980   4.029   4.002   4.784  4.385  4.659  4.333  
4.378  3.074   2.616   3.492   3.332   2.752  3.465  3.596  3.338    
4.025  2.607   2.704   2.694   3.353   3.392  2.818  2.926  3.064    
4.917  3.711   4.282   3.708   3.670   4.264  3.395  3.661  3.951    
5.454  4.253   4.315   4.440   4.482   4.412  4.467  4.533 
Table 7. Mean penalty for different combinations of crossover and mutation operators     
(extra large problem) 
 
 Penalty cost X £100,000,000 
Mutation operator 
CIM     2OAS  3OAS  2ORS  3ORS     IM      DM     SM    Mean 
C
ro
ss
o
v
er
 O
p
er
at
o
r 
1PX 
AEX 
CYX 
ERX 
MPX 
OX 
PBX 
PMX 
2PCX 
Mean 
1.596   1.700   1.529   1.695   1.723   1.641   1.522   1.521   1.616 
2.118   2.077   2.028   2.087   2.080   2.088   2.063   2.065   2.076 
1.676   1.456   1.399   1.600   1.596   1.361   1.534   1.403   1.503 
2.048   1.924   1.905   1.915   1.934   1.816   1.910   1.896   1.919 
1.873   1.747   1.705   1.768   1.805   1.809   1.826   1.777   1.789 
1.776   1.477   1.493   1.786   1.619   1.694   1.682   1.680   1.651 
1.665   1.666   1.362   1.654   1.503   1.446   1.559   1.565   1.553 
1.346   1.060   1.068   1.565   1.288   1.418   1.424   1.227   1.300 
1.780   1.653   1.536   1.668   1.865   1.632   1.477   1.555   1.646 
1.764   1.640   1.558   1.749   1.713   1.656   1.666   1.632    
Table 8. Mean penalty for different combinations of crossover and mutation operators        
(full schedule) 
 
The results also found that operators such as crossover operator MPX and mutation operator 
CIM performed much worse than most of other operators in all three problems. These two 
operators exchange or mutate a fixed length substring of the chromosomes (half the length of 
a chromosome for CIM and MPX). The length of the substrings exchanged by the better 
operators was random. This becomes particularly important for large problems because the 
chromosomes are very long. 
 
5.4 Solving a Full Size Industrial Scheduling Problem. 
An 18 months production schedule was obtained from the Heavy Machine Shop at a 
collaborating capital goods company that manufactured large steam turbine generators. The 
facility had 52 machine tools (although only 36 were used during the period) and 
manufactured the highest cost items within the product (e.g. turbine rotors and stator casings). 
The product structure information was also obtained, which provides information on assembly 
relationships. Compared to other industrial problems, it can be seen in Table 3 that the full 
company schedule is a significantly larger problem than the other production scheduling 
problems previously considered by Pongcharoen [25]. The company did not estimate the 
duration of assembly processes. Information on the capacity of assembly areas was also 
unavailable. A conservative assumption was that each assembly took one month to complete 
under infinite capacity conditions. These values were chosen on the basis of conversations 
with practitioners.  
 
The ESOGAST was used to find the optimum schedule for the full schedule problem. Two 
cases were considered with different configuration for the ESOGAST and were shown in 
Table 9.  
Configuration Case 1 Case 2 
Population size 
Generation number 
Crossover operator 
Crossover probability 
Mutation operator 
Mutation probability 
Selection Scheme 
60 
30 
CY 
0.7 
2OAS 
0.1 
ES 
1000 
300 
PMX 
0.7 
SM 
0.2 
ESRRW 
Table 9. Configuration of the ESOGAST for full schedule problem 
 
 
Figure 7. Comparison of minimum penalty cost of different configuration of EnSGAT for the 
full size scheduling problem 
 
It can be easily seen in Figure 7 that the performance of case 2 is significant better than that of 
case 1. The trend of the optimum value of case 2 is very ideal. It converges steadily and 
quickly from generation zero to 50 and then approaches the optimum value slowly afterwards 
and finally approaches the optimum value at 278
th
 generation. Compared the optimum value 
obtained from case 1 which is £1.51E+08, to optimum value from case 2 which is £6.34E+07, 
it reduces total cost of 58%. This emphasises that a proper configuration has large impact on 
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the performance of Genetic Algorithms. The high values of mean penalty costs again suggest 
that the penalty rates are too high, but this has no impact on the relative performance of the 
two configurations.  
 
In this problem, the search space is extremely large. Increasing the population size increases 
the amount of search within each generation. Increasing the probability of mutation helps 
avoid sub optimisation, but this can sometimes prevent convergence. The computational time 
required to solve the full size problem in Case 1 was about 12 minutes, whereas Case 2 took 
approximately 34.6 hours (it is estimated that GAST would take 20 years). This demonstrates 
that the ESOGAST provides a practical tool for solving complex industrial scheduling 
problems.  
 
6 Conclusions  
The Enhanced Single-objective Genetic Algorithm Scheduling Tool (ESOGAST) has been 
developed to tackle extremely complex production scheduling problem in capital goods 
industry. This ESOGAST consists of the following elements: genetic representation, 
population initialisation, genetic operations, repair processes, fitness assignment and 
measurement, genetic selection scheme, parameter settings and stopping criteria. A new, more 
efficient repair processes was developed to rectify infeasible schedules encountered when 
optimising very large problems. This made it possible to solve a full size problem that used an 
18 month schedule from a participating company with 52 machines. 
 
The ESOGAST was compiled in C, whereas GAST used the interpreted language Tk-Tcl. 
Tests found that new tool was more than 5,000 faster. This made it possible for ESOGAST to 
use larger populations with more generations, which considerably increased the amount of 
search. It also benefitted from the development of better selection schemes that were 
developed in this research. The quality of solutions produced by ESOGAST was compared 
with GAST. It produced schedules that reduced the minimum penalty cost by 10.3%, 16.2%, 
and 2.6% for the small, medium and large problems respectively.  
 
The Selection Scheme had a large impact on the performance of Genetic Algorithm. It was 
found that biased mechanisms such as Tournament Selection performed much better than 
unbiased mechanisms that used random selection (e.g. the Roulette Wheel). Combining 
selection schemes proved to be an even more effective strategy; the Elitist Strategy with 
Rank-based Roulette Wheel performed best.  
 
The combination of crossover and mutation operators used had a large impact on performance. 
Operators that maintained the ordering information from parents performed better than those 
that did not. The operators that performed best exchanges string of random length, whereas 
operators that exchanged fixed length strings produced relatively poor results. The results 
were particularly poor if the substring transferred half the length of the chromosomes or more. 
 
The ESOGAST was successfully applied to solve full schedule problem using an 18 month 
schedule from a facility with 52 machines within reasonable time (12 minutes to 34.6 hours).  
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