Abstract-Computational Auditory Scene Analysis (CASA) has attracted a lot of interest in segregating speech from monaural mixtures. In this paper, we propose a new method for single channel speech separation with frame-based pitch range estimation in modulation frequency domain. This range is estimated in each frame of modulation spectrum of speech by analyzing onsets and offsets. In the proposed method, target speaker is separated from interfering speaker by filtering the mixture signal with a mask extracted from the modulation spectrogram of mixture signal. Systematic evaluation shows an acceptable level of separation comparing with classic methods.
INTRODUCTION
In a natural environment, speech is simultaneously degraded with acoustic interference. Many applications such as automatic speech recognition, telecommunication and audio information retrieval require an effective system that segregates speech from interference in the monaural (one-microphone) situation. While the monaural speech segregation has proven to be very challenging, human have a remarkable ability to segregate an acoustic mixture and focus to a target sound, even with one ear. This perceptual process is known as Auditory Scene Analysis (ASA). Research in ASA has urged the scientists to spend more effort in constructing Computational ASA (CASA) based on ASA principles. Current CASA systems, however, face a number of challenges in monaural speech segregation.
Various algorithms have been proposed for monaural speech enhancement [1] , [2] , and they are generally based on some analysis of speech or interference and subsequent speech amplification or noise reduction. For example, it is possible to find methods which are proposed to estimate the short-time spectra of interference and then attenuate interference accordingly [3] , [4] , or to extract speech based on speech modeling [5] , [6] . Another method in dealing with speech separation is to perform eigen-decomposition on an acoustic mixture and then apply subspace analysis to remove interference [7] . Hidden Markov models have been used to model both speech and interference and then separate them [8] , [9] . These methods usually assume certain properties of interference and lack the capacity for dealing with general acoustic interference, because a variety of interference makes it very difficult to model and predict [3] .
Many studies have been devoted to developing a CASA system for monaural speech segregation [10] [13] . These systems aim to segregate target sound without making many assumptions about interference and tend to have a wider scope of applicability than speech enhancement methods. Hu and Wang decompose an acoustic mixture into time-frequency (T-F) units to retain the signals within the T-F units where target speech is more intense than interference and remove others [14] . In [15] , [16] , the authors use binary masks for speech separation. All these techniques, however, require very accurate pitch estimates, which is a difficult task in itself for single speakers, and even more so in the presence of interfering speakers.
In this paper, we propose an incoherent modulation analysis approach to the problems of target talker enhancement and single channel speech separation with using the modulation analysis and filtering in the modulation frequency domain. Psychoacoustic experts believe that the human auditory system analyzes and possibly even segregates sounds in this domain [17] . The modulation frequency domain has been used for speaker recognition [18] and automatic speech recognition [19] . It has also been used by Kollmeier and Koch to address the cocktail party problem in two channels. They used phase and intensity differences between modulation frequency representations of stereo channels to separate speakers.
Another argument in favor of a modulation frequency domain approach is that it only requires a rough estimate of a desired speaker's pitch range and that it takes only a simple algorithm to achieve an acceptable level of speaker separation (as we will demonstrate in this paper). The simulation results indicate that the proposed system extracts a majority of target speech without including much interference. This paper is organized as follows. In Sections II and III, we propose a working definition for modulation frequency analysis and onset and offset algorithm. In Section IV, we first give a brief description of our system and then present the details of each stage. The results of the system on the determination of range of pitch frequency are reported in Section V. The paper concludes with a discussion in Section VI.
II. SYSTEM DESCRIPTION
The main idea of our system is to produce a mask for single channel speech separation. Thereupon, at first the modulation spectrum of the speech signal is calculated using the cochlear filtering [11] . Then, the range of pitch frequency of each speaker is determined and finally, this range used for speech segregation. The overall model is a multistage system, as shown in Fig. 1 .
For speech segregation, a proper mask is necessary. Therefore, the range of pitch frequency of each speaker should be determined. There are several methods for multipitch tracking. In this paper, we use a new method for calculating range of pitch frequency in modulation domain proposed in [20] . A detailed description of the whole speech separation system is as follows.
A. Cochlear filtering and modulation transform
To implement the modulation spectrum segmentation, at first, cochlear filtering is used to decompose the input in the frequency domain. A gammatone filter-bank is commonly used for modeling the cochlear filtering. The filter-bank has 128 gammatone filters centered from 50 Hz to 8 KHz, and decomposes the filter responses into consecutive 20-ms windows with 10-ms window shifts [14] . The output of the cochlear filtering is the input of the modulation transform stage.
The Discrete Short-Time Modulation Transform (DSTMT) of a signal ( ) x n is defined as:
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, where ( ) h n and ( ) g m are the acoustic and modulation frequency analysis windows, M and L are decimated factors and D is the operator of envelop detector, respectively. A short analysis window creates a modulation spectrum that has a high resolution in acoustic frequency, but limited extent in modulation frequency. A wide analysis window creates a modulation spectrum that has low resolution in acoustic frequency, but a large extent in modulation frequency. The modulation transform consists of a filter-bank, followed by sub-band envelope detection and frequency analysis of the subband envelopes [21] . The filter-bank uses the Short-Time Fourier Transform (STFT) and the envelope detection is defined as the magnitude or magnitude squared of the subband. Throughout the paper, we use the shorthand notations:
to denote the discrete short-time modulation transform at a particular time instance l .
The magnitude of the sub-band envelope spectra ( ) 
B. Range of multipitch frequency
The fundamental frequency of target and interfering speakers are similarly time varying. The fundamental frequency of the interfering talkers occasionally enters the target's fundamental frequency range, causing false segregation. To prevent such false segregation, we use a more sophisticated speaker identification algorithm, in combination with an algorithm that tracks the target's fundamental frequency range over time.
In the first stage, the modulation frequency is smoothed using a low-pass filter. After smoothing, the intensity fluctuations are reduced. Although the local details of onsets and offsets become blurred but major intensity changes of the onsets and offsets are preserved. Then at a certain scale, peaks and valleys of the modulation frequency derivative of the smoothed intensity are marked and therefore onset and offset candidates are detected. By detecting the onsets and offsets and forming the onset and offset front, the modulation spectrum of speech signal is segmented.
The speaker's pitch ranges have to be [60,350] Hz (for men, women, and children). Therefore, only segments in the range of [60, 350] Hz are selected. Then, the energy of selected segments is calculated. Segments whose ranges of pitch frequency are subsets of ranges of pitch frequency of other segments and their energy are above a pre-determined threshold, their energy are added. Finally, the segment with the largest energy is chosen. According to the onset and offset fronts of the desired segment, we find the beginning and ending of the range of pitch frequency.
C. Speech separation
Assume a given signal sampled at s f Hz is the sum of a target speaker and an interfering speaker, i.e., ( )
x n x n x n = +
. For producing a frequency masking, at first, the mean of modulation spectral energy as a function of acoustic frequency index over the target's pitch frequency range is calculated as follows:
as well as over the interfering speaker's pitch frequency range
The mean of modulation spectral energy of target speaker is compared to that of the interfering speakers. When for each frame l , the modulation spectral energy is greater than the other, or both of them are almost equal and small, the frequency masking is calculated as follow:
When both of the modulation spectral energies are about the same and high, the speakers have common acoustic frequency. In order to reduce the effect of interference signal while keeping the target speech signal, we set ( , ) 0.5
Since there are many artifacts associated with applying masks in the modulation frequency domain [22] [23], we do not use modulation filtering and modulation synthesis to mask out the interfering speaker and reconstruct a time-domain signal. Instead, in each frame, the frequency masking function is transformed to an impulse response by combining it with the linear phase response ( ) , k i φ and taking the inverse DFT,
The obtained filter is then used to separate the target speaker from the interfering speaker by convolution as follows:
Finally, the time-varying target speaker signal is obtained by taking the inverse DFT.
III. RESULTS
To evaluate the accuracy of the proposed algorithm in single channel speech separation, the mixed speech signals are taken from Te-Won Lee's database [24] which are recordings of a target male speaker saying "one two three four five …" and an interference male speaker saying "uno, dos, tres …". The modulation spectrum ( ) , X k i was calculated from an input signal digitized at a 16 kHz sampling rate. Decimated factors of the proposed algorithm were set at 16 M = and 38 L = , and other parameters of the proposed algorithm were set at 512 K = and 512 I = , and ( ) h n and ( ) g m were a 48-point and 78-point Hanning windows. Fig. 2a shows 0.8 s of the target speech ("dos"). Fig. 3b and Fig. 3a show the spectrogram of target and interference speech signals and Fig. 3c and Fig. 4a show the spectrogram and modulation spectrum of the mixed speech signal. Fig.3d and Fig. 4b show the spectrogram and modulation spectrum of separated speech after applying the proposed algorithm to the 0 dB mix of the two speakers signal. The range of pitch frequency of the target and interference speakers, according to the obtained segments, is [100, 137.599] and [88.5, 100], respectively.
The separation performance of the modulation masks was measured with the signal-to-distortion ratio (SDR) commonly used to evaluate blind source separation algorithms. The SDR is defined in [25] as:
where the difference between the original signal ( ) x n and the separated signal ( ) x n in the denominator represents the separation distortion. The SDR of the target speech signal in the above example is SDR=5.43dB. Table 1 shows the obtained results for different SNR.
Also our system was evaluated with Cooke's test corpus [26] . We compared our system with three famous speech enhancement techniques, including spectral subtraction [27] , Wang-Brown model [28] and Hu-Wang model [14] . Table 2 shows the SDR of the original mixture and segregated speech, averaged across 10 utterances. The results show that proposed system yields much better performance than the spectral subtraction and Wang-Brown system. According to these results, one may deduce that for low SNR's, the proposed system's accuracy is relatively high. Therefore, the results show the robustness of our method for speech segregation.
Hu-Wang method [14] requires the determination of pitch frequency in each moment for speech separation. However, the conventional methods for pitch frequency estimation of overlapped (interfered) speech signals are complex and not very accurate. Nevertheless in the proposed system we do not need to estimate the pitch frequency in every moment, and the determination of pitch range is sufficient for speech separation.
IV. CONCLUSION AND DISCUSSION
In this paper, we presented a new approach for single channel speech separation based on modulation frequency analysis and a time-varying filter with an extended pitch range estimation model. The model estimates the range of pitch frequency in each frame of modulation spectrum of speech by analyzing onsets and offsets. The frame-based pitch range estimation follows the target speaker's pitch in modulation frequency and enables the algorithm to separate a target speaker from interfering speakers with similar pitch ranges.
We demonstrated that the true range of pitch frequency is an important feature for speech segregation and also modulation frequency localization of pitch energy is an important feature for determination of range of pitch frequency of speech in modulation spectrogram. The proposed method is simple and capable of estimating range of multiple pitch periods. This increases the robustness of the algorithm by allowing it to deal with other voiced interferences. 
