Effective numerical simulation of many EOR problems requires very accurate approximation of the Darcy velocities of the respective fluids. In this paper we describe a new method for the accurate determination of the Darcy velocity of the total fluid in the miscible displacement of one incompressible fluid by another in a porous medium. The new mixed finite-element procedure solves for both the pressure and velocity of the total fluid simultaneously as a system of first-order partial differential equations. By solving for u= ( -klfJ-) \7p as one term, we minimize the difficulties occurring in standard methods caused by differentiation or differencing of p and multiplication by rough coefficients kl fJ-.
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Here q=q(x,t) represents the total flow into or out of the region n (q>O at injection wells and q<O at production wells in this setting), c=c(x,t) is equal to the value of c at a producing well and the specified inlet concentration at an injection well, and D=D(x,u) is the diffusion~ dispersion tensor given by4 (x,u) and the transport tenn, V 'uc, explicitly on the Darcy velocity, u. Note that the pressure, p, does not appear explicitly in Eq. 3 in this incompressible setting. Therefore, the variable of interest in Eq. 2 is actually u instead of p. The emphasis of this paper is to describe a new numerical procedure for obtaining more accurate Darcy velocities in this context.
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Standard finite difference or finite element procedures for solving Eq. 2 detennine p as a set of cell averages, nodal values, or piecewise smooth functions. The resulting p is differenced or differentiated and then multiplied by a possibly rough function kip, to detennine the velocity u. These processes produce a rough and often inaccurate approximation of u that then reduces the accuracy of the approximation of the concentration, c. In this paper we consider the use of mixed finite-element methods to approximate these important velocities in a more accurate fashion. These methods were first proposed and analyzed in this context by Douglas et al. 5 In the mixed finite-element method, we solve Eq. 2 for both pressure and velocity simultaneously as a system of first-order partial differential equations. By solving for -(kip,) V p as one tenn, we minimize the difficulties caused by rough coefficients kip, in standard methods. We then couple our approximate solution of Eq. 2 with a finite element method for solving Eq. 3 in a sequential timestepping procedure.
At practical levels of spatial discretization, standard Galerkin methods based on tensor products of continuous piecewise polynomial functions are subject to cusping in the neighborhood of production wells and grid-orientation effects with high mobility ratio flows (M?: 10).6 New methods were devised that used function spaces discontinuous across interelement boundaries. These methods were augmented with penalties on the continuity of both function values and nonnal derivatives across these boundaries. 6 -9 Computations using these methods showed that grid-orientation effects were greatly diminished. 7 -9 However, these penalty tenns also significantly increased the computational complexity of the resulting codes. One goal of the use of mixed methods is to control cusping and grid orientation without extensive use of interior penalties. As a first step in this direction, we have coupled our newly developed mixed method codes with the interior penalty Galerkin codes of Ref. 9 and will experiment with the choice of penalties to see if the improved velocities arising from the mixed methods will eliminate the need for interior penalties in some cases.
Standard finite-difference methods for solving Eq. 2 have not proved satisfactory with nonnal mesh spacings because of lack of accurate velocities. Also, the versatility of the finite-element fonnulation allows special analytical treatment of the wells by subtracting out the singular behavior of the pressure or the velocity and solving for the remaining part from a finite-element space. This technique is described in Eqs. 27 and 33. The mixed finite-element methods presented here for solving Eq. 2 produce velocities that can be combined with either finite-element or finite-difference techniques for solving Eq. 3.
Very accurate Darcy velocities are particularly important for use in other methods for solving Eq. 3 such as those using streamtubes or flowlines and modifications 392 of the method of characteristics. Douglas 10 has combined lower order versions of the mixed methods presented here in conjunction with finite-difference versions of a method of characteristics code to solve Eq. 3. Use of mixed finite-element methods for detennining accurate velocities in more general problems also is being studied.
We have produced a versatile research code to test some of the properties of our version of mixed finiteelement methods in miscible displacement simulation. Our codes, which apply to two space dimensions, allow arbitrary rectangular mesh spacing, arbitrary penneabilities, and very general placement of production and injection wells. We also can test the use of tensor product dispersion of the fonn in Eq. 4 as well as the use of various mobility ratios. After describing the mathematical aspects of our methods in the next section, we present the results of several computational experiments designed to test the accuracy and versatility of our methods. We then state some conclusions from the preliminary testing of our codes and methods. We obtain the weak solution fonn of Eq. 1 by multiplying by a test function, VE V, and integrating the result to obtain The first-order system of Eqs. 11 and 12 constitutes our weak form of the solution pair (u; p) and determines our mixed method. Combining these equations with the weak form of Eq. 3, 'we seek a triple (u; p; c) satisfying Eqs. 11 and 12, and Under boundedness assumptions on the coefficients of k, /-t, and ¢ and positive definiteness assumptions on the matrix D, we can define and analyze continuous-and discrete-time versions of Eqs. 11, 12, and 13. We must first define the finite dimensional subspaces of V, W, and HI, in which we shall seek approximations for u, p, and c, respectively.
Mathematical Description of the Procedure Let
For a region S, let CJ (S) be the set of all functions on S that are j times continuously differentiable (defining C-I to be discontinuous functions) and let P m(S) be the set of all polynomials of degree not greater than m on S.
Then for a partition o={XO,XI",XN}, xi>xi-I, we obtain

Mj(o)== {l/;ECJ ([xo ,xN)):l/;I(x
] is a rectangie in R2 and that Ox and Oy are partitions of [a,b] and [c,d] , respectively. We now define the finite dimensional spaces as 13 and two of the authors. 3 In the applications considered in this paper the sources and sinks are from injection and production wells and thus are not smoothly distributed. In this case the regularity of all the functions suffer and convergence can be obtained only at reduced rates. At present, in the case of logarithmic singularities at sources and sinks, analysis is complete only in the special case of unit mobility ratio. This analysis was presented in Ref. 14 We next consider discrete-time methods. Our methods depend on preconditioned conjugate gradient iteration for both the concentration and the pressure equations. Extensive analysis of these techniques for standard Galerkin methods is given in Ref. 15 and has been extended to the mixed method case by one of the authors. Our discrete codes also use interior penalties. Analysis of these techniques by two of the authors for the concentration equation in the miscible displacement setting has been published. 7 A time stepping method in the mixed method context has been published also. 16 .
To treat the point sources and sinks in our codes, we subtract out logarithmic singularities at the wells and solve for the remaining portion of the pressure. A particularly convenient way to do this, emphasizing the desire to obtain accurate velocities, is described in the following.
Assume If N x and Ny are the number of gridblocks in the x and y directions, respectively, the matrix N I is of size 2N y · (2N x -l)X4N x N y , and N2 is of size 2NA2N y -l) x 4N xN y. Although N I is not square, it has essentially a block diagonal form under a certain ordering of the gridblocks. N2 can be made to have the same form by permitting the rows and corresponding columns. M I and M2 are square, invertible matrices of size 2Ny (2N x -1)  X2N y (2N x -1) and 2N x (2N y -1)X2N x (2N y -1) . The partitioned system is solved by preconditioned conjugate gradient procedures. Then, given {3, a and a2 are obtained by solving 2N y (2N x -1)+2N x (2N y -1)+4N x N y ] , the system can be split up and solved using matrices which are no larger than matrix for pressure equation in a more standard formulation. For more details, see related Ref.
17 on computational aspects of mixed finite-element methods.
Finally, we briefly describe the interior penalty methods used in our codes. Let ::I = {T I ... TN} be a partition of n into nonoverlapping rectangles, and let where Xj and Qj(t) are locations and flow rates at the wells, Efn+l =2fn _fn-l, and the bilinear form B is defined by two-well portion of a regular five-spot pattern. The computational domain Q was normalized to the unit square, and Dirac delta functions with unit flow rates were used as well models at (0,0) and (1,1) for Eq. 2. Three choices of kIp, from Eq. 2 were tested:
For each choice of kIp, given, the system (Eqs. 30 through 32) was solved on Q with h=0.25, h=0.OI25, h = 0.0625, and h = 0.03125, and convergence rates were 0r-----.-----r-----.-----.-----.-- "0" is diagonal (10 x 10) and "P" is parallel (14 x 14) .
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obtained for both the pressure, p, and the Darcy velocity, {to The convergence rates were detennined both for standard mixed methods and for methods where the singularities at the wells were removed as described in the preceding section. Since both p and u are smoother in regions away from the wells, we also detennined convergence rates in "interior" regions with small comers of size 0.125 about each well removed. The convergence rates were measured in the standard L 2 -nonn on the indicated regions. Results of these convergence tests for the coefficient kl {t= 1 are presented in Table 1 for both the full domain n and for the interior domain with corners removed. The theoretically predicted convergence rates were obtained for 'both p and u, even though we were not in the asymptotic range of h. Similar experiments for the other choices of kl {t are given in Table  2 . A more detailed convergence study of mixed method is presented in Ref. 17 . The matrices arising in Eq. 35 are not well conditioned for certain choices of rapidly changing coefficients kl {to Thus in these cases, extensive iteration can be required to solve Eq. 35 unless either adequate scaling or preconditioning is applied or a good initial guess for the iteration is obtained. Various diagonal or incomplete Cholesky preconditioners have been used effectively 17 for mixed methods with varying coefficients. Further research in finding better preconditioners is in progress. In time-dependent problems, like the full miscible displacement system described in Eqs. 30 through 32 and Eq. 37, the solution pair (P,U) at the previous timestep serves as a very food initial guess for the conjugate gradient iteration I and the choice of preconditioner is not as important.
In all calculations with the full miscible displacement problem on the quarter five-spot problem, we set the resident viscosity to 1 cp [0. Previous codes described in the literature were not able to treat this case of rapidly changing penneability. A contour map describing the flow pattern for this experiment is given in Fig. 1 . We were also able to run our miscible displacement codes with different mobility ratios, varying from the simple case of M= 1 to the very difficult case of M= 100. The literature has not contained reports of satisfactory simulation of problems with M= 100.
A problem encountered with finite-difference simulation of problems with high mobility ratios is a severe grid-orientation problem. We conducted grid-orientation studies with our methods and found only very minimal grid-orientation effects. The recovery curves presented in Fig. 2 and the contour maps presented in Fig. 3 demonstrate this lack of grid-orientation problems. We note that the computational results illustrated in Fig. 3 were very close and that the visual differences are due mainly to interpolation differences and drafting and not to grid orientation.
We were able to demonstrate the versatility of our research codes by running cases with tensor-diffusion, with lumping of the capacity matrix, and with various well placements. Two-and four-well sections of the five-spot flooding pattern were run to determine possible grid-orientation problems. We were also able to use a much coarser pressure grid than that used for concentration, in contrast to Darlow's work, because of our accurate velocity determination. We experimented with both a 5 x 5 pressure grid coupled with a lOx 10 concentration grid and a 10 x 10 pressure grid coupled with a 20 x 20 concentration grid. We obtained the first satisfactory simulation to be reported using such coarse pressure grids. The number of unknowns in the mixed method with 10 x 10 pressure and 20 x 20 concentration grids is comparable with the number for the standard methods with 20 x 20 grids for both pressure and concentration. We also used less complicated quadrature rules in our codes than those used in Darlow's work with essentially no loss of accuracy and great computational . .
savmgs.
In general, with the same choice of penalties, our codes produced slightly sharper fronts indicating less numerical dispersion than those presented earlier. Along with better accuracy near the fronts, we obtained slightly greater overshoot along the front, as expected. However, this slight overshoot dies out as the front moves across the reservoir and thus causes no stability problems. This overshoot indicates that insufficient parameters are being used to model a very sharp front and can be essentially eliminated by the use of adaptive local grid refinement along the front.
Conclusions
Mixed finite-element methods are potentially a very AUGUST 1984 useful new numerical procedure for determining accurate Darcy velocities.
Mixed finite element methods for pressure approximation coupled with interior penalty Galerkin methods for concentration approximation demonstrate only minimal grid-orientation problems, even for very adverse mobility ratios of M=41 and M= 100.
Accurate velocity approximation allowed simulation in regimes that were previously inaccessible: very coarse pressure grids, mobility ratios of the order M = 100, and sharply changing permeability variations.
Accurate velocities aided simulation of sharp, moving fronts. Slight overshoot and undershoot cause no stability problems but merely reflect an inadequacy in the ability to realize sharp, moving fronts with coarse, fixed grids. 
