An analogue of the Trotter formula for the Arratia flow is presented. For that, perturbations of the Brownian web by mappings associated with an ordinary differential equation with a smooth right part are considered. The existence of the limiting flow is proved by using the fractional step method. The flow obtained is called the Arratia flow with a drift. Also small-time asymptotics of mathematical expectations of sizes of clusters in an Arratia flow with a drift are studied.
1) The paths of ϕ do not cross each other. The latter means that the paths may touch, coalesce with each other, although monotonicity for the paths always holds in the following sense: for (f 1 , s 1 ) and (f 2 , s 2 ), f 1 (t) ≤ f 2 (t), t ≥ s 1 ∨ s 2 , whenever f 1 (s 1 ∨ s 2 ) ≤ f 2 (s 1 ∨ s 2 ). We will say in this case that ϕ has non-crossing paths.
2) All paths that pass through a point u at time t coincide after t with some path (g, t) that starts at u at time t. Actually, this means that there exists only one path starting from u at t. In this case we say that there exists a unique path that passes through u at time t, and we denote {g(s) | s ≥ t} by {ϕ t,s (u) | s ≥ t}. Definition 1. Given deterministic points (u 1 , t 1 ), . . . , (u N , t N ), each from R 2 , a family of continuous processes, {B t 1 ,t (u 1 )|t ≥ t 1 }, . . . , {B t N ,t (u N )|t ≥ t N }, is called coalescing Brownian motions starting from (u 1 , t 1 ), . . . , (u N , t N ) with respect to a filtration (F t ) t∈R if B t k ,t k (u k ) = u k and {B t j ,t (u j )|t ≥ t j } and {B t i ,t (u i )B t j ,t (u j ) − (t − θ ij )½ {t≥θ ij } |t ≥ t i ∨ t j } are (F t ) t∈R -martingales, where θ ij = inf{s ≥ t i ∨ t j |B t i ,s (u i ) = B t j ,s (u j )}.
Definition 2.
A Brownian web ϕ is a K-valued random element possessing the following properties:
1) for any deterministic point (u, t) ∈ R 2 , there is a.s. a unique path from ϕ that passes through u at time t;
2) a.s. ϕ has non-crossing paths; 3) for any deterministic points (u 1 , t 1 ), . . . , (u N , t N ), ϕ t 1 ,· (u 1 ), . . . , ϕ t N ,· (u N ) (defined because of Property 1)) are coalescing Brownian motions starting from (u 1 , t 1 ), . . . , (u N , t N ) with respect to the filtration F BW t = σ(ϕ s,r (u), s ≤ r ≤ t, u ∈ R), t ∈ R.
It is known [12] that the properties 1)-3) from Definition 2 uniquely determine the distribution of the Brownian web. The filtration (F BW t ) t∈R might be referred to as a one generated by the Brownian web. Paths {ϕ s,· (u)|u ∈ R} are uniquely defined a.s.., and the family of measurable mappings {ϕ s,t (·)|s ≤ t} may thus be built in such a way that ϕ s,t (u) is a position at time t of a path passing through u at time s, the path being a.s. unique. For p ≤ q ≤ d, [19] ϕ q,d (ϕ p,q (u)) = ϕ p,d (u) a.s..
At the same time, (1) fails to be holding for all u simultaneously, so {ϕ s,t (·)|s ≤ t} is not a stochastic flow in a strong sense. Given a Brownian web a Arratia flow is included into the web as particles (paths) starting at (u, 0), u ∈ R. Here we use the term "flow" for a family of trajectories that start at time 0 and not for a family of random mappings (for the usage of the same terminology, see [1, 2, 17] ).
The existence of the flow with bounded a satisfying the Lipschitz condition is proved in [2] . The same proof admits an extension to the case of an unbounded drift, with the Lipschitz condition holding, at least.
We want to point out a property of the Brownian web that illustrates complexity of a noise associated with it. For a usual SDE
w being a standard Brownian motion started at 0, σ ∈ C 2 (R), the left part of (2) may be interpreted as an "infinitesimal random field" that defines the behaviour of a particle with the trajectory X. This field contains information about the Brownian motion w and the diffusion coefficient σ. To see that, consider M s,· (u), a solution to (2) started from u at time s. Then {M s,t (·)|s ≤ t} is a flow of diffeomorphisms [3] , and one may check that, for any t,
Hence the infinitesimal random field can be restored from observations of particles evolving inside the flow. The mappings {ϕ s,t |s ≤ t} associated with a Brownian web ϕ demonstrate a significantly different behaviour. Proposition 1. Let ϕ be a Brownian web. Then for any 0 ≤ s ≤ t and r
· (y) be coalescing Brownian motions started at (x, 0) and (y, 0), respectively, with respect to some filtration. Define
Using the definition of B
· (x) and B
· (y) one may prove that
t (y) = xy + E(t − τ x,y )½ {t≥τ x,y } = xy+
du.
The last term in the right side of (3) will further be denoted by l(t, |x − y|).
as paths of the Brownian web on disjoint intervals are independent and
Let k, k be such that
Having rewritten (4) in terms of k, k and using the properties of the web ((5) and independence on disjoint intervals), we have that
The second term here is estimated in the following way:
and the same estimate is true for the third term, so these terms are excluded from the further consideration.
where B (1) , B (2) are chosen to be independent of the web ϕ since {ϕ k n , k+1 n (z) | z ∈ R} are independent of ϕ s, k n (r). Every ϕ s, k n (r) is normally distributed with variance k n − s and mean r, so
Now suppose r = 0. Fix ε > 0. Proceeding as earlier it is easy to see that
It is left to show that the expression
is also small for large n. This can be done with the same arguments as in the previous calculations, namely, splitting the sum into two, the only difference being that l(t, u) need now be estimated more sharply:
Proposition 1 implies that the projection of the limit of
weakly converge to a Brownian motion. This Brownian motion is not measurable with respect to the filtration generated by the initial Brownian web. In fact, it means that the "infinitesimal random field" that drives the motion of particles inside the web does not allow restoration from observations of the paths of the web, as small perturbations of a path from ϕ lead out of the initial probability space. This result relates to theory of noises associated with families of mappings [18] that states the noise of the Brownian web to be "black", that is, to contain no nontrivial Gaussian subnoise. In particular this means that on resampling of scattered portions of the initial noise any random variable measurable w.r.t. the initial noise becomes almost independent of its version before resampling.
The paper is organized as follows. In Section 1 we investigate whether the Trotter formula [7] , a well-known result for flows driven by a vector field, both deterministic and stochastic, holds for the Arratia flow, although a description in terms of vector fields is not valid for the flow in question. The Trotter formula states that it is possible to make a decomposition of an external influence of a finite number of forces that affect a dynamical system into a sum of their actions but alternating in time. In the case of stochastic flows driven by a SDE with smooth coefficients the results are given, for instance, in [6] . We propose how to build perturbations of a Brownian web by a deterministic vector field a. That means alternating in time motions driven by the vector field a and by the mappings {ϕ s,t |s ≤ t}. Weak convergence of N-point motions of the perturbed web to those of an Arratia flow with a drift a is established (Theorem 1). In Section 2 we study how presence of a drift affects internal properties of the Arratia flow compared with the case of a zero drift: sizes of clusters formed by the particles that have merged with some fixed particle up to moment t are considered (Theorem 2).
Trotter Formula for Arratia Web
Through the whole paper, a function a satisfies the Lipschitz condition on the real axe with a constant C a , and {A t (u)|t ≥ 0}, for any u, is a solution to the equation
Consider a sequence of partitions of [0; 1], {t
tends to zero as n grows to infinity. For fixed n and k ∈ 0,
) t∈[0;1] -martingale with an appropriate characteristic and then apply the Levy theorem on characterization of the Brownian motion with respect to some filtration [3] , as the m (n) 's have already been noted to be continuous.
The N-point motions of the perturbed Brownian web, ( Proof. The proof is that we verify a test of weak compactness in (D[0; 1]) [9] . For that one can estimate the divergence of m (n) (u) and X (n) (u) and use the fact that, by Proposition 3, all m (n) (u) are Brownian motions.
Proof. It can be obtained with using a test of weak compactness in metric spaces which tells a sequence in the product of metrical spaces to be weakly compact if the sequence is weakly compact coordinatewise. Now we consider this N-point motion, (X (n) (u 1 ), . . . , X (n) (u N )), for u 1 < . . . < u N , and by (X(u 1 ), . . . , X(u N )) we denote an arbitrary weak limit point of the sequence
We will prove that
N , which is our main result, Theorem 1. For that, it is convenient to use the following equivalent definition of the Arratia flow (see [2, 13, 17] ).
Definition 4. Let a be a measurable function from R to R. A family of mappings
, is the Arratia flow with a drift a if 1) for any u Y a (u) is a diffusion with drift a and a unit diffusion coefficient starting from the point u;
2)for any
3) for all t, n and u 1 ≤ · · · ≤ u n the restriction of the distribution of (Y a (u 1 ), . . . , Y a (u n )) to the set
coincides with the distribution of the solution to the system
when restricted to the same set, where w 1 , . . . , w n are independent standard Brownian motions started at 0.
Another way might be to consider Definition 2 and use Markov properties of the prelimit processes and thus establish the characterization of the limit, but on this way in order to prove that the limiting processes do nor diverge after a meeting we would face a need to control the behaviour of moments of coalescence for the prelimit processes, which seems to be a more difficult problem than to follow the approach we chose.
Next three propositions establish that the process (X(u 1 ), . . . , X(u N )) possesses all conditions of Definition 4.
Remark 2. Without loss of generality and to simplify the notation we suppose that the processes (
Proposition 5. For any i X(u i ) is a diffusion with a unit diffusion coefficient and a drift coefficient a, that is, for some Brownian motion B,
Proof. Recall that
where {B t |t ∈ [0; 1]} is a standard Brownian motion started at zero, {y (n) } n≥1 are defined as follows, implementing, actually, the same constructive scheme due to which {X n (u i )} n≥1 have been built. Consider the partitions {t
In [6] it is proved that
where y is a solution to dy t = a(y t )dt + dB t , y 0 = u i .
Thus, it is left to show that
Note that from the definition of y (n) and ζ (n) it follows that, for t ∈ [t (n)
By the Chebyshev inequality for any δ > 0 we have that
Hence y
Proposition 6. With probability 1
is generated by coordinate functionals [9] it easy to see that A is a measurable subset of (D ([0; 1]) ) N . Then, for all n, because of (6) it follows that
Since A is closed it follows [9] that
Proposition 7. The next event has probability 0:
Then the probability in question can be estimated as follows because of non-negativity of {∆X i } i=0,N −1 :
Thus it is enough to prove that for every fixed i and δ > 0 P (∞),i (Γ δ ) = 0. Since Γ δ ⊂ ∩ ε≥0 Γ δ ε , and Γ ε 1 ⊂ Γ ε 2 , ε 1 < ε 2 we have
From now i and δ are fixed. We will show that lim ε→0+ P (∞),i (Γ δ ε ) which can actually be seen to be a real limit equals 0. To start, note that the set Γ δ ε is open in D([0; 1]). It implies [9] that
and thus ∆X (n),i ⇒ ∆X i , n → ∞ in D([0; 1]) [9] . So if lim ε→0+ lim n→∞ P (n),i (Γ δ ε ) = 0 then by (9) we would have that P (∞),i (Γ δ ) = 0, which would conclude the proof.
We need an estimate on the modulus of continuity of
t (u i ) and the same holds for X (n) (u i+1 ). Define
All m (n) 's are Brownian motions by Proposition 3, hence the Levy theorem [9] implies that ω (n) → 0, n → ∞ in probability.
If for some t ∈ [t
Using these two remarks we may provide the following estimate of P (n),i (Γ δ ε ):
We need an estimate on jumps of ∆X (n),i . On this way, recall that, for arbitrary j,
and, for t ∈ [0; t
Since
the very same reasons that have led to (11) give that
Fix k and consider j : k ≤ j. Applying (11) and (12) we obtain, for t ∈ [t (m)
and using (13) , if needed, and repeating the procedure we end
Finally, by (14) ,
what with the Chebyshev inequality, non-negativity of ∆X (n),i and the analogue of the Fatou lemma for conditional expectation [11] . Substituting the last estimate into (10), we get:
Now we can prove a main result of the first part of the paper.
Proof. Firstly, according to Corollary 1 {(X (n) (u 1 ), . . . , X (n) (u N ))} n≥1 is weakly compact in (D([0; 1]) ) N . Secondly, we establish that Propositions 5, 6, 7 and Corollary 2 imply that any weak limit of {(X (n) (u 1 ), . . . , X (n) (u N ))} n≥1 coincides in distribution with (Y a (u 1 ), . . . , Y a (u N )). The idea of the proof is taken from [2] . Conditions 1)-2) of Definition 4 obviously hold, so is left to check Condition 3). For that, consider a set
On this set, the processes X(u 1 ), . . . , X(u N ) are independent since such are the processes {(X (n) (u 1 ), . . . , X (n) (u N ))} n≥1 and so it can be checked in a standard way. This remark together with Proposition 5 imply that the distribution of (X(u 1 ), . . . , X(u N )) coincides with that of ζ 1 , . . . , ζ N from Definition 4 on A t . Because of Proposition 6 and Corollary 2 it is left to characterize the distribution of X(u 1 ), . . . , X(u N ) on boundaries of the sets A t . Note that it is not requested in Definition 4 since Y a (u i ) and Y a (u j ) automatically coalescence after a meeting as they are strong solutions to their SDEs, and thus the behaviour of Y a (u i ) and Y a (u j ) on the boundary of A t is uniquely determined. The process (X(u 1 ), . . . , X(u N )) is a weak solution, so in our case there is a need to use Proposition 7 to come to a conclusion that any pair from among X(u 1 ), . . . , X(u N ) coalesces after a meeting, too.
This ends the proof.
Clusters in Arratia flow
Now we will discuss one characteristic of an Arratia flow, namely, sizes of clusters, and we are interested to know how they behave compared with the case of a zero drift. Hereinafter we will widely use the following notation. Let f, g ∈ C(R), r ∈ R, then
where an infinum over an empty set equals infinity. The size of a cluster formed by all particles that have merged with the particle started from 0 up to moment t is
where λ is the Lebesque measure on R. Asymptotics of size of clusters when time grows to infinity were obtained in [4] for a wide class of so called Harris flows which the Arratia flow is a representative of, but a drift is not present in the situation considered. It is worth to be noted that the asymptotical behaviour of any Harris flow's clusters is actually the same as that of the Arratia flow. Results on divergence of particles from start points in Harris flows for small times can be found in [5] .
We ask about the mathematical expectation of ν a t for small t. On this way, first note that the Arratia flow without a drift has a right continuous version [17] , and the same proof presented in [17] can easily be seen to admit an extension to the case of an arbitrary drift, with no significant change. From now we will consider only such versions of Arratia flows, that is, those for which a mapping u → {Y 
because of the monotonicity property of the Arratia flow.
We will investigate the case of a linear drift more precisely and then apply the results obtained to the case of a general Lipschitz drift by using one comparison lemma (Proposition 10).
For C = 0 define a function
Proof. Consider the 2-point motion of the flow with u 1 and u 2 , u 1 < u 2 , as start points. Then from Definition 2 the following SDE arises:
where w 1 and w 2 are independent standard Brownian motions starting from zero. Denote τ Y a (u 1 ),Y a (u 2 ) by θ for simplicity, so that (16) may be rewritten as
where β is a standard Brownian motion, β(0) = 0. The solution of (17) up to moment θ is known to be the Ornstein-Uhlenbeck process [11] and is given via
) hits the zero level, which happens exactly at time θ, at the same moment when the right side of (18) equals 0 for the first time, that is,
or equivalently,
(Y a t∧θ (u 2 )−Y a t∧θ (u 1 )) (0) = θ, and by the martingale representation theorem [11] η 1 = β( η t ) for some Brownian motion β since η is easily seen to be a continuous square integrable martingale. So
where
2Cs ds . Thus
where u =
Thus the distribution of θ = τ Y a (u 1 ),Y a (u 2 ) may be calculated directly by applying the reflection principle [10] :
Proposition 9. Let a(u) = Cu, C ∈ R \ {0}. . By Proposition 8,
Proposition 10. Let α be a function satisfying the Lipschitz condition on the real line with a constant C α . Let ξ (1) , ξ (2) be solutions on [0; 1] to the following SDEs:
where w (1) , w (2) are independent standard Brownian motion starting at 0, γ ∈ R. Let η, η be defined via      dη t = γ(dw (2) t − dw
Then with probability 1 η ≤ ξ Note that ξ (1) , ξ (2) , η, η are strong unique solutions to the corresponding equations. We have: 
s , s ∈ [0; 1], by the comparison theorem for SDEs [11] . This proves the upper estimate for ∆ξ. Proof. The case of linear a is considered in Proposition 9. Now we apply Proposition 10 to obtain the result stated. Let a * (x) = C a x, a * (x) = −C a x. We will show that P {ν a * t ≥ r} ≤ P {ν a t ≥ r} ≤ P {ν
For that, we prove that 
