We analytically study the photorefractive Gunn eect in n-GaAs subjected to two external laser beams which form a moving interference pattern (MIP) in the semiconductor. When the intensity of the spatially independent part of the MIP, denoted by I 0 , is small, the system has a periodic domain train (PDT), consistent with the results of linear stability analysis. When I 0 is suciently large, the space-charge eld induced by the MIP will compete with the PDT and result in complex dynamics, including driven chaos via quasiperiodic route.
Spatiotemporal behavior of Gunn domains 1, 2) in semiconductors is an interesting and important current research problem.
3{8) Gunn diodes are not only good systems for studying nonlinear dynamics, but also potentially important for various applications.
7{9) In 1996{1997 Segev et al. 3) and Subačius et al. 4) showed, respectively, that optical waves can excite multiple Gunn-domain formation with spatial periodicity, called periodic domain trains (PDT), in deep-impurity doped GaAs and semi-insulating GaAs; both groups used the well known Kroemer's criterion 1) to determine the number of Gunn domains. In 1998, Bonilla et al. 5) numerically studied the same dynamical system as Segev et al.; however, their ndings are mostly inconsistent with the predictions of Segev et al. Bonilla et al. 5) found that the number of Gunn domains in the system is not consistent with the prediction of Segev et al. and in many cases the system shows complex or chaotic behavior. Very recently, Shiau et al. used a linear stability analysis (LSA) to study a shallow-impurity doped GaAs with length L subjected to two external laser beams which form a moving interference pattern (MIP) of intensity Iðx; tÞ ¼ I 0 ½1 þ m cosðKx þ tÞ and predicted PDT in the Gunn diode. 7) Here is the frequency dierence of the two optical waves, K ¼ 2=Ã is the interference wave number, Ã is the grating period and is much smaller than L, m is the modulation depth, and I 0 is the average intensity. With consideration of time-delay feedback, the diode will emit high-dimensional chaotic microwaves, which is potentially useful for secure microwave communications, memory devices, applications involving photorefractive eects, etc.
7)
The purpose of this manuscript is to clarify dierent ndings of 3, 4, and 5 using a nonlinear analytic method to study the system of 7, 8 as L ! 1. In this approach, the intensity of the spatially independent part of the MIP, I 0 , plays an important role in determining the simple dynamics (i.e., PDT) or complex dynamics of Gunn domains. When I 0 is small enough, the system shows simple dynamics consistent with the result of the LSA, and Kroemer's criterion is still valid. When I 0 is large, the space-charge eld induced by the MIP will compete with the PDT and result in complex dynamics. This picture is also useful for understanding the results of other groups 3{5) discussed above. We consider two optical waves incident on a n-GaAs with a biased voltage V . The photon energy is just above the bandgap of GaAs, i.e., 1.42 eV, so that electron-hole pairs can be generated by optical excitation. The generation-recombination processes include complete thermal ionization of the donor, generation of electronhole pairs by the MIP with rate g, and recombination of electron-hole pairs with rate . Therefore we can write the dynamical equations for the electric eld E, the free electron density n, and the free hole density p as:
Equation (1) is for the Gauss law. Equation (2) and (3) represent the continuity equations for the electrons and holes, respectively. The circuit condition is given at eq. (4). Here vðEÞ displays an N-shaped negative dierential mobility (NDM). The homogeneous solution of eqs.
, and a natural expansion parameter for high order corrections is "
We can rearrange the model equations by the following rescaling process for the dynamical variables and parameters in eqs. (1){(4):
The small parameter "can distinguish the large variables (i.e., E and n) from small variable p in our model. Rescaling variables in eqs.
(1){(4), we have @E=@x
8) These results and eq. (3) implies
where J tot ðtÞ is time-dependent current density. The physical meaning of eq. (5) is quite clear, which represents the Gunn-domain formation and with drift velocity vðE 0 Þ. 1) Then, eq. (5) conrms our LSA results in ref. 7 . In the following we want to show the detailed structure of PDT.
In order to get the solution of eq. (5), an ansatz of the electric eld, we set Eðx; tÞ
tÞ is a new variable corresponding to the amplitude of electric-eld domains and E Ã s ðx; tÞ is its complex conjugate; " K K (¼ 2=L) is a bulk property of semiconductor. Since " K K is small, the spatiotemporal behavior of the dynamical system within the linear dimension Ã is dominated by the behavior of E s ðx; tÞ. Actually, " K K is an irrelevent parameter which is veried by the numerical works of ref. 4 . When E 0 ) jE s j, we expand vðEÞ as: (5) and above expansions for Eðx; tÞ and vðEÞ imply 
0 =8, and r 0 is related to initial value of RðtÞ. When a > 0 (i.e., the operating point is within the regime of positive dierential mobility PDM), b > 0, and t ! 1, RðtÞ and ÂðtÞ tend to 0 and ÀKv 0 t, respectively. These results mean that the origin on the complex plane of ÉðtÞ is a stable focus, which also implies electric-eld prole in material is homogeneous, i.e., Eðx; tÞ ¼ E 0 . When a < 0 (i.e., the NDM regime), b > 0, and t ! 1, 
However, eq. (10) needs to be corrected when we consider the coupling between spatial modes. This is very important for selforganizing systems. For example, consider two spatial modes É 1 e iKx and É 2 e i2Kx with a 2 > 0 > a 1 and b > 0. From equations for RðtÞ and ÂðtÞ , we know that jÉ 1 j ! ðÀa 1 =bÞ 1=2 and jÉ 2 j ! 0 when t ! 1. Then jÉ 2 j=jÉ 1 j will become zero. This result implies that only unstable spatial modes (i.e., a q < 0) have contributions for pattern-forming systems. However, if we combine these two modes, i.e., Eðx; tÞ
ÀiqKx =2, and substitute it into eq. (5), we have
where
6) Based on the slaving principle, 10) we know that the stable mode É 2 will be determined by the unstable mode É 1 , and that É 2 , and hence the ratio jÉ 2 j=jÉ 1 j r 2;1 ðK; N Ã D Þ, will be nonzero. For simplicity, in the following we assume that r qþ1;q ( jÉ qþ1 j=jÉ q j) is independent of q and denote the number by r, which can be determined by experiments (see below). From Eðx; tÞ ¼ E 0 þ ½E s ðx; tÞ þ E Ã s ðx; tÞ=2 and eq. (10), for large t we get
Therefore, the maximum and minimum elds are equal to
À10 cm/V for GaAs when the wavelength of the incident light is 1 m). The prole of eq. (13), shown in Fig. 1 , is strongly r dependent. If r is near 0, Eðx; tÞ is approxmately equal to cos½Kðx À v 0 tÞ. If r is near 1, eq. (13) shows an obvious shock-wave structure. In some senses, r is related to the product N Ã D Ã in Kroemer's criterion for domain formation. To see this, we rst consider r ! 1. In this case, ðjÉ q j À jÉ qþ1 jÞ=jÉ q j, and hence ðja 2 j À ja 1 jÞ=ja 1 j, is much smaller than 1 and there are many excited unstable Fourier modes. Thus, ÀeN In order to get hole distribution, we assume pðx; tÞ ¼ p 0 þ ½p s ðx; tÞe i "
K Kðxþ p E 0 tÞ =2, and substitute such pðx; tÞ into eq. (6) to nd 
Here
The pattern proles of eqs. (13) and (16) correspond to simple dynamics.
When I 0 is large and the higher order corrections in eqs. (1){(4) need to be included, then we have 
where p ð0Þ and E ð0Þ are solutions of eqs. (16) and (13), respectively. These results imply that up to order Oð" Þ we have 
which is a generalization of eq. (8) and represents a selfsustained oscillator (i.e., PDT) under the external driving force " F ðtÞ= ( R Ã 0 " S Sðx; tÞe ÀiKx dx) and
The intrinsic oscillating frequency in eq. (20) is v 0 =Ã and the external driving frequencies include v 0 =Ã and =2. If the operating point is in the PDM regime (i.e., a 1 > 0), the last three terms in eq. (21) will be zero. This means that there is no Gunn-domain formation in the semiconductor, but the spatially dependent part of the external optical waves (/ mI 0 ), i.e., the rst two terms on the right-hand side of eq. (21), will trigger a space-charge eld (SCF) $mI 0 e iðKxþtÞ , 11) which is consistent with the wellknown result in photorefractive material. 9) On the other hand, if the operating point is in the NDM regime, in addition to the SCF, the PDT will be generated by the intrinsic electrical instability with the oscillating frequency Kv 0 . In summary, when I 0 is much small than N Ã D 2 =g, 12) weak SCF may be neglected and the behavior of the system is dominated by the PDT, e.g., see eq. (8). When I 0 is suciently large, the stronger SCF will compete with the PDT and the system will show complex dynamics. For example, these two competing frequencies =2 and v 0 =Ã can lead to quasiperiodic behavior.
The picture presented above is useful for understanding the results of other groups. The system, i.e., semi-insulating GaAs, studied by Subačius et al. and Bonilla et al. 5) considered deep-impurity doped GaAs under the externally optical waves, i.e., Iðx; tÞ ¼ I 0 ½1 þ m cosðKx þ tÞ. In their case the modulation depth m also plays a crucial role. For example, Segev et al. considered m as a small parameter. Then the dynamical variables can be analytically expanded to Fourier series based on the form of Iðx; tÞ. Therefore they can get multiple Gunn-domain order by order. Actually the physical idea of Segev et al. is the same as Subačius et al. The spatial period of Iðx; tÞ determines the spacing of Gunn domains and I 0 (or I 0 fðtÞ) generates background electrons. However, the work of Segev et al. didn't discuss the stability of multiple Gunn-domain, which will lead to the travelling domains with the same moving velocity (i.e., =K) of Iðx; tÞ. Furthermore, according to the prediction of Segev et al. the moving velocity of electric-eld prole in PDM or NDM regime has no any dierence. This unsuitable prediction can be addressed and veried by eq. (20). As for the numerical work of Bonilla et al., they showed complicated spatiotemporal behaviors of Gunn domains, e.g., quasiperiodic route to chaos, are mostly observed in their simulations. In other words, PDT didn't appear in their system. Therefore, they concluded that Kroemer's criterion can not give the correct numbers of Gunn domains. We think that m ¼ 0:1 used in their study is large enough to generate driven chaos due to the competition between SCF and PDT. Therefore both considerations of Kroemer's criterion and pattern competition may give correct physics in light-triggered Gunn-domain systems.
Finally we want to discuss the validity of our approach to the light-triggered Gunn-domain in semi-insulating semiconductors. In this case all of free electrons are excited from valence band, i.e., N Ã D ¼ 0 and n 0 ¼ ðgI 0 =Þ 1=2 . Then, there are no small variables or parameters among E, n, p, and I. Therefore, we can't get the solutions order by order via the present approach. However, the physics we studied in the present manuscript still can address both PDT and pattern competition which can be observed in semi-insulating semiconductors. The large I 0 is the key point to produce PDT, where I 0 can generate sucient n 0 to satisfy the Kroemer's criterion, i.e., n 0 Ã ) 10 12 cm À2 . And the role of small m is to determine the spatial periodicity, i.e., Ã, of multiple Gunn-domain and weak SCF. When m is suciently large, the competition between stronger SCF and PDT will appear and results in complex dynamics. In order to nd these phenomena in semi-insulating semiconductors, we suggest that people shall keep I 0 and Ã xed, and tune m in experiments.
In conclusion, using a nonlinear analytic method we conrm the LSA results of ref. 7 and nd that the competition between the SCF and the PDT could be a dominant factor to determine the spatiotemporal pattern in semiconductor. We hope that the formulation of the present manuscript can be further veried by numerical calculations or experiments.
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