This paper experiments with designing a semi-automated qualitative data analysis (QDA) algorithm to analyse 20 transcripts by using freeware. Text-mining (TM) and QDA were guided by frequency and association measures, because these statistics remain robust when the sample size is small. The refined TM algorithm split the text into various sizes based on a manually revised dictionary. This lemmatisation approach may reflect the context of the text better than uniformly tokenising the text into one single size. TM results were used for initial coding. Code repacking was guided by association measures and external data to implement a general inductive QDA approach. The information retrieved by TM and QDA was depicted in subgraphs for comparisons. The analyses were completed in 6-7 days. Both algorithms retrieved contextually consistent and relevant information. However, the QDA algorithm retrieved more specific information than TM alone. The QDA algorithm does not strictly comply with the convention of TM or of QDA, but becomes a more efficient, systematic and transparent text analysis approach than a conventional QDA approach. Scaling up QDA to reliably discover knowledge from text was exactly the research purpose. This paper also sheds light on understanding the relations between information technologies, theory and methodologies.
Introduction
Various research domains have been experimenting with algorithms which let human input be dynamically included in automated processes of knowledge discovery from textual data [1] . The motivation is that humans are generally more accurate than text-mining (TM) in discovering knowledge, but TM can assist in scaling up the process [1] . The research focus of this topic is often on analysis of big data. Investigating this topic with textual data collected from few sources/participants (small-N) is also crucial, but draws little research attention. It has implications for quickening dissemination of qualitative evidence. Medical practitioners need current best qualitative evidence to deliver medicine tailored to serve each patient as a unique individual [2] . Qualitative research (QR) usually involves collecting and analysing unstructured textual material [3] . The aim is to achieve depth of understanding, so the data are usually small-N data [4] . Qualitative data analysis (QDA) can enable gaining a deep understanding of text [3, 5] . It is a labour-intensive process [6] . It is not an efficient enabler for obtaining results to keep up with the pace of the growth of medical knowledge, which is estimated to double every 73 days by 2020 [7] . Integrative applications of TM and QDA will be a viable and relatively efficient solution. Especially, TM facilities have been integrated with certain computer-assisted qualitative data analysis software (CAQDAS) [3, 5, 6, 8] . CAQDAS has been widely adapted for QDA, but largely for data management [3, 5] . For qualitative researchers, research philosophies, designs and QDA cannot be seen as separate entities [3, 5, [9] [10] [11] [12] . Automating QDA requires rethinking of the relations between information technology (IT), theory and method (or methodology). A consensus about this topic is yet to be reached [8] .
TM and QDA operate on seemingly conflicting philosophies, but TM is seen as a complement of QDA and epistemologically compatible with qualitative research (QR) [3, 5, 13, 14] . TM is a computational, quantitative and bigdata method [5, 15, 16] , whereas QDA is a labour-intensive method due to under-deployment of CAQDAS to some extent [3, 6] . TM is based on 'distant reading'; i.e., literature is comprehended through aggregating and analysing massive amounts of text rather than studying particular texts [5, 16] . QDA emphasises 'close reading' of text repeatedly, categorising, interpreting and writing [5] . This emphasis restricts QDA to be a time-consuming process, perhaps not a good fit for analysing big data. No single TM algorithm can fit all research interests [16] . Similarly, QDA is precisely a collective term for qualitative analysis approaches, but a general inductive approach is commonly used in health and social sciences [12] . TM involves separating textual data into lexical units to allow indexing and enumerating them for further quantitative analyses [5, 15, 16] . QDA involves assigning codes to different snippets of text in order to categorise them [3] . Counting is a strategy to derive theme, concept or theory through human interpretation of the data [12] . A widely adapted TM strategy is to customarily discard unimportant words [16] . Similarly, a recommended QDA strategy is to assign less than 50% of text to a category to filter relevant information [12] . Both TM and QDA discover knowledge through filtering and categorising text, but employ different techniques. TM is labelled as an automated text analysis method. Human input is indeed needed for TM at various stages, e.g., validating/interpreting results [16] . Some degree of numeracy skill 2 is required to perform QDA. This paper reports an experiment of integrative applications of TM and QDA techniques with a small-N analysis problem where the text was transcripts gathered from 20 physicians. It shows that choosing analysis techniques to accord with research philosophies and design involves compromising the conventions of TM, QDA and QR to some extent. However, various measures show that the semi-automated QDA algorithm retrieved more contextually consistent and relevant information from text than performing TM alone and in a more efficient, systematic and transparent manner than performing QDA alone.
Methods

The data
The data were originally collected to develop an ethnographic decision tree model (EDTM) [17] about making clinical decisions for influenza-like illnesses (ILI) during and after the A(H1N1)pdm2009 influenza pandemic in India. Semistructured interviews were conducted with 20 purposively chosen practitioners of Allopathy, Homeopathy or Ayurveda. The sample size is determined by data saturation -a widely adapted criterion for determining sample size for qualitative research [18] . 
The analysis procedures
The analyses were performed by R version 3.2.3 [20] and various packages including tm version 3.2.3 [21] , RQDA version 0.2-8 [22] and igraph version 1.0.1 [23] . Word clouds were depicted by WordCloud version 1.6.0 [24] in Python version 3.6 [25] . All analyses were executed by a Ubuntu 12.04.5 LTS server with 10GB RAM. The CPU speed was 2.40GHz. The interview transcripts were converted from pdf to html format by (Apache) Tika (https://tika.apache.org/1.3/formats.html) before being imported into the R environment.
The TM process was based on two assumptions: (i) documents are a 'bag of words' where word order will not change the nature of the sentence, and (ii) a simple list of unigrams (individual or hyphenated words) is sufficient to convey the general meaning (or context) of a text [16] . The baseline procedure was as follows:
1. Cleaning the raw data by performing spell-check to eliminate typos; 2. Reducing dimensionality of the text by converting words to base forms (e.g., 'come' would replace 'comes', 'came' and 'coming'); 3
3. Replacing 'contractions' with longhand words enlisted by the R qdapDictionaries package [26] ; 4. Splitting the transcripts into unigrams (individual or hyphenated words) based on a manually validated vocabulary; 5. Eliminating domain-specific stopwords (very common words) gathered from PubMed or EBSCOhost; 6. Indexing each unigram to obtain a lexicon that enumerates the respective occurrence(s) in each transcript; and 7. Identifying important unigrams by discarding unigrams with occurrences less than 1% or greater than 99% in the respective transcript sets.
Point 7 was a deviated approach suggested by Hopkins and King [27] . If only unigrams with the highest frequencies were retained, then the opinions of minority participants would probably be entirely discarded. It contrasts with the intent of applying purposive sampling that aimed to deliberately include outliers in the research sample and let the exception prove the rule (cf. Barbour [28] ). After the pre-processing stage (points 1-3), a vocabulary of all the transcripts was extracted by using a language processing tool, treetagger (http://www.cis.unimuenchen.de/~schmid/tools/TreeTagger/). The analyst manually validated the vocabulary with references to the linguistic structure information provided by treetagger. The validation process was also assisted by programmes written by the analyst in Visual Basic Applications for spreadsheets (https://en.wikipedia. org/wiki/Visual_Basic_for_Applications) to highlight the words whose base form was the same. The results helped the analyst manually re-categorise words to reduce the text dimensions based on her domain-specific knowledge to some extent. For example, 'patiently' was replaced by 'patience' to distinguish it from 'patient' (a person) (see Table 1 ). The vocabulary served as a dictionary (i) to group original words with the same base form (or unigram/root) to reduce data dimensionality at the TM stage, and (ii) to find out the original words to be coded at the QDA stage. That is, lemmatisation was applied to define the unigrams based on a dictionary [16] . Table 1 presents an excerpt of the vocabulary and explains how it was built and applied.
TM was performed on (a) the 18 open-ended questions used to gather training data (the four questions regarding participant profile were excluded), then the 32 open-ended questions used to gather testing data, and (b) the training and testing transcripts. This procedure results in four sets of unigrams and occurrence statistics. Stage (a) was performed to form bases to operationalise the idea that interview questions are a good basis for identifying key themes from qualitative data [29] . The important unigrams gathered at stage (a) should reflect expert opinions, and be reliable (code) categories to classify coded text at the QDA stage. A transitional code is an important unigram identified at stage (b) and significantly correlated with at least one category of its corresponding text set. It could fall into more than one category. A code is an original word enlisted by a transitional code. The correlation threshold ±0.9 was chosen through coding the transcripts iteratively by using the automated search and coding facilities of RQDA. The search started by identifying codes belonging to transitional codes with correlation ±1. The entire sentence containing a code would be annotated.
It was followed by using the next 0.05 highest correlation magnitude (±0.95) to identify codes and annotate the transcripts. The search process was halted when only about 50% of the transcripts were coded (albeit, only less than 50% of the raw text needs to be coded and categorised [12] ). In the same rubric, a category correlated with an excessively long list of codes might not extract crucial information. For example, the category 'common' extracted from the questions used to collect training data contained 28 transitional codes, but the second longest list contained 12. So, only the codes which fell in the 'common' categories were annotated. This approach might avoid substantially eliminating outlier views (cf. Barbour [28] ). The objective of the study was to derive an EDTM model where each decision is represented as a dichotomous outcome [17] ; e.g., prescribing antibiotics or not. Coding paragraphs with 'yes/Yes' or 'no/No' was a consistent technique. Widely used words for conducting content analysis were also coded -the words indicated negation, amplification, deamplification, positive or negative, available from qdapDictionaries. The statistics about (inclusion/proximity) relations among code categories were applied to identify Table 1 : Excerpt of the vocabulary applied for lemmatisation and code searching † ‡ 5 Table 2 : General Inductive QDA approach versus the proposed QDA approach text segments needed for close reading (see Huang [22] , for details about relations statistics). It sometimes involved close reading of passages/text segments near the automatically annotated text, so as to recode the text. Some passages were randomly chosen for close reading to check the logic flow of the coded text. Domain-specific knowledge was the basis for reclassification and uncoding of text. When no clear-cut coding decision could be made, recoding/reclassification was 6 guided by the frequencies of 'yes/Yes', 'no/No' and the words used to perform content analysis. This technique originated from automated content analysis [16] , but was adapted to guide recoding/reclassification. TM was performed on the manually recoded/validated text segments to enable comparing the results obtained by performing TM alone on the full-text. Table 2 summarises the techniques employed to accomplish the recommended procedure to implement a widely adapted general inductive QDA approach [12] .
Network analyses were performed to depict and validate the connections between the unigrams extracted from the transcripts and the manually recoded text segments. The induced subgraphs were derived from the scaled matrices of unigram occurrences obtained from TM. Occurrence statistics were rescaled into '1' ('0') to represent the presence (absence) of each unigram in (from) each text unit. Modularity clustering was performed on each induced subgraph. The clustering algorithm involved iteratively removing the edge with the highest edgebetweenness score until the vertices became segregated into clusters [30] , each consisting of at least two vertices.
Results
The transcripts have 52,023 words. It took 2-3 days to prepare a manually validated vocabulary to assist performing TM and automated coding, and four days to uncode and reclassify the coded text manually. The automated text analysis approach retrieved 59 out of the 242 manually reclassified/validated text segments. So, the coding concordance is about 24.4%. However, in almost all instances, the required text segments could be found within the same or 1-2 nearby paragraph(s). Table 2 ). Figure 1 depicts the frequencies of unigrams obtained from the training and testing transcript collections by performing procedures 1-2 after removing the domain-specific stopwords. The size of each unigram represents the relative frequency in the respective transcript set. The words with highest frequencies seem to overlap substantially. The data structures are qualitatively similar. The topic was rightly captured as interview[s] regarding clinical strategies and health management applied to patient[s with] influenza[-like] illness[es]. Figure 2 presents the subgraphs of the categories or transitional codes (important unigrams surpassing the ±0.9 correlation threshold). Vertices depicted as spheres (circles) represent the categories (transitional codes). The size of each vertex represents its degree (the number of connections with other vertices) relative to the maximum degree of the original graph. Each edge represents a link from one unigram to another one. The width of each edge represents its weight (distance from one vertex to another) relative to the maximum weight. The bigger (thicker) a vertex (edge) is, the more important it is. All categories and transitional codes are connected to different extents. Due to the complexity of the subgraph, only the sizes of vertices can be compared visually. The categories appear more important than most transitional codes. TM identified 68 (82) unigrams from the training (testing) data. Network analyses suggested forming one module with 50 (38) unigrams from the training (testing) data. 3 (5) out of 10 (8) categories of the training (testing) data were eliminated. The p-value of the Wilcoxon statistic of the training (testing) data is p=0.000 (p=0.046). The module of the training data is of a better fit, because its R 2 statistic of degree distributions (0.777) is higher than that of the testing data (0.595).
Training data:
Testing data: Figure 3 depicts the induced subgraphs of the unigrams extracted from the manually recoded/validated text. It represents the results obtained by performing QDA guided TM results. Modularity clustering was performed to find out the immediate neighbour vertices of 'antibiotic'. 'antiviral' was then included to depict its connections with those vertices and 'antibiotic'. The 'antibiotic' and 'antiviral' spheres are isolated vertices. The other spheres represent modules of vertices. The size of each sphere represents the aggregated degree of each module/vertex relative to the total degree of the respective subgraph. The width of each edge represents the relative aggregated weight. For the training data, the four (anti-) modules are pat_char (p=0.000), diag_type (p=0.000), referral (p=0.001) and fin_burden (p=0.424) (see Table 3 for the components of each module). The fin_burden module is an anti-module, because its Wilcoxon statistic is non-significant p=0.424 (>0.05). Its member vertices have more connections with vertices from other modules than vertices within fin_burden. For the testing data, the four (anti-) modules are antibiotic_type (p=0.000), manage_plan (p=0.000), other_drugs (p=0.047) and complication (p=0.114). In both cases, 'antibiotic' connects with 'antiviral', and not all neighbour vertices of 'antibiotic' connect with 'antiviral'. The edge widths and the sizes of the vertices indicate that the neighbour vertices of 'antibiotic' form stronger connections with 'antibiotic' than 'antiviral'. 'antibiotic' is more important than 'antiviral'. Table 3 lists the unigrams that formed Figures 2 and 3 . The first (second) column shows the results obtained from the full-text (text segments). It shows that the full-text and text segments are contextually consistent. For example, the module obtained from the training full-text reveals various antibiotic names and terms associated with different diagnoses and referral [to xxx hospital/centre or Dr. xxx]. The modules of the testing full-text contain terms associated with a wider range of topics including [antibiotic] lines, [clinical] presentation, pandemic, laboratory [tests], treatment, etc. The vertices of antibiotics appear more often than other medications. The connectivity of 'antibiotic' with other unigrams appears to be an important construct. The text segments of the testing data inherently capture a wider range of topics than those obtained from the training data (the full-text of the testing data actually contained more important unigrams than the training data). The manage_plan module is about medication, clinical presentation, referral [to an allopathic physician/doctor or a gynaecologist], laboratory diagnosis, etc. These concepts can be seen from the diag_type module extracted from the training data. The diag_type module reveals diagnoses applied to check the severity [of illness], pathology and possible complications. The subgraphs of the text segments appear to capture information more specifically than those of the full-text.
Discussion
This paper presents an example of applying freely available computational facilities to enable a novice analyst of TM and QDA to code, validate and exact information from 20 sets of transcripts in 6-7 days (and in a presentation format), whereas the comparable tasks took an experienced qualitative analyst months by using a conventional QDA approach. Network analysis shows that both the TM and semi-automated QDA algorithms extracted contextually consistent and relevant information. Employing the semi-automated QDA algorithm is preferred, as it extracted more specific information than applying TM alone and turned QDA into a more efficient, systematic and transparent process.
The transcripts consisted of 52,023 words. The size is approximately 11-18 articles published in top-tier peer-reviewed journals. TM identified 68 (82) important words/unigrams from the training (testing) full-text as categories and transitional codes. Network analysis suggested retaining 88 unigrams (see Figure 2 ). The testing text might have captured more diverse topics than the training text, as it contained more important unigrams and the module was formed by fewer unigrams. The vignette seems to serve as a function to unveil more hypotheses. TM appears efficient in filtering relevant information. A qualitative analyst may deny that a handful of words can represent the complexity of qualitative data. Indeed, TM only retrieved 24.4% of the manually recoded text segments. This concordance of coding appears poor by the recommended standard of inter-rater reliability rate (IRR) [31] . However, this measure inappropriately downgraded the performance of TM, because the relevant text segments could mostly be found within 1-2 nearby paragraph(s) of the automatically coded text. It is hard to (dis-) prove this claim, and also reaching acceptable IRRs. We can inspect the procedures for reaching agreements among coders, but not the objectivity of the decisions. However, the claim is indirectly backed by the fact that the TM results accomplished the (re-) coding and extracting of validated data in a presentable format in 3-4 days. At an earlier research phrase, it took an experienced qualitative analyst months to obtain the validated information in verbatim form (a widely used QDA reporting format). The major objective of the study is to understand the clinical strategies physicians used to diagnose and manage influenza-like illnesses during and after the A(H1N1)pdm2009 influenza pandemic. Figures 2 and 3 shows that both the information exacted by TM alone (from the full-text) and information manually validated through a QDA process present antibiotic and antiviral as a theme. The extracted information overlaps with certain sub-themes extracted by another analyst by performing thematic analysis (see also Figure A1 in the appendix). The subgraphs show that the (semiautomated) QDA algorithm did exact more specific information than TM alone. A mainstream statistician may reject judging the consistency, relevance and quality of information extraction by comparing the meaning of subgraphs. Subgraphs are a kind of cluster analysis results. The interpretation can be subjective. S/he may propose performing a Steiger z-test [32] to test the differences in the degrees of correlations of unigrams obtained from the training and testing text sets. This test is reliable if a domain-specific dictionary is available to assist precisely grouping words of the same roots together. If such a dictionary did exist, Natural Language Processing (NLP) would not only be successfully applied to discover knowledge from electronic health records (EHRs) in certain domain-specific systems [33] . The semi-automated QDA algorithm inherits the convention of QR, which allows researchers' (and/or the participants') subjective experience to be included in the analysis process [3, [8] [9] [10] [11] 34] . The appraisal criteria established for evaluating quantitative research cannot be applied to QR without justification [9] [10] [11] .
Implementing the proposed TM and QDA algorithms involves applications of computational and statistical skills, but not to a sophisticated level. Certain 13 CAQDAS products are packed with the facilities used in this experiment, and come with a graphical interface [5, 13] . Advanced technologies are not needed either. The analyses were conducted by a computer with low RAM and speed by average standards. A more powerful computer will only further scale up the process slightly, as it involved human input repeatedly at various stages. For example, validating the vocabulary used for lemmatisation and close-reading of text segments were meant to be manual procedures. The TM and QDA algorithms were built on widely used statistics. Frequency and/or Pearson correlation were used to identify the (code) categories and transitional codes from the lexicons of unigrams. Like correlation, the (inclusion/proximity) relation statistics of categories used to guide reviewing the automatically coded text are also association measures. Network analysis is an optional procedure, although it has a role in validating and further filtering information. It is not an interim analysis between TM and QDA. The interpretation of the text was not influenced by the network analysis results. Qualitative researchers may see using network analysis to present QDA results as controversial. It is a widely applicable method for presenting information. For example, it is a compulsory procedure of meta-analysis [35] . This approach is more efficient than manually depicting the relations of codes by using the facility that comes with some CAQDAS. Researchers can also report the QDA results in verbatim form. Quantitative researchers may argue that the analysis procedures are not scientifically rigorous given that the correlation threshold (0.9) used to search for codes was identified through iteratively (re-) coding the text until a judgemental principle was fulfilled (less than 50% of the text needs to be coded and categorised [12] ). In fact, statistics is an art and science of learning from data [36] . The practice always involves subjective elements and changes to accord with specific occasions. If evidence must be in numerical form in order to claim to be scientific, then the analyses were substantially guided by 'numbers'. treetagger used to build a dictionary for lemmatisation and other dictionaries employed to assist recoding were the results of dedicated research efforts of various domains over decades [26] . Their role is similar to establishing external validity by using reliable external data. Validating coding did not purely rely on applying domainspecific knowledge of one single analyst. The constant comparison process was complemented by reviewing randomly selected passages to repack the coding. This technique is akin to applying stepwise variable elimination to derive parsimonious regression models. Obtaining approximation from randomly chosen subsamples is a widely used statistical technique; it is the core of the widely applied bootstrap technique [37] . The analytic procedures are probably more rigorous, transparent and systematic than many mainstream analytic methods and the conventional QDA methods. The approach should be easy to understand and implement.
The algorithms incorporated expert opinions of various domains into the design, as analytic techniques were carefully chosen to accord with the research philosophies and study designs [3, 5, [9] [10] [11] [12] 38] . For example, the data were collected and analysed by training and testing sets to accord with EDTM approach [17] . Ethnographic decision modelling is known for being able to achieve at least 80% predictability of behaviours under studies [39] . The study design may contribute to being able to extract consistent and relevant information from the two transcript sets. TM is a big-data/quantitative method [5, 15, 16] . The capacities of TM will be undermined when TM is applied to small-N data, because not all quantitative techniques are capable in obtaining robust statistical results from small-N data. In this experiment, the analyses were guided by statistics whose robustness is neither dependent of sample size (i.e., frequency) nor undermined significantly when sample size is small (i.e., association measures). If the data were gathered from fewer participants, Fisher's exact test of independence might be performed to validate the associations of unigrams [40] . Automating QDA does not necessarily turn QDA into another big-data or quantitative method. Sense-making and domain-specific knowledge are needed to interpret the results and modify the vocabulary used for lemmatisation. The lemmatisation approach permitted customarily splitting text into different sizes based on expert opinions to some extent. It is different from the widely applied tokenisation approach where text is uniformly split into one single size. How the words are split is considered important for preserving the context of text on occasions [16] . It relaxes the 'bag of words' assumption, which appears unpalatable to qualitative researchers. This QDA process is definitely not mechanical. TM can be adapted into QDA without changing the QDA process of creativity and opportunity for serendipity into a mechanical process of performing some code plans on large document collections [5] .
Qualitative researchers often claim that they 'allow the theory to emerge from the data' [41] . For outsiders, this claim is mysterious [42] . The literature is difficult to comprehend or use [12] . The proposed QDA algorithm is not only efficient, but also a systematic and transparent process. It will help in making QDA an easier approach to understand and implement. It did enable a novice of TM and QDA to accomplish the tasks quickly. As yet, an application of CAQDAS is sometimes mistakenly referred to as an analytic method [8] (see Lunny et al. [43] , for an example). The proposed QDA approach allows presenting the words used to code the text or classify the text segments, and the relation statistics used to guide constant comparisons and recoding. External data was also used to guide code repacking. It is a systematic approach, but not a data driven approach. The analyst was the judge of the final results at various stages. Conventionally, independent multiple coding guided by IRR is a popular technique to establish the trustworthiness of QDA [9, 28] . This practice is either too costly or not always a viable option [28] . A cost-effective alternative was employed. Initial coding was automatically done based on TM results. Subsequently, relation statistics were obtained to guide repacking the coding. The TM results together with relation statistics served the function of a codebook. This approach will remain an efficient method even if the text collection is huge. Developing a codebook is a timeconsuming process, and feasible only when the text collection is small [44] . In that study, with the help of a codebook, the IRR of initial coding could be as low as 40% (poor agreement) [44] . The fallible measure of concordance of TM results with that of QDA only indicates that the TM algorithm is not a standalone algorithm by QDA standard. However, it is not a basis for dismissing the application of TM as an assistive QDA technologies. The entire analysis process was completed in 6-7 days and extracted relevant and consistent information in a presentable format. If CAQDAS facilities were merely used to manage data, it could take hours or even days to interpret and compare several retrieved text segments [3] . Interpreting the text properly involved domain-specific knowledge. It is unlikely that a reliable TM algorithm can be developed in one single experiment. Also, the literature provides little information about how IRRs coders can obtain at an initial coding stage. How coders reach agreements is actually not a well articulated topic, and IRR is not a uniquely defined measure [44] . Indirect evidence suggests that the TM algorithm might not perform noticeably worse than humans. An experiment showed that the six experienced coders, who analysed the same text collection, packaged coding frameworks in considerably different ways [45] . An experiment with five CAQDAS products confirmed that '[t]here is no fixed way of interpreting qualitative data' [8] . QDA results are sometimes seen as an interpretive framework 'converged' by researchers of the study [46] . This criticism does not apply to the proposed QDA algorithm, although it still presents subjective elements like vastly many analytical algorithms do. This experiment replicates a conclusion of certain experiments where TM could assist scaling up manual curation, but was not a substitute for it since humans were more reliable in extracting facts from text [1] .
The analysis techniques were chosen to implement a QDA general inductive approach [12] . It is not a suggestion for applying one QDA approach to all types of unstructured text. Instead, it is an attempt to develop a widely applicable semi-automated QDA algorithm. The TM procedures deviate from a completely automated approach. It allowed the analyst to revise the dictionary used to perform lemmatisation, choose the criterion for identifying codes for initiate coding and act as the final judge of coding. It is different from a supervised machine learning approach that where text is manually and iteratively (re-) coded subject to what the machine learns from the manual coding until a given level of coding concordance is reached [6, 16] . Further experiments are needed to examine the applicability of the QDA algorithm to other research topics and data of different structures and sizes. If a domain-specific medical dictionary existed, lemmatisation would probably be further improved. Alternatively, lemmatisation may be carried out based on a vocabulary revised by an expert panel. For a text collection of enormous size, the panel may review the vocabulary taken from several randomly chosen subsamples. Another alternative is to build a dictionary of keywords extracted from articles shortlisted through a systematic literature search process. The required facility is freely accessible (see https: //elizagrames.github.io/litsearchr/#/about, for example). One may consider the experiment redundant, since it is within human capacity to analyse the text. The data were small-N data and hardly fitted into the oft-cited 3-V definition of big data [15] . It is certainly within the capacity of a human to analyse them. However, investigating this analysis problem is, at least, critical to improving health-related sciences. Medical practitioners need current best qualitative evidence to deliver medicine tailored to serve each patient as a unique individual [2] . Personalised medicine is likely to be evolved into standard practice. QR is growing rapidly, but remains a small body of the medical literature [47] . QR usually gathers data from a handful of research subjects [3, 5, 13] . They are small-N data, but can also be big data. Conducting QR usually involves analysing vast amounts of textual data originated or converted from various sources and/or formats [34, 48] . Without the help of TM, delivering timely qualitative evidence to support approved medical practice is impossible. In particular, medical knowledge was estimated to double every seven years in 2010 and will double in 73 days by 2020 [7] . This experiment is a preparation for mitigating this issue. The discussion also shreds light on the development algorithms to deploy EHRs for better care. Remarkable progress has been achieved by using NLP to discover knowledge from those systems [33] . Due to the complexity of medicine and the language, no single algorithm is universally applicable to reliably extract the information from systems of different domains [33] . Improving artificial intelligence in line with QR/QDA principles could, at least, be an interim solution.
This paper explores the challenges of applying a semi-automated QDA approach to analysing small-N unstructured textual data.
It involves compromising the conventions of QR, QDA and TM to some extent. However, it shows promises in reliably discovering knowledge from text in a more efficient, systematic and transparent manner than relying on human interpretation. This paper also paraphrases the techniques and philosophies of QDA and TM. It gives a concise and non-technical overview of various analytic techniques rarely published in one single paper. It will help encourage collaborations of researchers from different domains by removing the language barrier. The results support dynamically involving humans with domain-specific knowledge into automated text analysis process, as human input helps extract more specific information than TM alone. It has reference values for designing semi-automated algorithms to analyse big textual data collected from small-N and large-N samples. This paper also adds knowledge to a salient but sometimes neglected topic -the relations between ITs, theory and methods (or methodologies). Lacking consensus about this topic cannot be specific or uniquely important to QR given that computational approaches are penetrating into all sciences. This topic deserves immediate research attention to avoid replacing human wisdom with artificial intelligence too soon and without justification.
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Figure A1: Summary of qualitative data analysis by using thematic analysis (adapted from Ahankari, Myles, Tsang et al. [19] )
