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We consider the pure initial value problem for the system of equations 
u, = u,, +f(v) - w, wr = E(U - yw), E, y> 0, the initial data being (v(x, 0), 
w(x, 0)) = (q(x), 0). Here f(v) = -v + H(v - a), where H is the Heaviside step 
function and a E (0, {). This system is of the FitzHugh-Nagumo type and has 
several applications including nerve conduction and distributed chemical/ 
biochemical systems. It is demonstrated that this system exhibits a threshold 
phenomenon. This is done by considering the curve s(f) defined by s(t) = 
sup(x: v(x, I)= a!. The initial datum. q(x), is said to be superthreshold if 
lim &CC s(t) = co. It is proven that the initial datum is superthreshold if q(x) > a on 
a sufficiently long interval, q(x) is sufftciently smooth, and p(x) decays sufftciently 
fast to zero as 1x1+ co. 
1. INTRODUCTION 
In this paper we consider the pure initial value problem for the system of 
equations 
fJt = u,, +f(u) - w, (1.1) 
w, = &(U - yw), fA y > 0, 
the initial data being (v(x, 0), w(x, 0)) = (V(X), 0). We assume that f(v) = 
-u + H(v - a), where H is the Heaviside step function, and a E (0, f). These 
equations arise as a model for the conduction of electrical impulses in a 
nerve axon. The most famous such model is due to Hodgkin and Huxley 
[ 131; however, a mathematical analysis of their model has proven very 
difficult. The complexity of the Hodgkin and Huxley model led FitzHugh [8 ] 
and Nagumo, Arimoto and Yoshizawa ] 151 to introduce the simpler system 
(1.1) with f(v) replaced by fi(v) = ~(1 - u)(v - a). The model we consider 
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was introduced as a further simplification by McKean [ 141. Surveys of the 
physiological background of these equations may be found in Cohen [S], 
Hastings [ll], and Rinzel [18]. 
Here u = u(x, t) represents the electrical potential along the axon as a 
function of time t and position X, while w = w(x, t) represents a recovery 
variable needed in order that system (1.1) exhibit pulse shaped solutions. 
Thinking of p(x) as the initial stimulus, one expects V(X, t) to behave in a 
manner qualitatively similar to what is observed in the laboratory. For 
example, electrical impulses in the nerve axon appear to move with constant 
shape and velocity. Mathematically this corresponds to solutions of the form 
(Z&Y, t), w(x, t)) = (U,(Z), w,(z)), z = x + ct. Such a solution is often called a 
traveling wave solution. The existence of traveling wave solutions for the 
FitzHugh-Nagumo system, with f,(v), was given by Carpenter [3], Conley 
[4 ], and Hastings [ 121 if the parameter E is sufficiently small. Rinzel and 
Keller [ 191 considered the McKean model with y = 0. They obtained all of 
the traveling wave solutions together with their speeds of propagation. 
Similar results for the McKean model with y > 0 have been obtained by 
Rinzel and Terman [20]. 
Our primary interest is to study the threshold properties of these 
equations. That is, if the initial datum, o(x), is sufficiently small, then the 
solution to (1.1) will decay exponentially fast to zero as t + co. This 
corresponds to the biological fact that a minimum stimulus is needed to 
trigger a nerve impulse. In this case we say that q(x) is subthreshold. One 
expects, however, that if the initial stimulus is sufficiently large, or 
superthreshold, then a signal will be transmitted down the axon. We show 
this to be the case if the parameter E is chosen sufficiently small. 
Throughout this paper we assume that the initial datum o(x) satisfies 
(a) v(x) E C’(R), 
@I P(X) E 10, 11, 
Cc> P(X) = PC-X) in R, 
(d) There exists a unique constant x,, > 0 such that (D&,) = u, (1.2) 
(e) 9(x) > a for 1x1 <x0, 
(f) 1 o(x)1 < CE(~‘~~(~~~-~) for 1x1 > x0, 
(8) v” is a bounded continuous function except possibly when 
1x1 =x0. 
This last condition is needed in order to obtain sufficient a priori bounds on 
the derivatives of the solution of system (1.1). 
Note that in some sense x0 determines the size of the initial datum. 
Therefore, we expect a signal to propagate if x0 is sufficiently large. In order 
to be more precise we consider the curve s(t) given by s(t) = 
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sup{x: U(X, t) = a}. We define q(x) to be superthreshold if s(t) is defined for 
all t E Rt and lirn,,, s(t) = a. 
Note that because f(v) is discontinuous we cannot expect the solution 
(v, w) to be very smooth. By a classical solution of system (1.1) we mean the 
following. 
DEFINITION. Let YT=Rx(O,T) and Gr={(~,t)E~~:~(x,t)#u}. 
Then (u(x, t), w(x, 2)) is said to be a classical solution of the Cauchy 
problem (1.1) in .-VT if 
(a) (v, w) along with ( v,, w,) are bounded continuous functions in .~ 
T, 
(b) in G,, vxx, v, and w1 are continuous functions which satisfy the 
system of equations 
w, = &(U - yw), 
(c) limtl,, u(x, t) = q(x) and lim,io w(x, t) = 0 for each x E R. 
Throughout this paper we assume that there exists a unique classical 
solution of the Cauchy problem (1.1) in R x R + . In particular, we assume 
that there exist constants V and W such that ] u(x, t)] < V and ] w(x, t)] < W 
in R x Rt. Using the method of invariant rectangles (see Weinberger [25]) 
Rauch and Smoller [ 171 considered system (1.1) with f,(u) and showed that 
such bounds exist if 
(l-3) 
A similar argument shows that such bounds exist for system (1.1) withf(v) 
if f(v) satisfies (1.3). The results of this paper are still valid if we assume 
that f(u) = -u + H(u - a) for ] v] & 1, f(v) is a smooth function with 
f’(v) < 0 for ]u] > 1, and lim,,,,, ]f(u)/u] > l/y. In [23] it is shown that a 
classical solution of the Cauchy problem (1.1) does exist in ST for some 
T> 0. 
It will also be necessary to assume that the curve s(t) does not behave too 
wildly. These assumptions are described in the second paragraph of 
Section 3.. 
With these assumptions we prove the following result: 
THEOREM 1.1. Choose a E (0, 4) and y > 0. Then, subject to the above 
assumptions, there exist positive constants 6 and 8 such that if E E (0, S) and 
p(x) satisfies (1.2) with x0 > 19, then q(x) is superthreshold. 
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In this paper we only find suficient conditions for the initial data to be 
superthreshold. Subthreshold results for the FitzHugh-Nagumo model were 
given by Rauch and Smoller [ 171. Using a linearization technique they 
showed that the rest state (v, w) = (0,O) is stable in an appropriate Hilbert 
space. For some values of the parameters E and y they were also able to 
prove the stability of the rest state by constructing a Lyapunov function. 
Further subthreshold results were given by Schonbek [21]. 
The primary techniques used throughout this paper are comparison 
theorems for parabolic partial differential equations. These results are 
discussed in Section 2. 
In Section 2 we also state some results about solutions of the scalar 
equation 
Of = u,, +f(uh (1.4) 
v(x, 0) = f?(x). 
These results are proven in [22] and will play a very important role in the 
proof of Theorem 1.1. Equations similar to (1.4) have many applications and 
have been studied by a number of people (see [2] for references). Fisher [7] 
introduced equation (1.4) with f(v) = u( 1 - u) in connection with certain 
problems in population genetics. Other applications occur in theories of 
combustion and active transmission lines. Threshold results for this scalar 
equation were given by Aronson and Weinberger [2] who made the 
following assumptions on f(u): 
fE C’[O, 11, f(O) =f(l> = 0, f'(O) < 0, 
f(v) < 0 in (0, a), 
f(v) > 0 in (a, 1) for some a E (0, l), (1.5) 
and 
I ; f(u) dv > 0. 
In their paper, Aronson and Weinberger eferred to this as the “heterozygote 
inferior” case in connection with the Fisher model for population genetics. 
They showed that if the initial datum, q(x), is sufficiently small, then 
lb+, V(X, t) = 0, while if o(x) is sufficiently large on a sufficiently large 
interval, then lim,,, u(x, t) = 1 for x E R. Here we briefly discuss the proof 
of the superthreshold part of their results because it clearly illustrates how 
comparison functions are constructed and why one expects Eq. (1.4), or 
system (l.l), to exhibit a threshold phenomenon. 
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FIG. 1. The phase plane diagram of the equation 4” +f(q) = 0. 
Aronson and Weinberger construct comparison functions q,(x) which are 
solutions of the steady-state equation 
(1.6) 
The phase plane configuration of this equation is shown in Fig. 1. Because of 
the assumptions on f there exists a unique constant x E (0, 1) such that 
fif(u) du = 0. If r E 01, l), th en the trajectory through (v, 0) is charac- 
terized by 4 p* + F(q) = F(q). It is easy to show that this trajectory intersects 
both the positive and negative p axis. Thus, given q E 01, l), there exists a 
6, E R’ and a function q,(x) such that q,(x) is a solution of the steady-state 
equation (1.6) which satisfies 
0 = q,W,) < q,(x) < q,(O) = v in (-b,, b,). 
In fact, one can show that b, = 2 (i {2F(q) - 2f(~)}~“* &, where 
F( Y> = J-if<4 du. 
Aronson and Weinberger then prove the following result. 
THEOREM. Let v(x, t) E 10, I ] be a solution of (1.4) in R x Rt where 
f(v) satisfies (1.5). If p(x) > q,k - x,,) in (x0 - b,, x,, + 6,) for some 
v E (‘y, 1) and for some x0 E R, then 
lim u(x, t) = 1. 
I++00 
In this construction we see that a sufficient condition for the initial datum to 
be superthreshold is that it lie above one of the comparison functions q,,(x), 
q E or, 1). We expect Eq. (1.4) to exhibit a threshold phenomenon because 
comparison functions of arbitrarily small length or height cannot be con- 
structed. 
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Further results for the scalar equation (1.4) were given by Fife and 
McLeod [6]. Assuming that f(u) satisfies (1.5) with f’( 1) < 0, they showed 
that if o(x) is superthreshold, then the solution will converge uniformly to a 
traveling wave solution. 
The proof of Theorem 1.1 is given in Section 3. 
2. PRELIMINARY RESULTS 
The principal tools used in the proof of Theorem 1.1 are presented in this 
section. We begin by stating, without proof, some standard comparison 
theorems for linear parabolic equations. Proofs of the comparison theorems 
may be found in Protter and Weinberger [ 161. We then prove a comparison 
theorem for solutions of a nonlinear system of equations. Finally, we discuss 
those results which are needed about the scalar equation 
0, = u,, +f(u>* (2.1) 
Throughout this paper we will constantly be comparing solutions of the 
system (1.1) to solutions of the scalar equation (2.1). 
Comparison Theorems 
For T > 0, let a,(t) and a,(l) be continuous functions on [0, T]. We 
assume that al(t) is either finite or identically -w and a*(t) is either finite 
or identically $00 on [0, T]. Let 
D = {(x, t): al(t) < x < a*(t), 0 < t < T) 
and let L be the linear operator defined by 
Lu = u, - u,, + u. 
Assume that in D, U(X, t) is a bounded continuous function with a,, u,,, 
and uI continuous. 
THEOREM 2.1. Assume that u(x, t) satisj7es the inequalities 
(a) Lu > 0 in D, 
(b) u(x, 0) > 0 in [a,(O), a,(O)]. 
If a,(t) or a*(t) are finite assume that 
(c) u(a,(f), t) > 0 in [O, Tl, 
(4 u(q(t), t) > 0 in [O, Tl. 
(2.2) 
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Then u(x, t) > 0 in D. If u(x, 0) > 0 for some x E (a,(O), a,(O)), then 
u(x, t) > 0 in D. 
THEOREM 2.2. Assume that ak(f) is finite for either k = 1 or 2. 
Furthermore, assume that a,(t) E C’([O, T]), and u(x, t) satisfies the 
inequalities (2.2a-d) with u(x, 0) > 0 for some x E (a,(O), a*(O)). Zf 
u(a,(t), t) = 0 for some t E (0, T], then (-l)‘( u,(a,(t), t) < 0. 
THEOREM 2.3. Assume that u(x, t) satisfies the inequalities (2.2a, b) with 
u(x, 0) > 0 on [a,(O), a*(O)]. If, for k = 1 or 2, ak(t) is finite, assume that 
ak(t> E C’((0, r)) and (-l)k uX(ak(t), t) > 0 on (0, T). Then u(x, t) > 0 in D. 
The Scalar Equation 
The following result is proven in [22, Corollary 6.41. 
THEOREM 2.4. Choose a E (0, f) and K < f - a. Assume that d < 1 -K 
and r, > 0. Furthermore, assume that w(x) satisfies (1.2) and u(x, t) is the 
solution of the equation 
u, = u,, +f(u) - K in RxR+, 
4% 0) = v(x) in R. 
Then there exist constants 8, r, and T, which depend only on a, K, and d 
such that if x,, > 0, then v(x, t) > d for 1x1 < r, , t > T. Furthermore, the 
curve s(t), given by s(t) = sup{x: v(x, t) = a}, is a well defined, continuously 
difJ‘erentiable function which satisfies 
(a) s’(t) is a locally Lipschitz continuous function, 
(b) lim,,, s(t) = co, 
(c) s(t)>x,-rfor tER+. 
A Comparison Theorem for Systems of Equations 
Suppose that for T > 0 the functions vO(x, t) and u,(x, t) satisfy vk(x, t) E 
C*(R+ x (0, T)), k = 1,2, and u,(x, t) < vO(x, t) in Rt X (0, 7’). Further- 
more, suppose that a,,(x) and a,(x) are smooth functions which satisfy 
aI(x) <a,,(x) in Rt. Let wk(x, t), k = 0, 1, be solutions of the ordinary 
differential equations 
Wkr = &cvk - ywk) in R’x(O,T), 
wk(x, 0) = ak(x) in R+. 
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Note that wr(x, t) ( W&C, t) in R+ X (0, T). Let L, be the operator defined 
by L, u = u, - u,, - g(u), where g is a bounded, smooth function. Finally, let 
(0, w) be the solution of the system of equations 
L,v= -w, 
w, = E(U - yw) in R+x(O,T), 
(2.3) 
with initial and boundary conditions 
(45 Oh WY 0)) = (dX>> w(x)) in Rt, (2.3a) 
u(0, t) = h(r) in (0, 7). 
We assume that the functions p(x), u/(x), and h(t) are all continuously dif- 
ferentiable. 
PROPOSITION 2.5. Assume that v,(x, 0) < q(x) < u,(x, q, v,(O, 1) < 
h(t) < v,,(O, t), and a,(x) < v(x) < q,(x) in R ‘. Furthermore, assume that 
L,u,>-w,, 
L,v, G-w, in R ’ x (0, T). 
(2.4) 
Then, u,(x, f) < U(& 0 < v,(x, 0, and w,(x, t) < w(x, t) < w,(x, t) in 
R+ x(0,7). 
ProoJ Using an iteration scheme, we approximate the solution of (2.3) 
by a sequence of functions (v,(x, t), w,,(x, t)). We show that for each n > 2, 
ur(x, t) < 0,(x, t) < u,(x, t) and w,(x, t) < w,(x, t) < w,,(x, t) in Rt X (0, 7’). 
We then show that the sequence of functions (u”, w,) converges uniformly 
on bounded sets to the solution (v, w). 
The functions u,(x, t) and w,(x, t) are defined as follows. Suppose that for 
n > 2, vO, u, ,..., v,-, and wO, w, ,..., w,-, have been defined. We then let 
u,(x, t) be the solution of the equations: 
L1u,=-w,-, in Rt x(0,73, 
u,(x, 0) = P(X) in R’, 
v,(O, 4 = h(t) in (0, 7). 
We then let w,(x, t) be the solution of the equations 
writ = Gv, - YW,> in Rt x(O,T), 
W”(X, 0) = v(x) in Rt. 
(2.5 1 
(2.6) 
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We show, using induction, that for n > 2, 
and 
(-1)” u,-1(x, t> < C-1)” un(x, t> < (-1)” u,_&f, t) (2.7a) 
C-1)” wn-1 (4 t) < C-1)” w,(x, q < (-1)” w,-z(& t) in R+ x(O,T). 
(2.7b) 
First, suppose that n = 2. We wish to show that v,(x, t) < u~(x, t) < uO(x, t) 
in Rt X (0, 7). This is proven by a comparison argument. Note that, by our 
assumptions, 0,(x, 0) < Qx, 0) < u,,(x, 0) and v,(O, t) < v,(O, t) < u,,(O, t). 
Furthermore, L, v, < L, v2 < L, u0 in R' x (0, T). This is because 
L, v2 = -w,, and we are assuming that -w, <L, v0 and -w, > -w,, > L, v, 
in R+ X (0, 7’). From Theorem 2.1 of [2] it follows that u, < v2 ,< u,, in 
R+ X (0, T>. It immediately follows from (2.6) that w, < w2 < w,, in 
R+ x(O,T). 
NOW suppose that, for n > 2, (2.7a) and (2.7b) hold. If n is even, we 
conclude from (2.7b) that 
wn-,(x, t) < w,(x, t> < w+*(x, f) 
From (2.5) it follows that 
in Rt x (0, 7’). 
~l~~,-l>~~l~~,tl>~~l~v,~ in Rf x (0, T). 
Since un-,(x, 0) = u,+~ (x, 0) = un(x, 0) = q(x) and u,- ,(O, t) = U, + ,(O, t) = 
~~(0, t) = h(t), it follows from Theorem 2.1 of [2] that 
~,-I(4 f) < ~n+,k 0 < un(x, t> in Rt x(0,7'). (2.8a) 
If n is odd, then from (2.7b) and (2.5) it follows that 
~l~~,~~~l~~,tl~~~l~~,-l~ in Rt x(O,T). 
Since nn(x, 0) = n,+i(x, 0) = u~-,(x, 0) = o(x) and v,,(O, t) = n,+ i(0, t) = 
v,- ,(O, t) = h(t) we conclude that 
u,(x, t) ,< ~“+l(x, t> < Un-l(X, 0 in Rt x(O,T). (2.8b) 
Combining (2.8a) and (2.8b) it follows that 
(-l)n+’ V&G t> < (-ly+’ u,+,(x, t) < (-I)“+’ un-‘(X, t) inR+ x(0,7') 
and, using (2.6), 
This completes the induction argument that (2.7) holds. 
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We have now shown that 
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and 
in Rt x (0, 7). Hence, there exist pairs of functions (6, ii) and (6, $) such 
that (vZn, wzn) converges to (5, @) and (v2,,+, , wZn+,) converges to (~7, $) 
uniformly on bounded subsets of R+ x (0, 7’) as n -+ co. Clearly, 
v,<d~v,, v,<v^<v,, w,<ti<w,, and wl<6<ww, in R+x(O,T). To 
complete the proof of the proposition we show that (v, w) ES (5, W) z (~7, 6) in 
R + x (0, T). 
Let G(x, <, t, r) be the Green’s function for the domain R ’ X R +. 
That is, G(x, r, t, r) =K(x- <, t-t) -K(x + r, t-r) where K(x, t) = 
(1/2n’~2t”‘) e-xt’4tr. Then, for n 2 1, 
Q”(X, t> =jm G(x, t, 6 7) ~(0 & + j’ h(r) G&x, 0, t, 7) dr 
0 0 
’ + 
I( 
m G(x> L t, 4[g(v,,K, 4) - wzn-l(tr 511 dt dr, (2.9) 
0 0 
I 
t 
wZn(x, t) = e-“Yfty(x) + ee-Eyt eEY’Iv2n(x, q) dq. 
0 
Passing to the limit in (2.9) it follows that 
fib, t) = jm G(x, t, 6 t> ~(0 dt + jt h(t) G&x, 0, t, rf) dz 
0 0 
’ + Li m Gk t-7 6 r)[ g(~(t, 5)) - W, 41 dt dr, 0 0 
I 
t 
tt(x, t) = e-“Y’iy(x) + eeCEy’ eEYvU(x, q) d~,7. 
0 
Hence (~74, (V;, @J, (tix,,, G,,), and (fit, I-+~) are all continuous functions 
and (~7, 15) solves the system of equations 
L,(6) = 4, 
bijf = E(5 - yW) in R’x(O,T); 
(fib o), W(x, 0)) = (q(x), v/(x)) in R+, 
qo, t) = h(t) in (0, 7). 
(2.10a) 
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Similarly, (6, I?) solves the equations 
L,u^=-w, 
G, = &(I? - yl?) in R+(O, 7); 
(C(x, O), G(& 0)) = @p(x), v(x)> in Rt, 
qo, t) = h(t) in (0, r>. 
(2. lob) 
Let z(x, t) = 0(x, t) - 5(x, t) and u(x, t) = W(x, t) - G(x, t). “Subtracting” 
(2.10b) from (2.10a) we conclude that (z,~) is a solution of the equations: 
Zf = z,, + g(V) - g(v^> + y, 
Y, = Hz - YV> in R+x(O,T), 
(~6, 01, Y(X, 0)) = (0,O) in R+, 
z(0, t) = 0 in (0, r). 
From the mean value theorem and our assumptions on g, there exists a 
bounded function /?(x, t) such that g(V) - g(C) = p(x, t)(C - ti). Hence, (z, y) 
solves the linear system of equations 
Zf = z,, + P(x, t)z + Y 
Y, = &(Z - YV> in R+x(O,T), 
(2.11) 
(4~ 01, Y(X, 0)) = (0, 0) in R ‘, 
z(0, t) = 0 in (0, 7). 
We wish to show that (z, y) E (0,O) in Rt x (0, 7’). This would imply that 
(6, W) E (v”, 6). 
Note that (z, y) can be written implicitly as a solution of the integral 
equations: 
f z(x, t) = ji O” G(x, t, t, W(t, 5) z(t;, r) + y(t, r)] d< dz, (2.1 la) 0 0 
I 
f 
y(x, t) = ee-EYf eyEnz(x, 7) dv. (2.1 lb) 
0 
Let 
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and suppose that Ib(x, t)l < B in R+ x (0, 7). Taking 
(2.1 la) that 
I+ t>l < B j’ P(T) dr. 
From (2.11 b) we conclude that 
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B > 1, it follows from 
(2.12a) 
(2.12b) 
Adding (2.12a) and (2.12b) we obtain 
p(t) < (B + Gjo'd7) d7 in (0, T), 
From Gronwall’s inequality we now obtain that p(t) = 0 in (0, 7). Hence 
(z, y) E (0,O) and (0, W) E (v^, G) in Rt x (0, 2’). It now follows from (2.10a) 
- - that (u, w) is a solution of the system (2.3). However, an argument similar to 
the one just given shows that the solution to system (2.3) is unique, and, 
therefore, (v, w) E (0, G) in R+ x (0, 7’). 
3. PROOF OF THEOREM 1.1 
Throughout this section we assume that the initial datum, p(x), satisfies 
assumptions (1.2), and there exists a unique classical solution of the Cauchy 
problem (1.1) in R X R +. Because of assumption (1.2), the pure initial value 
problem (1.1) is equivalent to the initial-boundary value problem: 
v, = u,, +f(v) - w, 
w, = &(U - yw) in R’ x R’, 
(3.1) 
(0, O), w(x, 0)) = (q(x). 0) in R’, 
u,(O, t) = 0 in R+. 
Throughout the rest of this paper we only consider solutions of this quarter 
plane problem. 
Recall that o(x) is said to be superthreshold if lim,,, s(t) = co where 
s(t) = sup{x: v(x, t) = a}. In the Introduction we mentioned that it would be 
necessary to make some assumptions on the function s(t). We now describe 
these assumptions. 
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Assumptions on s(t) 
If s(t) is continuous in the interval (t,, t,), then A = limfir, s(t) exists. 
Furthermore, there exist positive constants M and 6 such that for 
t, - 6 < t < t, either 
(a) s(t) < --M(t - tl) + 4 
or (3.2) 
(b) s(t) > M(t - t,) + il. 
Note that these conditions are satisfied if s(t) does not approach A tangen- 
tially from both directions as t T t,. In particular, they are satisfied if s(t) 
does not change directions infinitely often in every neighborhood of t = t,. 
The principal tools used in the proof of Theorem 1.1 are the comparison 
theorems. We construct two, one-parameter families of comparison functions 
GXO(x) and HXO(x), defined for x0 > 8 and x > 0, which serve, respectively, as 
a lower bound for u and an upper bound for w. The proof of Theorem 1.1 is 
then split into two parts. We first prove the following. 
THEOREM 3.1. Fix a E (0, 4) and y > 0. There exist positive constants 6, 
8, T, , T,, and A, with the following properties. Assume that E E (0, S) and 
I&X) satisJes assumptions (1.2) with x0 > 8. Furthermore, assume that 
(4 ~(4 > G+,(x) in 10, x0), 
(b) I P(x)I G I G&l in lx, 3 ~0 >, (3.3a) 
cc> I w(x9 011 GK&4 in [O, co). 
Then there exists T E (T, , TJ such that s(7) = x,, + 1, s(t) > x0 - A1 in 
10, Tl, and 
G-4 4x3 T) > G,,,, 1 C-4 in [0,x, + l), 
(b) IO, r)l G ko+ ,&)I in [x0 + 1, co), (3.3b) 
cc> I w(x9 7-I G Ko+ ,(x> in [0, co). 
Note that if (v(x, 0), w(x, 0)) satisfies (3.3a), then we can keep repeating 
this result to conclude that s(t) is continuously moving to the right by one 
unit. Hence, some sort of signal is being propagated. 
To complete the proof of Theorem 1.1 we prove the following: 
THEOREM 3.2. Assume that (v, w) is a solution of the initial-boundary 
value problem (3.1). The constants 6 and 0 obtained in Theorem 3.1 can be 
chosen so that if q(x) satisfies (1.2) with x, > 0, and E E (0, a), then there 
exists a constant T,, such that for II = s(T,,), 
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(4 4x5 TJ > G,(x) in [O, A), 
@I I v(x, ToI < I G,(x)1 in [A, 00)~ (3.4) 
(cl 14x3 To)1 < H*(x) in [0, co). 
This result completes the proof of Theorem 1.1 because once (3.4) is 
satisfied we can apply Theorem 3.1 to conclude that p(x) is superthreshold. 
Note that we wish to obtain a lower bound for v and an upper bound for 
w. To obtain these bounds we use repeated applications of the following 
estimates. 
Since w(x, t) satisfies the ordinary differential equation w, = E(V - yw), it 
can be written explicitly in terms of v as 
J 
1 
w(x, t) = eCEY’w(x, 0) + eevEYt ecy%(x, q) dq. 
a 
Assuming that w(x, 0) < HxO(x) in R ’ it follows that 
in R+ X R+, (3.5) 
and, therefore, 
I w(x, t)l < HJX) + E vt in R+ x R+. (3.6) 
Using these estimates we are able to control the size of w by choosing E 
small. Once we have an upper bound on w, we use the comparison theorems 
described in Section 2 to obtain lower bounds on v. 
In the estimate (3.6), w(x, t) increases linearly in time. We shall see that 
this provides a sufficient bound for x < s(t). However, we shall need that the 
functions v and w decay exponentially fast to zero as x--1 00. This shall be 
proven using Proposition 2.5, and taking advantage of the fact that, for 
x > s(t), (v, w) is a solution of the linear system of equations: 
u, = v xx -v-w, 
w, = &(V - yw). 
In what follows the reader should constantly refer to Fig. 2 which shows 
that the comparison functions G,&x) and H,,(x) involve many constants and 
functions. We present he various properties of these constants and functions 
whenever they are needed in the proof of Theorem 1.1. To emphasize that the 
comparison functions are well defined and depend only on the parameters a
and y we also present, without motivation, their definitions in The Appendix. 
We mentioned that the proof of Theorem 1.1 is split into two parts. We 
first prove Theorem 3.1. Until otherwise stated we assume that (3.3a) is 
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FIG. 2. The comparison functions G,,(x) and H,,(x). 
satisfied. The proof of Theorem 3.1 consists of a number of steps. In (A) we 
define G,Jx) and H,.Jx) for x > x0 and show that ( v(x, 7’)I < GXO+ i(x) and 
14x7 r>l < Ko+ *( x 1 f or x > x,, + 1. In (B) we define H.+(x) for x E [0, x,,), 
and show that W(X, 7’) < HXO+, (x) for x E [0,x0 + 1). In (C) we define the 
comparison function G,&x) for x E [0, x0), and show that V(X, T) > G,,, r(x) 
for x E (0, x0 + 1). In (D) and (E) we prove there exist constants A,, T,, and 
T, which depend only on the parameters a and y such that: 
(a) s(T) is a welldefined, continuous function satisfying 
s(T)=x,+ 1 for some T E (T, , T2), 
(b) s(t) > x, - I, for t E (0, T). Furthermore, o > a for (3.7) 
x0 - 1, < x < s(t), O<tcT, 
(c) s(t) < x0 + 1 for t < T. 
In (A), (B), and (C) we assume that (3.7) is valid. This is justified 
because the proof of (3.7), given in (D) and (E), does not depend on the 
results proven in (A), (B) or (C). The reason that the proof of Theorem 3.1 
is presented in this order is to better motivate why the comparison functions 
G,&x) and HJx) are defined as they are. For a more rigorous presentation 
of the proof of Theorem 3.1, it is suggested that the reader begin with the 
Appendix where the comparison functions are formally defined. He should 
then read (D) and (E), and conclude that (A), (B), and (C). The proof of 
Theorem 3.2 is given in (F). 
(A) C&) and ffx,(x)fir x > x,, 
For x > x0, let G,&x) = -ae’fi’2”Xo-X’ and H,..(x) = (m/2) ec\/;i’2)(xa--x), 
where 
m = a min(+ - a, a). (3.8) 
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Recall that we are assuming that (3.7) holds. In particular, s(T) =x0 + 1 for 
some T > 0, and s(t) < x0 + 1 for t < T. Here we show that the constant 6 
can be chosen so that if E E (0, S), then, for x > x,, + 1, 
and 
This is done by applying Proposition 2.5. 
Let uo(x, t) = ae’\/T12)(%+ 1 -x) and 0,(x, t) = -~e(fi/*)(~~+‘-~) in 
[x, + 1, co) x [0, T]. Note that u(x, + 1, t) < a = v,(x, + 1, t) for t E (0, r). 
This is because s(t) = sup{x: u(x, f) = a}, while T = inf{f: s(t) =x,, + 1). 
Furthermore, v(x, + 1, t) > -a = vi(x,, + 1, t) for t E (0, T). This follows 
from the following comparison argument which shows that u(x, f) > -a for 
x > s(t), t E (0, 7’). Note that v@(t), t) = a > -a for t > 0, and u(x, 0) > 
G,.Jx) > -a for x > x,. In order to apply Theorem 2.1 to conclude that 
u > -a for x > s(t), t E (0, 7’) we must show that Lv > L(-a). Note that 
Lv = -w, while L(--a) = --a. From (3.6) it follows that for x > s(t), 
f E (0, T), 
)w(x,t)j<~+cVT<m 
2 
if E < m/21/T. So one condition we must impose on 6 is that 6 ( m/2 VT. 
Since m < a, the result follows. 
Let wk(x, t), k = 0, 1, be the solutions of the equations: 
Wk, = &(Uk - YWk) in (x0+ l,co)xR+, 
w,(x, 0) = (- 1 )kffx,(+q in (x0 + 1, co). 
Note that vI(x, 0) < v(x, 0) < uO(x, 0) and w,(x, 0) < w(x, 0) < w,(x, 0) in 
(x,, + 1, co). In order to apply Proposition 2.5 to conclude that Iu(xO, t)l < 
ue’JI12”x”+ 1-X) and I w(x, t)l < (m/2) e(fi’2)(xo+1-x) in (x, + 1, co) X (0, r>, 
we must show that 
Lv, > -w, 
and 
Lv, G-w0 in (xo+l,co)X(O,T). 
Recall that L is the operator defined by Lu E u1 - u,, + u. Note that Lv, = 
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(44 e (V’%)(~O+l-~) and Lv, = +/2) e(fi/2)(Xo+l-X)a On the other hand, it 
follows from (3.5) that, in (x, + 1, co) X (0, T), 
< ; e(Jjl12)(xo-x) + E 
1 
T 
,,Cfi/2~Cx,+l-x, 
drl 
0 
,rn,(filZ)(xo-xl + Ea77e(fi/2)(xo+1Lx) 
2 
-[ 
- 5’filZ’ 
2 
+ &g ,C~/2~Cxo+ 1-x). 
I 
Therefore, if E is chosen so that 
E <& 1 -e-‘@‘2’] 
[ 
3 
I wo(4 t>l< me 2 (~/2)(x0+ 1 -X) = H x0+ 1(x)* 
(3.9) 
(3.10) 
Since m < a, we conclude that 
Lv, < -w. in (x0+ l,co)X(O,T). 
A similar computation shows that if (3.9) is satisfied, then Lu, > -w, in 
(x0+ l,co)X(O,T). w e can therefore apply Proposition 2.5 to conclude 
that 
and 
I w(-% TI < Wo(& T) for x>x,+ 1. 
From (3.10) it follows that I w(x, r)l < HxO+ r(x) for x > x0 + 1. 
For x E (0, x0) set HJx) = (m/2(A, + A, + &))(x, - x) + m/2. The 
constants A,, L,, and I, will be defined later, in (C), when we discuss G,&x) 
for x E (0, x0). For now we just assume that they are well-defined positive 
constants which do not depend on the parameter E. Here we show that if E is 
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sufficiently small, then w(x, 7) < HXO+ i(x) for x E (0, x0 t 1). In fact, we 
prove a stronger esult which is needed later. 
Consider the line l(t) =x0 t t/T. We show that if E is sufficiently small, 
then w(x, t) < H,{,,(x) for (x, t) E (0, Z(t)) X (0, T). Since I(T) =x,, t 1, this 
implies the desired result. 
First suppose that x E (0, x0). Assume that 
m 
’ < 2(/l, t /I2 + A3) VT ’ 
(3.11) 
Then, from (3.6), it follows that 
m 
G 2(/l, t A* t A,) (xg -x) t; t m t 2(& + A* t A,) r 
m 
= qil, +A* +A,) 
(x, + t/T-x) t T 
= ff,(,, (xl* 
For x E (x,,, x,, + l), HJx) = (m/2) e(fi’2)(xo-X). Assume that 
Then, from (3.6), 
I w(x, t)l < H&) t cvt 
G 2(k, t A, t A,) m (x,+&x) t: 
= H,(&). 
We now define the comparison function G,.(x) for x E (0, x,,) and show 
that if E is sufficiently small, then v(x, 7) > G,,, 1(x) for x E (0, x, + 1). Let 
G,(x) = a for x,=x,--;l, <x<x, 
= gl(x -x2> for x,=x,-k2<X<X, 
= g*(x -x2) for x,~x~-12~ <X<X, 
(3.13) 
= g&G -4 for O<x<x,. 
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The constant 1, is determined later in (D). It shall be chosen so that (3.7) is 
satisfied. The constants A,, 1, and functions gr(x), g*(x), g3(x, x3) are defined 
as follows. 
II,, g?(x): Recall from (3.8) that m = $ min(f - a, a). Set 
As-log 
[ 
2 (l-(a+m)) 
m I. 
(3.14) 
For x E [-A,, 01, define g*(x) to be the solution of the differential equation 
g;-gg,=m- 1, 
g;(o) = 0, g,(-A) = a* 
Note that 
g2@)= [~~~~J3](ex+epx)+ l-m for xE [-A,,O].(3.15) 
Using this formula and (3.14), one easily verifies that 
(4 gX-4 > 0 for x E [-A,, 0), 
(b) 1 - 2m < g*(O) < 1 - m, 
(c) gx-4) > 4. 
(3.16)) 
Let 
d = g,(O). (3.17) 
A,,g,(x): Recall, from (3.7), that we are assuming that there exist 
constants T, and T2 such that s(T) = x0 t 1 for some T E (T, , TJ. Let 
2 
I’= 1 -(dtm) [ 1 + (d-a) , 
and 
II,=x, +A,. (3.18) 
Note that A2 > 1, > 1. Let 
gl(x) = d for O<x<A,, 
=d- y (x-,I,)* [ 1 
(3.19) 
for 1, <x,<lz,. 
2 
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The important properties of gl(x) are: 
(a> g,(O) = 4 
(b) g:(O) = 0, 
cc> g,&) = 4 
(d) g;(x) < @for x E (0, A,), 
(e) gj’+$-g;>m+d-1 forxE(A,,A,), 
(3.20) 
Property (e) follows because for x E &, A,), 
g3k x3): For x E [0,x,], define g3(x, x3) to be the solution of the 
differential equation: 
g;-g,=-qx-x,)+m, 
2 
Note that 
gj(O, x3) = 0, g,(x, 7 x3) = a* 
g,(x, x3) = 
a + m - (m/2) e-+ 
ex3 + e-x3 1 
[ex+e-"j +~ep*+~(x-x3)-m. 
(3.21) 
The following properties follow from this formula. 
(a> d/dxg3(w3) Lx1 < f. (3.22) 
(b) Choose A, so that ena -epA4 > 1 and 6 > 0. For t > 0 let 
II(t) = A, + 6t. Then, 8g3(x, Z(t))/& < 0 for x E (0, r,(t)], t E R’. This is 
because 
f g,(x, Z(t)> = - 6 
[ 
a(e”” + e-““) + m(e”” _ e-“” _ 1) 
(e"f' + ,-l(r))2 1 
X [ex+emX]-~ 
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(-6 
[ 
a(&” + ,-‘(1)) + +A4 - e-4 - 1) 
@l(f) + e-““)2 
I 
x [ex+e-q -q 
< 0. 
We now show that if E is sufficiently small, then v(x, 7’) > G,O+l(x) for 
x E (0, x0 + 1). We actually prove a little more. For t E [0, T], let 
Z(t) = x0 + t/T and y(t) = inf{Z(t), s(t)}. We show using the comparison 
theorems that G,(,)(x) < u(x, t> for (x, f> E .y = { (4 t>: x E [O, Y(f)>, 
t E (0, T]}. Since y(T) = s(T), this certainly implies the desired result. 
The proof is by contradiction. Suppose there exists some point 
p = (2, F) E 55’ such that GICfl(,$ = v(& F). From (3.7b) it follows that p can 
be chosen so that G,(,)(x) < U(X, t) for (x, t) E g, t < < and X < xi + $‘T. 
In order to use a comparison argument to obtain a contradiction it is 
necessary to show that Lv > LG,(,,(x) in .V. To estimate Lu we use the 
results of (B) where it was shown that w(x, t) <H,(,)(x) for x E (0, Z(t)), 
t E (0, T). Therefore, 
+m for 0 < x < x1 + f 
(3.23) 
for 
Here we used that A, + A, + A, > 1. This is justified because 1, > 1 (see the 
remarks following (3.18)). 
We first show that it is impossible for X E (0, x3 + $7). If this were the 
case, then, since G,(,,(x) < a for x E (0, x3 + t/7’), there exists a constant /I 
such that v(x, t) < a and G,(,,(x) < u in the rectangle 9 = (2 -/I, X + p) x 
(t-p, 4. However, G,(,)(x) < v(x, t) on the left, right, and bottom sides of 
9. We show that LG,(,,(x) < Lu in 9 so that we can apply Theorem 2.1 to 
obtain the desired contradiction. Note that, in 9, G,,,,(x) =g3(x - 
(x1 + t/7’), xj + r/7’), and, therefore, 
LG,,,,(x)=;g3 x- x +i x +i -5g x- x +’ x + 4 
( ( 3 T)’ 3 T) 3:’ ‘( ( 3 T)’ 3 T) 
+g, (x- (x3 +3x3+3 
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From (3.22b) it follows that 
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LG,,,,(x)<-&3 (x- (x,++)J3++) 
+g, (x- (x’++‘+$) 
=F(x-(x3+$))-m. 
On the other hand, in 9, u < a and, therefore, Lu = --w. From (3.23) it 
follows that LG,(,,(x) < Lv in 9. 
A similar argument shows that it is impossible for X E (xj + $T, x2 + i/T) 
or X E (x2 + i/T, xi + $T). If this were the case, then, as before, there exists 
a constant /I such that G,(,,ix) > a and u(x, t) > a in the rectangle 59 defined 
by .CZ’ = (2 -/I, X + p) x (t -/I, i). Then G,(,,(x) < v(x, t) on the left, right, 
and bottom sides of 9. We show that LG,(,,(x) < Lv in 9 so that we can 
apply Theorem 2.1 to obtain the desired contradiction. 
First suppose that X E (x3 + $T, x2 + i/r>. Then G,(,)(x) = gz(x - 
(x3 + t/T)). From (3.16a) it follows that 
LG,,,l(x)=-+g: (x- (xj++))-&‘(x-(X”++)) 
+g2 (x- (x3++)) 
G-g: (x- (x3++))+g2 (x- (x1++)) 
=1-m. 
On the other hand, from (3.23), w(x, t) < m in R. Therefore, Lv = 1 - w > 
1 -m > LG,(,,(x) in 9. 
If xE (x2 + i/T, x, + i/lr>, then G,(,)(x) =gr(x - (x2 + t/T)) in .R. From 
(3.20) it follows that 
LG,,,,(x)=+ (x- (xl++))-&‘(x- (x1++)) 
+g, (x- (x2++)) 
505/47/3-s 
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<-kg; 1 (x- (X*+f))-g;l (x- (x*+G)) 
+g, (x- (%+f)) 
<l-(m+d)+d 
=1-m. 
However, from 3.23, W(X, t) < m in 9. Therefore, Lv = 1 - w > 1 -m > 
LG,&x) in 59. 
Similarly X# 0. In this case we can argue as before chasing a rectangle of 
the form 9 = (0, /?) x (t-p, F). 
It remains to show that it is impossible for 2 = xk + f/T, for k = 1, 2, or 3. 
From Theorem 2.2 it follows that this is impossible if 
2 GIcT, (( k ;)-)&GICfi ((‘k+;)+) x + L for k = 1, 2, 3. 
Here g/(x-) denotes the left-sided derivative of g at x, while g/(x’) denotes 
the right-sided derivative. 
If X=x3 + f/T, then, from (3.16~) and (3.22a), 
while 
& G&f+) =&(-A,) > +. 
If X = xz + f/T, then 
2 G,,,C- > = g:(O) = 0, 
while 
g G,&+) = g;(O) = 0. 
Finally, if X=x, + $T, then, from (3.20d), 
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while G!(T)(X) = a for x E (xi + $T, x0 + $7’) and, therefore, 
&&t) = o. 
(D) The Curve s(tbA Formal Presentation 
We now show that s(t) is a well-defined continuous function satisfying 
s(T) = x0 + 1 for some time T. We also verify (3.7). The proof involves 
comparing v(x, t) to solutions of scalar equations. In order to motivate the 
comparison functions we first present a formal proof that s(T) =x,, + 1 for 
some time T. In this formal proof we assume that s(t) is a well-defined, 
continuous function, and the comparison theorems given in Section 2 are 
valid when the operator L is replaced by the operator L, defined by 
L 1 ZJ = u, - u,, -f(u). 
Note that since f is discontinuous the comparison theorems are not really 
valid. By making these assumptions, however, we are able to present the 
main ideas of the proof while avoiding the difficulties due to the discon- 
tinuity ofj After the formal proof we present a rigorous, analytic proof in 
w* 
From Theorem 2.4 we conclude that there exist constants C, and T, which 
depend only on the parameter a and have the following properties. 
Suppose that A, > C,, and u(x, t) is the solution of the equation: 
z+=u,,+f(u)-22m in (x2,co)xR+, 
u,(x* 1 t) = 0 in R+. 
(3.24) 
Recall that x2 was defined in (3.13) as x2 = x0 - (A, + 1,). For initial 
conditions we take u(x, 0) = v(x) where, for now, v(x) is any function, 
defined for x > x2, which satisfies 
(i) v(x) E (-a, 1 - 2m) for x>x?, 
(ii) w(x) > a for x E (x2,x0 - l), 
(iii) I+V(X, - 1) = a, (3.25) 
(iv) v(x) E C2((x2 7 03 11, 
(VI v’(x) < 0 for x>x,. 
Then, the curve u(t) given by u(t) = sup{x: u(x, t) = a} is a well-defined 
function. Furthermore, 
a(t) E C’(R +>, a(t)>x,+ 1 in R+, 
lim u(t) = +co, and a(T,) > x0 + 1. 
(3.26) 
t+cc 
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We show, using a comparison argument, that v(x, t) >.u(x, t) in the set 
.!F = {(x, t): x > x2, t E (0, r,)}. This will imply that s(t) > u(t) in (0, TJ, 
and, therefore, s(T,) > x0 + 1. We then let T = inf{ t: s(T) = a}. 
In order to apply the comparison theorems to conclude that u > u in .Y we 
must show that: 
(a) v(x, 0) > u(x, 0) for x > x2, 
(b) L,u >L,u in 59, (3.27) 
(c) 0(x2, t) > u(xz, t) for t E (0, T2). 
Note that since V(X, 0) = p(x) satisfies (3.3a), one can certainly find a 
function v(x) which satisfies (3.25) and (3.27a). 
Since L, v = -w and L, u = -2m, proving (3.27b) is equivalent to showing 
that w(x, t) < 2m in F. This was proven in (3.23). 
It remains to verify (3.27~). We show that u(xz, t) < 1 - 2m < z)(x*, t) for 
t E (0, T2). The first inequality follows from a simple application of Theorem 
2.3 which shows that u(x, t) < 1 - 2m in F. This is because u(x, 0) < 1 - 2m 
forx>x2,u,(x,,t)=0,andL,u=-2m=L,(l-2m)inF. 
To complete our formal proof that s(T) =x0 + 1 for some T it remains to 
show that v(xz, t) > 1 - 2m for t E (0, T,). This is done by showing, via a 
comparison argument, that V(X, t) > h(x) in R + x (0, TJ for some 
continuous function h(x) satisfying h(x,) > 1 - 2m. The comparison function 
h(x) is defined as follows. 
Let g(x) be the solution of the equations: 
g”-g=m in Rt, 
g(0) = a, g’(0) = f. 
Note that 
g(x)= [a+;-$ ] [ex - eAx] + [a + m] emx - m. (3.28) 
One easily verifies that g’(x) < 0 in R+ and lim,,, g(x) = -co. Define C, 
by g(C,) = -a. Note that C, depends only on the parameter a. Assume that 
1, > c,. 
Define h(x) by 
(3.29) 
h(x)= G,,(x) for O<x<x, 
= 8*(X* - xl for x,<x<x,+& (3.30) 
= & - (x2 + 4)) for x2 + A, < x. 
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The important properties of h(x) are: 
(a) h(x) < G,O in R ‘, 
(b) 44 = G&J > 1 - 2m, 
(c) L,h < L,u in Y wherever L,h is defined, (3.3 1) 
(d) h(x) is a smooth function except at x = x3 and x = x, + i,, where 
h’(x-) < h’(x+). 
Inequality (3.31a) is true because 
4) = G,,,(x) for O<x<x, 
= g,(x, - x) < d = G,,,(x) for x,<x<x,+& 
= & - (~2 + &I> < a < G,,,(x) for x,+~,<x<x, 
= g(x - (~2 + A,>> < --a < G&) for x0 <x. 
Equation (3.3 lb) is true because of (3.16b). Inequality (3.31~) is true 
because 
L,h=T(x-x,)-m for x E (0, x3) 
z-m for x>x,, 
while L,v = -w, where w(x, t) satisfies (3.23). Finally, (3.31d) is true 
because h/(x;) = gi(x,, x3) < f (see (3.22a)), while h’(x:) = g;(--A,) > f 
(see (3.16~)). On the other hand, h’((x, + A,))) --g;(--A,) < -$, while 
h’((X* + A,)‘) = g’(0) = -j. 
We now prove that v(x, t) > h(x) in R+ x (0, T2). If this were not the case 
then, since h(x) < v(x, 0) in R+ and lim,,, h(x) = -co, there must exist 
some point (2, i) such that h(Y) = ~(2, i) and h(x) < u(x, t) for t < i From 
(3.3 Id) it follows that X # x3 and X # x2 + II,. Now suppose that ,? # 0 and 
h(Z) = v(Z, F) < a (>a). Then there must exist a positive constant /I such that 
h < a and zi < a (>a) in the rectangle 9 = (2 -/I, X + p) x (t-p, 7). 
However, h < u on the bottom, left-, and right-hand sides of 9. Since in 9, 
h(x) and u(x, t) are solutions of linear differential equations, we conclude 
from (3.3 lc) and Theorem 2.1 that this is impossible. A similar argument 
shows that it is impossible for X = 0. 
(E) The Curve s(t)-A Rigorous Presentation 
We now give a rigorous proof that s(t) is a well-defined continuous 
function such that s(T) =x0 + 1 for some time T. We also show that (3.7) 
holds. The proof is broken up into a few lemmas. In what follows we shall 
use the constant T, which was defined in (D). 
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LEMMA 3.3. Let G = (x2, co) x (0, T,), 4; = {x > x2: v(x, t) - a} and 
J = {(x, t) E ~22: x E 4;}. Then S; is nonempty for each t and, therefore, s(t) 
is a well-defined function. 
Prooj Recall the function h(x) defined in (D). A rigorous proof was 
given in (D) that U(X, t) > h(x) in ??B. From this it follows that 
v(x,, t) > h(xJ = d. Furthermore, since h(x2 + A,) = a, it follows that 
s(t) > x2 + A3 whenever s(t) is defined. 
We now wish to find an upper bound in v(x, t) and s(t). This is done using 
a comparison argument. Recall that w(x, t) < m in g. This was proven in 
(3.23). It is therefore natural to choose a comparison function, z(x, t), which 
is a solution of the differential equation 
zt = zxx +f(z) + m 
z&z 3 t) = 0 
in a, 
for t > 0. 
(3.32) 
We must choose z(x, 0) so that z(x, 0) > v(x, 0) for x >x,. Since 
] V(X, O)] < V for x E [x2, x0] and 1 v(x, O)] ( 1 G,Jx)] = ~e(fi’2’cX~-X’ for 
x > x,,, we let z(x, 0) = c(x) where r(x) in a smooth function which satisfies 
(a> tlx) E (K 21/) for x2<x<x0, 
(b) t’(x) < 0 for x>x,, 
(cl t(x) = ae (~/2)&3+1/2--x) for x>x,+$, 
(3.33) 
(4 8x1 E C*(x,, a>. 
From Theorem 2.4 it follows that there exists a constant C, such that if 
x0 - x2 > C,, then the curve u(t), given by z(o(t), t) = a, o(O) = x0 + i is a 
well-defined, smooth function which satisfies lim, ~o o(t) = co. In order to 
guarantee that x0 - x2 > C, we assume that 1, > C,. Note that the constant 
C, depends only on the parameters a and y. We now show that v(x, t) < 
z(x, t) in g. This will complete the proof of the lemma. It will also follow 
that s(t) < u(t) in (0, T,). 
Suppose it were not true that v < z in g. Let t, = inf(t: v(x, t) > z(x, t) for 
some x ax,}. First suppose that there exists y > x2 such that v(y, tl) = 
z(y, tl) and v(x, t) < z(x, t) in [x,, co) x (0, tl). Since v(x, 0) < z(x, 0), it 
follows that t, > 0. If v(y, t,) < a, there must be a rectangle 9 = (y-p, 
y +p) X (tl -/I, tl) such that v < a and z ( a in 9. Since u < z on the left, 
right, and bottom sides of 9, and Lv = -w < m = Lz in 9 we obtain, from 
Theorem 2.1, the desired contradiction. A similar argument shows that it is 
impossible for v(y, tl) > a. 
Now suppose that v(y, tl) = z(y, tl) = a; that is, y = a(t,). Since V(X, t) < 
z(x, t) for t < t,, it follows that s(t) < u(t) for t < t,. Therefore, v < a for 
x > u(t), t E (0, tl). In this region, v and z are both solutions of linear 
THRESHOLD PHENOMENA 433 
differential equations with Lv < Lz. It now follows from Theorem 2.3 that 
v,(y, t,) < z,(y, t,). Since v and z are both continuously differentiable 
functions this implies that V(X, t,) > z(x, t,) for some x < xi. This is a con- 
tradiction. 
Finally suppose there exists a sequence of points (yk, t,J such that 
v(y,, t,J >z(y,, fk) for each k, t, 1 t,, and y,+ co as k- co. Since 
u(a(t), t) < z(o(t), t) = a for t E (0, tl) there must exist a positive constant p 
such that v(o(t), t) < z(a(t), t) = a for t E (0, t, +/I). We also have that 
v(x, 0) > z(x, 0) for x > a(O), and Lv < Lz for x > u(t), t E (0, t, + p). From 
Theorem 2.1 it now follows that v < z for x > u(t), t E (0, t, + j3). This 
contradiction completes the proof of the lemma. 
LEMMA 3.4. There exists a constant T,, which depends only on the 
parameters a and y, such that s(t) < x0 + 1 for t E (0, T,). 
Proof Recall the functions z(x, t) and u(t) defined in the previous 
lemma. It was shown that v(x, t) < z(x, t) in CZJ and s(t) < u(t) in (0, T,). We 
show that there exists a constant T, such that u(t) < x0 + 1 for t E (0, T,). 
Note that z(x, t) and u(t) depend on x0 as well as the parameters a and y. 
We must choose T, so that it depends only on the parameters a and y. To do 
this we construct the following comparison function. 
Let z,(x, t) be the solution of the differential equation 
zll = zlxx +f(zJ + m in RxR+’ 
Zl(XY 0) = <l(X) in R, 
where (i(x) satisfies 
(a) W> E C*(R), 
(b) t,(x) > 217 for x E (-co, +), 
cc> G(x) < 0 for x E R, 
(d) (,(x) = ae(\/T/z)(3/4-X) for ;<x<m. 
(3.34) 
(3.35) 
Define al(t) by zi(ui(t), t) = a, u,(O) =x,,. We would like to apply 
Theorem 2.4 to conclude that u,(t) is a well-defined, smooth function such 
that lim,,, al(t) = co. However, zi(x, 0) # zi(-x, 0), and, therefore, 
assumption (1.2~) is not satisfied. Instead, we are assuming that zl,(x, 0) < 0 
in R. One finds, however, that proof of Theorem 2.4 is easier with this 
assumption. The reason being that if ZJX, 0) < 0, then there is a unique 
curve, al(t), such that zi(ui(t), t) = a, while if (1.2~) holds, then there are 
two curves, u,(t) and -al(t), such that zi(ui(t), t) = a. We assume, therefore, 
that al(t) is well defined, and lim,,, al(t) = 03. Let T, = inf{t: al(t) = I}. 
Note that T, depends only on the parameters a and y. 
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We now prove that a(t) < al(t) +x0 for t E (0, T,). This is done by 
showing that z(x, t) < z1 (x - x,, , t) in 69. Set zZ(x, t) = z I (x - x0, t). As usual 
we wish to use a comparison argument. Note, however, that z(x, t) is defined 
only for x > x2, while zZ(x, t) is defined in R x R+. We, therefore, set 
Zj(X, t) = z(2x, -x, t) for x <x2 
= z(x, t) for x>x,, 
and show that z3 < z2 in R X (0, r,). Note that since zX(xZ, t) = 0, it follows 
that z3(x, t) is a smooth function. 
Recall that L, is the operator defined by L, u E V, - u,, --f(u). Note that 
L, u, = m = L, ~1~. From the definitions it follows that z3(x, 0) < zZ(x, 0). We 
now apply Theorem 4.2 of [22] to conclude that z3(x, t) < zZ(x, t) in 
R x (0, T,). Therefore, z(x, t) < zl(x - x0, t) in (x1, co) X (0, T,), from 
which if follows that a(t) ( al(t) +x0 < x0 + 1 for f E (0, T,). Since 
s(t) < a(t), the proof of the lemma is now complete. 
LEMMA 3.5. 3 = {(x, t) E Q ) x = s(t)}. 
Note that this lemma implies that s(t) is a continuous function in [O, r,]. 
Pro@ Suppose the lemma is not true and let t, = inf(t: 4 # {s(t)}}. 
From the results of 1231 it follows that t, > 0. Note that s(t) must be 
continuous on (0, tl), and, because of assumption (3.2), 1~ lim,?,, s(t) exists. 
We first show that ,4;, = (A}. The proof is by contradiction. 
Suppose that v(y, tl) = a for some y E (x1, A). Because of assumption 
(3.2), v > a in some rectangle .R = (y -/I, y + /?) x (cl - p, t,). Since w < m 
in ,W (see (3.23)), it follows that Lv = 1 - m > LI = La in 9. Theorem 2.1 
now yields the desired contradiction. A similar argument shows that it is 
impossible for v(y, tI) = a for some y > il. Hence, (q;, = (A}. 
Now suppose there exist a sequence of points ( (yk, tJ} and { (zk, tk)), 
k > 2, such that 
(a) y, < zk for k = 2, 3,..., 
(b) yk~~,zk~~,andt,it,ask~~, 
(c) v(y,, t,J = u(z,, t,J = a for k = 2, 3 ,... . 
Since u,(x, t) is assumed to be a continuous function, it follows that 
vX(3L, t,) = 0. We show that this is impossible. 
From assumption (3.2) it follows that there exist positive constants M and 
6suchthatfort,-6<t<t,,either 
(a) s(t) < --M(t - tJ + I 
or 
(b) s(t) > M(t - tr) + ;i. 
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First suppose that (3.2b) holds. Then there exists a constant 6, > 0 such that 
u > a in the trapezoid a = {(x, t): 1- 6, < x < M(t - tl) + A, t, - B,,Z,,, < 
t < t,}. In K, V(X, t) is the solution of the linear equation Lv = 1 - w. Recall 
from (3.23) that w < m in C8. Therefore, in 6, Lv = 1 - w > 1 -m > a > 
L(a). Since v > a on the left, right, and bottom sides of 6, it follows from 
Theorem 2.2 that vX(lz, t,) < 0. This contradicts our previous conclusion that 
vX(& t,) = 0. A similar argument shows that (3.2a) leads to a contradiction. 
The following lemma completes the proof of Theorem 3.1. 
LEMMA 3.6. s(T) =x0 + 1 for some T E (T,, T,). Furthermore, 
s(f) > x1 + 1 in (0, T). 
ProoJ: Let v(x) be some function which satisfies (3.25) and let u(x, t) be 
as in (D). That is ZJ satisfies Eq. (3.24) in 8 with initial conditions u(x, 0) = 
v(x). In (D) we gave a formal proof that u < u in (G?). An argument very 
similar to that given in Lemma 3.4 that v < z, in 99 gives a rigorous proof 
that u < v in G??. See 124, Lemma 4.51 for details. Hence s(t) > a(t) in (0, r,) 
where o(t) = sup{x: U(X, f) = a}. Recall, from (3.26), that a(T,) > x0 + 1 and 
u(f) > x, + 1 in (0, r,). We define T by T = inf(f: s(f) =x0 + 1). 
(F) Proof of Theorem 3.2 
We now prove Theorem 3.2. This will complete the proof of Theorem 1.1. 
Here we assume that the initial datum, o(x), satisfies (1.2), and w(x, 0) = 0. 
As usual, the proof consists of applications of the comparison theorems. We 
shall need both an upper and a lower bound for v(x, f). The comparison 
functions are now described. 
Let z(x, f) be the solution of the differential equation: 
zt = z,, +f(z) + m in RxR+, 
4-5 0) = r(x) in R, 
where r(x) is a smooth function which satisfies: 
(a) t(x) E C*(R), 
(b) t(x) = v for --co<x<f, 
(cl T’(x) < 0 for f<x<oo, 
(4 t(x) = ae (fi/*)W-x) for ;<x<aL 
Note that a similar function was used in step (E). Our remarks there 
demonstrate that the curve u(f), given by z(o(f), f) = a, is a well-defined, 
smooth function such that lim,,, u(f) = co. The function z(x, f) will be used 
as an upper bound for v(x, t). 
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For a lower bound we consider the function U(X, t) defined to be the 
solution of the differential equation 
u, = u,, +&f(u) - m in R’ X Rf, 
z&(0, t) = 0 in R+, 
(3.36) 
with initial datum, U(X, 0) = v(x), to be determined. From Theorem 2.4 there 
exist constant 0,) /I, and T3 such that if v(x) satisfies (1.2) with x0 > 8,) then 
the curve o,(t), given by u(a,(t), t) = a, is a well-defined, smooth function 
such that lim,,, o,(t) = co, a,(t) > x0 -p in R’, and u(x, t) > d for 
x < x0 -/I, t > T,. Recall that d = g2(0) was defined in (3.17). 
We let Pl = supoGrcTj a(t) and C, =/I + /I,. From Theorem 2.4 there 
exists a constant T, such that a,(t) > x0 + p, for t > T4. We assume that 
A., > c,. (3.37) 
We first show that v(x, t) < zr(x, f) E z(x -x0, 1) in Rt X (0, T4). This is 
done using a comparison argument. Note that z, is defined in R ’ X R +, 
while z 1 is defined in R x R ‘. Therefore, we let 
ul(x, t) = q-x, t) for x<O 
= u(x, t) for x>O 
and 
w,(x, t) = w(-x, t) for x < 0, 
= w(x, t) for x > 0 
and show that vi < z, in R X (0, T,,). We first prove that if E is chosen 
sufficiently small, then L 1 u 1 < L 1 z 1 in R x (0, TJ. Recall that L, u = 
Uf - u.xx -J(U). Note that L, z, = m. From (3.6) it follows that in 
R x (0, TJ, w, < E VT,. Therefore, if, 
it follows that L, vi < L,z, in R X (0, TJ. It is also clear that ZI~(X, 0) < 
z,(x, 0). An argument similar to that given in Lemma 3.4 shows that U, < z1 
in R x (0, T,). (See [24] for details.) Hence, u < zi in R+ x (0, T,). Let a,(t) 
be defined by z,(u,(t), t) = a. That is, u*(t) = u(t) +x0. Note that 
w < do 
Set S; = {x: V(X, t) = a}. An argument similar to that given in Lemma 3.5 
shows that S; = {s(t)}, and s(t) is a continuous function as long as s(t) > 0. 
To show that s(t) > 0 in (0, T4) we consider the function u(x, t) defined to be 
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the solution of (3.36). For initial datum we assume that u(x, 0) = v(x), 
where v(x) satisfies (1.2) with x,, > 8,. Furthermore, we assume that 
(a) O<V(X)<P(X) in Rt, 
(b) v(x) > a for 0 < x < x0 - 1, 
(c) l/(x,- l)=a. 
We assume that 8 > 8, + 1. Therefore, if x,, > 19, it follows that the curve 
a,(t), defined by u(o,(t), t) = a, is a well-defined, smooth function such that 
lh,, o,(t)=oo, a,(t)>x,--p in R’, ~(x,t)>d for x(x,-/3, t>T,, 
and al(T.J > x0 + P, . A proof similar to that given in Lemma 3.6 of (E) 
shows that s(t) > a,(t) in (0, T4). Therefore, 
(a) s(t) > x0 -P in (0, TJ, 
(b) G’-d > xo + P, 3 
(c) v(x, t) > d for x E (0, x0 - p), t > T,. 
(3.38) 
Let To = inf{t: s(t) = x0 + p,}. 
Recall that s(r) < a,(t) = u(t) +x0, and /3, = supocrnTju(t). Therefore, 
s(t) ( x0 + p1 for t E (0, T,). Since s(T,) = x0 + /?, , it follows that T, < To. 
The proof of Theorem 3.2 is now split into a number of lemmas. 
LEMMA 3.7. IO, ToI < IGs(To,(x>l for x > s(To). 
Proof. Let .‘? = {(x, t): x > s(t), t E (0, To)). We first show that u > --a 
in .Y. Note that v(s(t), t) = a, and u(x, 0) > -a for x > x0. It was shown 
earlier that w < m in .Y. Therefore, Lv = --w > -m > -a = L(-a) in ,Y’. 
From Theorem 2.1 it now follows that u > -a in .V. From the definition of 
s(t) we conclude that u < (I in <Y, and, therefore, 1 u / < a in .?. 
We now apply Proposition 2.5 with v,(x, t) = ~c(fi’*)(~(~~~)-~), 
v,(x, f) = -ue’Jr12)cScw~), and oo(x) = al(x) = 0 to conclude that 
I u(x, t>l < ae (fi’2)(s(r@)-x) for x > s(T,), t E (0, To). Therefore, Iu(x, TO)1 < 
ue'fi12"S'TO'-X) - - I G,cTO,(~)l for x > Co). 
LEMMA 3.8. If E is sufficiently small, then I w(x, To)1 < HsCT,,(x) for 
x > s(T,). 
ProoJ Assume that 
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Since W(X, 0) E 0, it follows from (3.6) that, for x > s(T,,), 
I w(x, TOI < & JOT” I@, VII dv 
< ET,ae (filZ)(s(To)--x) 
<Tae (filZ)WTo) -X) 
= f&,w 
LEMMA 3.9. If E is sufficiently small, then 1 w(x, T,,)l < HstT.,,(x) for 
x E 10, ~(7’0)). 
Proof Assume that 
Since w(x, 0) = 0, it follows from (3.6) that, for x E ]O, s(T,,)), 
LEMMA 3.10. Let ,Y = ((x, t): 0 < x < s(t), 0 < s < To}. Then v(x, t) > a 
in .Y. 
ProoJ Suppose that this is not true. From the results of 1231 there must 
exist a point (y, tl) E .P such that u(y, t,) = a and V(X, t) > a in 
9, = ((x, t) E 9: 0 < t < tl}. We use a comparison argument to show that 
this is impossible. 
Note that Lv = 1 - w > 1 - m > a = La in 9,. Furthermore, v(x, 0) > a 
in (0, x0), v@(t), t) = a in (0, t,), and v,(O, t) = 0 in (0, t,). From Theorem 
2.1 it follows that v(y, tl) > a, which is a contradiction. 
The following result completes the proof of Theorem 3.2. 
LEMMA 3.11. G s(To)(4 < 4x, ToI in IO, s(To)). 
Proof: Since G,(T,,(~) = f a or x E (s(T,) - ,I,, s(T,)), the previous lemma 
implies that G,(TOj(~) < v(x, To) f or x E (s( To) - A, , s( To)). Recall, from 
(3.38c), that v(x, To) > d for x E [0, x0 -/I]. Since G,(T,)(~) < d for all x, the 
proof will be complete if we can show that s(T,) - A, < x0 - ,!?. However, 
since A1 > C, (see (3.37)) it follows that 
s(T,)-II,=x,+/?,-A,<x,+P,-C,=x-P. 
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APPENDIX 
Here we present a precise description of the comparison functions G,,(x) 
and H,Jx), and the various constants mentioned in the statement of 
Theorems 1.1, 3.1, and 3.2. These functions and constants are defined in 
their correct, logical order without any attempt at motivation. We shall see 
that these constants and functions depend only on the parameters a and y. 
Set m = d min(f ---a, a) and A, = log[2((1 - (U + m))/m)]. Define g2(x) to 
be the solution of the differential equation 
g;--g,=m-1 in (-A3 , O), 
g2(-&) = 6 g;(o) = 0. 
Note that g*(x) = [(a + m - l)/(e”’ + e-‘3)](ex + eeX) + 1 - m. Let 
d = g*(O). 
Recall from the Introduction that there exist constants V and W such that 
] v(x, t)] < V and 1 w(x, t)] < W in R x R. Let r,(x) be a smooth function 
which satisfies (3.35). Let z,(x, t) be the solution of the differential equation: 
zIt = zlxx +fh) + m in RxR+, 
z,(x, 0) = r,(x) in R. 
Detine al(t) by zl(ol(t), t) = II, a,(O) = x0. A slight modification of the proof 
of Theorem 2.4 shows that al(t) is a smooth function such that 
lim t+a, a,(t) = co. Note that we cannot apply Theorem 2.4 directly because 
rI(x) # c,(-x) in R+. The proof of Theorem 2.4 is easier, however, with 
assumption (3.35c). Let T, = inf{t: al(t) = 1). 
From Theorem 2.4 we conclude that there exists a constant C, with the 
following property. Suppose that y > C, and z(x, t) satisfies the equations: 
zt=z,, +f(z)+m in R+ x R’, 
ZJO, t) = 0 in R+, 
Z(& 0) = r(x) in R+. 
Here r(x) is any smooth function which satisfies 
(a> t(x) E (K 2V for 0 < x < y, 
(b) t-(x) E C*(R + 1, 
cc> C(x) < 0 in R+, 
(d) ((x) = ae’fi/2”Y+ l/*-X) for x>y+s. 
Then the function u(t), given by z(u(t), t) = a is a well-defined, smooth 
function which satisfies lim,,, u(t) = 00. 
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Let 
j,= 2 [ 1 + (d-a), I-(d+m) , and A,=&+&. Let 
g,(x)=d for 0 <x<A., 
=d- e$ (x-&y [ 1 2 for A, <x<I.,. 
Define, for y > 0 and x E [0, y], g3(x,y) to be the solution of the 
differential equation 
Then, 
g;‘-g,=-T(x-y)+m (g;=Jg). 
gj(O, Y) = 0, &(A Y) = a. 
g&G Y> = 
a + m - (m/2) e-y 
ey + e-y I 
[eX+e~“]+~e~Xi~(x-y)-m. 
Let g(x) be the solution of the differential equation 
g”-g=m in Rf, 
g(O) = a, g’(0) = -;. 
Then, 
g(x)= [a+;-$ ] [ex - eex] + [a + ml eex - m. 
Note that g’(x) < 0 in R+ and lim,,,g(x)= --co. Define C, by 
g(C,) = -a. 
Since a + 2m ( f , we conclude from Theorem 2.4 that there exist 
constants C, and T, with the following properties. Suppose that y > C, and 
let v(x) be any smooth function which satisfies: 
(4 VW E CZW), 
(b) w(x) E (-a, 1 - 2m) in R+, 
(cl w(x) > a for x E (O,Y), 
(d) v’(x) < 0 in R+, 
(e) V(Y) = a. 
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Let u(x, t) be the solution of the differential equation 
u,= u,, +-f(u)- 2m in Rt XR’, 
u,(O, t) = 0 in Rf, 
U(& 0) = v(x) in Rt. 
Then the function u2(t), given by u(o*(t), t) = a, a,(O) =y, is a well-defined, 
smooth function which satisfies 
(a) lim,,, u2(f) = 03, 
(b) u#) > A, + 1 in Rf, 
Cc) %V*) > Y + 2. 
From Theorem 2.4 it follows that there exist constants 8,) /3, and T, with 
the following properties, Let u,(x, t) be the solution of the equations 
4 = 4,, +fO4 - m in Rt XR+, 
u,& t> = 0 in RS 
with initial datum ul(x, 0) = v(x) which satisfies (1.2) with x,, > 8,. Then the 
curve u,(t), given by u,(u3(t), t) = a, is a well-defined, smooth function which 
satisfies 
(a) lim,,, u3(f> = co, 
(b) u3(t) > x,, -/I in R+, 
(c) u,(x,t)>dforx<x,-p,t>T,. 
- 
Let PI = ~~~~~~~~~ u,(t) and C, = p +pl. From Theorem 2.6 there exists a 
constant T4 such that u,(t) > x0 + 8, for t > T,. 
Let A, =max{C,, C,, C,C,}. 
Choose A, > 0 so that ea4 - e-*4 = 1, and let 19 = 19~ + xi= 1 A,. 
Let 6 = min{b,, 6,, 6,, d,}, where 
6, = +- (1 - eCfi”), 
2 
a,=&, 
2 VT, 
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Finally, let 
G,JX) = -ae(fi/2)(xo-x), xg < x 
a, 
=g1@-xA 
= g*(x -x2), 
= gd-5 4, 
x1 =x,-A1 <x&x, 
x2-x, -1, <x<x, 
x,-x,-A, <x<x, 
o<x<x,, 
xg < x 
m 
= 2(Jl, + L, + 2,) 
(x0-x)+;, o<x<x,. 
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