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Abstract
Here, we present a work methodology that encompasses representation of stochastic pro-
cesses by means of similarity and dissimilarity functions. The main motivation for this
work is the development of alternative method for classifying data that develops along
variables such as time. The main idea is to embed the interest objects onto metric and/or
Hilbert spaces by means of their pairwise relations. These relations are established by using
distances and similarity functions. The underlying idea is to encode the information the
intrinsic dynamics of the signals are carrying about the class they belong. Therefore, the
classification problem is highly dependent of the correct choice for representation. Here,
we choose, based on a relevance criterion, an appropriate set of similarity or dissimilarity
functions from a rather general set of already developed functions by using dimensionality
reduction. The combination of such functions can be understood as a derived metric or
kernel that correctly encodes the information for classification. The main contribution
of this work is a combined feature extraction and selection method that can be applied
to analyze dynamic features, combine metrics or kernels and select prototypes to lower
the computational burden and while maintaining high generalization ability for several
discriminative models.
viii
Resumen
En este documento, se presenta una metodolog´ıa para representar procesos estoca´sticos
utilizando funciones de similitud y disimilitud. La motivacio´n primordial para este tra-
bajo es el desarrollo de me´todo alternativo para clasificar datos que se desarrollan a lo
largo de un argumento como el tiempo. La idea principal es realizar una inmersio´n de
los objetos de intere´s sobre espacios me´tricos o de Hilbert por medio de relaciones entre
pares de puntos. Estas relaciones se establecen mediante la aplicacio´n de funciones de
similitud y disimilitud. La idea subyacente es que tales relaciones pueden ser u´tiles para
capturar informacio´n acerca de la dina´mica intr´ınseca de las sen˜ales, la cual puede ser
u´til al momento de la clasificacio´n. De este modo, el e´xito de la clasificacio´n depende en
gran medida de la correcta escogencia de la representacio´n. Aqu´ı, se intenta abordar este
problema, basado en un criterio de relevancia, construyendo una me´trica o kernel derivado
de la combinacio´n de funciones gene´ricas ya existentes utilizando me´todos de reduccio´n
de dimensio´n. La principal contribucio´n de este trabajo es un me´todo combinado de ex-
traccio´n seleccio´n de caracter´ısticas que puede ser aplicado en el ana´lisis de caracter´ısticas
dina´micas, la combinacio´n de me´tricas o kernels y la seleccio´n de prototipos que mantiene
un alto grado de generalizacio´n sobre diferentes modelos discriminativos.
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Part I
Preliminaries
1
Chapter 1
Introduction
Machine learning techniques have been successfully employed in a broad range of applica-
tions that encompass process control, data analysis, decision-making, among others. Pat-
tern recognition, as one of the main tasks of machine learning, is concerned with assigning
a class label to an unseen observation of some phenomena based on previously analyzed
data, or finding underlying relations (the existence of classes) on data by defining a rule
among what is observed. Typically, a pattern recognition system can be described by (see
Figure 1.1) starting from measurements (or sensor data) of a set of objects; a series of
adaptations of these measurements that is commonly known as features or representation.
Such representations are usually subject of further adaptation before being used by the
classification (identification) stage, where consideration about generalization or the estab-
lishment of some grammar (in the case of structural inference) are brought into attention.
Finally, class labels or groupings are assigned to data and some decision is taken [Pekalska
and Duin, 2005].
Each stage of a pattern recognition system can be a subject of deep study in order to
improve the overall performance. Particularly, representation of objects plays a significant
role on the subsequent stages since it provides meaningful information to solve the prob-
lem. One reasonable way of achieving the objective of good representation is to compare
the objects to be classified by using some measure of closeness, in as much as, one should
intuitively expect from similar objects to obtain high values on some similarity function
or small quantities associated with distance functions. Thence, objects belonging to the
same class or group should expose high average values when evaluated with appropriate
similarity functions and present significantly lower values when compared to objects from
other classes.
Similarity and dissimilarity functions are closely related and one may be derived from
the other. The notion of similarity is an appealing framework since only considers as
starting points the elements of sets, being less restrictive than the feature based repre-
sentations. The main intent of this thesis is to develop a methodological framework that
encompass classification of objects that correspond to processes through time. Compu-
tation of dissimilarities and similarities between input objects along with discriminative
models for generalization such as large margin classifiers are adopted within this context.
The main contribution of this work is a combined feature selection and extraction strategy,
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Figure 1.1: A Pattern Recognition System
which has been given several uses throughout the whole experimental part. Additionally,
we study some visualization techniques that allows for better comprehension of the im-
plemented representations in terms of how well they establish relation between objects
within the same class.
In short, we can explode some of the properties of certain dissimilarity / similarity
functions to capture relevant information from a set of functions to combine them in
a single function, rather than constructing a function that requires very specific prior
knowledge of the problem. In this study, we focus our attention on a biomedical signal
processing application referred as pathology detection for assisted diagnosis. Biomedi-
cal signals are processes that in many cases are better represented if their attributes are
considered along with an argument, commonly, time. The inclusion of such a relation
involves the study of an appropriate framework capable of establishing the structure of
data in terms of how observations can be well represented. These so called dynamic at-
tributes carry advantages regarding informative content, however, the extraction of such
relevant information is an important issue that needs to be looked after. Time-related
attributes are usually represented by means of sequences that may present some disad-
vantageous situations, for instance, sequence sizes may differ among observed objects and
conventional geometric classification schemes can not be applied straightforward. Hidden
Markov Models (HMMs) have been the mainstream for tackling the aforementioned prob-
lem (time sequences); this type of generative models try to relate, for example, a temporal
sequence with a Markov chain [Rabiner, 1989].
In the recent years, many of the research effort has been focused on the development
4of discriminative models such as large margin classifiers along with some methodologies
that close the gap between generative and discriminative models [Jebara, 2003]. More-
over, several advances have been done concerning the versatility of methods; many of the
state of the art algorithms work under more general representations with the notion of
distances and/or proximities among what is observed. In this framework, kernel func-
tions [Scho¨lkopf and Smola, 2002] as well as dissimilarity representations [Pekalska and
Duin, 2005] become suitable resources for problems that deal with more general sets, par-
ticularly, working with sequences that may be of variable lengths. Thence, studying this
type of representations may allow for alternatives to HMMs and possible improvement in
performance of the inference systems.
In this thesis, we carry out tests on Electrocardiographic (ECG), Electroencephalo-
graphic (EEG), and speech signals. The proposed dimensionality reduction method is
presented in several stages of our experimental methodology: preliminary analysis of dy-
namic features, distance and kernel combination, and finally for prototype selection, which
is intended for two purposes: to lower computational burden, and maintain high generaliza-
tion. Similar results for several discriminative models, show that successful representation
has been achieved by combining simple dissimilarities or similarities, wisely.
1.1 General Objective
Construct a training methodology that comprises dynamic measures, based on similarity
and/or dissimilarity representations, oriented to the identification of phenomena where
information is distributed across an argument such as time, through the application of
discriminative models.
1.2 Specific Objectives
– Analyze and select different methods for generation of dissimilarity and/or similarity
representations of sets that correspond to stochastic sequences (namely, ECG, Speech
and EEG signals)that lead to improved performance of discriminative models.
– Develop discriminative models that can be used with similarity and/or dissimilarity
representations to analyze the efficacy of the proposed methodology based on the
obtained error for different discriminative approaches.
1.3 Some Informal Reasoning and Motivation
1.3.1 Classification
Throughout the whole document we will denote the set of interest objects by X , for ex-
ample, the set of voice recordings from several speakers; the related task is to classify each
recording into normal or pathological. In this part of the chapter, we want to emphasize on
the importance of the employed representation in the solution of the classification problem.
5For this purpose, we consider the pattern recognition problem as a function estimation
problem [Scho¨lkopf and Smola, 2002,Vapnik, 1998], where we are given some examples of
input-output pairs {(x1, y1), . . . , (xn, yn)} to compute some sort of rule that can be applied
to predict the output y for a new unseen input x. Particularly, we address the problem of
separating two classes of objects by assigning the output {−1, 1} regarding the class they
belong. Suppose we we want two classify two groups of objects described by two distinct
variables v1, v2 or features as presented in Figure 1.2(a); a possible choice of a function
f(v1, v2) = y is f(v1, v2) = sign(w1v1 + w2v2 + w0), which is the sign function of a linear
combination of the input variables. To estimate the corresponding weights {w0, w1, w2}
we can compute a linear least squares solution to the approximate linear equation system,
v11 v12 1
v21 v22 1
...
...
...
vn1 vn1 1

 w1w2
w0
 ≈

y1
y2
...
yn
 (1.1)
then, applying the sign function we generate the partition (See Figure 1.2(b)). Now,
consider the same problem, but instead of computing the weights directly, we obtain
w1, w2, w0 as a linear combination of the training examples, that is:
v11 v12 0
v21 v22 0
...
...
...
vn1 vn2 0
0 0 1

T
α1
α2
...
αn
α0
 =
 w1w2
w0
 (1.2)
recalling that xi = (vi1, vi2)
T , the normal equation can be rewritten as follows:

〈x1, x1〉 〈x1, x2〉 · · · 〈x1, xn〉 1
〈x2, x1〉 〈x2, x2〉 · · · 〈x1, x1〉 1
...
...
. . .
...
...
〈xn, x1〉 〈xn, x2〉 · · · 〈xn, xn〉 1


α1
α2
...
αn
α0
 ≈

y1
y2
...
yn
 (1.3)
where 〈·, ·〉 denotes the typical inner product in R2. Inner products can be related to
similarity functions; if we replace the above inner product matrix with some other sim-
ilarity function that satisfies the axioms of an inner product, the resulting solution can
be thought as another linear decision function operating in some other space induced by
the new similarity measure. Figure 1.2(c) shows the modified solution by replacing 〈·, ·〉
with the function k(xa, xb) = exp−
‖xa−xb‖2
2σ2
,with σ = 2; this function is widely known as
Gaussian kernel. Although, we will not get into implementation details in this chapter, it
has to be noted that the last solution is given in terms of the training examples, the sim-
ilarity function, and the assigned α’s 1. From this example, we highlight the importance
1The complete derivation and justification, which includes some regularization, will be provided in
Part III of this thesis
6(a) Training Examples (b) Linear decision function (c) Replacing the inner product
with another function
Figure 1.2: Training examples and resulting classification function with two different rep-
resentations. The middle plot shows a linear decision boundary obtained by applying the
inner product in R2 (the input space). The nonlinear decision boundary displayed in the
right figure comes from the nonlinearity of the Gaussian function in the input space; the
simplicity of the algorithm for achieving such separation comes from the assumption that
points are mapped to another space (commonly known as feature space), where linearity
works well.
of representation in simplifying the problem; while results obtained by both approaches
are quite different, the classifier is essentially the same. Thence, choosing and appropriate
representation will undoubtedly influence the classifier’s performance.
1.3.2 Visualization and Dimensionality Reduction
We have seen how different representations can reach different results when employed with
the same basic algorithm. However, the above toy example seldom occurs in real world. If a
set of explicit variables describing the objects are available, usually, the number of features
is considerably larger than two. Furthermore, we may not have such variables available,
instead, pairwise similarities or dissimilarities might be the only source of information. In
both cases, visualization or dimensionality reduction of data gives insight on the usefulness
of the employed representation. Principal Component Analysis (PCA) has been broadly
exploited for dimensionality reduction purposes, it is easy to implement and can reach fair
results on preliminary tests [?]. A nonlinear variant of the PCA algorithm is presented
in [Scho¨lkopf et al., 1996], a similar setting using the inner products is presented; the
algorithm is commonly known as Kernel PCA. In the following example we visualize the
first two principal components of the 0, 1 and 4 digits of the MNIST database for linear
PCA and Kernel PCA using the aforementioned similarity function with σ = 4 (see Figure
1.3). It can be seen how the chosen similarity measure displays different interactions among
the objects of the same class, at the same time the interclass distances change and the
objects of different groups become easier to classify.
Another intriguing problem, regarding representation, is the combination of different
7(a) Linear PCA (b) Kernel PCA, Gaussian kernel
Figure 1.3: Visualization of data for two different similarity functions of the MNIST 0, 1
and 4 digits. Notice how for the Gaussian similarity function points from the same class
are more compactly distributed than in Linear PCA.
similarities or dissimilarities to take advantage of the discriminant properties that each
single function analyzes [Lewis, 2006]. Combining these functions can be interpreted as
working on a larger feature space, that is, we are adding dimensions to our problem. In this
sense, dimensionality reduction based on a relevance criterion can guide the combination
process to end up with a combined representation with two desirable properties: low
intrinsic dimensionality, and high discriminant power.
Moreover, similarity and dissimilarity arrays between pairs of objects can be treated
as feature representations where each distance or similarity between an evaluated object
and a particular object is a feature. In this way, the matrix of inner products presented in
(1.3) can be treated as a data matrix with columns as features and row as observations.
Thus, we might expect that the distances or similarities between a test object and two
more training objects in the space take similar values if the the two objects are close to
each other; this phenomena can be seen as redundancy in the representation. An efficient
reduction of the number of examples that are employed during training can be achieved
by applying the ideas from dimensionality reduction.
1.4 Outline of the Manuscript
The thesis is divided into four main parts:
• Part II covers the basic theoretical concepts behind representation and relevance.
a brief look at similarity and dissimilarity spaces as well as topological spaces in-
duced by these functions is given at the beginning of this part. This theory will be
connected to the statistical and probabilistic framework of stochastic processes by
means of measure theory which is covered in B. The part finalizes with a revision of
the concept of relevance and how it is linked to feature selection and feature extrac-
tion. Getting a good grasp of these ideas is very important in order to understand
the basis from which classification algorithms are constructed.
8• In Part III, we define the set of metrics and kernels that are employed in experi-
ments over the three types of biomedical signals. Next, we provide the derivation of
several discriminative models based on pairwise distances or similarities. The main
contribution of this thesis is presented in Chapter 7, where, based on the concept of
relevance and some of our understanding on Hilbert spaces, we construct a combined
feature extraction and selection algorithm which has a straightforward functional ex-
tention. We show the versatility of the proposed method by applying it in several
stages of the experiments.
• The core of the experiments is covered in Part IV; the objective is to combine the set
of kernels or distances presented in Chapter 5 and select examples from the training
sample that improves or maintains the accuracy of the discriminative models.
• Finally, Part V summarizes the main results and conclusions about the study.
Part II
Theoretical Background
9
Overview
The characterization of biomedical signals by means of similarity/dissimilarity represen-
tations aimed at detecting pathological patterns requires of the correct linkage of different
theoretical tools. In this part, we provide some of the basic concepts and definitions that
can be regarded as necessary for tackling the above problem. The theoretical background
is divided into three chapters. On first place, we describe some important notions about
spaces, similarity and dissimilarity functions; followed by a quick review of the main con-
cepts underpinning stochastic processes. Finally, we attempt to construct a fairly general
exposition of relevance for dimensionality reduction, which is a paramount element for our
approach.
Despite that part of the definitions and concepts given in this chapters may be consid-
ered somehow standard theory, we believe its important to include them along with some
intuitive explanations and connections with the problem we want to solve. For those read-
ers who are not familiar with basic theory of measure and integration, and classification;
a previos revision of the contents in part VI is highly recommended.
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Chapter 2
Dissimilarity and Similarity spaces
Here, we want to recap some basic aspects about dissimilarities and similarities along with
some useful properties we will be using latter on 1. Three main concepts are introduced
in this section: Topology, similarity and dissimilairty functions, and product spaces. The
first concept contains the relations between the objects, explicitly, by defining subsets of
obejcts. Similarity and dissimilairty functions play an important role in giving a compact
way for defining a topology on a set. Finally, The combinations of similarity or dissimilarity
functions can result in enriched representations that help our primary purpose, which is
sorting objects regarding their properties. Definitions comes from a varied number of
sources, for a more detailed description we refer to [Pekalska and Duin, 2005, Kreyszig,
1978,Scho¨lkopf and Smola, 2002,Gower and Legendre, 1986].
Here, we give a brief description of dissimilarity and similarity functions. Such func-
tions are special because they can lead to the concept of space. A space is a set of objects
X along with a way to establish some relation or structure between the elements. Infor-
mally, similarities and dissimilarities are relations between pairs of objects x, y ∈ X . This
relations can be understood as some kind of measure2 and be constructed by the use of
functions. A dissimilarity function d : X × X 7→ R tell us how “separate” two objects
(observations) are. On the other hand, a similarity function s : X × X 7→ R becomes
larger as the two observations get closer [von Luxburg, 2004]. The spaces we refer in
this chapter are constructed according to some notion of nearness (closeness) between its
elements, which compatible with an algebraic structure. To reach this point, we can start
from the very basic notion of closeness. The first way to describe the relation among the
elements of the object set X can be done via neighborhoods. Neighborhoods are collec-
tions of subsets from X , each collection refer to an object x ∈ X ; the following properties
must be fulfilled:
• Each element x is contained in all its neighborhoods.
• Any set containing a neighborhood is a neighborhood.
• The entire set is the largest neighborhood of each of its points.
1Some definitions might be present in the Appendixes, as well. The motivation for doing so is the
reader convenience.
2Here, the meaning of measure is more informal and does not stricly refer to a measure function
employed in mesure theory
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Definition 2.1 (Generalized topology via neighborhoods) Let P (X ) be a power set
of X , i.e. the set of all subsets of X . The neighborhood function N : X 7→ P (P (X ))
assigns to each x ∈ X the collection N (x) of all its neighborhoods of x such that
G1: Every x belongs to all its neighborhoods: ∀x∈X ∀N∈N (x) x ∈ N .
G2: Any set containing a neighborhood is a neighborhood:
∀N∈N (x) ∀M⊆X (N ⊂M ⇒M ∈ N (x)).
G3: The intersection of two neighborhoods is a neighborhood: ∀N,M∈N (x) N ∩M ∈ N (x).
G4: For any neighborhood of x, there exists a neighborhood of x that is a neighborhood
of each of its elements: ∀N∈N (x) ∃M∈N (x) ∀y∈M M ∈ N (y).
A topological space must satisfy all conditions of definition 2.1. In this sense, dissimi-
larity and similarity functions can be exploited to construct topological spaces and thus by
considering different similarity or dissimilarity functions we can define different topologies
(collections of neighborhoods)
2.1 Dissimilarity and similarity functions
Definition 2.2 (Metric Space). A metric space is a pair (X , d), where X is a set and
d : X × X 7→ R is a function such that the following conditions are satisfied:
D1: d (x, y) ≥ 0 (non-negativity).
D2: d (x, x) = 0 (reflexivity).
D3: d (x, y) = d (y, x) (symmetry).
D4: d (x, y) = 0 ⇒ x = y (definiteness).
D5: d (x, y) + d (y, z) ≥ d (x, z) (triangle inequality).
Conditions D1 and D2 are in accordance with the intuitive meaning of distance. A func-
tion satisfying these two conditions is called a dissimilarity function or distance function.
Symmetry is not necessarily satisfied by a dissimilarity function, a common example is
the Kullback-Leibler divergence.
Definition 2.3 (Generalized Metric Spaces). Let (X , ρ) be a pair, where X is a set and
ρ : X × X 7→ R. If the requirements of 2.2 hold, then ρ is a distance function. If these
requirements are weakened, spaces with less constraints are considered:
1. Hollow Space - a space (X , ρ) obeying the reflexivity condition (D2).
2. Pre-metric Space - a hollow space (X , ρ) obeying the symmetry condition (D3)
3. Quasi-metric Space - a pre-metric space (X , ρ) obeying the definiteness condition
(D4).
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4. Semi-metric Space - a pre-metric space (X , ρ) that satisfies (D5), as well.
5. A hollow space (X , ρ) that satisfies (D5), as well.
If we wanted to use properties of Euclidean spaces, we would need to know if a given
dissimilarity space (X , d) can be embedded isometrically into a Euclidean space H. The
goal becomes to find a mapping φ : X 7→ H such that.
d (x, y) = ‖φ(y)− φ(x)‖ (2.1)
is satisfied for all x, y ∈ X . Since distance in vector spaces always satisfy the five axioms
defined for metric spaces, embedding into vector spaces are only possible if the dissimilarity
function spans a metric space. This is a necessary but not sufficient condition. A metric
space (X , d) can be embedded isometrically into a Hilbert space iff the function d2 is
conditionally positive definite, which is based in the following definition [Pekalska and
Duin, 2005].
Definition 2.4 (Positive Definite Function or Kernel). Let X be a set, a Hermitian
function K : X×X 7→ C is positive definite iff for all n ∈ N, {xi}
n
i=1 ⊆ X , and {ci}
n
i=1 ⊆ C,
one has
n∑
i,j=1
cic
∗
jK(xi, xj) > 0 (2.2)
where ∗ denotes the complex conjugation. Additionally, K is conditionally positive definite
iff the above condition is satisfied only for {ci}
n
i=1 such that
n∑
j=1
cj = 0
In addition, isometric embeddings into certain Banach spaces can be constructed for
arbitrary metric spaces.
We can also transform non-metric dissimilarity functions into proper metric. For example
[von Luxburg, 2004]:
• Let d be a dissimilarity function and x0 ∈ X an arbitrary point. Then d˜ (x, y) =
|d (x, x0)− d (y, x0) | is a semi-metric on X .
• Let (X , d) be a finite dissimilarity space such that d is symmetric and definite. Then
a distance function
d˜ (x, y) :=
{
d (x, y) + c for x 6= y
0 for x = y
(2.3)
with c ≥ maxp,q,r∈X |d (p, q) + d (p, r) − d (q, r) | is a metric [Gower and Legendre,
1986].
• If D is a dissimilarity matrix, that is a matrix obtained from pairwise comaparisons
dij = d (xi, xj), then there exist two constants h and k such that the matrices D¯ and
D˜ with elements d¯ij = (d
2
ij+h)
1/2 for i 6= j and d˜ij = dij+k for i 6= j, are Euclidean.
• If d is a metric, so are d+ c, d1/r, d/(d+ c) for all c > 0 and r ≥ 1.
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• Let w : R 7→ R a monotonically increasing, continuous function which satisfies
w(r) = 0⇐⇒ r = 0 and w(r+p) ≤ w(r)+w(p). If d(·, ·) is a metric, so is w(d(·, ·)).
A similarity function s : X × X 7→ R can be constructed considering the following
properties:
S1: s (x, x) > 0 (basic property).
S2: s (x, y) = s (y, x) (symmetry).
S3: s (x, y) ≥ 0 (non-negativity).
S4: (positive definiteness) as defined in 2.4.
None of these properties, except for (S1), is undisputable in what defines a similarity
(affinity) function. For instance, non-negativity is not satisfied by correlation coefficients
that can be regarded as similarity functions. Nevertheless, a bounded function can be
always transformed into a non-negative function by adding the appropriate offset. In the
case of positive definiteness, the most common functions are dot products in Hilbert spaces
and positive definite kernel functions play a leading role in this context [Scho¨lkopf and
Smola, 2002,Vapnik, 1998].
2.1.1 From dissimilarities to similarities
• If the similarity function is a scalar product in an Euclidean space, we can compute
the corresponding metric by
d (x, y)2 = 〈x− y, x− y〉 = 〈x, x〉 − 2〈x, y〉+ 〈y, y〉 (2.4)
• Assume that the similarity function is normalized, that is 0 ≤ s (x, y) ≤ 1 and
s (x, x) = 1 for all x, y ∈ X . Then d := 1− s is a distance function.
2.1.2 From similarities to dissimilarities
• If the given distance function is Euclidean, we can compute a positive definite simi-
larity function by
s (x, y) :=
1
2
(
d (x, x0)
2 + d (y, x0)
2 − d (x, y)2
)
(2.5)
where x0 is an arbitrary point playing the role of an origin.
• If d is a dissimilarity function, then a non-negative decreasing function of d is a
similarity function, for example s (x, x) = exp
(
−d (x, 0)2 /t
)
for some t, or s (x, y) =
1
1+d(x,y)
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2.2 Combining dissimilarities and similarities
In this section, we review some useful properties of metrics and kernels. Particularly,
how to derive metrics and kernels from the combination of other metrics and kernels.
The rationale for this is that the combination of (dis)similarity functions may convey
information from different sources given that each function might be focusing on a different
aspect to assess the degree of closeness between the objects. Therefore, one might expect
that combination would increase the performance of classification, likewise, adding features
can boost performance when done, carefully.
Definition 2.5 (Product space) Let (X , dX ) and (Y , dX ) be generalized metric spaces.
Then, a product generalized metric space X × Y with a dissimilarity d can be defined
as (X × Y , dX • dY), where • is the sum or max operator. This means that (dX •
dY)((x1, y1), (x2, y2)) = dX (x1, x2) + dY(y1, y2) or
(dX • dY)((x1, y1), (x2, y2)) = max {dX (x1, x2), dX (y1, y2)} for x1, x2 ∈ X and y1, y2 ∈ Y.
Proposition 2.1 (Combining metrics [Pekalska and Duin, 2005]) Let di for i =
1, · · · , , p be a set of metrics between objects x, y ∈ X . For αi ≥ 0 and
∑p
i=1 αi = 1
• davg(x, y) =
p∑
i=1
αidi(x, y)
• dprod(x, y) =
p∑
i=1
log (1 + αidi(x, y))
• dmax(x, y) = max
i
{αidi(x, y)}
• dmin(x, y) = min
i
{αidi(x, y)}
are metrics, as well.
Proposition 2.2 (Combining kernels [Scho¨lkopf and Smola, 2002]) Let k1 and k2
be positive definite kernels defined between objects x, y ∈ X . For α1, α2 ≥ 0
• ksum(x, y) = α1k1(x, y) + α2k2(x, y)
• kprod(x, y) = (k1k2)(x, y) = k1(x, y)k2(x, y)
are kernels too.
Chapter 3
Stochastic Processes
Intuitively, we can consider the captured and possibly processed signals (speech, ECG, or
EEG) as functions with some intrinsic dynamic behavior, which is not immediately evident
due to the presence of a random component [Rangayyan, 2002]. The study of stochastic
processes can provide the appropriate transition from the geometrical intuitions given by
similarity and dissimilarity functions and the topology induced by each of them , which
are presented in chapter 2, to the probabilistic framework that encompass classification1.
The majority of definitions presented in this chapter were adpated from [Papoulis, 1991,
Kolmogorov, 1956].
3.1 Induced probability measure, random variable,
and distribution functions
Recall a probability function can be defined a set function over a σ-algebra which is a
measure with range [0, 1]; the triplet (Ω,BΩ, PΩ) is a probability space.
Definition 3.1 (Induced probability function). Let (Ω2,BΩ1) and (Ω2,BΩ2) be two mea-
surable spaces, and PΩ1 a probability function over BΩ1. For a measurable function u :
Ω1 7→ Ω2 there is an induced probability function PΩ2 defined as:
PΩ2(A) = PΩ1(u
−1(A)) (3.1)
for all A ∈ BΩ2.
Notice this definition also holds for the composition of measurable functions.
Definition 3.2 (Real random variable). A real random variable is a measurable function
X : (Ω, BΩ) 7→
(
R, B
R
)
For random variables the left half-open intervals [−∞, a) belong to B
R
. Therefore,
the induced probability function must be defined for these sets.
1While many pattern recognition methods can be explained by geometric intuitions, the fact we are
learning from a sample naturally gives rise to links with probability and statistics.
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Definition 3.3 (Probability distribution function). Let X : (Ω, BΩ) 7→
(
R, B
R
)
be a
real random variable. A function,
F (a) = PΩ(X
−1([−∞, a))) (3.2)
is called the probability distribution of X.
The probability distribution function is a non-decreasing function and F (−∞) = 0 and
F (+∞) = 1.
A real random vector is a p-tuple of real random variables for which we can define a
joint probability distribution
F (a1, . . . , ap) = PΩ(∩
p
i=1X
−1
i ([−∞, ai))). (3.3)
3.2 Stochastic processes
A random variable X can be considered as a function that assigns the value X(ω) to
each outcome ω ∈ Ω of a given experiment. A stochastic process X(t) assigns a function
X(t, ω) to each outcome ω. Thus, a stochastic process is a family of measurable functions
from the set of single outcomes Ω to the real numbers R, indexed by elements t of a set
T (e.g. time) or equivalently, a function of t and ω [Papoulis, 1991].
Definition 3.4 (Real stochastic process). Let (Ω, BΩ) be a measurable set, the set of
events in the case of probability, and let T be a non-empty set. A real stochastic process
is a family of random variables
{Xt} : Ω 7→ R
T
ω 7→ Xw = X(·, ω)
where Xw is a function from T to R
X(t) (ω is omitted for notation purposes) has the following interpretations:
1. It is a family of functions X(t, ω). In this manner, t and ω are variables.
2. It is a single function of t, which implies that ω is fixed.
3. If t is fixed and ω is variable, then X(t) is a random variable equal to the state of
the given process at t.
It can be noted that no restrictions but being non-empty are imposed for the set
T . The following question naturally arises, ¿is it posible to define a joint probability
distribution function for an arbitrary index set T ? Unfortunately, the answer is no; In
the case of non-countable sets such as R it is not possible to apply equation (3.3) since
the countable intersection becomes an arbitrary intersection (uncountable) that does not
necessarily belong to the σ-algebra BΩ [Kolmogorov, 1956].
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Remark 3.1 (Time processes). In general, for continuous-time processes the set T is the
set of real numbers R, and for discrete-time processes is the set of integers Z.
Stochastic processes can be classified between regular and predictable processes. Reg-
ular processes consist of a family of functions that cannot be described in terms of a finite
number of parameters. For time processes of this sort, X(t2, ω) cannot be determined in
terms of X(t2, ω) for any t1 6= t2 ∈ T , in a time process this can be interpreted as the
impossibility of predicting the value of the outcome at a time t2 from observing the values
the process took in past. Moreover, under certain conditions, the statistics of a regular
process X(t) can be determined for a single observation, in other words, they do not carry
over the whole sample set. Predictable processes consist on a family of deterministic func-
tions whose parameters are random variables. That is, if X(t, ω) is know for given proper
subset, for instance in a time process, by observing t ≥ t0, then X(t, ω) is completely
determined for t > t0. Furthermore, a single observation X(t, ω) of X(t) does not specify
the properties of the entire process since it depends only on the particular values of the
parameters that we have already defined as random variables.
Definition 3.5 (Equality). Two stochastic processes X(t) and Y (t) are equal (every-
where) if their respective observations X(t, ω) and Y (t, ω), are identical for every ω ∈ Ω.
Likewise, the equality Z(t) = X(t)+Y (t) means that Z(t, ω) = X(t, ω)+Y (t, ω) for every
ω ∈ Ω.
Generalizations of Derivatives, integrals or many other operations involving stochastic
processes are defined in the same manner for each observation.
The above definitions can be relaxed. Two stochastic processes X(t) and Y (t) are
equal in the mean square (MS) sense iff,
E
{
|X(t)− Y (t)|2
}
= 0 (3.4)
for every t. Continuity, differentiation, and integration can also be defined in the MS sense.
For a specific t, X(t) is a random variable with distribution
F (x, t) = P (X(t) ≤ x) . (3.5)
This function depends on t, and equals the probability of the event {X(t) ≤ x} for all
outcomes ω at the specific t. The function F (x, t) is called the first-order distribution of
the process X(t). Its derivative w.r.t. x (if differentiable):
f(x, t) =
∂F (x, t)
∂x
(3.6)
is the first order density of X(t).
The second-order distribution of the process X(t) is the joint distribution
F (x1, x2; t1, t2) = P (X(t1) ≤ x1, X(t2) ≤ x2) . (3.7)
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The corresponding density
f (x1, x2; t1, t2) =
∂F (x1, x2; t1, t2)
∂x1∂x2
(3.8)
and marginal distribution and density (consistency conditions)
F (x1; t1) = F (x1,∞; t1, t2)
f (x1; t1) =
∞∫
−∞
f (x1, x2; t1, t2) dx2.
The nth-order distribution ofX(t) is the joint distribution F (x1, x2, . . . , xn; t1, t2, . . . , tn)
of the random variables X(t1), . . . , X(tn).
The statistical properties of a real stochastic process X(t) are determined by its nth-
order distribution. The joint statistics of two real processes X(t) and Y (t) are determined
by the joint distribution of the random variables X(t1), . . . , X(tn), Y (t
′
1), . . . , Y (t
′
n).
3.2.1 Stationary Processes
A stochastic process is called strict-sense stationary (SSS), if its statistical properties are
invariants to shifts of the origin. Two processes X(t) and Y (t) are called jointly stationary
in the strict sense if their joint statistics are the same for the shifted counterparts. From
this definitions, it follows that f(x; t) = f(x), and thus the joint density of the random
variables X(t1) and X(t2) only depends on the relative differences but not on their shifts,
f(x1, x2; t1, t2) = f(x1, x2; τ) τ = t1 − t2 (3.9)
A stochastic process X(t) is called wide-sense stationary (WSS) if it mean is constant
E {X(t)} = ν, (3.10)
and its autocorrelation function only depends on τ
E {X(t+ τ)X∗(t)} = R(τ). (3.11)
Chapter 4
Relevance for Adaptation and
Dimensionality Reduction
As we pointed out earlier in Part I, before proceeding with classification, object repre-
sentation may be subject of further adaptations such as transformations or rejection of
non-informative components from the initial representation. Here is when the concept of
relevance arises. One of the main purposes of assessing relevance is closely related with the
problem of dimensionality. There are many principles that advocate for simplicity, which
is quite understandable since we are faced with a problem of estimation from a limited
amount of data (the sample). Thus, controlling the dimensionality on which we repre-
sent our objects is a problem that has been studied for several years and it is commonly
called dimensionality reduction. Chiefly, there are two variants of dimensionality reduc-
tion: feature selection and feature extraction. Typically, te he concept of relevance is only
addressed in feature selection problems despite of the important relation that also exists
for feature extraction. As we shall see, the concept of relevance fits in both approaches.
4.1 Relevance
Roughly speaking, the purpose of dimensionality reduction is to find a transformation of
the original data (initial representation) with minimal dimension regarding the represen-
tation set that preserves the relations with some target variable. Notice, this definition
also consider the cases of nonlinear transformations that can be thought as mappings to
high dimensional spaces, on which we want to keep the dimensionality of the mapped data
as low as possible (a subspace of this high dimensional space). First, we will give a rather
broad definition of relevance that agrees with the commonsense notion of the word [Bell
and Wang, 2000,Ga¨rdenfors, 1978].
Definition 4.1 (Relevance). On the basis of prior evidence E, a hypothesis H is consid-
ered, and the change in the likelihood of H due to additional evidence I is examined. If
the likelihood of H is changed by the addition of I to E, I is said to be relevant to H on
evidence E; otherwise it is irrelevant. In particular, if the likelihood of H is increased due
to the addition of I to E, I is said to be positively relevant to H; if the likelihood of H is
decreased, I is said to be negatively relevant.
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Once the definition is available, we need a way of quantifying the criteria in order
to translate the above statement into a concrete application. In machine learning, the
most widespread definition relies on the comparison of conditional probability measures of
predicted variables (hypothesis) given different sets sets of predictors (prior and additional
evidence) [John et al., 1994]. Let ξ = {ξ1, ξ2, · · · , ξp} be the full set of descriptors,ξ
−
i =
ξ \ ξi (the complement of ξi in ξ), and Y the target variable.
Definition 4.2 (Strong relevance). A descriptor ξi is strongly relevant iff
P (Y |ξ−i , ξi) 6= P (Y |ξ
−
i ).
Definition 4.3 (Weak relevance). A descriptor ξi is weakly relevant iff
P (Y |ξ−i , ξi) = P (Y |ξ
−
i ),
and ∃ξ∗i ⊂ ξ
−
i , such that
P (Y |ξ∗i , ξi) 6= P (Y |ξ
∗
i ).
Corollary 4.1 (Irrelevance). A descriptor ξi is irrelevant iff
∀ξ∗i ⊂ ξ
−
i , P (Y |ξ
∗
i , ξi) = P (Y |ξ
∗
i ).
Our aim is to get a closer look at these definitions in terms of joint probability and the
interpretation from the concept of induced probability measure and measurable functions
(see Chapters 3 and B). Consider the set of objects X , associated with each x ∈ X there
is an element y ∈ Y . Let BX×Y be the σ-algebra of X × Y , and a probability measure
PX×Y , so we have a measure space. We will consider ξ as a set of measurable functions
each one from X to it range space R(ξi) ⊆ Ωi; we refer to the resulting space as the initial
representation space (Ω1× · · · ×Ωp = Ω,BΩ). Now consider a set of measurable functions
T =
{
Tj : Ω 7→ Ω
∗
j
}
, where Ω∗ = Ω1 × · · · × Ωc is an alternative representation space
provided with a Borel σ-algebra BΩ. We say that T is relevant iff
P (Y |ξ) = P (Y |T ) and P (Y |ξ) 6= P (Y |T \ Ti) for all i.
In the supervised setting, that is, we can take into account the values y ∈ Y the last state-
ment fits either for feature selection or feature extraction. The former can be understood
as a permutation and clipping map for some of the minimal sets of relevant descriptors,
by this we do not really mean the map implies the smallest achievable dimension, but in
terms of strong and weak relevance an optimal subset must contain only strongly relevant
elements. Regarding feature extraction, the simplest example would be a two-class Lin-
ear Discriminant Analysis with idealized conditions i.e. equal, isotropic within covariance
matrices and different mean vectors. In this case the conditional probability of the class
by projecting the data onto the line with the maximum Fisher score does not eliminate
the necessary information to obtain the same labels. The unsupervised problem is a little
less clear. In this case we cannot compare the conditional distributions since we have no
access to the target variable, thus the only thing we might consider is a mapping that
preserves as much as possible the joint probability of the initial representation. PCA is
the simplest case by preserving the distances we are preserving the neighborhoods and
thus preserving the minimal elements of the initial topology with non-zero measure.
Part III
Methods and Algorithms
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Chapter 5
Distances and Kernels for Dynamic
Features
Biomedical signals are processes which in many cases are better represented if their at-
tributes are considered along with an argument, commonly, time. The inclusion of such a
relation involves the study of an appropriate framework capable of establishing the struc-
ture of data in terms of how observations can be well represented. These so called dynamic
attributes carry advantages regarding information content, however, the extraction of such
relevant information is an important issue that deserves special attention. Time-related
attributes are usually represented by means of sequences that may present some disad-
vantageous situations, for instance, sequence sizes may differ among observed objects and
conventional geometric classification schemes cannot be applied straightforward.
In the recent years, a large amount of research has been focused on the development
of discriminative models such as large margin classifiers along with some methodologies
that close the gap between generative and discriminative models [Jebara, 2003]. Moreover,
several advances have been done concerning the versatility of methods; many of the state
of the art algorithms work under more general representations with the notion of distances
and/or proximities among what is observed. In this framework, kernel functions as well
as dissimilarity representations [Pekalska and Duin, 2005] become suitable resources for
problems that deal with more general sets, particularly, working with sequences that may
be of variable lengths. In this chapter we will describe some dissimilarity and similarity
functions between time varying processes.
In this chapter we describe similarity and dissimilarity functions that allows for com-
parisons among time series. These functions will enable us to establish a degree of closeness
between examples from normal and pathological populations, learn from those examples
and hopefully extract some regularity that will help the classification stage. The resulting
similarity and dissimilarity spaces will be subject of further processing in order to en-
hance the classification accuracy and generalization as well as provide some insight about
the adopted representation. Details on classification and procedures will be given in the
upcoming chapters of this part.
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5.1 Previous work
The derivation of similarity and dissimilarity functions is not a new subject; nevertheless,
its becoming more and more popular with the growing interest for kernel methods and
related techniques. In [Kalpakis et al., 2001], there is a comparison of several dissimilarity
measures for clustering time series. LPC ceptral coefficients obtained from ARIMA models
of the time series are claimed to be appropriate for the task. The obtained distance is the
Euclidean distance between cepstral coefficients. Other works [Moeckel and Murray, 1997]
claim the use of other distances but Euclidean for describing how well a model predicts a
process. The main argument is the presence of chaotic behavior, where Euclidean metrics
may fail to show some similarity since similar initial conditions can lead to different de-
velopment of the time series.
A review of various approaches used in time series clustering can be found in [Liao, 2005].
The clustering algorithms as well as a significant number of common dissimilarity mea-
sures are presented along with a brief theoretical background. The studies are presented in
three different scenarios: working directly with original data; obtaining features from raw
data and evaluating models from raw data. The study also summarizes the uniqueness
and limitation of past studies, and some potential topics for future study. This review
comprises a broad range of applications from engineering, business-economics, medicine
and arts.
Among the existent distances for evaluating time seriesDynamic Time Warping (DTW)
have been of interest in comparing time dependent sequences. One the issues associated
to this method is the computational cost, nonetheless, recent works such as [Salvador
and Chan, 2004] present improved algorithms for time processing with no disadvanta-
geous loss in performance. The present technique is capable of calculating the sequence
alignment in linear time O(n), while previous methods are quadratic in the number of
calculations O(n2). The key to computational efficiency is the multilevel approach that
the so called FastDTW uses. The algorithm aligns subsampled sequences and then it focus
on improving the match between the subsequences. Another approach for reducing the
computational cost of DTW distances is presented in [Xiao et al., 2004]; their algorithm
is derived from what they call feature points that are related with extreme points of the
time series. Result tables show significant reduction of calculation time almost similar to
Euclidean distance but obtaining the right clusters.
Dynamic Time Warping Distances as claimed in [Mizuhara et al., 2006] are not met-
ric since they not hold the triangle inequality. In this work, it is proposed the use of
an Embedding into Euclidean and Pseudo-Euclidean spaces before applying classification
algorithms such as SVMs which are meant for Hilbert spaces. The best results were ob-
tained form Laplacian Eigenmaps, which are derived from the affinity matrix constructed
using a similarity dual for DTW distances.
HMMs have been used as classifiers by applying the Bayes rule to the probability of
being generators of a given sequence. The work [Bicego et al., 2004] present a different
use for HMMs. Instead of defining a particular model for a group of sequences that belong
to the same class, a Hidden Markov Model is computed for each observed sequence and a
non-symmetric distance function is obtained from the normalized likelihood of a sequence
to other sequence model, this can be seen as the probability that two sequences come from
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the same model.
Regarding similarity representations most of the work has been focused on deriving
functions of the kernel admissible type, that is, the function represent an inner product
in some Hilbert Space. A brief review on kernel methods for signal processing problems is
given in [Bousquet and Pe´rez-Cruz, 2003,Bousquet and Pe´rez-Cruz, 2004]. These papers
give a brief introduction of the kernel trick that allows for interchanging definite kernel
functions in dot product-based algorithms, support vector machines and unsupervised
techniques such as KPCA are introduced, as well.
In the context of kernel design, some methods have been proposed for obtaining ad-
missible functions that are able to deal with variable time sequences by means of natural
kernels [Scho¨lkopf and Smola, 2002]. Generative models such as GMMs give rise to Fisher
kernels that feed a SVM for classifying multimedia web content [Moreno and Rifkin, ].
In [Shimodaira et al., ], it is presented a kernel type function obtained from a modified
DTW, whose objective function is the maximization of an inner product of two fixed size
sequences by means of DTW alignment. Moreover, task specialized similarities, like the
one presented in [Eichhorn et al., 2004], are advantageous for assaying different decoding
hypothesis with improved classification results.
5.2 Distances and Kernels for Dynamic Features
Dynamic features can be defined as variables (vector or scalar) that develop along a time
argument, We can consider dynamic features as continuous time functions defined over a
closed interval. We can also assume or enforce properties such as continuity and smooth-
ness, but these are more problem-dependent. For our present work we will consider some
of the above distance and positive semidefinite kernel functions between time series.
Euclidean distance, inner product and Correlation
Perhaps, Euclidean distance is the most straightforward distance to be implemented. Let
x, y ∈ L2[a, b] be functions of t ∈ [a, b], the distance induced by the L2 norm between x
and y is
dL2(x, y) = ‖x− y‖ =
 b∫
a
|x(t)− y(t)|2dt
1/2 . (5.1)
A discrete time version of the functions x[k] and y[k] for k = 1, . . . , T , we have a finite
number of time instants where the function is evaluated. The Euclidean distance is given
by the following expression
ddisc(x, y) = ‖x− y‖ =
(
T∑
k=1
|x[k]− y[k]|2
)1/2
. (5.2)
Likewise, we can define a similarity function by using the inner product:
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• Continuous time
sL2(x, y) = 〈x, y〉 =
b∫
a
x(t)y(t)∗dt. (5.3)
• Discrete time
sdisc(x, y) = 〈x, y〉 =
T∑
k=1
x[k]y[k]∗. (5.4)
Another commonly used similarity function is the correlation coefficient, which is based
on the above norm and inner product
scorr(x, y) =
〈x− µx, y − µy〉
‖x− µx‖‖y − µy‖
(5.5)
where µ is the mean function.
Correntropy
A nonlinear similarity measure is proposed in [Xu et al., 2007] is called the correntropy
coefficient and is based on computing the correlation coefficient on a RKHS that comprises
higher order statistics of data. Consider the crosscorrentropy of two random variables x
and y given by:
V (x, y) = E{k(x, y)} (5.6)
usually k(x, y) = 1
σ
√
2π
exp− (x−y)
2
2σ2
, being σ the kernel width. An analogous to the centered
version of this function called the centered crosscorrentropy is obtained from
U(x, y) = E{k(x, y)} − EXEY {k(x, y)} (5.7)
=
∫∫
k(x, y)(fX,Y (x, y)− fX(x)fY (y))dxdy
from the above equation we highlight the term (fX,Y (x, y)−fX(x)fY (y)) and the definition
of independence fX,Y (x, y) = fX(x)fY (y). And the correntropy is obtained from U(x, y)
as:
η =
U(x, y)√
U(x, x)U(y, y)
(5.8)
The empirical estimate for two time series is obtained as
ηemp =
1
T
∑T
i=1 k(x[i], y[i])−
1
T 2
∑T
i,j=1 k(x[i], y[j])√
k(0)− 1
T 2
∑T
i,j=1 k(x[i], x[j])
√
k(0)− 1
T 2
∑T
i,j=1 k(y[i], y[j])
(5.9)
A suitable choice for the Gaussian kernel is provided by the Silverman’s rule σ = 0.9AT−1/5;
where A is the smaller value between the standard deviation and the data interquartile
range scaled by 1.34.
The main restrictions for applying the above functions are that the length of the time
series which must be equal and there must be time-synchronized.
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5.2.1 AR-based distances
Many time series can adequately modelled by Autoregressive (AR) models [Kalpakis et al.,
2001]. Consider an AR model of order p for a time series x[k]:
x[t] + α1x[t− 1] + α1x[t− 2] + · · ·+ α1x[t− p] = ǫ[t] (5.10)
where {ai} are the model coefficients and ǫ is white noise.
AR-coeff distance
The first intuitive distance between AR-models would be the Euclidean distance between
the coefficients, that is, for two models α and β of the same order that were obtained
from x and y:
dAR(x, y) =
(
p∑
t=1
(αk − βk)
2
)1/2
. (5.11)
LPC-cepstral distance
Another alternative distance based on the AR-models is the Euclidean distance between
LPC-cepstral coefficients. These coefficients can be derived from a p-order AR model α:
cn =

−α1 if n = 1
−αn −
∑n−1
m=1(1−
m
n
)αmc(n−m) if 1 < n ≤ p
−
∑p
m=1(1−
m
n
)αmc(n−m) if p < n
(5.12)
5.2.2 Dynamic Time Warping (DTW-based) similarity
Consider the case when we have two vector sequences of lenghts Tx and Ty that are
represented by matrices X and Y, respectively,
X =

x1[1] x2[1] · · · xp[1]
x1[2] x2[2] · · · xp[2]
...
...
...
x1[Tx] x2[Tx] · · · xp[Tx]
 =

xT[1]
xT[2]
...
xT[Tx]

Y =

y1[1] y2[1] · · · yp[1]
y1[2] y2[2] · · · yp[2]
...
...
...
y1[Ty] y2[Ty] · · · yp[Ty]
 =

yT[1]
yT[2]
...
yT[Ty]

(5.13)
If Tx = Ty = T the inner product between these two vector sequences can be
〈X,Y〉 =
1
T
T∑
k=1
xT[k]y[k]. (5.14)
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In the case where Tx 6= Ty, it is still possible to define an inner product, but its calculation
is not straightforward. It is posible to calculate an inner product using (5.15) on time-
warped versions of the vector sequences X and Y using the time-warping functions ψ(k)
and θ(k) [Shimodaira et al., ]; these warpping functions must be monotone and continuous.
The modified inner product is then
〈X,Y〉TW =
1
T
T∑
k=1
xT[ψ(k)]y[θ(k)]. (5.15)
where T can be either Tx or Ty or other. It is posible to obtain candidates for this time
warping functions using dynamic programming. The method is known as Dynamic Time
Warping and it is summarized by the following optimization problem:
〈X,Y〉DTW = max
ψ,θ
1
Mψθ
T∑
k=1
m(k)xT[ψ(k)]y[θ(k)]. (5.16)
subject to
1 ≤ ψ(k) ≤ ψ(k + 1) ≤ Tx, ψ(k + 1)− ψ(k) ≤ Q,
1 ≤ θ(k) ≤ θ(k + 1) ≤ Ty, θ(k + 1)− θ(k) ≤ Q.
(5.17)
where m(k) is a nonnegative path weighting coefficient, Mψθ is a path normalizing factor,
and Q is a local continuity constraint.
DTW linear kernel
The above optimization problem can be solved using the following recursion:
G(i, j) = max

G(i− 1, j) + Inp(i, j)
G(i− 1, j − 1) + 2Inp(i, j)
G(i, j − 1) + Inp(i, j)
 (5.18)
where Inp(i, j) = xT [i]y[j]. As a result,
〈X,Y〉DTW =
G(Tx, Ty)
Tx + Ty
(5.19)
The denominator Tx + Ty is a normalization term since the values of the DTW increment
linearly with respect to the number of time instances of the two compared sequences.
DTW non-linear kernel
Using a positive semidefinite kernel k instead of the inner product xT [i]y[j] yields,
kDTW(X,Y) = max
ψ,θ
1
Mψθ
T∑
k=1
m(k)k(x[ψ(k)],y[θ(k)]). (5.20)
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5.2.3 A kernel using function-dependent operators
Kernel methods are appealing because they provide a simple and elegant way for dealing
with nonlinear problems in a linear fashion. A common interpretation of the image space
induced by a kernel comes from the definition of RKHS were each object x ∈ X is rep-
resented as a functional k(., x) and by the reproducing property k(x, y) = 〈k(., x), k(., y)〉
and linear operations in this space may not correspond to linear operations in the input
space. Following this reasoning, we want to define a kernel between functions by map-
ping the function to a space of linear operators from the space of functions to the same
space. The main motivation ofr constructing this kernel is to add invariance to time shifts
while preserving the time scale completely. In our framework, we will restrict to discrete
functions defined on a finite interval. Let f [t] : 1, . . . , T 7→ R be a bounded function and
T < ∞; for 0 ≤ i ≤ r consider the set of functions S = {fi[t] = f [t + i]}. Let F be
span{S} ⊆ RT−r. ¿Is it possible to find an operator (matrix) Tf : F 7→ F , such that if
S is a basis of F , it is also the set of eigenvectors of Tf with non-zero eigenvalues? If S
is a set of non-null eigenvectors and span{S} = F ; and SN is the set of null eigenvectors,
such that span{S} ⊕ span{SN} = RT−r, thence for span{S} ⊥ span{SN}, we have that:
Tf fi = λifi (5.21)
therefore, the problem is to find a matrix Tf that fulfils (5.21). For
Tf =

tT1
tT2
...
tTT−r
 , we define the vector −→T =

t1
t2
...
tT−r
 ; (5.22)
and the following matrices and vector
Ai =

fTi 0
T 0T · · · 0T
0T fTi T 0
T · · · 0T
0T 0T fTi · · · 0
T
...
...
...
. . .
...
0T 0T 0T · · · fTi
 ; A =

A0
A1
...
Ar−1
 ; −→F =

λ0f0
λ1f1
...
λr−1fr−1
 (5.23)
Equation (5.21) can be reexpressed in terms of (5.22) and (5.23) as
A
−→
T =
−→
F . (5.24)
The size of A is (T − r)r × (T − r)(T − r); for T/2 > r, which is a typical choice, A has
more columns than rows, if A is full row-rank a unique solution for (5.24) is obtained from
the constrained optimization problem presented below:
min−→
T
‖
−→
T‖, subject to A
−→
T =
−→
F . (5.25)
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Figure 5.1: Structure of AAT. The resulting matrix possesses a sparse structure that can
be understood as a tensor product between the identity matrix and a symmetric matrix.
Now, consider
AAT =

A0A
T
0 A0A
T
1 · · · A0A
T
r−1
A1A
T
0 A1A
T
1 · · · A1A
T
r−1
...
...
. . .
...
Ar−1AT0 Ar−1A
T
1 · · · Ar−1A
T
r−1
 , where AiATj = 〈fi, fj〉I (5.26)
two interesting properties of the above matrix can be pointed out:
• Is Symmetric
• Each group of T − r consecutive rows is orthogonal (see Figure 5.1).
Let B be equal to AAT with Bij = AiA
T
j and inverse B
−1 with submatrices B−1ij . We
have that I = B−1B, thus ∑
j
= B−1kj Bjl =
{
I for k = l
0 elsewhere
(5.27)
moreover
r−1∑
j=0
B−1kj Bjl =
(
r−1∑
j=0
B−1kj 〈fj, fl〉
)
I, (5.28)
which suggests that B−1kj = γkjI, simplifying the problem to the one of finding the set of
{γkj}, such that
r−1∑
j=0
γ−1kj 〈fj, fl〉 =
{
1 for k = l
0 elsewhere
(5.29)
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which can be represented as
ΓG =

γ00 γ01 · · · γ0(r−1)
γ10 γ11 · · · γ1(r−1)
...
...
. . .
...
γ(r−1)0 γ(r−1)0 · · · γ(r−1)(r−1)


〈f0, f0〉 〈f0, f1〉 · · · 〈f0, f(r−1)〉
〈f1, f0〉 〈f1, f1〉 · · · 〈f1, f(r−1)〉
...
...
. . .
...
〈f(r−1), f0〉 〈f(r−1), f1〉 · · · 〈f(r−1), f(r−1)〉
 = I
(5.30)
and Γ = G−1. This result leads to a simplified way to obtain (AAT)−1. From this point,
it is easy to show that
Tf = S(S
TS)−1ST (5.31)
being S =
(
f0 f1 · · · f(r−1)
)
and recalling that S must be full column-rank.
Up to this point we have presented the function-dependent operator to be used for
computing the kernel between two functions. For two discrete time functions f [t] g[t]
defined on the same number of time instants the kernel is given by the Frobenius inner
product between matrices
k(f, g) = 〈Tf ,Tg〉Fro =
∑
ij
Tf (i, j)Tg(i, j), (5.32)
where Tf (i, j) and Tg(i, j) are the ij-th entries of Tf and Tg, respectively. A slightly
modified version of this kernel with a smoothing property can be obtained by replacing
(5.31) with
Tf = S(S
TS+ δI)−1ST (5.33)
5.3 Kernel Alignment
An objective function for tuning the kernel parameters was introduced in [Cristianini et al.,
2001]. The basic idea of learning consist on establishing a direct relation between inputs
and outputs. It is expected that examples from the same class should lie closer in the
representation space; consequently their similarities should be higher that the similarities
between elements of different groups. In particular, we want to measure the degree of
correlation between what is measured and what is expected (labels or target values). The
above can be achieved by maximizing the correlation between the kernel matrix K and
the target matrix L constructed from the labels of the training sample.
Definition 5.1 Alignment: the empirical alignment of a kernel k1 with a kernel k2, with
respect to a sample S, is given by the quantity
Aˆ(S, k1, k2) =
〈K1, K2〉F√
〈K1, K1〉F 〈K2, K2〉F
(5.34)
where Ki is the kernel matrix for the sample S using kernel
ki; 〈K1, K2〉F =
∑n
i,j=1 k1(xi, xj)k2(xi, xj) (This definition of inner product induces the
Frobenius norm).
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Figure 5.2: Kernel and target matrices for kernel alignment
It must be noted that matrices K must satisfy
∑n
i,j=1 k1(xi, xj) = 0, in this way we
are able to compute the correlation between k1 and k2. Consider k1 as the kernel to be
adjusted and K2 a target matrix obtained from labels (Figure 5.2 clarifies the idea),
k2(xi, xj) =
{
1 if xi and xj belong to Ca∀a
0 if xi and xj belong to Ca∀a
(5.35)
Chapter 6
Classification
Classification also known as discriminant analysis or pattern recognition has been studied
in a statistical framework [?, Duda et al., 2001,Pen˜a, 2002]. The problem can be stated
as follows: For a set of objects X we have as set of descriptors D, for instance real valued
random vectors whose entries represent different measurements of an object x ∈ X ; the
set of objects is supposed to be formed by different populations or classes1, the object
descriptors are distributed in the representation space according to the class they belong.
Given an object, we want to assign it to class by looking at the values of its descrip-
tors. This chapter is distributed as follows: first we introduce the learning problem as
a function estimation problem; next, we recap the generative Bayesian approach to clas-
sification. The most extensive section is concerned with discriminative models, namely,
quadratic programming support vector machines (SVMs), least squares SVMs, kernel lo-
gistic discrimination, Linear programing machines and Bayes classifier on similarity and
dissimilarity spaces. Once the classifiers are introduced, we study the model selection
problem with the cross-validation approach.
6.1 The learning problem
In [Vapnik, 1998], classification is defined as one of the three main learning problems.
The learning problem can be stated as a problem of finding a desired dependence using a
limited number of observations (small sample set).
The general model of learning from examples can be described through three compo-
nents (Figure 6.1).
1. A generator (G) of random vectors x ∈ Rq drawn independently from a fixed but
unknown probability distribution function F (x).
2. A supervisor (S) who returns an output value y to every input vector x, according
to a conditional distribution function F (y|x), also fixed but unknown.
3. A learning machine (LM) capable of implementing a set of functions f(x) = y˜.
1Populations can be thought as equivalence classes in a set (see [Kreyszig, 1978,Pekalska and Duin,
2005] for reference)
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Figure 6.1: Model of learning process. This is a block diagram of the learning process; three
main blocks are presented G is the process itself, S is a supervisor that extract information
from G, and LM is the learning machine or algorithm that try to approximate it response
to the one given by the supervisor.
The problem of learning is to chose from a given set of functions best approximation
y˜ to the supervisor’s (y). The selection of the function is based on a training set of ℓ
i.i.d observations {(x1, y1), (x2, y2), . . . , (xℓ, yℓ)}. A loss function L(x, y, f(x)) defines a
measure of how different are the responses between the supervisor and the function of the
learning machine. The expected value of the loss is given by the risk functional
R(f) =
∫
L(x, y, f(x))dF (x, y) (6.1)
and we want to minimize this risk by finding a function f ∗(x). The issue here is the lack
of knowledge about F (x, y), being the training set the only available information. Despite
of the description based on vectors of real numbers, X = Rq is presented, the formulation
is not restrictive to this case; in general the representation of X is just a measurable,
non-empty set.
In the case of classification, the learning problem reduces the outputs y to take only
two values y = {0, 1}, or {-1,1} for algorithmic convenience, since every multi-class task
can be reduced to multiple binary classification subproblems. The set of suitable functions
correspond to indicator functions and thence we can propose a loss function as follows:
L(x, y, f(x, α)) =
{
0 if y = f(x)
1 if y 6= f(x)
(6.2)
Therefore, we try to minimize the risk functional recalling that F (x, y) is unknown.
6.2 Probabilistic (generative) model
To introduce the concept, let us restrict to space of real vectors of q dimensions Rq (we
will see later that this context will be enough to deal with more general representations,
at least in terms of implementation). Let X1 and X2 be two populations whose descrip-
tors are real vectors x with known probability densities p1 and p2.We want to classify a
unseen observation, which takes the value x0. It is also assumed the class occurrence prior
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probabilities π1 and π2 are known and sum up 1. The probability density of the mixture
of the two classes is
p(x) = π1p1(x) + π2p2(x). (6.3)
Once we have observed the values of x0, we will compute the posterior probabilities for
each class given the observed vector; by Bayes theorem we obtain:
P (y = 1|x0) =
P (x0|y = 1)π1
π1P (x0|y = 1) + π2P (x0|y = 0)
P (y = 0|x0) =
P (x0|y = 0)π2
π1P (x0|y = 1) + π2P (x0|y = 0)
and given that P (x0|y = 2− i) = pi(x0)∆(x0) for our present case (∆ means proportional
to),
P (y = 1|x0) =
p1(x0)π1
π1p1(x0) + π2p2(x0)
P (y = 0|x0) =
p2(x0)π2
π1p1(x0) + π2p2(x0)
we choose the class Ci with the maximum posterior probability (MAP rule). Choosing
the class with the maximum posterior probability makes sense when minimizing the risk
(expected zero-one loss) given the data generation model (see [Herbrich, 2002]). This
classification criteria also applies to other types of probabilistic models such as Hidden
Markov Models (HMMs) and other graphical models that are capable of capturing addi-
tional structure, which is the case of time dependent measurements. Besides, the use of
density functions (continuous case) is not limited to parametric models, non-parametric
density estimators, for example Parzen windows or k-nearest neighbors, are also allowed.
6.3 The discriminative model and statistical learning
perspective
One of the main remarks from the previous section is that we are trying to solve the
problem of risk minimization assuming we are given the underlying data generation process
or at least we are trying to get an estimate of it. The discriminative approach embraces
the problem the other way around. It focuses on estimating or finding a function that
explains the observed pairs (xi, yi) while being able to predict correctly the class labels
for future unseen inputs; the main assumption is that the underlying data generation
function (density) will never be available. Therefore, the computation of the risk functional
(equation (6.1)) is not feasible, instead we resort on some estimate of the risk, for example
the empirical risk:
Remp(f) =
1
ℓ
ℓ∑
i=1
L(xi, yi, f(xi)) (6.4)
The minimizer of (6.4) subject to a set of constraints for the type of admissible functions
F . Statistical learning theory has proved that it is possible to upper bound the actual
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risk from its empirical estimate along with a capacity term that depends on the set of
admissible functions [Scho¨lkopf and Smola, 2002,Vapnik, 1998]. The latter translates into
the following expression2:
R(f) ≤ Remp + C(F) (6.5)
Thus, a good function would be a risk minimizer coming from a set with small capacity,
that is, reducing both terms of the right-side of (6.5). The principle of Structural risk
minimization based on this intuition; it evaluates nested sets of functions choosing a em-
pirical risk minimizer from a set whose capacity minimizes the tradeoff between error and
complexity, tightening a confidence interval for a low estimate of the error (see [Vapnik,
1998] for a detailed exposition).
6.3.1 Least squares classification and logistic discrimination
As presented above, the discriminative approach is a problem of dependency estimation
by finding a function f : X 7→ Y from a set of admissible functions F called “Hypothesis
space.” One of the simplest and most studied methods for function approximation cor-
responds to linear models on Hilbert spaces over R. For binary classification of objects
presented as vectors in a Hilbert space H, the classifier is given by
f(x) = sign(〈w, x〉+ b) (6.6)
where x, w ∈ H and b ∈ R. Geometrically, this function generates a separating hyperplane
whose normal vector is w and a shift from the origin denoted by −b/‖w‖ (see figure 6.2).
In a more abstract context, w can be regarded as the representation of a bounded linear
functional on H, in other words, the argument of sign(·) is an affine function that attempts
to approximate its output to the labels {−1, 1} for each x ∈ H.
A simple, yet effective approach for determining a linear decision function follows from
least squares estimation [Friedman et al., 2001,Poggio and Smale, 2003]. Given a sample
(xi, yi)
ℓ
i=1 and the squared loss function
L(x, y, f(x)) = |y − f(x)|2, (6.7)
we look for a minimizer of the empirical risk (6.4) with an additional regularization term
that assures compactness of the hypothesis space.
The naive case in Rq
Consider the binary classification problem where X = Rq. We want to obtain a projection
vector w and a shift constant b, such that
wTxi + b ≈ yi (6.8)
where i = 1, . . . , ℓ, and xi = (xi1 xi2 · · · xiq)
T. Let X = (x1| x2| · · · | xℓ)
T be the
data matrix and y = (y1 y2 · · · yℓ)
T be the label vector; we can rewrite the empirical risk
2This bound is probabilistic, that means it holds with some desired probability that affects the value
of the capacity term.
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Figure 6.2: Geometry of a linear classifier in a Hilbert space. This graphic contains all
the elements of the decision function presented in equation (6.6); w is the normal vector
of the decision hyperplane; notice that the bias term b shifts the hyperplane that contains
all the vector orthogonal to w from the origin to apply the sign function that creates the
partition of the space into the half-spaces.
minimization as
min
w, b
‖ y − (X| 1)
(
wT| b
)T
‖2 (6.9)
The naive solution of (6.9) is (
w
b
)
= (X| 1)† y (6.10)
where † denotes the generalized inverse of a matrix. This solution is generally valid for
q ≪ ℓ where we might expect that the matrix (X| 1) has full column rank; if this is not
the case the generalized inverse acts as a truncated singular value decomposition (TSVD)
that is appropriate if the problem is rank deficient [Hansen, 1997]. but it turns out very
sensitive to the tolerance parameter. If we discard small a singular value that is part of
the solution, we immediately add a large bias on the shift parameter b since we penalize
the norm of the compound vector
(
wT| b
)T
.
Generalization to RKHS
Let X be a non empty set of objects and H be a reproducing kernel Hilbert space with
the kernel function k : X × X 7→ R. Let k(x, ·) be the representation of an object
x ∈ X in H and (xi, yi)
ℓ
i=1 a sample drawn from X [Scho¨lkopf et al., 1999]. We want
to find a representation w of linear functional for the separating hyperplane, such that
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w ∈ span{k(xi, ·); fori = 1, . . . , ℓ}; that is
w =
ℓ∑
i=1
αik(xi, ·); (6.11)
thence, the affine function is 〈
∑ℓ
i=1 αik(xi, ·), k(x, ·)〉 + b, and by virtue of the linearity
of the inner product and the reproducing kernel property,
ℓ∑
i=1
αik(xi, x) + b; (6.12)
Under this conditions, we can construct a naive linear decision function in the RKHS
by replacing the matrix X in (6.9) by a matrix K with elements kij = k(xi, xj) for
i, j = 1, . . . , ℓ; and w by a vector α with ℓ entries. However, the solution provided
by TSVD is not very promising in this case; the reason is that we are dealing with finite
subspaces (spanned by the sample) of higher dimension spaces (possibly infinite). Thus,
the problem we attempt to solve is often ill-conditioned.
The solution we will describe below is motivated by two least squares algorithms Reg-
ularized least squares classification [Suykens et al., 2003] and LSSVM classifier [Suykens
and Vandewalle, 1999]. The first approach reduces to the solution of the following linear
system:
(γℓI+K)α = y (6.13)
for γ > 0 the solution of (6.13) is well-posed since (γℓI +K) is positive definite and so
invertible, but the shift term is neglected and the algorithm is not translation-invariant
in the RKHS. The solution (6.13) of the regularized least squares classifier correspond
to the minimization of a regularized version of the empirical risk with squared loss, the
regularization parameter is the norm of the linear functional functional w that operates
on elements of the RKHS. The first consequence of the regularization is that we will select
a bounded linear functional that can be represented by an element of the RKHS, which
is actually a linear combination of the mapped elements of the sample3. This result may
justify the assumption made for (6.11), but does necessarily imply it. The optimization
problem solved by the least squares regularized classifier can be written as:
min
α
[
‖y −Kα‖2 + λαTKα
]
(6.14)
setting the partial derivatives w.r.t. α equal to 0 and by the symmetry of K, yields:
K(K+ λI)α = Ky can be restated as (K+ λI)α = y. (6.15)
The rightmost equation is one that offers a single solution to the problem; nevertheless,
we have to be aware that K is not necessarily invertible.
3This is a particular case of a wider range of regularized risk functions. See Representer theorem
[Scho¨lkopf and Smola, 2002]
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The least squares support vector machine is motivated by the constrained optimization
problem proposed by Vapnik for soft margin SVMs with quadratic slacks:
min
w,b,ξ
[
‖w‖2 + C
ℓ∑
i=1
ξ2i
]
s.t. yi(〈w, φ(xi)〉+ b) ≥ 1− ξi
(6.16)
where ξi is the slack variable that penalizes an error incurred by the separating hyperplane
in the i-th point. The least squares formulation replaces the inequality constraint by an
equality constraint yi(〈w, φ(xi)〉+ b) = 1− ξi the solution derived from the Lagrangian
‖w‖2 + C
ℓ∑
i=1
ξ2i −
ℓ∑
i=1
αi (yi(〈w, φ(xi)〉+ b)− 1 + ξi) , (6.17)
yields:
w =
ℓ∑
i=1
yiαiφ(xi),
ℓ∑
i=1
yiαi = 0, αi = Cξi, yi(〈w, φ(xi)〉+ b)− 1 + ξi = 0. (6.18)
notice that ξ as well as w depend on α and b, therefore, the solution reduces to the system
of linear equations (
0 −yT
y K ◦ yyT + 1
C
I
)(
b
α
)
=
(
0
1
)
(6.19)
Perhaps the most obvious difference between (6.13) and (6.19) is the computation
of the shift parameter. The solution also involves Hadamadar products ◦ of the Gram
matrix with matrices that are outer products of the label vectors, however, one naturally
asks if there is real advantage in this dual formulation, and if there is clear connection
with Vapnik’s formulation since the concept of optimal margin formulation losses all its
meaning when inequality constraints are replaced by a set of equalities (we are actually
replacing the loss function).
Regularized least squares classifier with shift parameter
Here, we want to construct a linear classifier on a RKHS comprising the two key elements
of the RLSC and LSSVM: regularization on the set of linear functionals and the allowance
of the shift term in the solution. The optimization problem can be stated as follows:
min
α, b
[
‖y − (Kα+ b1)‖2 + λαTKα
]
(6.20)
this problem is quite similar to (6.14), and can be rewritten as
min
α, b
[(
y − (K| 1)
(
α
b
))T(
y − (K| 1)
(
α
b
))
+ λ
(
α
b
)T(
K 0
0T 0
)(
α
b
)]
(6.21)
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The compound vector (αT| b)T is found after solving the following linear system:(
KK+ λK K1
1TK ℓ
)(
α
b
)
=
(
K
1T
)
y (6.22)
or (
K+ λI 1
1TK ℓ
)(
α
b
)
=
(
y
1Ty
)
(6.23)
This classifier satisfies two important invariants: orthonormal transformations and
translations in the RKHS.
Logistic discrimination
In the previous cases , we have considered the output of the sign function for assigning an
object to an specific class. Notice, we have focused on finding a function that approximate
its outputs to the corresponding labels; but, is there any relation with MAP rule? In fact,
this is the case, though, the model is very simplistic. For example, in binary classification
the posterior probability for a class P (y = −1|x0) is always 1 if the point lies in the
region for which the decision function f(xo) = −1 and 0 for the other class. Logistic
discrimination (regression) looks for a function that models the posterior probability for
each class without estimating the generative densities. Here, we will restrict to the problem
of two populations (two-class problem). The function f(x) = P (y = 1|x) we want to
estimate must map x into [0, 1] interval. the posterior probability for the negative class
is given by P (y = −1|x) = 1 − f(x) and the function must be continuous4. We cannot
expect the linear least squares model satisfy these restrictions, however, a transformation
of its image may work. A candidate for this mapping must be a continuous function
F : R 7→ [0, 1] in this sense,
f(x) = F (〈w, x〉+ b) (6.24)
A suitable choice is the logistic cumulative probability distribution,
F (t) =
1
1 + exp (−t)
=
exp (t)
1 + exp (t)
(6.25)
where t = 〈w, x〉+ b; the above function has an interesting property for the two class case
t = log
P (y = 1|x0)
1− P (y = 1|x0)
(6.26)
Thus, the affine function 〈w, x〉+b is the logarithm of a ratio between the probabilities that
x belongs to one of the classes. Under the assumption of an iid sample with ℓ examples,
and making an slight modification to the labels, replacing −1 by 0; we have that:
P (yi|xi;w, b) = P (y = 1|xi)
yi(1− P (y = 1|xi))
1−yi , (6.27)
4If this was not the case the sign function would suffice
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with log-likelihood given by
L(w, b) =
ℓ∑
i=1
(yi log(pi) + (1− yi) log (1− pi)) (6.28)
where pi =
exp (〈w, xi〉+b)
1+exp (〈w, xi〉+b) . It can be noticed that (6.28) is nonlinear for w and b; thence, we
should use an iterative procedure to maximize the log-likelihood of our training sample.
Applying the Newton-Raphson updating rule requires the computation of the first and
second order derivatives of the objective function (log-likelihood). To simplify the calcu-
lations of w and b we restrict to X = Rq. Consider the expanded vectors of β =
(
wT| b
)T
and x̂i =
(
xTi | 1
)T
:
∂L(β)
∂β
=
ℓ∑
i=1
x̂i(yi − pi) (6.29)
∂2L(β)
∂β∂βT
= −
ℓ∑
i=1
x̂ix̂
T
i pi(1− pi) (6.30)
Let X = (x1| x2| · · · | xℓ)
T be the data matrix and y = (y1 y2 · · · yℓ)
T be the label vector.
The updating process for β is given by
β(r+1) = β(r) +
(
(X|1)TW(r) (X|1)
)−1
(X|1)T
(
y − p(r)
)
(6.31)
=
(
(X|1)TW(r) (X|1)
)−1
(X|1)TW(r)z(r) (6.32)
where W(r) is a diagonal matrix of size ℓ × ℓ with entries Wii = pi(1 − pi) computed
from the current parameters β(r), p(r) is a vector with the current estimate of probabilities
pi, and z
(r) is obtained as follows:
z(r) = (X|1)β(r) +W(r)
−1 (
y − p(r)
)
Kernel logistic discrimination
For the following formulation, we will employ a transformation of the log-likelihood (equa-
tion (6.28)), which has better interpretation in the context of a regularized risk functional.
The model deviance, which can be directly obtained from the log-likelihood of a function
f(x) = 〈w, x〉 + b as D(f) = −2L(f), is a non-negative function of the parameters β
and can be regarded as the risk estimate for the function f . From Representer theorem
(see [Scho¨lkopf and Smola, 2002])and for a fixed value of b, a minimizer fb of the regularized
risk functional
Rreg(fb) = D(fb) + λ‖w‖
2 (6.33)
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admits a representation of the form
fb(x) =
ℓ∑
i=1
αik(xi, x) + b
where k is a kernel function. With these results, we can recast our optimization problem
using (6.11) for finding w. Let L(α, b) the kernelized version of the log-likelihood,
L(α, b) =
ℓ∑
i=1
[
yi(
ℓ∑
j=1
αjk(xj, xi) + b)− log (1 + exp (
ℓ∑
j=1
αjk(xj, xi) + b))
]
(6.34)
This amounts to computing the partial derivatives of the transformed observation vectors
of the matrix K = {Kji = k(xj, xi)}, that is, x̂i = (K1i, K2i, · · · , Kℓi| 1)
T and β =(
αT| b
)T
. The above leads to the following iterative procedure:
β(r+1) =
(
(K|1)TW(r) (K|1) + λKreg
)−1
(K|1)TW(r)z(r) (6.35)
where
Kreg =
(
K 0
0T 0
)
is the regularization matrix that arises from the term λ‖w‖2. There are cases for which
the above regularization term does not suffice for making the matrix invertible, in this case
we add the identity matrix in order to shift the pure Newton’s search iteration towards a
gradient descent direction.
6.3.2 Large margin classifiers on metric spaces
So far, we have taken by granted the positive definiteness condition that kernels must
satisfy and thus working in a Hilbert space is possible. However, the available metrics
may not satisfy this condition we would prefer alternative ways for embedding the metric
space (X , d) into a space that has as much of the structure a Hilbert space possess. Banach
spaces share many of the properties of Hilbert spaces, such as the algebraic structure of
vector spaces and a norm that plays the role of the metric in these spaces. Here, we
want to stick with the idea that the approximation of the decision function by affine
function works well enough to extend the already developed reasoning in Hilbert spaces
to Banach. Following that line, we want to introduce a more general perspective of the
large margin classifiers (a full treatment of this subject can be found in [von Luxburg
and Bousquet, 2004, Hein et al., 2005, Der and Lee, 2007, Minh and Hofmann, 2004]).
The underlying idea of large margin is the maximization of distance between the decision
hyperplane and the closest points to it. Support vector machines, by far, are the most
widely known large margin classifiers, but as we will see later they are not alone within
this category. The computation of a large margin hyperplane involves two main steps.
The first part embeds the metric space (X , d) into a Banach space B. This can be done
directly Φ : (X , d) 7→ (B, ‖ · ‖B) or indirectly (composition) id : (X , d) 7→ (X , dB) and
φ : (X , dB) 7→ (B, ‖ · ‖B). In a nutshell, the purpose of the indirect embedding is to
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obtain a local isometry, which might be preferable if the the metric is not meaningful
when distance is large. The direct embedding, on the other hand, looks for a suitable
isometry, for which B is the norm closure of the span(Φ(x)| ∀ x ∈ X ) (Total isometric
embedding). Associated with B there is the dual space B∗ of continuous linear functionals
endowed with the norm
‖w‖ = sup
b∈B, ‖b‖≤1
|w(b)| (6.36)
Moreover, there is an isometric isomorphism between B∗ and Banach space of functions
on X .
Proposition 6.1 (From [Hein et al., 2005]). Let Φ : X 7→ B be a total isometric
embedding. Then, there exist a Banach space FB∗ of real valued Lipschitz functions 5
on X and a map Γ : B∗ 7→ FB∗, such that Γ is an isometric isomorphism. The map Γ is
given by
Γ(w)(·) = 〈w, Φ(·)〉
and it is defined ‖Γ(w)‖FB∗ = ‖w‖B
∗. The Lipschitz constant of Γ(w) is upper bounded
by ‖w‖B∗
Perhaps the main observation is that having Φ and Γ available allow us to classify data
on X by sign(Γ(w)(x)) or with the hyperplane using the bilinear form 〈w, Φ(x)〉. The
advantage of working with the latter is that a large margin classifier is easier to construct.
The problem of finding a maximal margin hyperplane is equivalent to finding the distance
between the convex hulls of the set positive examples H+ and the set of negative examples
H−. In the separable case the margin of a separating hyperplane is defined as the minimal
distance between the training points and the hyperplane HF ,
ρ(HF ) = inf
i=1,...,ℓ
d(xi, HF )
recalling the HF is the set of points for which HF (x) = 0. The margin of the maximal
margin hyperplane coincides with half the distance between the convex hulls C+ and C−
of the positive and negative points, respectively (see Figure 6.3). Thus, d(C+, C−) =
inf
p+∈C+, p−∈C−
‖p+ − p−‖B, and the solution in FB∗ is obtained by solving:
sup
w∈FB∗
[
inf
p+∈C+, p−∈C−
〈w, p+ − p−〉
‖w‖
]
or equivalently:
inf
w∈FB∗ , b∈R
‖w‖
subject to: yi(〈w,Φ(xi)〉+ b) ≥ 1 ∀i = 1, . . . , ℓ
(6.37)
5A function f : X 7→ R on a metric space (X , d) is called a Lipschitz function if there exist a constant
L such that |f(x)− f(y)| ≤ Ld(x, y) for all x, y ∈ X ; and the smallest constant L such that the inequality
holds is called the Lipschitz constant of f .
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Figure 6.3: The maximal margin problem. Here we have the non-overlapping convex hulls
that contain the points from each class; the maximum margin correspond to half of the
distance between the convex hulls.
and for the nonseparable case, the soft margin is defined ny introducing the slack
variables ξi
inf
w∈FB∗ , b∈R
[
‖w‖+ C
ℓ∑
i=1
ξi
]
subject to: yi(〈w,Φ(xi)〉+ b) ≥ 1− ξi, ξi ≥ 0 ∀i = 1, . . . , ℓ
(6.38)
From the above formulation, the support vector machine is readily obtained, if the
isometric embedding from the metric space leads to a Hilbert space H for which the
space of Lipschitz functions is embedded into the space of bounded linear functionals and
the bilinear form becomes the inner product and w is the representation of the linear
functional in H, moreover since the space of functionals we are working is compact the
solution lies inside the set (min replaces the inf). Another case is the Linear programming
machine [Graepel et al., 1999], where the Lipschitz function is constructed from linear
combinations of the distance to points in the training sample, the norm of an upper
bound of the norm of the functional, depending on the formulation, can be obtained from
the sum of the absolute values of the weights in the linear combination, therefore
inf
α∈Rℓ, b∈R
[
ℓ∑
i=1
|αi|+ C
ℓ∑
i=1
ξi
]
subject to: yi(
ℓ∑
j=1
αjd(xi, xj) + b) ≥ 1− ξi, ξi ≥ 0 ∀i = 1, . . . , ℓ
(6.39)
recalling that for the linear programming formulation each entry of α is represented by
the difference between two nonnegative quantities and its absolute value by the sum.
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6.4 Classification in dissimilarity and similarity spaces
In the above sections, we have tried to explain some kernel and metric distance-based clas-
sifiers as affine functions over vector spaces on which we have embedded our set of objects.
We have encountered that solutions have the form of a linear combination of the positive
semidefinite similarity functions (kernel) or the distance function between the training
sample and the evaluated object. These results suggest an alternative interpretation of
the use of distances and/or similarities; given a sample with ℓ objects, it is possible to con-
struct a data dependent representation by mapping an object to a real vector of ℓ entries
corresponding to the distances or similarities between the mapped object and the objects
from the sample. This fact had been pointed out for kernels in [Scho¨lkopf et al., 1999] as
the “empirical kernel map”, and recently adopted for metric and non-metric dissimilarities
in [Pekalska and Duin, 2005] with very interesting experimental results.
Definition 6.1 (Dissimilarity representation). Assume a collection of objects
R = {xr1, xr2, · · · , xrℓ} such that R ⊂ X . This set is called the representation set of
the set of prototypes, and a dissimilarity measure d : X × X 7→ R+. A dissimilarity
representation of an object x ∈ X is tuple of ℓ dissimilarities between x and the objects
of R denoted by the vector D(x,R) = (d(x, xr1), d(x, xr2), · · · , d(x, xrℓ)). Thence, a
collection of objects T has a dissimilarity matrix D(T,R) of size n × ℓ containing all
pairwise distances between the objects in T and the objects in R.
The empirical kernel map is defined in the same way but using kernel functions. The intu-
ition behind this representation is the compactness hypothesis of the classes, that is, close
objects should belong to the same class and so the distances should range, accordingly.
The dissimilarity representation can be regarded as a real vector space Rℓ endowed with
inner product. Our aim is to apply the a linear decision function of the form:
f(x) = sign(D(x,R)w + b) (6.40)
where w is the normal vector of the decision hyperplane in the dissimilarity space6. A very
simple classifier within this framework is the linear Bayes classifier based on the normally
distributed classes with equal covariances. Although, the nature of such classifier is purely
generative, we might think of the distribution assumption as some type of regularizer in
the dissimilarity space. Theoretical foundations for applying this classifier has not been
set yet, but its performance has been show experimentally.
Linear Bayes classifier
Consider a binary classification problem where each class is modelled by a multivariate
Gaussian with parameters {µ1,Σ1} and {µ2,Σ2} for classes 1 and 2, respectively. As-
suming that Σ1 = Σ2 = Σ, we end up with a linear decision surface
f(x) = sign
[
(D(x,R)−
1
2
(µ1 + µ2)
T)Σ−1(µ2 − µ1) + bias
]
(6.41)
6Recall the bold letter denotes a finite dimensional vector
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where bias is a threshold shift which is adjusted depending on the class prior probabilities
and the misclassification costs, as well [Mitchell, 1997]. Typically, the estimate of the
covariance matrix is obtained from a dissimilarity or a similarity matrix constructed with
all pair comparisons between training points. This situation leads to singular covariance
matrices that have no inverse; thence, we resort on modified matrix that can be invertible.
The regularized version of the classifier is given by
f(x) = sign
[
(D(x,R)−
1
2
(µ1 + µ2)
T)((1− λ)Σ+ λdiag(Σ))−1(µ2 − µ1) + bias
]
(6.42)
Here the regularization parameter λ is adjusted within [0, 1] range. For λ = 0 there is
no regularization, and as we move towards 1 the covariance matrix becomes more and
more diagonal leading to a naive Bayes classifier where each variable is Gaussian and
conditionally independent from the rest.
6.5 Practical Considerations and Preliminary exper-
iments
6.5.1 Choosing the tradeoff parameter
In the above sections, we have focus on presenting some of the classification algorithms
that are based on discriminative principles. The main focus was to introduce the necessary
adaptations based on dual formulations that are able to deal with modified representations
(based on similarities or dissimilarities). All the classifiers we have already explained
have an important common element; in order to control the capacity of the methods, a
regularization or penalization term has been included into the objective. The parameter
we are referring to is the λ or C constants that control the tradeoff between the norm of
the solution and the value of the empirical risk incurred by the considered solution.
The problem of choosing an appropriate value of the tradeoff parameter has been
know as model selection. While, many model selections methods have been introduced
[Friedman et al., 2001], just a few are more generic in what concerns to applicability. For
example, Bayesian Information Criterion is applicable in settings where the objective is
the maximization of a log-likelihood function. On the other hand, methods such as cross-
validation are much more computationally demanding but they can fit into a broader class
of problems. Here, we employ a parameter selection criterion based on the k-fold cross-
validation estimate of the risk term. The minimizer of the k-fold cross-validation error
is chosen as the suitable tradeoff parameter. In the case of the QPSVM and LPMachine
the cross-validation error is not a smooth function of the regularization parameter, so the
standard deviation of the error is added o the objective.
k-Fold cross-validation
Let Strain be the training sample with ℓ elements. The method of k-fold cross-validation
consists in splitting this set into k disjoint sets of approximately equal sizes. The cross-
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validation estimate of the decision function is given by
CV =
1
ℓ
ℓ∑
i=1
L(yi, f
(k)(xi)) (6.43)
where f (k) is the function that was estimated with the union of the k − 1 disjoint subsets
that do not contain xi. In Figure 6.4, we display the cross-validation estimates as a func-
tion of the tradeoff and pinpoint the location of the “optimal” parameter for Quadratic
Programming Support Vector Machine (QPSVM), Linear Programming Machine (LPMa-
chine), Kernel Logistic discriminant (KLogistic) Least Squares SVM and Linear Bayes
Classifier on dissimilarity and similarity spaces (LinBayes).
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Figure 6.4: Cross-validation plots as a function of the tradeoff parameter for different
classifiers
6.5.2 Toy data examples
The aim of these preliminary experiments is to provide elements for a qualitative analysis
of the employed classification schemes. We consider two type of data sets drawn from
known density functions. the cases consider overlapping and non-overlapping clouds of
points as well as test and training errors for different sample sizes. Graphical results are
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obtained from artificially generated samples with 40 elements on each class (total of 80
examples).
Non-overlapping linearly separable clases This set consist on two bivariate Gaus-
sians:
N1
((
−2
−2
)
,
(
2 0
0 2
))
and N2
((
2
2
)
,
(
2 0
0 2
))
.
The resulting mapping from decision functions employing a linear kernel are dis-
played in Figure 6.5.
Overlapping non-linearly separable clases In this set each class is modelled by a
mixture of two bivariate Gaussians
N11
((
1
1
)
,
(
2.5 0
0 0.5
))
and N12
((
−1
−1
)
,
(
0.5 0
0 2.5
))
.
and
N21
((
1
−3
)
,
(
1 0.7
0.7 2
))
and N22
((
−2
2
)
,
(
2 0.7
0.7 1
))
.
The resulting functions are obtained from a kernel matrix computed using the Gaus-
sian kernel with σ = 1. Before Classification the sample matrix is normalized to have
zero mean and unit variance. Results are displayed in Figure 6.6.
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(a) QPSVM (b) LPMachine (c) LinBayes
(d) KLogistic (e) LSSVM
Figure 6.5: Results for linear decision functions on a non-overlapping sample. The different decision surfaces obtained by each
discriminative approach are displayed for the same set of training points.
50
(a) QPSVM (b) LPMachine (c) LinBayes
(d) KLogistic (e) LSSVM
Figure 6.6: Results for non-linear decision functions on a overlapping sample
Chapter 7
Dimensionality Reduction
7.1 Introduction
In this thesis, we want to explore dimensionality reduction for a twofold purpose. On
the one hand as we have mentioned, we are mainly dealing with dissimilarity/similarity
representations, we want to assess the pertinence of an adopted metric or kernel for rep-
resenting the patterns of interest. Exploratory analysis, namely, visualization may con-
tribute to gaining insight about the space we have created by endowing the set of objects
X with a particular similarity/dissimilarity function. Our goal is not to choose the repre-
sentation from visualization since this a subjective procedure; instead we want to provide
additional evidence of the effectiveness of a particular procedure, which is subject to indi-
vidual interpretation. On the other hand, dimensionality reduction can be advantageous
from the machine learning perspective. The experimental part of this thesis mainly deals
with stochastic processes related with biomedical signals; however, each of type of signal
has particular way to be treated. Here, we will employ a fairly generic set of similarity
/ dissimilarity functions that yield pairwise comparisons between our objects, from these
comparisons we want the machine to extract some regularities and select those functions
that are more relevant to the problem of detection.
On the first part of the chapter, we will discuss some of the dimensionality reduc-
tion methods employed for visualization. Namely, we will present Principal Component
Analysis (PCA) and its kernelized version (KPCA) as well as Locally Linear Embedding
(LLE). The second part of the chapter presents a method for dimensionality reduction
that combines the ideas of feature extraction and feature selection within the same objec-
tive. Part of the theoretical justification for the proposed method comes from viewing the
dimensionality reduction problem as a Rank-deficient problem. The adopted framework
leads to a rather simple justification of relaxing the problem of explicit enumeration that
is involved in feature selection by a more flexible weighting scheme.
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7.2 Dimensionality reduction for Visualization
7.2.1 Principal Component Analysis (PCA)
PCA has been a mainstream technique for data analysis over a wide range of problems. Its
attractiveness is due to its simplicity and capacity for reducing dimensionality by minimiz-
ing the squared reconstruction error of a set of projected points and their original locations.
The reconstruction is obtained by a linear combination of a set of basis vectors and the
corresponding weights are called principal components. In its simplest version principal
components are computed from linear combinations of the original data. Consider a set
of objects X represented in Rn. The model parameters can be directly computed from
the centralized data matrix X ether by a singular value decomposition of this matrix or
a diagonalization of the covariance matrix estimated from data (Positive semidefinite) [?].
Let xi be the i-th observation vector (column vector) of size c, X = (x1,x2, . . . ,xn)
T . The
rotation matrix U allows for the calculation of the p principal components z that best
represent x.
z = UTx (7.1)
U can be obtained from the solution of a eigenvalue problem, and it is defined as the
leading p eigenvectors of XTX, that is:
XTXU = nUΛ (7.2)
The matrix XTX i related to the covariance matrix C = 1
n
XTX, and it can be com-
puted as (the estimate, not the true covariance):
C =
1
n
n∑
i=1
xix
T
i (7.3)
The eigenvalue problem Cu = λu implies that all solutions of u must lie in the span of
the set of vectors x1,x2, . . . ,xn, thence [Scho¨lkopf et al., 1996]:
λ〈xi,u〉 = 〈xi,Cu〉 ∀i = 1, . . . , n (7.4)
7.2.2 Kernel PCA
It is possible to substitute the original space of the observations X , which in many cases
correspond to Rp, with an inner product space H via the mapping φ : X 7→ H; [Scho¨lkopf
and Smola, 2002]. Starting from the same assumption employed for constructing the
covariance matrix C, which implies that all data is centralized in H we can proceed with
the construction of the covariance matrix in the inner product space:
CH =
1
n
n∑
i=1
φ(xi)φ(xi)
T (7.5)
If H is finite dimensional, we can think of φ(xi)φ(xi)
T as a linear operator that maps
h ∈ H to φ(xi)〈φ(xi), h〉, in this case we can find non-zero values for lambda (λ > 0) and
the respective eigenvectors uH, which satisfy:
λuH = CHuH (7.6)
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In the same way, the solutions of uH must lie in the span of {φ(x1), φ(x2), . . . , φ(xn)},
therefore:
λ〈φ(xk),uH〉 = 〈φ(xk),CHuH〉 ∀k = 1, . . . , n (7.7)
Moreover, we can define the eigenvectors in terms of the mapped data in H:
uH =
n∑
i=1
αiφ(xi) (7.8)
combining (7.7) and (7.8), yields
λ
n∑
i=1
αi〈φ(xk),φ(xi)〉 =
1
n
n∑
i=1
αi〈φ(xk),
n∑
j=1
φ(xj)〉〈φ(xj),φ(xi)〉
∀k = 1, . . . , n
(7.9)
Defining the matrix K as kij = 〈φ(xi),φ(xj)〉, we can obtain:
nλKα = K2α (7.10)
where α denotes the column vector that synthesizes the representation of uH given in
(7.8), through the set of observations mapped by φ. Due to the symmetry of K, its
eigenvectors span the whole space, hence
nλα = Kα (7.11)
generate solution to (7.10). In this sense, the eigenvalues of α correspond to nλ; therefore
each uH is in the same order ofα. It becomes necessary to transfer the restriction ‖uH‖ = 1
to the corresponding eigenvectors of K:
1 =
n∑
i,j=1
αiαj〈φ(xi),φ(xj)〉 = λ〈α,α〉 (7.12)
For extracting the principal components, we must project the mapped data in H onto
the selected eigenvectors, for doing this we have that:
〈uH,φ(x)〉 =
n∑
i=1
αi〈φ(xi),φ(x)〉 (7.13)
For data centralization, we can replace K by its corresponding centralized version:
K˜ = K− 1nK−K1n + 1nK1n (7.14)
where 1n is a square matrix of size n×n whose entries are 1/n. For the m test data points
ti that must be mapped, we have that:
ktestij = 〈φ(ti),φ(xj)〉 (7.15)
and the centralized version:
K˜test = Ktest − 1′nK−K
test1n + 1
′
nK1n. (7.16)
where 1′n is a rectangular matrix of size m× n whose entries are 1/m.
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7.2.3 Locally Linear Embedding
Linear PCA is an approximation technique, which work generally well when data lies
on a flat manifold. Recent work on dimensionality reduction has focus on unveiling the
underlying structure of data assuming a nonlinear relation, namely, when data lies on a
curved manifold [Roweis and Saul, 2000,Tenenbaum et al., 2000,Shaw and Jebara, 2007].
Locally Linear Embedding is a simple yet effective method for nonlinear dimensionality
reduction based on the assumption that data lives in a locally Euclidean manifold. In this
sense, the global underlying geometry of data is unfolded by considering that each point
is only influenced by its nearest neighbors. Consider a sample from a subset of objects
{xi}i=1,...,ℓ that live in a vector space. The local linear structure of the objects can be
encoded in a ℓ×ℓ weight matrixW. The weight matrix is constructed by assigning weights
to the k nearest neighbors of an example xi; such weights are estimated by optimizing the
following approximation error:
ε (W) =
ℓ∑
i=1
∥∥∥∥∥xi −
ℓ∑
j=1
Wijxj
∥∥∥∥∥
2
(7.17)
subject to
ℓ∑
j=1
Wij = 1 and setting to zero the value of the weights for points that are not
neighbors of xi. Notice that optimizing this constrained function for all xi is equivalent
to optimize it for each xi individually. Once the weights are computed for each element
of the sample we proceed with the calculation of a set of points Y = {yi}i=1,...,ℓ ∈ R
d that
faithfully reproduce the local geometry captured by the weight matrix W this is done by
minimizing the following cost function:
Φ (Y ) =
ℓ∑
i=1
∥∥∥∥∥yi −
ℓ∑
j=1
Wijyj
∥∥∥∥∥
2
(7.18)
subject to
ℓ∑
i=1
yi = 0 and
1
ℓ
∑ℓ
i=1 yy
T = I. If we arrange the elements of Y in a matrix
Y = (y1|y2| · · · |yℓ)
T . we can rewrite the above objective function as
Φ (Y ) = trace(YTMY) (7.19)
whereM = (I−W)T (I−W). The solution of the above minimization problem is given by
the d least eigenvectors of M after removing the eigenvector associated with the smallest
eigenvalue which is 0. This formulation is generally true if for all pair of points can be
connected through a path in the neighborhood graph. An important remark for LLE has
been pointed out in [Polito and Perona, 2002], it gives the conditions for choosing the
eigenvectors in the presence of disconnected groups.
Figure 7.1 shows an S-shaped artificially generated manifold and the underlying 2-
dimensional structure of data effectively unveiled by LLE.
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(a) Initial data living in a nonlinear
manifold
(b) Unfolded structure from LLE
Figure 7.1: Locally linear Embedding on artificial data k = 10
7.3 Combined Feature Selection and Extraction
Obtaining relevant information from feature sets has been discussed in the past by several
authors such as [John et al., 1994, ?] as a means for improving results during and after
training in learning processes. Some of the justification for reducing dimensionality was
to overcome the problem of overfitting over training data when the size of the sample
was smaller or at least as big as the number of variables representing each observation.
Even with the arrival of SVMs and other regularized methods, variable selection has not
lost its importance and recent work [Guyon and Elisseeff, 2003, Yu and Liu, 2004] still
consider this problem with a great deal of concern. Recent problems in areas such as bio-
informatics or text classification, it is not uncommon to find 104 − 107-dimension feature
vectors when the number of relevant features is considerably smaller and the computation
time that grows exponentially with the number of features in such a manner it becomes
prohibitively large for real time applications [Wolf and Shashua, 2005]. Reducing the size
of data either by encoding or removing irrelevant information, becomes necessary if one
wants to achieve good performance in the inference.
Dimensionality reduction techniques encompass feature selection and feature extrac-
tion methods; both attempt to reduce dimensionality, though, based on different target
functions or criteria. For instance, feature extraction algorithms such as PCA perform
well in the presence of correlated variables, however such a projection is not meant for
classification tasks. On the other hand, variable selection methodologies can be aimed
at improving the accuracy and/or stability of an inference system. In brief, the prob-
lem consists on finding a subset of features that can be encoded and still expose relevant
information related to some classification task.
In the present work, we embrace the problem of finding a relevant subset of projected
features (joint feature selection and extraction); this corresponds to a weighted rotation.
A type Supervised Weighted Principal Component Analysis and Weighted Regularized
Discriminant Analysis are discussed. Feature extraction methods such as PCA and LDA
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have been widely treated, and WPCA has been referred in image processing applications
with improvements on the results obtained with classic PCA [Skocˇaj and Leonardis, ].
Although, properties of changing the problem formulation of PCs are discussed in [?],
any comments about weight matrix estimation are kept aside. Other works have directed
their efforts towards variable selection using weights for ranking their relevance [Jebara
and Jaakkola, 2000,Weston et al., 2001], however their work is not directly related to
WPCA or WRDA. In our approach, we make use of ratio between two matrix traces as
the selection criteria. The optimization process consist on maximizing the trace ratio over
a fixed number of principal components or discriminant directions.
In order to test the effectiveness of the weighting algorithms, several preliminary tests
on artificially generated data were carried out. These data sets contained several relevant
features with some correlations among them as well as non relevant groups of variables:
the obtained weights were compared to sets of relevant variables known, forehand; results
show high generalization ability over small samples. Experiments on real data were con-
ducted, as well; namely, segmentation of nailfold capillaroscopic images and the NIST 3-8
prototype selection for dissimilarity space classification.
7.3.1 Preliminary Theoretical Elements
Let U : H1 → H2 be a linear operator between Hilbert spaces with,
H2 = R(U)⊕R(U)
⊥, (7.20)
for which we construct the following latent variable model
x = Uz+ ǫ, (7.21)
and let G : H1 ×H2 → H2 a linear operator defined by G(z, ǫ) = Uz + ǫ. Clearly G is
a rank-deficient operator and so the problem of separating Uz from ǫ may lead to many
solutions. If x ∈ H2 then x is of the form x = x1+x2 where x1 ∈ R(U) and x2 ∈ R(U)
⊥.
Thus, there exists a z ∈ H1 and a ǫ ∈ R(U)
⊥ such that x = Uz + ǫ. If D : H2 → R(U)
is a projection operator, that is, D is idempotent and self-adjoint; thence,
Dx = DUz+Dǫ, (7.22)
and since D is a projection onto R(U) and ǫ ∈ R(U)⊥, equation 7.22 reduces to
Dx = Uz (7.23)
7.3.2 Weighted Rotations and the Dimensionality Reduction Prob-
lem
Variable selection problem can be understood as selecting a subset of p features from a
larger set of c variables. This type of search is guided by some evaluation function that
have been defined as the relevancy of a given set [?]. Typically, such procedures involve
exhaustive search (binary selection) and so relevance measure must take into account the
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number of dimension p to state if there is significant improvement when dimensions are
added or rejected. On the other hand, feature extraction techniques take advantage of
data to encode representation efficiently in lower dimensions [Turk and Pentland, 1991].
We can capitalize on this property to keep a fixed dimension (projected space) and assess
the relevancy of the projected set. Binary search algorithms involves explicit enumeration
of the subsets and only optimal selection is guaranteed after exhaustive search. Subop-
timal heuristics such as greedy search have been introduced to reduce the computational
complexity, but relevance criteria involves the size of the subset, and proper tuning of ob-
jective function becomes problematic. Weighting schemes are more flexible in this sense.
Although, weights do not provide optimal solution in most of the cases, they can reach
fair results.
Here, we want to link the above latent variable model (equation (7.21)) with the concept
of relevance introduced in Part I (also see [John et al., 1994]). For such a purpose, let
assume that D(U) is the space where a set of strong relevant variables live in. Therefore,
a subset of the observed variables x, which corresponds to R(U) can be regarded as
relevant variable set that may contain weakly relevant variables as well as strongly relevant
variables. As consequence, the set of irrelevant variables must live inR(U)⊥. In this sense,
D allows for the computation of U without the influence of irrelevant variables that may
hinder the correct computation of a feature extraction process.
Let us split D into two operators D0 and Dr such that D = D0+Dr. The range space
of this two operators is contained in H2. It is easy to show that from equation (7.22),
D0x = D0Uz−Drǫ (7.24)
Consider the following relation:
‖D0Uz−D0x‖ = ‖Drǫ‖ (7.25)
In the case of binary selection, we may use the projection operator as our variable selector;
for finite sets of variablesD is a diagonal matrix with 0s and 1s in its diagonal. For practical
purposes, we want to use an approximation D0 that can perform closely to the binary
selector. That is, minimize the equation (7.25). One way for doing this is maintaining the
norm of the composition P{R(U)⊥}◦Dr as small as possible, where P{R(U)⊥} is a projection
operator onto the orthogonal space to the range space of U.
We can combine feature extraction methods with weighted data to maintain a fixed
set size and accommodate weights in such a manner relevance is maximized. Surprisingly,
this consideration is crucial to guaranty that low weights will vanish. Next, we will give
descriptions of the employed methodologies and algorithms.
To simplify notation anytime we refer to D, we are actually referring to D0.
Weighted Probabilistic PCA
Consider the latent variable model for data
x = Uz+ v; z ∼ N (0, I) v ∼ N (0, R) (7.26)
latent variables z are assumed to be independent and identically distributed over a unit
variance spherical Gaussian. Notice the difference between PPCA model and PCA were
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the variance of latent variables can be associated to the diagonal elements of Λ. The model
also considers a general perturbation matrix R, but [Tipping and Bishop, 1999] restrict
it to be ǫI (Isotropic noise). Now, we modify the formulation of the model to introduce
weights on the measured variables and so perform the weighted rotation.
Let D be a diagonal matrix containing the weight of the i-th variable in the element
dii. If we assume the new observed variable as diixi, the observed vector becomes Dx, the
model is now defined:
Dx = Uz+ v (7.27)
z and v are still distributed as in (7.26). From this derivation, y is normally distributed
with zero mean and covariance given by:
D−1UUTD−1 +D−1RD−1
By this moment the model seems more likely to be Factor Analysis. Indeed, if we look
at D−1U and ǫD−2 as the new rotation and perturbation matrices; the model exposes
nothing but non-orthonormal rotations and non-isotropic noise. Nevertheless, we have a
different point view since low weights in D turn into noise generators for the observed
variables x. Thence, both weights and rotation coefficients will be diminished on this
directions (variables are less likeable to be relevant in the observation vector x). As
discussed by [Roweis, 1997], we are interested on the posterior probability of the hidden
variable z given the observation x. For the new model (see equation (7.27)) we have that:
P (z| x) = P (x| z)P (z)
P (x)
(7.28)
=
N(D−1Uz, D−1RD−1)|
x
N(0, I)|z
N(0, D−1(UUT+R)D−1)|
x
= N (βDx, I− βU)|
z
being
β = UT (UUT +R)−1 (7.29)
From equation (7.27) it can be derived an EM algorithm to estimate the unknown state
(latent variable) in the e-step and maximize the expected joint likelihood of the estimated
z and observed x in the m-step by choosing U and R under model assumptions.
In the case of the modified model (weighted variables):
• Noise-free model
ZT =
(
UTU
)−1
UTDXT
U = DXTZ
(
ZTZ
)−1
Up to this point, it has been only defined the way PCA rotation can be estimated.
Before moving on to weight update process, we will review some brief aspects about
Regularized Discriminant Analysis.
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Regularized Discriminant Analysis
RDA was proposed by [Friedman, 1989] for small sample, high-dimensional data sets to
overcome the degradation of the discriminant rule. In our particular case. we refer to
Regularized linear discriminant analysis. The aim of this technique is to find a linear
projection of the space where scatter between classes is maximized and the within scatter
is minimal. A way of finding such a projection to maximize the ratio between the projected
between class and within class matrices:
J =
|UTΣBU|
|UTΣWU|
(7.30)
U is the projection matrix whose dimension is given by the number of classes (k) to be
linearly separated, ΣB is the between class matrix and can be associated to the dispersion
of the mean values of each class, andΣW is the within class matrix and can be linked to the
average class covariance matrix. The problem is defined as the constrained maximization
of |UTΣBU|, that is,
max
U
|UTΣBU| (7.31)
subject to
|UTΣWU| = 1
Conditional extremes can be obtained from Lagrange multipliers; the solutions for (7.31)
are the k − 1 leading generalized eigenvectors of ΣB and ΣW that are the leading eigen-
vectors of Σ−1W ΣB. The need of regularization arises from small samples were ΣW can not
be directly inverted. Then the solution is rewritten as:
(ΣW + δI)
−1ΣBU = UΛ (7.32)
After weighting data, that is XD we can recast the J quotient as:
JD =
|UTDΣBDU|
|UTDΣWDU|
(7.33)
Now that the two rotation algorithms have been described, we introduce the variable
selection method.
Variable Weighting and relevance Criterion
From the previous sections, we may know now the desired weighted linear transformation
we want to apply. Data will be projected onto a fixed dimension subspace. Such dimen-
sionality is chosen depending on the rotation criteria, for instance if we have a two-class
problem and we want to test WRDA the fixed dimension should be 1 to assure convergence.
In order to assess the relevance of a given weighted projection of a fixed dimension we
introduce some separability measure. The search function will fall in some local maximum
of the target function. The parameter to be optimized is the weight matrixD, and selected
criteria is the ratio traces of the aforementioned within and between matrices; this criteria
is particularly known as J4 [?]. For weighted-projected data this measure is given by:
J4(D,U) =
trace(UTDΣBDU)
trace(UTDΣWDU)
(7.34)
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The size of U is (c × f) and f denotes the fixed dimension, which is the number of
projection vectors U:
U =
(
φ1 φ2 · · · φf
)
(7.35)
In order to apply matrix derivatives easily, we may want to rewrite D in terms of its
diagonal entries and represent it as a column vector d. For this purpose, equation (7.34)
can be rewritten in terms of Hadamard products as follows:
trace
(
UTDKDU
)
=
f∑
i=1
dT (K ◦ φiφ
T
i )d (7.36)
= dT
(
f∑
i=1
K ◦ φiφ
T
i
)
d
J4(d) =
dT
(
f∑
i=1
ΣB ◦ φiφ
T
i
)
d
dT
(
f∑
i=1
ΣW ◦ φiφTi
)
d
(7.37)
This target function is quite similar in nature to the one obtained for LDA 1. Therefore,
the solution of d with constrained L2 norm is given by the leading eigenvector of(
f∑
i=1
ΣW ◦ φiφ
T
i + δI
)−1( f∑
i=1
ΣB ◦ φiφ
T
i
)
(7.38)
Notice this type of description assumes elements of U as static, though derivatives
on d do exist. To overcome this issue we interleave the computation of d and U until
convergence of both [Wolf and Shashua, 2005]. Another key point is the interpretability of
weights. Positivity has been considered to be meaningful in terms of defining sparseness
and thus its relation with binary selection (considering weights to be 0, 1 ). Nonetheless,
in the context of the relevance function used in this paper, we can disregard signs of the
values obtained for the weights and focus on the absolute to drawn conclusions .
Theorem 7.1 If A, B ∈Mn are positive semidefinite matrices, then A◦B is also positive
semidefinite. Moreover, if both A and B are positive definite, then so is A ◦B
Proof of theorem 7.1 can be found in [Horn and Johnson, 1999] (Theorem 7.5.3).
Proposition 7.1 Let A ∈ Mn be positive semidefinite, B ∈ Mn×m, and S ∈ Mn defined
as diagonal matrix whose entries are given by:
sij =
{
sign(·) i = j
0 i 6= j
Then:
1Regularization can be thought as Tikhonov filtering of singular solutions of (7.37) or the SNR from
sampling populations with equal means.
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Algorithm 1 WPCA
1: Normalize each feature vector to have zero mean and ‖ · ‖2 = 1
2: Start with some initial set of orthonormal vectors U(0)
3: Compute d(r) from solution given in section 7.3.2, and reweigh data.
4: Compute the (e and m)-steps of the desired latent variable model (Noise-free or Sen-
sible). The normalized columns of the estimated U, that is ‖ · ‖2 = 1, become the
columns of U(r)
5: Compare U(r) and U(r−1) for some ε and return to step 3 if necessary2.
6: Orthogonalize the obtained subspace as below:
svd(UTDXTXDU) = ASAT ; Uend = A
TU
Algorithm 2 WRDA
1: Set dimension to be k − 1, being k the number of classes
2: Normalize each feature vector to have zero mean and ‖ · ‖2 = 1
3: Start with some initial set of orthonormal vectors U(0)
4: Compute d(r) from solution given in section 7.3.2, and reweigh data.
5: Compute the U(r) from solution given in section 7.3.2.
6: CompareU(r) andU(r−1) for some ε and return to step 3 if necessary (likewise WPCA).
i) BTB is positive semidefinite.
ii) (Sx)TASx is symmetric and positive semidefinite.
Proof 7.1 .
i)
xTBTBx = BxTBx = zTz
where z = Bx, so xTBTBx =
n∑
i=1
z2i
⇒ xTBTBx ≥ 0
ii)
SxTASx = xTSTASx = sT (A ◦ xxT )s
Because of 7.1 xxT is positive semidefinite,and so is A ◦ xxT . Moreover,
(−Sx)TA− (Sx) = (Sx)TA(Sx)

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7.3.3 Functional data adaptation
Let X be a set of objects that we want to classify into k different classes. Each observation
x ∈ X is represented by a c-tuple of functions defined in the same domain, for instance
x = (f1, f2, · · · , fc) and fl ∈ L
2[a, b], for l = 1, · · · , c. If we want to plug in the
feature selection algorithm 2, presented in the previous sections, we need to define a way
of quantifying the variation in the space of square integrable functions L2[a, b]. To this
end, we will define the following key elements:
• The expected function:
E{fl(t)} =
∫
R
fdFl(f ; t) (7.39)
• The expected quadratic norm:
E{‖fl‖
2} =
b∫
a
∫
R
|f |2dFl(f ; t)
 dt (7.40)
• The expected inner product
E{〈fl, gm〉} =
b∫
a
∫∫
R
(fg)dFlm(f, g; t)
 dt (7.41)
where Fl(f ; t) is the first-order probability distribution of l-th stochastic process repre-
sented by fl(t, x), and Flm(f, g; t) is the joint probability distribution of the l-th and m-th
stochastic processes fl(t, x) and fm(t, x). In general, we just have access to a discrete
version fl[t] of the function fl; besides, Fl(f ; t) and Flm(f, g; t) are unknown. The only
available information is provided by the sample
(x1, y1), (x2, y2), · · · , (xn, yn),
where each xi = (f1i[t], f2i[t], · · · , fci[t]) for 1 ≤ t ≤ T , and yi ∈ Y = {1, 2, · · · , k} is
the class label for each observed xi. Under these conditions we define the discrete empirical
estimations of the expected values:
• The discrete expected function:
Eemp{fl[t]} =
1
n
n∑
i=1
fli[t] (7.42)
• The expected quadratic norm:
Eemp{‖fl‖
2} =
1
n
n∑
i=1
(
T∑
t=1
|fli[t]|
2
)
(7.43)
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• The expected inner product
Eemp{〈fl, fm〉} =
1
n
n∑
i=1
(
T∑
t=1
fli[t]fmi[t]
)
(7.44)
With this elements we can construct analogs for ΣW and ΣB. Notice that Algorithm 2,
requires of a previous normalization of data. In the functional case this can be achieved
by removing to each observation xi the overall empirical mean of the sample, that is:
f̂li[t] = fli[t]− Eemp{fl[t]} for 1 ≤ l ≤ c (7.45)
and scaling the values that each function takes:
f˜li[t] =
f̂li[t]√
nEemp{‖f̂l[t]‖2}
for 1 ≤ l ≤ c (7.46)
From now and on, to ease the notation, we will assume that fli[i] is the normalized version
of the function, that is Eemp{fl[t]} = 0 and Eemp{‖fl‖
2} = 1/n. For each j class, we define
the empirical class-conditional expected values, which are computed as follows:
Eemp{T{fl}|j} =
1
nj
∑
xi|yi=j
T{fli}
Eemp{T{fl, fm}|j} =
1
nj
∑
xi|yi=j
T{fli, fmi}
(7.47)
where nj is the number of observations that belong to j-th class, T{·} and T{·, ·} are
functions over f . The j-th within class matrix ΣWj has the following elements:
wjlm = Eemp{〈fl − Eemp{fl|j}, fm − Eemp{fm|j}〉|j} (7.48)
and the pooled within class matrix ΣW cam be computed as:
ΣW =
k∑
j=1
njΣWj (7.49)
The elements blm of the between class matrix ΣB are given by:
blm =
k∑
j=1
nj〈Eemp{fl|j}, Eemp{fl|j}〉 (7.50)
Once ΣW and ΣB have been obtained, we can proceed with the rest of Algorithm 2 with
no further modifications.
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7.4 Preliminary Experiments
7.4.1 Experimental setup: vectorial data
Tests are carried out on three types of data, artificially generated classes (toy data), and
two binary classification tasks on real problems, namely, medical image segmentation and
prototype selection for MNIST-38 digit recognition.
Toy data
For comparison purposes we generate artificial observation vectors in the same way is
described for the linear problem in [Weston et al., 2001]. Six dimensions out of 202 were
relevant. Observation vectors are balanced (equal proportion or probability). Class labels
are y = −1, 1. First three features x1, x2, x3 were drawn as xi = yN(i, 1) and the
second three x4, x5, x6 were drawn as xi = N(0, 1) with a probability of 0.7, otherwise
the first three were drawn as xi = N(0, 1) and the second three as xi = y(i− 3, 1). The
remaining features are noise with xi = N(0, 20). Figure 7.2 depicts results of the weight
vector for Noise-free Weighted PCA (3 principal directions) and WRDA (1 discriminant
direction), remaining irrelevant features exposed the same behavior. Reduced space by
WPCA is also presented along with classic PPCA. From figure 7.2(d) it can be seen how
(a) Weight vector for WRDA (b) Weight vector for WPCA Noise-free
(c) Principal Components (d) Weighted Principal Components
Noise-free
Figure 7.2: Weight vectors for WRDA and WPCA. Spanned spaces for PPCA and WPCA.
The size of the training set is 100 observations per class
classes are well separated compared with probabilistic principal components depicted in
7.2(c). We also test the accuracy of the algorithms with respect to number of observations
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(a) Linear pooled covariance matrix (b) Linear SVM
Figure 7.3: Comparison of projection methods feeding linear classifiers.
for training. A fixed set of 1000 observations was kept for validation while different sizes
of training sets were drawn from the distribution described, above. Figure 7.3 shows the
classification accuracy for different training sizes by computing the mean of 20 training
sets of the same size. Classification results come from a linear classifiers; 7.3(a) assumes
equal Gaussian distributions for each class and 7.3(b) uses a linear SVM.
Nailfold capillaroscopic images
Information about connective tissue diseases can be obtained from capillaroscopic images
(see figure 7.4(a)). Therefore, morphological features of the capillary loops have been
studied in medicine for diagnosing lupus erythamatosus. Nonetheless, estimation of this
kind of features is challenging for several reasons:
• The location of the capillary zone depends on the medical supervision and experience.
Changes in magnification generate scale changes, translations and rotations of the
current capillaries.
• Tortuosity and presence of enlarged and giant capillaries are used for calculating
linear densities of tortuous capillaries.
• Capillary orientation and vascularities are important features for diagnosing connec-
tive tissue diseases.
The problem consist on achieving good segmentation of capillaries for further studies.
In [Li et al., 2005], medical image segmentation through machine learning approaches has
been successfully applied, which motivates the idea of adapting the proposed method for
solving a similar problem. In the present case, each pixel is represented by 24-dimension
vector obtained from standard color space transformations: RGB, HSV, YIQ, YCbCr,
LAB, XYZ, UVL, CMYK. The underlying idea is the contrast enhancement of capillary
images. This particular problem seems suitable for appraising the performance of the
method, since color spaces can be redundant, nonetheless, some transformation can benefit
the segment grouping.
we tested the algorithm on 20 images After applying the weighting algorithms we have
obtained a set of relevant color transformations, specifically for WRDA: Q plane from Y IQ
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(a) Acquired Image (b) Desired Segmentation
Figure 7.4: Sample Image from Nailfold Capillaroscopic data
Figure 7.5: Enhanced contrast plane by means of different linear transformations
space, Cr from Y CbCr, and A from LAB transformation. For WPCA with one principal
component, we have: Q plane from Y IQ space, and A from LAB transformation (see
figure 7.5).
Figure 7.6: Receiver Operating Characteristic curve for Nailfold Capillaroscopic Images
We make use of ROC curves to assess the quality of the transformation. Scores are
obtained from the likelihoods of discriminant functions of Gaussian distributions with
equal priors. In figure 7.6 are the plots of 4 ROCs. The areas under the curves are:
0.9557, 0.9554, 0.9549, 0.7295 for WRDA, WPCA,RDA and PCA, respectively. Notice
how there is no significant changes on working with only 2 or 3 color planes of the original
24, while rotation offered by PCA does not perform as well as the rest of rotations. Even
though, segmentation performance can be increased if more involved methods are brought
into consideration, the obtained results can be used as a preprocessing stage for subsequent
improvements.
Nist-38 recognition
The MNIST digit database is a well known benchmark for testing algorithms. We want to
observe the feasibility of applying our approach to dissimilarity representations. Prototype
selection can be seen as a variable selection process in dissimilarity spaces [Pekalska et al.,
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Space
Prototype
Selection
(a) Pairwise Complexity
d(x, )d(x, )
d
(x
,

)
(b) Dissimilarity Space
Figure 7.7: Pairwise complexity and dissimilarity space
2006]. The problem is illustrated in Figure 7.7. As we mentioned in chapter 6 the pairwise
distances can be seen as data dependent features. Moreover, we attempt to illustrate the
problem with large sets of prototypes, even the regularized discriminant analysis exposes
poor performance for unseen objects 7.8. We construct our training set by randomly
picking 900 examples per class. These new samples are split into observation set (600
images) and prototype set (remaining 300 images; the same rule applies for validation
sets. Dissimilarity matrices are (1200× 600) containing Euclidean distances. ROC curves
over ten runs are displayed for WRDA, WPCA (1 WPC), RDA and PCA (1 PC) (see
figure 7.9); and their respective average areas under the curve are: 0.995547, 0.991719,
0.998769, 0.509725. Even though, RDA and WRDA are very similar in performance, the
number of prototypes needed is much less (30 to 40 prototypes were selected by WPCA
and WRDA).
Figure 7.8: Curse of Dimensionality of RDA
68
(a) NIST-38 ROCs (b) Performance vs Size
Figure 7.9: Receiver Operating Characteristic curve for NIST-38 digit detection and
performance-size tradeoff
7.4.2 Experimental setup: functional data
The preliminary experiments for our proposed method rely on artificially generated data.
In this sense, we will focus our attention on time Gaussian processes; they fulfil most of
the assumptions considered in our method [Mackay, 1998]. Basically, the method looks
for significant difference in the locations of the classes based on expected values of the
processes. Recalling the key elements of our functional adaptation of WRDA we have that
a Gaussian process is described by its mean function µ(t) and covariance function C(t, t′).
Here, we will test our method by generating two multivariate time Gaussian processes.
Each example is represented by a set of 16 functional features. These functional features
are split into 2 groups. The first eight are relevant while the second group of eight features
are not.
Relevant This set is generated by 4 four independent univariate time Gaussian processes
and 4 derived features that are obtained after passing the first four processes through
a MIMO system.
Irrelevant This set is generated in a similar manner but none of the functional features
differ on their mean functions for each class.
Table 7.1 describes the 2 multivariate Gaussian processes that were generated for the tests.
The covariance function Ci of the i-th process is obtained from the following expression:
Ci(t, s) = ηi(t)(κi(t, s) ∗ 0.01δ(t− s))ηi(s) for 1 ≤ t, s ≤ τ = 40 (7.51)
where (· ∗ ·) denotes the convolution operation. The process is discretized with t =
1, 2, . . . , τ . Figure 7.10 displays the covariance function for the first simulated simulated
process f1(t) Figures 7.11 and 7.13 show the time plots for 50 realizations of the Gaussian
processes; 25 blue lines are examples drawn from class 1, while the other 25 red lines are
examples from class 2. The black, thick lines are the mean corresponding functions. In
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Type of
functional
feature
Process description
Relevant
Conditional Mean Function Covariance Function Components
E{f(t)|1} E{f(t)|2} η(t) κ(t, s)
f1 tanh
“
pi
τ
t− pi
2
”
2 tanh
“
pi
τ
t− pi
2
”
− 1
2
tanh
“
2pi
τ
t− π
”
1
2
+ 1
2
exp
0
@−2
“
t− τ
2
”2
τ
1
A g(t)g(s) where g(t) =
8>><
>>:
exp−
(t+4)2
2(4/3)2
−8 < t− τ
2
≤ 0
exp−
(t−5)2
2(4/3)2
1 ≤ t− τ
2
≤ 9
0 elsewhere
f2 0 0.3 sin(
2pi
τ
t) 1− 1
2
exp
0
@−2
“
t− τ
2
”2
τ
1
A g(t)g(s) where g(t) =

cos ( 2pi
9
t) −18 < t− τ
2
≤ 18
0 elsewhere
f3
0.3
τ
t 0.3− 0.3
τ
t 1 + 0.5 tanh(( τ
2
t− 1))
sign(g(t)g(s))
p
|g(t)g(s)|
where g(t) =

cos ( 2pi
9
t) −18 < t− τ
2
≤ 18
0 elsewhere
f4 −0.3 sin(
2pi
τ
t) sin( 4pi
τ
)t 0.3 sin( 2pi
τ
t)
q
1− 0.8 1
τ
t =

5
p
(t− τ/2)2 + (s− τ/2)2 ≤ 2
0 elsewhere
Irrelevant
Mean Function Covariance Function Components
E{f(t)} η(t) κ(t, s)
f9 5(tanh(
pi
τ
t− pi
2
)− 0.5 tanh( 2pi
τ
t− π)) exp(−
(t− τ
2
)2
τ
) 1 + 1
2
exp
„
−2 t
2
τ
«
g(t)g(s) where g(t) =
8>><
>>:
exp−
(t+4)2
2(4/3)2
−8 < t− τ
2
≤ 0
exp−
(t−5)2
2(4/3)2
1 ≤ t− τ
2
≤ 9
0 elsewhere
f10 0 1−
1
2
exp
0
@−2
“
t− τ
2
”2
τ
1
A g(t)g(s) where g(t) =

cos ( 2pi
9
t) −18 < t− τ
2
≤ 18
0 elsewhere
f11 0.3−
0.3
τ
t 1
sign(g(t)g(s))
p
|g(t)g(s)|
where g(t) =

cos ( 2pi
9
t) −18 < t− τ
2
≤ 18
0 elsewhere
f12 0.3 cos (
2pi
τ
t)
q
1− 0.8
τ
t =

5
p
(t− τ/2)2 + (s− τ/2)2 ≤ 2
0 elsewhere
Table 7.1: Description of the simulated processes
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Figure 7.10: Resulting covariance function for f1(t)
(a) f1(t) (b) f2(t) (c) f3(t) (d) f4(t)
(e) f5(t) (f) f6(t) (g) f7(t) (h) f8(t)
Figure 7.11: Realizations of the relevant functional features for the toy Gaussian processes
the functional case, each weight is applied to a functional feature the resulting rotation is
carried out in the space of functions. Thus, analogously to Linear discriminant analysis
where we denote the linear combination of variables as canonical variables, here we refer
to a linear combination of functional features as canonical functions. These canonical
functions are obtained from the entries of matrices D and U as:
Υj(t) =
c∑
i=1
uijdiifi(t) (7.52)
We use Functional PCA (FPCA) [Ramsay and Silverman, 2005] to embed this canon-
ical function in a finite space and perform discrimination with a pooled covariance matrix
classifier whose decision function is linear.
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(a) f9(t) (b) f10(t) (c) f11(t) (d) f12(t)
(e) f13(t) (f) f14(t) (g) f15(t) (h) f16(t)
Figure 7.12: Realizations of the irrelevant functional features for the toy Gaussian pro-
cesses
(a) Canonical functions
(b) Principal functions and resulting embedding of canonical functions
Figure 7.13: Results of the functional adaptation of WRDA applied on the toy data set.
Figure 7.13(a) show the obtained weights for δ = 0.05 and the resulting canonical
functions for Class 1 and Class 2 in blue and red lines, respectively. Notice how a linear
combination given by (8.4) yields two very different behaviors of the processes through time
time regarding the class they belong. Figure 7.13(b) shows the resulting FPCA embedding
along with the principal functions that are compared to the canonical functions using the
L2[a, b] inner product.
7.5 Choosing the Regularization Parameter
As we have seen, the proposed algorithms have two free parameters to be adjusted. One
is the dimensionality of the latent space (Principal components for WPCA or canonical
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Irrelevant Relevant
l
lopt
J( )4 l
Figure 7.14: Objective function vs Regularization parameter
variables for WRDA). For this part of the problem we recommend to start with a small
number of latent variables preferably 1; then increment the number of variables and evalu-
ate the accuracy provided by this set. In the case of WRDA, as we have already mentioned
a first guess would involve the number of classes of the problem. The other parameter
is the regularization parameter. This parameter controls the tradeoff between separabil-
ity and the number of features with rapid decaying weights. The larger the δ, the more
weights will vanish. In this sense. Let’s have a look at the objective function:
J4 =
Volume occupied by class centers
Volume occupied by each class
(7.53)
If we discard irrelevant variables we don’t expect much change in the distance between
classes, but the volume occupied by each class should decrease, substantially. On the other
hand, if we discard a relevant variable from the set we should expect a decrease in both
terms the distance between classes and the volume occupied by each class. This intuition
suggests a parameter selection criterion.
Proposition 7.2 (Irrelevant-Relevant Tradeoff of J4). Let J4 : R+ 7→ R+ be monotoni-
cally decreasing function of δ. The J4(δ) must be an a L-shaped curve as the one displayed
in Figure 7.14 and the optimal tradeoff parameter is located around the inflection point of
the function J4(δ).
Proof 7.2 For the zone marked as Irrelevant,we have that:
dJ4(δ)
dδ
≪ 0 (7.54)
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Now if J4(δ) =
f(δ)
g(δ)
, and f, g > 0 it is easy to show that:
dg(δ)
dδ
f(δ)≫
df(δ)
dδ
g(δ), (7.55)
the above yields
dg(δ)
dδ
1
g(δ)
≫
df(δ)
dδ
1
f(δ)
, (7.56)
which corresponds to
d log g(δ)
dδ
≫
d log f(δ)
dδ
, (7.57)
and so
dg(δ)
dδ
≫
df(δ)
dδ
, (7.58)
this proves the first part of the proposition. Since J4(δ) is a strictly monotonic decreasing
function of δ, we have that for δi < δr :
J4(δi) > J4(δr), (7.59)
however we have that as δ →∞
dg(δ)
dδ
=
df(δ)
dδ
, (7.60)
Therefore
dJ4(δi)
dδ
<
dJ4(δr)
dδ
, (7.61)

Figure 7.15 shows the evolution of the feature weights as a function of the trade off
parameter and the corresponding J4(δ). The assessed data set corresponds to a two class
sample with 20 probably relevant features and 20 irrelevant features. These variables
are indexed from 1 to 40, being the first 20 variables the subset of relevant features and
the remaining 20 the subset of irrelevant features. Notice how variation of the tradeoff
parameter influences the number of features that are weighted with zero, indicating the
set of discarded variables. The threshold presented as a black solid line correspond to the
inflection point of the J4 criterion.
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Figure 7.15: Feature weights for different regularization values and J4(δ) criterion for
WRDA
Part IV
Experiments
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Chapter 8
Experimental Setup
In this chapter, we attempt to present a coherent combination of the elements presented
during the previous parts of this thesis. The experimental part of this work is concerned
with the use of the already mentioned methods in biomedical signal processing namely,
pathology detection. For this purpose we employ three different types of databases, whose
detailed description will be given below. All algorithms and tests were carried out with
MatLabr in a Pentium4 2.6GHz with 1GB of RAM over Windows XP.
8.1 Data Bases
One of the main goals of this work is the development of a method that encompass the
so called “dynamic features” under the assumption that they provide relevant informa-
tion to the problem of pathology detection. In this study, we consider three types of
biomedical signals: Electro Encephalographic signals (EEG), speech signals, and Electro
Cardiographic signals (ECG).
8.1.1 Bonn University EEG Database
This database comprises a series of recordings collected by the Epileptology group at Bonn
University. A comprehensive description of the database is available in [Andrzejak et al.,
2001]. This database is composed of five sets of recordings denoted by Capital letters
A, B, C, D, and E; each set contains 100 time series obtained from an EEG channel,
each time series has 4096 time samples. These recordings were selected and extracted
from a multichannel EEG after visual inspection to avoid artifacts such as muscle and
eye movements. The first two sets (A and B) consist of time segments extracted from
healthy people using the standard localization scheme 10–20. Sets A and B corresponds
to relaxation state with eyes open and closed, respectively. Sets C, D and E originate from
presurgical diagnosis. Signals from 5 patients were selected, all of them have reached total
control of their epileptic episodes after dissecting one of the hippocampus formations, that
was detected as the epileptogenic zone. Segments from set D where recorded inside the
epileptogenic zone, and C set from the opposite hemisphere of the hippocampus formation.
Sets C and D only contain measures during inter ictal intervals, while set E contains ictal
activity, only. All signals were recorded with a 128-channel system using averaged common
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reference. Sampling frequency is 173.61Hz with 12-bit resolution. Figure 8.1 displays some
of the typical waveforms from each set.
A
B
C
D
E
1s
Figure 8.1: Bonn Database example signals.
Here, we do not employ the raw series, instead, we use a logarithmic transformation
of five different smoothed estimations of the variance of the signal across time; the trans-
formation is achieved by the following expression:
varlog = log (1 + var) (8.1)
. This five estimations will be our set of dynamic features for describing the EEG record-
ings. In Figure 8.2 each coordinate set displays a different variance estimation of five
realizations of the stochastic process. Red is for set A, green for set B, blue for set C,
magenta for set D, and black for set E.
8.1.2 Massachusetts Eye and Ear Infirmary Voice Laboratory
(MEEIVL) voice disorders database
The employed database is distributed by Kay Elemetrics Corp. [Massachusetts Eye and
Ear Infirmary, 1994] and contains speech recordings from pathological and normal people.
For this database the recordings were half-band filtered and downsampled to 25 kHz. A
resolution of 16-bit was used for all the speech samples. The recorded material is the
sustained phonation of /ah/ vowel from patients with a variety of voice pathologies: or-
ganic, neurological, and traumatic disorders. A set of 173 pathological and 53 normal
speakers has been taken according to those enumerated by [Parsa and Jamieson, 2000].
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Figure 8.2: Smoothed variance estimation for EEG signals.
The recordings were previously edited to remove the beginning and ending of each utter-
ance, removing the onset and offset effects in these parts of the utterance. Throughout
this work, the short-term FFT-based MFCC parameters have been used complemented
with the energy of the frame and three noise measurements that provides an idea of the
degree of noise: Harmonic-to-Noise Ratio(HNR), Normalized Noise Energy (NNE), and
Glottal to Noise Excitation Ratio (GNE). Dynamic features correspond to windowed es-
timations of HNR, NNE, GNE, Energy, and 12 MFCC along with their first and second
order derivatives. This accounts for a total of 48 functional features. These time vectors
were clipped to a fixed number of windows moving from the central window to the sides,
symmetrically. The fixed length of the sampled functions was 40 instances per functional
feature. We refer to [Daza et al., 2008] for similar configuration.
8.1.3 The MIT-BIH arrhythmia database
The data contained in this database was gathered during the 70’s. The MIT-BIH Arrhyth-
mia Database contains 48 half-hour excerpts of two-channel ambulatory ECG recordings,
obtained from 47 subjects studied by the BIH Arrhythmia Laboratory between 1975 and
1979. Twenty-three recordings were chosen at random from a set of 4000 24-hour ambu-
latory ECG recordings collected from a mixed population of inpatients (about 60%) and
outpatients (about 40%) at Boston’s Beth Israel Hospital; the remaining 25 recordings
were selected from the same set to include less common but clinically significant arrhyth-
mias that would not be well-represented in a small random sample. Here we attempt to
classify a set of annotated heartbeats labelled as normal and non-normal heart beats. The
total of normal heartbeats is 3184, while the non-normal class contains 2523. Here we
want to test the efficacy of the characterization employing raw data. For this purpose,
we segment each heartbeat by taking the point annotated as R peak and we move 300
milliseconds back and forward for total of 600 milliseconds, besides, we each heartbeat
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Figure 8.3: Some of the examples for the ECG database
is sub-sampled to a half of the original sampling rate which is 360Hz. We expect that
sub-sampling does not sacrifice relevant frequency components since we are still satisfying
the Nyquist frequency. More information on this database can be found in [Moody and
Mark, 1990]. Figure 8.3 presents some of the exemplars from normal class (red plots) and
non-normal class (blue plots). Table 8.1 summarizes the main features of the 3 employed
data sets. There are three main aspects to highlight about the available sets. The number
of examples per class is fairly balanced for ECG and EEG databases while in the case
of VOICE database the number of examples of the control class is around the a third
of the number of examples for pathological class. Additionally, working with instance
based methods such as kernel algorithms need to consider a reasonable modest number of
training examples1, and thus we need to bring into consideration the size of the training
sets; the most critical case in our experiments is the ECG database. Computing some of
the similarity and dissimilarity functions becomes very costly when the number of time
instances is large as well as the number of functional features, for example the DTW
kernel or correntropy are computationally demanding, therefore a preliminary analysis of
sampling rates and nature of the dynamic features might be beneficial, especially for EEG
database which has a substancial number of time instances.
8.2 Experimental Outline
The experimental setup has been divided into four stages.
1. Preprocessing and preliminary exploration.
2. Dissimilarity and similarity generation.
1Although there are large scale implementations of some of the algorithms presented in this work this
is out of the scope of the objectives of this work.
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Type of
Recording
Number of
examples
Number of
time instances
Number of
dynamic
features
EEG 200 and 300 4096 5
VOICE 53 and 173 40 48
ECG 3184 and 2583 100 1∗
Table 8.1: Summary of the main features of biomedical signal databases (∗ This is not
really a computed dynamic feature is the segmented raw data)
3. Dimensionality Reduction.
(a) Dissimilarity and Similarity selection and combination.
(b) Prototype Selection.
4. Classification.
This separation will allow for presenting partial results, comparisons within intermedi-
ate stages, and the most important, a better understanding of the rationale behind the
proposed sequence of steps and how they contribute to the final goal. From table 8.1, it
can be seen that the three databases require particular treatments; however, individual
considerations do not interfere with overall process we have sketched.
8.3 Preprocessing and Preliminary Exploration
8.3.1 Some notation
Although, we stick with most of the notation presented in the previous parts of this work,
we want to recall some of the elements that will be used to describe the experiments.
Objects, are typically denoted by x being X the set of objects. Matrices and finite length
vectors are explicitly denoted with bold letters; capital letter for matrices and small caps
for vectors (matrix A and vector x). All vectors are column vectors unless otherwise
stated. Spaces are denotes by calligraphic capital letters for instance a Hilbert space will
be denoted as H. Time-dependent functional features are denoted by fl(t), where the
subindex l refers to the l-th functional feature. If there are two subindexes fli(t), we are
denoting the i-th observation from a sample S. Calculations are carried out on discrete
versions of a functional feature, square-brackets for the argument, that is fli[t], will be
used to state that argument t belongs to Z+.
8.3.2 Preprocessing
The preprocessing stage is rather simple. It is primarily concerned with the range of
the functional features will allow us to set the free parameters of some dissimilarity and
similarity functions. In particular EEG an VOICE databases are preprocessed in two
steps, which are functional centralization and standardization. These two procedures are
performed using ensemble averages as follows:
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• Functional centralization: The estimated mean function from each functional feature
is removed.
f̂li[t] = fli[t]− E{fl[t]} for the l-th functional feature (8.2)
• Functional standardization: here we re-scale each centralized functional feature by
expected squared norm of the function
f˜li[t] =
f̂li[t]√
E{‖f̂l[t]‖2}
for the l-th functional feature (8.3)
where i is the index for the i-th example from the set of observations, E{fl[t]} =
1
n
∑n
i=1 fli[t],
and E{‖fl[t]‖
2} = 1
n
∑n
i=1
(∑T
t=1 |fli[t]|
2
)
.
For ECG recordings, we employ time averages, therefore we remove the mean from each
observation and re-scale to unit variance. This type of preprocessing is very common when
dealing with raw data and that is the reason we do not employ it for the EEG and VOICE
data sets.
8.3.3 Preliminary exploration
For a first glance at nature of our data we will apply the functional feature selection
method presented in chapter 7. This is actually very close to working with Euclidean
distance and the linear kernel between functions. The main purpose is twofold: to set
a bottom-line for the following stages of the proposed methodology, and to assess the
pertinence of applying the most computationally demanding similarity and dissimilarity
functions between functional features. This process is carried out over the EEG and
VOICE databases; the ECG database is left aside since it only consider one functional
feature which is the raw data.
Regularization parameter selection
The entire set of observations will be considered in this analysis. The first step is to
choose the regularization parameter this is done graphically using the proposed selection
criterion, which is based on the shape of the objective function for different regularization
values. Figure 8.4(a) depicts the objective function vs the regularization parameter; red
diamond shows the optimal value, δ = 0.0032, for the grid of evaluated points. Figure
8.4(b) presents the objective function vs the regularization parameter with the optimal
value, δ = 0.137; notice the break point in the curve is not as evident as for EEG database,
thence we will also test the algorithm on a lower δ = 0.09 and an upper δ = 0.205.
Functional feature selection and canonical functions
The preliminary analysis consists on finding a set p of canonical functions resulting from a
linear combination of the original set of c functional features using the Functional WRDA,
Υji[t] =
c∑
l=1
αjlfli[t]. (8.4)
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Figure 8.4: Regularization parameter choice for EEG and VOICE databases
where αjl is obtained from the entries of the weighting and rotation matrices D =
diag(d1, d2, · · · , dl) and U =
(
u1 u2 · · · up
)
, and i is the index for the i-th ob-
servation .
In the two class case, which is our case, the set of canonical functions reduces to a
single function, that is, U = u1.
In the left plot of Figure 8.5(a) we display the resulting weights for the 5 functional
features (smoothed variance estimators). The right plot show the resulting canonical
function for the whole set of examples. The left plot of Figure 8.5(b) shows the resulting
weights for the 48 functional features considering three regularization values suggested
above. The right plot show the resulting canonical function for the whole set of examples
for δ = 0.137. Notice how for larger values of the regularization parameter more weights
become zero (compare the cyan and red plots from 8.5(b)).
Functional PCA Embedding
We could use this functional features to perform classification with a kernel classifier or a
distance based classifier by simply computing the inner product or the Euclidean distance
between pairs of observations that now are represented by a canonical function. In here,
we use Functional PCA (FPCA) [Ramsay and Silverman, 2005] to embed this canonical
function into a smaller dimension Euclidean space and then perform discrimination with
a pooled covariance matrix classifier whose decision function is linear. This approach is
equivalent to Kernel PCA using the inner product
k(xi, xj) = 〈Υ1i[t],Υ1j[t]〉 = 〈
c∑
l=1
α1lfli[t],
c∑
l=1
α1lflj[t]〉
=
c∑
l=1
c∑
r=1
α1lα1r〈fli[t], frj[t]〉
(8.5)
Figures 8.6(a) and 8.6(b) display the clustered classes and how the first principal compo-
nent may suffice for accurate classification of the sample. Moreover, the shape of the first
principal functions and how points are distributed in the embedding suggest a particular
phenomenon. The first principal function for both databases is approximate constant, so
the inner product between the canonical function and the first PC is equivalent to a time
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(a) EEG database
(b) VOICE database
Figure 8.5: Feature weights and resulting canonical functions for EEG and VOICE
databases. Red lines are canonical functions from pathological examples and blue lines
are from normal observations.
average of the canonical function, which in turn is a sum of time averages of the selected
original functional features (features with non-zero weights). PCA result seem to coin-
cide with a LDA projection; a particular situation when both methods coincide is for a
two class problem where the within class covariance functions are isotropic approximately
equal with a significant difference between their means.
Database
Number of Components
1 PC 2 PCs 3 PCs
EEG 0.104 0.102 0.102
VOICE
δ = 0.09 0.086 0.095 0.0769
δ = 0.137 0.0905 0.0905 0.0814
δ = 0.205 0.0950 0.0950 0.0950
Table 8.2: Training errors for EEG and VOICE databases using Functional PCA and
Functional WRDA
Table 8.2 shows the training errors for the pooled covariance classifier whose decision
function is linear. Notice how for the chosen regularization value the results are stable
when dimensions are added. Particularly for VOICE, notice how the training error remains
low and stable for δ = 0.137 and how oscillates for δ = 0.09, indicating that the value
selected as optimal behaves well, and the time average (first PC) provide the discriminative
information for the problem.
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(a) EEG database
(b) VOICE database
Figure 8.6: Functional PCA embedding using the first two principal components and
principal functions for EEG and VOICE databases.
Effects of removing time average
A second preliminary analysis is carried out removing the time average from each func-
tional feature. The regularization values are δ = 0.292 and δ = 0.1906 for EEG and
VOICE databases, respectively. Figure 8.7 exhibit the results of applying the Functional
WRDA after removing the time average from each observation. For EEG, we observe that
the sinusoidal shape of the second and third principal functions of the right plot on Figure
8.5(a) hold after removing the time average for the first and second principal functions.
We test the hypothesis of equality of the means of the two classes for the 2-dimensional
embedding using the first two principal components; the reason for using both is that
they are rather complementary in terms of frequency component analysis 2. The test
is a MANOVA test with a significance level α = 0.05, yielding the rejection of the null
hypothesis (the means are the same). Multiple ANOVA tests were carried out for the
remaining components all of them accepted the null hypothesis, that is, they possibly do
not contribute to the separation of the classes. However, the joint contribution of the time
average and this frequency components is not really evident because of a large scale gap
between them. In other words, the eigenvalues of the second and third components are
three orders of magnitude below the eigenvalue of the first component.
The VOICE database revealed a different situation. After removing the mean the selected
functional features as well as the principal functions changed dramatically. The second
2Both are trigonometric functions with approximately the same frequency but differing in phase, which
in turn makes them orthogonal.
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(a) EEG database
(b) VOICE database
Figure 8.7: Functional PCA embedding using the first two principal components and
principal functions for EEG and VOICE after removing the time average from each ob-
servation.
and third components from the left draw in Figure 8.6(b) are approximately trigonometric
functions; the first and the second principal functions are quite different. This result from
a different set of selected functional features, namely, Energy and the first order derivative
of HNR. The embedding shows an evident difference for a subgroup of the pathological
class.
Figure 8.8: Canonical function for VOICE database after removing the time average
In addition, Figure 8.8 shows a different behavior for canonical functions. This time
there is a notorious trend for canonical functions from normal recordings. Nevertheless,
we cannot assure that this trend belongs to the normal class because the overall mean
function has been removed from all functional features. Thence, the trend may belong to
86
pathological class or to both. But what is clear, yet to be confirmed, is that considering
this behavior might benefit the accuracy in detection.
Down-sampling EEG functional features
The findings above presented about the dynamic behavior of the EEG functional features
and the large number of time instances has led to the following question. Is it possible
to down-sample the functional features without loosing relevant information? Here, we
attempt to provide an answer for this question, which have important consequences in the
following steps allowing for a reasonable computation time of distances and similarities
between observations. For such an end, we test the procedures for 3 different down-
sampling rates. Table 8.3 compares the training accuracies, regularization parameters and
the correlation of the transformed vector using the first principal component with the one
obtained from the full series (4096 time instances). Results show that the length of EEG
Parameter
Down-sampling rate
Full(4096) 10 (410) 100 (41) 1000 (5)
Train error 1st PC 0.1040 0.1040 0.1040 0.1040
Regularization δ 0.0032 0.003 0.003 0.003
Correlation 1st PC NA 0.9999945 0.9999963 0.9998597
Table 8.3: Comparison for EEG database at different sampling rates
functional features can be down-sampled, even to extreme rates such as 1000, without
loosing relevant information for pathology detection. From now and on,we will employ
the EEG functional features down-sampled by a factor of 10.
8.4 Dissimilarity and Similarity Generation
In this section we will make important considerations that will be present in the rest of
the experimental section; among them: the training and validation sets for each database,
and the similarity and dissimilarity functions employed for each type of biomedical signal.
From the preliminary analysis presented in the previous section, we have gained some
insight about the nature and particularities of the functional features employed for EEG
and VOICE databases. Several interesting observations were derived: the effects of down-
sampling, what results might be influenced by similarity functions that eliminate influence
of the time average such as correlation, and which functional features might be considered
relevant in terms of classification.
8.4.1 Similarity and Dissimilarity sets
In chapter 5, we introduced the distances and kernels that certainly will be employed in
the coming stages of our methodology. Table 8.4 provide a summary of the implemented
similarity and dissimilarity functions.
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Function
Main Features
Type Computational
cost
Group
computable
Free
parameters
Euclidean D O(NT ) X ·
Inner product S O(NT ) X ·
Correlation S O(T ) · ·
Correntropy S O(T 2) · X
AR-coef D O(T 2) · X
AR-cepstral D O(T 2) · X
DTW linear S O(NT 3) X ·
DTW Gaussian S O(NT 3) · X
FDO kernel S O(T 2) · X
Table 8.4: Summary of the implemented similarity an dissimilarity functions. T is the
number of time instances and N the number of functional features (only four group com-
putable)
From this set of similarity and dissimilarity functions we can move from similarities to
dissimilarities and viceversa. For positive similarity functions, that is s(xi, xj) ≥ 0 for all
xi, xj ∈ X , we will construct dissimilarities using the following relation:
d(xi, xj) =
1
1 + s(xi, xj)
(8.6)
and from bounded similarities |s(xi, xj)| ≤ c, such that |s(xi, xi)| = c for all xi, xj ∈ X ,
we have that
d(xi, xj) =
c− s(xi, xj)
c
(8.7)
is a bounded distance, yet not necessarily metric. Regarding distances we will use the
Radial basis function (RBF) to construct similarities as:
s(xi, xj) = exp
(
−
d(xi, xj)
2
σ
)
(8.8)
in this transformation we will use the kernel alignment to tune σ.
These transformations will leave us with a set of 9 similarities and 6 dissimilarities to work
with:
• Similarities:
K1: RBF for Euclidean distance.
K2: Inner product.
K3: Correlation.
K4: Correntropy.
K5: RBF for AR coefficients distance.
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K6: RBF for AR-based cepstral distance.
K7: DTW linear kernel.
K8: DTW Gaussian kernel.
K9: Function dependent operator kernel.
• Dissimilarities:
D1: Euclidean distance.
D2: Transformed correlation using equation (8.7)
D3: Transformed correntropy using equation (8.7)
D4: AR coefficients distance.
D5: AR-based cepstral distance.
D6: Transformed DTW Gaussian kernel using equation (8.6).
This functions are calculated for each pair of observations using one functional feature at
the time, that is, we will compute one distance between xi and xj using f1[1], another one
using f2[t], and so on. Besides, if the distance or similarity is group computable we will
calculate it, as well.
EEG database
As we have seen in the preliminary analysis. functional features for EEG database seem
to have a constant behavior over time, and so we were able to down-sample the time
series. Nevertheless, the time series is still large for computing the most computationally
demanding distances, and little expected gain from using them. Therefore, we will only
consider a subset of the above presented similarity and dissimilarity functions: K1, K2,
K3, K4, D1, D2, and D3. The total set of similarities for EEG database is 4 ∗ 5 + 2 = 22
(4 similarities, 5 functional features and 2 group computable similarities). The total set
of dissimilarities is 3 ∗ 5+ 1 = 16 (3 dissimilarities and 1 group computable dissimilarity).
VOICE database
Preliminary analysis showed how the most relevant functional features for VOICE database
appear to have a constant behavior over time. However, we also found that part of the
discriminant information might be contained in the trend encountered for another group
of functional features (see Figure 8.8). Therefore, we will consider the whole set of the
available similarity and dissimilarity functions. The total set of similarities for VOICE
database is 9 ∗ 48+3 = 435 (9 similarities, 48 functional features and 3 group computable
similarities). The total set of dissimilarities is 6 ∗ 48 + 1 = 289 (6 dissimilarities and 1
group computable dissimilarity).
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ECG database
This database contains the raw data series of segmented hearth beats from one ECG
channel. We will compute all available similarity and dissimilarity functions. The total
set of similarities for ECG database is 9 ∗ 1 = 9 (9 similarities, 1 time series). The total
set of dissimilarities is 6 ∗ 1 = 6 (6 dissimilarities).
8.4.2 Test and Validation sets
In chapter 6 we discussed several classification algorithms based on pairwise similarities
and dissimilarities. These type of algorithms are known as instance based methods primar-
ily non-parametric. However, non-parametric models might be a misleading term because
these methods do have variables to adjust (for instance the LSSVM decision function fits
a weight for each training example) and the number of parameters actually grows with
the amount of training data.
On the other hand, it is necessary to validate the generalization ability of the final
classification system. In this sense, the available sample should be split into a training
sub-sample and a validation set. The validation test contains observations that were not
used during training they can tell us whether the algorithm over-adjusted to the examples
of training data or learning actually took place.
The methodology we employ in this work is known as k-fold cross-validation with an
slight twist for the ECG database.
EEG database
This database will be divided into two equally-sized disjoint subsets, that is 2 subsets
of 250 examples (100 normal, and 150 pathological). The test error is the average error
obtained from training with one set and validating with the other.
VOICE database
The data set is split into 5 equally sized disjoint sets (10 normal, and 33 pathological)
each of these sets is a validation set, and the training set is the complementary set (the
union of the remaining sets. 43 normal, and 135 pathological).
ECG database
This database is partitioned into 20 equally-sized disjoint sets each one containing 285
examples (126 normal and 159 pathological). 10 pairs of subsets are formed with these 20
sets. Each pair will be used to train and validate the method.
8.4.3 Preliminary visualization
The aim of this section is to provide a qualitative evaluation of the employed distances.
For such a purpose, we use two visualization methods Kernel PCA and Locally Linear
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Embedding. These methods embed the pairwise similarities or distances onto low dimen-
sional Euclidean spaces. The evaluation of this part is rather subjective. Here, we present
some of the most appealing embeddings for the employed distances and kernels as well as
the functional features involved in their calculation.
(a) Kernel PCA embedding usingK2 on the whole
set of functional features (group computed)
(b) Locally linear embedding using D1 on the
whole set of functional features (group computed)
Figure 8.9: Kernel PCA and locally linear embedding for visualization of EEG database
k = 15
In Figure 8.9, embeddings from inner product (linear kernel) using KPCA and Eu-
clidean distance using LLE with k = 15 nearest neighbors are displayed. The first remak
from this embedding is the non-gaussian behavior of the classes when using the whole set
of functional features. From preliminary analysis we have seen that a linear combination
of a subset of the functional features gives a more Gaussian behavior of the class clusters
(canonical functions embedded using functional PCA. Figure 8.6(a)). The resulting em-
bedding also show the effects of applying the logarithmic transformation and the typical
case that reflects the variation of the normal class versus the pathological class. Typically,
the pathological class is more spread than the normal class. The embeddings obtained
from centralized and similarities such as correlation were not presented because they did
not reflect any conditional structure (at least not visually). This result combined with
the down-sampling analysis that we carried out before suggest that the variance estima-
tion over time is probably constant and the time average only diminishes the confidence
interval of a variance estimate of the input EEG signal.
Resulting embeddings from Figures 8.10(a) and 8.10(b) show an important behavior for
pathological voice detection that have been already pointed out in [Parsa and Jamieson,
2000]. The Glottal Noise measures have different mean values for normal and pathological
patients, and the spread of the pathological class is as expected higher than for normal
class. The preliminary analysis that suggest a subtle dynamic behavior for functional
features of VOICE database is confirmed from Kernel PCA embedding using K2 and K8
over the whole set of functional features. The ellipsoidal shape of the normal class suggest
a time dependent behavior that becomes more noticeable for K8 which is a time alignment
kernel. This aspect motivates further studies on these time developing measures; what
is more, the aligned second order derivative of the GNE depicted in 8.10(e) shows an
interesting class dependent behavior that should be taken into account. Nevertheless,
we have to remember that functional mean removal from preprocessing gives rise to the
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(a) Kernel PCA embedding using K1 on GNE (b) Kernel PCA embedding using K2 on GNE
(c) Kernel PCA embedding usingK2 on the whole
set of functional features (group computed)
(d) Kernel PCA embedding usingK7 on the whole
set of functional features (group computed)
(e) Kernel PCA embedding using K8 on the sec-
ond order derivative of GNE
Figure 8.10: Kernel PCA embedding for visualization of VOICE database
question of whether the time behavior belongs to normal class or the pathological. In what
concerns to the ECG database, there is an evident multi-modal behavior for both normal
and pathological classes. The locally linear embedding, which have interesting connection
with spectral clustering [Polito and Perona, 2002] confirms this fact by embedding de
different modes of the ECG signals onto the same points the Figures 8.11(h), 8.11(i),
8.11(j), and 8.11(k) where jittered to show that the clusters are consistent with the assigned
labels. The multiple scatter plots for several embeddings from the different employed
kernels and distances for ECG data presented in Figure 8.11 show that the employed
distances can perform well on processes with gramatical structure, a well defined sequence
of identifiable events. It is expected that a non-parametric method for classification or a
prototype based classifier can perform well on this data.
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(a) Kernel PCA embedding usingK1 (b) Kernel PCA embedding using
K2
(c) Kernel PCA embedding usingK3 (d) Kernel PCA embedding using
K4
(e) Kernel PCA embedding usingK7 (f) Kernel PCA embedding using K8 (g) Kernel PCA embedding usingK9
(h) Locally linear embedding using
D1
(i) Locally linear embedding using
D2
(j) Locally linear embedding using
D3
(k) Locally linear embedding using
D6
Figure 8.11: Kernel PCA Locally linear embedding for visualization of ECG database (k = 5)
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8.5 Dimensionality Reduction
This is probably the most critical stage of the proposed experimental line. What it seemed
at the beginning a small number of similarity and dissimilarity functions have become
larger and more complex, due to the number of functional features that represent each
observation. Here, we attempt to reduce this set of similarities or dissimilarities by deriv-
ing combined kernels and distances using clever linear combinations. It turns out that the
functional feature selection using WRDA can serve to the above objective. After accom-
plishing this reduction to one distance or kernel that leads to a single Kernel or Distance
matrix, we want to reduce the number of training examples that will be used to train the
classifiers. The latter step is known as prototype selection and was presented in chapter
7 as preliminary experiment for testing WRDA on vectorial data (MNIST-38 prototype
selection).
8.5.1 Dissimilarity and Similarity selection and combination
Let g : X × X 7→ R be a continuous function where X is a compact measurable non-
empty set with a finite measure. Let S = xi
ℓ
i=1 be a set of elements from X ; the vector
g(x, S) = (g(x, x1), · · · , g(x, xℓ))
T is a stochastic process. In this sense, it is possible to
apply the functional WRDA method by replacing the time argument with the index i that
relates to an element of X . For our training sample we can regard the elements where we
evaluate our function g as a sampling estimator of a particular stochastic process whose
index set is the entire set X . An slight modification is introduced to the Functional WRDA
algorithm it forces the entries of the rotation vector to be positive. This procedure can
be applied to the two class problem since the orthogonality condition of the rotation does
not apply when we deal with a single projection vector. The canonical function that is
obtained correspond to a positive sum of centralized and standardized distances or kernels
whose normalized overall mean needs to be readded to fulfil the conditions of a distance
or positive definite kernel. Therefore this shifted canonical functions are nothing but a
derived distance or kernel obtained from a positive linear combination of the original sets
of distances or similarity functions.
Figure 8.12 displays the kernel PCA and locally linear embedding obtained from the
unique derived kernal and distance matrices for the three databases.
Form these set of scatter plots it can be seen that the combination of maintains a
high level of separability between the normal and pathological classes, no matter if the
combination was meant for kernels or distances. This results should follow from the
compactness hypothesis of the classes. It is expected that the similarity between an
element of a given class other objects from the same class remain larger than the similarity
between this object and the objects of another classes. The same holds for dissimilarities,
though in an inverse manner.
8.5.2 Prototype Selection
As we have mentioned before, this procedure is explained in the preliminary experiments
of the proposed dimensionality reduction. It main purpose is to reduce the number of
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(a) Kernel PCA embedding using derived kernel
for EEG database
(b) Locally linear embedding using derived dis-
tance for EEG database k = 18
(c) Kernel PCA embedding using derived kernel
for VOICE database
(d) Locally linear embedding using derived kernel
for VOICE database k = 15
(e) Kernel PCA embedding using derived kernel
for ECG database
(f) Locally Linear embedding using derived kernel
for ECG database k = 5
Figure 8.12: Kernel PCA Locally linear embedding for visualization of EEG, VOICE and
ECG database
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examples that will be used for training the classifier without sacrificing the performance.
In this case, WRDA on vectorial data is employed over the kernel or dissimilarity matrix.
The average number of selected prototypes regarding the database is:
• EEG: 45 for kernel-based and 49 for distance based.
• VOICE: 68 for kernel-based and 131 for distance-based.
• ECG: 74 for kernel-based and 114 for distance based.
8.6 Classification
Classifier are trained using the full training or dissimilarity matrix and with the reduced
matrix obtained from the previous stage of the proposed method. Table 8.5 show the
average test error for the derived kernel employing 4 different classifiers for the two versions
of training, full training and prototype selected subset.
Database
Classifier
Gaussian QP SVM LS SVM K logistic
EEG
full 0.0537 0.0460 0.082 0.042
prot 0.24 0.178 0.18 0.18
VOICE
full 0.093 0.097 0.093 0.1253
prot 0.0884 0.093 0.097 0.0884
ECG
full 0.013 0.012 0.0091 0.0042
prot 0.0123 0.002 0.0081 0.0043
Table 8.5: Average test errors from k-fold cross-validation for derived kernel matrices
Table 8.6 show the average test error for the derived distance employing 2 different
classifiers in the two versions, full training and prototype selected subset.
Overall results show very similar errors for all the employed classification algorithms
and the distinct databases. however it is important to investigate more on the geometrical
properties of the prototype selection method because of the obtained results for EEG
database, where there is a significant difference between the full training matrix and the
Database
Classifier
Gaussian LP Machine
EEG
full 0.136 0.06
prot 0.136 0.062
VOICE
full 0.093 0.097
prot 0.093 0.093
ECG
full 0.018 0.0035
prot 0.0144 0.0018
Table 8.6: Average test errors from k-fold cross-validation for derived distance matrices
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prototype matrix. What is more results for LP Machine show that prototypes are rather
adequate.
Part V
Conclusions
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Chapter 9
Conclusions and Future Work
We have exposed a feature selection criteria based on weighting variables followed by a
projection onto a fixed dimension subspace, which is a suitable method for evaluating
the relevance of a given set. Preliminary results have shown how reduced dimensionality
does not affect in the overall performance of the inference system (linear cases such as
capillaroscopic images). WRDA may perform better for classification than WPCA and
can be catalogued as a wrapper method since projections are class dependent (supervised
projection). We can state some informal connections between the presented methods and
the well-justified theoretical Margin and smallest enclosing sphere bound (large inter-class
distances in small spaces accounts for a similar result). Generalization errors obtained for
artificial data are encouraging since feature selection performed very well on small training
samples.
Likewise, we have presented a functional feature selection criterion based on a suitable
extension of the weighting variables followed by a projection onto a fixed dimension sub-
space. Results showed how reducing dimensionality benefits the overall performance of the
inference system. The method was successfully applied in several stages of the proposed
training scheme, which is based on dissimilarity and similarity functions on time evolv-
ing data (time series). The method was applied on preliminary exploration of EEG and
VOICE databases. The canonical function devised from the application of our method
was decomposed using FPCA, an interesting result of this analysis is that time averages
can provide all the necessary information to carry out successful classification in EEG
database. For the case of voice database it was shown that time averages account for most
of the discriminant information; however, an interesting result leaves an open problem
for further analysis. The selected distances showed that dynamics of GNE might contain
relevant information for classification.
Visualization techniques confirmed the findings for VOICE database, the embedding
of the second order derivative showed a class dependent behavior for this dynamic feature.
Additionally, we can highlight two main contributions of the proposed method:
1. The ability to select a subset of similarity/dissimilarity functions that can be com-
bined to obtain a derived metric or kernel.
2. The applicability on prototype selection which is a very important step to reduce
the computational complexity of the training without scarifying performance. What
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is more, generalization ability is controlled since the number of training examples
may have effects on the capacity term that bound the true risk from the empirical
risk estimation.
The proposed experimental sequence showed to be profitable, because each stage gave
an idea of what to expect from the following stage. Besides the visualization methods
and the built-in variable selection method functional WRDA gives more insight about the
computed distances showing which distances or kernel ought be combined to obtained a
high discriminant derived comparison function. The classification results that the derived
distance and or kernel performs well disregarding the classifier. This is an important
remark because of its relatedness with problem of representation.
9.1 Future work
The dimensionality reduction proved to be a good method for deriving similarity/dissimilarity
functions from sets of generic and easy to obtain metrics or kernels. More experiments
should be carried out using the AR based distances. Perhaps, the poor performance is
due to the nature of the analyzed processes.
Investigate more on other dimensionality reduction methods, perhaps considering ex-
plicit elements of statistical learning theory such as bounds on the risk for some loss
function that performs the feature extraction or selection criterion, would be an inter-
esting line of work. There are close relations between using the functional data analysis
with the dissimilarity or similarity spaces and Montecarlo methods of estimation, because
we work on a hopefully uniform random sample of the space. Consistency studies of
dimensionality reduction using functional data analysis can be an appealing subject for
theoretical advances in machine learning.
Part VI
Appendixes
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Appendix A
Spaces
A.1 Dissimilarity functions and metric spaces
Definition A.1 (Metric Space). A metric space is a pair (X , d), where X is a set and
d : X × X 7→ R is a function such that the following conditions are satisfied:
D1: d (x, y) ≥ 0 (non-negativity).
D2: d (x, x) = 0 (reflexivity).
D3: d (x, y) = d (y, x) (symmetry).
D4: d (x, y) = 0 ⇒ x = y (definiteness).
D5: d (x, y) + d (y, z) ≥ d (x, z) (triangle inequality).
Conditions D1 and D2 are in accordance with the intuitive meaning of distance. A func-
tion satisfying these two conditions is called a dissimilarity function or distance function.
Symmetry is not necessarily satisfied by a dissimilarity function, a common example is
the Kullback-Leibler divergence.
Definition A.2 (Generalized Metric Spaces). Let (X , ρ) be a pair, where X is a set and
ρ : X × X 7→ R. If the requirements of A.1 hold, then ρ is a distance function. If these
requirements are weakened, spaces with less constraints are considered:
1. (Hollow Space). A space (X , ρ) obeying the reflexivity condition (D2).
2. (Pre-metric Space). A hollow space (X , ρ) obeying the symmetry condition (D3)
3. (Quasi-metric Space). A pre-metric space (X , ρ) obeying the definiteness condition
(D4).
4. (Semi-metric Space). A pre-metric space (X , ρ) that satisfies (D5), as well.
5. A hollow space (X , ρ) that satisfies (D5), as well.
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We will not delve deeper into the particularities of these spaces, but being aware of their
existence will be useful when adapting dissimilarity functions to obtain the desired prop-
erties of a metric.
It is possible to define subsets of X by using the associated metric d. From these sets,
we can derive and explain some auxiliary concepts for metric spaces.
Definition A.3 (Ball and Sphere). Given a point x0 ∈ X and a real number r > 0, three
types of sets can be defined:
1. (Open ball). B(x0; r) = {x ∈ X | d(x, x0) < r}
2. (Closed ball). B¯(x0; r) = {x ∈ X |d(x, x0) ≤ r}
3. (Sphere). B¯(x0; r) = {x ∈ X | d(x, x0) = r}
Definition A.4 (Open and closed sets). A subset M of a metric space X is said to be
open if it contains a ball around each of its points. A subset K of X is said to be closed if
its complement (in X ) is open, that is X \ K is open.
Definition A.5 (Accumulation point and closure of a set). LetM be a subset of a metric
space X . x0 is an accumulation point ofM if every neighborhood of it contains at least one
point y ∈ M that is distinct from x0. The set M¯ conformed by M and its accumulation
points is called the closure of M
Notice that from definition A.4, open and closed balls are open and closed sets, respec-
tively. An open ball of radius ε is often referred as ε-neighborhood of the ball’s center x0,
and a neighborhood of x0 is any subset of X that contains an ε-neighborhood of x0 (this
point is called an interior point of its neighborhood M⊂ X ).
Definition A.6 (Topological space). Let TX be a collection of subsets of X . The pair
(X , TX ) is called a topological space if the following axioms are fulfilled:
T1: ∅, X ∈ TX .
T2: Arbitrary union of members of TX is also in TX .
T3: The intersection of a finite number of members of TX is a member of TX .
The collection TX is called the topology of X and any member of TX is an open set.
The above definition is not restricted to metric spaces (any metric space is a topological
space), however, it plays an essential role when relating metric spaces and probability
spaces (Appendix B). In the following, we comment on some important concepts related to
metric spaces that will prove to be useful for developing analysis methods and investigating
properties of the spaces at hand.
Definition A.7 (Continuous mapping). Let (X , TX ) and (Y , TY) be topological spaces. A
mapping T : X 7→ Y is continuous if and only if the inverse image of any open subset of
Y is an open subset of X
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Remark A.1 (Continuous mapping in metric spaces). Let (X , dX ) and (Y , dY) be metric
spaces. A mapping T : X 7→ Y is continuous at a point x0 ∈ X if for every ε > 0 there is
a δ > 0 such that
dY(Tx, Tx0) < ε for all x ∈ X satisfying dX (x, x0) < δ
Definition A.8 (Convergence of a sequence and limit). A sequence of elements from
a metric space (X , d) denoted by (xn) is convergent if there is a x ∈ X such that
lim
n→∞
d(xn, x) = 0. We call x the limit of (xn) and it can be written as:
lim
n→∞
xn = x or xn −→ x.
If (xn) is not convergent is said to be divergent.
It can be shown that convergent sequence is bounded and its limit is unique. A more con-
venient way to define convergence without using the limit element is Cauchy convergence.
This type of convergence is also useful to assess another property of some metric spaces
called completeness.
Definition A.9 (Cauchy convergence). In metric space (X , d), a sequence (xn) is Cauchy
convergent iff for every given ε > 0 there is an N(ε) such that d(xn, xm) < ε for
m, n > N(ε) A sequence that is Cauchy convergent is called a Cauchy sequence.
Definition A.10 (Completeness). A metric space (X , d) is said to be complete if every
Cauchy sequence in X converges (to an element of X .
Completeness of a metric space implies interesting properties such as continuity of the
metric over the entire space. For incomplete spaces, it would be beneficial to construct a
complete spaces from them. The procedure to achieve this objective is called completion.
Definition A.11 (Isometric mapping and isometric spaces). Let (X , d) and (Xˆ , dˆ) be
metric spaces. A mapping T : X 7→ Xˆ is isometric if for all x, y ∈ X ,
dˆ(Tx, Ty) = d(x, y)
The space X is isometric with the space Xˆ . if there exists a bijective isometry of X onto
Xˆ .
Theorem A.1 (Completion). For a metric space (X , d) there exists a complete metric
space (Xˆ , dˆ) which has a subspace W that is isometric with X and is dense 1 in Xˆ
For a proof of the above theorem see [Kreyszig, 1978]. Completion and isometric mappings
are indispensable tools for elaborating methods and algorithms that are able to deal with
dissimilarity / similarity functions.
1A subset M of a metric space X is said to be dense in X if the closure of M¯ is equal to X
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A.2 Vector spaces
In this part of the chapter, we define a paramount concept “Vector Spaces”; the importance
of these spaces lies in the fact that they add algebraic structure to set of objects X . Thence,
we can represent any object from X as the result of binary operations applied to other
objects in X .
Definition A.12 (Vector Space). A vector space over a field K is a nonempty set X
(whose elements are called vectors), and two algebraic operations; these operations are
vector addition and scalar multiplication. For all x, y, z ∈ X and α, β ∈ K the following
properties must hold:
V1: x+ (y + z) = (x+ y) + z (Associativity).
V2: x+ y = y + x (Commutativity).
V3: There is a vector 0 ∈ X such that x+ 0 = x (zero vector).
V4: For all x ∈ X there is a −x ∈ X such that −x+ x = 0 (Additive inverse)
V5: αx ∈ X (scalar multiplication).
V6: There is a scalar 1 ∈ K such that 1x = x.
V7: α(βx) = (αβ)x (Product associativity).
V8: α(x+ y) = αx+ αy.
V9: (α+ β)x = αx+ βx.
Properties V8 and V9 are the distributive laws.
Usually the field corresponds either to real numbers R or complex numbers C. A subspace
is a subset of a vector space X , which is a vector space on its own. Typical operations we
can carry out in vector spaces are linear combinations,
m∑
i=1
αixi where αi ∈ K and xi ∈ X ;
and in the case of K = R convex combinations,
m∑
i=1
αixi where αi ≥ 0,
m∑
i=1
αi = 1 and xi ∈ X .
Notice that convex combinations are linear combinations for a restricted set of scalars.
Definition A.13 (Span). Consider the set of vectors M = {x1, x2, · · · , xm} . The set
of all possible linear combinations of the elements of this set is called the span of M, and
is denoted as span(M)
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Definition A.14 (Linear independence). Consider the set of vectorsM = {x1, x2, · · · , xm}
and the equation
m∑
i=1
αixi = 0
if αi = 0 for i = 1, . . . ,m is the only set of scalars that satisfy the equality, M is called
linearly independent, otherwise is linearly dependent.
The span ofM⊂ X is a subspace. If span(M) = X andM is linearly independent,M is
a basis for X and the cardinality ofM is called the dimension of X . Relating two spaces
through a mapping might be advantageous, for instance, in theorem A.1 the completion
of space can be carried by means of an isometric mapping between metric spaces. For
vector spaces there is a class of mappings that we will exploit in the upcoming sections;
they are know as linear operators.
Definition A.15 (Linear operator). Let X1 and X2 be vector spaces defined over the same
field K. A mapping T : X1 7→ X2 is a linear operator if for all α, β ∈ K and x, y ∈ X1
the following condition hold:
T (αx+ βy) = αT (x) + βT (y)
If X2 = K, T is called a linear functional.
Remark A.2 (Linear operators on finite dimensional vector spaces). Let X and Y be fi-
nite dimensional vector spaces defined over the same field K with basesMX = {x1, x2, · · · , xm}
and MY = {y1, y2, · · · , yn}, respectively. A linear operator T : X 7→ Y can be repre-
sented by a matrix A ∈ Km×n that relates the elements of the two bases.
For T : X1 7→ X2 set {x ∈ X1 | Tx = 0} is called the null space or the kernel of T ,
written as ker(T ); the set {x ∈ X1 | Tx 6= 0} is the image im(T ). Both sets are subspaces
of X1 with the zero element as their intersection; the direct sum of these subspaces forms
X1. Practical implications of kernel and image sets become clear within the document.
Usually in pattern recognition tasks, we are faced with a function estimation problem;
the decision function f : X 7→ {Ck} could be chosen to be linear (just as the one briefly
presented in 1.3.1), where class label set {Ck} could be approximated by a subset of the
real numbers. Therefore, the study of linear functionals on vector spaces seems pertinent
for our purposes.
Definition A.16 (Dual space). Let X be a vector space over the field K. The set X ∗ of
linear functionals f : X 7→ K is called the dual space of X .
Definition A.17 (Bilinear mapping). Let X , Y, and Z be vector spaces defined over the
same field K. A bilinear mapping or bilinear operator is a function b : X ×Y 7→ Z such
that
B1: For any fixed x ∈ X , the function b(x, y) = bx(y) behaves as a linear operator from
Y 7→ Z.
106
B2: For any fixed y ∈ Y, the function b(x, y) = by(x) behaves as a linear operator from
X 7→ Z.
Whenever X = Y and Z = K the bilinear mapping is called a bilinear form. Moreover, if
by(x) = 0 for all x ∈ X then y = 0 and if by(x) = 0 for all x ∈ X then y = 0, the bilinear
form is non-degenerate.
Definition A.18 (Evaluation functional). Let X ∗ be the dual space of X . The functional
δx : X
∗ 7→ K is called an evaluation functional such that δx(f) = f(x) = 〈f, x〉 2 for
x ∈ X . and f ∈ X ∗
A.3 Normed and Banach spaces
So far, we have treated metric spaces and vector spaces, separately. The following concept
of “normed space” defines a special type of metric spaces, for which, the geometrical
interpretation of the metric is enriched with the algebraic structure of vector spaces.
Definition A.19 (Normed space and Banach space). Let X be a vector space over a field
K. A normed space is the pair (X , ‖ · ‖) where ‖ · ‖ : X 7→ R+ is a function called norm
satisfying following properties for all x, y ∈ X :
N1: ‖x‖ ≥ 0 (Nonnegativity).
N2: ‖x‖ = 0 iff x = 0 (Non-degeneration).
N3: ‖αx‖ = |α|‖x‖ for all α ∈ K (Homogeneity).
N4: ‖x+ y‖ ≤ ‖x‖+ ‖y‖ (Triangle inequality).
The norm induces a metric by
d(x, y) = ‖x− y‖
and if X is complete in the metric defined by the norm, (X , ‖ · ‖) is a Banach space.
Definition A.20 (Bounded linear operator). Let X1 and X2 be normed spaces and T :
X1 7→ X2 a linear operator. The operator T is said to be bounded if there is a real number
c such that for all x ∈ X1
‖Tx‖ ≤ c‖x‖
From the above definition we can obtain a norm for the operator T given by the smallest
possible c that satisfies the inequality,
‖T‖ = sup
x ∈ X1
x 6= 0
‖Tx‖
‖x‖
The norm of an operator bounds the norm of the image based on the norm of the
mapped vector, that is, ‖Tx‖ ≤ ‖T‖‖x‖.
2Note this type of notation does not exclusively means inner product.
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A.4 Inner product spaces and Hilbert spaces
A subclass of normed spaces correspond to the inner product spaces. An inner product
can be regarded as a generalization of the dot product in R3 to more general vector spaces.
Inner product spaces add more structure and geometrical interpretation (the concept of
orthogonality) to the set of objects, they provide an elegant framework when working with
certain kind of pairwise similarities.
Definition A.21 (Inner product space and Hilbert spaces). Let X be a vector space over
a field K. An inner product space is the pair (X , 〈·, ·〉) where 〈·, ·〉 : X × X 7→ K
is a bilinear function called inner product and for all x, y, z ∈ X fulfils the following
properties :
I1: 〈x+ y, z〉 = 〈x, z〉+ 〈y, z〉.
I2: 〈αx, y〉 = α〈x, y〉 for all α ∈ K.
I3: 〈x, y〉 = 〈y, x〉 (Conjugate symmetry).
I4: 〈x, x〉 ≥ 0 and 〈x, x〉 = 0 iff x = 0 (definiteness)
The inner product induces a norm by ‖x‖ =
√
〈x, x〉, and a metric by
d(x, y) = ‖x− y‖ =
√
〈x− y, x− y〉
and if X is complete in the metric defined by the inner product, (X , 〈·, ·〉) is a Hilbert
space.
An important inequality related to inner product spaces is the Schwartz inequality |〈x, y〉| ≤
‖x‖‖y‖ (the equality holds for x = y).
Definition A.22 (Orthogonality). Let (X , 〈·, ·〉) be an inner product space. The vectors
x, y ∈ X are said to be orthogonal x⊥y if
〈x, y〉 = 0
Likewise, let M1, M2 ⊂ X be two sets of vectors. A vector x ∈ X is orthogonal to M1 if
x⊥y for all y ∈M1, and M1⊥M2 if x⊥y for all x ∈M1 and y ∈M2.
In Hilbert space H, a subset of orthogonal vectors with unitary norm that form a basis
for H is called an orthonormal basis. Principal component analysis or Fourier series are
just a little peek at the vast number of applications of this theory. The following result
highlights the importance of Hilbert spaces for statistical methods and particularly for
pattern recognition problems; we already expressed our interest on linear functionals and
for Hilbert spaces they have a fairly simple representation.
Theorem A.2 (Riesz representation of bounded linear functionals). For a Hilbert space
H every bounded linear functional (continuous) f : H 7→ K, can be represented in terms
of the inner product, for all x ∈ H
f(x) = 〈x, z〉
where z is uniquely determined by f , and ‖z‖ = ‖f‖
108
A.5 Similarity functions and kernels
Up to this point, most part of the definitions have to do with metrics (dissimilarity func-
tions). However, similarity functions are not far away from this setting. Below, we will
define some concepts regarding similarity and Hilbert spaces that are of great importance
for the objectives of this work.
Definition A.23 (Positive definite function or kernel3). Let X be a set, a Hermitian
function K : X × X 7→ C is positive definite iff for all n ∈ N, {xi}
n
i=1 ⊆ X , and
{ci}
n
i=1 ⊆ C, one has
n∑
i,j=1
cic
∗
jK(xi, xj) > 0 (A.1)
where ∗ denotes the complex conjugation. Additionally, K is conditionally positive definite
iff the above condition is satisfied only for {ci}
n
i=1 such that
n∑
j=1
cj = 0
Definition A.24 (Similarity function). A similarity function s : X × X 7→ R can be
constructed considering the following properties:
S1: s (x, x) > 0 (basic property).
S2: s (x, y) = s (y, x) (symmetry).
S3: s (x, y) ≥ 0 (non-negativity).
S4: (positive definiteness) as defined in A.23.
None of these properties, except for (S1), is undisputable in what defines a similarity
(affinity) function. For instance, non-negativity is not satisfied by correlation coefficients
that can be regarded as similarity functions. Nevertheless, a bounded function can be
always transformed into a non-negative function by adding the appropriate offset. In the
case of positive definiteness, the most common functions are dot products in Hilbert spaces
and positive definite kernel functions play a leading role in this context [Scho¨lkopf and
Smola, 2002,Vapnik, 1998].
Remark A.3 (Kernel). The term kernel stems from the first use of this type of function
in the field of integral operators. A function that gives rise to an operator Tk via
(Tkf)(x) =
∫
X
k(x, x′)f(x′)dx′ (A.2)
is called the kernel of Tk.
It is clear that suitable choices of similarity functions are the positive semidefinite
kernels. This type of functions can be considered as generalized inner products [Scho¨lkopf
and Smola, 2002].
3Here, the term kernel does not refer to the null space of an operator
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Definition A.25 (Reproducing kernel Hilbert space). Let X be an nonempty set and H
a Hilbert space of functions f : X 7→ R. Then (H, 〈·, ·〉) is called a reproducing kernel
Hilbert space if there exists a function k : X × X 7→ R with the following properties.
R1: k has the reproducing property 〈f, k(x, ·)〉 = f(x) for all f ∈ H and x ∈ X, in
particular 〈k(x, ·), k(y, ·)〉 = k(x, y).
R2: k spans H, such that H is complete.
Theorem A.3 (Mercer4).Let k ∈ L∞(X 2) be a symmetric real valued kernel (see Remark
A.3), such that the integral operator Tk : L
2(X ) 7→ L2(X ),
Tk(f)(x) :=
∫
X
k(x, y)f(y)dµ(y)
is positive, i.e. for all f ∈ L2(X ), we have
∫
X k(x, y)f(x)f(y)dµ(y)dµ(x) ≥ 0. Let
ψj ∈ L
2(X ) be the normalized eigenfunctions of Tk with eigenvalues λj > 0
5, sorted in
non-increasing order. Then
1. (λj)j ∈ l
1,
2. ψj ∈ L
∞ and supj ‖ψj‖ <∞,
3. k(x, y) =
∑NH
j=1 λjψ(x)ψ(y) holds for almost all x, y. Either NH ∈ N or NH = ∞;
for the latter, the series converges absolutely and uniformly for almost all x, y
4X is assumed to be a nonempty set associated with a measure space (X , µ). Details about measure
spaces are given in chapters 3 and B
5The eigenvalues and eigenfunctions satisfy
∫
X
k(x, y)ψj(y)dµ(y) = λjψj(x) and ‖ψj‖ = 1
Appendix B
Measure and Integration Theory
B.1 Measure spaces and Lebesgue Integral
Definition B.1 (σ-algebra and measurable space). Let Ω be a non-empty set, and B be
a collection of subsets of Ω. This collection is called a σ-algebra if:
m1: Ω, ∅ ∈ B,
m2: If A ∈ B then A ∈ B,
m3: If {Ai}
∞
i=1 ∈ B then
∞⋃
i=1
Ai ∈ B (countable union).
The pair (Ω,B) is called a measurable space.
A σ-algebra is closed under complements,countable unions and countable intersections1.
Informally we can say that an element of Ω is the outcome of a single experiment, while
the elements of the collection B are events based on the outcomes; thence, we can have
complementary events (the pair A,A), events that are union of other events (or statement),
and events that are intersections of events (and statement), the sure event (Ω), and
imposible events (perhaps resulting from intersection of disjoint sets). In our setting, we
are interested in relating the single events with the elements in our set of objects, the first
question that arises is how we can construct a σ-algebra on an Ω that is uncountable.
Although, the next definition is not restricted to this case, it sheds light on the answer.
Definition B.2 (Borel σ-algebra). Let (Ω, TΩ) be a topological space, the smallest sigma
algebra that contains TΩ is called a Borel σ-algebra, denoted by B(TΩ)
Definition B.3 (Measurable function). Let (Ω1,B1) , (Ω2,B2) be measurable spaces, a
function f : Ω1 7→ Ω2 is said to be measurable if f
−1(C) ∈ B1 for all C ∈ B2.
If Ω1 and Ω2 are topological spaces with their respective Borel σ-algebras, any continu-
ous function f : Ω1 7→ Ω2 is measurable. Usually, the above definition is taken by granted
because objects are already represented by a set of variables (the images of an assumed
measurable function) referred as random variables2.
1This follows from the fact that for A, B ⊂ Ω, A ∩B = (A ∪B) (De Morgan’s law).
2In general, X-valued random variables.
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Definition B.4 (Measure and Probability space). Let (Ω,B) a measurable space and
µ : B 7→ [0,+∞] be a function such that for any countable family {Ai}
∞
i=1 of mutually
disjoint sets B
µ
( ∞⋃
i=1
Ai
)
=
∞∑
i=1
Ai
The function µ is called a measure over (Ω,B), and the tuple (Ω,B, µ) is called a measure
space. A probability space is measure space (Ω,B, P ), where P : B 7→ [0, 1] and P (Ω) = 1.
For a measure space (Ω,B, µ), we can confirm some of our intuitions about probability, as
elucidated by the following properties:
• µ (∅) = 0
• If A ⊆ B ⇒ µ (A) ≤ µ (B)
• If {Ai}
∞
i=1 ∈ B then
µ
( ∞⋃
i=1
Ai
)
≤
∞∑
i=1
Ai
B.2 The integral
Here, we denote the set of real numbers with the additional elements −∞, +∞ by R, B is
Borel σ-algebra of real numbers endowed with the usual topology (absolute value metric).
For a measurable function f : (Ω,B) 7→ (R,B(R)) and a measure µ over (Ω,B), we want
to compute the Lebesgue integral w.r.t. µ.
Definition B.5 (Simple Borel function). A Borel function3 f : (Ω, B) 7→ (R, B(R)) of
the type
f(ω) =
k∑
i=1
αi1Ai(ω)
where k ∈ N+, αi ∈ R, and Ai ∈ B; is called a simple Borel function.
The integral is constructed by approximating the non-negative measurable functions
by simple Borel functions. The Lebesgue Integral of a non-negative simple Borel function
f with respect to µ is given by ∫
Ω
fdµ =
n∑
i=1
αiµ (Ai) (B.1)
Definition B.6 (Lebesgue integral of a non-negative measurable function). Let f :
(Ω, B) 7→ (R, B(R)) be a measurable function and G the set of simple Borel functions
such that 0 ≤ g ≤ f ,the Lebesgue integral of function f is defined as:∫
Ω
fdµ = sup
g∈G
∫
Ω
gdµ
3Is a measurable function from (Ω, B) to (R, B(Rn))
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Other function can be split into non-negative and a negative part. In this sense the
integral is defined as the difference of the integrals of both parts but the negative part of
the function is multiplied by −1 thence it can be treated as a non-negative function.
Remark B.1 (Lp spaces). Let (Ω,B, µ) be a measure space. Let L be the space of all
measurable functions from (Ω,B, µ) to (C,B), where B is the Borel σ-algebra of complex
numbers,
Lp(Ω,B, µ) =
f ∈ L :
∫
Ω
|f |pdµ

1/p
<∞

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