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Abst rac t - -An  autonomous decentralized system is a vital aspect supporting the information- 
oriented society. This not only entails cooperative operation within autonomous decentralized units, 
but also serves to maintain high performance and safety. This paper will introduce a model of an 
autonomous decentralized system, s ince it is not enough to evaluate these systems by simply using 
availability. The goal of this study is to seek new standards to evaluate autonomous decentralized 
systems. (~) 1999 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Multimedia information has experienced rapid growth in research and development and has 
spread in use, as it is expected to develop into a central role upon using advanced informa- 
tion systems in an information-oriented society. An information-oriented society is expected to 
establish a decentralized cooperative system that integrates and utilizes computers placed in de- 
centralized locations. This entails the establishment of a clear autonomous decentralized system. 
Thus, there is a need to organically network individual systems that are autonomously decentral- 
ized, to heighten the efficiency of the entire system. Therefore, to ensure safe use of these systems, 
it is vital to come up with an ideal system configuration and develop superior networking skills. 
Since the basic system configuration of an open system is structured to operate cooperatively 
among neighboring individual systems, deadlocked issues that are generated upon propagating 
information have a major negative ffect on the overall system. 
2. PURPOSE OF STUDY 
Networks and decentralized cooperative systems, playing the most important role upon creat- 
ing an information-oriented society, do not only require systems decentralized over the network 
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to simply be cooperative, but instead require these systems to be designed with thorough con- 
sideration to overall system efficiency, performance and safety. 
This study intends to evaluate the system performance or safety of a model created by seeking 
for the limiting probability of each respective stationary state of the system, by applying the 
Markov Renewal Process (hereafter called MaP) [1], on a Petri Net (hereafter called PN) [2,3] 
model of an Autonomous Decentralized Loop Network (hereafter called ADLN) [4], which is the 
problem that affects the network. 
3. OVERVIEW OF ADLN 
As shown in Figure 1, an ADLN autonomous subsystem is configured with a Node Control 
Processor (hereafter called NCP), two unidirectional networks and two transfer input ports [5]. 
One network (loop link) is connected to the NCP input port adjacent to the loop direction and 
the other network (alternative link) is connected to the NCP input port that is a pair of the other 
loop. A ladder-type double-loop transfer system is configured by orderly connecting the NCP. 
Two Transfer Input Ports 
Combinat ion  , 
Two Unidirectional,/ . ~',~" ~/ "==~/ ~ "~ ! 
Networks A i / '~  Alternative Lin / k | ]  
~ "~ Loop Link ] 
Figure I. Autonomous nit and linkage to ADLN. 
The host computer is, respectively, connected to the pair of NCP of each loop. As a result, it 
is reported that each transfer subsystem can maintain an autonomous state with the following 
two basic functions in structure with simple connections ofcompletely equal transfer subsystems. 
3.1. Selective Reception Function 
Conventional data transfer equires the sender to specify the receiver by address. However, 
with the autonomous decentralized system, data is broadcast over the network along with the 
code (called content code) according to the data contents. Moreover, each NCP will only select 
and collect he data with the content code that it needs from among the data over the network. 
Each NCP will separate data based on an autonomous decision made according to the situa- 
tion. Therefore, there is no need to define priority of the situation between the NCP in which 
transmission and reception takes place. As a result, NCP transmission/reception c trol will 
remain unaffected though the overall network structure is undefined or changed. It also becomes 
possible to extend the system while connected and secures maintainability. 
3.2. Autonomous Alternate/Reset Function 
All NCP has the function to autonomously detect, reset and repair failure in case it experiences 
any failure in the NCP itself or over the network. 
As shown in Figure 2, when a pair of NCP fail and the data can no longer openly loop (circulate) 
the loop, each NCP will investigate whether they can send data to an adjacent NCP on their 
own with a function called a small loop check. If the signals that make this check do not return, 
each NCP will accept his as a failure in the adjacent site and then create an alternate route. 
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Thereafter, to detect hat the failure has been reset, the NCP creating an alternate route repeats 
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Figure 2. Construction of avoidance for obstruction and alternative link of ADLN. 
Each NCP detects and resets failure based on its own decision, and remains unaffected by any 
instruction from other NCPs. Furthermore, no NCP is required to know the overall situation of 
the system. 
As a result, it becomes possible to maintain transfer over the remaining route of a network, 
though there is a failure in any portion of the network. 
4. EXPRESSION OF PN MODEL 
4.1. Overv iew of  PN 
PN is a superior modeling technique that is used to create models for asynchronized, ecen- 
tralized processing systems. By using PN figurative xpressions it becomes possible to visualize 
the progressive state and sequential relationship of a condition taking place in the system. In 
addition, the use of PN makes it easier to express complex system operations especially for 
asynchronous parallel processing systems or autonomous decentralized systems with complex 
sequential relationships. 
4.2. Mode l  
This paper focuses on the situation shown in Figure 3. Here, there are two autonomous units of 
ADLN where data input from the input side adjacent port into its own port either independently 
or cooperatively, are transferred to the output side adjacent port. This study especially focuses on 
the autonomous alternative/reset function of this system. However, with this model the adjacent 
port and own are the same. 
The definition of each place p~ (i = 1, 2 . . . .  ,10) and transaction tj (j = 1, 2 , . . . ,  12) shown in 
Figure 3 are as follows. 
Pl Data is piling up (delayed) at the input port of the normal (forward) direction etwork 
(autonomous Unit 1). 
P2 Checking whether it is possible to use the normal (forward) direction network. 
P3 Data transmission (send) preparation is in the ready state. 
P4 Data is being transmitted (sent) over the normal (forward) direction network. 
P5 It is possible to use the normal (forward) direction network. 
P6 Data transfer is being alternated. 
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Figure 3. PN model of ADLN. 
P7 State waiting for reset acknowledgment to start in the normal (forward) direction 
network. 
ps Checking that the normal (forward) direction etwork is reset. 
P9 Data is piling up (delayed) at the input port of the alternative network (autonomous 
Unit 2). 
Plo Data is being transmitted (sent) over the alternative network. 
tl Starting to check whether it is possible to use the normal (forward) direction etwork. 
t~ Network check is successfully completed. 
t3 Start transmitting (sending) data over the normal (forward) direction etwork. 
t4 Quit transmitting (sending) data over the normal (forward) direction etwork. 
t5 Error found in network check and operation fails. 
t8 Start checking if the normal (forward) direction etwork was reset. 
t7 The reset check of the normal (forward) direction network was successful and data 
alternation is canceled. 
ts The reset check of the normal (forward) direction network was successful and data 
alternation is continued. 
t 9 Transfer data to the input port of the alternative network (autonomous Unit 2). 
tl0 Start data transmission over the alternative network. 
tll Quit data transmission over the alternative network. 
t12 Transfer data to the input port of the normal (forward) direction etwork (autonomous 
Unit 1). 
The static change of the model is illustrated in Figure 3. For this reason, we have studied 
dynamic hange of the model using a reachable tree expression. The initial condition is marked 
at the starting node of the reachable tree. The tree nodes are also marked. The tree node, 
between the marks, represent that this distance is directly reachable. We get Figure 4 when we 
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Figure 4. Reachable tree of Figure 3. 
alter Figure 3 showing a PN model noted with a reachable tree. In Figure 4, Sz is the initial 
state. This indicates that all functions of the system are in the stand-by state. In Figure 4, there 
is a i for each place pi (i -- 1,2, . . . ,10) of Si (i = 1,2 . . . .  ,12). This indicates that there are 
tokens in the places that correspond to Figure 3. The place with 0 indicates that there is no 
token present in the corresponding place. 
5. BEHAVIORAL ANALYSIS OF THE SYSTEM WITH MRP 
The intention here is to clarify that it is possible to seek for the limiting probability by applying 
MRP for the probable behavior of the system that is a model of an ADLN cooperative operation 
with a PN expression. One property of PN is that when one transition is fired, all tokens present 
in that input place are removed and assigned to all the places available at the output place. 
Therefore, it is not possibie to define the MRP state based on the token movement of the system 
operation by firing the transition, since the token present at the input place can be moved to 
the output place. In other words, the PN illustrated in Figure 3 merely shows a static reporting 
relationship between each transition and each place. It becomes possible to apply MRP by 
expressing the state of the system with the changes in marking illustrating where the tokens of 
Figure 3 are placed (or moved). In other words, we focused on the firing point of each transition 
tj (j -- 1, 2 , . . . ,  12) for marking, to express the state of the system. Therefore, it is important 
to create a reachable tree as indicated in Figure 4. If Si (i -- 1, 2 , . . . ,  12) is defined as the state 
of the system of the reachable tree, then the same state will not occur at the same time. As a 
result, the tree nodes of the reachable tree illustrated in Figure 4 illustrate the state upon MRP 
and the tree nodes express the transition between the states. 
Here, the firing time distribution is represented as Fj(t) (j -~ 1, 2 , . . . ,  12) of the time t dis- 
tribution, until firing of the transition tj (j = 1,2, . . . ,  12) takes place after moving to state 
Si (i -- 1, 2 , . . . ,  12) at time t = 0. This, for example, means that the time t distribution when 
firing from $1 to tl to move to state $2, as shown in Figure 4, observes Fl(t). It also defines 
the transition point of each state Si (i = 1, 2 , . . . ,  12) of the system expressed by PN and further 
defines the corresponding state at each point. (Refer to Figure 4.) 
$1 Data is piling up (delayed) at the input port of the autonomous unit that the normal 
(forward) direction network can use. 
$2 Inquiring whether the normal (forward) direction network is usable. 
$3 Inquiry on whether the normal (forward) direction etwork was successful and is ready to 
transmit (send). 
$4 Transferring data over the normal (forward) direction network. 
$5 Inquiry on whether the normal (forward) direction network was not successful. The data 
is returned to the input port of autonomous Unit 1. The network is switched from the 
170 M. KAMEI AND Y. SUGASAWA 
normal (forward) direction to the alternative network and waiting to start the check on 
whether the normal (forward) direction network is reset. 
$6 Checking whether the normal (forward) direction network is reset. The data piling up 
(delayed) at the input port of the autonomous Unit 1 is waiting to be transferred to the 
alternative network. 
$7 Data is piling up (delayed) at the input port of autonomous Unit 2 and waiting to start 
the check on whether the normal (forward) direction network is reset. 
Ss Data is piling up (delayed) at the input port of autonomous Unit 2 and checking whether 
the normal (forward) direction etwork is reset. 
$9 Data is piling up (delayed) at the input port of autonomous Unit 2 and the normal 
(forward) direction network is reset and acknowledged. The network is switched from 
the alternative to normal (forward) direction network and the normal (forward) direction 
network is now usable. 
$10 Data is being transferred over the network of autonomous Unit 2. Waiting to start the 
check whether the normal (forward) direction etwork is reset. 
Sn  Data is being transferred over the network of autonomous Unit 2, and checking whether 
the normal (forward) direction etwork is reset. 
$12 Data is being transferred over the network of autonomous Unit 2 and the normal (forward) 
direction etwork is reset and acknowledged. The network is switched from the alternative 
to normal (forward) direction etwork and the normal (forward) direction etwork is now 
usable. 
It becomes possible to easily define the state by referring to the places the tokens were inserted 
as indicated in the Si (i = 1, 2 , . . . ,  12) of Figure 4. In general, here the firing of transition from 
state to state takes place instantaneously and.completely. Since time is a continuous variable, 
there is a zero probability that two or more states will occur simultaneously. What's more, there 
is no instant where two or more transitions will fire simultaneously. 
The behavioral probability of a system defined in such manner is analyzed with MRP. There- 
fore, if the state is represented as Si (i = 1, 2 , . . . ,  12) transitions and the state transitions to 
Sj (j = 1, 2 , . . . ,  12) within time t, the time it takes for the states to transition becomes the one 
step transition time distribution which is Qi,j(t) ( i , j  = 1, 2 , . . . ,  12), then 
/o Ql,2(t) = dFl(t),  (1) 
fo P5 Q2,3(t) = (t) dF2(t), (2) 
/: Q3,2(t) = F2(t) dFs(t), (3) 
Qi j ( t )  ( i , j  = 1, 2 , . . . ,  12) is sought in a similar manner. 
Here, Fi(t) (i = 2, 5) represents the residual distribution. Next, the Laplace-Stieltjes trans- 
formation Qi,j(s) ( i , j  = 1,2, . . . ,  12) is sought for the one step transition time distribution 
Q, j ( t )  ( i , j  = 1,2, . . . ,  12) . This will be 
// qi, j (s) = e -st dQi,j (t). (4) 
Now the limiting probability of the Laplace-Stieltjes transformation sought from formula (4) is 
sought. In other words, this is sought as follows: 
qi, j = Jim 0 qi,j (S). (5) 
In this study, we used the embedded Markov chain to seek for and analyze the limiting behavior 
of the system. The embedded Markov chain with MRP focuses on the one step transition from 
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one state to another, in a time unit to seek for the transition probability matrix Q [6], and then 
to seek for the limiting behavior of the system. This process is expressed as 
Q = [qi,j]. (6) 
In other words, the element is sought with formula (5) and consists of a limiting transition 
Therefore, the limiting probability of the embedded Markov chain rr (7rl . . . . .  7rn) probability. 
will be 
and 
= ,rQ (7) 
n 
= I. (8) 
i=l 
Here, 7r (Th,.. • ,Trn) is a row vector and all states in this model created using the PN display are 
renewal points. The transition probability matrix is shown in equation (9). 
0 ql,2 0 0 0 0 0 0 0 0 0 0 
0 0 q2,3 0 q2,5 0 0 0 0 0 0 0 
0 0 0 q3,4 0 0 0 0 0 0 0 0 
q4,1 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 q5,6 q5,7 0 0 0 0 0 
q6,1 0 0 0 q6,5 0 0 q6,8 0 0 0 0 
Q = 0 0 0 0 q7,5 0 0 qT,s 0 q7,10 0 0 (9) 
0 0 0 0 0 qs,6 q8,7 0 q8,9 0 q8,11 0 
q9,1 0 0 0 0 0 0 0 0 0 0 q9,12 
0 0 0 0 0 0 qi0,7 0 0 0 q10,U 0 
0 0 0 0 0 0 0 qll,S 0 qu j0  0 q11,12 
0 0 0 0 0 0 0 0 q12,9 0 0 0 
Next, the unconditional mean 0i (i = 1, 2 , . . . ,  12), which refers to the mean sojourn time of each 
state, is sought. If we assume the mean initial passage of hi,j(1, 2 , . . . ,  n) as 
n 
hi,j = E qi,khk.j + 0i. (10) 
k=l  
The unconditional mean Oi (i = 1,2 , . . . ,  12), will be 
f O~ = tdHdt). (11) 
Here, k is the number of times state i is visited in a time frame (0, t) and Hdt ) (i = 1,2,. . . ,  n) 
is called the unconditional sojourn distribution [7] in state i. 
?l 
Hi(t) = E Qi,j(t). (12) 
j=l  
01 is sought with 
12 - I 
ol = 1-  ! (13) 
j= l  s=0 
The other unconditional mean 0i (i = 2, 3 , . . . ,  12) is also sought in a similar manner. Here, in 
formula (13), this is 
, , .  s [ . ]  
[*] 18=o = nm - -  . (14)  
s--O ds 
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6. NUMERICAL  RESULTS 
The states Sz, $2, $3, $4, $9, and $12 with a token in P5 that indicates that the normal 
direction (forward) network is usable, shall be SG. When the SG stationary limiting probability 
is PG, the firing ratio that applies major change on PG was Fs(t)/F~(t) and F6(t)/Fs(t). These 
two firing ratios are respectively the normal direction transfer ate Rs and the small loop check 
rate Rt. Figure 5 shows the changes in Pc upon Rt modification for every Rs, upon applying 
the following as the initial condition: 
1 
A-~- = 100 [mSec], (i = 1,2,3,4,6,7,9,10,11,12,13,14), (15) 
1 
A8 = 10000 [mSec]. (16) 
Figure 6 shows the Rl changes with R8 modification with PG being 0.5 and 0.9. According to 
this graph, it is apparent that 
R.__~l > 0.0188 =~PG >_ 0.5, 
Rs - 




To ensure that the system is operating at SG, at a probability that is from 0.5 and 0.9 and higher, 
Rt/Rs must be from 0.0188 to 0.0022 or lower. 
0°9 Fs(t)/F~(t) 
~.~'  \ ~ ,, .. ,,1 . . . .  Io' ~ G¢~ ,,,,~ \ \ \ \ 
:. 
,.~ ".= + O.4 
~-~+ 
:~_~.+ o.~ m~ ~, "". 
;~-  
Small Loop Check Ratio : K~(t)/F~(t) 
Figure 5. Changing for PG with small loop check ratio. 
If we assume a mean time of 1/A2 as the time from when normal direction network has been 
started to be checked if usable or not, to the time it has normally quitted, and a mean time of 
l/A5 if it quits abnormally due to some sort of failure, then 
1 
)--~ --- 1000 [mSec], (19) 
1 
- -  - 101° [mSec]. (20) 
A5 
For the system at the stage SG to operate with a probability of 0.9 and higher, we can apply 
formula (18) to get the following: 
R8 = 107, (21) 
Rl _< 0.0022 x R8 
< 2200. (22) 
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Figure 6. Relationship between ormal direction transfer ate and small oop check 
rate. 
Therefore, from formula (16) we get the following: 
1 < 2.2 x 106 [mSec] (23) 
A6-  
If we assume here that 1/As is the mean time between failure (hereafter called MTBF), and l/A6 
as the mean time to report (hereafter called MTTR) the network, the autonomous subsystem of 
this model is not operating cooperatively. Therefore, it becomes apparent hat we must utilize 
the following equation to secure overall availability of the system: 
t 
MTTR < 2.2 x 10 -4. (24) 
MTBF - 
7. CONCLUSION 
This study endeavored how to derive the limiting probability of the stationary state of the 
system to evaluate the performance and safety of the system by applying the MRP based on a 
PN model of an ADLN system. Consideration is also given to loop and network system. 
Many systems imilar to ADLN either show asynchronous or parallel behavior, therefore it was 
indispensable to analyze system behavior using the methods described in this paper. We also 
derived new criteria to evaluate system behavior. 
We have omitted detailed analyses and numerical results due to limited space. Furthermore, 
since the PN model is limited in expression and poses problems in handling of the overall system. 
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