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SYMMETRIC CRYSTALS
AND
LLTA TYPE CONJECTURES FOR THE AFFINE HECKE ALGEBRAS
OF TYPE B
NAOYA ENOMOTO AND MASAKI KASHIWARA
Abstract. In the previous paper [EK1], we formulated a conjecture on the relations
between certain classes of irreducible representations of affine Hecke algebras of type B
and symmetric crystals for gl
∞
. In the first half of this paper (sections 2 and 3), we give
a survey of the LLTA type theorem of the affine Hecke algebra of type A. In the latter
half (sections 4, 5 and 6), we review the construction of the symmetric crystals and the
LLTA type conjectures for the affine Hecke algebra of type B.
1. Introduction
1.1. The Lascoux-Leclerc-Thibon-Ariki theory connects the representation theory of the
affine Hecke algebra of type A with representations of the affine quantum enveloping algebra
of type A. Recently, we presented the notion of symmetric crystals and conjectured that
certain classes of irreducible representations of the affine Hecke algebras of type B are
described by symmetric crystals for gl∞ or A
(1)
ℓ−1 ([EK1]). In this paper, we review the
LLTA-theory for the affine Hecke algebra of type A, the symmetric crystals, and then our
conjectures for the affine Hecke algebra of type B. For the sake of simplicity, we restrict
ourselves in this note to the case where the parameters of the affine Hecke algebras are not
a root of unity.
This paper is organized as follows. In part I (sections 2 and 3), we review the LLTA-
theory for the affine Hecke algebras of type A. In section 2, we recall the representation
theory of Uq(gl∞), especially the PBW basis, the crystal basis and the global basis. In
section 3, we recall the representation theory of the affine Hecke algebra of type A and
state the LLTA-type theorems. In part II (sections 4, 5 and 6), we explain symmetric
crystals for gl∞ and the LLTA type conjectures for the affine Hecke algebras of type B.
In section 4, we recall the construction of symmetric crystals based on [EK1] and state
the conjecture of existence of the crystal basis and the global basis. In section 5, we
explain a combinatorial realization of the symmetric crystals for gl∞ by using the PBW
type basis and the θ-restricted multisegments. This section is a new additional part to
the announcement [EK1]. The details will appear in [EK2]. In section 6, we explain
the representation theory of the affine Hecke algebra of type B and state our LLTA-
type conjectures for the affine Hecke algebra of type B. We add proofs of lemmas and
propositions in [EK1, section 3.4].
1.2. Let us recall the LLTA-theory for the affine Hecke algebra of type A.
The representation theory of quantum enveloping algebras and the representation theory
of affine Hecke algebras have developed independently. G. Lusztig [L] constructed the PBW
type basis and canonical basis of U−q (g) for the A, D, E cases. The second author [Kas]
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defined the crystal basis B(∞) and the (lower and upper) global bases {Glow(b)}b∈B(∞),
{Gup(b)}b∈B(∞) of U
−
q (g). The lower global basis coincides with Lusztig’s canonical basis.
On the other hand, A. V. Zelevinsky [Z] gave a parametrization of the irreducible repre-
sentations of the affine Hecke algebra of type A by using multisegments. Chriss-Ginzburg
[CG] and Kazhdan-Lusztig [KL] constructed all the irreducible representations of the affine
Hecke algebras in geometric methods.
Lascoux-Leclerc-Thibon conjectured in [LLT] that certain composition multiplicities
(called the decomposition numbers) of the Hecke algebra of type A can be written by
the transition matrices (specialized at q = 1) between the upper global basis and a stan-
dard basis of the level 1 fundamental representation of Uq(ŝlℓ). In [A], S. Ariki generalized
and solved the conjecture for the cyclotomic Hecke algebra and the affine Hecke algebra of
type A by using the geometric representation theory of the affine Hecke algebra of type A.
In [GV], I. Grojnowski and M. Vazirani proved the multiplicity-one results for the socle of
certain restriction functors and the cosocle of certain induction functors on the category
of the finite-dimensional representations of the affine Hecke algebras HA of type A. By
using these functors, Grojnowski ([G]) gave the crystal structure on the set of irreducible
modules over the affine Hecke algebras HA of type A. In [V], Vazirani combinatorially
constructed the crystal operators on the set of multisegments and proved the compatibility
between her actions and Grojnowski’s actions.
For p ∈ C∗, let HAn (p) be the affine Hecke algebra of type A of degree n generated by
Ti (1 6 i 6 n − 1) and X
±1
j (1 6 j 6 n). For a subset J of C
∗, we say that a finite-
dimensional HAn -module is of type J if all the eigenvalues of Xj (1 6 j 6 n) belong to
J . We can prove that in order to study the irreducible modules over the affine Hecke
algebras of type A, it is enough to treat those of type J for an orbit J with respect to the
Z-action on C∗ generated by a 7→ ap2 (see Lemma 3.3). For a Z-orbit J , let KJ(H
A
n ) be
the Grothendieck group of the abelian category of finite-dimensional HAn -modules of type
J, and KAJ = ⊕n>0KJ(H
A
n ). The LLTA-theory gives the following correspondence between
the notions in the representation theory of a quantum enveloping algebra Uq(gl∞) and the
ones in the representation theory of affine Hecke algebras of type A.
the quantum enveloping algebra the affine Hecke algebra of type A
Uq(gl∞) H
A
n (p) (n > 0)
U−q (gl∞) K
A
J = ⊕n>0KJ(H
A
n (p))
e′a, fa certain restrictions ea and inductions fa
the crystal basis B(∞) M = {the multisegments}
the upper global basis the irreducible modules
{Gup(b)}b∈B(∞) {Lb}b∈B(∞)
the modified root operators e˜a = soc(ea), f˜a = cosoc(fa)
e˜a, f˜a e˜aLb = Leab, f˜aLb = L efab
the PBW basis {P (b)}b∈B(∞) the standard modules {M(b)}b∈B(∞)
Figure 1. Lascoux-Leclerc-Thibon-Ariki correspondence in type A
The additive group KAJ has a structure of Hopf algebra by the restriction and the in-
duction. The set J may be regarded as a Dynkin diagram with J as the set of vertices
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and with edges between a ∈ J and ap2. Let gJ be the associated Lie algebra, and g
−
J the
unipotent Lie subalgebra. Hence gJ is isomorphic to gl∞ if p has an infinite order. Let
UJ be the group associated to g
−
J . Then C ⊗ K
A
J is isomorphic to the algebra O(UJ) of
regular functions on UJ . Let Uq(gJ) be the associated quantized enveloping algebra. Then
U−q (gJ) has a crystal basis B(∞) and an upper global basis {G
up(b)}b∈B(∞). By special-
izing
⊕
C[q, q−1]Gup(b) at q = 1, we obtain O(UJ). Then the LLTA-theory says that the
elements associated to the irreducible HA-modules correspond to the image of the upper
global basis. Namely, each b ∈ B(∞), an irreducible HA-module Lb is associated and we
have
[eaLb : Lb′ ] = e
′
a,b,b′|q=1, [faLb : Lb′ ] = fa,b,b′ |q=1.
Here [eaLb : Lb′ ] and [faLb : Lb′ ] are the composition multiplicities of Lb′ of eaLb and faLb
in KAJ . (For the definition of the functors ea and fa for a ∈ J , see Definition 3.4.) The
Laurent polynomials e′a,b,b′ and fa,b,b′ are defined by
e′aG
up(b) =
∑
b′∈B(∞)
e′a,b,b′G
up(b′), faG
up(b) =
∑
b′∈B(∞)
fa,b,b′G
up(b′).
1.3. Let us explain our analogous conjectures for the affine Hecke algebras of type B.
For p0, p1 ∈ C
∗, let HBn (p0, p1) be the affine Hecke algebra of type B generated by
Ti (0 6 i 6 n − 1) and Xj (1 6 j 6 n). The representation theory of H
B
n (p0, p1) of type
B are studied by V. Miemietz and Syu Kato. In [M], V. Miemietz defined certain restric-
tion functors Ea and the induction functors Fa on the category of the finite-dimensional
representations of the affine Hecke algebras of type B, which are analogous to Grojnowski-
Vazirani’s construction, and proved the multiplicity-one results (see sections 6.3 and 6.4).
On the other hand, S. Kato obtained in [Kat] a geometric parametrization of the irreducible
representations of the affine Hecke algebra HBn (p0, p1), which is an analogue to geometric
methods of Kazhdan-Lusztig and Chriss-Ginzburg.
We say that a finite-dimensional HBn -module is of type J ⊂ C
∗ if all the eigenvalues
of Xj (1 6 j 6 n) belong to J . Let us consider the Z ⋊ Z2-action on C
∗ generated by
a 7→ ap21 and a 7→ a
−1. We can prove that in order to study HB-modules, it is enough to
study irreducible modules of type J for a Z⋊ Z2-orbit J in C
∗ such that J is a Z-orbit or
J contains one of ±1,±p0 (see Proposition 6.4). Let I = Zodd be the set of odd integers.
In this paper, we consider the case J =
{
pk1 | k ∈ I
}
such that ±1, ±p0 /∈ J . Let KJ(H
B
n )
be the Grothendieck group of the abelian category of finite-dimensional representations of
HBn (p0, p1) of type J .
Let αa (a ∈ J) be the simple roots with
(αa, αb) =


2 if a = b,
−1 if b = ap±21 ,
0 otherwise.
Then the corresponding Lie algebra is gl∞. Let θ be the involution of J given by θ(a) = a
−1.
In sections 4 and 5, we introduce the ring Bθ(gl∞) and the Bθ(gl∞)-module Vθ(0). They
are analogues of the reduced q-analogue Bq(gl∞) generated by e
′
a and fa, and the Bq(gl∞)-
module U−q (gl∞). We can prove that Vθ(0) has the PBW type basis {Pθ(b)}b∈Bθ(0), the
crystal basis (Lθ(0), Bθ(0)), the lower global basis {G
low
θ (b)}b∈Bθ(0) and the upper global
basis {Gupθ (b)}b∈Bθ(0). Moreover we can combinatorially describe the crystal structure by
using the θ-restricted multisegments.
We conjecture that the irreducible HB-modules of type J are parametrized by Bθ(0)
and if Lb is an irreducible H
B-module associated to b ∈ Bθ(0), then we have E˜aLb = L eEab,
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F˜aLb = L eFab and [EaLb : Lb′ ] = Ea,b,b′ |q=1, [FaLb : Lb′ ] = Fa,b,b′ |q=1. (For the definition of
the functors Ea, Fa, E˜a and F˜a for a ∈ J , see Definition 6.5.) Here the Laurent polynomials
Ea,b,b′ and Fa,b,b′ are defined by
EaG
up
θ (b) =
∑
b′∈Bθ(0)
Ea,b,b′G
up
θ (b
′), FaG
up
θ (b) =
∑
b′∈Bθ(0)
Fa,b,b′G
up
θ (b
′).
the quantum enveloping algebra the affine Hecke algebra of type B
Uq(gl∞) with θ H
B
n (p0, p1) (n > 0)
Vθ(0) = U
−
q (gl∞)/
∑
i U
−
q (gl∞)(fi − fθ(i)) K
B
J = ⊕n>0KJ(H
B
n (p0, p1))
Ea, Fa certain inductions Ea and restrictions Fa
the crystal basis Bθ(0) Mθ = {the θ-restricted multisegments}
the upper global basis {Gupθ (b)}b∈Bθ(0) the irreducible modules {Lb}b∈Bθ(0)
the modified root operators E˜a = soc(Ea), F˜a = cosoc(Fa)
E˜a, F˜a E˜aLb = L eEab, F˜aLb = L eFab
the PBW basis {Pθ(b)}b∈Bθ(0) the standard modules
Figure 2. Conjectural correspondence in type B
Part I. Review on Lascoux-Leclerc-Thibon-Ariki Theory
2. Representation Theory of Uq(gl∞)
2.1. Quantized universal enveloping algebras and its reduced q-analogues. We
shall recall the quantized universal enveloping algebra Uq(g). Let I be an index set (for
simple roots), and Q the free Z-module with a basis {αi}i∈I . Let ( • , • ) : Q×Q→ Z be a
symmetric bilinear form such that (αi, αi)/2 ∈ Z>0 for any i and (α
∨
i , αj) ∈ Z60 for i 6= j
where α∨i := 2αi/(αi, αi). Let q be an indeterminate and set K := Q(q). We define its
subrings A0, A∞ and A as follows.
A0 = {f ∈ K | f is regular at q = 0} ,
A∞ = {f ∈ K | f is regular at q =∞} ,
A = Q[q, q−1].
Definition 2.1. The quantized universal enveloping algebra Uq(g) is the K-algebra gen-
erated by elements ei, fi and invertible elements ti (i ∈ I) with the following defining
relations.
(1) The ti’s commute with each other.
(2) tjei t
−1
j = q
(αj ,αi) ei and tjfit
−1
j = q
−(αj ,αi)fi for any i, j ∈ I.
(3) [ei, fj] = δij
ti − t
−1
i
qi − q
−1
i
for i, j ∈ I. Here qi := q
(αi,αi)/2.
(4) (Serre relation) For i 6= j,
b∑
k=0
(−1)ke
(k)
i eje
(b−k)
i = 0,
b∑
k=0
(−1)kf
(k)
i fjf
(b−k)
i = 0.
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Here b = 1− (α∨i , αj) and
e
(k)
i = e
k
i /[k]i! , f
(k)
i = f
k
i /[k]i! , [k]i = (q
k
i − q
−k
i )/(qi − q
−1
i ) , [k]i! = [1]i · · · [k]i .
Let us denote by U−q (g) the subalgebra of Uq(g) generated by the fi’s.
Let e′i and e
∗
i be the operators on U
−
q (g) defined by
[ei, a] =
(e∗i a)ti − t
−1
i e
′
ia
qi − q
−1
i
(a ∈ U−q (g)).
These operators satisfy the following formulas similar to derivations:
e′i(ab) = e
′
i(a)b+ (Ad(ti)a)e
′
ib,
e∗i (ab) = ae
∗
i b+ (e
∗
i a)(Ad(ti)b).
(2.1)
The algebra U−q (g) has a unique symmetric bilinear form ( • , • ) such that (1, 1) = 1 and
(e′ia, b) = (a, fib) for any a, b ∈ U
−
q (g).
It is non-degenerate and satisfies (e∗i a, b) = (a, bfi). Let B(g) be the algebra generated by
the e′i’s and the fi’s. The left multiplication of fj, e
′
i and e
∗
i have the commutation relations
e′ifj = q
−(αi,αj)fje
′
i + δij , e
∗
i fj = fje
∗
i + δij Ad(ti),
and both the e′i’s and the e
∗
i ’s satisfy the Serre relations.
Definition 2.2. The reduced q-analogue B(g) of g is the Q(q)-algebra generated by e′i and
fi.
2.2. Review on crystal bases and global bases. Since e′i and fi satisfy the q-boson
relation, any element a ∈ U−q (g) can be written uniquely as
a =
∑
n>0
f
(n)
i an with e
′
ian = 0.
Here f
(n)
i =
fni
[n]i!
.
Definition 2.3. We define the modified root operators e˜i and f˜i on U
−
q (g) by
e˜ia =
∑
n>1
f
(n−1)
i an, f˜ia =
∑
n>0
f
(n+1)
i an.
Theorem 2.4 ([Kas]). We define
L(∞) =
∑
ℓ>0, i1,...,iℓ∈I
A0f˜i1 · · · f˜iℓ · 1 ⊂ U
−
q (g),
B(∞) =
{
f˜i1 · · · f˜iℓ · 1 mod qL(∞) | ℓ > 0, i1, · · · , iℓ ∈ I
}
⊂ L(∞)/qL(∞).
Then we have
(i) e˜iL(∞) ⊂ L(∞) and f˜iL(∞) ⊂ L(∞),
(ii) B(∞) is a basis of L(∞)/qL(∞),
(iii) f˜iB(∞) ⊂ B(∞) and e˜iB(∞) ⊂ B(∞) ∪ {0}.
We call (L(∞), B(∞)) the crystal basis of U−q (g).
Let − be the automorphism of K sending q to q−1. Then A0 coincides with A∞.
Let V be a vector space over K, L0 an A-submodule of V , L∞ an A∞- submodule, and
VA an A-submodule. Set E := L0 ∩ L∞ ∩ VA.
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Definition 2.5 ([Kas]). We say that (L0, L∞, VA) is balanced if each of L0, L∞ and
VA generates V as a K-vector space, and if one of the following equivalent conditions is
satisfied.
(i) E → L0/qL0 is an isomorphism,
(ii) E → L∞/q
−1L∞ is an isomorphism,
(iii) (L0 ∩ VA)⊕ (q
−1L∞ ∩ VA)→ VA is an isomorphism.
(iv) A0⊗QE → L0, A∞⊗QE → L∞, A⊗QE → VA and K⊗QE → V are isomorphisms.
Let − be the ring automorphism of Uq(g) sending q, ti, ei, fi to q
−1, t−1i , ei, fi.
Let Uq(g)A be the A-subalgebra of Uq(g) generated by e
(n)
i , f
(n)
i and ti. Similarly we
define U−q (g)A.
Theorem 2.6. (L(∞), L(∞)−, U−q (g)A) is balanced.
Let
Glow : L(∞)/qL(∞)
∼
−→E := L(∞) ∩ L(∞)− ∩ U−q (g)A
be the inverse of E
∼
−→L(∞)/qL(∞). Then
{
Glow(b) | b ∈ B(∞)
}
forms a basis of U−q (g).
We call it a (lower) global basis. It is first introduced by G. Lusztig ([L]) under the name
of “canonical basis” for the A, D, E cases.
Definition 2.7. Let
{Gup(b) | b ∈ B(∞)}
be the dual basis of
{
Glow(b) | b ∈ B(∞)
}
with respect to the inner product ( • , • ). We call
it the upper global basis of U−q (g).
2.3. Review on the PBW basis. In the sequel, we set I = Zodd and
(αi, αj) =


2 for i = j,
−1 for j = i± 2,
0 otherwise,
and we consider the corresponding quantum group Uq(gl∞). In this case, we can param-
etrize the crystal basis B(∞) by the multisegments. We shall recall this parametrization
and the PBW basis.
Definition 2.8. For i, j ∈ I such that i 6 j, we define a segment 〈i, j〉 as the interval
[i, j] ⊂ Zodd. A multisegment is a formal finite sum of segments:
m =
∑
i6j
mij〈i, j〉
with mi,j ∈ Z>0. If mi,j > 0, we sometimes say that 〈i, j〉 appears in m. We denote
sometimes 〈i〉 for 〈i, i〉. We denote by M the set of multisegments. We denote by ∅ the
zero element (or the empty multisegment) of M.
Definition 2.9. For two segments 〈i1, j1〉 and 〈i2, j2〉, we define the ordering >PBW by the
following:
〈i1, j1〉 >PBW 〈i2, j2〉 ⇐⇒


j1 > j2
or
j1 = j2 and i1 > i2.
We call this ordering the PBW ordering.
Example 2.10. We have 〈1, 1〉 >PBW 〈−1, 1〉 >PBW 〈−1,−1〉.
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Definition 2.11. We define the element P (m) ∈ U−q (gl∞) indexed by a multisegment m
as follows:
(1) for a segment 〈i, j〉, we define the element 〈i, j〉 ∈ U−q (gl∞) inductively by
〈i, i〉 = fi,
〈i, j〉 = 〈i, j − 2〉〈j, j〉 − q〈j, j〉〈i, j − 2〉,
(2) for a multisegment m =
∑
i6j
mij〈i, j〉, we define
P (m) =
−→∏
〈i, j〉(mij ).
Here the product
−→∏
is taken over segments appearing in m from large to small with
respect to the PBW ordering. The element 〈i, j〉(mij ) is the divided power of 〈i, j〉 i.e.
〈i, j〉(mij ) =
1
[mij ]!
〈i, j〉mij .
Theorem 2.12 ([L]). The set of elements {P (m) | m ∈M} is a basis of the K-vector
space U−q (gl∞). Moreover this is a basis of the A-module U
−
q (gl∞)A. We call this basis the
PBW basis of U−q (gl∞).
Definition 2.13. For two segments 〈i1, j1〉 and 〈i2, j2〉, we define the ordering >cry by the
following:
〈i1, j1〉 >cry 〈i2, j2〉 ⇔


j1 > j2
or
j1 = j2 and i1 6 i2.
We call this ordering the crystal ordering. For m =
∑
i6j mi,j〈i, j〉 ∈ M and and m
′ =∑
i6j m
′
i,j〈i, j〉 ∈ M, we define m
′ <
cry
m if there exists a segment 〈i0, j0〉 such that m
′
i0,j0 <
mi0,j0 and m
′
i,j = mi,j for any 〈i, j〉 >cry 〈i0, j0〉.
Example 2.14. The crystal ordering is different from the PBW ordering. For example, we
have 〈−1, 1〉 >cry 〈1, 1〉 >cry 〈−1,−1〉, while we have 〈1, 1〉 >PBW 〈−1, 1〉 >PBW 〈−1,−1〉.
Definition 2.15. We define the crystal structure onM as follows: for m =
∑
mi,j〈i, j〉 ∈
M and i ∈ I, set A
(i)
k (m) =
∑
k′>k(mi,k′ − mi+2,k′+2) for k > i. Define εi(m) as
max
{
A
(i)
k (m) | k > i
}
> 0.
(i) If εi(m) = 0, then define e˜i(m) = 0. If εi(m) > 0, let ke be the largest k > i such
that εi(m) = A
(i)
k (m) and define e˜i(m) =m− 〈i, ke〉+ δke 6=i〈i+ 2, ke〉.
(ii) Let kf be the smallest k > i such that εi(m) = A
(i)
k (m) and define f˜i(m) = m −
δkf 6=i〈i+ 2, kf〉+ 〈i, kf〉.
Remark 2.16. For i ∈ I, the actions of the operators e˜i and f˜i on m ∈ M are also
described by the following algorithm:
Step 1. Arrange the segments in m in the crystal ordering.
Step 2. For each segment 〈i, j〉, write −, and for each segment 〈i+ 2, j〉, write +.
Step 3. In the resulting sequence of + and −, delete a subsequence of the form +− and
keep on deleting until no such subsequence remains.
Then we obtain a sequence of the form −− · · · −++ · · ·+.
(1) εi(m) is the total number of − in the resulting sequence.
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(2) f˜i(m) is given as follows:
(a) If the leftmost + corresponds to a segment 〈i+ 2, j〉, then replace it with 〈i, j〉.
(b) If no + exists, add a segment 〈i, i〉 to m.
(3) e˜i(m) is given as follows:
(a) If the rightmost − corresponds to a segment 〈i, j〉, then replace it with 〈i+ 2, j〉.
(b) If no − exists, then e˜i(m) = 0.
Theorem 2.17. (i) L(∞) =
⊕
m∈M
A0P (m).
(ii) B(∞) = {P (m)mod qL(∞) |m ∈M}.
(iii) We have
e˜iP (m) ≡ P (e˜i(m)) mod qL(∞),
f˜iP (m) ≡ P (f˜i(m)) mod qL(∞).
Note that e˜i and f˜i in the left-hand-side is the modified root operators.
(iv) We have the expansion
P (m) ∈ P (m) +
∑
m′ <
cry
m
AP (m′).
Therefore we can index the crystal basis by multisegments. By this theorem we can
easily see by a standard argument that (L(∞), L(∞), U−q (g)A) is balanced, and there exists
a unique Glow(m) ∈ L(∞) ∩ U−q (g)A such that G
low(m)− = Glow(m) and Glow(m) ≡
P (m)mod qL(∞). The basis {Glow(m)}m∈M is a lower global basis.
3. Representation Theory of HAn and the Lascoux-Leclerc-Thibon-Ariki
Theory
3.1. The affine Hecke algebra of type A.
Definition 3.1. For p ∈ C∗, the affine Hecke algebra HAn of type A is a C-algebra generated
by
T1, · · · , Tn−1, X
±1
1 , · · · , X
±1
n
satisfying the following defining relations:
(1) XiXj = XjXi for any 1 6 i, j 6 n.
(2) [The braid relations of type A]
TiTi+1Ti = Ti+1TiTi+1 (1 6 i 6 n− 2),
TiTj = TjTi (|i− j| > 1).
(3) [The Hecke relations]
(Ti − p)(Ti + p
−1) = 0 (1 6 i 6 n− 1).
(4) [The Bernstein-Lusztig relations]
TiXiTi = Xi+1 (1 6 i 6 n− 1),
TiXj = XjTi (j 6= i, i+ 1).
Definition 3.2. For a finite-dimensional HAn -module M , let
M =
⊕
a∈(C∗)n
Ma
8
be the generalized eigenspace decomposition with respect to X1, . . . , Xn. Here
Ma :=
{
u ∈M | (Xi − ai)
Nu = 0 for any 1 6 i 6 n and N ≫ 0
}
for a = (a1, . . . , an) ∈ (C
∗)n.
(1) We say that M is of type J if all the eigenvalues of X1, . . . , Xn belong to J ⊂ C
∗.
(2) Put
KAJ :=
⊕
n>0
KAJ,n.
Here KAJ,n is the Grothendieck group of the abelian category of finite-dimensional H
A
n -
modules of type J .
(3) The group Z acts on C∗ by Z ∋ n : a 7→ ap2n.
Lemma 3.3. Let J1 and J2 be Z-invariant subsets in C
∗ such that J1 ∩ J2 = ∅.
(1) If M is an irreducible HAm-module of type J1 and N is an irreducible H
A
n -module of type
J2, then Ind
HAm+n
HAm⊗H
A
n
(M ⊗N) is irreducible of type J1 ∪ J2.
(2) Conversely, if L is an irreducible HAn -module of type J1 ∪ J2, then there exist m (0 6
m 6 n), an irreducible HAm-module M of type J1 and an irreducible H
A
n−m-module N
of type J2 such that L is isomorphic to Ind
HAn
HAm⊗H
A
n−m
(M ⊗N).
Hence in order to study the irreducible modules over the affine Hecke algebras of type
A, it is enough to treat the irreducible modules of type J for an orbit J with respect to
the Z-action on C∗.
3.2. The a-restriction and the a-induction. For a C-algebra A, let us denote by
A -modfd the abelian category of finite-dimensional A-modules.
Definition 3.4. For a ∈ C∗, let us define the functors
ea : H
A
n -mod
fd →HAn−1 -mod
fd, fa : H
A
n -mod
fd →HAn+1 -mod
fd
by : eaM is the generalized a-eigenspace of M with respect to the action of Xn, and
faM := Ind
HAn+1
HAn⊗C[X
±1
n+1]
M ⊠ 〈a〉,
where 〈a〉 is the 1-dimensional representation of C[X±1n+1] defined by Xn+1 7→ a.
Moreover, put
e˜aM := soc eaM, f˜aM := cosoc faM
for a ∈ C∗. Here the socle is the maximal semisimple submodule and the cosocle is the
maximal semisimple quotient module.
Theorem 3.5 (Vazirani [V]). Suppose M is irreducible. Then f˜aM is irreducible, and
e˜aM is irreducible or 0 for any a ∈ C
∗.
3.3. LLTA type theorems for the affine Hecke algebra of type A. In this subsection,
we consider the case
J =
{
pk | k ∈ Zodd
}
,
and suppose p is not a root of unity. For short, we shall write ei, e˜i, fi and f˜i for epi, e˜pi, fpi
and f˜pi, respectively.
The LLTA type theorem for the affine Hecke algebra of type A consists of two parts. First
is a labeling of finite-dimensional irreducible HA-modules by the crystal B(∞). Second is
a description of some composition multiplicities by using the upper global basis.
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Theorem 3.6 (Grojnowski-Vazirani [GV]). There are complete representatives
{Lb | b ∈ B(∞)}
of the finite-dimensional irreducible HA-modules of type J such that
e˜iLb = Leib, f˜iLb = L efib
for any i ∈ I.
Theorem 3.7 (Ariki [A]). For i ∈ I = Zodd, let us define e
′
i,b,b′ , fi,b,b′ ∈ C[q, q
−1] by the
coefficients of the expansions:
e′iG
up(b) =
∑
b′∈B(∞)
e′i,b,b′G
up(b′), fiG
up(b) =
∑
b′∈B(∞)
fi,b,b′G
up(b′).
Then
[eiLb : Lb′ ] = e
′
i,b,b′|q=1, [fiLb : Lb′ ] = fi,b,b′|q=1.
Here [M : N ] is the composition multiplicity of N in M on KAJ .
Part II. The Symmetric Crystals and some LLTA Type Conjectures for Affine
Hecke Algebra of Type B
4. General Definitions and Conjectures for Symmetric Crystals
We follow the notations in subsection 2.1. Let θ be an automorphism of I such that
θ2 = id and (αθ(i), αθ(j)) = (αi, αj). Hence it extends to an automorphism of the root
lattice Q by θ(αi) = αθ(i), and induces an automorphism of Uq(g).
Definition 4.1. Let Bθ(g) be the K-algebra generated by Ei, Fi, and invertible elements
Ti (i ∈ I) satisfying the following defining relations:
(i) the Ti’s commute with each other,
(ii) Tθ(i) = Ti for any i,
(iii) TiEjT
−1
i = q
(αi+αθ(i),αj)Ej and TiFjT
−1
i = q
(αi+αθ(i),−αj)Fj for i, j ∈ I,
(iv) EiFj = q
−(αi,αj)FjEi + (δi,j + δθ(i),jTi) for i, j ∈ I,
(v) the Ei’s and the Fi’s satisfy the Serre relations.
We set E
(n)
i = E
n
i /[n]i! and F
(n)
i = F
n
i /[n]i!.
Proposition 4.2. (i) There exists a Bθ(g)-module Vθ(λ) generated by a non-zero vector
φλ such that
(a) Eiφλ = 0 for any i ∈ I,
(b) Tiφλ = q
(αi,λ)φλ for any i ∈ I,
(c) {u ∈ Vθ(λ) | Eiu = 0 for any i ∈ I} = Kφλ.
Moreover such a Vθ(λ) is irreducible and unique up to an isomorphism.
(ii) there exists a unique symmetric bilinear form ( • , • ) on Vθ(λ) such that (φλ, φλ) = 1
and (Eiu, v) = (u, Fiv) for any i ∈ I and u, v ∈ Vθ(λ), and it is non-degenerate.
(iii) There exists an endomorphism − of Vθ(λ) such that φλ = φλ and av = a¯v¯, Fiv = Fiv¯
for any a ∈ K and v ∈ Vθ(λ).
The pair (Bθ(g), Vθ(λ)) is an analogue of (B(g), U
−
q (g)). Such a Vθ(λ) is constructed
as follows. Let U−q (g)φ
′
λ and U
−
q (g)φ
′′
λ be a copy of a free U
−
q (g)-module. We give the
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structure of a Bθ(g)-module on them as follows: for any i ∈ I and a ∈ U
−
q (g)

Ti(aφ
′
λ) = q
(αi,λ)(Ad(titθ(i))a)φ
′
λ,
Ei(aφ
′
λ) =
(
e′ia+ q
(αi,λ)Ad(ti)(e
∗
θ(i)a)
)
φ′λ,
Fi(aφ
′
λ) = (fia)φ
′
λ
(4.1)
and 

Ti(aφ
′′
λ) = q
(αi,λ)(Ad(titθ(i))a)φ
′′
λ,
Ei(aφ
′′
λ) = (e
′
ia)φ
′′
λ,
Fi(aφ
′′
λ) =
(
fia + q
(αi,λ)(Ad(ti)a)fθ(i)
)
φ′′λ.
(4.2)
Then there exists a unique Bθ(g)-linear morphism ψ : U
−
q (g)φ
′
λ → U
−
q (g)φ
′′
λ sending φ
′
λ to
φ′′λ. Its image ψ(U
−
q (g)φ
′
λ) is Vθ(λ).
Hereafter we assume further that
there is no i ∈ I such that θ(i) = i.
We conjecture that Vθ(λ) has a crystal basis. This means the following. Since Ei and Fi
satisfy the q-boson relation, we define the modified root operators:
E˜i(u) =
∑
n>1
F
(n−1)
i un and F˜i(u) =
∑
n>0
F
(n+1)
i un,
when writing u =
∑
n>0 F
(n)
i un with Eiun = 0. Let Lθ(λ) be the A0-submodule of Vθ(λ)
generated by F˜i1 · · · F˜iℓφλ (ℓ > 0 and i1, . . . , iℓ ∈ I ), and let Bθ(λ) be the subset{
F˜i1 · · · F˜iℓφλ mod qLθ(λ) | ℓ > 0, i1, . . . , iℓ ∈ I
}
of Lθ(λ)/qLθ(λ).
Conjecture 4.3. (1) F˜iLθ(λ) ⊂ Lθ(λ) and E˜iLθ(λ) ⊂ Lθ(λ),
(2) Bθ(λ) is a basis of Lθ(λ)/qLθ(λ),
(3) F˜iBθ(λ) ⊂ Bθ(λ), and E˜iBθ(λ) ⊂ Bθ(λ) ⊔ {0},
(4) F˜iE˜i(b) = b for any b ∈ Bθ(λ) such that E˜ib 6= 0, and E˜iF˜i(b) = b for any b ∈ Bθ(λ).
Moreover we conjecture that Vθ(λ) has a global crystal basis. Namely we have
Conjecture 4.4. (Lθ(λ), Lθ(λ)
−, Vθ(λ)
low
A
) is balanced. Here Vθ(λ)
low
A
:= U−q (g)Aφλ.
The dual version is as follows. As in [Kas], we have
Lemma 4.5. Assume Conjecture 4.3. Then we have
(i) Lθ(λ) = {v ∈ Vθ(λ) | (Lθ(λ), v) ⊂ A0},
(ii) Let ( • , • )0 be the C-valued symmetric bilinear form on Lθ(λ)/qLθ(λ) induced by
( • , • ). Then Bθ(λ) is an orthonormal basis with respect to ( • , • )0.
Let us denote by Vθ(λ)
up
A
the dual space
{
v ∈ Vθ(λ) | (Vθ(λ)
low
A
, v) ∈ A
}
. Then Conjec-
ture 4.4 is equivalent to the following conjecture.
Conjecture 4.6. (Lθ(λ), c(Lθ(λ)), Vθ(λ)
up
A
) is balanced.
Here c is a unique endomorphism of Vθ(λ) such that c(φλ) = φλ and c(av) = a¯c(v),
c(Eiv) = Eic(v) for any a ∈ K and v ∈ Vθ(λ). We have (c(v
′), v) = (v′, v¯) for any
v, v′ ∈ Vθ(λ).
Note that Vθ(λ)
up
A
is the largest A-submodule M of Vθ(λ) such that M is invariant by
the E
(n)
i ’s and M ∩Kφλ = Aφλ.
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By Conjecture 4.6, Lθ(λ) ∩ c(Lθ(λ)) ∩ Vθ(0)
up → Lθ(λ)/qLθ(λ) is an isomorphism. Let
Gup be its inverse. Then {Gup(b)}b∈Bθ(λ) is a basis of Vθ(λ), which we call the upper global
basis of Vθ(λ). Note that {G
up(b)}b∈Bθ(λ) is the dual basis to {G
low(b)}b∈Bθ(λ) with respect
to the inner product of Vθ(λ).
5. Symmetric Crystals for gl∞
In this section, we consider the case g = gl∞ and the Dynkin involution θ of I defined
by θ(i) = −i for i ∈ I = Zodd.
· · · · · · ◦
xx
θ
&&
◦
xx &&
◦
zz $$
◦ ◦ ◦ · · · · · · .
−5 −3 −1 1 3 5
We shall prove in this case Conjectures 4.3 and 4.4 for λ = 0.
We set
V˜θ(0) :=Bθ(g)/(
∑
i
Bθ(g)Ei +
∑
i
Bθ(g)(Fi − Fθ(i))) ≃ U
−
q (gl∞)/
∑
i
U−q (gl∞)(fi − fθ(i)).
Since Fiφ
′′
0 = (fi + fθ(i))φ
′′
0 = Fθ(i)φ
′′
0, we have an epimorphism
V˜θ(0)։ Vθ(0).(5.1)
It is in fact an isomorphism (see Theorem 5.9).
5.1. θ-restricted multisegments.
Definition 5.1. If a multisegment m has the form
m =
∑
−j6i6j
mij〈i, j〉,
we call m a θ-restricted multisegment. We denote by Mθ the set of θ-restricted multiseg-
ments.
Definition 5.2. For a θ-restricted segment 〈i, j〉, we define its modified divided power by
〈i, j〉[m] =


〈i, j〉(m) =
1
[m]!
〈i, j〉m (i 6= −j),
1∏m
ν=1[2ν]
〈−j, j〉m (i = −j).
Definition 5.3. For m ∈Mθ, we define the elements Pθ(m) ∈ U
−
q (g) ⊂ Bθ(g) by
Pθ(m) =
−→∏
〈i,j〉∈m
〈i, j〉[mij ].
Here the product
−→∏
is taken over the segments appearing in m from large to small with
respect to the PBW-ordering.
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5.2. Crystal structure on Mθ.
Definition 5.4. Suppose k > 0. For a θ-restricted multisegment m =
∑
−j6i6j
mi,j〈i, j〉, we
set
ε−k(m) = max
{
A
(−k)
ℓ (m) | ℓ > −k
}
,
where
A
(−k)
ℓ (m) =
∑
ℓ′>ℓ
(m−k,ℓ −m−k+2,ℓ+2) for ℓ > k,
A
(−k)
k (m) =
∑
ℓ>k
(m−k,ℓ −m−k+2,ℓ) + 2m−k,k + δ(m−k+2,k is odd),
A
(−k)
j (m) =
∑
ℓ>k
(m−k,ℓ −m−k+2,ℓ) + 2m−k,k − 2m−k+2,k−2 +
∑
−k+2<i6j+2
mi,k −
∑
−k+2<i6j
mi,k−2
for −k + 2 6 j 6 k − 2.
(i) Let nf be the smallest ℓ > −k + 2, with respect to the ordering · · · > k + 2 > k >
−k + 2 > · · · > k − 2, such that ε−k(m) = A
(−k)
ℓ (m). We define
F˜−k(m) =


m− 〈−k + 2, nf〉+ 〈−k, nf 〉 if nf > k,
m− 〈−k + 2, k〉+ 〈−k, k〉 if nf = k and m−k+2,k is odd,
m− δk 6=1〈−k + 2, k − 2〉+ 〈−k + 2, k〉 if nf = k and m−k+2,k is even,
m− δnf 6=k−2〈nf + 2, k − 2〉+ 〈nf + 2, k〉 if −k + 2 6 nf 6 k − 2.
(ii) If ε−k(m) = 0, then E˜−k(m) = 0. If ε−k(m) > 0, then let ne be the largest ℓ > −k+2,
with respect to the above ordering, such that ε−k(m) = A
(−k)
ℓ (m). We define
E˜−k(m) =


m− 〈−k, ne〉+ 〈−k + 2, ne〉 if ne > k,
m− 〈−k, k〉+ 〈−k + 2, k〉 if ne = k and m−k+2,k is even,
m− 〈−k + 2, k〉+ δk 6=1〈−k + 2, k − 2〉 if ne = k and m−k+2,k is odd,
m− 〈ne + 2, k〉+ δne 6=k−2〈ne + 2, k − 2〉 if −k + 2 6 ne 6 k − 2.
Remark 5.5. For 0 < k ∈ I, the actions of E˜−k and F˜−k on m ∈ Mθ are described by
the following algorithm.
Step 1. Arrange segments in m of the form 〈−k, j〉 (j >k), 〈−k+2, j〉 (j > k−2, 0), 〈i, k〉
(−k 6 i 6k), 〈i, k − 2〉 (−k + 2 6 i 6 k − 2) in the order
· · · , 〈−k, k + 2〉, 〈−k + 2, k + 2〉, 〈−k, k〉, 〈−k + 2, k〉, 〈−k + 2, k − 2〉,
〈−k + 4, k〉, 〈−k + 4, k − 2〉, · · · , 〈k − 2, k〉, 〈k − 2, k − 2〉, 〈k〉.
Step 2. Write signatures for each segment appearing in m by the following rules.
(i) If a segment is not 〈−k + 2, k〉, then
• For 〈−k, k〉, write −−,
• For 〈−k, j〉 with j > k, write −,
• For 〈−k + 2, k − 2〉 with k > 1, write ++,
• For 〈−k + 2, j〉 with j > k, write +,
• For 〈j, k〉 if −k < j 6 k, write −,
• For 〈j, k − 2〉 if −k + 2 < j 6 k − 2, write +,
• If otherwise, write no signature.
(ii) For segments m−k+2,k〈−k + 2, k〉, if m−k+2,k is even, then write no signature,
and if m−k+2,k is odd, then write a sequence −+.
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Step 3. In the resulting sequence of + and −, delete a subsequence of the form +− and
keep on deleting until no such subsequence remains.
Then we obtain a sequence of the form −− · · · −++ · · ·+.
(1) ε−k(m) is given as the total number of − in the resulting sequence.
(2) F˜−k(m) is given as follows:
(i) if the leftmost + corresponds to a segment 〈−k + 2, j〉 (j > k), then replace the
segment with 〈−k, j〉,
(ii) if the leftmost + corresponds to a segment 〈j, k − 2〉, then replace the segment
with 〈j, k〉,
(iii) f the leftmost + corresponds to segment 〈−k + 2, k〉m−k+2,k , then replace one of
the segments with 〈−k, k〉,
(iv) if no + exists, add a segment 〈k, k〉 to m.
(3) E˜−k(m) is given as follows:
(i) if the rightmost − corresponds to a segment 〈−k, j〉, then replace the segment
with 〈−k + 2, j〉,
(ii) if the rightmost − corresponds to a segment 〈j, k〉 (j 6= −k+2), then replace the
segment with 〈j, k − 2〉,
(iii) if the rightmost − corresponds to segments m−k+2,k〈−k + 2, k〉, then replace one
of the segment with 〈−k + 2, k − 2〉,
(iv) if no − exists, then E˜−k(m) = 0.
Definition 5.6. For k ∈ I>0, we define F˜k, E˜k and εk by the same rule as in Definition 2.15
for f˜k and e˜k.
Theorem 5.7. By F˜k, E˜k, εk (k ∈ I), Mθ is a crystal, namely, for any k ∈ I, we have
(i) F˜kMθ ⊂Mθ and E˜kMθ ⊂Mθ ⊔ {0},
(ii) F˜kE˜k(m) =m if E˜k(m) 6= 0, and E˜k ◦ F˜k = id,
(iii) εk(m) = max
{
n > 0 | E˜n(m) 6= 0
}
<∞ for any m ∈Mθ.
Example 5.8. (1) We shall write {a, b} for a〈−1, 1〉+ b〈1〉. The following diagram is the
part of the crystal graph of Bθ(0) that concerns only the 1-arrows and the (−1)-arrows.
{0, 4}
1 //
−1
// {0, 5} · · ·
{0, 2}
1 //
−1
// {0, 3}
1 44jjjjjj
−1
TT
**TT
φ
1 //
−1
// {0, 1}
1 44jjjjjj
−1
**TTT
TTT
{1, 2}
1 //
−1
// {1, 3} · · ·
{1, 0}
1 //
−1
// {1, 1}
1jjj
44jjj
−1
**TTT
TTT
{2, 0}
1 //
−1
// {2, 1} · · ·
Especially the part of (−1)-arrows is the following diagram.
{0, 2n}
−1 // {0, 2n+ 1}
−1 // {1, 2n}
−1 // {1, 2n+ 1}
−1 // {2, 2n}
−1 // · · ·
(2) The following diagram is the part of the crystal graph of Bθ(0) that concerns only the
(−1)-arrows and the (−3)-arrows. This diagram is isomorphic as a graph to the crystal
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graph of A2.
2〈−1, 1〉
〈−1, 1〉+ 〈1〉
−1 22eeeeeeeeeee
−3
,,YYYYY
YYY
〈−1, 1〉
−1 33gggggg
−3 ++X
XXXXX
XXX 〈−1, 3〉+ 〈1〉
〈1〉
−1 44jjjjjjj
−3 $$J
JJ
JJ
JJ
JJ
〈−1, 3〉 −1
22eeeeeeeeeee
−3 ,,YY
YYYYYY
YYYYYY
〈−3, 3〉
〈1, 3〉
−1
77nnnnnnnnnnn
−3
  A
AA
AA
AA
AA
AA
AA
AA
AA
AA
〈3〉+ 〈−1, 1〉+ 〈1〉
〈3〉+ 〈−1, 1〉
−1 22eeeee
−3
,,YYYYY
YYY
φ
−1
HH
−3
,
,,
,,
,,
,,
,,
,,
,,
,,
,
〈−1, 3〉+ 〈3〉
〈1, 3〉+ 〈3〉 −1
22eeeeeeeee
−3
,,YYYYY
YYYYY
〈1, 3〉+ 2〈3〉
〈3〉+ 〈1〉
−1
>>}}}}}}}}}}}}}}}}}}}
−3 ((PP
PPP
PPP
PPP
2〈3〉+ 〈−1, 1〉
〈3〉
−1
::ttttttttt
−3 **T
TTTT
TTT 2〈3〉+ 〈1〉
−1
22eeeeeeeee
−3 ,,Y
YYYYYY
YYYY
2〈3〉
−1 33ggggggggg
−3 ++XX
XXXXX
XXXXX 3〈3〉+ 〈1〉
3〈3〉 −1
22eeeeeeeeeeeeee
−3 ,,YYYY
YYYYYY
YYYYYY
Y
4〈3〉
(3) Here is the part of the crystal graph of Bθ(0) that concerns only the n-arrows and the
(−n)-arrows for an odd integer n > 3:
φ
n //
−n
// 〈n〉
n //
−n
// 2〈n〉
n //
−n
// 3〈n〉
n //
−n
// 4〈n〉 · · ·
5.3. Main Theorem. We write φ for the generator φ0 of Vθ(0), for short.
Theorem 5.9. (i) The morphism
V˜θ(0) = U
−
q (g)/
∑
k∈I
U−q (g)(fk − f−k)→ Vθ(0)
is an isomorphism.
(ii) {Pθ(m)φ}m∈Mθ is a basis of the K-vector space Vθ(0).
(iii) Set
Lθ(0) :=
∑
ℓ>0,i1,...,iℓ∈I
A0F˜i1 · · · F˜iℓφ ⊂ Vθ(0),
Bθ(0) =
{
F˜i1 · · · F˜iℓφmod qLθ(0) | ℓ > 0, i1, . . . , iℓ ∈ I
}
.
Then, Bθ(0) is a basis of Lθ(0)/qLθ(0) and (Lθ(0), Bθ(0)) is a crystal basis of Vθ(0),
and the crystal structure coincide with the one of Mθ.
(iv) More precisely, we have
(a) Lθ(0) =
∑
m∈Mθ
A0Pθ(m)φ,
(b) Bθ(0) = {Pθ(m)φmod qLθ(0) |m ∈Mθ},
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(c) for any k ∈ I and m ∈Mθ, we have
(1) F˜kPθ(m)φ ≡ Pθ(m)φ mod qLθ(0),
(2) E˜kPθ(m)φ ≡ Pθ(E˜km)φ mod qLθ(0), where we understand Pθ(0) = 0,
(3) E˜nkPθ(m)φ ∈ qLθ(0) if and only if n > εk(m).
5.3.1. Global Basis of Vθ(0). Recall that A = Q[q, q
−1], and Vθ(0)A = U
−
q (gl∞)Aφ.
Lemma 5.10. (i) Vθ(0)A =
⊕
m∈Mθ
APθ(m)φ.
(ii) For m ∈M,
Pθ(m)φ ∈ Pθ(m)φ+
∑
n<
cry
m
APθ(n)φ.
By the above lemma, we obtain the following theorem.
Theorem 5.11. (i) (Lθ(0), Lθ(0)
−, Vθ(0)A) is balanced.
(ii) For anym ∈Mθ, there exists a unique G
low
θ (m) ∈ Lθ(0)∩Vθ(0)A such that G
low
θ (m) =
Glowθ (m) and G
low
θ (m) ≡ Pθ(m)φ mod qLθ(0).
(iii) Glowθ (m) ∈ Pθ(m)φ+
∑
n<
cry
m
qC[q]Pθ(n)φ for any m ∈Mθ.
6. Representation Theory of HBn and LLTA Type Conjectures
6.1. The affine Hecke algebra of type B.
Definition 6.1. For p0, p1 ∈ C
∗, the affine Hecke algebra HBn of type B is a C-algebra
generated by
T0, T1, · · · , Tn−1, X
±1
1 , · · · , X
±1
n
satisfying the following defining relations :
(i) XiXj = XjXi for any 1 6 i, j 6 n.
(ii) [The braid relations of type B]
T0T1T0T1 = T1T0T1T0,
TiTi+1Ti = Ti+1TiTi+1 (1 6 i 6 n− 2),
TiTj = TjTi (|i− j| > 1).
(iii) [The Hecke relations]
(T0 − p0)(T0 + p
−1
0 ) = 0, (Ti − p1)(Ti + p
−1
1 ) = 0 (1 6 i 6 n− 1).
(iv) [The Bernstein-Lusztig relations]
T0X
−1
1 T0 = X1,
TiXiTi = Xi+1 (1 6 i 6 n− 1),
TiXj = XjTi (j 6= i, i+ 1).
Note that the subalgebra generated by Ti (1 6 i 6 n − 1) and X
±1
j (1 6 j 6 n) is
isomorphic to the affine Hecke algebra HAn .
We assume that p0, p1 ∈ C
∗ satisfy
p20 6= 1, p
2
1 6= 1.
Let us denote by Poln the Laurent polynomial ring C[X
±1
1 , . . . , X
±1
n ], and by P˜oln its
quotient field C(X1, . . . , Xn). Then H
B
n is isomorphic to the tensor product of Poln and
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the subalgebra generated by the Ti’s that is isomorphic to the Hecke algebra of type Bn.
We have
Tia = (sia)Ti + (pi − p
−1
i )
a− sia
1−X−α
∨
i
for a ∈ Poln.
Here pi = p1 (1 < i < n), and X
−α∨i = X−21 (i = 0) and X
−α∨i = XiX
−1
i+1 (1 6 i < n). The
si’s are the Weyl group action on Poln: (sia)(X1, . . . , Xn) = a(X
−1
1 , X2, . . . , Xn) for i = 0
and (sia)(X1, . . . , Xn) = a(X1, . . . , Xi+1, Xi, . . . , Xn) for 1 6 i < n.
Note that HBn = C for n = 0.
The algebra HBn acts faithfully on H
B
n /
∑n−1
i=0 H
B
n (Ti − pi) ≃ Poln. Set
ϕi = (1−X
−α∨i )Ti − (pi − p
−1
i ) ∈ H
B
n
and
ϕ˜i = (p
−1
i − piX
−α∨i )−1ϕi ∈ P˜oln ⊗Poln H
B
n .
Then the action of ϕ˜i on Poln coincides with si. They are called intertwiners.
6.2. Block decomposition of HBn -mod. For n,m > 0, set
Fn,m := C[X
±1
1 , . . . , X
±1
n+m, D
−1],
where
D :=
∏
16i6n<j6n+m
(Xi− p
2
1Xj)(Xi− p
−2
1 Xj)(Xi− p
2
1X
−1
j )(Xi− p
−2
1 X
−1
j )(Xi−Xj)(Xi−X
−1
j ).
Then we can embed HBn into H
B
n+m ⊗Poln+m Fn,m by
T0 7→ ϕ˜n · · · ϕ˜1 T0 ϕ˜1 · · · ϕ˜n, Ti 7→ Ti+n (1 6 i < m), Xi 7→ Xi+n (1 6 i 6 m).
Its image commute with HBn ⊂ H
B
n+m. Hence H
B
n+m ⊗Poln+m Fn,m is a right H
B
n ⊗ H
B
m-
module. Note that (HBn ⊗H
B
m)⊗Poln+m Fn,m = Fn,m ⊗Poln+m (H
B
n ⊗H
B
m) is an algebra.
Lemma 6.2. HAn+m ⊗
HAn⊗H
A
m
(
HBn ⊗H
B
m
)
⊗Poln+m Fn,m
∼
−→HBn+m ⊗Poln+m Fn,m.
Proof. Let WAn and W
B
n be the finite Weyl group of type A and B. Note that |W
A
n+m| ·
|WBn |·|W
B
m |/(|W
A
n |·|W
A
m|) = |W
B
n+m|. Hence the both sides are free modules of rank |W
B
n+m|
over Fn,m. We prove that the map is surjective.
For short, we denote the image of HAn+m ⊗
HAn⊗H
A
m
(
HBn ⊗ H
B
m
)
⊗Poln+m Fn,m by H
loc
n,m ⊂
HBn+m ⊗Poln+m Fn,m. Note that ϕ˜i · · · ϕ˜n ∈ H
A
n+m ⊗Poln+m Fn,m for 1 6 i 6 n.
First, we have ϕ˜n · · · ϕ˜1 T0 ϕ˜1 · · · ϕ˜n ∈ H
B
m ⊗Poln Fn,m. Since (ϕ˜n · · · ϕ˜1)
−1 = ϕ˜1 · · · ϕ˜n ∈
HAn+m ⊗Poln Fn,m, we have T0 ϕ˜1 · · · ϕ˜n ∈ H
loc
n,m.
Second, note that
Ti =
(
ϕ˜i(p
−1
i − piX
−1
i Xi+1)− (pi − p
−1
i )X
−1
i Xi+1
)
(1−X−1i Xi+1)
−1 (1 6 i < n).
If T0T1 · · ·Ti−1 ϕ˜i · · · ϕ˜n ∈ H
loc
n,m, then T0T1 · · ·Ti ϕ˜i+1 · · · ϕ˜n ∈ H
loc
n,m for 1 6 i < n. Indeed,
we have
T0 · · ·Ti ϕ˜i+1 · · · ϕ˜n = T0 · · ·Ti−1 ϕ˜i · · · ϕ˜n (p
−1
i − piX
−1
i Xn+1)(1−X
−1
i Xn+1)
−1
−(pi − p
−1
i )T0 · · ·Ti−1 ϕ˜i+1 · · · ϕ˜nX
−1
i Xn+1(1−X
−1
i Xn+1)
−1
and
T0 · · ·Ti−1 ϕ˜i+1 · · · ϕ˜n = ϕ˜i+1 · · · ϕ˜n T0 · · ·Ti−1 ∈ H
A
n+mFn,mH
B
n .
Therefore T0T1 · · ·Tn ∈ H
loc
n,m. Hence T0T1 · · ·Ti ∈ H
loc
n,m (1 6 i < n+m). Indeed, if i < n,
then T0T1 · · ·Ti ∈ H
B
n . If n 6 i, then T0T1 · · ·Tn ∈ H
loc
n,m and Tn+1 · · ·Ti ∈ H
B
m.
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Finally, we prove the surjectivity by the induction on m. Note that
HBn+m =
n+m∑
i=1
TiTi+1 · · ·Tn+m−1H
B
n+m−1 +
n+m−1∑
i=0
Ti · · ·T1T0T1 · · ·Tn+m−1H
B
n+m−1
and TiTi+1 · · ·Tn+m−1 ∈ H
A
n+m−1. Furthermore, H
B
n+m−1 ⊂ H
loc
n,m−1 by the induction hy-
pothesis. Thus it is sufficient to prove that T0H
A,fin
n+m ⊂ H
loc
n,m. Here, H
A,fin
n+m is the subalgebra
of HAn+m generated by T1, . . . , Tn+m−1. This follows from
HA,finn+m =
n+m−1∑
i=0
〈T2, · · · , Tn+m−1〉T1T2 · · ·Ti
and T0T1 · · ·Ti ∈ H
loc
n,m. 
Definition 6.3. For a finite-dimensional HBn -module M , let
M =
⊕
a∈(C∗)n
Ma
be the generalized eigenspace decomposition with respect to X1, . . . , Xn:
Ma :=
{
u ∈M | (Xi − ai)
Nu = 0 for any 1 6 i 6 n and N ≫ 0
}
for a = (a1, . . . , an) ∈ (C
∗)n.
(1) We say that M is of type J if all the eigenvalues of X1, . . . , Xn belong to J ⊂ C
∗. Put
KBJ :=
⊕
n>0
KBJ,n.
Here KBJ,n is the Grothendieck group of the abelian category of finite-dimensional H
B
n -
modules of type J .
(2) The semi-direct product group Z ⋊ Z2 = Z× {1,−1} acts on C
∗ by (n, ǫ) : a 7→ aǫp2n1 .
(3) Let J1 and J2 be Z ⋊ Z2-invariant subsets of C
∗ such that J1 ∩ J2 = ∅. Then for an
HBn -module N of type J1 and an H
B
m-module M of type J2, the action of Poln+m on
N ⊗M extends to an action of Fn,m. We set
N ⋄M := (HBn+m ⊗Poln+m Fn,m)⊗(HBn⊗HBm)⊗Poln+mFn,m (N ⊗M).
By the lemma above, N ⋄M is isomorphic to Ind
HAn+m
HAn⊗H
A
m
(N ⊗M) as an HAn+m-module.
Proposition 6.4. Let J1 and J2 be Z ⋊ Z2-invariant subsets of C
∗ such that J1 ∩ J2 = ∅.
(1) Let N be an irreducible HBn -module of type J1 and M an irreducible H
B
m-module of type
J2. Then N ⋄M is an irreducible H
B
n+m-module of type J1 ∪ J2.
(2) Conversely if L is an irreducibleHBn -module of type J1∪J2, then there exist an integerm
(0 6 m 6 n), an irreducible HBm-module N of type J1 and an irreducible H
B
n−m-module
M of type J2 such that L ≃ N ⋄M .
(3) Assume that a Z⋊Z2-orbit J decomposes into J = J+ ⊔ J− where J± are Z-orbits and
J− = (J+)
−1. Assume that ±1,±p0 6∈ J . Then for any irreducible H
B
n -module L of
type J , there exists an irreducible HAn -module M such that L ≃ Ind
HBn
HAn
M .
Proof. (1) Let (N ⋄M)J1,J2 be the generalized eigenspace, where the eigenvalues of Xi (1 6
i 6 n) are in J1 and the eigenvalues of Xj (n < j 6 n+m) are in J2. Then (N ⋄M)J1,J2 =
N ⊗ M by J1 ∩ J2 = ∅ by the above lemma and the shuffle lemma (e.g. [G, Lemma
5.5]). Suppose there exists non-zero HBn+m-submodule S in N ⋄ M . Then SJ1,J2 6= 0
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as an HBn ⊗ H
B
m-module. Hence SJ1,J2 = N ⊗M by the irreducibility of N ⊗ M as an
HBn ⊗H
B
m-module. We obtain S = N ⋄M .
(2) For an irreducible HBn -module L, the H
B
m ⊗ H
B
n−m-module LJ1,J2 does not vanish
for some m. Take an irreducible HBm ⊗ H
B
n−m-submodule S in L. Then there exist an
irreducible HBm-module N of type J1 and an irreducible H
B
n−m-module M of type J2 such
that S = N⊗M . Hence there exists a surjective homomorphism Ind(N⊗M) = N⋄M → L.
Since N ⋄M is irreducible, this is an isomorphism.
(3) See [M, Section 6]. 
Hence in order to study HB-modules, it is enough to study irreducible modules of type
J for a Z ⋊ Z2-orbit J in C
∗ such that J is a Z-orbit or J contains one of ±1,±p0.
6.3. The a-restriction and a-induction.
Definition 6.5. For a ∈ C∗ and a finite-dimensional HBn -module M , let us define the
functors
Ea : H
B
n -mod
fd →HBn−1 -mod
fd, Fa : H
B
n -mod
fd →HBn+1 -mod
fd
by : EaM is the generalized a-eigenspace of M with respect to the action of Xn, and
FaM := Ind
HBn+1
HBn⊗C[X
±1
n+1]
M ⊠ 〈a〉,
where 〈a〉 is the 1-dimensional representation of C[X±1n+1] defined by Xn+1 7→ a.
Define
E˜aM := socEaM, F˜aM := cosocFaM
for a ∈ C∗.
Theorem 6.6 (Miemietz [M]). Suppose M is irreducible. Then F˜aM is irreducible and
E˜aM is irreducible or 0 for any a ∈ C
∗\{±1}.
6.4. LLTA type conjectures for type B. Now we take the case
J =
{
pk1 | k ∈ Zodd
}
.
Assume that any of ±1 and ±p0 is not contained in J . For short, we shall write Ei, E˜i, Fi
and F˜i for Epi, E˜pi , Fpi and F˜pi, respectively.
Conjecture 6.7. (1) There are complete representatives
{Lb | b ∈ Bθ(0)}
of the finite-dimensional irreducible HB-modules of type J such that
E˜iLb = L eEib, F˜iLb = L eFib
for any i ∈ I := Zodd.
(2) For any i ∈ Zodd, let us define Ei,b,b′, Fi,b,b′ ∈ C[q, q
−1] by the coefficients of the following
expansions:
EiG
up
θ (b) =
∑
b′∈Bθ(0)
Ei,b,b′G
up
θ (b
′), FiG
up
θ (b) =
∑
b′∈Bθ(0)
Fi,b,b′G
up
θ (b
′).
Then
[EiLb : Lb′ ] = Ei,b,b′|q=1, [FiLb : Lb′ ] = Fi,b,b′ |q=1.
Here [M : N ] is the composition multiplicity of N in M on KBJ .
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Remark 6.8. There is a one-to-one correspondence between the above index set Bθ(0)
and Syu Kato’s parametrization ([Kat]) of irreducible representations of HBn of type J .
Remark 6.9. (i) For conjectures for other Z ⋊ Z2-orbits J , see [EK1].
(ii) Similar conjectures for type D are presented by the second author and Vanessa
Miemietz ([KM]).
Errata to “Symmetric crystals and affine Hecke algebras of type B, Proc. Japan Acad., 82,
no. 8, 2006, 131–136” :
(i) In Conjecture 3.8, λ = Λp0 + Λp−10 should be read as λ =
∑
a∈A
Λa, where A = I ∩
{p0, p
−1
0 ,−p0,−p
−1
0 }. We thank S. Ariki who informed us that the original conjecture
is false.
(ii) In the two diagrams of Bθ(λ) at the end of § 2, λ should be 0.
(iii) Throughout the paper, A
(1)
ℓ should be read as A
(1)
ℓ−1.
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