A Latin square is pan-Hamiltonian if every pair of rows forms a single cycle. Such squares are related to perfect 1-factorisations of the complete bipartite graph. A square is atomic if every conjugate is pan-Hamiltonian. These squares are indivisible in a strong sense -they have no proper subrectangles. We give some existence results and a catalogue for small orders. In the process we identify all the perfect 1-factorisations of K n,n for n ≤ 9, and count the Latin squares of order 9 without proper subsquares. §1. Introduction For k ≤ n, a k × n Latin rectangle is a k × n matrix of entries chosen from some set of symbols of cardinality n, such that no symbol is duplicated within any row or any column. Typically we assume that the symbol set is {1, 2, . . . , n}. We use L(k, n) for the set of k × n Latin rectangles. Elements of L(n, n) are called Latin squares of order n. The symbol in row r, column c of a Latin rectangle R is denoted by R rc . A Latin square S is idempotent if S ii = i for each i.
§1. Introduction
For k ≤ n, a k × n Latin rectangle is a k × n matrix of entries chosen from some set of symbols of cardinality n, such that no symbol is duplicated within any row or any column. Typically we assume that the symbol set is {1, 2, . . . , n}. We use L(k, n) for the set of k × n Latin rectangles. Elements of L(n, n) are called Latin squares of order n. The symbol in row r, column c of a Latin rectangle R is denoted by R rc . A Latin square S is idempotent if S ii = i for each i.
If the symbol set of a Latin rectangle R is {1, 2, . . . , n} then each row r is the image of some permutation σ r of that set. That is, R ri = σ r (i). Moreover, each pair of rows (r, s) defines a permutation by σ r,s = σ r σ −1 s . Naturally σ r,s = σ −1 s,r . Any of these permutations may be written as a product of disjoint cycles in the standard way. If this product consists of a single factor we call the permutation a full cycle permutation.
A subrectangle of a Latin rectangle is a submatrix (not necessarily consisting of adjacent entries) which is itself a Latin rectangle. If it happens to be a Latin square it is called a subsquare. An a × b subrectangle of a k × n Latin rectangle is proper provided we have the strict inequalities 1 < a < k and 1 < b < n. A Latin square without subsquares of order 2 is said to be N 2 and a Latin square without proper subsquares is N ∞ . Latin squares with no proper subrectangles will be of central interest in this paper.
There are some important equivalence relations for Latin squares. Two squares are isotopic if one can be obtained from the other by rearranging the rows, rearranging the columns and renaming the symbols. The set of all squares isotopic to a given square forms an isotopy class. The second operation is conjugacy. Here instead of permuting within the sets of rows, columns and symbols, we permute the sets themselves. For example, starting with a square S, we might interchange rows with columns to get S T , the transpose of S. Alternatively, we could interchange the roles of columns and symbols to get a square R −1 (S), which we call the row inverse of S. Note that R −1 (S) can be obtained from S by replacing σ r by σ
−1 r
in each row r. If it happens that S = R −1 (S) then clearly each σ r must be an involution and we say that S is involutory. The operations of transposition and row inverse generate a conjugacy class consisting of 6 conjugates {S,
The closure of an isotopy class under conjugacy yields a main class.
Two edges of a graph are independent if they do not share a common vertex. A set of pairwise independent edges which covers the vertices of a graph is called a 1-factor (also known as a perfect matching). A partitioning of the edges of a graph into 1-factors is a 1-factorisation. A 1-factorisation is perfect if the union of any two of its 1-factors is a single (Hamiltonian) cycle. For a full discussion of 1-factorisations see [14] , and for a short summary of known results consult [1] .
There is a close relationship between Latin rectangles and 1-factorisations in regular bipartite graphs, in which each row of a rectangle corresponds to a 1-factor. For each R ∈ L(k, n) we can form G(R), a k-regular subgraph of K n,n in which the vertex sets correspond to the columns and the symbols, and an edge indicates that the symbol is used in the column. The Latin property of R means that the edges corresponding to the (column, symbol) pairs within a row are a 1-factor, and the 1-factors corresponding to different rows are disjoint. Hence R prescribes a 1-factorisation of G(R) in a natural way. In this paper we investigate the case where the 1-factorisation happens to be perfect. An alternative way to view our results in terms of transversal designs will be discussed briefly in §5.
If R is a 2×a subrectangle of some Latin square L, and R is minimal in that it contains no 2×b subrectangle for b < a, then we say that R is a row cycle of length a. Column cycles and symbol cycles are defined similarly, and the operations of conjugacy on L interchange these objects. Note that there is a natural 1:1 length-preserving correspondence between row cycles involving rows r, s and cycles in σ r,s . We are interested in the case where all row cycles are as long as possible: The name pan-Hamiltonian comes from [9] , where it is used to describe a Latin square in which each symbol cycle is Hamiltonian. We prefer to base our definition on row cycles because it then makes sense for Latin rectangles which are not squares. Our definition is clearly related to that of [9] by conjugacy. §2.
Basic properties
We examine a few simple properties of pan-Hamiltonian squares. Firstly, from the discussion in the introduction we have:
There is a pan-Hamiltonian square of order n if and only if K n,n has a perfect 1-factorisation.
In fact the concepts of pan-Hamiltonian squares and bipartite perfect 1-factorisations are so closely linked that in what follows we will sometimes consider them synonymous. Our second result provides further motivation for our study.
Lemma 2. A Latin square is pan-Hamiltonian if and only if it contains no proper subrectangles. In particular every pan-Hamiltonian square is N ∞ .
Proof: If L ∈ L(n, n) is not pan-Hamiltonian then it contains a row cycle of length less than n and this row cycle immediately gives a proper subrectangle. Conversely, suppose L contains a proper subrectangle R. Then R has at least two rows so it contains at least one row cycle C. For R to be proper, C must have length less than n. But C is a row cycle of L, so L is not pan-Hamiltonian.
Lemma 2 gives a good reason to be interested in pan-Hamiltonian Latin squares, but also shows that constructing them is likely to be difficult. Note that at this stage the existence question for N ∞ squares is not completely resolved. Heinrich [8] gave a construction for n = pq = 6 where p and q are prime, which was later generalised in [2] Proof: Isotopies preserve the lengths of row cycles and hence also the pan-Hamiltonian property. The implication that R −1 (L) is pan-Hamiltonian follows from the observation that the inverse of a full cycle permutation is also a full cycle permutation.
Note that the operations discussed in Lemma 3 correspond to the natural notion of isomorphism for perfect 1-factorisations. Suppose that from a Latin square L we construct a complete bipartite graph G with vertex sets U and V , and a 1-factorisation of G with 1-factors F . Then an isotopy of L corresponds to a relabelling/reordering of the sets U, V and F . Also, taking the row inverse of L corresponds to switching the sets U and V . For a formal definition of isomorphism between 1-factorisations, and some invariants with which to distinguish non-isomorphic factorisations, see Chapter 11 of [14] . One of the ideas there is that of a train, which we now define for factorisations of complete bipartite graphs.
Suppose we have G, a copy of K n,n in which the vertex sets are U and V . We define T (F ), the train of a 1-factorisation F of G, to be a directed graph (with loops) on the triples in U ×V ×F. Each of the n 2 (n−1) vertices has outdegree 1. The edge from [u, v, f ] goes to [u , v , f ] where f contains the edges uv and u v and f contains the edge uv. It should be clear that two isomorphic factorisations of G must have isomorphic trains. It is worth pointing out that although the factorisations corresponding to L and R −1 (L) are isomorphic, the squares L and R −1 (L) may or may not be isotopic. Examples of both types will be given in §6.
A particularly simple Latin square on the set {1, 2, . . . , n} is the Cayley table C n of the cyclic group of order n. Here C = C n is defined by C ij ≡ i + j − 1 (mod n). By symmetry all row cycles in C n have length dividing n. If n happens to be prime the row cycles must be of length n, so C n will be a pan-Hamiltonian Latin square. Hence
Lemma 4. Perfect 1-factorisations of K p,p exist for all prime p.
In the next section we strengthen Lemma 4, by constructing non-isomorphic perfect 1-factorisations of K p,p from a perfect 1-factorisation of K p+1 .
For any Latin square L, define ν(L) to be the number of conjugates of L which are pan-Hamiltonian. Note that ν(·) is a main class invariant as a consequence of Lemma 3, so we can sensibly write ν(M ) for a main class M . An interesting property of C n is that it is isotopic to all of its conjugates (Theorem 4.2.2 of [5] ). So by Lemma 3, ν(C p ) = 6 for prime p. In other words, every square in the main class of C p is pan-Hamiltonian. In general this is not true of main classes containing pan-Hamiltonian squares. As we shall see in §6 below, all Latin squares L of order at most 9 (other than those isotopic to C p for some prime p) have ν(L) either 0 or 2. Note that ν(L) ∈ {0, 2, 4, 6} by Lemma 3. All of these values are achievable. In §4 we will look at squares for which ν(·) = 6. To find a square for which ν(·) = 4 it is useful to consider possible symmetries of the square:
Proof: We write A ∼ B if both A and B are pan-Hamiltonian, or neither is. Let the
T . Note that L 1 is pan-Hamiltonian by assumption. We make use of Lemma 3, starting with the observation that
, from which the first assertion of the lemma follows. A similar argument works if
and at least four conjugates are pan-Hamiltonian.
As an application of Lemma 5, we will meet pan-Hamiltonian squares in the next section which are derived from perfect 1-factorisations of complete graphs. These squares are involutory, so they always have ν(·) ∈ {2, 6}. The other part of Lemma 5 is more promising for finding examples of squares for which ν(·) = 4. Indeed such a square is given in (1). This square is symmetric about its main diagonal so it is sufficient to note that it is pan-Hamiltonian but that the symbols 1 and 11 form three separate symbol cycles. 
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In Lemma 4 we saw an existence result for pan-Hamiltonian Latin squares of some orders. Now we look at some orders for which these squares do not exist.
Proof: Suppose n is even and that r, s are two rows of R. By definition, σ r,s is a full cycle permutation on an even number of symbols. In particular σ r,s is an odd permutation, so σ r and σ s must be of different parities. As this is true for any pair of rows in R, we see that there cannot be more than 2 rows.
Corollary. Up to isomorphism, C 2 is the only pan-Hamiltonian Latin square of even order.
Gibbons and Mendelsohn [7] attempted to find a pan-Hamiltonian square of order 12, because they knew such a square would be N ∞ (see Lemma 2) . Lemma 6 explains why their search failed, and also rules out using pan-Hamiltonian squares to completely settle the remaining existence questions for N ∞ squares. The best we can hope for is to find examples for the orders which are powers of three. This has been achieved [6] for sporadic orders including 3 a for a ≤ 5, by the techniques discussed in the next section. §3.
Factorisations of complete graphs
In this section we examine connections between perfect 1-factorisations of complete graphs and those in complete bipartite graphs.
In [6, pg116] a construction is provided for an N ∞ square of order n, given a perfect 1-factorisation of the complete graph K n+1 (which can only be found if n is odd). This construction, also given in [14] and mentioned in [2] , is attributed to "A. Rosa and others". The construction we give is related by conjugacy.
Suppose we have a factorisation F of K n+1 consisting of 1-factors F 1 , F 2 , . . . , F n . Let the vertices of the K n+1 be v 1 , v 2 , . . . , v n+1 and rename the 1-factors if necessary so that F i contains the edge v i v n+1 . We construct a Latin square S(F ) in which row i is determined from F i as follows. The row permutation σ i is the product of Proof: It suffices to show the construction of S(F ) is 'reversible'. So suppose that L is an idempotent involutory square of order n. Then in L, each row permutation σ i is an involution. Since L is idempotent each σ i fixes i and it follows that σ i cannot fix any j = i without breaching the Latin property of L. Hence each σ i must be a product of 1 2 (n − 1) disjoint 2-cycles. It is a simple matter now to construct the factorisation of K n+1 for which L is the image, by using edges corresponding to these 2-cycles.
Corollary. If K n+1 has a perfect 1-factorisation, then so does K n,n .
The converse of this last result is not true. Note that K 3 does not even have a 1-factor. However K 2,2 has a perfect 1-factorisation (cf. the corollary to Lemma 6). It may well be that this (somewhat trivial) case is the only exception. This would follow, if the following widely believed conjecture were proved.
Conjecture. K n has a perfect 1-factorisation for all even positive integers n.
If there is a counterexample, then by [14, p.127 ] it has n > 50. Note that Wallis chooses to exclude the trivial case n = 2. However we see no reason to do this given that the edge in K 2 is a 1-factorisation and (vacuously) any two 1-factors in this factorisation form a Hamiltonian cycle.
Given the preceding comments, plus the Corollary to Lemma 7, it seems reasonable to suggest that:
Conjecture. K n,n has a perfect 1-factorisation for n = 2 and all odd positive integers n.
Again, any counterexample must have n > 50. We look next at some of the constructions which justify this claim.
Suppose n is odd. We define a 1-factorisation E n+1 of K n+1 . There is one special vertex labelled ∞, the other vertices are labelled with the congruence classes of integers modulo n. For i = 1, 2, . . . , n, define factor f i to consist of the edges (i − 1)(i + 1), (i − 2)(i + 2), . . . , (i − 1 2 n )(i + 1 2 n ) together with i∞. Whenever n is prime the resulting 1-factorisation E n+1 is perfect [14] . Hence by employing the corollary to Lemma 7 we have an alternate proof of Lemma 4. In fact we can squeeze out a stronger result.
Lemma 8. Non-isomorphic perfect 1-factorisations of K p,p exist for all prime p ≥ 7.
Proof: The construction which is the basis for Lemma 7 is not robust in the following sense. Given two isomorphic perfect 1-factorisations F 1 and F 2 of K n+1 it is possible that the perfect 1-factorisations of K n,n given by S(F 1 ) and S(F 2 ) will not be isomorphic. This is the case only because of the special role played by the vertex labelled v n+1 in the map F → S(F ). In E n+1 there are (up to symmetry) just two choices for v n+1 : either v n+1 = ∞ or without loss of generality v n+1 = 1. To prove the lemma we show that these two choices give non-isomorphic results. To do this it is sufficient to show that they produce non-isomorphic trains, as defined in §2. For the remainder of this proof all calculations will be performed modulo n.
In the first instance let v i = i for i = 1, . . . , n and put v n+1 = ∞. It is easy to see that the resulting pan-Hamiltonian square S is defined by S ij ≡ 2i − j, and hence is isotopic to
we know every vertex has outdegree 1. Now suppose that we had swapped the labels on v n+1 and v 1 before calculating a pan-Hamiltonian square S . The definition of S is easy enough:
We claim that in T (S ) the vertex [2, 3, 1] has indegree at least 2, assuming n ≥ 7. In fact the edges from both [n, 2, 2] and [ Apart from E p+1 for prime p, there is only one infinite family of perfect 1-factorisations of complete graphs known. For prime p the idea is to consider K 2p as the union of two graphs: K p,p and a double copy of K p . A 1-factorisation is then built up from 1-factorisations of the two parts. For exact details the interested reader should consult [1] or [14] . We mention the result for two reasons. Firstly, the method demonstrates further connections between perfect 1-factorisations of complete bipartite graphs and complete graphs. Secondly of course, it gives the following existence result, via the corollary to Lemma 7.
Lemma 9.
If p is prime then K 2p−1,2p−1 has a perfect 1-factorisation.
In this section we have looked for perfect 1-factorisations of K n,n which are derived from perfect 1-factorisations of K n+1 . As a footnote we observe that in general there are plenty of perfect 1-factorisations of K n,n which do not correspond in any obvious way to a perfect 1-factorisation of K n+1 . We shall see in §6 that up to isomorphism there are 37 perfect 1-factorisations of K 9,9 and only one of K 10 .
§4. Atomic squares
In his review [13] of [8] , Stein discusses Latin squares with an indivisibility property stronger than N ∞ . In our language, Stein's squares are those S for which neither S nor S T has a proper subrectangle. Perhaps a more natural concept is obtained by not favouring rows and columns over symbols. Hence,
Definition. A Latin square is atomic if none of its conjugates has a proper subrectangle.
The example (1) confirms that the atomic squares are a strict subset of Stein's squares. Of course we use the name 'atomic' here in the classical sense, meaning 'indivisible'. We have the following characterisation.
Lemma 10. A Latin square L is atomic if and only if ν(L) = 6. To test whether L is atomic it suffices to establish that L, L
T and (R −1 (L)) T are pan-Hamiltonian.
Proof: By Lemma 3 the three listed conjugates are pan-Hamiltonian if and only if all six conjugates of L are pan-Hamiltonian. The remainder of the lemma is a straightforward application of Lemma 2.
Stein's main question in [13] is one of existence. We are now in a position to partly answer his query. Firstly, when p is prime we know by Lemma 10 that C p is atomic since ν(C p ) = 6. This much was alluded to by Stein [13] . However, by combining Lemma 10 with Lemma 6 we also know that atomic squares of even composite order do not exist.
So far the only examples of atomic squares we have seen are the family of C p for p prime. To show that the class is broader, we now display a second infinite(?) family, although this family also consists only of prime orders. 
Proof:
We show that the non-isomorphic 1-factorisations exhibited in Lemma 8 both lead to atomic squares. The first of these 1-factorisations gave a square isotopic to C p , so we need only examine the second. By Lemma 5 it suffices to show that the transpose of the square S defined by setting n = p in (2) is pan-Hamiltonian. Let M be the Latin square in which M ij ≡ i − j + 1 (mod p), so that S is nearly a copy of M . We need to show that any two columns a and b of S consist of a single column cycle; something we know is true in M because M is isotopic to C p . We split into two cases.
Case 1. 1 < a < b
Consider 2-regular bipartite graphs with vertices r 1 , . . . , r p and s 1 , . . . , s p corresponding to the rows and symbols respectively. When such a graph is made from the entries in columns a and b of M , let the graph be called G and when the columns a and b of S are used, let the graph be G . Then G is obtained from G by removing four edges r a s 1 ,  r 2a−1 s a , r b s 1 and r 2b−1 s b , and replacing them with r a s a , r 2a−1 s 1 , r b s b and r 2b−1 s 1 . As already noted, G must be a single cycle. Orient it so that as we traverse it clockwise we encounter in order r a , s 1 then r b . We next establish the order in which the crucial edges r 2a−1 s a and r 2b−1 s b will be encountered as we traverse G clockwise from r b . By the symmetry inherent in M we know that the clockwise distance from r i to s i around G cannot depend on i. It follows that on our transversal we cannot encounter r b , s b , s a , r a in that order, so we must reach the edge r 2a−1 s a before r 2b−1 s b . Similarly the orientation of the edge r a s 1 determines that we must reach r 2a−1 before s a and the orientation of the edge r b s 1 determines that we must reach s b before r 2b−1 . In short, we must have the situation depicted in Figure 1(a) . It is then clear (see Figure 1(b) ) that G is also a single cycle. With regard to this last result, it is of interest to note that in the cases when 2 is not a primitive root modulo p, the graph G in Figure 2 (a) consists of at least 3 cycles and hence G cannot be a single cycle. It follows that our construction never gives an atomic square in such a case. However it does give a square which is nearly atomic. All row cycles are Hamiltonian and only column cycles involving the first column fail to be Hamiltonian (a similar statement holds for the symbol cycles).
We can use Lemma 10 to screen our catalogue in §6 for atomic squares. The conclusion is that there are no atomic squares of order below 11 except those arising from groups of prime order. Note that Lemma 11 allows us to construct an atomic square of order 11 different from C 11 .
Finally we note that atomic squares of composite orders do exist. For example, it is possible to create an atomic square of order 27 by applying the process described in §3 to the perfect 1-factorisation of K 28 described in [3] . It would be of some interest to find an atomic square of an order which is not a prime power. No such square is known to the author. §5. Transversal designs A number of our results can be neatly expressed in terms of transversal designs (thanks to the referee for making this observation). A transversal design T D(n, k) is a set of nk points partitioned into k groups of n elements each, together with a set of blocks. Each block must contain exactly one point from each group and any two points from different groups must occur in exactly one block. It is well known that Latin squares can be formed from a T D(n, 3). Simply choose a correspondence from the three groups, in some order, to the rows, columns and symbols; then each of the n 2 blocks designates a symbol to be placed in a particular row and column. Any two squares derived in this manner from the same transversal design will be in the same main class. More generally, a T D(n, k) is really just a set of k − 2 mutually orthogonal Latin squares by another name [4] . Suppose we are given T , a T D(n, 3) with groups G 1 , G 2 and G 3 . For each point p ∈ G 1 there is a 1-factor between G 2 and G 3 given by the restriction to G 2 ∪ G 3 of all the blocks containing p. Similarly, if two points p 1 , p 2 ∈ G 1 are chosen, then they induce a 2-factor on G 2 ∪ G 3 . If this 2-factor is always a Hamiltonian cycle regardless of the choice of p 1 , p 2 then T corresponds to a pan-Hamiltonian Latin square (provided G 1 is chosen to represent the rows). We might say that T is pan-Hamiltonian with respect to G 1 . Of course, if T is pan-Hamiltonian with respect to all of its groups then T corresponds to an atomic square. In this case we say that T is an atomic transversal design (ATD).
Translating earlier results into the new terminology we find that an AT D(n, 3) cannot exist if n > 2 is even (Lemma 6), but that there is an AT D(p, 3) for all prime p (Lemma 4).
Indeed we can construct non-isomorphic AT D(p, 3) for many primes p (Lemma 11). We also know that an AT D(27, 3) exists but, as we will discover in the next section, an AT D(9, 3) does not.
One bonus from choosing the transversal design formulation is that it allows an immediate generalisation. We can define a T D(n, k) to be an AT D(n, k) if its projection onto any 3 of its groups yields an AT D(n, 3) . However, the only such designs known at this stage for k > 3 arise from the Desarguesian projective planes of prime order p. Such planes yield an AT D(p, p + 1) in which every restriction to 3 groups is atomic because it is isomorphic to C p . Hence we have a generalisation of Lemma 4. §6. Small orders For n ∈ {2, 3, 5} the catalogue of Latin squares in [5] shows that there is a single main class of N ∞ square of order n, namely that of C n . According to Norton [11] (notwithstanding the later correction by Sade [12] ) there are precisely two main classes of N 2 squares of order 7. Both turn out to be N ∞ and to contain pan-Hamiltonian squares. An example from the main class other than that of C 7 is: 
We note that ν(A 7 ) = 2 and that A 7 is isotopic to R −1 (A 7 ).
There are 37 main classes M containing pan-Hamiltonian Latin squares of order 9. In each case ν(M ) = 2. Two examples are: We intend to give an entire catalogue, but the above format is impractically bulky. Instead, we describe a Latin square using a single line of text. We do this by first reducing
