The classical UC problem requires effectively performing the above two tasks to meet the forecasted load demand over a particular time horizon, satisfying a large set of units and system constraints and meeting the (only) objective of minimizing the system operation cost (SOC) [1] . The UC problem is a nonlinear, mixed-integer, combinatorial, high-dimensional, and highly constrained optimization problem and belongs to the set of non-deterministic polynomial-time hard (NP-hard) problems [1] . Due to its economic importance, the UC has for long been a problem of significant interest for power system companies.
Over the years, a lot of research has been conducted on developing efficient algorithms for solving the classical UC problem and can be mainly grouped as: 1) numerical optimization techniques; and 2) stochastic search-based techniques. Numerical optimization techniques such as priority list (PL) [2] , dynamic programming (DP) [3] , and Lagrangian relaxation (LR) [4] have been proposed for the UC problem. These methods are simple and fast but most of them suffer from numerical convergence and solution quality problems. Stochastic search-based techniques including genetic algorithm (GA) [5] , memetic algorithm (MA) [6] , particle swarm optimization (PSO) [7] , etc. have been proposed for the UC problem. These stochastic search-based techniques have attracted wide recognition from researchers due to their ease of implementation, capability of accommodating complex problem characteristics and attaining optimal/near-optimal solution.
However, due to increasing environmental concerns and successful application of multiobjective evolutionary algorithms (MOEAs) to several real-world multiobjective optimization problems (MOP) [8] [9] [10] [11] , the recent attention has shifted to incorporating emission as an additional objective along with SOC in the problem formulation.
A. Brief Review of Methods Proposed for Multiobjective Economic/Emission (MOEE) Dispatch Problem
The economic/emission dispatch (EED) problem is an extension of the economic dispatch problem [12] [13] [14] in which emission is also considered along with the economic objective. Over the last decade, multiobjective optimization algorithms based on evolutionary computation and swarm intelligence including strength Pareto evolutionary algorithm (SPEA) [15] , PSO [16] , differential evolution (DE) [17] , etc. have been proposed for solving the multiobjective EED problem. However, the limitation of such works is that the EED problem assumes all the available generating units to be committed, i.e., the UC task is neglected. Nevertheless, the studies on the multiobjective EED problem highlight the motivation of the researchers to consider emission as an independent objective along with the economic objective.
B. Brief Review of Methods Proposed for MOEE-UC Problem
Recently, the researchers have started focusing on solving the UC problem as a true MOP considering both economic and emission objectives. In [18] , a nondominated sorting GA-II (NSGA-II)-based algorithm [19] customized with problemspecific genetic operators, PL-based heuristic initialization, and repair operation is presented for the MOEE-UC problem. The NSGA-II-based algorithm is extended in [20] and optimization models are presented in which reliability can be included as an additional constraint or objective along with economic and emission objectives. In both of these works, i.e., [18] and [20] , GA is employed to solve both the tasks of determining the units to be turned ON/OFF as well as load dispatch. A memetic evolutionary algorithm (EA) based on combination of NSGA-II and a problem-specific local search algorithm is proposed in [21] to solve the MOEE-UC problem. The MA is heuristically initialized using PL-based solutions. Further, the ON/OFF schedule is determined using NSGA-II (combined with local search algorithm) while the EED problem is solved using weighted-sum lambda-iteration method. The drawback of these studies is that they lacked thorough benchmarking, especially, with some recent state-of-the-art MOEAs and this leaves a scope for further improvement.
C. Proposed Approach and the Motivation
Recognizing the importance of the MOEE-UC problem and observing that almost all the approaches proposed in the literature for solving this problem are based on NSGA-II [19] , motivated us to select a recent state-of-the-art algorithm-MOEA based on decomposition (MOEA/D) [22] , and investigate its performance in solving the particular problem. MOEA/D is a recently proposed evolutionary multiobjective optimization framework by Zhang and Li [22] . MOEA/D is based on decomposition of a MOP into a number of scalar optimization subproblems and simultaneous optimization of all the subproblems using an EA. Each subproblem is optimized by utilizing the information from its several neighboring subproblems only. MOEA/D is found to outperform NSGA-II on several continuous benchmark MOPs [22] . An improved version of MOEA/D, termed MOEA/D-DE, in which the SBX operator [23] is replaced by DE operator, is suggested by Li and Zhang [24] . MOEA/D-DE is found to significantly outperform NSGA-II on MOPs with complicated Pareto sets [24] .
Inspired from the performance of MOEA/D and MOEA/D-DE algorithms in the literature, in this paper, the framework of MOEA/D-DE [24] is chosen. In their original study, MOEA/D as well as MOEA/D-DE algorithms were proposed for continuous MOPs. However, as mentioned earlier, the UC problem is a mixed-integer optimization problem and thus the algorithm employed should be able to efficiently explore both the binary search space as well as the continuous search space. Therefore, to efficiently solve the mixed-integer MOEE-UC problem, in this paper, a hybrid methodology is integrated within the MOEA/D-DE framework. GA, PSO, and DE are some of the most popular EAs and have found application in solving several real-world optimization problems [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] . It has been observed in the literature that DE is superior to EAs like GA and PSO in solving real parameter optimization problems [36] . However, DE is inherently a real parameter optimizer and the efficiency of GA is better in handling binary variables. Therefore, in the proposed algorithm, GA and DE are synergized such that GA evolves the binary component of the solution (i.e., chromosome) while DE evolves the continuous component of the solution. Such a hybrid algorithm of GA and DE has been found to be promising on the single-objective UC problem [37] but has not been investigated on the multiobjective UC problem.
In the original study of MOEA/D [22] and MOEA/D-DE [24] , the weight vectors corresponding to different scalar optimization subproblems are uniformly distributed. However, in this paper, a nonuniform weight-vector distribution (NUWD) strategy is proposed within the framework of MOEA/D-DE to bias the search of MOEA/D-DE in the desired direction. Additionally, an ensemble algorithm based on integration of MOEA/D-DE with uniform weight-vector distribution (UWD) and NUWD strategy is developed to enhance the performance of MOEA/D-DE on the MOEE-UC problem.
D. Contributions
This paper has four important contributions. studies are presented to demonstrate the effectiveness of the hybrid strategy, the NUWD strategy, and the ensemble algorithm. Moreover, the advantage of the proposed algorithmic components is that they are generic and can be easily adopted for solving other challenging optimization problems.
This paper is organized as follows. Section II presents the problem formulation followed by brief description of MOEA/D and detailed discussion of the proposed algorithm in Section III. The experimental studies are presented in Section IV and the paper is concluded in Section V. 
II. PROBLEM FORMULATION
In this section, the UC problem formulation is presented. It is noted that the nomenclature is presented in Table I .
A. Objective Function

1) System Operation Cost:
The objective function of the UC problem is to minimize the SOC, where SOC includes the fuel cost and the transition cost of all the generating units over the entire scheduling horizon [21] . The fuel cost f i t of unit i is considered to be quadratic function of its power output during hour t under the assumption that the incremental cost curves of the units are monotonically increasing piecewise-linear functions [38] 
The transition cost is the sum of the start-up costs and the shutdown costs. In this paper, the shutdown costs have not been taken into consideration in accordance with the literature [21] while the start-up cost is modeled as follows:
Subsequently, the first objective function of the UC problem is given by minimization of the following cost function [21] :
2) Emission: The second objective function is the reduction of emission of air-pollutants into the atmosphere [21] 
where E i t (lb) represents the quantity of pollutants produced by unit i at time t and is defined in accordance with the literature [21] as
B. Constraints
The UC problem is subject to the following constraints. 1) System power balance: The total power generation at hour t must be equal to the load demand for that hour
2) Unit minimum up/down time: If a unit i is turned ON/OFF, it must remain ON/OFF for at least its minimum up/down time (
3) Unit generation limits: For stable operation, the power output of each generator is restricted within its limits
4) System spinning reserve requirements: For reliable operation, the system must carry certain reserve capacity at every hour (SR t ) in order to meet unforeseen situations such as deviation in actual load demand from forecast load demand or generator outage
It is noted that in this paper, the transmission line constraints and losses have not been considered.
III. PROPOSED ALGORITHM
A. Brief Review of Decomposition-Based MOEAs
In 2007, Zhang and Li introduced decomposition approaches into MOEA and proposed an outstanding evolutionary multiobjective optimization framework named MOEA/D [22] . The basic concept of MOEA/D is based on decomposition of the target MOP into a number of scalar optimization subproblems and optimizing the subproblems simultaneously using an EA. Several decomposition approaches including weightedsum approach, Tchebycheff approach, etc. have been proposed in [22] and any decomposition approach can be employed within the MOEA/D framework. Another concept at the core of MOEA/D framework is the neighborhood relation among the subproblems which is defined based on the distance between their aggregation coefficient weight vectors. Thus, each subproblem is optimized by using information from its neighboring subproblems only. The advantage of the MOEA/D framework is that it is generic and any EA can be incorporated to optimize the subproblems. In 2009, Zhang and Li proposed MOEA/D-DE [24] in which the DE operators replaced the SBX operator earlier proposed in MOEA/D [22] . The basics of the decomposition concept involved in MOEA/D are explained below.
Suppose the target MOP is an m-objective minimization problem: minimize . . , z m } be the reference point such that z i is the best value found so far for the objective F i . According to the Tchebycheff decomposition approach, the solution to the target MOP is equivalent to optimizing N scalar optimization subproblems where the objective function of the jth subproblem is [22] 
MOEA/D minimizes all these N objective functions simultaneously in a single run.
In the remaining part of this section, the proposed algorithm MOEA/D-DE is vividly presented in the context of the MOEE-UC problem.
B. Chromosome Representation
For every chromosome, an N × T max binary UC matrix (UCM) represents the thermal generator ON/OFF status and an N × T max real power matrix (RPM) represents the corresponding power dispatch. The chromosome representation is depicted in Fig. 1 . It is noted that a chromosome's actual generation schedule is represented by its resultant power matrix (Res.PM) which is obtained by multiplying the corresponding elements of UCM and RPM.
C. Generation of Initial Population
The UCM of the chromosomes in the initial population is randomly generated binary matrices while the RPM of the chromosomes in the initial population is generated as follows. Suppose the RPM of the kth chromosome of the population at generation G is denoted by X k,G (where
, D being the number of decision variables). The jth decision variable of the kth chromosome is randomly initialized for the initial population as
where x min j and x max j are the minimum and maximum bounds of the jth decision variable, respectively, and rand k,j [0, 1] is a uniformly distributed random number lying between 0 and 1 and is generated independently for each decision variable of the kth chromosome.
D. Fitness Evaluation
Since UC is a highly constrained optimization problem, the performance of the algorithm depends upon how the algorithm handles the constraints.
1) Boundary Constraint Handling: The generator limit constraints given by (8) are handled according to the bound handling approach known as set on boundary [23] . According to this approach, if a continuous variable corresponding to power dispatch of a generator exceeds the bounds (during variation operation), then the variable is set on the boundary.
2) Load Demand Equality Constraint Repair Operator: In the proposed algorithm, the minimum up down time and minimum spinning reserve constraints get adequately handled over the generations by the replacement principle based on feasibility rules (described later). However, the replacement principle alone is unable to adequately handle the load demand equality constraint. Therefore, a repair operator is applied to repair chromosomes that violate the load demand equality constraint [7] . In the repair procedure, 1 the chromosome is repaired for load demand equality constraint violation at hour t using PL 2 of the thermal units based on fuel cost coefficients. If the total power output of the committed thermal units at hour t is less than the load demand on the system at hour t, then the power output of the committed thermal units is increased in ascending order of the PL otherwise the power output of the committed thermal units is decreased in descending order of the PL to meet the load demand. It is always ensured that the power output of the thermal units lies within their generation limits given by (8) .
3) Constraint Violation Evaluation: At first, all the constraints are normalized because different constraints may take different orders of magnitude. An inequality constraint of the form g(x) ≥ b is normalized using the following transformation:
Equality constraints are also normalized similarly [23] . Thereafter, all normalized constraint violations are added to calculate the overall constraint violation of a chromosome. A chromosome is considered feasible if the overall constraint violation is less than the tolerance limit (10 −6 ).
4) Objective Function Evaluation:
The objective function SOC and emission are calculated for each chromosome using its Res.PM (which is obtained by multiplying the corresponding elements of UCM and RPM as mentioned earlier).
E. Variation Operation: Hybrid of GA With DE
The variation operation is the step where GA and DE are synergized at every generation. In the variation operation, the binary UC variables are evolved using GA operators while the continuous power dispatch variables are evolved using DE operators as described below.
1) GA Operators on Binary Component (i.e., UCM) of the Parent Chromosomes:
Since, the binary variables are encoded in the form of matrix (in the proposed algorithm), problemspecific binary crossover and mutation operators which have been found in the literature to work well on matrix encodings are adopted. 1) Window crossover-A slightly modified version of the window crossover operator as mentioned in [7] is used as the binary crossover [20] . It works by randomly selecting two parents and then randomly selecting a window size. The entries within the window portion are exchanged between the UCM of two parents to generate the UCM of two offspring. Fig. 2(a) shows an example to illustrate how the window crossover operator works on a 5 × 5 UCM and window size 2 × 3. 2) Swap window mutation-The binary and real versions of this operator are applied separately on UCM and RPM of a chromosome, respectively. It works by randomly selecting: 1) two units; 2) a time window of width w between 1 and T max ; and 3) a window position. The entries of the two units included in the window are then exchanged. This acts like a sophisticated mutation operator [5] . Fig. 2(b) shows an example to illustrate how the swap window mutation operator works on a 5 × 5 UCM and window size 1 × 3. 3) Window mutation-This operator works on the UCM of a chromosome by randomly selecting: 1) a unit; 2) a time window of width w between 1 and T max ; and c) a window position. Thereafter, it mutates all the bits included in the window, turning all of them to either 1s or 0s with an equal probability [5] . being the number of decision variables) through mutation. In MOEA/D-DE, DE/rand/1 strategy is employed, the mutation operation of which works as follows:
2) DE Operators on Continuous
where r . The scaling factor F is a control parameter for amplifying the difference of two chromosomes (e.g., the difference (X r k 2 ,G − X r k 3 ,G ) in a vector sense) and lies in the range [0, 2] . A smaller value of F promotes exploitation while a larger value of F promotes exploration [39] . 2) Crossover-After generating the mutant chromosome V k,G through mutation, a crossover operation comes into play to further enhance the potential diversity of the population. In crossover, the mutant chromosome V k,G exchanges its components with the target chromosome X k,G with a probability CR ∈ [0, 1] to form the trial chromosome U k,G (where
, D being the number of decision variables). In MOEA/D-DE, binomial crossover exists [24] in which each component of the trial chromosome U k,G is inserted from either mutant chromosome or target chromosome according to the following condition:
where rand k,j [0, 1] is a uniformly distributed random number and j rand ∈ [1, 2, . . . , D] is a randomly chosen index which ensures that the trial chromosome gets at least one component from the mutant chromosome.
F. Replacement
At every generation, once corresponding to an index i the variation operation is completed, i.e., the child's (say x child's ) UCM and RPM are created using GA and DE, respectively; the UCM and RPM are combined to evaluate the fitness of the x child . Thereafter, x child is compared with a randomly picked solution in the neighborhood (say y) of index i and the replacement/update of neighborhood takes place according to the following rules based on superiority of feasibility [40] .
1) If both x child and y are infeasible and CV(x child ) < CV(y), then y is replaced by x child (where CV denotes the constraint violation). 2) Else if x child is feasible but y is infeasible, then y is replaced by x child . 3) Else if x child is infeasible but y is feasible, then y is not replaced by x child . 4) Else if both x child and y are feasible and g(x child |λ j , z) ≤ g(y|λ j , z), i.e., if x child is equal to or better than y with regard to Tchebycheff aggregation function, then y is replaced by x child .
G. Stopping Criterion
The algorithm stops if the maximum number of generations (set as input) is reached.
H. Output
Once the algorithm stops, the solutions in the final population of MOEA/D-DE represent the tradeoff optimal solutions obtained for the problem [22] . is the current solution to the i th subproblem. 2) Approximation to Pareto-optimal front: {F (x 1 ), F (x 2 ), . . . , F (x NP )}. The steps of the proposed algorithm 3 MOEA/D-DE are illustrated through a flowchart in Fig. 3 .
I. Steps of the Proposed
2) F (x 1 ), F (x 2 ), . . . , F (x NP ), where F (x i ) = {F 1 (x i ), F 2 (x i )} ∀i = 1, 2, . . . , NP. 3) CV(x i ) = total constraint violation of x i ∀i = 1, 2, . . . , NP. 4) z = (z 1 , z 2 ),
IV. EXPERIMENTAL STUDY
In this section, extensive case studies are undertaken to demonstrate the performance of the proposed algorithm on the TABLE II  DIMENSIONS OF DIFFERENT TEST SYSTEMS   TABLE III  COMMON PARAMETER SETTINGS FOR THE TEST SYSTEMS   TABLE IV [21] . The reason for selecting 10, 60, and 100 unit systems is that 10, 60, and 100 unit systems represent a small, intermediate, and a large sized system, respectively, and thus are adequate to investigate the performance of the proposed algorithm. The dimensions of the test systems, 4 which represent the number of binary variables, are summarized in Table II . The number of continuous variables depends upon the number of generating units in the system which are turned ON. The spinning reserve requirements are assumed to be 10% of the load demand [21] . For each experiment, 20 independent simulation trials are conducted to investigate the robustness of the proposed algorithm.
To determine the best set of parameters for MOEA/D-DE, multiple simulation runs are taken at different parameter settings and inverted generational distance (IGD) indicator (explained later) [40] is utilized. The common parameter settings for different test systems are summarized in Table III while the system dependent parameter settings are summarized in Table IV . 
A. Performance Metric
To investigate the performance of the proposed algorithm, IGD [40] is used as the performance metric. The reasons behind selecting IGD as the performance metric are that it provides a measure of both proximity and diversity of the obtained nondominated solutions in the objective space with respect to the Pareto-optimal front [40] . Further, in the recent years, IGD indicator has been one of the most widely used indicators in the literature for the performance assessment of MOEAs [40] , [41] .
For the analytical benchmark functions possessing predefined Pareto-optimal front, let P * be the set of uniformly distributed Pareto-optimal solutions in the objective space and P be the obtained approximation set of nondominated solutions in the objective space from an algorithm. The IGD of the approximation set P with respect to the ideal set P * is defined as follows:
where d(v, p) = min v∈P * v − p with p ∈ P , |P * | being the cardinality of P * . However, for the real-world problems like MOEE-UC, the exact optimal front being unknown, the Pareto-optimal front is approximated by a reference front which is constructed by selecting the nondominated solutions from all simulation runs under the experiment [41] . It is an accepted practice in the literature to construct the reference front for the real-world problems in this manner [41] , [42] . It is noted that a smaller IGD reflects better proximity and diversity.
B. Case Study 1-Effectiveness of the GA-DE Hybrid Strategy
As discussed earlier, in this paper, a hybrid strategy is incorporated in MOEA/D-DE such that GA evolves the binary variables while DE evolves the continuous variables (refer Section III-E). To illustrate the potential of the hybrid strategy, the proposed algorithm MOEA/D-DE (in which GA and DE are hybridized) is compared against MOEA/D-SBX in which GA evolves both the binary variables and the continuous variables. In MOEA/D-SBX, the variation operators on binary variables remain the same as in MOEA/D-DE. However, the variation operators employed for evolving continuous variables are SBX crossover [23] and polynomial mutation [23] operator. The parameter setting obtained through experiments corresponding to variation operators in MOEA/D-SBX is summarized in Table V . The rest of the parameters remain the same for MOEA/D-SBX as set for MOEA/D-DE. Fig. 4(a)-(c) illustrates the experimental results of 20 runs using box plots (along with distribution of solutions for better visualization) corresponding to IGD metric comparison between MOEA/D-SBX and MOEA/D-DE on the 10, 60, and 100 unit system, 
C. Case Study 2-Comparison of MOEA/D-DE With the Benchmark Algorithm
In this case study, the ability of MOEA/D-DE is investigated by benchmarking it against the NSGA-II algorithm proposed in the literature [18] . Fig. 5(a)-(c) illustrates the IGD metric comparison between NSGA-II and MOEA/D-DE on the 10, 60, and 100 unit system, respectively. It is observed from the figures that, on all the test systems, the performance of MOEA/D-DE is significantly superior to that of NSGA-II in terms of IGD metric. Fig. 6(a)-(c) shows the distribution of the final nondominated solutions (corresponding to the simulation run with the lowest IGD value) found by MOEA/D-DE and the benchmark algorithm NSGA-II [18] on the 10, 60, and 100 unit system, respectively. Before analyzing the performance of the proposed algorithm, it is noted that the three goals of an ideal MOEA are to obtain: 1) good convergence; 2) uniform distribution; and 3) good spread in the objective space [23] . Fig. 6(a)-(c) shows that, in terms of quality of convergence, MOEA/D-DE outperforms NSGA-II on all the test systems. In terms of uniform distribution aspect, both MOEA/D-DE and NSGA-II seem to perform comparably. Further, in terms of spread, Fig. 6(b) and (c) shows that MOEA/D-DE is superior to NSGA-II in obtaining better solutions in the region of minimum emission. The only drawback of MOEA/D-DE in contrast to the benchmark algorithm NSGA-II [18] is the inability to obtain a better spread in the region of minimum SOC. On all the test systems, MOEA/D-DE fails to capture the solution with minimum SOC (i.e., objective F 1 ). Notwithstanding, this comparative study clearly unveils the potential of the proposed algorithm MOEA/D-DE to solve the MOEE-UC problem, with some scope of enhancement to obtain a better spread as well in the objective space.
D. Case Study 3-Proposed NUWD Strategy and its Effectiveness
It is clear from the previous case study that the proposed algorithm MOEA/D-DE requires some modification to catch the tail of the Pareto-optimal front. Further, it is intuitively identified that MOEA/D-DE requires a guided exploration toward the extreme in order to obtain a better spread in the objective space. In the original study on MOEA/D-DE [24] , an UWD strategy is suggested and the weight vectors employed are uniformly distributed in the closed interval [0, 1] to provide uniform weight to all the search directions. However, as the proposed algorithm with the UWD strategy in spite of obtaining well converged and uniformly distributed nondominated solutions fails to outperform the benchmark algorithm in terms of spread; a NUWD strategy is proposed in this case study.
The target of the proposed NUWD strategy is to help MOEA/D-DE achieve more spread in both directions (for the sake of symmetry) while maintaining the performance of MOEA/D-DE in terms of convergence and distribution throughout the tradeoff front. Thus, in the NUWD strategy, search directions are more concentrated toward the extremes with slight compromise in the middle, i.e., more subproblems are allocated toward the extremes and relatively fewer subproblems in the middle. A function selected to generate nonuniformly distributed weight vectors is a scaled and shifted cosine function, and is defined as
where λ completion of the single run of both the algorithms, the final population of both are combined and nondominated sorting [19] is implemented. The nondominated solutions of the combined population are then sorted in the descending order with respect to crowding distance [19] and the top NP (i.e., popsize) solutions are retained as the final tradeoff solutions.
The proposed ensemble optimizer is based on a parallel multistart model which is heterogeneous and independent, i.e., non co-operative [43] . The parallel multistart model is heterogeneous because it consists of MOEA/D-DE and MOEA/D-DE/NUWD, i.e., two different algorithms and independent because there is no exchange of information during the execution of the component algorithms. It is noted that the basic idea of the proposed ensemble optimizer is to efficiently combine There are several directions to be pursued in the future.
1) The proposed hybrid MOEA/D-DE can be adopted for solving other challenging multiobjective mixed-integer optimization problems. 2) The proposed NUWD strategy is a generic algorithmic component and can be integrated within the framework of MOEA/D for biasing the search direction. Moreover, other NUWD strategies can also be investigated within the MOEA/D framework. 3) The ensemble algorithm based on integration of MOEA/D with UWD and NUWD strategy may be further improved by incorporating migration [45] , i.e., communication between the component algorithms. [46] , [47] , etc. may be adopted and the proposed algorithm may be extended to solve day-ahead wind-thermal UC problem.
4) Statistical wind power forecast techniques including
