The stochastic discount factor (SDF) method provides a unified general framework for econometric analysis of asset pricing models. There have been concerns that, compared to the classical beta method, the generality of the SDF method comes at the cost of efficiency in parameter estimation and power in specification tests. We establish the correct framework for comparing the two methods and show that the SDF method is as efficient as the beta method for estimating risk premiums. Also, the specification test based on the SDF method is as powerful as the one based on the beta method.
The use of the stochastic discount factor (SDF) method for econometric evaluation of asset pricing models has become common in the recent empirical finance literature. A SDF has the following property: The value of a financial asset equals the expected value of the product of the payoff on the asset and the SDF. An asset pricing model identifies a particular SDF that is a function of observable variables and model parameters. For example, a linear factor pricing model identifies a specific linear function of the factors as a SDF. The SDF method involves estimating the asset pricing model using its SDF representation and the generalized method of moments (GMM). As Cochrane (2001) points out, the SDF method is sufficiently general that it can be used for analysis of linear as well as nonlinear asset-pricing models, including pricing models for derivative securities.
In spite of its wide use, little is known about the estimation efficiency of the SDF method relative to the classical beta method. The latter method estimates the parameters in a linear factor pricing model using its beta representation, in which the expected return on an asset is a linear function of its factor betas. A question that arises is whether the generality of the SDF framework comes at the costs of estimation efficiency for risk premiums and testing power for model specification.
When returns and factors are jointly normally distributed and independent over time, the classical beta method provides the most efficient unbiased estimator of factor risk premiums in linear models. If the SDF method turns out to be inefficient relative to the classical beta method for linear models under these assumptions, some variation of the beta method may well dominate the SDF method for nonlinear models as well in terms of estimation efficiency. On the other hand, if the SDF method is as efficient as the beta method, it would become the preferred method because of its generality.
We establish the correct framework for comparing the precision of the risk premium estimators in the two methods. The risk premium parameter in the SDF method is not identical to the risk premium parameter in the beta method. However, they are related to each other by a one-toone transformation. Since the two methods use different parameters to represent the factor risk premium, it is necessary to take into account how they are related to each other before a valid comparison of the risk premium estimators can be made. We find that asymptotically the SDF method provides as precise an estimate of the risk premium as the beta method. Using Monte
Carlo simulations, we demonstrate that the two methods provide equally precise estimates in finite samples as well. The sampling errors in the two methods are similar even under nonnormal distribution assumptions, which allow conditional heteroskedasticity. Therefore, linearizing nonlinear asset pricing models and estimating risk premiums using the beta method will not lead to an increase in estimation efficiency. Kan and Zhou (1999) make an inappropriate comparison of the SDF method and the beta method for estimating the parameters related to the factor risk premium. They ignore the fact that the risk premium parameters in the two methods are not identical and directly compare the asymptotic variances of the two estimators by assuming that the risk premium parameters in the two methods take special and equal values. For that purpose, they make the simplifying assumption that the economy-wide pervasive factor can be standardized to have zero mean and unit variance.
Based on their special assumption, they argue that the SDF method is far less efficient than the beta method. The sampling error in the SDF method is about 40 times as large as that in the beta method. They also conclude that the SDF method is less powerful than the beta method in specification tests. Kan and Zhou's (1999) comparison, as well as their conclusion about the relative inefficiency of the SDF method, is inappropriate for two reasons. First, it is incorrect to ignore the fact that the risk premium measures in the two methods are not identical, even though they are equal at certain parameter values. Second, the assumption that the factor can be standardized to have zero mean and unit variance is equivalent to the assumption that the factor mean and variance are known or predetermined by the econometricians. By making that assumption, they give an informational advantage to the beta method but not to the SDF method. For a correct comparison of the two methods, it is necessary to incorporate explicitly the transformation between the risk premium parameters in the two methods and the information about the mean and the variance of the factor while estimating the risk premium. When this is done, the SDF method is asymptotically as efficient as the beta method.
We also examine the specification tests associated with the two methods. An intuitive test for model mis-specification is to examine whether the model assigns the correct expected return to every asset, i.e., whether the vector of pricing errors for the model is zero. We show that the sampling analog of pricing errors has smaller asymptotic variance in the beta method. However, this advantage of the beta method does not show up in the specification tests based on Hansen's (1982) J-statistics. Unlike Kan and Zhou (1999) , we demonstrate that the SDF method has the same power as the beta method.
We organize the rest of the paper as follows. In Section I, we briefly describe the SDF and the beta methods for estimating linear factor pricing models. In Section II, we develop the analytical results for the comparison of the two methods. In Section III we demonstrate our results by Monte Carlo simulations. We conclude in Section IV. For the proof of the theorems in the paper, we refer the readers to the Appendix.
I. Description of the Two Methods

A. The Beta Method
Let r t be a vector of n asset returns in excess of the risk-free rate. To reduce notational complexity, we assume that there is only one economy-wide pervasive risk factor f t . Let µ and σ 2 be the mean and variance of the factor f t . Then the asset pricing model under the beta representation is given by:
where δ is the factor risk premium, and β, defined as Cov[r t , f t ]/σ 2 , is the sensitivity of asset returns to the factor.
When the economy-wide factor f t is the return on a portfolio of traded assets, we call it a traded
factor. An example of a traded factor would be the return on the value-weighted portfolio of stocks used in empirical studies of Sharpe's (1964) Capital Asset Pricing Model (CAPM). Examples of nontraded factors can be found in Chen, Roll, and Ross (1986) , who use the growth rate of industrial production and the rate of inflation, and Breeden, Gibbons and Litzenberger (1989) , who use the growth rate in per capita consumption as a factor.
When the factor is the excess return on a traded asset, equation (1) implies µ = δ, i.e., the risk premium is the mean of the factor. This restriction allows us to use the sample mean of the factor as an estimator of the risk premium. If the factor is not traded, this restriction does not hold, and we have to estimate the risk premium using returns on traded assets. We focus on the case where the factor is not traded, although we also consider the case where the factor is traded.
Note that the vector β can be consistently estimated using the time-series regression: r t = φ + βf t + t . The residual t has zero mean and is uncorrelated with the factor f t . The asset pricing model (1) imposes a restriction on the intercept, φ, i.e., φ = (δ − µ)β. By substituting this expression for φ in the regression equation, we obtain the following:
The beta method uses the beta representation (1), which gives rise to the factor model (2), to estimate the risk premium. The classic two-step cross-sectional regression approach proposed by Black, Jensen, and Scholes (1972) and Fama and MacBeth (1973) is widely used in finance literature. For example, Fama and French (1992) use this approach to show that there is no relationship between the expected stock return and beta, and Chen, Roll, and Ross (1986) use this approach to study a linear multi-factor asset pricing model. A shortcoming of the cross-sectional regression approach is that it ignores the sampling errors associated with the estimated betas. Shanken (1992) shows that the Fama-MacBeth method overstates the precision of the estimated parameters when returns and factors are conditionally homoskedastic and temporally independent.
Jagannathan and Wang (1998) point out that this is not always the case when returns and factors exhibit conditional heteroskedasticity. Shanken and Jagannathan and Wang provide formulas for calculating the precision of the estimated parameters.
Assuming identical and independent normal distributions for returns and factors, we can apply the maximum likelihood procedure to the beta representation and thereby avoid the shortcomings associated with the two-step cross-sectional regression approach. When the factor is the excess return on a traded asset, Gibbons, Ross, and Shanken (1989) show that this approach is equivalent to estimating the parameters using standard linear multivariate time-series regression. Shanken (1992) shows that the cross-sectional regression method is equivalent to the normal maximum likelihood method if the estimation errors in betas are properly taken into account.
While the application of the maximum likelihood procedure to the beta representation provides the most efficient estimates for risk premiums, the assumption of identical and independent normal distribution is a major limitation. Returns on financial assets may exhibit conditional heteroskedasticity, serial dependence and non-normality. 1 Hansen's (1982) generalized method of moments (GMM) has become popular because it allows for conditional heteroscedasticity, serial correlation, and non-normal distributions. Also, the GMM reduces to the maximum likelihood estimation and standard regression approaches when the assumptions that justify those procedures are imposed (see Hamilton (1994) and Cochrane (2001)). We therefore conduct our analysis using the GMM.
We make use of the following moment restrictions implied by the factor model (2): the zero mean of the residuals, the zero covariance between the residuals and the factor, and the definition of the mean and the variance of the factor: 2
where 0 n×1 is the vector of n zeros. The vector of unknown parameters is θ = (δ, β , µ, σ 2 ) .
Throughout the paper, we assume that the regularity conditions mentioned in Hansen (1982) are satisfied. Let θ * = (δ * , β * , µ * , σ * 2 ) denote the parameters estimated with the GMM, and Avar[δ * ] denote the asymptotic variance of the estimated risk premium δ * .
When returns and factors exhibit conditional homoskedasticity and independence over time, MacKinlay and Richardson (1991) show that the GMM estimator is equivalent to the multivariate regression estimator suggested by Gibbons, Ross, and Shanken (1989) . For large samples, the two are also equivalent to the maximum likelihood estimator. Ferson and Harvey (1997) extend the equivalence argument to models where betas are linear functions of observable variables. The advantage of the GMM estimator is that it is robust to the presence of conditional heteroskedasticity.
MacKinlay and Richardson thus recommend estimating the parameters using the GMM and the beta representation. We refer to the combination of the GMM and the beta representation as the beta method.
It is important to emphasize that we compare GMM estimates in the SDF and beta methods, not the maximum likelihood estimates. Although it is well known that the GMM estimates are no more efficient than the maximum likelihood estimates, the advantages of the maximum likelihood estimates vanishes if one does not know the joint distribution of the returns and the factors. If we make the wrong distribution assumption, the maximum likelihood estimates can be biased, while the GMM does not suffer from the same problem. This point is well explained by Hansen and Singleton (1982 
B. The SDF Method
By substituting the expression for β into equation (1) and rearranging the terms, we obtain the following representation of the linear asset pricing model given below:
where m t = 1 − λf t . Any random variable m t that satisfies equation (8) is referred to as a stochastic discount factor (SDF). In general, a number of random variables satisfying equation (8) exist and hence there is more than one stochastic discount factor. An asset pricing model designates a particular random variable as a stochastic discount factor. The linear factor pricing model (8) designates the random variable m t = 1−λf t as a stochastic discount factor. In the above expression the parameter λ is the following non-linear transformation of the risk premium δ:
The SDF representation can be traced back to Dybvig and Ingersoll (1982) , who derive the SDF representation for the CAPM. Ingersoll (1987) derives the SDF representation for a number of theoretical asset pricing models. 3 Hansen and Jagannathan (1991, 1997) develop diagnostic tests for asset pricing models based on the SDF representation. Ferson (1995 ), Campbell, Lo, and MacKinlay (1997 ), and Cochrane (2001 provide introductions to the stochastic discount factor framework.
Farnsworth et al (2000) find that adding the nominally risk-free security to the collection of assets increases estimation efficiency. However there is a cost to doing so. Nominal interest rates exhibit very persistent near unit root like behavior at the empirically relevant frequencies. Hence it may not be appropriate to rely on the asymptotic standard errors. For that reason we, following the common practice in the empirical asset pricing literature, use excess returns and ignore the restriction that the asset pricing model should also correctly value the nominally risk-free asset.
This also facilitates comparison of our results with those reported by Kan and Zhou (1999) .
For the linear one-factor pricing model of excess returns, a simple moment restriction for the GMM is given by:
Using moment restriction (10) and the GMM we obtain an estimate of the parameterλ. We denote the associated J-statistic byĴ . We are also interested in studying the pricing error, which is Hansen and Jagannathan (1997) develop diagnostic tests based on the pricing error. The sample analog of the vector of pricing errors is given by:
Classical tests of asset pricing models examine whether the vector of pricing errors are different from zero after allowing for sampling errors. Substituting equation (9) 
we obtain
Hence Jensen's alpha will be zero if and only if the pricing error is zero.
The SDF method, which is the combination of the SDF representation and the GMM, provides a convenient and general framework for analyzing linear and nonlinear asset pricing models. The comparison of the SDF method with the beta method has important implications for the empirical evaluation of asset pricing models. A nonlinear model can often be well approximated by a linear one. For example, Cochrane (1996) advocates that nonlinear stochastic discount factors be approximated by linear functions of macroeconomic variables. Campbell (1993 Campbell ( , 1996 uses linear approximations for the consumption-based CAPM. If the beta method is more efficient, using it to estimate the linearized models may be more efficient than using the SDF to estimate the nonlinear models.
II. Analytical Results
A. Comparison of the Two Methods
First consider the estimates of the risk premium obtained using the two methods. The beta method gives the GMM estimate δ * from the moment restrictions of the beta model, while the SDF method gives the GMM estimateλ from the moment restriction of the SDF model. We cannot compare the precision of the two estimates directly because δ and λ will not in general be equal.
We therefore first transform the estimate of δ obtained with the beta method into an estimate of λ:
and then compare the asymptotic variances of λ * andλ.
To understand why it is important to transform δ * to λ * for the comparison, consider the case when the factor is the consumption growth rate measured in real numbers. If we switch the measurement of the factor to percent, δ * should be multiplied by 100, whileλ should be divided by 100. The asymptotic variance of δ * is then multiplied by 10,000 but the asymptotic variance ofλ is divided by 10,000. Clearly, the scaling of the factor affects the relative magnitude of the asymptotic variances of δ * andλ. A correct comparison of the SDF and beta methods should be independent of the scaling of factors or returns. It is therefore incorrect to compare the asymptotic variance of δ * andλ directly without proper transformation. However, transformation (13) implies that the asymptotic variance of λ * will be scaled by 1/10,000, making it comparable to the scaled asymptotic variance ofλ.
Notice that transformation (13) requires the estimates of µ and σ 2 . The estimation errors in µ * and σ * 2 affect the asymptotic variance of λ * . In order to calculate the asymptotic variance of λ * , we need to make use of the joint distribution of δ * , µ * , and σ * 2 . Equivalently, we can substitute equation (9) into moment restrictions (3) and (4) to express them in terms of λ and then estimate λ, β, µ, and σ 2 jointly. The standard errors for the estimate of λ will then automatically take into account the estimation errors in µ * and σ * 2 .
To simplify the mathematics involved, we assume that the asset returns and the factors are generated by an i.i.d. joint normal process, unless specially mentioned. Under the i.i.d. joint normal assumption, the beta-method estimator of the risk premium is equivalent to the maximumlikelihood estimator. It is well known that the latter is asymptotically the most efficient consistent estimator. It is therefore important to compare the SDF method with the beta method in this special case. However, our results hold under more general distribution assumptions. This is demonstrated by the Monte Carlo simulations in Section III.
The main result of our comparison of the two methods are summarized in the next theorem.
The proof of the theorem is provided in the Appendix.
THEOREM 1: Assume that the beta representation (1) and the equivalent SDF representation (8) hold. The risk premium estimated using the SDF method has the same asymptotic variance as the risk premium estimated using the beta method, i.e., Avar
Next, consider pricing errors π and Jensen's α. The vector of sample pricing errors,π, in the SDF method is calculated using equation (11). The sample analog of Jensen's alpha, α * , in the beta method is calculated using equation (7). In general, π and α will not be equal. The pricing error π and Jensen's α are related to each other by equation (12). In view of this, we need to transform the sample analog of Jensen's α * to get the sample pricing errors:
which is referred to as the sample pricing errors obtained in the beta method. We can then compare the asymptotic variances of π * andπ. In the following theorem, we show that asymptotically the beta method has smaller variance of the sampling pricing error. For the SDF method, testing α = 0 withα is algebraically equivalent to Hansen's (1982) tests of over-identification using the J-statistic. This is not the case for the beta method. The J-statistics in the two methods have the same asymptotic distribution. To be more precise, Hansen's J-statistic for the beta method as well as the SDF method has an asymptotic χ 2 distribution with n−1 degrees
The SDF method has n − 1 degrees of freedom because there are n restrictions and one parameter in equation (10). The beta method also has n − 1 degrees of freedom because there are 2n + 2 restrictions in equations (3), (4), (5), and (6) and n + 3 parameters. Therefore, the asymptotic variances ofĴ and J * must be the same.
The distributions ofĴ and J * can only be different in finite samples. Later, we use Monte Carlo simulation to address the issue of finite-sample distributions.
We can also consider the parameter δ and Jensen's α. In the beta method, the estimates δ * and α * are obtained as described in Section I.A. For proper comparison we transform the estimateŝ λ andπ obtained using the SDF method as described in Section I.B to get estimatesδ andα using formula (9) In Theorem 1, the factor can be either a return on a tradable asset or a nontradable macroeconomic variable. As we have discussed in the earlier section, if the factor is a tradable asset return, the asset pricing model implies the restriction δ = µ. It can be shown that Theorem 1 continues to hold even when this restriction is imposed during estimation. In fact, under this restriction the asymptotic variances of Avar(δ) and Avar(δ * ) are both equal to the asymptotic variance of the sample average of f t . Therefore, imposing the restriction δ = µ, we only need to estimate the risk premium from the observations of the factor. This has been pointed out previously by Shanken (1992) .
B. The Effects of Standardizing Factors
According to Theorem 1 the beta method and the SDF method provide risk premium estimates that are equally precise. This result contradicts Kan and Zhou's (1999) conclusion. In this section, we examine why this is so. When comparing the two methods, Kan and Zhou suggest comparing the asymptotic variance of the estimated δ and λ by looking at special parameter values that make δ and λ equal in numbers. Specifically, they assume that the factor has zero mean and unit variance, i.e., µ = 0 and σ = 1. At these special values of the parameters, they notice that λ = δ and directly compare the estimation errors of δ and λ.
Since this assumption applies to the SDF method as well as the beta method, one may expect that it would not give an advantage to one method over the other. In this subsection we show that this is not the case. Predetermining the mean and the variance of the factor increases the efficiency of the estimator in the beta method but not in the SDF method. However, by adding additional moment conditions to incorporate the information brought in through the moments of the factor, the SDF method estimator can be made as efficient as the beta-method estimator.
Since the mean and the variance of the factor are predetermined to be zero and one, Kan and Zhou (1999) drop equations (5) and (6). For the beta method, they obtain the estimator of the parameter δ from the moment restriction
For the SDF method, they obtain the estimator of the parameter λ from the moment restriction
which is equation (10). Then, they directly compare the asymptotic variance of the estimated δ with the asymptotic variance of the estimated λ.
The most important aspect of the assumption made by Kan and Zhou (1999) is that the mean and variance of the factor are predetermined without estimation. This assumption is the equivalent of ignoring the sampling errors associated with the estimates of µ and σ 2 . In order to fully understand how this assumption affects the precision of the risk premium estimators, we assume that µ and σ 2 are known, but not necessarily zero and one.
In general, predetermining a subset of the parameters reduces the sampling error of the remaining estimates. The following lemma summarizes this effect. 
When the factor moments are predetermined, the asymptotic variance of the estimated risk premium becomes smaller. Thus, Kan and Zhou (1999) understate the variances of the parameter estimates in the beta method relative to the realistic case where µ and σ must be estimated.
Nonetheless, the variance of the estimates in the SDF method is not understated because condition (18) is satisfied. Kan and Zhou (1999) do not use the two moment conditions that restrict the first and second sample moments of the factor. In general, dropping the moment restrictions in the GMM will increase the sampling error of the estimated parameters. However, when certain conditions are met, moment conditions can be dropped without affecting the sampling error of the estimated parameters. It turns out that these conditions are satisfied for the beta method. Thus, Kan and Zhou's analysis still gives the beta method an efficiency advantage after dropping the moment restrictions for µ and σ. The following lemma makes these statements precise.
LEMMA 2: Let x t be the observed data in period t, g 1 (x t , θ) be a vector function of (x t , θ), where θ is the vector of parameters, and g 2 (x t ) be a vector function of
Letθ be the GMM estimator of θ from the moment restriction E[g
In order to apply Lemma 2 to the beta method, let θ = (δ, β ) and
where µ and σ are predetermined. It is easy to show that g 1 and g 2 are uncorrelated. Hence, condition (19) is satisfied, and dropping the factor moment restrictions does not affect the variance of the risk premium estimator in the beta method.
Under the assumption of zero mean and unit variance of the factor, however, Kan and Zhou (1999) show that the beta method is strictly more efficient than the SDF method. More generally, we can show that the strict inequality holds when the first two moments of the factor are predetermined, not necessarily to be zero and one. Let δ † be the estimator of δ obtained from moment restrictions (15)- (16) and
Our derivation in the Appendix shows
We have shown in Theorem 1 that the SDF method is as efficient as the beta method when the factor moments are not predetermined and have to be estimated. Hence, we conclude that Kan and Zhou reached a different conclusion because they ignored the estimation error associated with the first two moments of the factor and treat them as though they are known with certainty.
To summarize, the estimated risk premiums in the SDF and beta methods have the same sampling error when the factor moments are not predetermined. Predetermining the factor moments reduces the sampling error of the estimate in the beta method, even though the moment conditions corresponding to the predetermined parameters are ignored. In the SDF method, however, the variance of the estimator is not reduced when factor moments are predetermined. This explains why Kan and Zhou (1999) find that the SDF method is less efficient.
When the factor moments are predetermined, the information about the factor moments should be properly incorporated into the SDF method. From Lemma 2, we know that the restriction E[g 2 (x t )] = 0 might affect the estimation efficiency if g 1 (x t , θ) and g 2 (x t ) are correlated. For this reason, we add the factor moment restrictions to the moment restriction (10) in the SDF method.
Thus, we obtain the GMM estimate, denoted byλ, of the parameter λ from the following moment restrictions:
where µ and σ are predetermined. Our derivation in the Appendix shows
Therefore, a simple remedy to the inefficiency of SDF method when factor moments are predetermined is to incorporate the factor-moment restrictions. This further explains why the additional information about the factor is incorporated into the beta method but not the standard SDF method when we predetermine the factor moments.
A natural question that arises is whether we can increase the estimation efficiency by incorporating the factor moment restrictions when the factor mean and variance are not predetermined.
More specifically, we want to know whether the asymptotic variance of λ estimated together with µ and σ 2 from the moment restrictions
is smaller than the asymptotic variance of the corresponding estimators that are obtained from the first moment restriction (10 ) alone. The answer is no because the number of added moment restrictions is the same as the number of added unknown parameters. Readers can verify this easily.
III. Monte Carlo Simulations
A. Estimation Efficiency
In the first set of simulations, we assume that the returns and the factor are drawn from a multivariate normal distribution. To be consistent with the beta model and its equivalent SDF model, we generate the excess returns and the factor from the following process:
where t = 1, · · · , T . For T , we consider the following four different time horizons in our simulations:
60 months, 120 months, 360 months and 600 months. The first two horizons are often used for estimating betas and risk premiums using rolling windows. The third horizon is similar to that used in many related empirical studies. 4 The fourth is a half-century, which may be considered a "large" sample for monthly returns. The estimators are calculated based on the T samples of the factor and returns generated from the above process. We repeat this independently to obtain 1,000
draws of the estimator of λ.
We choose the values for the parameters to match the sample moments of the data. Monthly returns from January 1926 to December 1998 for the ten size-decile portfolios, the value-weighted market index portfolio of stocks traded on the NYSE, AMEX, and Nasdaq, and the one-month Treasury Bills are obtained from the Center for Research on Security Prices (CRSP). Excess returns are obtained by subtracting the Treasury Bill returns. We set µ and σ 2 to equal the sample mean and the sample variance of the excess return on the market index portfolio. We set β for each size-decile portfolio to equal the slope coefficient in the OLS regressions of the size-decile excess returns on the excess market return. The covariance matrix, Ω = E[ t t |f t ], is set equal to the sample covariance matrix of the residuals obtained in the ten OLS regressions. We set the risk premium δ to be the value of the slope coefficient obtained from the cross-sectional regression of the historical average excess returns on betas. The parameter λ satisfies λ = δ/(σ 2 + µδ). Table I provides all the parameters used in the simulation.
Insert Table I about here In the population, we set risk premium δ = 1.3740 for monthly returns. This implies λ = 4.3790.
This large risk premium reflects the firm-size premium since β is strongly negatively correlated with firm size in the sample we use for calibration purposes. 5 We do not set the values of δ and µ to be equal. Therefore, we do not impose the restriction that the factor is the return on a portfolio of tradable assets. 6 The asymptotic standard deviations of the estimated λ implied by the parameters are reported in panel A of Table II . For comparison with the simulation results, the asymptotic standard deviations are divided by the square-root of T .
Insert Table II about here In implementation of the GMM, we follow Ferson and Foerster (1994) , who suggest iterating between the estimation of the weighting matrix and the estimation of parameters until the estimates converge. The simulation results for λ are reported in panel B of Table II . For each estimator of λ, the table gives the standard deviation of the 1,000 estimated risk premiums. When the mean and variance of the factor are estimated along with the risk premium parameter, the estimator λ obtained using the SDF method and the estimator λ * obtained using the beta method have essentially the same precision for all sample sizes considered. This is true even when the sample size is as small as 60 months. Therefore, there is no efficiency gain from the use of the beta method over the SDF method. Our simulations also show similar results for the estimated δ -we do not report them in order to save space. We refer those who are interested in the numerical results of δ to Jagannathan and Wang (1999) .
If we predetermine the mean and variance of the factor and ignore the related moment restric-tions, the SDF method is much less efficient than the beta method. This is true in both small as well as large samples. When we have 30 years of monthly observations (T = 360), the standard deviation ofλ obtained using the SDF method is about 35 times as high as the standard deviation of λ † obtained using the beta method. This result is similar to that reported by Kan and Zhou (1999) . It confirms that when the factor moments are predetermined, the classical beta method substantially overstates the precision of the estimated risk premiums.
When the factor moment restrictions are added to the SDF method, the efficiency of the SDF method improves substantially. Notice that the standard error ofλ is nearly the same as that of λ † . The increase in efficiency of the SDF method after adding the factor moments restrictions is expected because in this case the two methods have the same asymptotic variance for the estimated risk premium. Thus, the sharp disadvantage of the SDF method relative to the beta method reported by Kan and Zhou (1999) is mainly due to ignoring the estimation error in the factor moments.
In our theoretical derivation of the asymptotic variance, we assume that the variance of the returns do not depend on the realized value of the factor. This may be a rather restrictive assumption. We therefore examine the applicability of our results when returns exhibit conditional heteroscedasticity. For this purpose, following MacKinlay and Richardson (1991), we make independent draws of the returns and the factor from a multivariate t-distribution rather than a joint normal distribution. When the multivariate t-distribution has ν degrees of freedom, the conditional covariance matrix of the residuals in the regression equation, conditional on the realized value of the factor, is given by (see MacKinlay and Richardson, equation 14):
Notice that dependence of the conditional covariance on the realized value of the factor increases as the number of the degree of freedom, ν, decreases. There is, however, a lower bound on our choice of the number of degrees of freedom. The asymptotic distribution theory for the GMM requires that returns and factors have finite fourth moments. Hence, there must be more than four degrees of freedom. In view of this restriction, we use five degrees of freedom for the multivariate t-distribution, following MacKinlay and Richardson.
The simulation results corresponding to the t distribution are presented in panel C of Table II. The standard errors computed using the asymptotic theory and through simulation are about the same. It is also true that predetermining the factor mean and variance causes the estimator λ † obtained with the beta method to be more efficient than the estimatorλ obtained with the SDF method, but incorporation of the factor moment restrictions makes the estimatorλ as efficient as the estimator λ † . When the mean and variance of the factor are not predetermined, which is a more realistic and correct approach, the two estimators λ * andλ obtained with the two methods have almost the same precision in every sample size. This indicates that our results are robust to the existence of conditional heteroskedasticity.
As an alternative to the multi-variate t-distribution, we also consider the joint empirical distribution of the excess returns and the factor. The monthly observations of the return on the value-weighted index of NYSE, AMEX, and Nasdaq are used for f t . The residuals in the regression of decile returns on the index return are used for t . Independent samples {(f t , t ) } t=1,···,T are drawn from an estimated empirical distribution of the data. 7 Excess returns on 10 portfolios are constructed to satisfy r t = (δ − µ + f t )β + t for t = 1, · · · , T . The parameters, λ, δ, β, and µ, are set to the values in Table 1 . Each estimator is then calculated based on the T observations to obtain a random draw of the estimator. We repeat this process independently 1,000 times to obtain 1,000 independent random draws of each estimator.
The simulation results are given in panel D of Table II . When the mean and variance of the factor are estimated together with the risk premium, the sampling errors for the risk premium using the SDF method and the beta method are almost identical. Ignoring the estimation error in the factor moments causes the beta method to be far more precise than the SDF method. When the factor mean and variance are predetermined, incorporating the factor moment restrictions greatly improves the precision of the SDF method.
B. Specification Tests
It is common to evaluate model mis-specification by examining the sample pricing errors. Our Theorem 2 states that the sample pricing errors in the beta method have a smaller covariance matrix than those in the SDF method, applied to excess returns. To assess the quantitative importance of the difference between the two methods, we set λ, δ, β, µ, σ, and Ω to the values in Table I and calculate the asymptotic standard deviations of the estimated pricing errors for the ten sizedecile portfolios. The calculations are based on the formulae given in the Appendix under the null hypothesis of E[r] = δβ. The observations of the factor and returns are assumed to have a joint normal distribution, identical and independent across time.
In panel A of Table III we report the asymptotic standard deviations divided by the square root of T . We only consider the general case where the factor mean and variance are not predetermined.
As claimed by the theorems in this paper, the standard deviations of the pricing errors estimated using the SDF method are larger than those using the beta method. However, the differences are quite small. Such small differences would be difficult to detect using Monte Carlo methods.
Insert Table III (2000) obtained. Based on Monte Carlo simulations, it would be tempting to conclude that the beta and SDF methods give the same standard deviation of the sample pricing errors. Our theorem shows that such conclusion would be wrong, and the difference can be large for some parameter values. However, for the parameter values that are likely to be encountered in most empirical studies, the differences between the two methods are often negligible.
A convenient way of examining model specification is the test based on Hansen's J-statistics.
As we have pointed out in Section II.A, the J-statistics in the SDF and the beta methods have the same asymptotic distribution. Therefore, the sampling distribution of the J-statistics can be different only in finite samples or in misspecified models. In what follows, we therefore examine the size and power of the specification tests in finite samples.
To examine the test size in the two methods, we use Monte Carlo simulations to compute the rejection rates under the null hypothesis that E[r t (1 − λf t )] = 0 n×1 . For this purpose, independent samples {(f t , t ) } t=1,···,T are drawn from a normal distribution, student-t distribution, or the empirical distribution as we have described earlier. Excess returns on the 10 portfolios are then generated to satisfy r t = (δ + f t − µ)β + t for t = 1, · · · , T so that the asset pricing model holds.
The parameters, λ, δ, β, µ, σ, and Ω, are set to the values in Table 1 . We obtain the parameter estimates and the J-statistic for each method based on a sample of T simulated observations. We repeat to obtain 10,000 independent random draws of the J-statistic. The test size for a significant level is calculated as the rejection rates. We report the test size for three significance levels: one percent, five percent and 10 percent. This requires estimating the tails of the sampling distribution of the J-statistics. Therefore, we need a large number of simulations, which is chosen to be 10,000.
The simulation results for the normal and t-distributions 8 are reported in panels A and B of Table IV . For the numbers we considered for T , the rejection rates in the SDF method are all close to the theoretical p-values based on the χ 2 distribution. When T increases, the test size moves closer to the theoretical p-value. It is clear that the SDF method works as well as the beta method.
Insert Table IV about here To examine the power of the two methods, we conduct similar Monte Carlo simulations, except that we add a nonzero Jensen's alpha to the model for generating excess returns. The nonzero Jensen's alpha makes the asset-pricing model mis-specified. To be specific, excess returns are constructed to satisfy r t = α + (δ + f t − µ)β + t . Jensen's alpha, α, for each portfolio is calibrated from the data and listed in Table I Table   IV . Clearly, the SDF method is as powerful as the beta method.
Our simulation results on the power are strikingly different than those reported by Kan and Zhou (1999) , who show that the beta method is much more powerful than the SDF method for specification tests. To obtain their results, they introduce mis-specification by assuming that econometricians mistakenly specify some "useless" factors that are uncorrelated with asset returns in the model (see Kan and Zhou for the artificial construction of their "noisy," "unsystematic," or "useless" factors). In contrast, we introduce mis-specification by adding Jensen's alpha calibrated from the data. Thus, the relative power of the two approaches may depend on the nature of the hypothesis. It is however reasonable to assume nonzero Jensen's alpha because a mis-specified model by definition has nonzero pricing errors. Kan and Zhou's assumption that econometricians pick useless factors is not interesting because the prespecified factors that are typically used in empirical analysis of asset pricing models are based on meaningful economic analysis and exhibit nonzero correlation with asset returns.
IV. Conclusion
The stochastic discount factor (SDF) method has received wide attention in the theoretical and empirical asset pricing literature. The main attraction of the SDF method is its generality. It provides an elegant framework for econometric evaluation of both linear and nonlinear asset pricing models, including pricing models for derivative securities. We examine whether the generality of the SDF framework comes at the cost of estimation efficiency for risk premiums and test power for model specifications.
For that purpose we compare the classical beta method with the SDF method for linear factorpricing models. For such models, the beta method is equivalent to the maximum likelihood method under suitable assumptions regarding the statistical properties of returns and factors. Hence the beta method has a natural advantage for such models. If the SDF method provides as precise an estimate of factor risk premiums even for linear factor-pricing models, then there would be less need for concern that the generality of the SDF method comes at a cost.
We show that in spite of its generality, the SDF method has the same asymptotic precision as the beta method for estimating risk premiums in linear factor-pricing models. Monte Carlo simulations suggest that they provide estimates with similar precision even in finite samples. We also find that the two methods have similar power of specification tests against the alternative hypothesis of nonzero pricing errors. If our findings were otherwise there would have been some advantage to applying the beta method to nonlinear asset pricing models through linear approximations. Our results suggest that there are no such gains.
The above results show that it is inappropriate to compare directly the risk premium parameters in the two methods at special values without proper transformation. In addition, by assuming that factors can be standardized to zero mean and unit variance, Kan and Zhou (1999) ignore the random errors associated with the sample mean and variance of the factors and treat them as known. It follows from our analysis that this practice leads to substantial overstatement of the precision with which risk premiums are estimated using the beta method. In contrast, the reported standard errors will be correct if the SDF method is used, which is an important advantage rather than a disadvantage of the SDF method.
Appendix: Proofs
Proof of Theorems 1 and 2:
Let Ω be the variance of t in equation (2). In order to calculate the asymptotic variance of the estimatorλ obtained with the SDF method, let us consider the following vector of random variables g s (r t , f t , λ) = r t (1 − λf t ). Substituting r t with equation (2) and λ by equation (9), we obtain the covariance matrix of g s as
and its inverse is
The expected value of the derivative of g s with respect to λ is
The asymptotic variance of the estimator of λ is (
To calculate the asymptotic variance of the sampling pricing error, we define
It follows from Hansen (1982) that
The sampling pricing error isπ = e s (λ), which gives
Next, let us calculate the asymptotic variance of λ * . In the beta method, the vector of unknown parameters is θ = (δ, β , µ, σ 2 ) . Let us define a random variable g b (r t , f t , θ) as
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The covariance matrix of g b and its inverse are
The expected value of the derivative of g b with respect to θ is
It follows that
The asymptotic covariance matrix of the estimator θ * is (
The asymptotic variance of the estimator for δ is the first element of the above matrix, which is then Avar(δ
Using equation (13) and the Delta method, we find that
To calculate the asymptotic variance of the sampling pricing error obtained with the beta method, we define
where
The sample analog of Jensen's alpha in the beta method is α * = Q * e(θ * ) where
Thus, we have Avar
It then follows from equation (14) that the asymptotic variance of the sample pricing errors is
Finally, the equality Avar (A7) and (A19) imply
and because Ω − (β Ω −1 β) −1 ββ is positive semi-definite. The proof is then complete.
Proof of Lemma 1:
Let S be the spectral density matrix of g(x t , θ 1 , θ 2 ). We thus have Avar[
It follows from the formula of the inverse of partitioned matrix that
The difference, 
Proof of Lemma 2:
Suppose that the dimensions of g 1 (x t , θ) and g 2 (x t ) are m and n, respectively, and that the dimensions of θ is k. Let
Let us denote the spectral density matrix of g(x t , θ) and its inverse by
Define
The asymptotic variances ofθ andθ are, respectively,
By the formula of the inverse of partitioned matrix, we have
which implies
The inverse is then 
Proof of Inequality (21):
As with the derivation of Avar[λ * ] and Avar[π * ] in the proof of Theorem 1, one can obtain the asymptotic variances of λ † and π † as
The inequality Avar[λ] > Avar[λ † ] is obtained by comparing equations (A4) and (A32).
Proof of Equation (25):
In order to calculate the asymptotic variance of the estimatorλ obtained with the SDF method, let us consider the following vector of random variables
Substituting r t with equation (2), which is implied by the i.i.d.-normal assumption, and λ with equation (9), we obtain the covariance matrix of g as
The expected value of the derivative of g with respect to λ is
After some algebraic manipulation, we obtain
The asymptotic variance of the estimator of λ is (D S −1 D) −1 , which gives
Finally, we obtain the equality Avar[λ] = Avar[λ † ] by comparing equations (A37) and (A32).
Table I Parameter Values Used in Monte Carlo Simulations
This table presents the parameters used in our Monte Carlo simulations. The choice of the parameters are based on monthly historical observations (from January 1926 to December 1998) of returns (in excess of returns on one-month Treasury Bills) on decile portfolios and the value-weighted market index of NYSE, AMEX, and Nasdaq. The data are obtained from the Center for Research on Security Prices (CRSP). The mean (µ) and standard deviation (σ) of the factor is set to be the sample mean and standard deviation of returns on the market index. The betas (β) are set to be the slopes in the time-series regression of the decile returns on the market index return. Jensen's α is set to be the intercept in the same regression. The sample covariance of the residuals in this regression is chosen to be the covariance matrix Ω. The risk premium δ is set to be the slope in the cross-sectional regression of the decile's historical average return on beta. The parameter λ satisfies λ = δ/(σ 2 + µδ). The numbers reported for µ, σ, and α are multiplied by 100 while the numbers for Ω are multiplied by 10,000. Table I . The asymptotic standard errors are the asymptotic standard deviations divided by the square-root of T . To obtain the simulated standard errors, independent samples {(f t , t ) } t=1,···,T are drawn from a normal, t or empirical distribution. Excess returns on 10 portfolios are constructed to satisfy r t = (δ + f t − µ)β + t for t = 1, · · · , T . We consider the estimators obtained in four different approaches: (1) the beta method (λ * ), (2) the SDF method (λ), (3) the beta method when the factor mean and variance are predetermined and the factor moment restrictions are dropped (λ † ), and (4) the SDF method when the factor mean and variance are predetermined and the factor moment restrictions are added (λ). In each approach, the estimator of λ is calculated based on the T samples. We repeat this independently to obtain 1,000 draws of the estimator of λ. The simulated standard error is the standard deviation of the random draws of the estimator. 
Table III Standard Errors of the Sample Pricing Errors
This table provides the asymptotic and simulated standard errors for sample pricing errors in the SDF and beta methods subject to the restriction E[r t (1−λf t )] = 0 n×1 . The vector of sample pricing errors in the SDF method is defined in equation (11). The vector of sample pricing errors in the beta method is defined in equation (14). The true parameters, λ, δ, β, µ, σ, and Ω, are set to the values in Table I . The asymptotic standard errors are the asymptotic standard deviations divided by the square-root of T . To obtain the simulated standard errors, independent samples {(f t , t ) } t=1,···,T are drawn from a normal distribution. Excess returns on 10 portfolios are constructed to satisfy r t = (δ + f t − µ)β + t for t = 1, · · · , T . The vector of sample pricing errors in each method is then calculated based on the T samples. We repeat this independently to obtain 1,000 random draws of the vector of sample pricing errors in each method. The simulated standard error is the sample standard deviation of the independent draws. All the standard errors reported in the , t ) } t=1,···,T are drawn from a normal or t distribution. Excess returns on 10 portfolios are generated to satisfy r t = α + (δ + f t − µ)β + t for t = 1, · · · , T , where λ, δ, β, µ, σ, and Ω are set to the values in Table I . For the size of specification tests, α is set to a zero vector. For the power of specification tests, α is set to the values in Table I . We consider the J-statistics obtained in four different approaches: (1) the beta method (J * ), (2) the SDF method (Ĵ ), (3) the beta method when the factor mean and variance are predetermined and the factor moment restrictions are dropped (J † ), and (4) the SDF method when the factor mean and variance are predetermined and the factor moment restrictions are added (J ). In each approach, the GMM is applied to the T samples to obtain a J-statistic. We repeat this independently to obtain 10,000 random draws of the J-statistics. The table presents the percent of the simulated J-statistics that are larger than the critical point at the significance levels of 10 percent, five percent and one percent based on the sampling distribution of the J-statistics under the null hypothesis of α = 0. French, Schwert, and Stambaugh (1987) , Glosten, Jagannathan and Runkle (1992) , and Bollerslev, Chou, and Kroner (1992) for evidence.
2 When it is not necessary to estimate the variance, σ 2 , of the factor, the last moment restrictions can be ignored. If the factor is the return on a tradable asset, we have δ = µ and the first two moment restrictions become E[r t − f t β] = 0 n×1 and E[(r t − f t β)f f ] = 0 n×1 which do not depend on the mean and variance of the factor. In this case, we can estimate β from these two moment restrictions and separately estimate µ and σ 2 from moment restrictions (5) and (6). The estimate of µ is also the estimate of the risk premium.
3 However, he does not use the term "stochastic discount factor" - Hansen and Richard (1987) coined the term.
4 For example, Fama and French (1992) and Jagannathan and Wang (1996) use 330 monthly observations. Fama and French (1993) use 342 monthly observations.
5 If we were to construct portfolios by ranking firms by both market capitalization and estimated beta, the betas would not be as highly negatively correlated with firm size. In that case, as in Fama and French (1992) and Jagannathan and Wang (1996) , the risk premium on beta would be close to zero, and the risk premium on firm size would be large in magnitude and negative.
6 Our simulation results also hold well when we set δ = µ. 7 We can estimate the empirical distribution either by the Bootstrap method or the method described by Taylor and Thompson (1986) . The results are the same, and we only report the former.
8 We have also drawn samples from the empirical distribution for 1,000 simulations. The results are very similar to the results obtained from the normal and student-t distributions. We do not report the results for the empirical distribution because it takes very long time to conduct 10,000 simulations with the empirical distribution.
