Introduction
Recently, model-free or input-output data-based design have been proposed by many researchers [2, 4, 6, 12, 13] .
Iterative F eedback T uning (IFT) [2, 4] is one of such d esign methods. This scheme is based on an iterative tuning of the controller parameter vector along the gradient d irection of a given cost function where one stabilizing controller parameter is given in advance. There are several merits of IFT. For instance, we c a n c hoose restricted complexity controllers. Many i n teresting results on IFT have been reported such as extension to nonlinear systems [1] and an experimental evaluation of IFT.
However, there are some points which are not addressed in the former studies.
At rst, there are few studies method. In addition, we point out that if a certain condition is satised, the optimization problem in IFT becomes convex and we s h o w h o w to obtain a new design parameters with I/O data only. Finally, a n umerical example of the IFT method is given to demonstrate the usefulness of the proposed method.
While this paper was under review, Hjalmarsson and
Birkeland presented the IFT method for MIMO systems in CDC'98 [5] . In [5] , problem setting and the calculation of gradient w ere similar to ours, however the main points of [5] is the reduction of the number of experiments which is dierent from our arguments.
In this paper, the inner product and norm were denoted by hx 1 (t); x 2 (t)i = where x(t) 2 R n is the state variable, u(t) 2 R m is the control input, z(t) 2 R q is the controlled output and y(t) 2 R r is the observed output. And w(t) 2 R l is the exogenous input which is given by the designer as reference. All matrices are assumed to be of appropriate and 
where we assume D c D 2 = 0. We suppose that T is uniquely determined by the design parameter 2 R p which is a column vector. We use the symbol T () in order to indicate its dependence on explicitly. For I/O signals, we a l s o u s e z(); y () and u(). The exogenous input u r (t) 2 R m is added as u(t) = T()y(t) + u r (t)
With u r , w e can add to the signal to the plant S directly.
Now, under the previous assumptions, we state the controller design problem via IFT.
Design problem for IFT Assume the initial controller T( 0 ) which stabilizes the closed loop system is given and u, z and y in experiments are available. Find the optimal parameter 3 which minimizes the cost function J() = kzk 2 (6) by iteration of the experiments.
In this problem, if w is impulse signal, J is the summation of the square of the norm of the impulse response kzk 2 for each channel of w, and t f ! 1, then cost function J is equal to the square of the H 2 norm of G zw (s), which is the transfer function from w to z. Hence, when t f is adequately large number, we can expect the performance of the controller is almost the same as those of the H 2 optimal one.
Minimization via IFT
IFT design problem is an optimal programming problem whose decision parameter is . Therefore the minimization method in IFT yields the (sub) optimal through Gauss-Newton method. In this subsection, at rst, GaussNewton method is described, and then we state how to apply this method to our IFT problem. For simplicity, let the dimension of w(t), l be 1.
In Gauss-Newton method, is renewed by
where 
where the subscript of (1) 
and the parameter is renewed by eqn. (7). In general, the optimization problem is not convex, so 3 may b e a l o c a l optimal parameter. From previous argument and eqns. (8) and (10), we c a n see that J 0 () andĤ() are constructed by z() and z 0 i (); i = We can describe z and y as follows: Using transfer functions of eqns. (5) and (11) z() = (S 11 + S 12 T()R()S 21 )w + S 12R ()u r (12) y() = R()(S 21 w + S 22 u r ) 
Comparing eqns. (12) and (13) Step 1 Obtain y() with an experiment w i t h u r 0.
Step 2 Calculate u i () w i t h T 0 i () a n d y() via eqn.(16).
Step 3 
Some remarks
Dierences from former studies
In the second experiment for the estimate z 0 i , the signal made from the rst experiment is added to reference w in [2] and [4] . In this case, the former methods need to use T 0 i =T for computing z 0 . On the other hand, in this paper, we n e e d only T 0 i since we u s e control input u r . Also the proposed method is useful for LQ type problems.
On calculation of Hessian
The use of Hessian H is not a good idea, though the convergence of might b e fast. Because we must ob- From this comparison, we consider several points, for instance convergence, convexity a n d t h e c hoice of the design parameter in IFT.
In this section, for simplicity, w e assume the following properties.
The time interval is innite horizon, i.e. t f ! 1 . w(t) is impulse input. The dimension of u(t) i s 1 . T () is a constant gain matrix.
Initial condition response problem
In this subsection, for the optimization problem which i s given in section 2, we i n vestigate the relationships between , w e compute eqn. (10) and then the parameter is renewed with the rule as eqn. (7). On the other hand, in the former computation methods, the following computation is done [9] Suppose the following LQG control problem (Fig.2) .
The plant is represented by _ x(t) = A p x(t) + B p u(t) + w 2 (t)
y(t) = C p x(t) + w 1 (t)
where x, u and y are the state value, the controlled input, the observed output, respectively. w(t) : = [ w T 1 (t) w T Fig.4 . Also we c a n s e e that T 5 has the similar gain properties as T 3 . There is small dierence between J 3 and J 5 which are the cost with respect to the controller T 3 and T 5 , e.g. (J 5 0 J 3 )=J 3 = 3 :293 2 10 02 .
(t)] T is the white

Conclusion
In this paper, we h a ve discussed a tuning method of feedback controllers for the optimization of quadratic cost functions via IFT and we h a ve obtained the following result. First, we have proposed an IFT method in a generalized setting, where the systems are represented by LFT. Several merits of this problem setting were pointed out. Next, comparing the optimization in IFT with the iteration-based numerical computation method of the Riccati equation, we h a ve claried some characteristics of IFT method. In addition, we h a ve pointed out that if a certain condition is satised, the optimization problem in IFT becomes convex. Finally, a n umerical example have been given to demonstrate the usefulness of the proposed method. 
