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LINEAR FREE DIVISORS AND THE
GLOBAL LOGARITHMIC COMPARISON THEOREM
by Mihel GRANGER, David MOND,
Aliia NIETO-REYES and Mathias SCHULZE (*)
Abstrat. A omplex hypersurfae D in Cn is a linear free divisor
(LFD) if its module of logarithmi vetor elds has a global basis of
linear vetor elds. We lassify all LFDs for n at most 4.
By analogy with Grothendiek's omparison theorem, we say that
the global logarithmi omparison theorem (GLCT) holds for D if
the omplex of global logarithmi dierential forms omputes the
omplex ohomology of Cn \ D. We develop a general riterion for
the GLCT for LFDs and prove that it is fullled whenever the Lie
algebra of linear logarithmi vetor elds is redutive. For n at most
4, we show that the GLCT holds for all LFDs.
We show that LFDs arising naturally as disriminants in quiver
representation spaes (of real Shur roots) fulll the GLCT. As a
by-produt we obtain a topologial proof of a theorem of V. Ka on
the number of irreduible omponents of suh disriminants.
Diviseurs linéairement libres
et le théorème de
omparaison logarithmique global
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2Résumé. Une hypersurfae omplexe de Cn est appelée un diviseur
linéairement libre (ou DLL) si son module de hamps de veteur
logarithmiques a une base globale formée de hamps de veteurs
linéaires. Nous lassions tous les DLL pour n au plus égal a 4.
Par analogie ave le théorème de omparaison de Grothendiek, on
dit que le théorème de omparaison logarithmique global (ou TCLG)
est vrai pour D si le omplexe des formes diérentielles logarith-
miques globales permet de aluler la ohomologie de Cn \D à oef-
ients omplexes. Nous mettons en évidene un ritère général pour
qu'un DLL ait la propriété TCLG, et nous démontrons que e ritère
s'applique lorsque l'algèbre de Lie des hamps de veteurs logarith-
miques linéaires est rédutive. Pour n inférieur ou égal à 4, nous
montrons que le TCLG est vrai pour tous les DLL.
Nous montrons que les DLL qui apparaissent naturellement omme
disriminants dans les espaes de représentations de arquois pour
des raines de Shur réelles satisfont au TCLG. Comme orollaire
nous obtenons une démonstration topologique d'un résultat de V.
Ka sur le nombre de omposantes irrédutibles de tels disriminants.
1. Introdution
We denote by O = OCn the sheaf of holomorphi funtions on C
n
, by
mp ⊆ Op the maximal ideal at p ∈ C
n
, by Der = DerC(O) the sheaf of
C-linear derivations of O (or holomorphi vetor elds) on Cn, and by
Ω• = Ω•
Cn
the omplex of sheaves of holomorphi dierential forms. We
shall frequently use a loal or global oordinate system x = x1, . . . , xn
on Cn and then denote by ∂ = ∂1, . . . , ∂n the orresponding operators of
partial derivatives ∂i =
∂
∂xi
, i = 1, . . . , n. Note that Der =
⊕
O · ∂i is a
free O-module of rank n.
Let D ⊆ Cn be a redued divisor. K. Saito [21℄ assoiated to D the
(oherent) sheaf of logarithmi vetor elds Der(− logD) ⊆ Der and the
omplex of (oherent) sheaves Ω•(logD) ⊆ Ω•(∗D) of logarithmi dier-
ential forms along D. For a (loal or global) dening equation ∆ ∈ O of
the germ D, δ ∈ Der is in Der(− logD) if δ(∆) ∈ O ·∆, and ω ∈ Ω•[∆−1]
is in Ω•(logD) if ∆ · ω,∆ · dω ∈ Ω•. Note that Der(− logD) ontains the
annihilator Der(− log∆) of ∆ dened by the ondition δ(∆) = 0. Saito
showed that Der(− logD) and Ω1(logD) are reexive and mutually dual
and introdued the following important lass of divisors.
Definition 1.1.  A divisor D is alled free if Der(− logD), or equiv-
alently Ω1(logD), is a loally free O-module, neessarily of rank n.
We will be onerned in this artile with the following sublass of divisors.
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Definition 1.2.  A free divisorD is alled linear if Γ(Cn,Der(− logD))
admits a basis δ1, . . . , δn suh that eah δi has linear oeients with re-
spet to the O-basis ∂1, . . . , ∂n of Der or equivalently eah δi is homo-
geneous of degree zero with respet to the standard degree dened by
deg xi = 1 = − deg ∂i on the variables and generators of Der.
Saito's riterion [21, Thm. 1.8.(ii)℄ implies the following fundamental
observation.
Lemma 1.3.  If δ1, . . . , δn is a basis of Γ(C
n,Der(− logD)) for a linear
free divisor D, then the homogeneous polynomial ∆ = det((δi(xj))i,j) ∈
C[x] of degree n is a global dening equation for D.
Note that beause Der(− logD) an have no members of negative degree,
D annot be isomorphi to the produt of C with a lower dimensional
divisor. It turns out that linear free divisors are relatively abundant; the
authors believe that in the urrent paper and in [3℄, reipes are given whih
allow the straightforward onstrution of more free divisors than have been
desribed in the sum of all previous papers.
Examples 1.4. 
(1) The normal rossing divisor D = {x1 · · ·xn = 0} ⊆ C
n
is a linear
free divisor where
x1∂1, . . . , xn∂n
is a basis of Der(− logD). Up to isomorphism it is the only example among
hyperplane arrangements, f. [19, Ch. 4℄.
(2) In the spae B2,3 of binary ubis, the disriminantD, whih onsists
of binary ubis having a repeated root, is a linear free divisor. For f(u, v) =
xu3 + yu2v + zuv2 + wv3 has a repeated root if and only if its Jaobian
ideal does not ontain any power of the maximal ideal (u, v), and this in
turn holds if and only if the four ubis
u∂uf, v∂uf, u∂vf, v∂vf
are linearly dependent. Writing the oeients of these four ubis as the
olumns of the 4× 4 matrix
A :=


3x 0 y 0
2y 3x 2z y
z 2y 3w 2z
0 z 0 3w


we onlude that D has equation detA = 0. After division by 3 this deter-
minant is
−y2z2 + 4wy3 + 4xz3 − 18wxyz + 27w2x2.
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In fat eah of the olumns of this matrix determines a vetor eld in
Der(− logD); for the group Gl2(C) ats linearly on B2,3 by omposition
on the right, and, up to a sign, the four olumns here are the innitesimal
generators of this ation orresponding to a basis of gl2(C). Eah is tangent
to D, sine the ation preserves D.
Further examples of irreduible linear free divisors an be found (though
not under this name) in the paper [22℄ of Sato and Kimura. Besides our
example, two, of ambient dimension 12 and 40, are desribed in [22, 5,
Prop. 11, 15℄, and by repeated appliation of astling transformations,
f. [22, 2℄, it is possible to generate innitely many more, of higher di-
mensions.
In Setion 5 of this paper we desribe a number of further examples of
linear free divisors, and in Setion 6 we prove some results about linear
bases for the module Γ(Cn,Der(− logD)), and go on to lassify all linear
free divisors in dimension n 6 4.
Linear free divisors provide a new insight into a onjeture of H. Terao
[25, Conj. 3.1℄ relating the ohomology of the omplement of ertain divi-
sors D to the ohomology of the omplex Ω•(logD) of forms with logarith-
mi poles along D. For linear free divisors, the link between the omplex
Γ(Cn,Ω•(logD)) and H∗(Cn rD) an be understood as follows.
Definition 1.5.  For a linear free divisor D dened by ∆ ∈ C[x], we
onsider the subgroup
GD := {A ∈ Gln(C) | A(D) = D} = {A ∈ Gln(C) | ∆ ◦A ∈ C ·∆}
with identity omponent G◦D and Lie algebra gD. We all D redutive if
G◦D, or equivalently gD, is redutive.
It turns out that Cn r D is a single orbit of G◦D with nite isotropy
group, so H∗(Cn r D;C) is isomorphi to the ohomology of G◦D; this
is explained in Setion 2. Moreover, H∗(Γ(Cn,Ω•(logD))) oinides with
the Lie algebra ohomology of gD with omplex oeients. For ompat
onneted Lie groups G, a well-known argument shows that the Lie algebra
ohomology oinides with the topologial ohomology of the group. For
linear free divisors the group G◦D is never ompat, but the isomorphism
also holds good for the larger lass of redutive groups, and for a signiant
lass of linear free divisors, G◦D is indeed redutive. In Setion 3 we prove
our main result:
Theorem 1.6.  If D is a redutive linear free divisor then
(1.1) H∗(Γ(Cn,Ω•(logD))) ≃ H∗(Cn rD;C).
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Among linear free divisors to whih it applies are those arising as dis-
riminants in representation spaes of quivers, as disussed in detail in [3℄
and briey in Setion 4 below.
Terao's onjeture remains open, though it has been answered in the af-
rmative for a very large lass of arrangements in [28℄, using a tehnique
developed in [7℄. For general free divisors, a loal result from whih the
global isomorphism of (1.1) follows holds when imposing the following ad-
ditional hypothesis.
Definition 1.7.  A divisor D is alled quasihomogeneous at p ∈ D if
the germ (D, p) admits a loal dening equation ∆ ∈ Op that is weighted
homogeneous with respet to weights w1, . . . , wn ∈ Q+ in some loal oor-
dinate system x1, . . . , xn entred at p. Dividing w1, . . . , wn by the weighted
degree of ∆, note that the preeding ondition means that χ(∆) = ∆ where
χ =
∑n
i=1 wixi∂i ∈ Der(− logD)p. D is alled loally quasihomogeneous if
it is quasihomogeneous at p for all p ∈ D. We say homogeneous instead of
quasihomogeneous if w = 1, . . . , 1.
Theorem 1.8 ([7℄).  Let D ⊆ Cn be a loally quasihomogeneous free
divisor, let U = CnrD, and let j : U → Cn be inlusion. Then the de Rham
morphism
(1.2) Ω•X(logD)→ Rj∗CU
is a quasi-isomorphism.
Grothendiek's Comparison Theorem [11℄ asserts that a similar quasi-
isomorphism holds for any divisor D, if instead of logarithmi poles we
allow meromorphi poles of arbitrary order along D. Beause of this simi-
larity, we refer to the quasi-isomorphism of (1.2) as the Logarithmi Com-
parison Theorem (LCT) and to the global isomorphism (1.1) as the Global
Logarithmi Comparison Theorem (GLCT). Several authors have further
investigated the range of validity of LCT, and established interesting links
with the theory of D-modules, in partiular in [4℄, [6℄, [10℄, [26℄, and [27℄.
Loal quasihomogeneity was introdued in [7℄ as a tehnial devie to
make possible an indutive proof of the isomorphism in 1.8. Subsequently
it turned out to have a deeper onnetion with the theorem. In partiular by
[5℄, for plane urves the logarithmi omparison theorem holds if and only if
all singularities are quasihomogeneous. The situation in higher dimensions
remains unlear. There is as yet no ounterexample to the onjeture that
LCT is equivalent to the following weaker ondition.
SUBMITTED ARTICLE : LFD.TEX
6MICHEL GRANGER, DAVID MOND, ALICIA NIETO-REYES, AND MATHIAS SCHULZE
Definition 1.9.  A divisor D is alled Euler homogeneous at p ∈ D
if there is a germ of vetor eld χ ∈ mp ·Derp suh that χ(∆) = ∆ for some
loal dening equation ∆ ∈ Op of the germ (D, p). In this ase, χ is alled
an Euler vetor eld for D at p. D is alled strongly Euler homogeneous if
it is Euler homogeneous at p for all p ∈ D.
Remark 1.10.  The Euler homogeneity of D is independent of the
hoie of an equation. If χ is an Euler vetor eld at p for D dened by
∆ ∈ Op, and u ∈ O
∗
p is a unit, then the dening equation u∆ of D at p
satises an equation
(χ(u) + u)−1uχ(u∆) = (χ(u) + u)−1(χ(u) + u)u∆ = u∆
with Euler vetor eld (χ(u) + u)−1uχ.
In Setion 7 we examine the examples desribed in Setions 5 and 6 with
respet to loal quasihomogeneity and strong Euler homogeneity. It turns
out that all linear free divisors in dimension n 6 4 are loally quasiho-
mogeneous and there is no linear free divisor whih we know not to be
strongly Euler homogeneous. The optimisti reader ould therefore onje-
ture that all linear free divisors are strongly Euler homogeneous, and also
full LCT and so also GLCT. We do not know any ounter-example to
these statements.
In Subsetion 7.1 we give examples of quivers Q and dimension vetors
d for whih the disriminant in Rep(Q,d) is a linear free divisor but is not
loally quasihomogeneous. In suh ases Theorem 1.8 therefore does not
apply, but Theorem 1.6 does.
In Subsetion 7.2, we show that a linear free divisor does not need to be
redutive for LCT to hold. However we do not know whether redutiveness
of the group implies LCT for linear free divisors. The property of being a
linear free divisor is not loal, and our proof of GLCT here is quite dierent
from the proof of LCT in [7℄.
The fat that linear free divisors in Cn arise as the omplement of the
open orbit of an n-dimensional onneted algebrai subgroup of Gln(C),
means that there is some overlap between the topi of this paper and of
the paper [22℄, where Sato and Kimura lassify irreduible prehomogeneous
vetor spaes, that is, triples (G, ρ, V ), where ρ is an irreduible represen-
tation of the algebrai group G on V , in whih there is an open orbit.
However, the hypothesis of irreduibility means that the overlap is slight.
Any linear free divisor arising as the omplement of the open orbit in an ir-
reduible prehomogeneous vetor spae is neessarily irreduible by [22, 4,
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Prop. 12℄, whereas among our examples and in our low-dimensional lassi-
ation (in Setion 6) all the linear free divisors exept one (Example 1.4(2))
are reduible. Even where G is redutive, the passage from irreduible to
reduible representations in this ontext is by no means trivial, inluding
as it does substantial parts of the theory of representations of quivers.
2. Linear free divisors and subgroups of Gln(C)
A degree zero vetor eld δ ∈ Der an be identied with an n×n matrix
A = (ai,j)i,j ∈ C
n×n
by δ =
∑
i,j xiai,j∂j = xA∂
t
. Under this identia-
tion, the ommutator of square matries orresponds to the Lie braket of
vetor elds.
Let D ⊆ Cn be a redued divisor dened by a homogeneous polynomial
∆ ∈ C[x] of degree d.
Definition 2.1.  We denote by
LD := {xA∂
t | xA∂t(∆) ∈ C ·∆} ⊆ Γ(Cn,Der(− logD))
the Lie algebra of degree zero global logarithmi vetor elds.
Reall from Denition 1.2, that D is linear free if LD ontains a basis of
Der(− logD), and reall G◦D from Denition 1.5.
Lemma 2.2.  G◦D is an algebrai subgroup of Gln(C) and gD = {A |
xAt∂t ∈ LD}.
Proof.  Clearly GD is a subgroup of Gln(C) and dened by a system
of polynomial (determinantal) equations. Thus GD and hene also G
◦
D is
an algebrai subgroup of Gln(C). The Lie algebra of G
◦
D onsists of all
n× n-matries A suh that
∆ ◦ (I +Aε) = a(ε) ·∆ ∈ C[ε] ·∆
where C[ε] = C[t]/〈t2〉 ∋ [t] =: ε. Taylor expansion of this equation with
respet to ε yields
∆+ ∂(∆) ·A · xt · ε = (a(0) + a′(0) · ε) ·∆
and hene a(0) = 1 and, by transposing the ε-oeient, xAt∂t ∈ LD. The
argument an be reversed to prove the onverse by setting
a(ε) := 1 + (xAt∂t(∆)/∆) · ε.

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Lemma 2.3.  The omplement Cn r D of a linear free divisor is an
orbit of G◦D with nite isotropy groups.
Proof.  For p ∈ Cn, the orbit G◦D ·p is a smooth loally losed subset of
Cn whose boundary is a union of stritly lower dimensional orbits, f. [13,
Prop. 8.3℄. The orbit map G◦D → G
◦
D · p sends In + Aε to p + pA
tε and
indues a tangent map
(2.1) gD ։ Tp(G
◦
D · p), A 7→ pA
t.
For p 6∈ D, Der(− logD)(p) and hene also LD(p) is n-dimensional. Then
by Lemma 2.2 and (2.1) TpG
◦
D ·p and hene G
◦
D ·p are n-dimensional whih
implies the niteness of the isotropy group of p in G◦D. As this holds for all
p 6∈ D, the boundary of G◦D · p must be D and then G
◦
D · p = C
n
rD. 
Reversing our point of view we might try to nd algebrai subgroups
G ⊆ Gln(C) that dene linear free divisors. This requires by denition that
G is n-dimensional and onneted and by Lemma 2.3 that there is an open
orbit. The omplement D is then a andidate for a free divisor. Indeed
D is a divisor: omparing with (2.1), D is dened by the disriminant
determinant
∆ = det
(
A1x
t · · · Anx
t
)
where A1, . . . , An is a basis of the Lie algebra g of G and we denote by f =
∆
red
the redued equation of D. As the entries of the dening polynomial
are linear, ∆ is a homogeneous polynomial of degree n. Thus, if ∆ is not
redued,D an not be linear free. We shall see examples where this happens
in the next setion. On the other hand, Saito's riterion [21, Lem. 1.9℄ shows
the following.
Lemma 2.4.  Let the n-dimensional algebrai group G at linearly on
Cn with an open orbit. If ∆ is redued then D is a linear free divisor. 
As a rst step towards our main result, we now desribe the ohomology
of Cn rD in terms of G◦D.
Proposition 2.5.  Suppose that D ⊆ Cn is a linear free divisor and
let G◦D,p be the (nite) isotropy group of p ∈ C
n
rD in G◦D. Then
H∗(Cn rD;C) = H∗(G◦D;C)
G◦D,p = H∗(G◦D;C).
Proof.  By Lemma 2.3, Cn r D ∼= G◦D/G
◦
D,p with nite G
◦
D,p and
the rst equality follows. The seond equality holds beause G◦D is path
onneted, whih means that left translation by g ∈ G◦D,p is homotopi to
the identity and thus indues the identity map on ohomology. 
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Remark 2.6.  The argument for the seond equality also shows that if
G◦D is a nite quotient of the onneted Lie group G then H
∗(CnrD;C) ≃
H∗(G;C). We will use this below in alulating the ohomology of CnrD.
3. Cohomology of the omplement and Lie algebra
ohomology
Let g be a Lie algebra. The omplex of Lie algebra ohains with oe-
ients in the omplex representation V of g has kth term
∧k
C
HomC(g, V ) ∼=
HomC(
∧k
C
g, V ), and dierential dL :
∧k
C
Hom(g, V ) →
∧k+1
C
Hom(g, V )
dened by
(dLω)(v1 ∧ · · · ∧ vk+1) =(3.1) ∑
i<j
(−1)i+jω([vi, vj ] ∧ v1 · · · ∧ v̂i ∧ · · · ∧ v̂j ∧ · · · ∧ vk+1)+
∑
i
(−1)i+1vi · ω(v1 ∧ · · · ∧ v̂i ∧ · · · ∧ vk+1).
The ohomology of this omplex is the Lie algebra ohomology of g with
oeients in V and will be denoted H∗A(g;V ).
The exterior derivative of a dierential k-form satises an idential for-
mula:
dω(χ1 ∧ · · · ∧ χk+1) =(3.2) ∑
i<j
(−1)i+jω([χi, χj ] ∧ χ1 ∧ · · · ∧ χ̂i ∧ · · · ∧ χ̂j ∧ · · · ∧ χk+1)+
∑
i
(−1)i+1χi · ω(χ1 ∧ · · · ∧ χ̂i ∧ · · · ∧ χk+1).
Here the χi are vetor elds.
When D is a free divisor and V = Op for some p ∈ D, it is tempt-
ing to onlude from the omparison of (3.1) and (3.2) that the omplex
Ω•(logD) oinides with the omplex of Lie algebra ohomology, with oef-
ients in Op, of the Lie algebra Der(− logD)p. For Ω
1(logD)p is the dual
of Der(− logD)p, and Ω
k(logD) =
∧k Ω1(logD). However, this identi-
ation is inorret, sine, in the omplex Ω•(logD), both exterior powers
and Hom are taken over the ring of oeients O, rather than over C,
as in the omplex of Lie algebra ohains. The ohomology of Ω•(logD)p
is instead the Lie algebroid ohomology of Der(− logD)p with oeients
in Op. Nevertheless, when D is a linear free divisor, there is the following
important link between these two omplexes.
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Reall LD from Denition 2.1.
Lemma 3.1.  LetD be a linear free divisor. The omplex Γ(Cn,Ω•(logD))0
of global homogeneous dierential forms of degree zero oinides with the
omplex
∧•
C
Hom(LD,C) of Lie algebra ohains with oeients in C.
Proof.  First we establish a natural isomorphism between the orre-
sponding terms of the two omplexes. We have
Ω1(logD) = HomO(Der(− logD),O)
= HomO(LD ⊗C O,O)
= HomC(LD,C)⊗C O.
Sine HomC(LD,C) is purely of degree zero, and the degree zero part of O
onsists just of C, the degree zero part of Γ(Cn,Ω1(logD)) is
Γ(Cn,Ω1(logD))0 = HomC(LD,C).
Sine moreover Γ(Cn,Ω1(logD)) has no part of negative degree, it follows
that
Γ(Cn,Ωk(logD))0 = Γ
(
Cn,
k∧
O
Ω1(logD)
)
0
=
k∧
C
HomC(LD,C).
Next, we show that the oboundary operators are the same. Beause we
are working with onstant oeients, the seond sum on the right in (3.1)
vanishes. Let χ1, . . . , χk+1 ∈ LD. Then for ω ∈ Γ(C
n,Ωk(logD))0 and
i ∈ {1, . . . , k + 1}, ω(χ1 ∧ . . . ∧ χ̂i ∧ . . . ∧ χk+1) is a onstant. It follows
that the seond sum on the right in (3.2) vanishes. Thus, the oboundary
operator dL and the exterior derivative d oinide. 
More generally let us onsider weights w = w1, . . . , wn ∈ Q+ and assign
the weight wi (resp. −wi) to xi and dxi (resp. to ∂i). Then the set of
homogeneous vetor elds or dierential forms of a given degree is well
dened.
Lemma 3.2.  Suppose that the divisor D ⊆ Cn is quasihomogeneous
with respet to weights w = w1, . . . , wn ∈ Q+. Then the following holds for
any open set U ⊆ Cn:
(1) If ω ∈ Γ(U,Ωk(logD)) is w-homogeneous, then Lχ(ω) = degw(ω)ω,
where Lχ is the Lie derivative with respet the Euler vetor eld
χ =
∑n
i=1 wixi∂i.
(2) For any losed ω ∈ Γ(U,Ωk(logD)) with deomposition ω =
∑
j>j0
ωj
into w-homogeneous parts, ω − ω0 is exat.
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(3) If Γ(U,Ωk(logD))r ⊆ Γ(U,Ω
k(logD)) denotes the subspae of w-
homogeneous forms of w-degree r, then
Γ(U,Ω•(logD))0 →֒ Γ(U,Ω
•(logD))
is a quasi-isomorphism.
Proof. 
(1) is a straightforward alulation, using Cartan's formula Lχ(ω) =
dιχω + ιχdω, where ιχ is ontration by χ.
(2) follows, for, if ω is losed, so is ωj for every j, and thus
ω − ω0 =
∑
06=j>j0
ωj = Lχ
( ∑
06=j>j0
ωj
j
)
= d(ιχ
( ∑
06=j>j0
ωj
j
)
).
(3) is now an immediate onsequene. 
From Lemma 3.1 and Lemma 3.2(3) applied to U = Cn we dedue the
following
Proposition 3.3.  Let D ⊆ Cn be a linear free divisor. Then
H∗(Γ(Cn,Ω•(logD))) ∼= H∗A(LD;C). 
Reall G◦D and gD from Denition 1.5. From Propositions 2.5 and 3.3 we
dedue
Corollary 3.4.  The global logarithmi omparison theorem holds
for a linear free divisor D if and only if
(3.3) H∗(G◦D;C)
∼= H∗A(gD;C).
There is suh an isomorphism if G is a onneted ompat real Lie group
with Lie algebra g (whih is not our situation here). Left translation around
the group gives rise to an isomorphism of omplexes
T :
•∧
g∗ →
(
Ω•(G)G, d
)
where g∗ = HomR(g,R) and Ω
•(G)G is the omplex of left-invariant real-
valued dierential forms on G. Composing this with the inlusion
(3.4)
(
Ω•(G)G, d
)
→
(
Ω•(G), d
)
and taking ohomology gives a morphism
(3.5) τG : H
∗
A(gD;R)→ H
∗(G;R).
If G is ompat, (3.5) is an isomorphism. For from eah losed k-form ω
we obtain a left-invariant losed k-form ωA by averaging:
ωA :=
1
|G|
∫
G
ℓ∗g(ω)dµL,
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where µL is a left-invariant measure and |G| is the volume of G with respet
to this measure. As G is path-onneted, for eah g ∈ G ℓg is homotopi to
the identity, so ω and ℓ∗g(ω) are equal in ohomology. It follows from this
that ω and ωA are also equal in ohomology.
Of ourse, this does not apply diretly in any of the ases disussed
here, sine GD is not ompat. Nevertheless if GD is a redutive group,
the omplexied morphism (3.5) is an isomorphism. We now briey out-
line the neessary denitions. Let G0 be a ompat Lie group. Then ([18,
5.4, Thm. 10℄) G0 has a faithful real representation. It follows ([18, 3.4,
Thm. 5℄) that G0 has an ane real algebrai group struture. This allows
its omplexiation.
Definition 3.5. 
(1) The omplex Lie algebra representation is redutive if it is the diret
sum of a semi-simple ideal and a diagonalizable ideal.
(2) The omplex linear algebrai group G is redutive if its Lie algebra
(representation) is redutive.
The term redutive is due to the fat that these groups are hara-
terised, among omplex algebrai groups, by the omplete reduibility of
every nite-dimensional omplex representation. Chapter 5 of [18℄ estab-
lishes a bijetion between ompat Lie groups and redutive omplex linear
algebrai groups:
Theorem 3.6 ([18, 5.2, Thm. 5℄).  On any ompat Lie group K
there exists a unique real algebrai group struture, whose omplexiation
K(C) is redutive. Any redutive omplex algebrai group possesses an
algebrai ompat real form (of whih it is therefore the omplexiation).

The signiane of this notion for us derives from the following fat:
Theorem 3.7 ([18, 5.2 Thm. 2℄).  Let G be a omplex redutive
algebrai group with an n-dimensional ompat real form K. Then G is
dieomorphi to K ×Rn. 
Corollary 3.8.  If G is a onneted redutive omplex algebrai
group with omplex Lie algebra g then
H∗A(g;C) ≃ H
∗(G;C).
Proof.  Let K be a ompat real form of G. By 3.7, inlusion of K into
G = K(C) indues an ismorphism on ohomology. The Lie algebra g of G
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is the omplexiation of the Lie algebra k of K, so we have
H∗A(g;C) ≃ H
∗(k;R)⊗ C ≃ H∗(K;R)⊗ C ≃ H∗(K;C) ≃ H∗(G;C),
where the seond isomorphism omes from the isomorphism (3.5). 
From Corollary 3.4, Denition 3.5, and Corollary 3.8 we now onlude
Theorem 1.6 as announed in the introdution: the Global Logarithmi
Comparison Theorem holds for all redutive linear free divisors.
Using the redutiveness of the group Gln(C), we will show in the next
setion that the groupGD is redutive for divisors obtained as disriminants
in the representation spaes of quivers. The subgroup Bn ⊆ Gln(C) of
upper triangular matries is not redutive, and appears as the group GD in
Example 5.1 whih shows that redutivity is not neessary for the GLCT
to hold.
4. Linear free divisors in quiver representation spaes
The following disussion summarises part of [3℄. A quiver Q is a nite
onneted oriented graph; it onsists of a set Q0 of nodes and a set Q1
of arrows joining some of them. For eah arrow ϕ ∈ Q1 we denote by tϕ
(for tail) and hϕ (for head) the nodes where it starts and nishes. A
(omplex) representation V of Q is a hoie of omplex vetor spae Vα
for eah node α ∈ Q0 and linear map V (ϕ) : Vtϕ → Vhϕ for eah arrow
ϕ ∈ Q1. For a xed dimension vetor
d = (dα)α∈Q0 := (dim Vα)α∈Q0 .
and a hoie of bases for the Vα, α ∈ Q0, the representation spae of the
quiver Q of dimension d is
Rep(Q,d) :=
∏
ϕ∈Q1
Hom(Cdtϕ ,Cdhϕ) ∼=
∏
ϕ∈Q1
Hom(Vtϕ, Vhϕ).
On this spae the quiver group
Gl(Q,d) :=
∏
α∈Q0
Gldα(C)
∼=
∏
α∈Q0
Gl(Vα)
ats, by
(4.1)
(
(gα)α∈Q0 · V
)
ϕ
:= ghϕV (ϕ)g
−1
tϕ .
This ation fators through the group
(4.2) Z := C∗ · (Idα)α∈Q0 ⊆ Z(Gl(Q,d))
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in the enter of Gl(Q,d) where Idα ∈ Gldα(C) is the unit matrix. The group
Gl(Q,d)/Z is redutive as, hoosing a vertex x0 ∈ Q0, we an onsider it
as a entral quotient
(4.3) Gl(Q,d)/Z ∼=
(
Sldx0 (C)×
∏
x∈Q0r{x0}
Gldx(C)
)/(
µdx0 ·
∏
Idx
)
where µk ⊆ C
∗
denotes the yli subgroup of order k. It ats faithfully on
Rep(Q,d). For Rep(Q,d) and Gl(Q,d)/Z to play the role of Cn and GD
as in Setion 2, we must require∑
n∈N
d2n −
∑
ϕ∈A
dtϕdhϕ = dimCGl(Q,d)− dimCRep(Q,d)(4.4)
= dimZ = 1.
But this equality is not yet suient: it is also neessary that Gl(Q,d)/Z
has an open orbit. This ours if the general representation in Rep(Q,d)
is indeomposable. If both this last ondition and (4.4) hold, d is alled
a real Shur root of Q. In this ase, there is a single open orbit, and the
disriminant determinant ∆ denes its omplement D, a divisor alled
the disriminant. This is the onsequene of a result due to Kraft and
Riedtmann [16, 2.6℄, whih asserts that if the general representation is
indeomposable it has only salar endomorphisms. Then
(4.5) Gl(Q,d)/Z ∼= GD = G
◦
D.
The above disussion ombined with Theorem 1.6 proves the following
Theorem 4.1.  If d is a real Shur root of a quiver Q and the dis-
riminant D in Rep(Q,d) is redued then D is a linear free divisor that
satises the GLCT.
In [3℄ it is shown that if, moreover, Q is a Dynkin quiver, i.e. its under-
lying unoriented graph is a Dynkin diagram of type An, Dn, E6, E7 or E8,
then ∆ is always redued, and thus denes a linear free divisor. The signif-
iane of the Dynkin quivers is, that by a theorem of Gabriel [9℄, they are
the quivers of nite type, i.e. the number of Gl(Q,d) orbits in Rep(Q,d) is
nite. It is this that guarantees that ∆ is always redued, f. [3, Prop. 5.4℄.
It also implies that every root of a Dynkin quiver is a real Shur root.
Corollary 4.2.  If d is a (real Shur) root of a Dynkin quiver Q
then the disriminant D in Rep(Q,d) is a linear free divisor that satises
GLCT.
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Remark 4.3.  The argument showing that GLCT holds for the free di-
visors arising as disriminants in quiver representation spaes yields a sim-
ple topologial proof of a theorem of V. Ka [15, p. 153℄ (see also [23℄): When
d is a sinere (i.e. dx > 0 for all x ∈ Q0) real Shur root of a quiver Q with
no oriented yles, the disriminant in Rep(Q,d) has |Q0| − 1 irreduible
omponents. The proof is this: the number of irreduible omponents of a
divisor in a omplex vetor spae is equal to the rank of H1 of the omple-
ment. From Theorem 1.6 we know thatH1(Rep(Q,d)rD;C) ≃ H1A(gD;C);
as by (4.3)
gD ≃ sldx0 (C)⊕
⊕
x∈Q0r{x0}
gldx(C),
it follows that
H1(Rep(Q,d)rD;C) ≃ 0⊕
⊕
x∈Q0r{x0}
H1(gldx(C);C)
and so has rank |Q0| − 1.
Another simple algebrai proof of Ka's theorem was pointed out to us
by the referee. It onsists in determining the dimension of the vetor spae
of rational funtion on Cn with zeroes and poles along D only and lifting
them to the group GD.
5. Examples of linear free divisors
The onlusion of Setion 2 guides our searh for linear free divisors.
Our rst example shows that the impliation in Theorem 1.6 is not an
equivalene.
We denote by
(5.1) Eij = (δi,k · δj,l)k,l ∈ gln(C)
the elementary matrix with 1 in the ith row and jth olumn and 0 else-
where.
5.1. A non-redutive example satisfying GLCT
Example 5.1.  For n > 2, the group Bn of n×n invertible upper trian-
gular matries is not redutive. It ats on the spae Symn(C) of symmetri
matries by transpose onjugation:
B · S = BtSB.
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Under the orresponding innitesimal ation, the matrix b in the Lie algebra
bn gives rise to the vetor eld χb dened by
χb(S) = b
tS + Sb.
The dimensions of Bn and Symn(C) are equal. The disriminant determi-
nant ∆ is redued and denes a linear free divisor D = V (∆).
To see this, onsider an elementary matrix Eij ∈ bn and let χij be the
orresponding vetor eld on Symn(C). If I is the n × n identity matrix,
then χij(I) = Eji +Eij . The vetors χij(I) for 1 6 i 6 j 6 n are therefore
linearly independent, and ∆(I) 6= 0.
For an n× n matrix A, let Aj be the j × j matrix obtained by deleting
the last n− j rows and olumns of A, and let detj(A) = det(Aj). If B ∈ Bn
and S ∈ Symn(C), then beause B is upper triangular, (B
tSB)j = B
t
jSjBj ,
and so detj(B
tSB) = detj(Bj)
2 detj(S). It follows that the hypersurfae
Dj := {detj = 0} is invariant under the ation, and the innitesimal ation
of Bn on Symn(C) is tangent to eah. Thus ∆ vanishes on eah of them.
The sum of the degrees of the Dj as j ranges from 1 to n is equal to
dimSymn(C), and so oinides with the degree of ∆. Hene ∆ is redued,
and we onlude, by Lemma 2.4, that D = D1 ∪ · · · ∪ Dn is a linear free
divisor. In partiular, when n = 2, D ⊆ Sym2(C) = C
3
is the union of a
quadri one and one of its tangent planes.
We now give a proof that GLCT holds for D, in the spirit of the proofs of
the preeding setion, even though D is not redutive. In fat LCT already
follows, by Theorem 1.8, from loal quasihomogeneity, whih we prove in
Subsetion 7.2 below.
Proposition 5.2.  GLCT holds for the disriminant D of the ation
of Bn on Symn(C) in Example 5.1.
Proof.  The group G◦D is a nite quotient of the group Bn of upper-
triangular matries in Gln(C). There is a deformation retration of Bn to
the maximal torus T onsisting of its diagonal matries, and, with respet
to the standard oordinates aij on matrix spae, it follows that H
∗(Bn) is
isomorphi to the free exterior algebra on the forms daii/aii. Eah of these
is left-invariant, and it follows that the map τBn : H
∗
A(bn;C)→ H
∗(Bn;C)
from (3.5) is an epimorphism.
Similarly, the Lie algebra omplex
∧•
b∗n has a ontrating homotopy to
its semisimple part. We may onsider it as the omplex of left-invariant
forms on the group Bn. Assign weights w1, . . . , wn to the olumns and
weights −w1, . . . ,−wn to the rows. This gives the elementary matrix Eij ∈
bn the weight wi − wj . If εi,j ∈ b
∗
n denotes the dual basis and we assign
ANNALES DE L'INSTITUT FOURIER
LINEAR FREE DIVISORS 17
the weight 0 to C then wt(εi,j) = −wt(Ei,j). With respet to the resulting
gradings of bn and b
∗
n, both the Lie braket and the dierential dL of the
omplex
∧•
b∗n are homogeneous of degree 0, f. (3.1).
Let E =
∑
i wiEii, and let ιE :
∧•
b∗n →
∧•
b∗n be the operation of
ontration by E dened by
(ιEω)(v1 ∧ · · · ∧ vk) := ω(E ∧ v1 ∧ · · · ∧ vk).
Observe that for eah generator Eij ∈ bn we have
(5.2) [E,Eij ] = (wi − wj) ·Eij = wt(Eij) ·Eij .
We laim that the operation
LE := ιEdL + dLιE ,
of taking the Lie derivative along E has the eet of multiplying eah
homogeneous element of
∧•
b∗n by its w-degree. Indeed the operation LE
is a derivation of degree zero on
∧•
b∗n, and the result on 1 forms,
LE(εi,j) = (wj − wi)εi,j ,
is therefore suient and an be easily heked by diret alulation.
Thus LE denes a ontrating homotopy from
∧•
b∗n to its w-degree 0
part
(∧•
b∗n
)
0
, by exatly the same alulation as in Lemma 3.2, but with
Γ(U,Ωk(logD)) and Lχ replaed respetively by
∧•
b∗n and LE . If we hoose
w1 < · · · < wn then all o-diagonal members of the basis {εi,j}16i6j6n of
b∗n have stritly positive w-degree. It follows that
•∧
b∗n ≃
( •∧
b∗n
)
0
=
•∧
〈ε1,1, . . . , εn,n〉 =
•∧
t∗
where t is the Lie algebra of the torus T above. The dierential dL is zero
on this subomplex, showing that τBn is an isomorphism. 
5.2. Disriminants of quiver representations
The following example, due to Ragnar-Olaf Buhweitz, is of the type
disussed in Setion 4.
Example 5.3.  In the spae Mn,n+1(C) of n × (n + 1) matries, let
D be the divisor dened by the vanishing of the produt of the maximal
minors. That is, for eah matrix A ∈Mn,n+1(C), let Aj be A minus its j'th
olumn, and let ∆j(A) = det(Aj). Then
D = {A ∈Mn,n+1(C) : δ =
n+1∏
i=1
∆j(A) = 0}.
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It is a linear free divisor. Here, as the group G in Remark 2.6 we may take
the produt Gln(C)× {diag(1, λ1, . . . , λn) : λ1, . . . , λn ∈ C
∗}, ating by(
A, diag(1, λ1, . . . , λn)
)
·M = A ·M · diag(1, λ1, . . . , λn)
−1
The plaing of the 1 in the rst entry of the diagonal matries is rather
arbitrary; it ould be plaed instead in any other xed position on the
diagonal. That D is a linear free divisor follows from the fat that
(1) the omplement of D is a single orbit, so the disriminant determi-
nant is not identially zero, and
(2) the degree of D is equal to the dimension of GD, so the disriminant
determinant is redued.
In our Example 5.3, Mn,n+1(C) is the representation spae of the star
quiver onsisting of one sink and n + 1 soures, with dimension vetor
assigning dimension n to the sink and 1 to eah of the soures. The ase
n = 5 is shown in Figure 5.1. One we have hosen a basis for eah Vα,
Figure 5.1. A star quiver with 1 sink and 6 soures and d = (5, 1, . . . , 1)
•1

55
55
55
•1
		
		
		
•1 // •5 •1oo
•1
DD						
•1
ZZ555555
eah V (ϕ) is represented by an n × 1 matrix; together they make up an
n× (n+1)matrix. So the basis identies Rep(Q,d) = Mn,n+1(C) and then
(5.3) Gl(Q,d) = Gln(C)×Gl1(C)
n+1
and the ation in (4.1) beomes
(5.4) (A, λ1, . . . , λn+1) ·M = AM diag(λ
−1
1 , . . . , λ
−1
n+1).
From (4.2), (4.3), and (4.5), result isomorphisms
(5.5) Gl(Q,d) ∼= GD × Z, Z = C
∗ · (In, (1, . . . , 1)),
dened by normalizing an arbitrary element in the seond fator.
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Many more examples of linear free divisors an be found by similar means
in representation spaes of quivers. The next example, also from [3℄, is a
non Dynkin quiver where niteness of orbits fails and ∆ is not redued.
Example 5.4.  Consider the star quiver of Example 5.3 with n = 3
with d = (3, 1, 1, 1, 1), as before, and now reverse the diretion of one
of the arrows. The result is shown in Figure 5.2. The four hypersurfaes
Figure 5.2. A modied star quiver with d = (3, 1, 1, 1, 1)
•1
•1
B // •3
A
OO
•1
D
oo
•1
C
OO
det(AB) = 0, det(AC) = 0, det(AD) = 0, det(BCD) = 0, are invariant
under the ation of the subgroup GD ⊆ Gl(Q,d) of Example 5.3. However,
the last of these is made up of innitely many orbits: if the images of B,
C and D lie in a plane P , then together with ker(A ∩ P ) they determine
a ross-ratio. The disriminant determinant is equal, up to a salar fator,
to
∆ = det(AB) · det(AC) · det(AD) · (det(BCD))2.
5.3. Inomplete olletions of maximal minors
In the spae Mm,n(C) of m×n matries with n > m+1, the produt of
all of the maximal minors no longer denes a linear free divisor, by reason
of its degree. However, ertain olletions of n maximal minors do dene
free divisors. There is a simple proedure for generating innitely many
suh olletions, rst desribed in [17℄:
The spae Mm,n(C) an still be viewed as Rep(Q,d) where Q is the star
quiver of Example 5.3 with 1 sink and n soures, and d = (m, 1, . . . , 1).
As before, the quiver group Gl(Q,d) ats with 1-dimensional kernel Z, but
now
dimGl(Q,d)− 1 = m2 + n− 1 < mn = dimMm,n(C),
SUBMITTED ARTICLE : LFD.TEX
20MICHEL GRANGER, DAVID MOND, ALICIA NIETO-REYES, AND MATHIAS SCHULZE
making an open orbit impossible. Therefore we replae Gl(Q,d) by a group
(5.6) G := Glm(C)×GR
with dimG/Z = dimMm,n by augmenting the seond fator in (5.3) to
a group GR ⊆ Gln(C) with dimGR = mn − m
2 + 1. To onstrut GR,
we onsider an auxiliary quiver Q˜ = (Q0, Q1) with Q0 = {1, . . . , n} and
Q1 ⊆ Q
2
0 satisfying the following onditions:
• |Q1| = mn−m
2 + 1;
• (i, i) ∈ Q1 for all i ∈ Q0;
• (i, j) ∈ Q1 and (j, k) ∈ Q1 implies that (i, k) ∈ Q1.
These onditions are exatly those we need for the following formula:
(5.7) GR := C
Q1
r {det = 0} ⊆ Cn×n r {det = 0} = Gln(C)
to dene a group. We write (Q0, Q1) =: Q(GR). This group GR is gener-
ated by Gl1(C)
n = diag(C∗, . . . ,C∗) and mn−m2 − n+ 1 supplementary
elementary matries In + C · Ei,j with (i, j) ∈ Q1 and i 6= j, f. (5.1).
The ation of G onMm,n(C) extends that in (5.4) by right multipliation
of GR and fators through G/Z with Z = C · (Im, In) whih is, as in (4.3),
a entral quotient
(5.8) G/Z ∼= (Slm(C)×GR)/µm · (Im, In)
where µk ⊆ C
∗
denotes the yli subgroup of order k.
Proposition 5.5. 
(1) If the disriminant determinant∆ of the ation of G is not identially
zero and the ation of G preserves the divisors of zeros of preisely n distint
m × m minors, then the union of these divisors is a linear free divisor
D = V (∆).
(2) If the ation ofG preserves the divisor of zeros of more than n distint
m×m minors then ∆ is identially zero.
Proof.  Any algebrai set preserved by the ation of G is ontained
in V (∆). By onstrution, if ∆ is not identially zero then its degree is
mn. If moreover the ation of G preserves the zero set of n distint m×m
minors then ∆ is redued and Lemma 2.4 shows that V (∆) is a linear free
divisor. 
Lemma 5.6.  Right multipliation by In+C·Ei,j preserves the divisor
dened by an m×m minor if and only if the minor either ontains olumn
i of the generi matrix or does not ontain olumn j.
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Proof.  Suppose that the m ×m submatrix M ′ of the generi m × n
matrixM ontains olumn j but not olumn i. Let p be a point of {detM ′ =
0} at whih M ′ has rank m− 1 and the matrix M ′′ obtained from M ′ by
replaing olumn j by olumn i has rankm. Then det(M ′ ·(In+Ei,j))(p) 6=
0. That is, ·(In+C ·Ei,j) does not preserve {detM
′ = 0}. Similarly, detM ′
is learly invariant under ·(In+C ·Ei,j) if M
′
ontains both olumns i and
j. 
Example 5.7.  (1) Take m = 2, n = 4. We refer to the 2 × 2 sub-
matrix of the generi matrix ontaining olumns i and j as Mij . We need
one supplementary olumn operation type. By reordering the olumns we
may assume this is ·(In + C · E3,4). The set of submatries satisfying the
ondition of Lemma 5.6 is M12,M13,M23,M34. The produt of their de-
terminants therefore denes a linear free divisor. The group GR onsists of
matries of the form 

1 0 0 0
0 λ2 0 0
0 0 λ3 λ34
0 0 0 λ4


(2) Take m = 2, n = 5. Then we require two supplementary generators
whih means that the quiverQ(G˜R) has two arrows. Our Table 5.1 shows all
suh quivers with no more than ve verties (up to reordering of olumns).
Note that the quiver
1 // 2 // 3
does not appear sine the onditions on Q1 fore it to beome
1 //
++
2 // 3 .
The symbols ∗ and ⋆ denote arbitrary elements of C∗ and C respetively.
Table 5.1: LFDs from olletions of minors for m = 2, n = 5
Q(G˜R) G˜R Admissible minors LFD?
4
3
66mmmmmm
((QQ
QQQ
Q
5


∗ 0 0 0 0
0 ∗ 0 0 0
0 0 ∗ ⋆ ⋆
0 0 0 ∗ 0
0 0 0 0 ∗

 M12,M13,M23,M34,M35 Yes
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2 // 3
4 // 5


∗ 0 0 0 0
0 ∗ ⋆ 0 0
0 0 ∗ 0 0
0 0 0 ∗ ⋆
0 0 0 0 ∗

 M12,M14,M23,M24,M45 Yes
3
((QQ
QQQ
Q
5
4
66mmmmmm


∗ 0 0 0 0
0 ∗ 0 0 0
0 0 ∗ 0 ⋆
0 0 0 ∗ ⋆
0 0 0 0 ∗

 M12,M13,M23,M14,M24,M34 No
1
((
2hh


∗ ⋆ 0 0 0
⋆ ∗ 0 0 0
0 0 ∗ 0 0
0 0 0 ∗ 0
0 0 0 0 ∗

 M12,M34,M35,M45 No
Only the rst and seond yield linear free divisors. The fourth fails be-
ause although the group has the right dimension and an open orbit, the
disriminant determinant is not redued: the minor M12 divides it with
multipliity 2.
(3) Take m = 3, n = 5. Again we need two supplementary generators,
and there are the same four ases as when (m,n) = (2, 5). In eah ase the
group GR is the same as in the previous example. The Table 5.2 of those
whih give rise to free divisors is dierent from the previous example now.
Table 5.2: LFDs from olletions of minors for m = 3, n = 5
Admissible minors LDF?
M123,M134,M234,M345,M135,M235 No
M123,M124,M234,M145,M245 Yes
M123,M124,M134,M234,M345 Yes
M123,M124,M125,M345 No
(4) Take m = 3, n = 6. We need four supplementary generators and
show all possible quivers with no more than six verties in Table 5.3.
Table 5.3: LFDs from olletions of minors for m = 3, n = 6
Q(G˜R) Admissible minors LFD?
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2 1oo
||xxx ""F
FF
// 5
3 4
M123,M124,M125,M134,M135,
M145,M126,M136,M146,M156
No
2
""F
FF 3
||xxx
1 // 5 4oo
M123,M124,M134,M234,M126,
M136,M146,M236,M246,M346
No
1
||xxx ""F
FF 4
||xxx ""F
FF
2 3 5 6
M123,M124,M134,M456,M145,M146 Yes
1
""F
FF 2
||xxx
4
""F
FF 5
||xxx
3 6
M123,M124,M125,M145,M245,M456 Yes
1
""F
FF 2
||xxx
4 5
3 6
bbFFF <<xxx
M123,M126,M146,M156,
M246,M256,M456
No
1

3
%%J
JJJ
J 4

5
yyttt
tt
2 6
M123,M124,M125,M134,
M135,M145,M345
No
1

3
yyttt
tt
 %%J
JJJ
J
2 4 5 6
M123,M134,M135,M136,
M345,M346,M356
No
1
  A
AA
3
~~}}
}
  A
AA
5
~~}}
}
2 4
M123,M345,M135,M136,M156,M356 Yes
1
~~}}
}
  A
AA
4
~~}}
}
  A
AA
2 3 5
M124,M126,M134,M456,M145,M146 Yes
1

3
 ##G
GG
GG 4

2 5 6
M123,M124,M134,M135,M345,M346 Yes
1

3
{{ww
ww
w
 ##G
GG
GG
2 4 5
M123,M134,M135,M136,
M345,M346,M356
No
1
 ##G
GG
GG 2

3
{{ww
ww
w
4 5
M123,M124,M134,M126,
M136,M146,M236
No
1

// 4
3 2oo
OO
M123,M124,M125,M126,M156,M256 Yes
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1

// 2
{{ww
ww
w
3 4 // 5
M123,M124,M126,M145,M146,M456 Yes
1

// 2
{{ww
ww
w
3 4oo
M124,M125,M126,M145,
M146,M156,M456
No
1
{{ww
ww
w
 ##G
GG
GG
2 // 3 4
M123,M124,M145,M146,
M125,M126,M156
No
Proposition 5.8.  Let D = V (∆) be a linear free divisor as on-
struted above. If Q(GR) has no oriented loops then GLCT holds for D.
Proof.  As in the proof of Proposition 5.2, one an show that
τGR : H
∗
A(gR;C)→ H
∗(GR;C)
from (3.5) is an isomorphism. Here the absene of oriented loops serves
as a replaement for the upper triangularity in the preeding proof. In-
deed, if there are no oriented loops in Q(GR), it is possible to order the
verties of Q(GR), and thus the rows of the matries in Mm,n, so that
i < j whenever there is an arrow from i to j. This puts all of the ma-
tries of GR into upper triangular form. It follows both that GR has a
deformation retration to its maximal torus T onsisting of diagonal ma-
tries, and that the same ontrating homotopy as in the proof of 5.2
shows that the inlusion
∧•
t∗ →
∧•
g∗R is a homotopy equivalene. Thus
H∗(T ) : H∗A(gR;C)→ H
∗(GR;C) is an isomorphism.
Also for G = Slm(C) the map τG from (3.5) is an isomorphism. So by
applying the the Künneth formulas for both Lie algebra and omplex oho-
mology, the same holds for G = Slm(C)×GR. By (5.8), G/Z is onneted
as a nite quotient of the onneted group Slm(C)×GR. By Proposition 5.5
G◦D is then also a onneted nite quotient of G/Z hene of Slm(C)×GR,
and GLCT holds for D by Corollary 3.4. 
6. Classiation in small dimensions
6.1. Struture of logarithmi vetor elds
Let δ, ξ ∈ Der and let g ∈ O. To emphasise the ation of δ on O and
on Der, in plae of dg(δ) we write δ(g), and in plae of [δ, ξ] we write
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δ(ξ) = adδ(ξ). The degree k parts of Γ(C
n,Der) and Γ(Cn,Der(− logD))
with respet to deg(xi) = 1 = − deg(∂i) will be denoted by Γ(C
n,Der)k
and Γ(Cn,Der(− logD))k respetively. For δ ∈ Γ(C
n,Der)0, we write δS
for its semisimple part and δN for its nilpotent part.
Let D ⊆ Cn be a linear free divisor dened by the homogeneous poly-
nomial ∆ = det((δi(xj))i,j) ∈ C[x] of degree n as in Lemma 1.3 where
δ = δ1, . . . , δn is a global degree 0 basis of Der(− logD). Then δi(∆) ∈ C ·∆
and there is the standard Euler vetor eld χ =
∑
i xi∂i ∈ 〈δ1, . . . , δn〉C.
Sine χ(∆)/∆ = n 6= 0, we an assume that δ1 = χ and δi(∆) = 0 for
i = 2, . . . , n. So δ2, . . . , δn is a global degree 0 basis of the annihilator
Der(− log∆) of ∆ whih is a diret fator of Der(− logD).
Sine χ vanishes only at the origin, the origin of the ane oordinate sys-
tem x = x1, . . . , xn is uniquely determined. A oordinate hange between
two degree 0 bases of Der(− logD) an always be hosen linear. Among
all possible linear oordinate hanges, let s+ 1 be the maximal number of
linearly independent diagonal logarithmi vetor elds.
Theorem 6.1.  There exists a global degree 0 basis χ, σ1, . . . , σs,
ν1, . . . , νn−s−1 of Der(− logD) suh that
(1) χ(σi) = 0 and χ(νj) = 0,
(2) the σi are simultaneously diagonalizable with eigenvalues in Q and
σi(∆) = 0,
(3) the νj are nilpotent and νj(∆) = 0,
(4) σi(νj) ∈ Q · νj and
∑
j σi(νj)/νj + trace(σi) = 0.
(5) If δ ∈ Γ(Cn,Der(− logD))0 with σi(δ) = 0 for i = 1, . . . , s then
δS ∈ 〈σ1, . . . , σs〉C.
Moreover, s > 1 and if s = n − 1 then ∆ = x1 · · ·xn denes a normal
rossing divisor.
Proof.  It is easy to hek that the formal oordinate hanges used in
[10℄ redue to linear oordinate hanges in the ase of linear free divisors.
Thus (1)-(3), (5), and the rst part of (4) follow from [10, Thm. 5.4℄.
For the seond part of (4), we set δ1, . . . , δn = χ, σ1, . . . , σs, ν1 . . . , νn−s−1
and rewrite ∆ as
(6.1) ∆ =
∑
α∈Sn
sign(α) · δ1(xα1 ) · · · δn(xαn).
Let us hoose oordinates in whih all σi are diagonal: σi =
∑
j wi,jxj∂j .
The equation σi(∆) = 0 means that ∆ is weighted homogeneous of degree
zero when we assign to the variable xj the weight wi,j = σi(xj)/xj . The
weighted degree of δj(xk) is then σi(δj)/δj +wi,k. This implies the seond
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part of (4), sine eah term in the sum (6.1) has the same weighted degree∑
j
(
σi(δj)/δj + wiαj
)
=
∑
j σi(δj)/δj + trace(σi).
Now assume that s = 0. Then the vetor spae generated by the νi is
entirely made of nilpotent elements and we an apply Engel's Theorem [24,
I.4℄, and ν1, . . . , νn−1 an be hosen upper triangular. But then ∆ is learly
divisible by the square of the rst variable x1 and hene not redued. So
s = 0 is impossible.
If s = n−1, then ∆ must be a monomial and hene ∆ = x1 · · ·xn denes
a normal rossing divisor. 
Remark 6.2.  In Theorem 6.1, one an perform the Gauss algorithm
on the diagonals of σ1, . . . , σs. Then σi ≡ xi∂i mod
∑n
j=s+1 C · xj∂j .
We shall frequently use the following simple fat.
Lemma 6.3.  Let σ =
∑
iwixi∂i. Then xi∂j is an eigenvetor of adσ
for the eigenvalue wi − wj .
6.2. The ase s = n− 2
Lemma 6.4.  Let s = n − 2 in the situation of Theorem 6.1. Then
−σk(ν1)/ν1 = trace(σk) 6= 0 for some k and ν1 has, after normalization,
two entries equal to 1 and all other entries equal to 0.
Proof.  If s = n − 2 then for any σ ∈ {σ1, . . . , σn−2}, σ(ν1)/ν1 +
trace(σ) = 0. Hene, a monomial xi∂j in ν1 gives a relation wi − wj +∑
k wk = 0 on the diagonal entries w1, . . . , wn of σ. Sine 3 of these relations
with i 6= j and also σ1, . . . , σn−2 are linearly independent, ν1 an have at
most 2 nonzero nondiagonal entries. If σk(ν1)/ν1 6= 0 for some k then
ν1 is stritly triangular with at most 2 nonzero entries after ordering the
diagonal of σk. If ν1 has only one nonzero entry then ∆ is divisible by
the square of a variable, a ontradition. Both nonzero entries of ν1 an
be normalized to 1. If σk(ν1)/ν1 = 0 for all k then the nonzero entries
of ν1 are in a 2-dimensional simultaneous eigenspae of χ, σ1, . . . , σn−2.
Otherwise, there are 3 linearly independent relations wi1 = wj1 , wi2 = wj2 ,∑
k wk = 0 on the diagonal entries of σ1, . . . , σn−2, a ontradition to the
linear independene of these vetor elds. But then ν1 has only one nonzero
entry after a linear oordinate hange, a ontradition as before. 
To simplify the notation, we shall write ≡ for equivalene modulo C∗.
By Lemma 6.4, we may assume that ν1 = xk∂1+xl∂2 where 1 6= k 6= l 6= 2.
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Then
∆ =
∣∣∣∣∣∣∣∣∣∣∣
x1 x2 x3 · · · xn
a2,1x1 a2,2x2 a2,3x3 · · · a2,nxn
.
.
.
.
.
.
.
.
.
.
.
.
an−1,1x1 an−1,2x2 an−1,3x3 · · · a1,nxn
xk xl 0 · · · 0
∣∣∣∣∣∣∣∣∣∣∣
≡ (x2xk−x1xl)x3 · · ·xn.
As ∆ is redued, there are, up to oordinate hanges, only two non-
normal-rossing ases:
6.2.1. k = 2, l = 3
Then ∆ omes from the linear free divisor of Example 5.1 in dimension
3:
∆ = (x22 − x1x3)x3 · · ·xn ≡
∣∣∣∣∣∣
x1 x2 x3
4x1 x2 −2x3
2x2 x3 0
∣∣∣∣∣∣ · x4 · · ·xn.
6.2.2. k = 3, l = 4
Then ∆ omes from a linear free divisor in dimension 4:
∆ = (x2x3 − x1x4)x3 · · ·xn ≡
∣∣∣∣∣∣∣∣
x1 x2 x3 x4
x1 2x2 −x3 0
2x1 x2 0 −x4
x3 x4 0 0
∣∣∣∣∣∣∣∣ · x5 · · ·xn.
6.3. Classiation up to dimension 4
We onsider the situation of Theorem 6.1 and abbreviate x, y, z, w =
x1, x2, x3, x4. By the results of Setion 6.2, we may assume that s = 1 and
n = 4. Let us rst assume that Γ(Cn,Der(− logD))0 is a nonsolvable Lie
algebra and hene 〈σ1, ν1, ν2〉 = sl2.
Reall that by [24, IV.4℄, C4 is a diret sum of irreduible sl2-modules
Wm of dimension m + 1 and that Wm is represented in a basis e0, . . . , em
by
σ1(ei) = (−m+ 2i)ei, ν1(ei) = (i+ 1)ei+1, ν2(ei) = (m− i+ 1)ei−1.
So there are 3 types of sl2-representations. The rst two ases are C
4 =
W2 ⊕ W0 and C
4 = W1 ⊕ W1, whih lead to a zero and a nonredued
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determinant of the form ∆ ≡ (xw − yz)2 respetively. But W3 gives the
nontrivial linear free divisor
∆ =
∣∣∣∣∣∣∣∣
x y z w
−3x −y z 3w
y 2z 3w 0
0 3x 2y z
∣∣∣∣∣∣∣∣ ≡ y
2z2 − 4xz3 − 4y3w + 18xyzw− 27x2w2
isomorphi to the disriminant in the spae of binary ubis desribed in
Example 1.4.(2).
Now, assume that Γ(Cn,Der(− logD))0 is a solvable Lie algebra. Then,
by Lie's Theorem [24, I.7℄, ν1 and ν2 an be hosen triangular and also
[ν1, ν2] is triangular. Hene, [ν1, ν2] ∈ 〈ν1, ν2〉 and even [ν1, ν2] = 0 by
nilpoteny of adν1 and adν2 .
6.3.1. σ1 = ax∂x + ay∂y + az∂z + bw∂w, a 6= b
Then f = 0 if ν1 or ν2 has only a ∂w-omponent. We shall taitly omit
this ase in the following.
6.3.1.1. σ1(ν1)/ν1 = 0 = σ1(ν2)/ν2. Then
ν1 =


0 1 0 0
0 0 ǫ 0
0 0 0 0
0 0 0 0

 , ν2 =


0 ∗ ∗ 0
0 0 ∗ 0
0 ǫ 0 0
0 0 0 0

 , f ≡
∣∣∣∣∣∣∣∣
x y z 0
0 0 0 w
0 x ǫy 0
0 ǫz ∗ 0
∣∣∣∣∣∣∣∣
where ǫ ∈ {0, 1} and ǫ = 1− ǫ. Hene, f is divisible by x2 and not redued.
6.3.1.2. σ1(ν1)/ν1 = 0 6= σ1(ν2)/ν2. Then, after a linear oordinate
hange in x, y, z, we have
ν2 =


0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0

 , f ≡
∣∣∣∣∣∣∣∣
x y z 0
0 0 0 w
∗ ∗ ∗ ∗
w 0 0 0
∣∣∣∣∣∣∣∣ .
Hene, f is divisible by w2 and not redued.
6.3.1.3. σ1(ν1)/ν1 6= 0 6= σ1(ν2)/ν2. Then
ν1 =


0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0

 , ν2 =


0 0 0 0
0 0 0 0
0 0 0 0
r s t 0


and hene f is divisible by w3 and not redued.
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6.3.2. σ1 = ax∂x + ay∂y + bz∂z + bw∂w, a 6= b
Then f = 0 if ν1 and ν2 have only a ∂z- and ∂w-omponent. We shall
taitly omit this ase in the following.
6.3.2.1. σ1(ν1)/ν1 = 0 = σ1(ν2)/ν2. Then
ν1 =


0 1 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 , ν2 =


0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0

 , f ≡
∣∣∣∣∣∣∣∣
x y 0 0
0 0 z w
0 x 0 0
0 0 0 z
∣∣∣∣∣∣∣∣ ≡ x
2z2.
6.3.2.2. σ1(ν1)/ν1 = 0 6= σ1(ν2)/ν2. Then
ν1 =


0 1 0 0
0 0 0 0
0 0 0 ǫ
0 0 0 0

 , ν2 =


0 0 ∗ ∗
0 0 ∗ ∗
0 0 0 0
0 0 0 0

 , f ≡
∣∣∣∣∣∣∣∣
x y 0 0
0 0 z w
0 x 0 ǫz
0 0 ∗ ∗
∣∣∣∣∣∣∣∣
where ǫ ∈ {0, 1}. Hene, f is divisible by x2 (or z2 for transposed ν2) and
not redued.
6.3.2.3. σ1(ν1)/ν1 6= 0 6= σ1(ν2)/ν2. Then
ν1 =


0 0 1 0
0 0 0 0
0 0 0 0
0 0 0 0

 , ν2 =


0 0 0 0
0 0 0 0
0 0 0 0
0 1 0 0

 , f ≡
∣∣∣∣∣∣∣∣
x y 0 0
0 0 z w
0 0 x 0
0 w 0 0
∣∣∣∣∣∣∣∣ ≡ x
2w2.
6.3.3. σ1 = ax∂x + ay∂y + bz∂z + cw∂w , |{a, b, c}| = 3
Then f = 0 if ν1 and ν2 have only a ∂z- and ∂w-omponent. We shall
taitly omit this ase in the following.
6.3.3.1. σ1(ν1)/ν1 = 0 = σ1(ν2)/ν2. Then ν1 and ν2 are linearly depen-
dent.
6.3.3.2. σ1(ν1)/ν1 = 0 6= σ1(ν2)/ν2. Then
ν1 =


0 1 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 , ν2 =


0 0 ∗ ∗
0 0 0 0
0 ∗ 0 ∗
0 ∗ ∗ 0

 , f ≡
∣∣∣∣∣∣∣∣
x y z w
0 0 bz cw
0 x 0 0
0 ∗ ∗ ∗
∣∣∣∣∣∣∣∣ .
Hene, f is divisible by x2 and not redued.
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6.3.3.3. σ1(ν1)/ν1 6= 0 6= σ1(ν2)/ν2. Then there are 3 double ases:
(1)
ν1 =


0 0 1 0
0 0 0 0
0 0 0 0
0 0 0 0

 , ν2 =


0 0 ∗ ∗
0 0 ∗ ∗
0 0 0 0
0 ∗ ∗ 0

 , f ≡
∣∣∣∣∣∣∣∣
x y z w
0 0 bz cw
0 0 x 0
0 ∗ ∗ ∗
∣∣∣∣∣∣∣∣ .
Hene, f is divisible by x2 (or z2 for transposed ν1 and ν2) and not
redued.
(2)
ν1 =


0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0

 , ν2 =


0 0 0 ∗
0 0 0 ∗
∗ ∗ 0 0
0 0 0 0

 , f ≡
∣∣∣∣∣∣∣∣
x y z w
0 0 bz cw
0 0 0 z
∗ ∗ 0 ∗
∣∣∣∣∣∣∣∣ .
Hene, f is divisible by z2 (or w2 for transposed ν1 and ν2) and not
redued.
(3)
ν1 =


0 0 1 0
0 0 0 0
0 0 0 1
0 0 0 0

 , ν2 =


0 0 0 ∗
0 0 0 ∗
0 0 0 0
0 0 0 0

 , f ≡
∣∣∣∣∣∣∣∣
x y z w
0 0 bz cw
0 0 x z
0 0 0 ∗
∣∣∣∣∣∣∣∣ = 0
or f is divisible by w2 for transposed ν1 and ν2 and not redued.
6.3.4. σ1 = ax∂x + by∂y + cz∂z + dw∂w, |{a, b, c, d}| = 4
Sine ν1 and ν2 are σ1-homogeneous and might be hosen triangular,
σ(ν1)/ν1 6= 0 6= σ(ν2)/ν2 and hene ν1 and ν2 have at most 3 non-zero
entries by Lemma 6.3. Using if neessary permutations of the basis vetors,
we have only to onsider the following ases:
6.3.4.1. ν1 has one non-zero term. We may assume that
ν1 =


0 1 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 .
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Sine [ν1, ν2] = 0, we nd that the rst olumn of ν2 is zero and hene
f ≡
∣∣∣∣∣∣∣∣
x y z w
ax by cz dw
0 x 0 0
0 ∗ ∗ ∗
∣∣∣∣∣∣∣∣
is non-redued as a multiple of x2. In what follows, we may also exlude
all ases where ν2 has only one term by exhanging the roles of ν1 and ν2.
6.3.4.2. ν1 has two non-zero terms. We have two ases:
ν1 =


0 1 0 0
0 0 1 0
0 0 0 0
0 0 0 0

 or ν1 =


0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0

 .
In the rst ase, sine [ν1, ν2] = 0, we obtain that ν2 has the form
ν2 = p · ν1 +


0 0 q r
0 0 0 0
0 0 0 0
0 0 s 0

 .
Sine a− b = b− c beause of the homogeneity of ν1, the σ1-degrees orre-
sponding to r, s are a− d 6= d− c. Then, beause of the homogeneity of ν2,
we are in the situation where ν2 has only one term. In the seond ase, we
obtain
ν2 = p · ν1 +


0 0 u v
0 0 0 u
r s 0 q
0 r 0 0

 .
If u = 1 and v = r = s = q = 0 then
ν2 = p · ν1 +


0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0

 , f ≡
∣∣∣∣∣∣∣∣
x y z w
ax by cz dw
0 x 0 z
0 0 x y
∣∣∣∣∣∣∣∣ .
So f is non-redued as a multiple of x2. Similarly, if r = 1 and u = v =
s = q = 0 then f is a multiple of z2. In the other ases, either ν2 has only
one non-zero term or three non-zero terms (u = s = 1). This latter ase we
shall study now.
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6.3.4.3. ν1 has three non-zero terms. We may assume that
ν1 =


0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0


whih implies also that (a, b, c, d) = a · (1, 1, 1, 1) + (0, λ, 2λ, 3λ) for some
0 6= λ ∈ Q. The relation [ν1, ν2] = 0 then implies that
ν2 = p · ν1 +


0 0 q r
0 0 0 q
0 0 0 0
0 0 0 0

 .
So the only remaining possibility not yet onsidered is
ν2−pν1 =


0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0

 , f ≡
∣∣∣∣∣∣∣∣
x y z w
0 λy 2λz 3λw
0 x y z
0 0 x y
∣∣∣∣∣∣∣∣ ≡ x(y
3−3xyz+3x2w).
The equation σ1(ν1)/ν1 + σ1(ν2)/ν2 + trace(σ1) = 0 beomes −λ − 2λ +
4a + 6λ = 0 or a = − 3
4
λ. Setting λ = 4, we obtain σ1 = −3x∂x + y∂y +
5z∂z + 9w∂w and σ1(f) = 0.
6.4. Summary of the lassiation up to dimension 4
The following Table 6.1 summarizes our lassiation of linear free divi-
sors up to dimension 4. The matries are interpreted row-wise as bases of
Der(− logD).
Table 6.1: Classiation of linear free divisors up to dimension 4
n ∆ Der(− logD) gD redutive?
1 x
(
x
)
C Yes
2 xy
(
x 0
0 y
)
C2 Yes
3 xyz

x 0 00 y 0
0 0 z

 C3 Yes
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3 (y2 + xz)z

 x y z4x y −2z
−2y z 0

 b2 No
4 xyzw


x 0 0 0
0 y 0 0
0 0 z 0
0 0 0 w

 C4 Yes
4 (y2 + xz)zw


x y z 0
4x y −2z 0
−2y z 0 0
0 0 0 w

 C⊕ b2 No
4 (yz + xw)zw


x 0 0 −w
0 y 0 w
0 0 z w
z −w 0 0

 C2 ⊕ g0 No
4 x(y3 − 3xyz + 3x2w)


x y z w
0 y 2z 3w
0 x y z
0 0 x y

 C⊕ g No
4
y2z2−4xz3−4y3w+
18xyzw− 27w2x2


3x 2y z 0
0 3x 2y z
y 2z 3w 0
0 y 2z 3w

 gl2(C) Yes
The annihilators of ∆ in the Lie algebras for ∆ = (yz + xw)zw and
∆ = x(y3 − 3xyz + 3x2w) are desribed in [14, Ch. I, 4℄. The former is
the diret sum of C and the non-Abelian Lie algebra g0 of dimension 2,
and the latter is the 3-dimensional Lie algebra g haraterized as having
2-dimensional Abelian derived algebra g′, on whih the adjoint ation of a
basis vetor outside g′ is semi-simple with eigenvalues 1 and 2. Straightfor-
ward omputations show that the two groups G◦D are, respetively, the set
of 4× 4 matries of the form

x−1y−2 0 z 0
0 x−2y−1 0 −x−1yz
0 0 x 0
0 0 0 y

 and


x−3 0 0 0
y x 0 0
z x4y x5 0
x3yz − 1
3
x6y3 x4z x8y x9


with x, y ∈ C∗ and z ∈ C in the rst and x ∈ C∗, y, z ∈ C in the seond.
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7. Strong Euler homogeneity and loal quasihomogeneity
In this setion, we investigate linear free divisors with respet to the
properties of loal quasihomogeneity and strong Euler homogeneity from
Denitions 1.7 and 1.9.
The following reformulation of the denition of loal quasihomogeneity
is a diret onsequene of the PoinaréDula Theorem [1, Ch. 3, 3.2℄ and
Artin's Approximation Theorem [2℄.
Theorem 7.1.  A divisor D is loally quasihomogeneous if and only
if, at any p ∈ D, there is an Euler vetor eld χ for D at p whose degree
zero part χ0 has stritly positive eigenvalues.
We denote by D = DCn the sheaf of germs of linear dierential opera-
tors with holomorphi oeients on Cn. It is naturally equipped with an
inreasing ltration F of oherent O-modules by the order of dierential
operators and we denote by σ(P ) the symbol of P ∈ D in grF D . Note
that grF Dp
∼= Op[∂] = C{x}[∂] in a loal oordinate system x at p, where
we identify σ(∂i) = ∂i.The following property is losely related to loal
quasihomogeneity.
Definition 7.2.  A free divisor D is alled Koszul free if, at any p ∈
D, there exists a basis δ1, . . . , δn ofDer(− logD)p suh that σ(δ1), . . . , σ(δn)
is a regular sequene in grF Dp.
Koszul freeness an be interpreted geometrially in terms of the loga-
rithmi stratiation, introdued by K. Saito [21℄, whih is the partition of
D into the integral varieties of the distribution Der(− logD). As it is not
always loally nite, the term stratiation is a misnomer, but is gener-
ally used. If Dα is a stratum of the logarithmi stratiation and p ∈ Dα
then TpDα = Der(− logD)(p). The graded ring grF Dp
∼= Op[∂] ontains
Derp = ⊕
n
i=1Op∂i and an be identied with the ring of funtions on the
otangent spae T ∗(Cn, p) of the germ (Cn, p), polynomial on the bers
and analyti on the base.
Definition 7.3.  The logarithmi harateristi variety LCn(D) of D
is the variety in T ∗Cn dened by the image of Der(− logD) in grF D .
Thus D is Koszul free at p if and only if LCn(D) is purely n-dimensional
[4, 1.8℄. Moreover, by [21, 3.16℄, LCn(D) is the union, over all strataDα ⊆ D
in the logarithmi stratiation of D, of the onormal bundle T ∗DαC
n
ofDα,
eah of whih is n-dimensional. This proves the following result.
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Theorem 7.4.  A free divisor D is Koszul free if and only if the
logarithmi stratiation is loally nite.
A loally quasihomogeneous free divisor is Koszul free [4, 4.3℄, and thus
the failure of Koszul-freeness serves as a omputable riterion for the failure
of loal quasihomogeneity.
As in Setion 6.1, let D ⊆ Cn be a linear free divisor and χ, δ2, . . . , δn a
global degree 0 basis of Der(− logD) with δi(∆) = 0 for ∆ = det(S) where
S :=
(
χ(xj)
δi(xj)
)
i,j
The arguments whih follow are valid as well for an arbitrary germ of a
free divisor D ⊆ (Cn, 0) with a germ of an Euler vetor eld χ ∈ Der0 at 0.
The following riterion gives a method to test strong Euler homogeneity
algorithmially. The redued variety Sk dened by the (k + 1) × (k + 1)-
minors of the n×n-matrix S is the union of logarithmi strata of dimension
at most k. In more invariant terms, Sk is the variety of zeros of the (n−k−
1)'st Fitting ideal of the OCn-moduleDer /Der(− logD). Thus a free divisor
D is Koszul free if and only if dimSk 6 k for all k. Note that Sn = C
n
,
Sn−1 = D, and Sn−2 = Sing(D). For a linear free divisor, S0 = {0} beause
of the presene of the Euler vetor eld. Sine dimSing(D) < dimD, it
follows that linear free divisors are Koszul free in dimension n 6 3.
In order to haraterize strong Euler homogeneity, we also onsider the
redued variety Tk ⊇ Sk dened by the (k + 1) × (k + 1)-minors of the
(n− 1)× n-matrix
T := (δi(xj))i,j .
Again, this is the variety dened by a Fitting ideal, this time the (n −
k − 2)nd Fitting ideal of the module Der /Der(− log∆). Note that, by
denition,
S =
(
x
T
)
.
Lemma 7.5.  D is strongly Euler homogeneous if and only if Sk = Tk
for 0 6 k 6 n− 2.
Proof.  A vetor eld δ ∈
(
mp ·χ+
∑
i Op ·δi
)
∩mp ·Derp is not an Euler
vetor eld at p ∈ D sine δ(∆) ∈ mp · ∆, and indeed δ(u · ∆) ∈ mp · u∆
for any unit u. Hene, an Euler vetor eld η for D at p must be of the
form η = a0 · χ +
∑
i ai · δi ∈ mp · Derp with a0(0) 6= 0. This means
that χ(p) ∈
∑
i C · δi(p), and the matries S and T have equal rank at
p. Conversely if χ(p) =
∑
λiδi(p) then up to multipliation by a salar,
χ−
∑
i λiδi is an Euler eld for D at p. 
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Remark 7.6.  The proof of Lemma 7.5 shows that the question of
loal quasihomogeneity is muh more ompliated: The degree zero parts
of Euler vetor elds at a point p ∈ D are the degree zero parts of vetor
elds a1 · χ+
∑
i ai · δi where a1, . . . , an are linear forms suh that a1(p) ·
χ(p) +
∑
i ai(p) · δi(p) = 0.
For k = 1, . . . , n, let Mk = (−1)
k+1 det(δi(xj))j 6=k.
Lemma 7.7.  For k = 1, . . . , n, ∂k(∆) = n ·Mk. In partiular, Sk = Tk
for k = n− 2.
Proof.  Sine
S


∂1(∆)
.
.
.
∂n(∆)

 =


χ
δ2
.
.
.
δn

 (∆) =


n ·∆
0
.
.
.
0


we obtain, by aneling ∆,


∂1(∆)
.
.
.
∂n(∆)

 = Sˇ


n
0
.
.
.
0

 = n ·


M1
.
.
.
Mn


where Sˇ denotes the ofator matrix of S. 
Lemma 7.8.  S0 = T0.
Proof.  Assume that T0 6= S0 = {0}. By homogeneity, T0 ontains the
xn-axis after an appropriate linear oordinate hange. Then T is indepen-
dent of xn. Writing x
′ = x1, . . . , xn−1, we have that ∆ = g + xn ·∆
′
where
g and ∆′ := Mn depend only on x
′
. Sine ∆ does not depend on fewer vari-
ables, we must have ∆′ 6= 0. For i = 2, . . . , n, let δ′i :=
∑n−1
j=1 δi(xj)∂j be
the projetion of δi to the C[x]-module with basis ∂
′ := ∂1, . . . , ∂n−1. Then,
for i = 2, . . . , n, δ′i(∆
′) = 0, as it is the oeient of xn in δi(∆) = 0. Sine
the rank of the C[x′]-annihilator of ∂1(∆
′), . . . , ∂n−1(∆
′) is stritly smaller
than n− 1, there must be a relation
∑n
i=2 aiδ
′
i = 0 for some homogeneous
polynomials ai ∈ C[x
′]. But sine δ2, . . . , δn are independent over C[x],∑n
i=2 aiδi(xn) 6= 0 and hene 0 =
∑n
i=2 aiδi(∆) =
(∑n
i=2 aiδi(xn)
)
· ∆′,
ontraditing the fat that ∆′ 6= 0. 
Lemma 7.9.  Let D be strongly Euler homogeneous. Then D is loally
quasihomogeneous on the omplement of Sn−3. In partiular, D is loally
quasihomogeneous if Sn−3 = {0}.
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Proof.  By [21, 3.5℄, (D, p) = (D′, p′)× (Cn−2, 0) for p ∈ Sn−2 r Sn−3
where (D′, p′) ⊆ (C2, 0) is strongly Euler homogeneous by [10, 3.2℄. As
the germ of a urve, (D′, p′) has an isolated singularity. Then (D′, p′), and
hene (D, p), are quasihomogeneous, by Saito's theorem [20℄. 
Theorem 7.10.  Every linear free divisor in dimension n 6 4 is loally
quasihomogeneous and hene LCT and GLCT hold.
Proof.  By Lemmas 7.7 and 7.8, S1 = T1 if n = 3 and S0 = T0. If
n 6 3 then D is strongly Euler homogeneous by Lemma 7.5 and so loally
quasihomogeneous by Lemma 7.9.
For n = 4 analogous arguments yield S0 = T0 = {0} and S2 = T2. Now
we use the lassiation in Subsetion 6.4 and a ase by ase study: In eah
ase, one an verify that S1 = T1 and onstrut an Euler vetor eld with
positive eigenvalues in degree zero at eah point of S1 r S0. Again this is
suient for loal quasihomogeneity by Lemma 7.9. For ∆ = (yz+xw)zw,
S1 = {xy = z = w = 0} and 2χ−σ+
x−ξ
ξ
σ, where σ = 2x∂x+y∂y−w∂w, is
an Euler vetor eld at (ξ, 0, 0, 0) 6∈ S0 with eigenvalues 2, 1, 2, 3 in degree
zero. For ∆ = x(y3 − 3xyz + 3x2w), S1 = {x = y = z = 0} and 9χ− σ +
w−ω
ω
σ, where σ = −3x∂x + y∂y + 5z∂z + 9w∂w, is an Euler vetor eld at
(0, 0, 0, ω) 6∈ S0 with eigenvalues 12, 8, 4, 9 in degree zero. The remaining
ases are trivial.
By [7℄, loal quasihomogeneity implies that LCT and hene, by taking
global setions, GLCT holds. 
7.1. Example 5.3 again
In this subsetion, we study the linear free divisor in Example 5.3 in
detail and show that if n > 2 it is not Koszul free and hene not loally
quasihomogeneous. However we will see that it is strongly Euler homoge-
neous, like all other linear free divisors whose strong Euler homogeneity
has been investigated.
Denote by xi,j , 1 6 i 6 n, 1 6 j 6 n+ 1, the oordinates on the spae
of n × (n + 1)-matries Mn,n+1. The Lie group G = Gln(C) × Gl1(C)
n+1
ats on Mn,n+1 by left matrix multipliation of Gln(C) and multipliation
of the jth fator Gl1(C) = C
∗
on the jth olumn of members of Mn,n+1.
By Lemma 2.2, Der(− logD) is generated by the innitesimal ation of the
Lie algebra of G and hene a basis of Der(− logD) is extrated from the
SUBMITTED ARTICLE : LFD.TEX
38MICHEL GRANGER, DAVID MOND, ALICIA NIETO-REYES, AND MATHIAS SCHULZE
set of n2 + n+ 1 vetor elds
ξi,j =
n+1∑
k=1
xi,k∂j,k, for 1 6 i, j 6 n,(7.1)
ξi =
n∑
l=1
xl,i∂l,i, for 1 6 i 6 n+ 1,
by omitting one beause of the relation
χ =
n∑
i=1
ξi,i =
n+1∑
j=1
ξj
orresponding to the Lie algebra of the kernel of the ation. Note that the
vetor eld ξi,i resp. ξj is the Euler vetor eld related to the ith row resp.
to the jth olumn of the general n× (n+1)-matrix and that χ is the global
Euler vetor eld on Mn,n+1.
Sine the determinant ∆j has degree one with respet to eah line and to
eah olumn exept the jth olumn for whih the degree is zero, the degree
of ∆ equals n + 1 with respet to a row and n with respet to a olumn.
These onsiderations yield
ξi,i(∆) = (n+ 1)∆, ξj(∆) = n∆, ξi,j(∆) = 0 for i 6= j,
and one an easily derive a basis of the vetor elds annihilating ∆.
The following lemma is self evident by denition of the ation of G on
Mn,n+1 and we shall use it impliitly. In partiular, the rank of a G-orbit
is well-dened as the rank of any of its elements.
Lemma 7.11. 
(1) Two matries in Mn,n+1 having the same row spae are in the same
G-orbit. Similarly two matries given by lists of olumn vetorsA = C1, . . . , Cn+1
and A′ = C′1, . . . , C
′
n+1 are in the same G-orbit if there is a λj ∈ C
∗
suh
that C′j = λjCj for all j = 1, . . . , n+ 1.
(2) If A and A′ are in the same G-orbit inMn,n+1 then any submatrix of
A onsisting of olumns Ci1 , . . . , Cip has the same rank as the submatrix of
A′ onsisting of the orresponding olumns C′i1 , . . . , C
′
ip
of A′. In partiular
A and A′ have the same rank.
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By the left ation of Gln(C) ⊆ G, any G-orbit in rank r ontains, up to
permutation of olumns, an element of the form
(7.2)


1 . . . 0 x1,r+1 . . . x1,n+1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 . . . 1 xr,r+1 . . . xr,n+1
0 . . . 0 0 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
0 . . . 0 0 . . . 0


By using also the ation of G, we may assume that xi,r+1 ∈ {0, 1}: If
xi,r+1 6= 0 then one an divide the ith row by xi,r+1 and multiply the
ith olumn by xi,r+1. Thus there is only a nite number of maximal rank
G-orbits inluding the generi orbit for whih all xi,n+1 equal 1.
Proposition 7.12. 
(1) There are only nitely many G-orbits in M2,3, and the linear free
divisor D ⊆M2,3 is loally quasihomogeneous
(1)
.
(2) The number of G-orbits in the linear free divisorD ⊆M3,4 is innite.
In partiular, the set of G-orbits in D is not loally nite, and D is not
Koszul free and hene not loally quasihomogeneous.
Proof. 
(1) The rst statement follows, by Gabriel's theorem [9℄, from the fat
that we are onsidering the representation spae of a Dynkin quiver, here
of type D4. In fat, in the ase of M2,3, the only orbits whih remain
to be onsidered are {0} and the rank one orbits whih ontain, up to
permutation of olumns, one of the typial elements:(
1 1 1
0 0 0
)
,
(
1 1 0
0 0 0
)
,
(
1 0 0
0 0 0
)
.
At eah point x 6= 0, D is isomorphi to the produt of the germ at x of
the orbit Ix of x, and the germ at x of D
′ := D ∩ T , where T is a smooth
transversal to Ix of omplementary dimension. Sine T is logarithmially
transverse to D in the neighborhood of x, D′ is a free divisor. By the Can-
ellation Property for produts of analyti spaes [12℄, (D′, x) is determined
up to isomorphism by the fat that (D, x) ≃ Ix × (D
′, x), so it does not
matter whih transversal to Ix we hoose. In the Table 7.1, we take T to
be ane. The loal equations of D shown in the last olumn are simply the
(1)
See Remark 7.19 below.
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restrition of the original equation of D to the transversal T . By inspetion
of these equations, D is loally quasihomogeneous.
Table 7.1: Loal analysis of G-orbits in M2,3
Representative Transversal Loal Equation(
1 0 0
0 0 1
) (
1 x12 0
0 x22 1
)
x21x22 = 0(
1 1 1
0 0 0
) (
1 1 1
x21 x22 0
)
x21x22(x22 − x21) = 0(
1 1 0
0 0 0
) (
1 1 x13
0 x22 x23
)
x22x23(x23 − x22x13) = 0(
1 0 0
0 0 0
) (
1 x12 x13
0 x22 x23
)
x22x23(x12x23 − x22x13) = 0
(2) In the ase of M3,4, onsider the stratum in D onsisting of matries
of rank 2. The four olumns span a 2-dimensional plane, and assuming
they are pairwise independent, determine four lines in this plane. The ross
ratio of these four lines is a GD invariant: quadruples spanning the same
plane, but with dierent ross-ration, annot be equivalent. Thus there are
innitely many orbits. Now by [4, 4.3℄ D is not loally quasihomogeneous.

Proposition 7.13.  The linear free divisor D ⊆Mn,n+1 from Exam-
ple 5.3 is strongly Euler homogeneous for any n.
Proof.  Let us onsider a rank r orbit of G in Mn,n+1. If r < n, we an
nd a point A in this orbit with a zero row, say row number i. Then the
Euler vetor eld ξi,i of this row is an Euler vetor eld at A.
If r = n we an assume that A is of the form (7.2) with xi,n+1 = 1 for
1 6 i 6 s and xi,n+1 = 0 for s + 1 6 i 6 n for some s 6 n. Then by
(7.1) the spae parametrized by the variables xi,n+1 with s+ 1 6 i 6 n is
a smooth transversal to the orbit at A and the restrited equation of D is
just xs+1,n · · ·xn,n+1 = 0. Thus D is normal rossing and hene strongly
Euler homogeneous. 
7.2. Example 5.1 again
In this subsetion, we show that the linear free divisors in Example 5.1
are loally quasihomogeneous and hene Koszul free by [4, 4.3℄. By [7℄, this
implies that LCT holds although the dening group is not redutive.
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We denote by xi,j , 1 6 i 6 j 6 n, the oordinates on the spae of
symmetri n × n-matries Symn(C) ⊆ Mn,n. Let D ⊆ Symn(C) be the
divisor dened by the produt
∆ = det1 · · · detn
of minors
detk =
∣∣∣∣∣∣∣
x1,1 · · · x1,k
.
.
.
.
.
.
xk,1 · · · xk,k
∣∣∣∣∣∣∣ .
By Example 5.1, the group Bn ⊆ Gln(C) of upper triangular matries
ats on Symn(C) by transpose onjugation
B · S = BtSB, for B ∈ Bn, S ∈ Symn(C)
and the disriminant D is a linear free divisor. Thus, Der(− logD) an
be identied with the Lie algebra of Bn and has a basis onsisting of the
1
2
n(n+ 1) vetor elds
ξi,j = x1,i
∂
∂x1,j
+· · ·+xi,i
∂
∂xi,j
+· · ·+2xi,j
∂
∂xj,j
+· · ·+xi,n
∂
∂xj,n
for 1 6 i 6 j 6 n.
It may be helpful to view this as the symmetri matrix

0 · · · 0 · · · 0 x1,i 0 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 · · · 0 · · · 0 xi,i 0 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 · · · 0 · · · 0 xi,j−1 0 · · · 0
x1,i · · · xi,i · · · xi,j−1 2xi,j xi,j+1 · · · xi,n
0 · · · 0 · · · 0 xi,j+1 0 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 · · · 0 · · · 0 xi,n 0 · · · 0


in whih all the nonzero elements lie in the j'th row and the j'th olumn.
Note that the Euler vetor eld is
χ =
1
2
n∑
i=1
ξi,i.
For i < j, ξi,j is nilpotent, so that ξi,j(∆) = 0. The vetor eld ξi,i is the
innitesimal generator of the C∗ ation in whih the i'th row and olumn
are simultaneously multiplied by λ ∈ C∗. It follows that eah determinant
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detk with k > i is homogeneous of degree 2 with respet to ξi,i, and we
onlude that
ξi,i(∆) = 2(n− i+ 1)∆, ξi,j(∆) = 0 for i < j.
Lemma 7.14.  There are nitely many Bn-orbits in Symn(C).
Proof.  If i 6 j, the pair of elementary row and olumn operations
(add c times olumn i to olumn j, add c times row j to row i) an
be eeted by the ation of Bn. By suh operations any symmetri matrix
may be brought to a normal form with at most a single nonzero element
in eah row and olumn. Another operation in Bn hanges eah of these
nonzero elements to a 1. Thus there are only nitely many Bn-orbits in
Symn(C). 
By the disussion at the start of Setion 7, it follows that D is Koszul
free. In fat this will also follow from
Proposition 7.15.  The linear free divisor D of Example 5.1 assoi-
ated with the ation of Bn on Symn(C) is loally quasi-homogeneous.
To prove this, it is enough to show that at eah point S of D there is an
element of Der(− logD)S whih vanishes at S and whose linear part is di-
agonal with positive eigenvalues. This is the result of the proposition below.
In what follows we x a symmetri matrix S suh that si,j ∈ {0, 1}, with at
most one nonzero oeient in eah row and olumn. By Lemma 7.14, eah
Bn orbit ontains suh a matrix, and loal quasihomogeneity is preserved
by the Bn ation, so it is enough to onstrut a vetor eld of the required
form in the neighborhood of eah suh matrix S.
Lemma 7.16.  Assume that si,j = 1 with i 6 j, then for eah pair
(k, ℓ) in the set
{(i, j), (i, j + 1), . . . , (i, n)} ∪ {(i+ 1, j), . . . , (j, j), (j, j + 1), . . . , (j, n)}
there is a vetor eld vk,ℓ, vanishing at S, suh that
(i) vk,ℓ(∆) ∈ O ·∆, and
(ii) the linear part of vk,ℓ at S is equal to (xk,ℓ − sk,ℓ)
∂
∂xk,ℓ
, and in
partiular is diagonal.
Proof. 
(1) If (k, ℓ) = (i, ℓ) with j < ℓ, then
vi,ℓ = xi,ℓξj,ℓ = xi,ℓ
[
xi,j∂i,ℓ mod mS Der
]
= xi,ℓ∂i,ℓ mod m
2
S Der .
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(2) If (k, ℓ) = (i, j), then if i < j
vi,j = (xi,j−1)ξj,j = (xi,j−1)
[
xi,j∂i,j mod mS Der
]
= (xi,j−1)∂i,j mod m
2
S Der .
and if i = j
vi,i =
1
2
(xi,i − 1)ξi,i = (xi,i − 1)∂i,i mod m
2
S Der .
(3) If (k, ℓ) = (k, j), with i < k < j then
vk,j = xk,jξi,k = xk,j
[
xi,j∂k,j +mS Der
]
= xk,j∂k,j mod m
2
S Der .
(4) If (k, ℓ) = (j, j) with i < j, then
vj,j =
1
2
xj,jξi,j =
1
2
xj,j
[
2xi,j∂j,j mod mS Der
]
= xj,j∂j,j mod m
2
S Der .
(5) If (k, ℓ) = (j, ℓ) with j < ℓ, then
vj,ℓ = xj,ℓξi,ℓ = xj,ℓ
[
xi,j∂j,ℓ mod mS Der
]
= xj,ℓ∂j,ℓ mod m
2
S Der .

Lemma 7.17.  For eah i ∈ {1, . . . , n} there is a vetor eld vi van-
ishing at S, suh that
(i) vi(∆) ∈ O ·∆
(ii) the linear part of vi at S is
∑
k,ℓ λk,ℓ(xk,ℓ−sk,ℓ)
∂
∂xk,ℓ
where λk,ℓ = 0
if k > i and λi,ℓ > 0 if ℓ > i; in partiular it is diagonal.
In other words we have a triangular-type system of diagonal linear parts
with positive terms on the i'th row and zeros on rows after the i'th.
Proof.  If si,j = 0 for any j > i, and sk,i = 0 for any k 6 i, we an
take vi = ξi,i.
If sk,i = 1, with k 6 i, then we may apply Lemma 7.16 and a linear
ombination of the vetor elds vi,i, vi,i+1, . . . , vi,n does the trik.
Finally if si,j = 1 for some j > i, we observe that ξi,i − ξj,j , is diagonal
and has non zero positive eigenvalues in the positions
{(i, i), . . . , (i, j − 1)} ∪ {(i, j + 1), . . . (i, n)}.
Then we see that the vetor eld
vi = vi,j + ξi,i − ξj,j + vi+1,j + · · ·+ vj,j + vj,j+1 + · · ·+ vj,n
does the trik sine by adding vi,j we omplete the row i by a positive
eigenvalue at (i, j), and we anel with the help of the appropriate vk,ℓ all
the negative eigenvalues with row indies k > i. 
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Proposition 7.18.  There is an Euler vetor eld v, v(∆) ∈ O · ∆
vanishing at S, with linear part diagonal and having only stritly positive
eigenvalues.
Proof.  We onstrut v, by dereasing indution on i, as a linear ombi-
nation αnvn+· · ·+α1v1 with positive oeients, with αi > 0 large enough
following the hoie of αn, . . . , αi+1. By onstrution we have v(∆) = λ∆
with λ ∈ O. 
This ompletes the proof of Proposition 7.15.
Remark 7.19.  To onlude, we mention a reent theorem of Fehér
and Patakfalvi. In [8℄ they prove that the disriminant D in the repre-
sentation spae of a root of a Dynkin quiver is loally quasihomogeneous.
Their theorem ([8, Thm. 5.2℄) is stated in terms of the Inidene Property
that is the subjet of their paper, but their proof onsists essentially of the
ontrution of the requisite C∗-ation. As a onsequene, the LCT holds
for these disriminants, by Theorem 1.8.
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