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Abstract—Over-parameterized deep neural networks
have proven to be able to learn an arbitrary dataset with
100% training accuracy. Because of a risk of overfitting
and computational cost issues, we cannot afford to increase
the number of network nodes if we want achieve better
training results for medical images. Previous deep learning
research shows that the training ability of a neural network
improves dramatically (for the same epoch of training)
when a few nodes with supplementary information are
added to the network. These few informative nodes allow
the network to learn features that are otherwise difficult
to learn by generating a disentangled data representation.
This paper analyzes how concatenation of additional in-
formation as supplementary axes affects the training of
the neural networks. This analysis was conducted for a
simple multilayer perceptron (MLP) classification model
with a rectified linear unit (ReLU) on two-dimensional
training data. We compared the networks with and without
concatenation of supplementary information to support
our analysis. The model with concatenation showed more
robust and accurate training results compared to the model
without concatenation. We also confirmed that our findings
are valid for deeper convolutional neural networks (CNN)
using ultrasound images and for a conditional generative
adversarial network (cGAN) using the MNIST data.
Index Terms—deep learning, disentangled data represen-
tation, learnability, neural network, supplementary axes
I. INTRODUCTION
DEEP learning approaches have achieved significantprogress in medical imaging tasks such as segmen-
tation, diagnostics, detection, generating data, and image
reconstruction [1], [5], [9], [11], [16]. Along with these
achievements, there have been several theoretical studies
on why deep learning is so successful [2], [6], [14], [15],
[17]. One of the main issues in neural network research
is a generalization gap, which is the difference between
the training error and the test error. It is well known
that over-parameterized deep neural networks (i.e. deep
neural networks which use significantly more parameters
than the number of samples in the training data) can
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learn an arbitrary dataset with 100% training accuracy
[18]. The over-parameterized networks have a risk of
overfitting. However, previous research [15] shows that
deep neural networks tend to learn low frequencies of the
target function first, which prevents them from serious
overfitting. In medical image field, being highly data
hungry, we cannot simply increase the number of nodes
to improve the trainability at the risk of overfitting.
Several deep learning approaches show that learning
ability improved dramatically when a few nodes with
contextual information about the data were added to the
low-performing network. In a deep learning study that
required a semantic segmentation of ultrasound images
[11], concatenating spine information into the network as
global information improved the segmentation accuracy
when it was hard to get the correct segmentation. A
conditional generative adversarial network cGAN [13]
generates a data distribution more similar to the actual
data distribution than that of a generative adversarial
network (GAN) [7] by adding information about the
conditions to the generator and discriminator in GAN.
The deep learning paper for undersampled MRI [9]
shows that learnability is changed dramatically by adding
only a single phase encoding line to an undersampled k-
space data. All these improvements can be considered
as adding supplementary axes to the data in the form
of additional nodes of the network. These axes ease the
handling of data by disentangling the data representation
in a distinct manner.
This paper analyzes how concatenation of additional
information as supplementary axes in the network af-
fects the training of the neural networks. For visual
explanation, we focused on classifying data distributed
in two-dimensional (2D) input domain using multilayer
perceptron (MLP) with a rectified linear unit (ReLU).
We use MLP structures to show how the input space is
distinguished by ReLU in the output space. We observe
the effect of adding supplementary axes to the data by
comparing three models (model A, model B, model C):
model A is the standard structure, model B is the model
A with an added node containing prior information, and
model C is the model A with a node added without
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any information. The comparison showed that adding
a node with prior information of data to the network
facilitated linear separation by disentangling the data
representation in a higher-dimensional space and allowed
for high nonlinear representation with fewer nodes.
To support our results, we conducted experiments on a
convolutional neural network (CNN) [12] that classifies
the center point of an ‘image patch’ from an ultrasound
image. In this classification, a relative position of the
image patch with respect to the spine position is used
as additional information. In this experiment, we saw
that additional information dramatically increases the
performance of the target network compared to other
similar networks. We also compared the result between
GAN and cGAN with the Modified National Institute of
Standards and Technology (MNIST) dataset. By using a
condition vector (such as class label) as supplementary
information, the cGAN generates a data distribution
closer to the test data distribution compared to that of
GAN.
II. METHODS
In this section, we analyze how concatenation of addi-
tional information as supplementary nodes of a network
affects the learnability of the neural network. For the
experiment, we considered an MLP model which is a
function F : Rn0 → RnL defined as
F (x) = hL ◦ hL−1 ◦ · · · ◦ h1(x), (1)
where hl = σl(Wlhl−1 + bl) is a composition of non-
linear activation function and linear activation function.
Here, σl is considered as ReLU for l ∈ {1, 2, · · · , L−1},
σL is a softmax function, Wl ∈ Rnl−1×nl are weight
matrices, and bl ∈ Rnl are bias vectors. For the each
layer of MLP with ReLU, when the ReLU changes its
behavior at zero, the function Rnl−1 → Rnl ; xl−1 →
σl(Wlxl−1 + bl) changes its behavior at all inputs
from any of the hyperplanes Hi := {xl−1 ∈ Rnl−1 :
wilxl−1 + b
i
l = 0} for i ∈ {1, 2, · · · , nl}.
For example, as shown in Fig. 1, the function R1 →
R2 maps a one-dimensional (1D) input data distribution
into several linear regions diveded by the points which
are 1D-sense hyperplanes. We can also obaserve that
the function R1 → R3 with more nodes provides
more distinguished linear regions. Similarly, in Fig. 2
we distinguish 2D input data distribution into several
linear regions divided by three lines which are 2D-sense
hyperplanes.
For simplicity, we focused on classifying data dis-
tributed on two-dimensional (2D) input domain using
MLP with ReLU. Let (x1, x2) ∈ R2 represent an input
data. We consider the training data of ‘Type1’ and the
networks, as shown in Fig. 3. The training data of
‘Type1’ was generated by adding a Gaussian noise to
R1 → R2
0 1
x
h1
h2
R1 → R3
0 1 2
x h1
h2
h3
Fig. 1. The role of a single layer. The examples are for the cases of
R1 → R2 and R1 → R3.
x1
x2
h1
h2
h3R2 → R3
Fig. 2. The role of a single layer. The example is for the case of
R2 → R3.
the data located at the distances of 0.5 and 1 from the
center zero. To observe the effect of added information,
we considered three models (model A, model B, model
C); model A is the standard structure, model B is the
model A with an added node containing the distance
information (
√
x12 + x22), and model C is the model
A with a node added without any information. Each
model had been trained 1000 times with random initial
weighs, and each training had 10000 epochs. The mean
and standard deviation of the training errors for each
model are shown in Fig. 3.
In the training results, model A did not train at
all but models B and C were trained. As a result,
increasing the dimension of the feature map was helpful
for training. In fact, according to Cover’s theorem, a set
of training data that is not linearly separable in a low-
dimensional space is more likely to be linearly separable
in a high-dimensional space. Specifically, as shown in
Fig. 4, we needed five linear hyperplanes to classify the
‘Type1’ data in 2D space, but a good classification in
3D space can be achieved with one linear hyperplane.
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training data (Type1) model A model B
info
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training error output A output B output C
Fig. 3. Illustraion of the training data of ‘Type1’ and three network models. Each model had been trained 1000 times with random initial
weighs. Training error graph shows mean and standard deviation of the training errors for each model (solid line is mean and dashed line is
standard deviation). The output is a training result of each model.
Furthermore, the training error graph on Fig. 3 shows
that model B was trained significantly better than model
C. That is, model C heavily depended on the initial
values.
Fig. 4. Effect of data dimension on classification. A set of training
data in a high-dimensional space is more likely to be linearly separable
than in a low-dimensional space.
Next, we added the periodic information
(cos (x1 + x2)) to the model B instead of the distance
information, and conducted the same experiment for
the training data of ‘Type2’. Only model B properly
classifed the training data, as shown in Fig. 5. In
the case of ‘Type2’ data, model C cannot obtain the
information added to model B while it can in the case
of ‘Type1’ data, because of the limitation of a piecewise
linear expression with a few nodes. As a result,
adding information to the network had the advantage
of allowing the given network to use information
that cannot be obtained by learning. From these two
experiments, we observed that increasing the number
of nodes in the network was more efficient in terms of
the data dimension, and that adding information to the
additional nodes was more beneficial than learning the
relationship from the data. In the next section, we will
deal with the deep learning research where our analysis
was being applied.
III. EXPERIMENTS & RESULTS
To support our analysis, we replicated the experiment
done by Kim et al [11]. The paper proposes an automatic
fetal abdominal circumference (AC) estimation from
2D ultrasound data by using several specially designed
deep neural networks that take into account clinicians’
decisions, anatomical structures, and the characteristics
of ultrasound images. The proposed method has three
steps: an initial AC estimation, an AC measurement,
and a plane acceptance check. These processes, require
semantically segmented ultrasound images which are
classified into six classes (‘amniotic fluid’, ‘fetal stomach
bubble’, ‘umbilical vein’, ‘shadowing artifact’, ‘bones’,
and ‘others’). The sementic segmentation is done by
a neural network which uses an image patch of size
128× 128 to classify each pixel of the image. However,
as shown in Fig. 6, the class ‘bone’ and the class
‘others’ are hard to classify if we rely only on image
patches, because the local patterns are similar. In order
to overcome this problem, the paper used the distance in
relation to the spine as a global landmark for each patch
to know where they are from.
We compared the models without spine information
(model I), with additional nodes of spine information
(model II) and with free additional nodes (model III)
3
training data (Type2) training error output A output B output C
Fig. 5. Illustraion of the training data of ‘Type2’. The training error graph shows mean and standard deviation of the training errors for each
model (solid line is mean and dashed line is standard deviation). The output is a training result of each model.
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Fig. 6. Comparing models with and without concatenation.
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which are described in Fig. 6. We used 67,894 labeled
image patch training data to train the models until the
3,000th epoch. Additional details of the environment of
the experiment are outlined in [11].
As shown in Fig. 6, model I and III misclassify a
large area, while model II achieves a better classification
result. Specifically, models I and III are misclassifiying
the classes ‘others’, ‘bones’, ‘shadowing artifact’ and
‘amniotic fluids’. For these models, it is hard to distin-
guish between the class ‘bone’ and the class ‘others’.
Besides, it is hard to distinguish ‘shadowing artifact’
and ‘amniotic fluid’ with only local patterns. In other
words, without the spine information, it is hard to
classify the patches that require the knowledge of global
information. Fig. 7 shows the training error graph for
the three models described above. Here, we can see that
the model II significantly outperforms I and III. The
experiment shows that any training without adding the
spine information fails to achieve an acceptable result,
because the position in relation to spine is crucial in
classifying every pixel of a fetal ultrasound image.
Fig. 7. The training error graph of each models in Fig 6.
Furthermore, we compared the results between GAN
and cGAN with MNIST dataset. The GAN is an unsu-
pervised deep learning method to generate new data from
a given training dataset by using two competing neural
networks: a generative model (G) and a discriminative
model (D). The GAN is trained by solving the min-max
problem as follows:
min
G
max
D
(Ex∼pdata(x)[logD(x)] +
Ez∼pz(z)[log(1−D(G(z)))]) (2)
Here, pz(z) is a prior noise distribution, pdata(x) is a
data distribution, x is the training data sampled from
the data distribution, and z is the noise sampled from
pz(z) used for generative model. Due to the limitation
of GAN being unsupervised, we cannot control what
kind of data GAN generates. On contrast, the cGAN can
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Input
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256
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fully-connected
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Fig. 8. Network architectures of the GAN and the cGAN.
control what kind of data it generates by using condition
y as supplemantary information as described in Fig. 8.
We used the label data of MNIST as y in our experiment.
The cGAN is trained by including the y in the min-max
problem of GAN as follows:
min
G
max
D
(E(x,y)∼pdata(x,y)[logD(x|y)] +
Ez∼pz(z)[log(1−D(G(z|y)))]) (3)
The Table I shows the comparison between cGAN
and GAN with a Gaussian Parzen window log-likelihood
estimate for the test dataset. The cGAN has lower
likelihood values than that of GAN. These values show
that the cGAN generates a data distribution closer to
the test data distribution compared to that of GAN.
5
GAN cGAN
Fig. 9. MNIST-like images generated by GAN (left) and cGAN (right).
TABLE I
PARZEN WINDOW BASED LOG-LIKELIHOOD ESTIMATE
GAN cGAN
log-likelihood 212± 2.1 122± 1.9
Fig. 9 shows the images generated by GAN and cGAN.
The left image is generated by GAN using 100 different
z sampled from a standard normal distribution of 128
dimension. The right image is generated by cGAN using
the same z with condition y. Because the condition
y can be controlled, we can select the mode of each
generated data. Additionally, cGAN generates more clear
images than GAN in general. This experiment shows
that adding the condition as supplementary information
to GAN helps the generative model to achieve a better
data distribution.
As a conclusion, we confirmed that adding the nodes
containing prior information improves learnability of the
network by these two experiments.
IV. DISCUSSION AND CONCLUSION
This paper analyzes how concatenation of additional
information to a neural network affects the training
efficiency of the networks. We compared and analyzed
models with and without additional information using a
simple toy model. We also confirmed our analysis by ap-
plying our method to segmentation of ultrasound images
and by comparing cGAN and GAN. We confirmed that
adding supplementary information to a network enhances
the learnability of the network by disentangling data
distribution.
In deep learning networks for image analysis, patch-
based methods which use patch-level images as its input
data are often used, because it is much easier and more
reliable to learn a model for small image patches than
for the whole image, and computations are significantly
reduced if they are applied on small patches and not on
whole image [10]. However, there are many cases where
patch-based methods fail to give a robust result due to
their nature of using only local information. For these
tasks, we expect that using a few supplementary axes
with prior information will enhance their performance
dramatically, similarly to our ultrasound experiment.
A deep neural network is vulnerable to adversarial
attack which can give an absolutely wrong output with
a small perturbation of input [3], [4], [8]. In our ex-
periment, we observed that the magnitude of parameters
related to the supplementary nodes are bigger compared
to the magnitude of the others in trained network. The
bigger magnitude of parameters suggests the possibility
of supplementary nodes influencing the output more than
each pixel of the input image. Therefore, we expect that
supplementary nodes might be resistant to an adversarial
attack because of their strong influence on the classifi-
cation result.
Further research is necessary to expand the single
layer analysis to the convolution layer and multi layer
cases of deep neural networks. Furthermore, applying
our method on various experiments would be necessary.
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