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Аннотация
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1. Введение
В настоящее время обсерваторские геомагнитные наблюдения (ГМН) подвергаются, в ос-
новном, первичной обработке для решений задач рутинных статистических вычислений или
редактирования данных; одновременно, действующая научно- техническая практика выдвига-
ет вполне очевидные требования к повышению качества ГМН, расширению математического
арсенала средств вторичной цифровой обработки и построению глобальных геомагнитных
моделей. Создание новых методов цифровой обработки является актуальным направлением
геофизики и геоинформатики [1-4]. Существенный вклад в развитие указанного направления
внёс академик РАН Гвишиани А.Д. [5-8].
Особенности ГМН с точки зрения извлечения из них полезной информации состоят в необ-
ходимости учёта их сложной функциональной природы, возможных значительных нестацио-
нарностей и различных временных масштабов для составляющих, ограниченных временных
интервалов наблюдений, многочастотности и неопределённости характеристик погрешностей.
Предлагаемые в статье методы и алгоритмы локальных и сплайновых аппроксимаций для
цифровой обработки в предметной области ГМН, предназначаются для задач оценивания
многопараметрических моделей, фильтрации и сглаживания сложных зависимостей и реали-
зации обобщённого спектрального анализа. Математический аппарат, рассмотренный здесь в
обзорном плане, базируется на результатах работы [9].
Представленные здесь методы и алгоритмы нацелены на задачи цифровой обработки ГМН,
которые традиционными подходами решаются не в полной мере эффективно. Так, содержа-
щиеся в распространённых программных пакетах стандартные цифровые фильтры плохо ра-
ботают на ограниченных временных интервалах; спектральный анализ на основе дискретного
преобразования Фурье реализуется для нестационарных ГМН с большими погрешностями и
т.д.
2. Модельные представления для геомагнитных наблюдений
2.1. Обычно, компоненты вектора напряжённости геомагнитного поля измеряются в зем-
ной системе координат, для которой ось координат 𝑂𝑋 направлена на северный полюс, ось
𝑂𝑌 - по параллели, ось 𝑂𝑍- по радиусу к центру Земли. В практике анализа характери-
стик геомагнитного поля достаточно часто координаты и модуль вектора напряжённости
𝐻𝑥(𝑡) = 𝐻1(𝑡), 𝐻𝑦(𝑡) = 𝐻2(𝑡), 𝐻𝑧(𝑡) = 𝐻3(𝑡) и 𝐻(𝑡) = 𝐻0(𝑡) представляются исходными
функциями времени заданного вида.
Как правило, характеристики геомагнитного поля определяются на заданном временном
интервале (𝑡0, 𝑡𝑓 ). В ряде случаев, зависимости от времени для координат и модуля вектора
напряжённости геомагнитного поля представляются низкочастотными функциями времени.
Для некоторых задач цифровой обработки определяется множество- класс функций, к ко-
торым должны принадлежать исходные функции времени. Наиболее подходящим, для этой
цели является множество 𝐶𝐿0(𝑡0, 𝑡𝑗); функциональные характеристики геомагнитного поля,
которые принадлежат к 𝐶𝐿0(𝑡0, 𝑡𝑗), определены на (𝑡0, 𝑡𝑓 ), вместе с производными вплоть до
𝐿0-ого порядка. Возможны наложения ограничений на производные для исходных функций
времени.
2.2. ГМН координат 𝑌𝑛(𝑇𝑖),𝑛 = 1, 2, 3 производятся векторными магнитометрами, наблю-
дения модуля 𝑌0(𝑇𝑖) производятся скалярными магнитометрами, 𝑇 - интервал дискретиза-
ции. Большая часть обсерваторий системы INTERMAGNET, производящих ГМН с минутной
дискретизацией- (𝑇 = 60𝐴), оснащены векторными индукционными магнитометрами VM300 и
скалярными магнитометрами SM900R фирмы GEOMAG (Франция). Обсерватории, произво-
дящие ГМН с секундной дискретизацией (𝑇 = 1𝐴), большей частью оснащаются векторными
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магнитометрами VM391 и скалярными магнитометрами фирмы GEOMETRICS G856. ГМН с
минутной дискретизацией в стандарте INTERMAGNET доступны на сайте [10]; наблюдения
с секундной дискретизацией - на сайте [11]. Бывают ГМН с неравномерной дискретизацией,
дискретизацией по часам, суткам и т.д.
2.3. Пусть ГМН 𝑌𝑛(𝑡𝑖) в общем случае для неравномерной дискретизации 𝑡0, 𝑡1, 𝑡2, ... опи-
сываются следующими модельными соотношениями
𝑌𝑛(𝑡𝑖) = 𝐻𝑛(𝑡𝑖) + 𝑤𝑛𝑠(𝑡𝑖) + 𝑤𝑛𝑟(𝑡𝑖),
где 𝑤𝑛𝑠(𝑡𝑖) -систематические низкочастотные приборные погрешности, 𝑤𝑛𝑟(𝑡𝑖) -случайные по-
грешности; имеет место соотношение 𝑤𝑛𝑟(𝑡𝑖)= 𝑤𝑛𝑟1(𝑡𝑖)+𝑤𝑛𝑟2(𝑡𝑖) , где 𝑤𝑛𝑟1(𝑡𝑖) -случайные при-
борные погрешности, 𝑤𝑛𝑟2(𝑡𝑖) -случайные погрешности, имеющие техногенное или природное
происхождение. Модель наблюдений для функции модуля имеет вид
𝑌0(𝑡𝑖) = 𝐻0(𝑡𝑖) + 𝑤0(𝑡𝑖), 𝐻0(𝑡𝑖) =
√︁
𝐻21 (𝑡𝑖) +𝐻
2
2 (𝑡𝑖) +𝐻
2
3 (𝑡𝑖).
Погрешности наблюдений 𝑤𝑛𝑟1(𝑡𝑖),𝑤𝑛𝑟2(𝑡𝑖),𝑤0(𝑡𝑖), обычно, моделируются в виде некоррелиро-
ванных случайных чисел с нулевыми математическими ожиданиями и заданными дисперси-
ями.
Приведём величины погрешностей векторных и скалярных магнитометров. Для минутных
наблюдений предельная погрешность магнетометра VM300 составляет ≈ 5𝑛𝑇 , погрешность
SM900R- ≈ 1𝑛𝑇 . Для секундных наблюдений для векторного магнитометра VM391 предель-
ная погрешность составляет≈ (1÷ 2)𝑛𝑇 , для магнитометра GEOMETRICS G856 - составляет
величину ≈ (0.5÷ 0.7)𝑛𝑇 .
Отметим, что обсерваторские ГМН бывают двух видов: 1. первичные preliminary data,
которые не были подвергнуты предварительной цифровой обработке; 2. definitive data - дан-
ные, подвергнутые цифровой обработке, с устранёнными систематическими погрешностями и
уменьшенными случайными погрешностямии.
3. Методы локальных и сплайновых аппроксимаций
3.1. Рассмотрим 𝑡𝑖 – неравномерные моменты дискретизации, 𝑖 = 0, 1, ..., 𝑁 − 1 на ло-
кальном интервале (𝑡0, 𝑡𝑁−1) и 𝑌 (𝑡𝑖) - произведённые ГМН. Поставим этим наблюдениям в
соответствие локальную модель 𝐻𝑀 (𝑐, 𝑡𝑖) в виде известной нелинейной функции, зависящей
от вектора параметров 𝑐𝑇 = (𝑐1, ..., 𝑐𝑚), в общем случае 𝐴 ∈𝐶1 . Пусть𝑤(𝑡𝑖) - погрешности на-
блюдений, являются случайными нормальные числа с нулевым математическим ожиданием
и дисперсией 𝜎2. Связь наблюдений, модели и погрешностей представим соотношением
𝑌 (𝑡𝑖) = 𝐻𝑀 (𝑐, 𝑡𝑖) + 𝑤(𝑡𝑖).
Сформируем локальный функционал 𝑆1(𝑌, 𝑐), реализуем его условную минимизацию, найдём
𝑐∘
𝑆1(𝑌, 𝑐) =
𝑁−1∑︁
𝑖=0
(𝑌 (𝑡𝑖)−𝐻𝑀 (𝑐, 𝑡𝑖))2, 𝐴∘ = arg{min
𝑐∈𝐶1
𝑆1(𝑌, 𝑐)}. (1)
Последовательность 𝐻∘𝑀𝐿(𝑡𝑖) = 𝐻𝑀 (𝑐
∘, 𝑡𝑖), 𝑖 = 0, 1, ..., 𝑁 − 1 для 𝑐∘ из примем в качестве
результата реализации метода локальной аппроксимации.
3.2. Рассмотрим исходный временной интервал (𝑡0, 𝑡𝑁𝑓−1) - моменты времени наблю-
дений, 𝑌 (𝑡𝑖), 𝑖 = 0, 1, ..., 𝑁𝑓 − 1 - ГМН на данном интервале. На исходном интерва-
ле зададим сплайновые узлы 𝜏1, 𝜏2, ..., 𝜏𝑛−1 и сформируем 𝑛 сплайновых интервалов -
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(𝑡0 < 𝑡 6 𝜏1), (𝜏1 < 𝑡 6 𝜏2), ..., (𝜏𝑛−1 < 𝑡 ≤ 𝑁𝑓 − 1). Введём интервальные дифференциру-
емые функции 𝑓(𝛼𝑘, 𝑡), которые равны нулю вне сплайновых интервалов, 𝛼𝑘, 𝑘 = 1, ..., 𝑛 -
векторы параметров, 𝛼𝑇 = (𝛼𝑇1 , ..., 𝛼
𝑇
𝑛 ). Зададим ограничивающее множество
𝐴2 = {𝛼 : (𝑓 (𝑠)(𝛼𝑘, 𝜏𝑘)− 𝑓 (𝑠)(𝛼𝑘+1, 𝜏𝑘) = 0, 𝑘 = 1, ..., 𝑛− 1, 𝑠 = 0, 1)}.
Определим сумму интервальных функций
𝑓(𝛼, 𝑡) =
𝑛∑︁
𝑘=1
𝑓(𝛼𝑘, 𝑡).
Для всех 𝛼 ∈𝐴2 функция 𝑓(𝛼, 𝑡) становится гладкой по нулевым и первым производным и
может быть принятой в качестве сплайновой.
Сформируем сплайновый функционал 𝑆2(𝑌, 𝛼), решим задачу его условной минимизации
для отыскания вектора оптимальных параметров 𝛼∘, обеспечим нахождение оптимальной
сплайновой аппроксимационной модели
𝑆2(𝑌, 𝛼) =
𝑁𝑓−1∑︁
𝑖=0
(𝑌 (𝑡𝑖)− 𝑓(𝛼, 𝑡𝑖))2, 𝛼∘ = arg{min
𝛼∈𝐴2
𝑆2(𝑌, 𝛼)}. (2)
Последовательность 𝐻∘𝑀𝑆(𝑡𝑖) = 𝑓(𝛼
∘, 𝑡𝑖), 𝑖 = 0, 1, ..., 𝑁𝑓 −1 для 𝛼∘ из (2) примем в качестве
результата реализации метода сплайновой аппроксимации.
В [12] помещены более подробные материалы по постановкам сформулированных здесь
локальным и сплайновым аппроксимациям; работа [13] содержат обобщения, касающиеся тех-
нологии локальной аппроксимации. Методы п.п. 2.1, 2.2 базируются, в общем случае, на при-
менении нелинейного программирования и представляют собой обобщения подходов тради-
ционных регрессионных моделей. Их особенности состоят в построении аппроксимационных
моделей на малых локальных интервалах, учёте связей моделей на соседних локальных ин-
тервалах, использовании локальных моделей упрощенного вида с малым числом параметров
и возможности аппроксимации структурно сложных и существенно нестационарных ГМН.
4. Построения локальных аппроксимационных моделей
Здесь представим варианты построений локальных аппроксимационных моделей, исполь-
зуемых при реализации цифровой обработки ГМН.
4.1. Рассмотрим построение локальных аппроксимационных моделей, линейных по части
параметров. Положим, что задан локальный интервал с точками 𝑖 = 0, 1, ..., 𝑁 − 1 и 𝑌 (𝑇𝑖) -
ГМН. Для указанных локальных моделей, вектор параметров 𝑐𝑇 = (𝛽𝑇 , 𝜔𝑇 ) является блоч-
ным и состоит из векторов 𝛽 и 𝜔 размерности 𝑚10, 𝑚20, которые в модель входят линейно и
нелинейно. Запишем соотношения для модели
𝐻𝑀 (𝑐, 𝑇 𝑖) =
𝑚10∑︁
𝑟1=1
𝛽𝑟1𝜙𝑟1(𝜔, 𝑇 𝑖) = 𝛽
𝑇𝜙(𝜔, 𝑇 𝑖),
где 𝜙(𝜔, 𝑇 𝑖) - векторная базисная функция, зависящая от вектора параметров 𝜔
𝜙(𝜔, 𝑇 𝑖)𝑇 = (𝜙1(𝜔, 𝑇 𝑖), 𝜙2(𝜔, 𝑇 𝑖), ..., 𝜙𝑚20(𝜔, 𝑇 𝑖)).
Как правило, на вектор 𝛽 не накладываются ограничения; координаты вектора 𝜔 являются
ограниченными - 𝜔 ∈ Ω0.
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Введём функционал 𝑆31(𝑌, 𝛽, 𝜔) и запишем основную задачу минимизации по 𝛽, 𝜔, которую
будем решать в два этапа
𝑆31(𝑌, 𝛽, 𝜔) =
𝑁−1∑︁
𝑖=0
(𝑌 (𝑇𝑖)−𝐻𝑀 (𝛽, 𝜔, 𝑇 𝑖))2 =
𝑁−1∑︁
𝑖=0
(𝑌 (𝑇𝑖)− 𝛽𝜙(𝜔, 𝑇 𝑖))2.
(𝛽∘, 𝜔∘) = arg{ min
𝛽,𝜔∈Ω0
𝑆31(𝑌, 𝛽, 𝜔)}.
На первом этапе фиксируем допустимое 𝜔 = 𝑐𝑜𝑛𝑠𝑡 и будем находить частично оптимальные
линейные параметры, зависящие от 𝜔
𝛽∘(𝜔) = arg{ min
𝛽,𝜔=𝑐𝑜𝑛𝑠𝑡
𝑆31(𝑌, 𝛽, 𝜔)}.
Сформируем вектор наблюдений 𝑌 , матрицу плана 𝑋(𝜔) и вектор параметров 𝛽
𝑌 =
⃒⃒⃒⃒
⃒⃒⃒⃒ 𝑌 (𝑇 · 0)𝑌 (𝑇 · 1)
.
𝑌 (𝑇 (𝑁 − 1))
⃒⃒⃒⃒
⃒⃒⃒⃒ , 𝑋(𝜔) =
⃒⃒⃒⃒
⃒⃒⃒⃒ 𝜙1(𝜔, 𝑇 · 0) 𝜙2(𝜔, 𝑇 · 0) . 𝜙𝑚10(𝜔, 𝑇 · 0)𝜙1(𝜔, 𝑇 · 1) 𝜙2(𝜔, 𝑇 · 1) . 𝜙𝑚10(𝜔, 𝑇 · 1)
. . . .
𝜙1(𝜔, 𝑇 (𝑁 − 1)) 𝜙2(𝜔, 𝑇 (𝑁 − 1)) . 𝜙𝑚10(𝜔, 𝑇 (𝑁 − 1))
⃒⃒⃒⃒
⃒⃒⃒⃒ ,
𝛽(𝜔) =
⃒⃒⃒⃒
⃒⃒⃒⃒ 𝛽1(𝜔)𝛽2(𝜔)
.
𝛽𝑚10(𝜔)
⃒⃒⃒⃒
⃒⃒⃒⃒ .
Воспользуемся [14], запишем систему линейных уравнений с использованием введённых обо-
значений 𝐴(𝜔)𝛽∘(𝜔) = 𝑏(𝜔), где 𝑏(𝜔) =𝑋𝑇 (𝜔)𝑌 , 𝐴(𝜔) =𝑋𝑇 (𝜔)𝑋(𝜔). Решение данной системы
позволит найти частично оптимальный вектор 𝛽∘(𝜔).
На втором этапе подставим 𝛽∘(𝜔) в выражение для функционала , получим выражение
для частичной остаточной суммы, зависящей от 𝜔
𝑆0,31(𝑌, 𝛽
∘(𝜔), 𝜔) = 𝑌 𝑇𝑌 − 𝑏𝑇 (𝜔)𝛽∘(𝜔). (3)
Найдём оптимальное значение вектора 𝜔∘ на основе минимизации частичной остаточной сум-
мы 𝑆0,31(𝑌, 𝛽∘(𝜔), 𝜔) (3), численное значение которой можно вычислить для любого допусти-
мого 𝜔
𝜔∘ = arg{min
𝜔∈Ω0
𝑆0,31(𝑌, 𝛽
∘(𝜔), 𝜔)}.
Минимизацию реализуем на основе поисковой процедуры для 𝜔 ∈ Ω0. Оптимальный вектор
𝛽∘ найдём из решения системы 𝐴(𝜔∘)𝛽∘ = 𝑏(𝜔∘), получим 𝑐∘𝑇 = (𝛽∘𝑇 , 𝜔∘𝑇 )и выражение для
оптимальной модели 𝐻𝑀 (𝑐∘, 𝑇 𝑖)
4.2. Рассмотрим построение аппроксимационных моделей на системе локальных интерва-
лов. Произведённые ГМН представим в виде 𝑌 (𝑇𝑖), 𝑖 = 0, 1, ..., 𝑁𝑓 − 1. Исходный интервал
разобьём на m локальных интервалов по 𝑁точек, 𝑁(𝑗 − 1) + 1 6 𝑖 6 𝑁𝑗, 𝑚𝑁 = 𝑁𝑓 . Введём
локальные модели 𝐻𝑀 (𝑐𝑗 , 𝑇 𝑖), зависящие от параметров 𝑐𝑗 , 𝑗 = 1, ...,𝑚 , 𝐻𝑀 (𝑐𝑗 , 𝑇 𝑖) = 0 для
𝑖 < 𝑁(𝑗 − 1), 𝑖 > 𝑁𝑗 . Зададим локальные функционалы и основной функционал
𝑆32(𝑐𝑗 , 𝐻) =
𝑁𝑗−1∑︁
𝑖=𝑁(𝑗−1)
(𝐻𝑗(𝑇𝑖)−𝐻𝑀 (𝑐𝑗 .𝑇 𝑖))2, 𝑆32(𝑐,𝐻) =
𝑚∑︁
𝑗=1
𝑁𝑗∑︁
𝑖=𝑁(𝑗−1)+1
(𝐻(𝑇𝑖)−𝐻𝑀 (𝑐𝑗 , 𝑇 𝑖))2
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Ввиду несвязанности локальных моделей, задача минимизации основного функционала рас-
падается на 𝑚задач локальной минимизации
𝑐∘𝑗 = arg{min
𝑐𝑗∈𝐶0
𝑆2(𝑐𝑗 , 𝐻)}, 𝑗 = 1, ...,𝑚.
Оптимальная аппроксимационная модель на системе локальных интервалов представляется
последовательностью кусочно- непрерывных функций и имеет вид
𝐻∘𝑀 (𝑇𝑖) =
𝑚∑︁
𝑗=1
𝐻𝑀 (𝑐
∘
𝑗 , 𝑇 𝑖), 𝑖 = 0, 1, ..., 𝑁𝑓 − 1.
4.3. Рассмотрим вычисление скользящих локальных моделей и процедуру их взвешенного
усреднения, которые реализуем в два этапа [15].
На первом этапе для исходного интервала с точками 𝑖 = 0, 1, ..., 𝑁𝑓 −1 введём 𝑁 -точечные
скользящие локальные интервалы с граничными точками 𝑁1𝑗 , 𝑁2𝑗 , 𝑁𝑑-шаг скольжения, 𝑚0-
число скользящих интервалов
𝑁1𝑗 = 𝑁𝑑(𝑗 − 1), 𝑁2𝑗 = 𝑁1𝑗 +𝑁 − 1, 𝑗 = 1, ...,𝑚0.
Для упрощения потребуем выполнения соотношений кратности𝑚𝑁 = 𝑁𝑓 и 𝑁𝑑𝑚𝑑 = 𝑁 ,𝑚,𝑚𝑑-
целые числа, тогда 𝑚0 = 𝑚𝑑(𝑚− 1) + 1. Для скользящего локального интервала с номером 𝑗
найдём модели𝐻(𝑐∘𝑗 , 𝑇 𝑖), 𝑗 = 1, ...,𝑚0, где 𝑐
∘
𝑗 - оптимальные параметры скользящих локальных
моделей.
На втором этапе введём единичные функции 𝐸𝑗(𝑇𝑖), равные нулю вне локальных сколь-
зящих интервалов, вычислим их сумму 𝐸(𝑇𝑖) и функцию последовательности весовых коэф-
фициентов 𝑅(𝑖)
𝐸𝑗(𝑇𝑖) = 1, 𝑁1𝑗 6 𝑖 6 𝑁2𝑗 , 𝐸𝑗(𝑇𝑖) = 0, 0 6 𝑖 < 𝑁1𝑗 , 𝑁2𝑗 < 𝑖 6 𝑁𝑓 − 1,
𝐸(𝑇𝑖) =
𝑚0∑︁
𝑗=1
𝐸𝑗(𝑇𝑖), 𝑅(𝑇𝑖) = 1/𝐸(𝑇𝑖), 𝑖 = 0, 1, ..., 𝑁𝑓 − 1. (4)
Произведём взвешенное усреднение с использованием (4) для суммы последовательности
скользящих локальных моделей.
𝐻∘𝑀 (𝑇𝑖) = 𝑅(𝑖)
𝑚0∑︁
𝑗=1
𝐻𝑀 (𝑐
∘
𝑗 , 𝑇 𝑖).
5. Алгоритм вычисления локальных кусочно - линейных аппрок-
симационных моделей
Локальные кусочно- линейные аппроксимационные модели будем считать базисными для
задач цифровой обработки ГМН. Рассмотрим алгоритм построения указанных моделей.
По- прежнему, 𝑌 (𝑇𝑖) - произведённые ГМН на локальном интервале, 𝑖 = 0, 1, ..., 𝑁 −1. Ло-
кальную модель запишем следующим образом: 𝐻𝑀 (𝑐, 𝑇 𝑖)= 𝑐1+ 𝑐2𝑇𝑖, где 𝑐𝑇 = (𝑐1, 𝑐2) - вектор
параметров. Базисные функции представим векторами размерности (𝑁, 1): 𝜙1(𝑇𝑖)𝑇 = (1, ..., 1),
𝜙2(𝑇𝑖)
𝑇 = (𝑇 ·0, 𝑇 ·1, ..., 𝑇 (𝑁−1)); модель примет вид 𝐻𝑀 (𝑐, 𝑇 𝑖)= 𝑐𝑇𝜙(𝑇𝑖). Погрешности 𝑤(𝑇𝑖)
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примем случайными нормальными числами с нулевым математическим ожиданием и диспер-
сией 𝜎2. ГМН, модель и погрешности связаны соотношением
𝑌 (𝑇𝑖) = 𝑐𝑇𝜙(𝑇𝑖) + 𝑤(𝑇𝑖).
Ставится задача по наблюдениям 𝑌 (”𝑖), 𝑖 = 0, 1, ..., 𝑁 − 1 найти оптимальные оценки
параметров𝑐∘1, 𝑐∘2 и оптимальную локальную кусочно- линейную модель. Сформируем локаль-
ный функционал и выражение для задачи минимизации
𝑆41(𝑌, 𝑐) =
𝑁−1∑︁
𝑖=0
(𝑌 (𝑇𝑖)− 𝑐𝑇𝜙(𝑇𝑖))2, 𝑐∘ = arg{min
𝑐∈𝐶0
𝑆41(𝑌, 𝑐)}.
Введём матрично- векторные обозначения для записи необходимых выкладок для задачи
минимизации 𝑌 𝑇 = (𝑌 (𝑇 · 0), 𝑌 (𝑇 · 1), ..., 𝑌 (𝑇 (𝑁 − 1))), 𝑋 = (𝜙1(𝑇𝑖), 𝜙2(𝑇𝑖)), 𝐴 = 𝑋𝑇𝑋,
𝑏 = 𝑋𝑇𝐻. Сформируем линейную систему 𝐴𝐴∘ = 𝑏, запишем выражения для коэффициентов
𝐴, 𝑏
𝛼𝑟𝑠 =
𝑁−1∑︁
𝑖=0
𝜙𝑟(𝑇𝑖)𝜙𝑠(𝑇𝑖)𝑟, 𝑠 = 1, 2, 𝑏𝑟 =
𝑁−1∑︁
𝑖=0
𝜙𝑟(𝑇𝑖)𝐻(𝑇𝑖),
𝛼11 = 𝑁𝛼12 = 𝑇
𝑁−1∑︁
𝑖=0
𝑖𝛼21 = 𝛼12𝛼22 = 𝑇
2
𝑁−1∑︁
𝑖=0
𝑖2𝑏1 =
𝑁−1∑︁
𝑖=0
𝐻(𝑇𝑖), 𝑏2 =
𝑁−1∑︁
𝑖=0
𝐻(𝑇𝑖)𝑇𝑖.
Вычислим решение линейной системы (𝑐∘1, 𝑐∘2); запишем выражение для оптимальной ло-
кальной аппроксимационных кусочно- линейной модели
𝛼11𝑐
∘
1 + 𝛼12𝑐
∘
2 = 𝑏1, 𝛼21𝑐
∘
1 + 𝛼22𝑐
∘
2 = 𝑏2, 𝐻
∘
𝑀 (𝑐
∘, 𝑇 𝑖) = 𝑐∘1 + 𝑐
∘
2𝑇𝑖.
6. Алгоритмы вычисления локальных синусоидальных и поли-
гармонических аппроксимационных моделей
6.1. Рассмотрим алгоритм вычисления локальных кусочно синусоидальных аппроксимаци-
онных моделей [16]. Пусть 𝑌 (𝑇𝑖) 𝑖 = 0, 1, ..., 𝑁−1 -ГМН. Примем в качестве локальной модели
функцию 𝐻𝑀 (𝑐, ”𝑖) = 𝑎 cos𝜔𝑇𝑖+ 𝑏 sin𝜔𝑇𝑖 в предположении, что функция геомагнитного поля
на локальном интервале является одночастотной. Амплитуды 𝑎, 𝑏 входят в модель линей-
но, частота 𝜔 - нелинейно; положим, что амплитуды не подвержены ограничениям, частота 𝜔
ограничена диапазоном Ω0 = (𝜔 : 𝜔min 6 𝜔 6 𝜔max), со значениями 𝜔min и 𝜔max. Допустим, что
погрешности наблюдений 𝑤(𝑇𝑖)-случайные некоррелированные нормальные числа с нулевым
математическим ожиданием и дисперсией 𝜎2. Модель ГМН представим в виде
𝑌 (𝑇𝑖) = 𝐻𝑀 (𝑐, ”𝑖) + 𝑤(𝑇𝑖).
Ставится задача по произведённым ГМН найти оптимальные оценки амплитуд 𝑎∘, 𝑏∘ и
частоты 𝜔∘ для локальной кусочно- синусоидальной аппроксимационой модели.
Функционал 𝑆51(𝑌, 𝑎, 𝑏, 𝜔) сформируем следующим образом
𝑆51(𝑌, 𝑎, 𝑏, 𝜔) =
𝑁−1∑︁
𝑖=0
(𝑌 (𝑇𝑖)− 𝑎 cos𝜔𝑇𝑖− 𝑏 sin𝜔𝑇𝑖)2.
Оценки параметров модели найдём путём минимизации по 𝑎, 𝑏, 𝜔 ∈ Ω0
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(𝑎∘, 𝑏∘, 𝜔∘) = arg{ min
𝑎,𝑏,𝜔∈Ω0
𝑆(𝑌, 𝑎, 𝑏, 𝜔)}.
Запишем модель в виде 𝐻𝑀 (𝑐, ”𝑖) = 𝛽𝑇𝜙(𝜔, 𝑇 𝑖), 𝛽𝑇 = (𝑎, 𝑏). Базисные функции 𝜙1(𝑇𝑖),
𝜙2(𝑇𝑖)представим векторами размерности (𝑁, 1): 𝜙1(𝑇𝑖)𝑇 = (cos(𝜔𝑇 · 0), cos(𝜔𝑇 · 1), . . .
. . . , cos(𝜔𝑇 (𝑁−1)), 𝜙2(𝑇𝑖)𝑇 = (sin(𝜔𝑇 ·0), sin(𝜔𝑇 ·1), ..., sin(𝜔𝑇 (𝑁−1)). Воспользуемся векторно-
матричными обозначениями 𝑌 𝑇 = (𝑌 (𝑇 · 0), 𝑌 (𝑇 · 1), ..., 𝑌 (𝑇 (𝑁 − 1))), 𝑋 = (𝜙1(𝑇𝑖), 𝜙2(𝑇𝑖)),
𝐴 = 𝑋𝑇𝑋, 𝑏 = 𝑋𝑇𝐻. Решение задачи минимизации осуществим в два этапа.
На первом этапе для фиксированной частоте 𝜔 ∈ Ω0 найдём решение линейной системы
𝐴(𝜔)𝐴∘(𝜔) = 𝑏(𝜔) . Выпишем коэффициенты для 𝐴(𝜔), 𝑏(𝜔)
𝛼𝑟𝑠(𝜔) =
𝑁−1∑︁
𝑖=0
𝜙𝑟(𝜔, 𝑇 𝑖)𝜙𝑠(𝜔, 𝑇 𝑖)𝑟, 𝑠 = 1, 2, 𝑏𝑟(𝜔) =
𝑁−1∑︁
𝑖=0
𝜙𝑟(𝜔, 𝑇 𝑖)𝐻(𝑇𝑖),
𝑎11(𝜔) =
𝑁−1∑︁
𝑖=0
cos2 𝜔𝑇𝑖, 012(𝜔) =
𝑁−1∑︁
𝑖=0
cos𝜔𝑇𝑖 sin𝜔𝑇𝑖, 𝑎21(𝜔) = 𝑎12(𝜔), 𝑎22(𝜔) =
𝑁−1∑︁
𝑖=0
sin2 𝜔𝑇𝑖,
𝑏1(𝜔) =
𝑁−1∑︁
𝑖=𝑜
𝑌 (𝑇𝑖) cos𝜔𝑇𝑖, 𝑏2(𝜔) =
𝑁−1∑︁
𝑖=𝑜
𝑌 (𝑇𝑖) sin𝜔𝑇𝑖.
Оптимальные амплитуды найдём из решения линейной системы уравнений
𝑎∘(𝜔)𝑎11(𝜔) + 𝑏∘(𝜔)𝑎12(𝜔) = 𝑏1(𝜔), 𝑎∘(𝜔)𝑎21(𝜔) + 𝑏∘(𝜔)𝑎22(𝜔) = 𝑏2(𝜔),
𝑎∘(𝜔) = (𝑏1(𝜔)𝑎22(𝜔)− 𝑏2(𝜔)𝑎12(𝜔))/Δ(𝜔), 𝑏∘(𝜔) = (𝑏2(𝜔)𝑎11(𝜔)− 𝑏1(𝜔)𝑎12(𝜔))/Δ(𝜔)
где Δ(𝜔) = 𝑎11(𝜔)𝑎22(𝜔)− 𝑎212(𝜔) - определитель.
На втором этапе сформируем частичную остаточную сумму
𝑆0,51(𝑌, 𝜔) =
𝑁−1∑︁
𝑖=0
𝑌 2(𝑇𝑖)− 𝑎∘(𝜔)𝑏1(𝜔)− 𝑏∘(𝜔)𝑏2(𝜔).
Нахождение оптимальной оценки частоты 𝜔∘ реализуем путём минимизации 𝑆0,51(𝑌, 𝜔) на
основе подпоиска по частоте 𝜔 в диапазоне Ω0
𝜔∘ = arg{min
𝜔∈Ω0
𝑆0,51(𝑌, 𝜔)}.
Подставим в формулы 𝑎∘(𝜔), 𝑏∘(𝜔) значение 𝜔 = 𝜔∘, найдём искомые оптимальные оцен-
ки амплитуд 𝑎∘ = 𝑎∘(𝜔∘), 𝑏∘ = 𝑏∘(𝜔∘) и запишем выражение для оптимальной модели
𝐻𝑀 (𝑐
∘, 𝑇 𝑖) = 𝑎∘ cos𝜔∘𝑇𝑖+ 𝑏∘ sin𝜔∘𝑇𝑖.
В [17] рассматривается приложение алгоритма оценивания параметров одночастотных
пульсаций геомагнитного поля с использованием вычислений локальных кусочно- синусои-
дальных аппроксимационных моделей.
6.2. Рассмотрим алгоритм вычисления локальных полигармонических аппроксимацион-
ных моделей для локального интервала с точками 𝑖 = 0, 1, ..., 𝑁−1 с ГМН 𝑌 (𝑇𝑖) для исходной
многочастотной функции геомагнитного поля. Аппроксимационную модель в предположении,
что исходная функция геомагнитного поля на локальном интервале является многочастотной,
представим в виде соотношения
𝐻𝑀 (𝑐, 𝑇 𝑖) =
𝐿∑︁
𝑙=1
(𝑎𝑙 cos𝜔𝑙𝑇𝑖+ 𝑏𝑙 sin𝜔𝑙𝑇𝑖),
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где вектор 𝑐𝑇 = (𝑎𝑇 , 𝑏𝑇 , 𝜔𝑇 )= (𝑎1, 𝑎2, ..., 𝑎𝐿, 𝑏1, 𝑏2, ..., 𝑏𝐿, 𝜔1, 𝜔2, ..., 𝜔𝐿) имеет размерность (3𝐿, 1)
и состоит из векторов амплитудных и частотных параметров. На линейные амплитудные па-
раметры ограничения не накладываются: −∞ 6 𝑎𝑙 6∞, −∞ 6 𝑏𝑙 6∞, 𝑙 = 1, 2, ..., 𝐿. Примем,
что исходная многочастотная функция геомагнитного поля реализована в ограниченной по-
лосе частот с границами 𝜔min, 𝜔max; для векторов нелинейных частотных параметров с учётом
их упорядочивания, допустимое множество представим следующим образом
Ω
𝐿
0 = {(𝜔1, ..., 𝜔𝐿) : 𝜔min 6 𝜔1 < 𝜔2 < ... < 𝜔𝐿 6 𝜔max}, 𝜔 ∈ Ω𝐿0
.
Запишем функционал
𝑆52(𝑌, 𝑎, 𝑏, 𝜔) =
𝑁−1∑︁
𝑖=0
(𝑌 (𝑇𝑖)−𝐻𝑀 (𝑐, 𝑇 𝑖))2 =
𝑁−1∑︁
𝑖=0
(𝑌 (𝑇𝑖)−
𝐿∑︁
𝑙=1
(𝑎𝑙 cos𝜔𝑙𝑇𝑖+ 𝑏𝑙 sin𝜔𝑙𝑇𝑖))
2.
Вычислим оптимальные параметры аппроксимационной модели с помощью решения зада-
чи минимизации введённого функционала
(𝑎∘, 𝑏∘, 𝜔∘) = arg{ min
𝑎,𝑏,𝜔∈Ω¯𝐿0
𝑆52(𝑌, 𝑎, 𝑏, 𝜔)}.
Параметры модели на локальном интервале оцениваются на основе двухэтапной аппрок-
симации. Модель является линейной функцией по части параметров, представим её в виде
скалярного произведения
𝐿∑︁
𝑙=1
(𝑎𝑙 cos𝜔𝑙𝑇𝑖+ 𝑏𝑙 sin𝜔𝑙𝑇𝑖) = 𝛽
𝑇𝜙(𝜔, 𝑇 𝑖), 𝑖 = 0, 1, ..., 𝑁 − 1,
где вектор линейных параметров 𝛽𝑇 = (𝑎1, ..., 𝑎𝐿, 𝑏1, ..., 𝑏𝐿) имеет размерность (2𝐿, 1), 𝜙(𝜔, 𝑇 𝑖)
- векторная базисная полигармоническая функция
𝜙(𝜔, 𝑇 𝑖)𝑇 = (cos(𝜔1𝑇𝑖), . . . , cos(𝜔𝐿𝑇𝑖), sin(𝜔1𝑇𝑖), ...., sin(𝜔𝐿𝑇𝑖)).
Пусть вектор ГМН 𝑌 имеет размерность (𝑁, 1). С использованием 𝜙(𝜔, 𝑇 𝑖) сформируем мат-
рицу плана %(𝜔) размерности (𝑁, 2𝐿)
𝑌 𝑇 = (𝑌 (𝑇 · 0), 𝑌 (𝑇 · 1), ..., 𝑌 (𝑇 (𝑁 − 1)),%(𝜔) = |𝜙(𝜔, 𝑇 · 0), ..., 𝜙(𝜔, 𝑇 (𝑁 − 1))|𝑇 .
Тогда функционал запишем в векторно - матричном виде:
𝑆52(𝑌, 𝛽, 𝜔) = (𝑌 −𝑋(𝜔)𝛽)𝑇 (𝑌 −𝑋(𝜔)𝛽),
На первом этапе минимизации для 𝑆(𝑌, 𝛽, 𝜔) фиксируем нелинейные параметры 𝜔 = 𝑐𝑜𝑛𝑠𝑡,
𝜔 ∈ Ω¯𝐿0 , находим частично оптимальные линейные параметры 𝛽∘(𝜔)
𝛽∘(𝜔) = arg{ min
𝛽,𝜔=𝑐𝑜𝑛𝑠𝑡
𝑆52(𝑌, 𝛽, 𝜔)},
которые вычислим на основе решения системы линейных уравнений
𝐴(𝜔) = 𝑋𝑇 (𝜔)𝑋(𝜔), 𝑏(𝜔) = 𝑋𝑇 (𝜔)𝑌, 𝛽∘(𝜔) = 𝐴(𝜔)−1𝑏(𝜔), (5)
На основе 𝛽∘(𝜔) сформируем функционал частичной остаточной суммы, зависящий только
от 𝜔
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𝑆0,52(𝑌, 𝜔) = 𝑆(𝑌, 𝛽
∘(𝜔), 𝜔) = 𝑌 𝑇𝑌 − 𝛽∘𝑇 (𝜔)𝑏(𝜔),
На втором этапе аппроксимации для 𝑆0(𝐻,𝜔) осуществим минимизацию по 𝜔 ∈ Ω¯𝐿0 , опи-
сание поискового алгоритма содержится в [18] Находим оценки частотных параметров 𝜔∘ и,
после подстановки 𝜔∘ в (5), вычислим оценки амплитудных параметров 𝛽∘ для локального
интервала с точками 𝑖 = 0, 1, ..., 𝑁 − 1 и запишем выражение для оптимальной модели
𝜔∘ = arg{min
𝜔∈Ω¯𝐿0
𝑆0(𝑌, 𝜔)}, 𝛽∘ = 𝛽∘(𝜔∘) = 𝐴(𝜔∘)−1𝑏(𝜔∘), 𝐻(𝑐∘, 𝑇 𝑖) =
𝐿∑︁
𝑙=1
(𝑎∘𝑙 cos𝜔
∘
𝑙 𝑇𝑖+ 𝑏
∘
𝑙 sin𝜔
∘
𝑙 𝑇𝑖).
Публикация [19] содержит материалы, касающиеся приложений вычислений локальных
апппроксимационных полигармоничексих моделей для реализации обобщённого спектрально-
го анализа ГМН.
7. Алгоритм вычисления локальных аппроксимационных моде-
лей для цифровой обработки ГМН от векторных и скалярных
магнитометров
7.1. Положим, что 𝑌1(𝑇𝑖), 𝑌2(𝑇𝑖),𝑌3(𝑇𝑖)и 𝑌0(𝑇𝑖) - ГМН координат и модуля вектора на-
пряжённости геомагнитного поля, произведённые векторными и скалярными магнитометрами
на локальном интервале, 𝑖 = 0, 1, ..., 𝑁 − 1. Определим для координат вектора напряженно-
сти локальные модели на основе нелинейных известного вида функций 𝐻1(𝑐1, 𝑇 𝑖), 𝐻2(𝑐2, 𝑇 𝑖),
𝐻3(𝑐3, 𝑇 𝑖), где 𝐴𝑛 -векторы параметров моделей, 𝑛 = 1, 2, 3. Эти модели могут быть, в част-
ности, кусочно -постоянными, кусочно- линейными и т.д. Будем считать, что погрешности на-
блюдений относятся к definitive data -в них отсутствуют систематические погрешности (умень-
шены в максимально возможной степени) Представим 𝑤𝑛(𝑇𝑖),𝑛 = 0, ..., 3 в виде случайных
некоррелированных нормальных чисел с нулевыми математическими ожиданиями и диспер-
сиями 𝜎2𝑛. Свяжем наблюдения, модели и погрешности линейными зависимостями
𝑌𝑛(𝑇𝑖) = 𝐻𝑀𝑛(𝑐𝑛, 𝑇 𝑖) + 𝑤𝑛(𝑇𝑖), 𝑛 = 0, ..., 3.
Ставится задача по definitive data 𝑌𝑛(𝑇𝑖), 𝑛 = 0, 1, 2, 3 нахождения оценок локальных мо-
делей 𝐻∘𝑀𝑛(𝑇𝑖) = 𝐻𝑀𝑛(𝑐
∘
𝑛, 𝑇 𝑖).
Основываясь на определенных выше наблюдениях и моделях, локальный функционал
𝑆61(𝑌, 𝑐), определяющий меру близости локальных наблюдений и моделей, запишем в виде
суммы четырёх функционалов
𝑆0,61(𝑌0, 𝑐) =
𝑁−1∑︁
𝑖=0
(𝑌0(𝑇𝑖)−
⎯⎸⎸⎷ 3∑︁
𝑛=1
𝐻𝑀𝑛(𝑐𝑛, 𝑇 𝑖))
2,
𝑆𝑛,61(𝑌𝑛, 𝑐) =
𝑁−1∑︁
𝑖=0
(𝑌𝑛(𝑇𝑖)− 𝑌𝑀𝑛(𝑐𝑛, 𝑇 𝑖))2, 𝑛 = 1, 2, 3,
𝑆61(𝑌, 𝑐) = 𝑆0,61(𝑌0, 𝑐1, 𝑐2, 𝑐3) +
3∑︁
𝑛=1
𝑆𝑛,61(𝑌𝑛, 𝑐𝑛),
где 𝑐𝑇 = (𝑐𝑇1 , 𝑐
𝑇
2 , 𝑐
𝑇
3 ), 𝑌
𝑇 = (𝑌 𝑇1 , 𝑌
𝑇
2 , 𝑌
𝑇
3 ). Нахождение оптимальных оценок параметров моде-
лей 𝑐∘𝑛 с учётом предположения о погрешностях в измерениях реализуем с помощью решения
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задачи оптимизации локального функционала
𝑐∘ = arg({min
𝑐
𝑆61(𝑌, 𝑐)}, 𝑐∘𝑇 = (𝑐∘𝑇1 , 𝑐∘
𝑇
2 , 𝑐
∘𝑇
3 ).
Очевидно, что на локальном интервале исходные функции координат должны быть по-
чти постоянными. Определим, в этом случае, локальные модели в виде кусочно- постоянных
функций 𝐻𝑀𝑛(𝑐𝑛, 𝑇 𝑖) = 𝐴𝑛, 𝑛 = 1, 2, 3 и выражение для локальных функционалов
𝑆61(𝑌, 𝑐) =
3∑︁
𝐵=1
(
𝑁−1∑︁
𝑖=0
(𝑌𝑛(𝑇𝑖)− 𝑐𝑛)2 +
𝑁−1∑︁
𝑖=0
(𝑌0(𝑇𝑖)−
√︁
𝑐21 + 𝑐
2
2 + 𝑐
2
3)
2. (6)
Продифференцируем (6) по 𝐴𝑛, приравняем производные нулю, получим необходимые условия
экстремума в виде системы из трёх нелинейных алгебраических уравнений
𝜕𝑆61(𝑐, 𝑌 )
𝜕𝑐𝑛
=
𝑁−1∑︁
𝑖=0
(𝑌𝑛(𝑇𝑖)− 2𝑁𝑐𝑛 + 𝐴𝑛
∑︀𝑁−1
𝑖=0 𝑌0(𝑇𝑖)√︀
𝑐21 + 𝑐
2
2 + 𝑐
2
3
) = 0, 𝑛 = 1, 2, 3. (7)
В данном случае возможно точное аналитическое решение данной системы. Опустим выклад-
ки, запишем выражения для локальных оценок
𝑐∘𝑛 =
1
2𝑁
(1 +
∑︀𝑁−1
𝑟=0 𝑌0(𝑇𝑟)√︁
(
∑︀𝑁−1
𝑟=0 𝑌1(𝑇𝑟))
2 + (
∑︀𝑁−1
𝑟=0 𝑌2(𝑇𝑟))
2 + (
∑︀𝑁−1
𝑟=0 𝑌3(𝑇𝑟))
2
)
𝑁−1∑︁
𝑖=0
𝑌𝑛(𝑇𝑖), 𝑛 = 1, 2, 3.
Оценки локальных аппроксимационных моделей представим в виде 𝐻∘𝑀𝐿𝑛(𝑇𝑖) = 𝑐
∘
𝑛,
𝑛 = 1, 2, 3.
Описание результатов и приложений п.п. 6.1. помещено в публикации [20].
7.2. Положим, как и в п.п. 6.1, что 𝑌𝑛(𝑇𝑖), 𝑛 = 0, ..., 3 - ГМН, произведённые векторными
и скалярными магнитометрами на локальном интервале, 𝑖 = 0, 1, ..., 𝑁 − 1. В данном случае
погрешности наблюдений 𝑤𝑛(𝑇𝑖),𝑛 = 0, ..., 3 отнесём к preliminary data -первичным данным,
которые не были подвергнуты предварительной компьютерной обработке и в которых при-
сутствуют, как систематические, так и случайные погрешности. Обычно, для векторных маг-
нитометров на локальных интервалах медленно меняющимся систематическим погрешностям
поставим в соответствие модельные кусочно- постоянные функции - 𝑐𝑛, 𝑛 = 1, 2, 3; в общем
случае, считаем, что 𝑐 ∈ 𝐶. Для скалярных магнитометров допустим, что 𝑐0 = 0. Погрешности
𝑤𝑛(𝑇𝑖) представим в виде некоррелированных нормально распределённых случайных чисел
с нулевыми математическими ожиданиями и дисперсиями 𝜎2𝑛, 𝑛 = 0, 1, 2, 3, причём𝜎
2
0 <<𝜎
2
𝑛
для 𝑛 = 1, 2, 3. Наблюдения, исходные функции и погрешности свяжем следующими зависи-
мостями
𝑌𝑛(𝑇𝑖) = 𝐻𝑛(𝑇𝑖) + 𝑐𝑛 + 𝑤𝑛(𝑇𝑖), 𝑛 = 0, ..., 3.
Ставится задача по preliminary data 𝑌𝑛(𝑇𝑖), 𝑛 = 0, 1, 2, 3 нахождения оценок модельных
систематических погрешностей 𝑐∘1, 𝑐∘2, 𝑐∘3 .
Для нахождения оценок модельных систематических погрешностей на локальном интер-
вале воспользуемся тем обстоятельством, что у скалярного магнитометра отсутствуют си-
стематические погрешности и имеют малые дисперсии случайных погрешностей. Для целей
совместной цифровой обработки ГМН сформируем соответствующий функционал
𝑆62(𝑌, 𝑐) =
𝑁−1∑︁
𝑖=0
(𝑌 20 (𝑇𝑖)− (𝑌1(𝑇𝑖)− 𝑐1)2 − (𝑌2(𝑇𝑖)− 𝑐2)2 − (𝑌3(𝑇𝑖)− 𝑐3)2)2.
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Оценивание систематических погрешностей на локальном интервале реализуем на основе
следующей задачи условной минимизации
𝑐∘ = arg{min
𝑐∈𝐶
𝑆62(𝑌, 𝑐)}, 𝑐∘𝑇 = (𝑐∘1, 𝑐∘2, 𝑐∘3).
8. Алгоритм вычисления сплайновых аппроксимационных моде-
лей для ГМН
Здесь ставится задача по произведённым ГМН 𝑌 (𝑇𝑖) вычислить, в соответствие с 1.2.,
оптимальную сплайновую аппроксимационную модель 𝐻∘𝑀𝑆(𝑇𝑖) , 𝑖 = 0, 1, ..., 𝑁𝑓 − 1. Для
рассматриваемой предметной области 𝑌 (𝑇𝑖) могут представлять собой последовательности
локальных моделей из п.п.3.2. Решение осуществим на основе задачи минимизации квадра-
тичного функционала с линейными равенствами- ограничениями. Подходы к её решению в
деталях описаны в [21, 22].
Введём на исходном интервале 𝑛 сплайновых интервалов по 𝑁 точек, 𝑁𝑛 = 𝑁𝑓 : 𝑖-ые точки
𝑘-го сплайнового интервала подчиняются неравенствам 𝑁(𝑘 − 1) 6 𝑖 6 (𝑁𝑘 − 1), 𝑘 = 1, ..., 𝑛.
Точки 𝑁𝑘 , 𝑘 = 1, ..., 𝑛− 1 примем в качестве стыковочных.
Определим для 𝑘-го сплайнового интервала векторы базисных дифференцируемых функ-
ций 𝑓𝑘(𝑡) =(𝑓0,𝑘(𝑡), 𝑓1,𝑘(𝑡), ..., 𝑓𝐿,𝑘(𝑡))
𝑇 размерности 𝐿, которые могут быть, в частном случае,
полиномиальными; вне 𝑘-го интервала базисные функции должны равняться нулю. Введем
векторы весовых коэффициентов 𝛼𝑇𝑘 = (𝛼0,𝑘, 𝛼1,𝑘, ..., 𝛼𝐿,𝑘), интервальную функцию для 𝑘-го
интервала представим в виде 𝑓𝑇𝑘 (𝑡)𝛼𝑘. Дискретизируем интервальные функции, просуммиру-
ем их и обозначим сумму как 𝑓𝑠𝑝(𝛼, 𝑇 𝑖) , 𝛼𝑇 = (𝛼𝑇1 , 𝛼
𝑇
2 , ..., 𝛼
𝑇
𝑛 )
𝑓𝑠𝑝(𝛼, 𝑇 𝑖) =
𝑛∑︁
𝑘=1
𝑓𝑇𝑘 (𝑇𝑖)𝛼𝑘, 0 ≤ 𝑖 ≤ 𝑁𝑓 − 1.
Введём функционал 𝑆7(𝑌, 𝛼) , который является квадратичным
𝑆7(𝑌, 𝛼) =
𝑛∑︁
𝑘=1
𝑁𝑘−1∑︁
𝑖=𝑁(𝑘−1)
(𝑌 (𝑇𝑖)− 𝑓𝑇 (𝑇𝑖)𝛼𝑘)2,
𝑆7(𝑌, 𝛼) =
∑︀𝑛
𝑘=1[
∑︀𝑁𝑘−1
𝑖=𝑁(𝑘−1)(𝑌
2(𝑇𝑖)− 2∑︀𝑁𝑘−1𝑖=(𝑁𝑘−1) 𝑌 (𝑇𝑖)𝑓𝑇 (𝑇𝑖)𝛼𝑘+∑︀𝑁𝑘−1𝑖=𝑁(𝑘−1) 𝛼𝑇𝑘 𝑓(𝑇𝑖)𝑓𝑇 (𝑇𝑖)𝛼𝑘
Введём матрицы 𝑄𝑘, 𝑘 = 1, ..., 𝑛, которые, исходя из , имеют размерность ((𝐿+ 1), (𝐿+ 1))
𝑄𝑘 =
𝑁𝑘−1∑︁
𝑖=𝑁(𝑘−1)
𝑓(𝑇𝑖)𝑓𝑇 (𝑇𝑖).
Для вектор-столбцов 𝑃𝑘, 𝑘 = 1, ..., 𝑛 размерности (𝐿+ 1) вычислим элементы 𝑃𝑘,𝑙
𝑃𝑘 =
𝑁𝑘−1∑︁
𝑖=𝑁(𝑘−1)
𝑦(𝑇𝑖)𝑓𝑜(𝑇𝑖), 𝑃𝑘,𝑙 =
𝑁𝑘−1∑︁
𝑖=𝑁(𝑘−1)
𝑌 (𝑇𝑖)𝑓𝑙(𝑇𝑖), 𝑙 = 1, ..., 𝐿, 𝑃𝑘 = (𝑃𝑘,, 𝑃𝑘,1, ..., 𝑃𝑘,𝐿)
𝑇 .
Функционал перепишем на основе матриц и векторов 𝑃𝑘
𝑆7(𝑌, 𝛼) =
𝑛∑︁
𝑘=1
𝑁𝑘−1∑︁
𝑖=𝑁(𝑘−1)
𝑌 2(𝑇𝑖) +
𝑛∑︁
𝑘=1
𝛼𝑇𝑘𝑄𝑘𝛼𝑘 − 2
𝑛∑︁
𝑘=1
𝑃 𝑇𝑘 𝛼𝑘.
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Образуем блочно-диагональную матрицу 𝑄 размерности ((𝐿+1)𝑛, (𝐿+1)𝑛) и блочный вектор
𝑃 𝑇 = (𝑃 𝑇1 , 𝑃
𝑇
2 , ..., 𝑃
𝑇
𝑛 ) размерности 𝑛(𝐿+1), представим 𝑆7(𝑌, 𝛼) в векторно-матричной форме
𝑆7(𝑌, 𝛼) =
𝑛∑︁
𝑘=1
𝑁𝑘−1∑︁
𝑖=𝑁(𝑘−1)
𝑌 2(𝑇𝑖) + 𝛼𝑇𝑄𝛼− 2𝑃 𝑇𝛼. (8)
Гладкость для , по нулевой и первой производным в стыковочных точках обеспечим с
помощью линейных по 𝛼 равенств ℎ0𝑘(𝛼)= 0, ℎ1𝑘(𝛼)= 0, 𝑘 = 1, ..., 𝑛− 1
ℎ0𝑘(𝛼) = 𝑓
𝑇
𝑘 (𝑇𝑁𝑘)𝛼𝑘−𝑓𝑇𝑘+1(𝑇𝑁𝑘)𝛼𝑘+1 = 0, ℎ1𝑘(𝛼) = 𝑓 (1)
𝑇
𝑘 (𝑇𝑁𝑘)𝛼𝑘−𝑓 (1)
𝑇
𝑘+1 (𝑇𝑁𝑘)𝛼𝑘+1 = 0. (9)
Регулирование нулевыми и первыми производными (положением и наклоном) на концах ин-
тервалов наблюдения реализуем с помощью задания значений нулевых и первых производных
на концах в точках 𝑇 ·0 и 𝑇𝑁𝑛 осуществим с помощью вектора 𝑔 = (𝑔1, 𝑔2,𝑔3, 𝑔4)𝑇 и линейных
по 𝛼 равенств ℎ2𝑠(𝛼)− 𝑔 = 0, 𝑠 = 1, ..., 4
ℎ21(𝛼) = 𝛼
𝑇
1 𝑓1(𝑇 · 0)− 𝑔1 = 0, ℎ22(𝛼) = 𝛼𝑇1 𝑓 (11)(𝑇 · 0)− 𝑔2 = 0,
ℎ23(𝛼) = 𝛼
𝑇
𝑛𝑓𝑛(𝑇𝑁𝑛)− 𝑔3 = 0, ℎ24(𝛼) = 𝛼𝑇𝑛𝑓 (1)𝑛 (𝑇𝑁𝑛)− 𝑔4 = 0. (10)
Для (9) введём матричные условия-равенства. Блочные матрицы 𝐷0, 𝐷1 с размерно-
стями ((𝑛 − 1), (𝐿 + 1)𝑛) сформируем из векторов 𝑑00 = 𝑓𝑇𝑘 (𝑇𝑁𝑘), 𝑑01 = −𝑓𝑇𝑘+1(𝑇𝑁𝑘),
𝑑10 = 𝑓
(1)𝑇
𝑘 (𝑇𝑁𝑘) , 𝑑11 = −𝑓 (1)
𝑇
𝑘+1 (𝑇𝑁𝑘). Для сформируем матрицу 𝐷2 размерности (4, (𝐿+1)𝑛),
образуем векторы 𝑑21 = 𝑓𝑇1 (𝑇 · 0), 𝑑22 = 𝑓 (1)
𝑇
1 (𝑇 · 0), 𝑑23 = 𝑓𝑇𝑘 (𝑇𝑁𝑛), 𝑑24 = 𝑓 (1)
𝑇
𝑘 (𝑇𝑁𝑛)
𝐷0 =
⎡⎢⎢⎢⎢⎣
𝑑00 𝑑01 0 . . . 0
0 𝑑00 𝑑01 0 0
. . . . .
· · · 0 𝑑00 𝑑01 0
0 . . . 0 𝑑00 𝑑01
⎤⎥⎥⎥⎥⎦ , 𝐷1 =
⎡⎢⎢⎢⎢⎣
𝑑10 𝑑11 0 . . . 0
0 𝑑10 𝑑11 0 0
. . . . .
· · · 0 𝑑10 𝑑11 0
0 . . . 0 𝑑10 𝑑11
⎤⎥⎥⎥⎥⎦ ,
𝐷2 =
⎡⎢⎢⎣
𝑑21 0 . . . 0
𝑑22 0 . . . 0
0 · · · 0 𝑑23
0 . . . 0 𝑑24
⎤⎥⎥⎦ . (11)
Линейные равенства (9), (10) с использованием (11) запишем в матричном виде
𝐷0𝛼 = 0, 𝐷1𝛼 = 0, 𝐷2𝛼− 𝑔 = 0. (12)
Решение задачи оптимизации 𝑆7(𝑌, 𝛼) (8) с учётом условий (12) для вектора 𝛼 осуществим
с помощью 𝜆0, 𝜆1, 𝜆2 и 𝐿(𝑌, 𝛼, 𝜆)- множителей и функции Лагранжа
𝐿(𝑌, 𝛼, 𝜆) =
𝑛∑︁
𝑘=1
𝑁𝑘−1∑︁
𝑖=𝑁(𝑘−1)
𝑌 2(𝑇𝑖) + 𝛼𝑇𝑄𝛼− 2𝑃 𝑇𝛼+ 𝜆𝑇0𝐷0𝛼+ 𝜆𝑇1𝐷1𝛼+ 𝜆𝑇2 (𝐷2𝛼− 𝑔). (13)
Необходимые условия экстремума (13) получим с помощью дифференцирования 𝐿(𝑌, 𝛼, 𝜆) по
векторным переменным 𝛼, 𝜆0, 𝜆1, 𝜆2; производные приравняем нулю
2𝑄𝛼− 2𝑃 +𝐷𝑇0 𝜆0 +𝐷𝑇1 𝜆1 +𝐷𝑇2 𝜆2 = 0, 𝐷0𝛼 = 0, 𝐷1𝛼 = 0, 𝐷2𝛼− 𝑔 = 0. (14)
40 В. Г. Гетманов
Найдём решение линейной системы (14) 𝛼∘ и с применением вычислим оптимальную сплай-
новую аппроксимационную модель 𝐻∘𝑀𝑆(𝑇𝑖) =𝑓
∘
𝑠𝑝(𝛼
∘, 𝑇 𝑖), 𝑖 = 0, 1, ..., 𝑁𝑓 − 1.
Предложенные аппроксимационные сплайны: 1. обеспечивают заведомо меньшие погреш-
ности, по сравнению с погрешностями обычной полиномиальной аппроксимации и цифровой
фильтрации; 2. могут быть более эффективными, чем вейвлет-функции, аппроксимационные
свойства которых зависят от вида материнских вейвлетов; 3. могут быть более эффективнее
аппроксимационных нелинейных функций, приводящих к громоздким задачам оптимизации;
4. обеспечивают хорошую помехоустойчивость фильтрации.
9. Заключение
1. Предложенные методы локальных и сплайновых аппроксимаций для цифровой обработки
геомагнитных наблюдений адекватны рассматриваемой предметной области.
2. Разработанные алгоритмы ориентированы на применение в задачах цифровой обработки
геомагнитных наблюдений, которые не могут быть решены традиционными подходами.
3. Реализация предложенных метода и алгоритмов перспективна для современных задач циф-
ровой обработки геомагнитных наблюдений.
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