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Abstract
We prove that the locally finite simplicial volume and the Lipschitz simplicial volume are
additive with respect to certain gluings of manifolds. In particular, we prove that in dimension
­ 3 they are additive with respect to connected sums and gluings along pi1-injective, amenable
aspherical boundary components.
1 Introduction
The simplicial volume is a homotopy invariant of manifolds defined for a closed manifold M as
‖M‖ := inf{|c|1 : c is a fundamental cycle with R coefficients},
where | · |1 is the `1-norm on C∗(M,R) (which we will denote for simplicity as C∗(M)) with respect
to the basis consisting of singular simplices. In other words, it is an `1-norm of the fundamental
class. It can be also defined for manifolds with boundary by taking the `1-norm of the relative
fundamental class. Although the definition is relatively simple, it has many applications. Most of
them are mentioned in the work of Gromov [3]. One of the most important is the use to degree
theorems. It is clear from the definition that the simplicial volume is functorial in the sense that if
f : M → N is a map between n-dimensional manifolds then
deg(f) · ‖N‖ ¬ ‖M‖.
One obtains immediately that if ‖N‖ 6= 0 then
deg(f) ¬ ‖M‖‖N‖ .
It follows that we are particularly interested in the examples of manifolds with non-zero simplicial
volume, because only in this case we get some non-trivial bounds on the degrees of maps. However,
the existence of such bounds reveals some kind of rigidity of a given manifold and it is much easier
to give examples of manifolds without such a rigid behaviour, i.e. with zero simplicial volume.
These are e.g. all manifolds which admit a self-map of a degree > 1 such as spheres and tori. There
is also a beautiful result of Gromov that ‖M‖ = 0 if M has amenable fundamental group or admits
a non-trivial circle action [3].
The simplest group of examples of manifolds with non-zero simplicial volume are closed surfaces
of genus ­ 2, and more generally negatively curved manifolds. The main ingredients of the proof
are the existence of the straightening procedure for such manifolds (which is valid for all CAT (0)-
spaces and allow to change every singular chain into a chain with not greater `1-norm consisting
of geodesic simplices) and the upper bound on the volume of geodesic simplices. Similar strategy
leads to the discovery of other manifolds with non-zero simplicial volume, such as locally symmetric
spaces of non-compact type [9, 13].
Another way to obtain manifolds with non-zero simplicial volume is to construct them from such
manifolds by certain operations. Two of the operations which may be used for such construction
are products and connected sums
Theorem 1.1 ([3]). Let M and N be two compact manifolds. Then the following inequality holds
‖M‖ · ‖N‖ ¬ ‖M ×N‖ ¬
(
dimM + dimN
dimM
)
‖M‖ · ‖N‖.
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Theorem 1.2 ([3]). Let M and N be two compact manifolds of dimension n ­ 3. Then
‖M#N‖ = ‖M‖+ ‖N‖.
In fact, the second of the above theorems is a special case of additivity with respect to amenable
gluings [3, 2, 8].
Theorem 1.3. Let M1, M2 be two compact manifolds with boundary. Let Ni ⊂ Mi for i = 1, 2
be boundary components such that there exists a homeomorphism f : N1 → N2. Assume moreover
that im(pi1(N1)→ pi1(M1)) and im(pi1(N1)→ pi1(M1)) are amenable and
f∗(ker(pi1(N1)→ pi1(M1))) = ker(pi1(N2)→ pi1(M2)).
Then
‖M1 ∪f M1, ∂(M1 ∪f M2)‖ = ‖M1, ∂M1‖+ ‖M2, ∂M2‖.
In particular, simplicial volume is additive with respect to gluings along pi1-injective boundary
components with amenable fundamental groups.
For non-compact manifolds there are several ways of generalising the simplicial volume. The
simplest and most intuitive approach is to define it as the `1 norm of the locally finite (relative)
fundamental class. The resulting simplicial volume, which we will call the locally finite simplicial
volume and denote also by ‖ · ‖, is invariant under proper homotopy equivalences. However, this
volume vanishes in many cases [3, Section 4.2, Example (a)] and some theorems that hold for
the simplicial volume in the compact case do not hold for the locally finite simplicial volume.
The examples are product inequality (Theorem 1.1) or proportionality principle [3, Section 0.4].
Another possible approach is to include a metric in the definition of the simplicial volume. This
philosophy is realised e.g. by the Lipschitz simplicial volume
‖M‖Lip := inf{|c|1 : c ∈ C lf,Lipn (M) is a fundamental cycle}.
Here, H lf,Lip∗ (M) is locally finite Lipschitz homology, i.e. homology of the locally compact Lipschitz
chain complex
C lf,Lip∗ = {c =
∑
i
aiσi ∈ C lf∗ (M) : Lip(c) = sup
i
Lip(σi) <∞}.
The Lipschitz simplicial volume equals the classical simplicial volume for compact manifolds and is
more rigid invariant than locally finite simplicial volume for non-compact manifolds-it is invariant
under proper Lipschitz homotopy equivalences. On the other hand, the Lipschitz simplicial volume
allows us to generalise most of the theorems concerning the simplicial volume to the non-compact
case, including product inequality and proportionality principle [12, 14, 4].
One can ask about the behaviour of both of the above versions of the simplicial volume under
taking certain gluings. In fact, the topic has not been much studied. The only reference known to
the author is the classic work of Gromov [3], where the following version of the additivity for the
locally finite simplicial volume is stated.
Theorem 1.4 ([3], Section 4.2). Let dimM > 1 and let V = ∪∞j=0 Vj ⊂ M be a disjoint union
of compact submanifolds. If im(pi1(Vj) → pi1(M)) are amenable for all j ∈ N and the sequence
(Vj)j∈N is amenable at infinity, then
‖M \ V ‖ ­ ‖M‖.
Moreover, if V consists of closed, codimension-1 submanifolds such that pi1(Vj) injects in pi1(M)
for j ∈ N then
‖M \ V ‖ = ‖M‖.
Here, a sequence (Vj)j∈N is amenable at infinity if there is a descending sequence (Uj)j∈N of
subsets of M such that ∩∞j=1Uj = ∅ and for every k ∈ N one has ∪∞j=kVj ⊂ Uk and im(pi1(Vk) →
pi1(Uk)) are amenable. However, Gromov did not prove the above theorem, but only indicated how
should it be proven. Using Gromov’s hints, it is clear how to prove the first part, but to the author’s
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knowledge the proof of the second part remains unknown. Even less is known for the Lipschitz
simplicial volume, for which there are no results on the additivity.
One of the reasons why so little is known about the additivity of simplicial volumes for non-
compact manifolds in contrast with the compact case is that all known proofs of such additivity
phenomena use at some point duality principle between the simplicial volume and bounded coho-
mology. Although this principle in the compact case is easily stated and succesfuly applied to many
problems, it is usually much more complicated for simplicial volumes for non-compact manifolds.
In the case of the locally finite simplicial volume author believes that one can use the existing
results to prove the additivity with respect to connected sums. However, this kind of proof would
most probably not apply to the Lipschitz simplicial volume, where the duality principle is even
more complicated.
In this paper we present the first geometric proofs of certain additivity theorems concerning
the locally finite and Lipschitz simplicial volumes. Namely, we prove the following.
Theorem 1.5. Let M1 and M2 be two n-dimensional Riemannian manifolds with boundary and let
Ni ⊂ ∂Mi for i = 1, 2 be some compact boundary components such that there exists homeomorphism
f : N1 → N2. Then if the group im(pi1(N1)→ pi1(M1 ∪f M2)) is amenable then
‖M ∪f N, ∂(M ∪f N)‖ ¬ ‖M1, ∂M1‖+ ‖M2, ∂M2‖.
Moreover, if the groups pi1(N1) and pi1(N2) are amenable and inject into pi1(M1) and pi1(M2)
respectively and one of the following conditions is satisfied
• N1 is aspherical;
• pik(N1) = 0 for k = 2, ..., n − 2 and for every connected component N ′ ⊂ ∂(M1 ∪f M2) the
group im(pi1(N ′)→ pi1(M1 ∪f M2)) is amenable;
then
‖M ∪f N, ∂(M ∪f N)‖ = ‖M1, ∂M1‖+ ‖M2, ∂M2‖.
If f is bi-Lipschitz, the same holds also for ‖ · ‖Lip.
Corollary 1.6. If M1 and M2 have no boundary and n ­ 3 then
‖M1#M2‖ = ‖M1‖+ ‖M2‖
and
‖M1#M2‖Lip = ‖M1‖Lip + ‖M2‖Lip.
The geometric nature of the proof allows us to prove the above statement for most other versions
of simplicial volume described by Gromov in [3]. For simplicity we will prove Theorem 1.5 only for
the locally finite simplicial volume, but we explain in Section 2 how to easily generalise the proof
to other versions of simplicial volume.
Theorem 1.5 allows us to generalise some degree theorems. Note that a connected sum of two
manifolds M1 and M2 is well defined up to homeomorphism, but not in the world of Riemannian
manifolds. In particular, the volume of M1#M2 is not well defined, because it depends on the
volume of discs which are cut out from M1 and M2 and on the volume of the glued cylinder
Sn−1 × I, which may be any value in R+. Depending on these, the volume of M1#M2 may vary
from some value smaller than M1#M2 to +∞. In the following, we use the convention that the
connected sum M1#M2 (which is still not well defined as a Riemannian manifold) satisfy the
additivity rule with respect to volume, i.e.
vol(M1#M2) = vol(M1) + vol(M2),
assuming M1 and M2 are of dimension ­ 3 (in the case dimMi = 1 for i = 1, 2 Mi are circles
and there is nothing interesting to prove, in the case dim = 2 manifolds M1, M2 and M1#M2
are surfaces, which usually come with metrics of constant curvatures and do not satisfy the above
additivity with respect to both simplicial and Riemannian volume)
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Theorem 1.7. Let C be the smallest class of manifolds containing locally symmetric spaces of
non-compact type (with standarized metrics) of finite volume and closed under taking products and
connected sums. For every n ∈ N there exists a constant Dn ∈ R such that if M and N are n-
dimensional Riemannian manifolds satisfying | sec(M)| ¬ 1, Ricci(M) ­ −(n− 1) and N ∈ C then
for every proper Lipschitz map f : M → N we have
|deg f | ¬ Dn vol(M)vol(N) .
Proof. Note that by [12, Theorem 1.8] we have ‖M‖Lip ¬ Bn · vol(M) for some constant Bn
depending only on n. Therefore we have
|deg f | ¬ ‖M‖‖N‖ ¬ Bn
vol(M)
‖N‖ .
We will prove that there exists a constant Cn such that
‖N‖Lip ­ Cn · vol(N).
by the double induction on n and on the ’complexity’ k of N , i.e. minimal number of times we
need to take products or connected sums of locally symmetric spaces of non-compact type in order
to obtain N . For n = 1 there are no 1-dimensional manifolds in C and for n = 2, as well as for any
n ∈ N and ’complexity’ k = 0 the result follows from the result of Lo¨h and Sauer [12]. Assume the
theorem is true for n < N and let C ′N be a constant for which the theorem holds for ’complexity’
k = 0. We will show by induction on k that the theorem holds in general for
CN = min{C ′N , Cn1 · Cn2 : n1 + n2 = N , n1, n2 < N}.
If N = N1 ×N2, then
‖N‖Lip ­ ‖N1‖Lip × ‖N2‖Lip ­ Cn1 · Cn2 · vol(N1 ×N2) ­ CN vol(N)
On the other hand, if N = N1#N2 then
‖N‖Lip = ‖N1‖Lip + ‖N2‖Lip ­ CN · (vol(N1) + vol(N2)) = CN · vol(N).
This finishes the proof.
Organization of this work
In Section 2 we fix the notation, introduce some basic lemmas and explain the technique allowing
us to generalize all the proofs to various geometric general simplicial volumes. In Section 3 we
prove the subadditivity of the simplicial volume with respect to certain gluings and introduce
some machinery useful in the proof of superadditivity. In particular, in Sections 3.1, 3.2 and 3.3 we
reintroduce Gromov’s machinery of multicomplexes and adapt it to our situation, while in Section
3.5 we introduce piecewise barycentric subdivision. In Section 4 we prove Theorem 1.5 for gluings
along aspherical boundary components. Finally, in Section 5 we introduce ’higher dimensional cell
trick’ which allows to generalize a little bit the result from the previous section and finish the proof
of Theorem 1.5.
2 Preliminaries
2.1 Notation
Throughout this paper we will often modify geometrically singular chains and simplices, therefore
we need to clarify notation and recall some basic facts. In the following section, X is a topological
space.
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For k ∈ N, we treat a simplex ∆k as a metric subspace of Rk+1 defined as
∆k = {(x0, ..., xk) ∈ Rk+ :
k∑
i=0
xi = 1}.
For i = 0, ..., k we denote also by δi : ∆k−1 → ∆k the standard embeddings onto i-th face of ∆k:
δi(x0, ..., xk−1) = (x0, ..., xi−1, 0, xi, ..., xk−1).
Note that there is a natural action of the symmetric group Σk+1 on ∆k by permuting the coordi-
nates. This action induces an action of Σk+1 on the set of singular simplices C(∆k, X) by
(pi · σ)(x) = σ(pi · x)
where pi ∈ Σk+1, σ ∈ C(∆k, X) and x ∈ ∆k.
Let σ ∈ C(∆k, X) be a singular simplex. σ is therefore formally a map. However, in many
cases we will be interested rather in the image of σ than in the map itself. Therefore we will use
σ to denote both the map and its image, (e.g. for Y ⊂ X we will denote by σ ⊂ Y the fact that
im(σ) ⊂ Y ). It should be clear from the context which of these two meanings we use. The same
applies to vertices, edges and higher-dimensional faces of σ, which are formally maps, but we will
use their symbols also to denote their images in X.
Let c =
∑
i aiσi ∈ C lf,Lipk (X) be a locally finite singular chain. It can be considered as a map
C(∆k, X) → R, hence we will sometimes use the corresponding notation, e.g. c(σ) to denote a
coefficient of σ in a chain c or supp(c) as the set of simplices with non-zero coefficients in c. In
particular,
c =
∑
σ∈C(∆k,X)
c(σ) · σ =
∑
σ∈supp(c)
c(σ) · σ.
By the l-skeleton of c we will understand all l-faces of all simplices σ ∈ supp(c). We will denote
it by c(l). In particular, c(k) = supp(c).
We will denote by |c|1 the `1-norm of a chain c and by ‖[c]‖1 the `1-semi-norm of its homology
class (if c is a cycle). Moreover, let S ⊂ C(∆k, X) be some subset of singular k-simplices We will
denote by |c|S1 the `1-norm of c counted on the simplices from S, i.e.
|c|S1 :=
∑
σ∈S
|c(σ)|.
We will be particularly interested in three types of such subsets S. For Y ⊂ X, we define
• n(Y ) := C(∆k, X) \ C(∆k, Y ) (the set of simplices not contained in Y );
• e(Y ) := {σ ∈ C(∆k, X) : σ has some edge in Y };
• ne(Y ) := C(∆k, X) \ e(Y ) = {σ ∈ C(∆k, X) : σ has no edges in Y }.
2.2 Chain homotopies
Given a chain c ∈ C lfk (X), we will often try to modify it without increasing its `1-norm. The basic
fact allowing us to perform such operations is the following.
Lemma 2.1. Let N ∈ N and let Hσk : C(∆k, X)× I → C(∆k, X) for σ ∈ C(∆k, X) and k < N be
a system of homotopies such that for every k < N , σ ∈ C(∆k, X), and i = 0, ..., k,
Hσk |∂i∆k×I = H∂iσk−1.
Then for every chain c ∈ Ck(X) for k < N , the chain
c′ =
∑
σ∈C(∆k,X)
c(σ) ·Hσk (·, 1)
is chain homotopic to c and |c′|1 ¬ |c|1.
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The proof is standard and is described e.g. in [6, Proof of Theorem 2.10] or [12, Lemma 2.13].
However, the above lemma cannot be used for locally finite and Lipschitz chains without some
additional assumptions, which are not always satisfied. On the other hand, in most cases a local
modification of a given chain would suffice.
Lemma 2.2. Let N ∈ N and let Hσk : C(∆k, X)× I → C(∆k, X) for k < N and σ ∈ C(∆k, X) be
a system of homotopies such that for every k < N , σ ∈ C(∆k, X), and i = 0, ..., k we have
Hσk |∂i∆k×I = H∂iσk−1.
Then for every compact subset Y ⊂ X and every cycle c ∈ C lfk (X) for k < N , there is a cycle
c′ =
∑
σ∈C(∆k,X) c(σ) · τσ ∈ C lfk (X) homologuous to c such that
1. τσ = σ for almost all σ ∈ supp(c);
2. τσ = Hσk (·, 1) for every σ ∈ supp(c) such that σ ∩ Y 6= ∅;
3. |c′|1 ¬ |c|1.
Proof. Let Y ′ = ∪σ∈supp(c) : σ∩Y 6=∅ im(σ) and let f : X → R be a compactly supported function
such that f |Y ′ ≡ 1. Define
c′ =
∑
σ∈C(∆k,X)
c(σ) · (f ∗Hσk ),
where f ∗Hσk ∈ C(∆k, X) for k < N and σ ∈ C(∆k, X) is defined as
(f ∗Hσk )(x) = Hσk (x, f(x)).
Checking that c′ satisfies all the required properties is straightforward.
The first application of the above lemma is the proposition that allows us to generalize most
the proofs in this paper to the Lipschitz case. However, before we state it, we need some more
terminology.
Definition 2.3. Let c, c′ ∈ C lfk (X) be two chains and let Y ⊂ X. We say that c′ is a finite
modification of c in C lfk (X,Y ) if
(Σk+1 · supp(c))∆(Σk+1 · supp(c′))
is finite, where ∆ is the symmetric difference operator. In other words, c and c′ have almost the
same support relative to Y up to the action of Σk+1. We say also that c′ is a finite approximation
of c if it is finite modification of c and is homologuous to c.
Definition 2.4. We say that X has the Lipschitz simplicial approximation property (LSA) if every
singular simplex σ ∈ C(∆k, X) is homotopic to some Lipschitz singular simplex σ′ ∈ Lip(∆k, X)
and if σ|∂∆k is a Lipschitz map, then we can assume this homotopy is constant on ∂∆k × I.
Proposition 2.5. Assume that X has LSA. Let c ∈ C lf,Lip∗ (X,Y ) be a cycle and let c′ ∈ C lf∗ (X,Y )
be its finite modification (in C lf∗ (X,Y )). Then there exists a finite approximation c
′′ ∈ C lf,Lip∗ (X,Y )
of c′ such that |c′′|1 ¬ |c′|1.
Proof. First, using property LSA we construct a system of homotopies Hσk for σ ∈ C(∆k, X) and
k ∈ N satisfying the assumptions of Lemma 2.1 by induction on k. For k = 0 we choose constant
homotopies, and if Hσl are defined for σ ∈ C(∆l, X) and l = 0, ..., k − 1 then we define Hσk for
σ ∈ C(∆k, X) simply as a homotopy extension of Hσk |∂∆k×I such that Hσk (·, 1) is Lipschitz. Then
we apply Lemma 2.2 to this system, cycle c′ and Y = ∪σ∈(Σk+1·supp(c))∆(Σk+1·supp(c′)) im(σ) and
obtain a cycle c′′ satisfying the required conditions.
Remark 2.6. In the rest of this work, for simplicity we will state and prove the results only
for the locally finite simplicial volume. However, the main statements are proved by constructing
a suitable cycle being a finite modification/approximation of the Lipschitz one. It is also easy
to observe that every Riemannian manifold has LSA by Whitney approximation theorem [10,
Theorem 6.19]. Therefore the actual proof of 1.5 for the Lipschitz simplicial volume follows easily
from the above proposition and the remaining part of this paper.
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3 Amenability and subadditivity of the `1-norm
This section is devoted to the proof of the subadditivity of the simplicial volume with respect to
certain gluings, i.e. the first part of Theorem 1.5. In fact, we prove a little bit more general fact.
Proposition 3.1. Let (X1, Y1) and (X2, Y2) be two pairs of topological spaces and let Zi ⊂ Yi
for i = 1, 2 be two compact path-connected components such that there is a homeomorphism f :
Z1 → Z2. Assume moreover that im(pi1(Z1) → pi1(X1 ∪f X2)) is amenable. Let k ∈ N and let
c1 ∈ C lfk (X1, Y1) and c2 ∈ C lfk (X2, Y2) be two cycles such that
f∗([(∂c1)|Z1 ]) = −[(∂c2)|Z2 ]
holds in Hk−1(Z2). Then for every ε > 0 there exists a cycle c ∈ C lfk (X1∪fX2, (Y1 \Z1)∪(Y2 \Z2))
such that its restrictions c′1 and c
′
2 to C
lf
k (X1∪fX2, Y1∪X2) and C lfk (X1∪fX2, X1∪Y2) respectively
are finite approximations of c1 and c2 respectively, and
|c|1 ¬ |c1|1 + |c2|1 + ε.
In particular, ‖[c]‖1 ¬ ‖[c1]‖1 + ‖[c2]‖1.
Remark 3.2. In the above proposition we compare c′1 ∈ C lf∗ (X1∪fX2, Y1∪X2) and c′2 ∈ C lf∗ (X1∪f
X2, X1∪Y2) with c1 ∈ C lfk (X1, Y1) and c2 ∈ C lfk (X2, Y2), which may cause some confusion. However,
note that there are obvious embeddings
C lfk (X1, Y1) ↪→ C lf∗ (X1 ∪f X2, Y1 ∪X2)
and
C lfk (X2, Y2) ↪→ C lf∗ (X1 ∪f X2, X1 ∪ Y2)
and the notion of being finite modification/approximation is in this case independent of the space
we are considering, since Z2 is compact.
The above proposition follows easily from the following fact.
Proposition 3.3. Let (X,Y ) be a pair of topological spaces and let Z ⊂ X be a path-connected,
relatively compact set such that im(pi1(Z) → pi1(X)) is amenable. Let c ∈ C lfk (X,Y ) be a locally
finite cycle. For every ε > 0 there exists a finite approximation c′ of c such that
|c′|1 ¬ |c|ne(Z)1 + ε.
In particular,
‖[c]‖1 ¬ |c|ne(Z)1 .
Proof of Proposition 3.1. Let ε > 0. By assumption, there exists a chain d ∈ Ck(Z2) such that
∂d = f∗((∂c1)|Z1) + (∂c2)|Z2 .
Consider the chain c3 := c1 + c2 − d. We compute that it is a cycle in C lf∗ (X1 ∪f X2, Y1 ∪ Y2).
∂c3 = ∂c1 + ∂c2 − (∂c1)|Z1 − (∂c2)|Z2 = (∂c1)|Y1\Z1 − (∂c2)|Y2\Z2 ∈ C lf∗ (Y1 ∪ Y2).
Moreover, it is obvious that its restrictions to C lf∗ (X1 ∪f X2, Y1 ∪X2) and C lf∗ (X1 ∪f X2, X1 ∪ Y2)
are finite approximations of c1 and c2 respectively. Now it suffices to apply Proposition 3.3 to c3,
ε and Z2 ⊂ X1 ∪f X2 to obtain a cycle c satisfying the required conditions.
The proof of Proposition 3.3 can be divided into two steps, which are represented by the
following lemmas.
Definition 3.4. Let (X,Y ) be a pair of topological spaces, let Z ⊂ X and let σ ∈ C(∆k, X)
for k ∈ N be a singular simplex. We say it is Z-non-degenerated if all the vertices of σ which are
contained in Z are distinct. We say that a singular chain c ∈ C lf∗ (X,Y ) is Z-non-degenerated if
every σ ∈ supp(c) is Z-non-degenerated.
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Lemma 3.5. Let (X,Y ) be a pair of topological spaces and let Z ⊂ X be a path-connected, relatively
compact set such that im(pi1(Z)→ pi1(X)) is amenable. Let c ∈ C lfk (X,Y ) be a Z-non-degenerated
cycle. Then for every ε > 0 there exists a finite approximation c′ of c such that
|c′|1 ¬ |c|ne(Z)1 + ε.
In particular,
‖[c]‖1 ¬ |c|ne(Z)1 .
The proof of Lemma 3.5 involves multicomplexes machinery and the diffusion of chains, tech-
niques used by Gromov in [3, Section 4.2]. However, the version proved by Gromov was a little bit
less general than the above one, therefore we need to complete the proof, which we do in Section
3.4 after preparations made in Sections 3.1, 3.2 and 3.3.
The second step of the proof of Proposition 3.3 is the following lemma, which is proved using
local barycentric subdivision, described in Section 3.5.
Lemma 3.6. Let (X,Y ) be a pair of topological spaces, let Z ⊂ X and let c ∈ C lfk (X,Y ) be a
cycle. Then there is a Z-non-degenerated finite approximation c′ of c such that
|c′|ne(Z)1 ¬ |c|ne(Z)1 .
3.1 ∆-sets and multicomplexes
In this section we introduce Gromov’s machinery concerning multicomplexes, ∆-sets and diffusion
of chains. They are described e.g. in [3, 7]. However, in our approach we need to apply these
techniques locally. Moreover, our space X is not always aspherical. We introduce only the notions
and facts that have some use for our purposes. More standard and complete approach can be found
in the references given above.
Definition 3.7. A ∆-set (S∗, V, ∂) with the set of vertices V is the following data
• Family of sets Sv0,...,vk for each k ∈ N and each ordered sequence (v0, ..., vk) ∈ V k+1. The set
Sv0,...,vk is called a set of simplices with vertices v0, ..., vk.
• Family of maps ∂i : Sv0,...,vk → Sv0,...,vˆi,...vk for each Sv0,...,vk and i = 0, ..., k, such that
∂i∂j = ∂j−1∂i
for i < j.
A ∆-set is a multicomplex if Sv0,...,vk = ∅ whenever vi = vj for i 6= j.
For a subset W ⊂ V , we will denote by SW the full sub-∆-set consisting of all simplices with
vertices in W .
As for the simplicial set, we can define a geometric realisation of |S| as
|S| :=
⋃
k∈N
⋃
(v0,...,vk)∈V k
Sv0,...,vk ×∆k/ ∼,
where ∼ is an equivalence relation generated by
(Sv0,...,vk , δ
ix) ∼ (Sv0,...,vˆi,...vk , x)
for x ∈ ∂i∆k. Note that if W ⊂ V , then |SW | is a subset of |SV |. Note also that for any map
f : K → L of ∆-sets there is a canonically defined map |f | : |K| → |L|. On the other hand, we call
a map g : |K| → |L| simplicial if it is a geometric realization of some map K → L.
A very important example of a ∆-complex, which we will have in mind, is the complex of
singular simplices in a topological space X, denoted as S∗(X). The set of vertices of S∗(X) is
obviously X.
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Definition 3.8. Let f : |K| → |L| be a map between two ∆-sets. We say that f is an simplicial
immersion if it is simplicial and injective on the interior of every simplex σ ∈ K.
Definition 3.9. Let S be a ∆-set with the vertex set V and let W ⊂ V . It is W -non-degenerated
if SW is a multicomplex. A W -non-degenerated ∆-set S is
• complete if every |SW |-non-degenerated map f : ∆k → |S| such that f |∂∆k is a simplicial
immersion is homotopic to a simplicial immersion relative to ∂∆k;
• W -locally minimal if every |SW |-non-degenerated singular simplex f : ∆k → |S| with some
vertices in W such that f |∂∆k is a simplicial immersion is homotopic to at most one simplicial
immersion relative to ∂∆k;
Note that every complete W -non-degenerated ∆-set S contains a complete W -locally minimal
W -non-degenerated ∆-set. One can construct it simply by choosing inductively for each k ∈ N and
each σ ∈ Sv0,...,vk one element in its homotopy class relative to its boundary, whenever {v0, ..., vk}∩
W 6= ∅.
For the following two lemmas we will need one more denotation. Let σ ∈ C(∆k, X) be a singular
simplex and let Z ⊂ X. We denote by ΣZσ ⊂ Σk+1 the set of those permutations which permute
only the vertices of σ which are contained in Z.
Lemma 3.10. There exists a ∆-set K∗(X) ⊂ S∗(X) with vertices X such that
1. K∗(X) is Z-locally minimal, complete Z-non-degenerated ∆-set;
2. if σ ∈ K∗(X) is homotopic relative to its boundary to a simplex in Z, then σ ⊂ Z;
3. for every σ ∈ Kk(X) and every s ∈ ΣZσ we have s · σ ∈ Kk(X).
Proof. Let L∗(X) ⊂ S∗(X) be the ∆-set containing all the simplices σ ∈ S∗(X) such that all ver-
tices of σ contained in Z are distinct. Then L∗(X) is W -non-degenerated and complete. Therefore
one can define Kk(X) inductively on k by setting K0(X) = X and choosing exactly one simplex
from every homotopy class (relative to their boundaries) of simplices in Lk(X) such that their
boundaries lies in Kk−1(X). Moreover, we can choose only the simplices satisfying the rest of the
indicated conditions, using the fact that if σ is Z-non-degenerated and s ∈ ΣZk+1 is non-trivial then
s · σ cannot be homotopic relative to its boundary to σ.
Definition 3.11. We say that a locally finite singular chain c is Z-locally K∗(X)-admissible if for
every σ ∈ supp(c) such that σ ∩ Z 6= ∅ we have σ ∈ K∗(X).
Definition 3.12. We say that a chain c ∈ C lfk (X,Y ) for k ∈ N is Z-antisymmetric if for every
σ ∈ supp(c) and s ∈ ΣZσ we have
c(s · σ) = (−1)|s|c(σ).
Lemma 3.13. Let Z ⊂ X be relatively compact and let c ∈ C lf∗ (X,Y ) be a Z-non-degenerated
locally finite singular cycle. Then there is a Z-locally K∗(X)-admissible finite approximation c′ of
c such that |c′|1 ¬ |c|1 and |c′|ne(Z)1 ¬ |c|ne(Z)1 . Moreover, if c is Z-antisymmetric then we can
choose c′ to also be Z-antisymmetric.
Proof. We will construct by induction on k a family of homotopies Hσk : ∆
k × I → ∆k for σ ∈
C(∆k, X) and k ∈ N satisfying the conditions of Lemma 2.2 such that Hσ0 are constant homotopies
and for every k ∈ N and Z-non-degenerated σ ∈ C(∆k, X) we have Hσk (·, 1) ∈ Kk(X). Hσ0 are
defined, assume that Hσk are defined for σ ∈ C(∆k, X) and k ¬ N . Using the completeness of
K∗(X), one can define HσN+1 for Z-non-degenerated σ as homotopy extensions of H
σ
N+1|∂∆N such
that HσN (·, 1) ∈ KN (X) and for other σ as any homotopy extensions of HσN+1|∂∆N . Using this
system of homotopies we apply Lemma 2.2 to c and ∪σ∈supp(c) : σ∩Z 6=∅ im(σ) and obtain a cycle c′
with desired properties. Because we can also assume that in the above procedure simplices in e(Z)
stay in e(Z), we have |c′|ne(Z)1 ¬ |c|ne(Z)1 .
Moreover, we can choose Hσk for Z-non-degenerated σ ∈ C(∆k, X) and k ∈ N such that they
are ΣZσ -equivariant, in the sense that for every s ∈ ΣZσ we have
Hs·σk (x, t) = H
σ
k (s · x, t).
Note that because σ is Z-non-degenerated, s · σ 6= σ, hence the above definition of Hs·σk (x, t) is
correct.
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3.2 Automorphisms of ∆-sets
The main reason why we use ∆-sets and multicomplexes is because their automorphisms can be
easily constructed and behave in a nice way. The following lemmas are simple generalizations of
the corresponding lemmas about multicomplexes from [3].
Lemma 3.14. Let W ⊂ V and W ′ ⊂ V ′. Assume that (S, V, ∂) is W -non-degenerated, complete
and W -locally minimal ∆-set and (S′, V ′, ∂) is W ′-non-degenerated, complete and W ′-locally min-
imal ∆-set. If f : |S| → |S′| is a simplicial homotopy equivalence which is bijective on vertices and
which restriction f |SV \W : SV \W → S′V ′\W ′ is an isomorphism, then it is a bijection.
Proof. We will prove the bijectivity between k-skeletons of S and S′ for k ∈ N inductively on k.
We know that f |S(0) : S(0) → S′(0) is a bijection by assumption, so assume f is a bijection on
k − 1 skeletons. To prove the injectivity of f |S(k) , let σ, τ ∈ S(k) be two k-simplices with some
vertices in W such that f(σ) = f(τ) (if they do not have vertices in W , the thesis is obvious). By
the bijectivity of f |S(k−1) : S(k−1) → S′(k−1) they have the same k − 1-dimensional faces. Because
the sphere f(σ) ∪f(∂σ) f(τ) is homotopically trivial and f is a homotopy equivalence, the sphere
σ ∪∂σ τ is homotopically trivial. Hence σ = τ by W -local minimality of S.
To show the surjectivity of f |S(k) : S(k) → S′(k), let σ′ ∈ S′(k) be a k-simplex. Because
its boundary (as a map ∂∆k → |S′|) is homotopically trivial, f is a homotopy equivalence and
f |S(k−1) : S(k−1) → S′(k−1) is bijective, there exists a simplex σ ∈ S(k) such that ∂(f(σ)) = ∂σ′ as
maps ∂∆k → |S′|. Consider the sphere σ′ ∪∂σ′ f(σ). Because f is a homotopy equivalence and S is
complete, there exists a simplex σ′′ ∈ S(k) with the same boundary as σ such that f(σ′′ ∪∂σ σ) is
homotopic to σ′ ∪∂σ′ f(σ). Therefore f(σ′′) is homotopic to σ′ relative to their common boundary,
hence by the W -local minimality of S′, σ′ = f(σ′′).
Lemma 3.15. Let S be a W -non-degenerated complete ∆-set and let S′ be a subcomplex containing
SV \W ∪W . Then every simplicial map f : |S′| → |S| homotopic to the identity relative to SV \W
such that f |W : W →W is a bijection can be extended to a (not unique in general) simplicial map
f˜ : |S| → |S| homotopic to the identity relative to |SV \W |.
Proof. To prove the first part, assume inductively that f˜ is defined on S(k−1) for some k ∈ N. Let
σ ∈ S(k) be a simplex with some vertices in W and let H : ∂∆k × I → |S| be a homotopy between
the identity on ∂σ and f˜(∂σ). We extend this homotopy to a homotopy H˜ : ∆k × I → |S| such
that H(·, 0) = σ. Let σ′ = H˜(·, 1). The boundary of σ′ is a subcomplex of S by the inductive
hypothesis, hence by completeness there is a simplex σ′′ ∈ S(k) which is homotopic to σ′ relative
to its boundary. We define f˜(σ) = σ′′. The fact that f˜ is homotopic to the identity is clear from
the construction.
Let S be a W -non-degenerated complete W -minimal ∆-set and let ΓW (S) be a group of sim-
plicial automorphisms of S, constant on SV \W and homotopic to the identity relative to SV \W .
Let also ΓWi (S) < Γ
W (S) be a subgroup consisting of the elements fixing S(i).
Lemma 3.16. ΓW1 (S)/Γ
W
k (S) is amenable for every k ∈ N+.
Proof. We will show, following Gromov in [3], that for every i ∈ N+ the group ΓWi (S)/ΓWi+1(S) is
abelian as it embeds in a product of pii+1(|S|). In the rest of the proof, given two maps f, g : Di → X
to a space X such that f |Si−1 = g|Si−1 we will denote by [f, g] the map Si → X defined as f on the
upper hemisphere and g on the lower one and by [[f, g]] an element of pii(X) represented by [f, g].
In particular, [[f, g]]−1 = [[g, f ]] and for any map h : Di → X such that h|Si−1 = f |Si−1 = g|Si−1
we have
[[f, g]] = [[[f, h], [g, h]]],
where we use the same notation for f, g : Si → X, treating them as functions defined on Di and
constant on Si−1. Note that using this notation, if f, g : Si → X then [[f, g]] = [f ] · ([g])−1 in
pii(X).
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Let σ ∈ S(i+1) be a simplex. Consider a map ρσ : ΓWi (S) → pii+1(|S|, xσ), where xσ ∈ ∂0σ,
defined as ρσ(f) := [[f ◦ σ, σ]]. We claim that this is a homomorphism. For f, g ∈ ΓWi (S) we have
ρ(f ◦ g) = [[f ◦ g ◦ σ, σ]]
= [[[f ◦ g ◦ σ, f ◦ σ], [σ, f ◦ σ]]]
= [[[g ◦ σ, σ], [σ, f ◦ σ]]]
= [[g ◦ σ, σ]] · ([[σ, f ◦ σ]])−1
= [[g ◦ σ, σ]] · [[f ◦ σ, σ]] = ρ(g) · ρ(f),
where in the third equation we used the fact that f is homotopic to the identity relative to S(k−1).
Now, consider a homomorphism∏
σ∈S(i+1)
ρσ : ΓWi (S)→
∏
σ∈S(i+1)
pii+1(|S|, xσ).
Its kernel is ΓWi+1(S). Indeed, if [f(σ), σ] is zero in pii+1(|S|, xσ) for σ ∈ S(i+1) and f ∈ ΓWi (S),
then by the local W -minimality of |S| we have σ = f(σ), hence f fixes σ.
3.3 Group Π(X,Z)
In this section we come back to more ’concrete’ setting, so let X be a metric space and Z ⊂ X its
path-connected compact subset.
Let Π(X,Z) be the group consisting of families ([γx])x∈Z of homotopy classes (in X) of paths
in Z such that
1. γx(0) = x for all x ∈ Z;
2. γx is constant for all but finitely many x ∈ Z;
3. the map x 7→ γx(1) is a bijection of Z.
The group structure is given by concatenation of paths, namely
((γx)x∈Z · (γ′x)x∈Z)x0 = γx0 ∗ γ′γx0 (1).
There is a right action of Π(X,Z) on the 1-skeleton of K∗(X) such that for an edge e ∈ K1(X)
the edge e · (γx)x∈Y is a unique edge in K1(X) which is homotopic relative to its endpoints to
γ−1e(0) ∗ e ∗ γe(1). Because Π(X,Z) acts by automorphisms fixing edges with endpoints in X \ Z, by
Lemmas 3.14 and 3.15 every element of Π(X,Z) can be extended to an element of ΓZ(K∗(X)).
In the following lemma, for a simplex σ ∈ K∗(X) we denote by ΥZσ < ΣZσ the group generated
by all transpositions of vertices that are joined by an edge in Z.
Lemma 3.17. Let Γ(X,Z) < ΓZ(K∗(X)) be the subgroup of all possible extensions of elements of
Π(X,Z) and let Γk(X,Z) = Γ(X,Z)/ΓZk (K∗(X)) for k ∈ N+. Then
1. Γk(X,Z) preserves K∗(X) ∩ e(Z) and K∗(X) ∩ ne(Z);
2. for every l = 0, ..., k and σ ∈ Kl(X) with some vertex in Z, Γk(X,Z) acts transitively on
ΥZσ · σ;
3. if im(pi1(Z)→ pi1(X)) is amenable then Γk(X,Z) is amenable.
Proof.
1. This part is obvious.
2. Let Kσ∗ (X) ⊂ K∗(X) be a sub-∆-set made form (K∗(X))X\Z ∪Z and σ with all its faces and
let s ∈ ΥZσ . Consider a map f : Kσ∗ (X)→ K∗(X) sending σ to s ·σ and being the identity on
(K∗(X))X\Z and Z \ (Z∩σ(0)). It clearly induces a bijection on Z. Moreover, it is homotopic
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to the identity embedding relative to (K∗(X))X\Z . To see this, let Hs : ∆l × I → ∆l be a
geodesic homotopy joining Id∆l with s, i.e.
Hs(x, t) = [x, s · x](t).
Then a homotopy H : Kσ∗ (X)× I → K∗(X) between IdKσ∗ (X) and f is given by
H(x, t) :=
{
x for x ∈ (K∗(X))|X\Z ∪ (Z \ (Z ∩ σ(0)));
σ ◦Hs(x, t) for x ∈ σ.
This homotopy is well defined, because it is constant on the faces of σ that have no vertices in
Z and if some faces of σ are the same, the above homotopy preserves these identifications (we
use here the fact that σ is Z-non-degenerated). By Lemma 3.15 f can be extended to a map
f˜ : K∗(X) → K∗(X) homotopic to the identity and by Lemma 3.14 f˜ is an automorphism.
Finally, it is easy to see that f˜ is an extension of the following element (gs)x∈Z ∈ Π(X,Z):
(gs)x(t) =
{
x for x /∈ σ(0);
ex,s·x(t) for x ∈ σ(0),
where ex,y for x, y ∈ σ(0) is an (oriented) edge joining x and y. The above element is well
defined because σ is Z-non-degenerated.
3. Note that we have an exact sequence
0→ ΓZ1 (K∗(X))/ΓZk (K∗(X))→ Γk(X,Z)→ Π(X,Z)→ 0.
Because ΓZ1 (K∗(X))/Γ
Z
k (K∗(X)) is amenable by Lemma 3.16, it suffices to show that Π(X,Z)
is amenable. However, we have an exact sequence
0 //
⊕
x∈Z(im(pi1(Z)→ pi1(X))) // Π(X,Z) // Σfin(Z) // 0,
where Σfin(Z) is the group of finitely supported permutations of the set Z, hence the
amenability of Π(X,Z) follows from the amenability of
⊕
x∈Z(im(pi1(Z) → pi1(X))) and
Σfin(Z).
Note that Γk(X,Z) acts isometrically on the set of Z-locally K∗(X)-admissible k-chains in the
following way. If g ∈ Γk(X,Z) and c ∈ C lfk (X,Y ) is Z-locally K∗(X)-admissible, then
g · c =
∑
σ∈supp(c)
c(σ) · (g · σ),
where we use the convention that g ·σ = σ if σ /∈ Kk(X). Note that because there are only finitely
many simplices in supp(c) which intersect Z, the chain g · c is a finite modification of c. Moreover,
because the automorphisms in Γk(X,Z) are homotopic to the identity, if c is a cycle then [g ·c] = [c],
hence g · c is a finite approximation of c.
3.4 Proof of Lemma 3.5
We are almost ready to prove Lemma 3.5. We need only two more ingredients. The first one is
the following proposition, proved in [5] for singular chains, but the proof for locally finite chains is
exactly the same.
Proposition 3.18. Let Alt : C lf∗ (X,Y ) → C lf∗ (X,Y ) be an antisymmetrisation operator defined
for c ∈ C lfk (X,Y ) as
Alt(c) =
1
|Σk+1|
∑
σ∈supp(c)
∑
s∈Σk+1
(−1)|s|c(σ)(s · σ).
Then Alt is a chain map chain homotopic to the identity.
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An important consequence of the above proposition is that Alt(c) is a finite approximation
of c. Note also that by definition |Alt(c)|ne(Z)1 ¬ |c|ne(Z)1 . The second ingredient is the following
proposition, proved by Gormov in [3], and a simple corollary. Recall that a probability measure on
a discrete group G is a non-negative element of `1(G) of norm 1.
Proposition 3.19 ([3, Section 4.2]). Let A be a set, let f : A→ R be a finitely supported function
and let G be an amenable group acting transitively on A. Then for every ε > 0 there exists a finitely
supported probability measure µ on G such that
‖µ ∗ f‖1 ¬ ε+ |
∑
a∈A
f(a)|,
where (µ ∗ f)(x) = ∑g∈G µ(g)f(g−1x).
Corollary 3.20. Let f : A → R be a finitely supported function and let G be an amenable group
acting on A and let A1, ..., AN ⊂ X be the orbits of the elements of supp(f). Then for every ε > 0
there exists a finitely supported probability measure µ on G such that
‖µ ∗ f‖1 ¬ ε+
N∑
i=1
|
∑
a∈Ai
f(a)|
Proof. Consider fi = f |Ai ∈ `1(Ai) for i = 1, ..., N . In particular, ‖f‖ =
∑N
i=1 ‖fi‖1. By induction,
choose finitely supported probability measures µk ∈ `1(G) for k = 1, ..., N , such that
‖µk ∗ (µk−1 ∗ ... ∗ µ1 ∗ fk)‖1 ¬ ε
N
+ |
∑
a∈Ak
µk−1 ∗ ...µ1 ∗ fk(a)| = ε
N
+ |
∑
a∈Ak
fk(a)|.
Then for µ = µN ∗ ... ∗ µ1, we have
‖µ ∗ f‖1 = ‖µN ∗ ... ∗ µ1 ∗ f‖1 =
N∑
i=1
‖µN ∗ ...µ1 ∗ fi‖1
¬
N∑
i=1
‖µN‖1 · ...‖µi+1‖1 · ‖µi ∗ ...µ1 ∗ fi‖1
¬
N∑
i=1
(
ε
N
+ |
∑
a∈Ai
fi(a)|) = ε+
N∑
i=1
|
∑
a∈Ai
f(a)|.
Proof of Lemma 3.5. Let ε > 0 and let c ∈ C lfk (X,Y ) be a Z-non-degenerated cycle. By Proposition
3.18 we can assume that c is antisymmetric, in particular it is Z-antisymmetric. We apply Lemma
3.13 and obtain a Z-antisymmetric, Z-locally K∗(X)-admissible finite approximation c′ of c such
that |c′|ne(Z)1 ¬ |c|ne(Z)1 . Consider a function
c′|Kk(X)∩e(Z) : Kk(X) ∩ e(Z)→ R.
It is finitely supported by the compactness of Z. Let µ ∈ `1(Γk(X,Z)) be a probability measure
given by Corollary 3.20 for c′|Kk(X)∩e(Z) and the action of Γk(X,Z) on Kk(X) ∩ e(Z). The cycle
µ ∗ c′ is obviously a finite approximation of c′ (hence c). We claim that
|µ ∗ c′|1 ¬ |c′|ne(Z)1 + ε ¬ |c|ne(Z)1 + ε.
Note that because the action of Γk(X,Z) preserves Kk(X)∩ e(Z) we have |µ ∗ c′|ne(Z)1 ¬ |c′|ne(Z)1 ,
hence it suffices to show that
|µ ∗ c′|e(Z)1 ¬ ε.
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Let A1, ..., AN ⊂ Kk(X) be the orbits of supp(c′)∩e(Z) by the Γk(X,Z)-action. By Corollary 3.20
we have
|µ ∗ c′|e(Z1 ¬ ε+
N∑
i=1
|
∑
σ∈Ai
c′(σ)|.
We will show that for every Ai ⊂ Kk(X) for i = 1, ..., N we have |
∑
σ∈Ai c
′(σ)| = 0. Let σ ∈
supp(c′) ∩ e(Z) and let s ∈ ΥZσ be a non-trivial transposition interchanging some vertices of σ
which are joined by an edge contained in Z. By the second part of Lemma 3.17 there is an element
g ∈ Γk(X,Z) such that g · σ = s · σ. Therefore we have
c′(g · σ) = c′(s · σ) = −c′(σ)
by the Z-antisymmetry of c′. In particular, we can divide all the simplices in supp(c) ∩ Ai into
two groups, which coefficients exactly cancel out. It follows that |∑σ∈Ai c′(σ)| = 0. Because ε was
arbitrary, the lemma follows.
3.5 Local barycentric subdivision
We concentrate now on the proof of Lemma 3.6. In general there is no obvious way to modify a
chain without increasing `1-norm such that its modified simplices have distinct vertices. However,
there is an easy method allowing to do so if we drop the constraint on `1-norm, by using barycentric
subdivision operator S (with some minor modifications). On the other hand, by Lemma 3.5 the
inflation of `1 norm is not a problem for us as long as we add only simplices with some edges in
Z. This can be achieved using a local barycentric subdivision, described further in this section.
Throughout this section we assume that (X,Y ) is a pair of topological spaces and Z ⊂ X is
compact.
Definition 3.21. We say that a simplex σ ∈ C(∆k, X) for k ∈ N is Z-barycentrically non-
degenerated if
• for every face σ′ of σ with vertices in Z, the barycenter of σ′ is distinct from the barycenters
of non-trivial faces of σ′;
• for every face σ′ of σ with vertices in Z, the barycenter of σ′ is also in Z and at least one
edge in S(σ′) joining this barycenter with some vertex of σ′ is contained in Z;
• for every edge e ∈ σ(1) ∪ (Sσ)(1) with endpoints in Z, if e is homotopic (relative to its
endpoints) to an interval in Z then e is contained in Z.
We say that a chain c ∈ C lf∗ (X,Y ) is Z-barycentrically non-degenerated if every σ ∈ supp(c) is
Z-barycentrically non-degenerated.
Note that by Lemma 2.2 we can assume that a given chain c ∈ C lf∗ (X,Y ) is Z-barycentrically
non-degenerated.
Proposition 3.22. There exists a chain operator SZ : C lf∗ (X,Y )→ SZ : C lf∗ (X,Y ) such that
1. SZ is chain homotopic to the identity;
2. SZ = Id when restricted to chains consisting of simplices without vertices in Z;
3. SZ = S when restricted to chains consisting of simplices with all vertices in Z;
4. for any Z-barycentrically non-degenerated chain c ∈ C lf∗ (X) one has |SZ(c)|ne(Z)1 ¬ |c|ne(Z)1
We call the above operator a local barycentric subdivision operator.
In particular, it follows from the compactness of Z that for every cycle c ∈ C lf∗ (X,Y ) the cycle
SZ(c) is a finite approximation of c.
Having the above proposition, we are ready to prove Lemma 3.6.
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Proof of Lemma 3.6. Given a cycle c ∈ C lf∗ , we can assume it is Z-barycentrically non-degenerated.
Then the cycle SZ(c) is Z-non-degenerated and by Proposition 3.22 it is a finite approximation of
c such that |SZ(c)|ne(Z)1 ¬ |c|ne(Z)1 .
The rest of this section is devoted to the proof of Proposition 3.22. To prove that the local
barycentric subdivision is homotopic to the identity for finite chains it would suffice to use acyclic
model theorems. However, for locally finite chains we will need the following lemma.
Lemma 3.23. For a pair of topological spaces (X,Z) let T (X,Z)∗ : C∗(X) → C∗(X) be a chain
operator such that T (X,Z)0 = Id0 and T
(X,Z)
∗ is functorial in the sense that for any continuous map
f : X → X ′ we have T (X′,f(Z))f∗ = f∗T (X,Z). Then T (X,Z) is chain homotopic to the identity.
Moreover, the same is true for the simplex-wise extension of T (X,Z) to locally finite chains.
Proof. By induction on k ∈ N we will construct a functorial chain homotopy joining T (X,Z) and
Id, i.e. an operator P (X,Z)k : Ck(X)→ Ck+1(X) such that
• ∂P (∆n,Z)∗ + P (∆
n,Z)
∗−1 ∂ = T
(∆n,Z)
∗ − Id∗ for Z ⊂ ∆n;
• if σ ∈ C(∆k, X) and Z ⊂ X then
P
(X,Z)
k (σ) = σ∗P
(∆k,σ−1(Z))
k (∆
k).
For k = 0 we can put P (X,Z)0 = 0. Assume that the operator P
(X,Z)
k with the above properties is
constructed for k < n. To construct it for k = n it suffices to construct P (∆
n,Z)
n (∆n) for Z ⊂ ∆n.
Indeed, by functoriality we would then have
P (X,Z)n (σ) = σ∗(P
(∆n,σ−1(Z))
n (∆
n))
for arbitrary simplex σ ∈ C(∆n, X). Moreover,
P
(X,Z)
n−1 ∂σ =
n∑
j=0
(−1)jP (X,Z)n−1 ∂jσ
=
n∑
j=0
(−1)j(∂jσ)∗(P (∆n−1,(∂jσ)−1(Z))(∆n−1))
=
n∑
j=0
(−1)j(σ ◦ δj)∗(P (∆n−1,(σ◦δj)−1(Z))(∆n−1))
=
n∑
j=0
(−1)jσ∗(P (∆n,σ−1(Z))(δj∆n−1))
= σ∗(P (∆
n,σ−1(Z))(∂∆n)).
It would follow that
(∂P (X,Z)n + P
(X,Z)
n−1 ∂)(
∑
i
aiσi) =
∑
i
ai(σi)∗(∂P (∆
n,σ−1(Z))
n (∆
n) + P (∆
n,σ−1(Z))
n−1 (∂∆
n))
=
∑
i
ai(σi)∗(T (∆
n,σ−1(Z))
n (∆
n)−∆n)
= (T (X,Z)n − Idn)(
∑
i
aiσi).
We come back to the definition of P (∆
n,Z)
n (∆n). For n ∈ N denote by cn : C∗(∆n)→ C∗+1(∆n)
an operator that cones the singular simplices with the barycenter bn of ∆n, i.e. for σ ∈ C(∆k,∆n)
we have
cn(σ)(t0, ..., tk+1) = t0 · bn + (1− t0) · σ( t11− t0 , ...,
tk+1
1− t0 ).
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Note that we have an equality
∂cn(σ) = σ − cn(∂σ).
We define
P (∆
n,Z)
n (∆
n) := cn(T (∆
n,Z)
n (∆
n)−∆n − P (∆n,Z)n−1 (∂∆n))
and we check that
(∂P (∆
n,Z)
n + P
(∆n,Z)
n−1 ∂)(∆
n) = T (∆
n,Z)
n (∆
n)−∆n − cn(∂T (∆n,Z)n (∆n)) + cn(∂∆n) + cn(∂P (∆
n,Z)
n−1 (∂∆
n))
= T (∆
n,Z)
n (∆
n)−∆n − cn(T (∆
n,Z)
n−1 (∂∆
n)) + cn(∂∆n)
+cn(T
(∆n,Z)
n−1 (∂∆
n)− ∂∆n − P (∆n,Z)n−2 (∂∂∆n))
= T (∆
n,Z)
n (∆
n)−∆n,
where in the second equality we used the fact that T (∆
n,Z)
∗ is a chain operator and the inductive
hypothesis that
∂P
(∆n,Z)
k = T
(∆n,Z)
k − Idk − P (∆
n,Z)
k−1 ∂
for k < n.
Finally, we observe that because of the functorial nature of T (X,Z)∗ , for every k ∈ N and every
simplex σ ∈ C(∆k, X), all the simplices in supp(T (X,Z)k (σ)) and supp(P (X,Z)k (σ)) are contained in
σ, hence the simplex-wise extension of T (X,Y )∗ to locally finite chains is well defined and homotopic
to the identity.
Another ingredient of the proof of Proposition 3.22 is the following lemma, which will help us
to bound the norm |SZ(c)|ne(Z)1 .
Lemma 3.24. Let σ ∈ C(∆k, X) be a Z-non-degenerated simplex with all vertices in Z. Then
1. if σ ∈ ne(Z) then there exists exactly one simplex σ′ ∈ supp(Sσ) with no edges in Z;
2. if σ ∈ e(Z) then supp(Sσ) ⊂ e(Z).
Proof.
1. Assume σ ∈ ne(Z). Colour the vertices of S∆k such that two vertices have the same colour
if and only if they are connected by a path in (S∆k)(1) which is mapped by σ to Z. By the
second condition of Z-barycentrically non-degenerateness every vertex v ∈ (S∆k)(0) has the
same colour as some vertex of the minimal face of ∆k containing v. Moreover, from the third
condition it follows that if two vertices v, w of S∆k have the same colour, the interval in ∆k
joining them is mapped by σ to Z.
We will show by induction that there exists exactly one simplex ∆′ ∈ suppS(∆k) with vertices
with distinct colours, which will end the proof. It is clear for k = 1, so let k > 1. Assume
by induction hypothesis that for every face ∆′ of ∆k of codimension one there exists exactly
one simplex ∆′′ ∈ supp(S∆′) with distinctly coloured vertices. Moreover, these colours are
the same as the colours of the vertices of ∆′. Note that every ∆¯ ∈ suppS∆k is a cone
with the barycenter of ∆k as a vertex and a simplex ∆¯′ ∈ suppS∂∆k as a base. It follows
that anyhow we colour the barycenter, there will be only one simplex in suppS∆k that has
distinctly coloured vertices.
2. Assume now that σ ∈ e(Z). Repeat the argument above, but start with vertices of ∆k
coloured in the same colour whenever the corresponding edge of σ joining them is contained
in Z. Then, by the assumption, there are at most k available colours, and all simplices in
suppS∆k have k + 1 vertices, hence the lemma follows also in this case.
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Proof of Proposition 3.22. In this proof we denote by F (∆k) the set of faces of ∆k and by v0, ..., vk
the vertices of ∆k.
Let σ ∈ C(∆k, X) be a singular simplex and let Vσ ⊂ {v0, ..., vk} be the vertices of ∆k which
are mapped by σ to Z. We define SZ : C(∆k, X) → C∗(X) to be the identity for k = 0 and for
k > 0
SZ(σ) :=
{
σ∗(b∆
k
σ−1(Z)Sσ−1(Z)∂σ−1(Z)(∆
k)) if Vσ 6= ∅;
σ if Vσ = ∅,
where for W ⊂ ∆k and ∆′ ∈ F (∆k)
• ∂W : C(∆∗,∆k)→ C∗−1(∆k) is defined to be
∂W τ =
∑
i : τ(vi)∈W
(−1)i∂iτ
for τ ∈ C(∆∗,∆k);
• b∆′W : C(∆∗,∆k)→ C∗+1(∆k) is defined to be
b∆
′
W (τ)(t0, ..., tl+1) = t0 · b∆
′
(W ) + (1− t) · τ( t1
1− t0 , ...,
tl+1
1− t0 )
for τ ∈ C(∆l,∆k) and (t0, ..., tl+1) ∈ ∆l+1, where b∆′(W ) is the barycenter of the maximal
face in F (∆′) with vertices in W (i.e. the face spanned by (∆′)(0) ∩W ). Note that
∂b∆
′
W (τ) = τ − b∆
′
W ∂τ.
Moreover, if ∆′′ ∈ F (∆′) and (∆′)(0) ∩W ⊂ ∆′′, then b∆′W = b∆
′′
W .
See Figure 1. It is also good to compare this definition with a definition of the standard barycentric
subdivision [6].
Figure 1: Locally barycentricaly subdivided simplices.
Now we need to check all the properties in the thesis of the proposition for SZ . First of all, we
need to check that SZ is a chain operator, but before doing that, let us prove two technical claims.
Let k ∈ N, W ⊂ ∆k and τ ∈ C(∆∗,∆k).
Claim 1 : ∂W∂W = 0.
∂W∂W (τ) =
∑
i : τ(vi)∈W
(−1)i∂W∂iτ
=
∑
{i: τ(vi)∈W}
∑
{j<i: τ(vj)∈W}
(−1)i+j∂j∂iτ +
∑
{i: τ(vi)∈W}
∑
{j>i: τ(vj)∈W}
(−1)i+j−1∂j−1∂iτ
=
∑
{i>j: {τ(vi),τ(vj)}⊂W}
(−1)i+j∂j∂iτ +
∑
{i<j: {τ(vi),τ(vj)}⊂W}
(−1)i+j−1∂i∂jτ
=
∑
{i>j: {τ(vi),τ(vj)}⊂W}
(−1)i+j∂j∂iτ + (−1)i+j−1∂j∂iτ
= 0.
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Claim 2 : ∂∂W = −∂W∂.
∂∂W (τ) = = (∂ − ∂W + ∂W )∂W (τ)
= (∂ − ∂W )∂W (τ)
=
∑
i : τ(vi)∈W
(−1)i(∂ − ∂W )∂iτ
=
∑
{i: τ(vi)∈W}
∑
{j<i: τ(vj)/∈W}
(−1)i+j∂j∂iτ +
∑
{i: τ(vi)∈W}
∑
{j>i: τ(vj)/∈W}
(−1)i+j−1∂j−1∂iτ
=
∑
{i>j: τ(vi)∈W, τ(vj)/∈W}
(−1)i+j∂j∂iτ +
∑
{i<j: τ(vi)∈W, τ(vj)/∈W}
(−1)i+j−1∂j−1∂iτ
=
∑
{i>j: τ(vi)∈W, τ(vj)/∈W}
(−1)i+j∂i−1∂jτ +
∑
{i<j: τ(vi)∈W, τ(vj)/∈W}
(−1)i+j−1∂i∂jτ
= −
∑
j : τ(vj)/∈W
(−1)j(∂W )∂jτ
= −∂W (∂ − ∂W )(τ)
= −∂W∂(τ).
Having the above claims proved, we are ready to prove that SZ is a chain map. If σ has no
vertices in Z, then SZ(σ) = σ, in particular ∂SZ(σ) = SZ(∂σ). Otherwise, we have by induction
on dimσ
∂SZ(σ) = σ∗∂(b∆
k
σ−1(Z)Sσ−1(Z)∂σ−1(Z)(∆
k))
= σ∗(Sσ−1(Z)∂σ−1(Z) − b∆
k
σ−1(Z)∂Sσ−1(Z)∂σ−1(Z))(∆
k)
= σ∗(Sσ−1(Z)∂σ−1(Z) − b∆
k
σ−1(Z)Sσ−1(Z)∂∂σ−1(Z))(∆
k)
= σ∗(Sσ−1(Z)∂σ−1(Z) + b∆
k
σ−1(Z)Sσ−1(Z)∂σ−1(Z)∂)(∆
k)
= σ∗(Sσ−1(Z)∂σ−1(Z) + b∆
k
σ−1(Z)Sσ−1(Z)∂σ−1(Z)(∂ − ∂σ−1(Z)))(∆k)
= σ∗(Sσ−1(Z)∂σ−1(Z))(∆k) +
∑
{i : vi /∈σ−1(Z)}
(−1)iσ∗(b∆kσ−1(Z)Sσ−1(Z)∂σ−1(Z))(∂i∆k)
= σ∗(Sσ−1(Z)∂σ−1(Z))(∆k) +
∑
{i : vi /∈σ−1(Z)}
(−1)iσ∗(b∂i∆
k
σ−1(Z)Sσ−1(Z)∂σ−1(Z))(∂i∆
k)
= σ∗(Sσ−1(Z)∂σ−1(Z))(∆k) +
∑
{i : vi /∈σ−1(Z)}
(−1)iσ∗(Sσ−1(Z)(∂i∆k))
= σ∗(Sσ−1(Z)∂σ−1(Z))(∆k) + σ∗(Sσ−1(Z)(∂ − ∂σ−1(Z))(∆k))
= σ∗(Sσ−1(Z)∂)(∆k)
= SZ∂(σ).
Knowing that SZ is a chain operator, we can now prove that it has the desired properties.
1. It follows easily from Lemma 3.23.
2. It is obvious from the definition of SZ .
3. It is easy to prove by induction that if σ(0) ⊂ Z then SZσ = σ∗(b∆k∆kS∂)(∆k) = Sσ (compare
with the definition of barycentric subdivision from e.g. [6]).
4. Let W ⊂ ∆k be such that ∆k is W -barycentrically non-degenerated. For τ ∈ C(∆∗,∆k) we
denote by τW the maximal face of τ with the vertices in W . The key observation is that if
∆kW 6= ∅ then there is a bijection
supp(SW (∆k)) → supp(S(∆kW )),
τ 7→ τW .
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It can be proved by induction on k. For k = 0 the observation is obvious, so assume k > 0.
Note that the elements of supp(∂W∆k) correspond to codimension-1 faces of ∆kW by the
bijection ∆′′ 7→ ∆′′ ∩ ∆kW = ∆′′W . Using the induction hypothesis it follows that there is a
bijection
supp(SW∂W (∆k)) → supp(S∂∆kW );
∆′′ 7→ ∆′′ ∩∆kW .
Because b∆
k
W is an operator of taking cone with a vertex in W , we have a bijection
supp(SW (∆k)) = supp(b∆
k
W SW∂W (∆
k)) → supp(b∆kW S∂(∆kW )) = supp(S(∆kW ))
τ = b∆
k
W τ
′ 7→ b∆kW (τ ′W ) = (b∆
k
W τ
′)W = τW .
This finishes the proof of the observation.
By the above observation, we conclude that for σ ∈ supp(c) such that σZ 6= ∅ the simplices
in supp(SZ(σ)) are constructed from the simplices in supp(S(σZ)) by taking cones multiple
times, hence by Lemma 3.24 supp(SZ(σ)) ⊂ e(Z) if σ ∈ e(Z) and there is exactly one simplex
in supp(SZ(σ)) ∩ ne(Z) if σ ∈ ne(Z). It is also obvious that SZ = Id for simplices with no
vertices in Z, hence
|SZ(c)|ne(Z)1 ¬ |c|ne(Z)1 .
4 Superadditivity of the locally finite simplicial volume I
Having proved the subadditivity part of Theorem 1.5, we turn our attention to superadditivity part.
Our goal in this section is to prove the following proposition, which implies the superadditivity
part of Theorem 1.5 under the assumption of asphericity of a boundary piece that we use to glue
manifolds.
Proposition 4.1. Let (X1, Y1) and (X2, Y2) be two pairs of CW -complexes and let Zi ⊂ Yi for
i = 1, 2 be two compact path-connected aspherical components such that there is a homeomorphism
f : Z1 → Z2. Assume moreover that pi1(Z1) is amenable and injects both into pi1(X1) and pi1(X2).
Let k ­ 2 and let c ∈ C lfk (X1 ∪f X2, (Y1 \ Z1) ∪ (Y2 \ Z2)) be a cycle. Then for every ε > 0 there
exist cycles c1 ∈ C lfk (X1, Y1) and c2 ∈ C lfk (X2, Y2) which are finite approximations of restrictions
of c to C lfk (X1 ∪f X2, Y1 ∪X2) and C lfk (X1 ∪f X2, X1 ∪ Y2) respectively, such that
|c1|ne(Z)1 + |c2|ne(Z)1 ¬ |c|1 + ε.
In particular, ‖[c1]‖1 + ‖[c2]‖1 ¬ ‖[c]‖1 by Proposition 3.3.
For the rest of this section, we will write for short X := X1 ∪f X2, Y := Y1 ∪f Y2 and
Z := Z1 ∼= Z2. The strategy is to construct ’projections’ ρεi : C lf∗ (X,Y ) → C lf∗ (Xi, Yi) for i = 1, 2
and arbitrary ε such that for every c ∈ C lfk (X,Y )
|ρε1(c)|ne(Z)1 + |ρε2(c)|ne(Z)1 ¬ |c|1 + ε.
Together with Lemma 3.3 it would yield Proposition 4.1.
Before we start the construction, we will need the following simple technical lemma, which
follows easily from Lemma 2.2.
Lemma 4.2. Let c ∈ C lfk (X,Y ) be a cycle. Then there is a finite approximation c′ of c such that
|c′|1 ¬ |c|1 and every σ ∈ supp(c′) has the following properties:
1. for every edge e of σ and its lift e˜ to the universal covering pi : X˜ → X the number of
connected components of e˜∩pi−1(X \Z) is minimal in the set of paths homotopic to e˜ relative
to its endpoints;
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2. there exists N (depending on σ) such that S(N)(σ) ∈ C lf∗ (X1, Y1)⊕ C lf∗ (X2, Y2).
We say that such a simplex σ (resp. a cycle c′) is Z-compatible.
Note that by the compactness of Z and local finiteness of a Z-compatible cycle c there is a
number K ∈ N such that S(K)(c) ∈ C lf∗ (X1, Y1)⊕ C lf∗ (X2, Y2).
The main lemma which we will prove in this section is the following. Recall that by n(Y ) ⊂
C(∆∗, X) we denote the set of singular simplices not contained in Y .
Lemma 4.3. Let c ∈ C lf∗ (X,Y ) be a Z-compatible cycle for ∗ ­ 2 which is an image of a cycle
from C lf∗ (X,Y \Z) and let K ∈ N be a number such that S(K)(c) ∈ C lf∗ (X1, Y1)⊕C lf∗ (X2, Y2). For
every ε > 0 there exists a finite modification c′ ∈ C lf∗ (X1, Y1)⊕ C lf∗ (X2, Y2) of c such that
• S(K)(c′) = S(K)(c) in C lf∗ (X1, Y1)⊕ C lf∗ (X2, Y2);
• |c′|ne(Y )1 ¬ |c|ne(Y )1 ;
• supp((∂c)|n(Y )) is finite and |(∂c)|n(Y )|1 ¬ ε;
Proof of Proposition 4.1. By Lemma 4.2 we can assume c is Z-compatible. Let ε′ > 0 and let c′ be
a chain given by Lemma 4.3 for constant K and ε. Let also T be a chain homotopy between S(K)
and Id. We claim that the chain
c′′ := c′ + T ((∂c′)|n(Y ))
which lies in C lf∗ (X1, Y1)⊕C lf∗ (X2, Y2), is a finite approximation of c. Because adding to c′′ a term
from C lf∗ (Y1)⊕C lf∗ (Y2) will not affect neither the fact that it is a cycle nor that it is homologuous
to c, we will check these properties for c′′′ = c′ + T∂c′.
∂c′′′ = ∂c′ + ∂T∂c′ = ∂c′ + S(K)∂c′ − ∂c′ − T∂∂c′ = ∂S(K)c′ = ∂S(K)c
The last term is in C lf∗ (Y1)⊕ C lf∗ (Y2), hence c′′′ (and c′′) is a cycle. We used the fact that S(K) is
a chain operator and the properties of c′.
Now we check that c′′′ is homologous to c:
[c′′′] = [S(K)(c′′′)] = [S(K)c′+S(K)T∂c′] = [S(K)c′+S(2K)c′−S(K)c′−S(K)∂Tc′] = [S(2K)c′] = [S(2K)c] = [c].
Finally, let us estimate the norm of c′′.
|c′′|ne(Z)1 ¬ |c′|ne(Z)1 + |T∂(c′|n(Y ))|1 ¬ |c|1 + ε′‖T‖.
Because ε′ is arbitrary and ‖T‖ depends only on c, we can set ε′ = ε‖T‖ and obtain
|c′′|ne(Z)1 ¬ |c|1 + ε.
The components of c′′ provide desired cycles.
Now we turn to the proof of Lemma 4.3, but first let us make a few remarks about the structure
of X˜, the universal covering of X. Because the fundamental groups pi1(Xi) for i = 1, 2 and pi1(Z)
inject into pi1(X), X˜ is built from the copies of universal coverings of Xi for i = 1, 2 glued along
copies of universal coverings of Z. Let Xˆi for i = 1, 2 be distinguished copies of X˜i inside X˜, which
intersect along a copy of Z˜, which we denote by Zˆ. For i = 1, 2 we define also
Xi = {γXˆi : γ ∈ pi1(X)}.
Because Zˆ is contractible, there exists a retraction r : X˜ → Zˆ. It can be constructed simply by
sending X˜ to a point and then by extending a homotopy between a constant map and the identity
on Zˆ to X˜. Moreover, the group pi1(Z) acts on the set of such retractions by
(g · r)(x) = g · r(g−1 · x),
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where x ∈ X˜, g ∈ pi1(Z) and r : X˜ → Zˆ is a retraction. We check that it is indeed an action.
(g · (h · r))(x) = g · (h · r)(g−1 · x) = gh · r(h−1g−1 · x) = ((gh) · r)(x).
Having chosen one particular retraction rZˆ , we define retractions X˜ → Xˆi for i = 1, 2 as follows.
Choose some representatives of cosets of pi1(Xi)/pi1(Z) and denote them by (hij)j∈pi1(Xi)/pi1(Z). Let
X¯i be the connected component of X˜ \Zˆ that does not contain Xˆi. Then the connected components
of X˜ \ Xˆi are exactly hijX¯i for j ∈ pi1(Xi)/pi1(Z) (see figure 2). Define
r
(hij)j∈pi1(Xi)/pi1(Z)
Xˆi
(x) =
{
x if x ∈ Xˆi;
hij · rZˆ((hij)−1x) if x ∈ hijX¯i.
We will denote by Ri the set of such retractions, i.e.
Ri := {r(h
i
j)j∈pi1(Xi)/pi1(Z)
Xˆi
: (hij)j∈pi1(Xi)/pi1(Z) are representatives of cosets of pi1(Xi)/pi1(Z)}
Note that
∏
j∈pi1(Xi)/pi1(Z) pi1(Z) acts transitively on Ri by
(gj)j∈pi1(Xi)/pi1(Z) · r
(hij)j∈pi1(Xi)/pi1(Z)
Xˆi
= r
(hij(gj)
−1)j∈pi1(Xi)/pi1(Z)
Xˆi
.
Figure 2: Sketch picture of X˜. Circles correspond to the copies of X˜1, squares to the copies of X˜2
and intervals joining them to the copies of Z˜. Gray region represents X¯1, while white one-X¯2.
Let (Hij)j∈pi1(Xi)\pi1(X) be some set of representatives for pi1(Xi) \ pi1(X) (we will not change it
during our considerations). In particular, copies of X˜i in X˜ are exactly (Hij)
−1Xˆi. Define
R : R1 ×R2 × C∗(X˜)→ C∗(X˜, pi−1(Z))
simplex-wise as
R(r1, r2, σ) =
2∑
i=1
∑
j∈pi1(Xi)\pi1(X)
ri ◦Hij ◦ σ
Note that because the image of the above map is in C∗(X˜, pi−1(Z)), the sum on the right-hand
side can be treated as finite because ri ◦Hij ◦ σ ⊂ pi−1(Z) for almost all j ∈ pi1(Xi) \ pi1(X). It is
also clear that it is a chain map (for finite chains!).
Lemma 4.4. For any ri ∈ Ri for i = 1, 2, if σ is pi−1(Z)-compatible and of dimension k ­ 2, at
most one summand in R(r1, r2, σ) has no edges in pi−1(Z).
Proof. Consider a simplicial tree T with vertices indexed by copies of X˜i for i = 1, 2 such that two
vertices are joined by an edge if the corresponding copies of X˜1 and X˜2 are intersecting in X˜ along
some copy of Z˜. Then for a simplex σ ∈ C(∆k, X˜) there is a corresponding simplex σ′ ∈ C(∆k, T )
with geodesic edges (by pi−1(Z)-compatibility). Note that if an edge of σ is mapped by ri ◦Hij to
21
an edge not contained in pi−1(Z) then the corresponding edge in σ′ contains the vertex (Hij)
−1Xˆi.
In other words, ri ◦Hij ◦σ has no edges in pi−1(Z) if all edges of σ′ contain (Hij)−1Xˆi. On the other
hand, by Lemma 4.5 there exists at most one vertex of T which is contained in all the edges of
σ′. It follows that there can be only one summand in R(r1, r2, σ) which has no edges in pi−1(Z),
q.e.d.
Lemma 4.5. Let T be a simplicial tree and let σ ∈ C(∆k, T ) be a simplex with geodesic edges. If
k ­ 2 there is at most one vertex in T which is contained in all edges of σ.
Proof. Assume that there are two such vertices, v1 and v2. Because k ­ 2, σ has at least 3 edges.
Let e1 = [v′1, v
′
2] and e2 = [v
′′
1 , v
′′
2 ] be two edges of σ. Without loss of generality we assume that
dT (v′1, v
′
2) = dT (v
′
1, v1) + dT (v1, v2) + dT (v2, v
′
2)
and
dT (v′′1 , v
′′
2 ) = dT (v
′′
1 , v1) + dT (v1, v2) + dT (v2, v
′′
2 ).
Consider an edge e3 = [v′1, v
′′
1 ] (if v
′
1 = v
′′
1 and it is not an edge, then one can choose [v
′
2, v
′′
2 ]). v1
and v2 are contained in e3, hence
dT (v′1, v
′′
1 ) = dT (v
′
1, v2)+dT (v2, v
′′
1 ) = dT (v
′
1, v1)+2dT (v1, v2)+dT (v1, v
′′
1 ) = dT (v
′
1, v
′′
1 )+2dT (v1, v2).
We conclude that dT (v1, v2) = 0, hence v1 = v2.
Proof of Lemma 4.3. Let θ : C(∆k, X) → C(∆k, X˜) be any section of the map induced by the
canonical projection pi : X˜ → X. Take any ri ∈ Ri for i = 1, 2 and consider a chain
D(r1, r2, c) =
∑
σ∈supp(c)
c(σ)pi ◦R(r1, r2, θ(σ)),
which lies in C lf∗ (X1, Y1)⊕C lf∗ (X2, Y2). D(r1, r2, c) is not a cycle in general, because the construction
depends on θ. However, it is a finite modification of c because taking θ and R does nothing to
the simplices that do not intersect Z and Z is compact. By Lemma 4.4, |D(r1, r2, c)|ne(Z)1 ¬ |c|1.
Moreover, if K is a constant such that S(K)(c) ∈ C lf∗ (X1, Y1) ⊕ C lf∗ (X2, Y2) (which is given by
Z-compatibility of c) then
S(K)(D(r1, r2, c)) = D(r1, r2, S(K)(c)) = S(K)(c)
in C lf∗ (X1, Y1) ⊕ C lf∗ (X2, Y2). Note also that every element of ∂D(r1, r2, c)|n(Y ) has non-empty
intersection with Z, hence ∂D(r1, r2, c)|n(Y ) has finite support. In particular, D(r1, r2, c) satisfies
almost all of the requirements postulated by Lemma 4.3 except that the norm of ∂D(r1, r2, c)|n(Y )
may be large. However, we can average D(r1, r2, c) by the action of
⊕2
i=1
⊕
j∈N pi1(Z) and use
Proposition 3.19 to minimize this norm. To describe it precisely, we need more machinery.
For σ ∈ C(∆k, X) and i = 1, 2 consider the sets
U i(σ) = {(σ˜, r) : σ˜ ∈ C(∆k−1, X˜) is a lift of σ, r ∈ Ri, σ˜ ∩ (Xˆi \ pi−1(Z)) 6= ∅}/ ∼
where (τ, r) ∼ (τ ′, r′) if there exists g ∈ pi1(Xi) such that τ = g · τ ′ and r|X˜iτ = g · r
′ ·g−1|
X˜iτ
, where
X˜iτ is a union of components of X˜ \ Xˆi with non-empty intersection with τ (see Figure 3):
X˜iτ :=
⋃
hi∈pi1(Xi)/pi1(Z): hiX¯i∩τ 6=∅
hiX¯i.
Note that the sum on the right hand side of the above definition is finite. In particular, for every
element [τ, r] ∈ U i(σ) the simplex pi ◦ r(τ) ∈ C(∆k, X) is well defined. We have also an action of∏
j∈pi1(Xi)/pi1(Z) pi1(Z) on U i(σ) defined as A · [τ, r] = [τ,A · r]. Now consider the sets
S := {∂lσ : σ ∈ supp(c), ∂lσ ∩ Z 6= ∅, l = 0, ..., k}
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Figure 3: The visible simplex is τ , grey region corresponds to X˜1τ .
and
U :=
2⋃
i=1
⋃
σ∈S
U i(σ).
Consider also the following function f : U → R. For σ ∈ supp(c), l ∈ {0, .., k} such that ∂lσ∩Z 6= ∅
and Hij such that H
i
j · ∂lθ(σ) ∩ Xˆi 6= ∅ define
fσ([Hij∂lθ(σ), ri]) = (−1)lc(σ)
and fσ([τ, r]) = 0 for all other [τ, r] ∈ U . Finally, define
f =
∑
σ∈supp(c)
fσ.
Note that f is finitely supported. Indeed, the above sum is finite because fσ can be non-zero only
if σ ∩ Z 6= ∅ and every fσ is finitely supported because there are only finitely many Hij such that
Hijθ(σ) ∩ Xˆi 6= ∅. The importance of f is reflected by the fact that by the above construction we
have
(∂D(c, r1, r2))|n(Y )(τ) =
∑
{[τ ′,r]∈U : pi(r(τ ′))=τ}
f([τ ′, r])
for τ ∈ C(∆k−1, X). Therefore
|∂(D(c, r1, r2)|n(Y ))|1 ¬ ‖f‖1.
Moreover, the above relations are invariant under the action of
G :=
2⊕
i=1
⊕
j∈pi1(Xi)/pi1(Z)
pi1(Z),
i.e. for (g1, g2) ∈ G we have
(∂D(c, g1 · r1, g2 · r2))|n(Y )(τ) =
∑
{[τ ′,r]∈U : pi(r(τ ′))=τ}
f((g1, g2) · [τ ′, r]).
The final ingredient in the proof is the following claim.
Claim: For every orbit U of G-action on U we have |∑u∈U f(u)| = 0.
Assuming that the above claim is true, let ε > 0 and let µ ∈ `1(G) be a probability measure
given by Proposition 3.19 for the above function f and the action of G. Consider the chain
D′(c) := µ ∗D(r1, r2, c) =
∑
(g1,g2)∈G
µ((g1, g2)) ·D(g1 · r1, g2 · r2, c).
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It is a finite convex linear combination of chains of the form D(r′1, r
′
2, c) for r
′
i ∈ Ri for i = 1, 2
hence it is obvious that it is a finite modification of c, S(K)D′(c) = S(K)(c), |D′(c)|ne(Z)1 ¬ |c|1 and
supp((∂D′(c))|n(Y )) is finite. Moreover, it follows that
|(∂D′(c))|n(Y )|1 ¬ ‖µ ∗ f‖1 ¬ ε,
hence the chain D′(c) satisfies the required conditions.
Proof of the claim. For a simplex σ ∈ S let (σ1, l1), ..., (σt, lt) be the complete list of pairs of
simplices in supp(c) and numbers in {0, ..., k} such that σ = ∂lsσs for s = 1, ..., t. From the fact
that c is an image of a cycle in C lf∗ (X,Y \ Z) and σ ∈ n(Y \ Z) it follows that
t∑
s=1
c(σs)(−1)ls = (∂c)(σ) = 0.
Let Hij1 , ...,H
i
jt
∈ pi1(X) be representatives of cosets pi1(Xi) \ pi1(X) such that Hijs∂lsθ(σs) are
in the same pi1(Xi)-orbit. In particular, because Xˆi and pi−1(Z) are invariant under the action of
pi1(Xi), either all or none of the simplices Hijs∂lsθ(σs) for s = 1, ..., t have non-empty intersection
with both pi−1(Z) and Xˆi. It follows that
t∑
s=1
c(σs)(−1)lsfσ([Hijs∂lsθ(σs), ri]) = 0.
It suffices to show that [∂lsH
i
js
θ(σs), ri] ∈ U i(σ) for s = 1, ..., t are in the same G-orbit. We will
prove that for any r, r′ ∈ Ri, τ ∈ C(∆k, X˜) and γ ∈ pi1(Xi), the elements [τ, r], [γτ, r′] ∈ U i(pi(τ))
are in the same
⊕
j∈pi1(Xi)/pi1(Z) pi1(Z)-orbit. Let h
i
j ∈ pi1(Xi) for j ∈ pi1(Xi)/pi1(Z) be some
representatives of cosets in pi1(Xi)/pi1(Z). Then by the definition of Ri for every j ∈ pi1(Xi)/pi1(Z)
r|hi
j
X¯i = (hja
i
j) ◦ rZˆ ◦ ((aij)−1(hij)−1)
for some aij ∈ pi1(Z). Similarly,
(γ−1r′γ)|hi
j
X¯i = (h
i
jb
i
j) ◦ rZˆ ◦ ((bij)−1(hij)−1)
for some bij ∈ pi1(Z). Therefore for every finite subset J ⊂ pi1(X1)/pi1(Z) and
A :=
⊕
j∈J
(aij(b
i
j)
−1) ∈
⊕
j∈pi1(Xi)/pi1(Z)
pi1(Z)
we have A · r = γ−1r′γ on ⋃j∈J hijX¯i, hence [τ,A · r] ∼ [γτ, r′] for sufficiently large J . This finishes
the proof of the claim.
Remark 4.6. In the above considerations, we assumed that Z is compact and aspherical. However,
the proof works equally well with slightly weaker assumptions, namely:
• there are only finitely many simplices σ ∈ supp(c) which intersect Z;
• there exists a cellular retraction X˜ → Zˆ.
5 Superadditivity of the locally finite simplicial volume II
In this section we modify slightly Proposition 4.1 and state the following.
Proposition 5.1. Let (X1, Y1) and (X2, Y2) be two pairs of CW -complexes such that all connected
components Y ′i of Yi for i = 1, 2 are compact and im(pi1(Y
′
i )→ pi1(Xi)) are amenable. Let Zi ⊂ Yi
for i = 1, 2 be two connected components such that there is a homeomorphism f : Z1 → Z2. Assume
moreover that pij(Z1) = 0 for j = 2, ..., k− 2 where k ­ 2 and pi1(Z1) injects both into pi1(X1) and
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pi1(X2). Finally, let c ∈ C lfk (X1 ∪f X2, (Y1 \Z1)∪ (Y2 \Z2)) be a cycle. Then for every ε > 0 there
exist cycles c1 ∈ C lfk (X1, Y1) and c2 ∈ C lfk (X2, Y2) which are finite approximations of restrictions
of c to C lfk (X1 ∪f X2, Y1 ∪X2) and C lfk (X1 ∪f X2, X1 ∪ Y2) respectively, such that
|c1|ne(Z)1 + |c2|ne(Z)1 ¬ |c|1 + ε.
In particular, ‖[c1]‖1 + ‖[c2]‖1 ¬ ‖[c]‖1 by Proposition 3.3.
It follows directly from the following lemma.
Lemma 5.2. Let k ­ 3 and let X be a CW-complex with a subcomplex Y ⊂ X such that all
connected components Y ′′ of Y are compact and im(pi1(Y ′′) → pi1(X)) are amenable. Let n ­ k,
let f : Sn−1 → Y be a cellular map and let c ∈ C lfk (X ∪f Dn, Y ∪f Dn). Then for every ε > 0
there exists Y ′ ⊂ Y ∪f Dn which is a finite sum of connected components of Y ∪f Dn and a finite
approximation c′ ∈ C lfk (X,Y ) of c such that
|c′|ne(Y ′) ¬ |c|ne(Y ′)1 + ε.
In particular, by Proposition 3.3
‖[c]‖(X,Y )1 = ‖[c]‖(X∪fD
n,Y ∪fDn)
1 .
Proof of Proposition 5.1. Let Z¯ be an aspherical space made from Z1 by gluing some cells of
dimension ­ k. Then by Proposition 4.1 and Remark 4.6 for every ε′ > 0 there exist cycles
c1 ∈ C lfk (X1 ∪ Z¯, Y1 ∪ Z¯) and c2 ∈ C lfk (X2 ∪f Z¯, Y2 ∪f Z¯) which are finite approximations of
restrictions of c to C lfk (X1∪ Z¯∪fX2, Y1∪ Z¯∪fX2) and C lfk (X1∪ Z¯∪fX2, X1∪ Z¯∪f Y2) respectively
such that
|c1|ne(Z¯)1 + |c2|ne(Z¯)1 ¬ |c|1 + ε′.
However, note that simplices in supp(c1) and supp(c2) can be easily modified such that they
intersect only finitely many cells of Z¯. Therefore we can assume that Z¯ is made from Z1 by gluing
only finitely many cells. Now it suffices to prove the statement by induction on the number of
added cells, which is obvious by Lemma 5.2.
The rest of this section is devoted to the proof of Lemma 5.2. We start with the following two
technical lemmas.
Lemma 5.3. Let G be a finitely generated amenable group with a set of generators S, let ε > 0
and let µ ∈ `1(G) be a finitely supported probability measure such that
‖µ− s · µ‖1 ¬ ε
for every s ∈ S. Let ρ = ∑ni=1 aigi ∈ R[G] be an element such that ∑ni=1 ai = 0. Then
‖ρ · µ‖1 ¬ ε · |ρ|1 · sup
i
|gi|,
where |g| is a word length of g ∈ G with respect to S.
Proof. Let g ∈ G. Then g = s1 · ... · s|g| for some sj ∈ S, j = 1, ..., |g|. We have
‖µ− g · µ‖1 ¬
|g|∑
j=1
‖(s1 · ... · sj−1)(µ− sj · µ)‖1 ¬ ε · |g|.
Using the above inequality, we compute
‖ρ · µ‖1 = ‖ρ · µ−
n∑
i=1
aiµ‖1 = ‖
n∑
i=1
ai(gi · µ− µ)‖1 ¬
n∑
i=1
|ai|‖gi · µ− µ‖ ¬ ε · |ρ|1 · sup
i
|gi|.
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Lemma 5.4. Let n ­ 1 and let c0 ∈ Cn(Sn) be a cycle. Then for every ε > 0 there exists a chain
c ∈ Cn+1(Sn) such that
1. ∂0c = c0;
2. |c|1 ¬ |c0|1;
3. |(∂ − ∂0)c′|1 ¬ ε.
Proof. Let x ∈ Sn be any point. There exists an operator cxk : C(∆k, Sn) → C(∆k+1, Sn) for
k = 0, ..., n− 1 such that
• ∂0cxkσ = σ and the 0-vertex of cxk is x;
• ∂i+1cxk(σ) = cxk(∂iσ) for k ­ 1 and i = 0, ..., k.
One can easily construct this operator by induction on k. For k = 0 simplices can be identified
with points of Sn, so let y ∈ Sn. The second condition is empty, hence one can define cx0(y)
to be any interval joining y and x. For k > 0 and σ ∈ C(∆k, Sn), the faces ∂icxk(σ) for i =
0, ..., k+1 are defined by induction. It follows from the second property that these faces define a map
∂∆k+1 → Sn. Because pik(Sn) = 0 there is a simplex σ′ ∈ C(∆k+1, Sn) such that ∂iσ′ = ∂icxk(σ)
for i = 0, ..., k + 1. Define cxk(σ) = σ
′.
For σ ∈ C(∆n−1, Sn) Let
Θ(σ) := {σ′ ∈ C(∆n, Sn) : ∂iσ′ = ∂icxn−1(σ) for i = 0, ..., n}
and let Ξ(σ) ⊂ Θ(σ) be some set of representatives of homotopy classes of simplices in Θ(σ) relative
to their boundaries. Note that pin(Sn, x) acts freely and transitively on Ξ(σ) in the similar way as
pin(X) acts on pin(X,Y ) for a pair of topological spaces Y ⊂ X. For an n-simplex σ0 ∈ C(∆n, Sn) let
Ω(σ0) be the set of sequences (σ0, ..., σn+1) of n-simplices such that σi ∈ Ξ(∂i−1σ0) for i = 1, ..., n+1
and define
ω(σ0) = {(σ0, ..., σn+1) ∈ Ω(σ0) : ∃σ∈C(∆n+1,Sn)∀i=0,...,n+1 ∂iσ = σi}.
In other words, ω(σ0) is a set of sequences of n + 1 simplices (from which the first one is σ0 and
the rest is ’standarized’) such that they are consequent faces of some n+ 1-simplex (see Figure 4).
There is an equivalent description of ω(σ0). Namely, there is a map
hσ0 : Ω(σ0) → pin(Sn);
h((σ0, ...., σn+1))|∂i∆n = σi
and ω(σ0) = (hσ0)
−1(0). Note that for i = 1, ..., n + 1 there is an action ρi of pin(Sn) on Ω(σ0)
defined as
ρi(ξ) · (σ0, ...., σn+1) = (σ0, ..., ξ · σi, ..., σn+1)
and hσ0 is equivariant with respect to this action. It follows that for the action ρ =
⊕n+1
i=1 ρi of⊕n+1
i=1 pin(S
n) on Ω(σ0) we have
hσ0((ξ1, ..., ξn+1) · (σ0, ...., σn+1)) = hσ0((σ0, ξ1 · σ1...., ξn+1 · σn+1)) = (
n+1∏
i=1
ξi) · hσ0(σ0, ..., σn+1)
hence the group
G = {(ξi)n+1i=1 ∈
n+1∏
i=1
pin(Sn, x) :
n+1∑
i=1
ξi = 0}
acts on ω(σ0) and the action is transitive when composed with a projection onto i-th factor of
s ∈ ω(σ0) for i = 1, ..., n+ 1.
Let c0 =
∑m
j=1 ajσ
j
0. For j = 1, ...,m choose a sequence s
j = (σj0, ..., σ
j
n+1) ∈ ω(σj0) and consider
the chain
c′ =
m∑
j=1
ajF (sj) ∈ Cn+1(Sn),
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Figure 4: Example of an element (σ0, ..., σ3) of ω(σ0). F ((σ0, ..., σ3)) can be defined as any 3-simplex
that ’fills’ (σ0, ..., σ3).
where F : ω(σ0) → C(∆n+1, Sn) is any map assigning to a sequence s ∈ ω(σ0) an n + 1 simplex
σ(s) such that ∂iσ(s) = σi for i = 0, ..., n + 1. It is clear that ∂0c′ = c0 and |c′|1 ¬ |c0|1, but the
norm of (∂ − ∂0)c′ may be large. However, we can use the amenability of G to modify c′ in order
to decrease this norm. Let C ⊂ Cn+1(Sn) be the set of singular chains generated by the simplices
of the form F (s) for s ∈ ω(σ) and σ ∈ supp(c0). Note that
⊕m
j=1G acts on C simplex-wise by
(g1, ...., gm) · F (s) = F (gj · s),
where s ∈ ω(σj0). Let S ⊂ G be a finite symmetric set of generators which is invariant under
the action of Sn+1 on
∏n+1
i=1 pin(S
n) permuting the indices. Because G is amenable, there exists a
finitely supported probability measure µ ∈ `1(G) such that for every g ∈ S
‖g · µ− µ‖1 ¬ ε′,
where ε′ > 0 is fixed, but we will choose its value later. By averaging along every orbit, we can
also assume that µ is invariant under the action of Σn+1 on G ⊂
∏n+1
i=1 pin(S
n, x). We will denote
by µ′ ∈ `1(Z) the push-forward of µ to any of groups pin(Sn, x) present in the above product. We
claim that the chain
c =
m∑
j=1
aj(µ ∗ F (sj))
satisfies the desired conditions.
Because taking ∂0 for simplices in C is invariant under the action of
⊕m
j=1G we have ∂0c =
∂0c
′ = c0. Similarly, |c|1 ¬ |c′|1 ¬ |c0|1. Let us estimate the norm of c′′ = (∂−∂0)c. By construction,
supp(c′′) is contained in ∪
σ∈c(n−1)0
Ξ(σ), hence
|c′′|1 ¬
∑
σ∈c(n−1)0
|c′′|Ξ(σ)1 .
Let σ ∈ c(n−1)0 . Then (∂ − ∂0)c′|Ξ(σ) is of the form
m(σ)∑
l=1
fl · τl,
where m(σ) is a number of simplices in supp(c0) with some face in Ξ(σ) (with repetitions if any
simplex in supp(c0) has non-distinct faces), τl ∈ Ξ(σ) for l = 1, ...,m(σ) and fl are coefficients such
that
∑m(σ)
l=1 fl = 0 because c0 is a cycle. Therefore c
′′|Ξ(σ) is of the form
m(σ)∑
l=1
fl(µ ∗ τl),
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Let ξσ2 , ..., ξ
σ
m(σ) ∈ pin(Sn, x) ∼= Z be elements such that ξσl · τl = τ1 for l = 2, ...,m(σ). By Lemma
5.3 we have
|c′′|Ξ(σ)1 ¬ ε′ · |c0|1 sup
l
‖ξσl ‖.
Finally, we set
ε′ =
ε
|c(n−1)0 | · |c0|1 supσ,l ‖ξσl ‖
and compute
|c′′|1 ¬
∑
σ∈c(n−1)0
|c′′|Ξ(σ)1 ¬
∑
σ∈ c(n−1)0
ε′ · |c0|1 sup
σ,l
‖ξσl ‖ ¬ ε.
Note that in the above Lemma we will have in fact |c|1 = |c0|1, because ∂0 is a bounded operator
of norm 1. It follows that every simplex in supp(c) corresponds to ∂0σ ∈ supp(c0).
Now, we move more directly toward the proof of Lemma 5.2. For two topological spaces U, V
we denote by U ? V their join, i.e the space U × V × I/ ∼, where ∼ is generated by the relations
(u, v, 0) ∼ (u, v′, 0) and (u, v, 1) ∼ (u′, v, 1) for u, u′ ∈ U and v, v′ ∈ V . In particular, we have
∆k ?∆l ∼= ∆k+l+1
for every k, l ∈ N. For two maps f : U → W and g : V → W , where W is a geodesic metric space
with unique geodesics, we define a geodesic join of f and g to be a map f ? g : U ? V → V defined
by
f ? g(u, v, t) = [f(u), g(v)](t),
where [p, q] for p, q ∈W is a unique geodesic joining p and q. If U = ∆k and V = ∆l are simplices
then f ? g can be considered canonically as a k + l + 1-simplex with the ordered set of vertices
being respectively the ordered list of vertices of f followed by the ordered list of vertices of g.
Consider a sphere Sn−1 viewed as an equator of a sphere Sn, which is a boundary of a ball
Dn+1. We have then an injective map
β : C(∆k, Sn−1) → C(∆k+2, Dn+1)
σ 7→ E ? σ.
Here, E : I → Dn+1 is a 1-simplex defined to be the interval joining the poles of Dn+1 and
perpendicular to the hyperplane spanned by Sn−1 (see Figure 5). We will denote also by β its
extension to a map Ck(Sn−1)→ Ck+2(Dn+1). Note that we have
∂β = ∂0β − ∂1β + β∂.
Figure 5: A simplex σ ∈ C(∆k, Sn−1) and its image under β.
Definition 5.5. A singular chain c ∈ C∗(Dn+1) is called biconical if it is in the image of β up to
permuting the vertices of simplices in supp(c).
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Lemma 5.6. Let c ∈ C lfn (X ∪f Dn, Y ∪f Dn) be a cycle. Then there exists a point p ∈ int(Dn)
such that c is a finite approximation of a chain c′ such that |c′|ne(Y ′)1 ¬ |c|ne(Y
′)
1 for some set
Y ′ ⊂ Y ∪fDn with finitely many path-connected components, and for every σ ∈ supp(c′) containing
p, σ−1(p) is a discrete set contained in the edges of σ which are not contained in Y ∪fDn. Moreover,
we can assume that there exists N ∈ N, a neighbourhood U ⊂ Dn of p and a diffeomorphism
ρ : U → Dn such that for every σ ∈ supp(S(N)(c′)) containing p the simplex ρ ◦ σ is biconical.
Proof. By smoothing c locally (using Whitney approximation theorem [10, Theorem 6.19] and
Lemma 2.2) we can assume it is smooth when restricted to some open subset V ⊂ Dn. Using
Sard’s theorem [10, Theorem 6.8] choose p ∈ V to be any regular value of all σ ∈ supp(c) which is
not in c(n−1). Then for every σ ∈ supp(c) the set σ−1(p) is a finite set of points in the interior of
∆n and σ is a local diffeomorphism in some neighbourhood of σ−1(p). Let Y ′ ⊂ Y ∪f Dn be the
(finite) sum of connected components of Y ∪fDn with non-empty intersection with any σ ∈ supp(c)
containing p. We will construct the chain c′ in three steps. The first one is to modify c to a chain
c′′ such that every simplex σ ∈ supp(c′′) containing p has some edge not contained in Y ∪f Dn.
The second step is to modify c′′ to c′′′ such that p lies only on the edges of c′′′ not contained in
Y ′, and in a ’regular’ way. Finally, the third one is to disturb c′′′ to c′ in order to satisfy ’local
biconical’ condition.
We start with the construction of a chain c′′. We apply Lemma 2.2 to modify c such that for
every σ ∈ supp(c)
• if σ ∩ Y ′ 6= ∅ and σ has some edge not contained in Y ′ then σ is Y ′-barycentrically non-
degenerated;
• if σ contains p then every σ′ ∈ supp(SY ′(σ)) containing p has some edge not contained in Y ′.
For simplices σ ∈ supp(c) with all edges in Y ′ the second condition can be realised simply by modi-
fying σ such that its barycenter does not lie in Y ′. Note also that for these simplices SY ′(σ) ⊂ e(Y ′).
We set c′′ = SY ′(c). Then c′′ is a finite approximation of c, |c′′|ne(Y
′)
1 ¬ |c|ne(Y
′)
1 by Proposition
3.22 and every σ ∈ supp(c′′) containing p has some edge not contained in Y ∪fDn by the definition
of c′′.
To construct the chain c′′′ we use again Lemma 2.2, but the description is more complicated.
To be more clear, we define a system of homotopies Hσk : ∆
k × I for σ ∈ C(∆k, X ∪f Dn) and
k = 0, ..., n. Choose some simplex τ ∈ supp(c′′) containing p, y ∈ τ−1(p) and an edge e of τ not
contained in Y ∪f Dn. Moreover, let γ : [−1, 1] → Dn be some smooth path such that γ(0) = p
and dγdt (0) = 1. Then there is a homotopy H
τ
n : ∆
n × I → X ∪f Dn such that
• Hτn(·, 0) = τ ;
• Hτn is constant on the vertices, some neighbourhood of τ−1(p)\{y} and on the faces of τ not
containing e;
• Hτn(·, 1)|e is a smooth path such that for every t ∈ [0, 1] such that e(t) = p we have
e|(t−ε,t+ε) = γ|(−ε,ε)
for some ε > 0;
• |Hτn(·, t)−1(p)| = |τ−1(p)| for t ∈ [0, 1];
• |int(∆n)∩Hτn(·, 1)−1(p)| = |τ−1(p)| for t ∈ [0, 1) and |int(∆n)∩Hτn(·, 1)−1(p)| = |τ−1(p)|−1.
In other words, Hτn is a homotopy modifying τ in order to ’move’ one of the points in τ
−1(p) to
some edge of τ not contained in Y ∪f Dn, but fixing the others (see Figure 6). Having defined Hτn
(and, implicitly, Hσk for every k-face σ ⊂ τ) we define Hσk for σ ∈ C(∆k, X ∪f Dn) and k = 0, ..., n
by induction on k. For k = 0 we set Hσk to be constant homotopies, as well as for k = 1 except the
edge e. Having Hσl defined for l < k, we define H
σ
k simply as homotopy extensions of corresponding
homotopies of the boundaries, choosing however homotopies with the following properties.
• Hσk is constant if H∂iσk−1 is constant for i = 0, ..., k;
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Figure 6: An example of a homotopy Hτn for a simplex containing p (in the simplest case when no
edges of τ are identified).
• |int(∆k)∩Hσk (·, t)−1(p)| is constant with respect to t except for t = 1, when it may decrease
by 1 if σ has the edge e.
• if σ 6= τ then Hkσ is constant in some neighbourhood of σ−1(p).
We apply Lemma 2.2 using the above system of homotopies and repeat this process for all points
y ∈ τ−1(p) and all τ ∈ supp(c′′) containing p. Note that there are only finitely many such simplices
and points, and each chain homotopy modify only finitely many simplices, hence the resulting
chain c′′′ is a finite approximation of c. It has also the property that for each σ ∈ supp(c′′′), σ−1(p)
is contained in the 1-skeleton of σ, and each edge of σ passing through p is smooth and passes
through p with velocity 1.
The last step is to ’regularize’ the behaviour of c′′′ around p. Let t ∈ (0, 1) and let e be an
edge in (c′′′)(1) such that e(t) = p. Choose sufficiently small ε and a diffeomorphism ρe,t : U → Dn
defined on some neighbourhood U of p such that ρ(e|[t−ε,t+ε]) is the interval joining two poles of
Dn. Let also N ∈ N be a number such that the simplices in S(N)(c′′′) containing e(t) are contained
in U . Note that because there are only finitely many such pairs (e, t), we can choose N uniformly
for all of them. We can also assume (by reparametrising e slightly if necessary) that e(t) is not a
vertex of S(N)(c′′′).
Let c′′′e,t be a subchain of c
′′′ consisting of simplices in supp(S(N)(c′′′)) containing e(t). Without
loss of generality we can assume that every σ ∈ supp(c′′′e,t) has distinct vertices. Consider Dn
with a CW-structure consisting of one n-cell glued to Sn−1, two n − 1-cells glued to the equator
Sn−2 ⊂ Sn−1 and lower dimensional cells which correspond to Sn−2. Using cellular approximation
we can homotopy c′′′e,t, keeping edges containing e(t) fixed, such that for every σ ∈ supp(c′′′e,t) every
codimension-2 face σ′ ⊂ σ spanned by the vertices not contained in the edge containing e(t), the
simplex (ρe,t)∗(σ′) is contained in the equator Sn−2 of the sphere Sn−1 ⊂ Dn. Moreover, because
Dn is convex, we can correct this homotopy (reparametrising e slightly again if necessary) such
that ρ(c′′′e,t) is biconical simply by joining the corresponding points by shortest geodesics. We repeat
this procedure to all pairs (e, t) such that e(t) = p and obtain a cycle c′, satisfying the required
conditions.
To finish the proof of Lemma 5.2 we need only the following, easy lemma.
Lemma 5.7. Let N ∈ N, let e be some edge of ∆n and let e′ ∈ (S(N)∆n)(1) be some subedge of e.
Then the simplicial subcomplex S(N)e′ of S
(N)∆n consisting of the simplices containing e′ is of the
form e′ ? K, where K is isomorphic (as a simplicial complex) to S(N)∆n−2.
Proof. It suffices to prove the result for N = 1, because for larger N it follows from this case by
simple induction. Note that the simplices in S∆n are indexed by the ascending sequences of faces
of ∆n of length n+ 1, i.e. sequences (∆0, ...,∆n), where each ∆k is some k-dimensional face of ∆n
for k = 0, ..., n such that ∆k−1 ⊂ ∆k for k = 1, ..., n. The vertices of (∆0, ...,∆n) are the consequent
barycenters of ∆0, ...,∆n. It follows that simplices in S∆n containing the edge e′ which is a subedge
of some original edge of ∆n, are of the form e′ ?∆′, where ∆′ are indexed by ascending sequences
(∆2, ...,∆n), where ∆k is a k-dimensional face containing e for k = 2, ..., n. In other words, they
are indexed by ascending sequences (e′ ?∆′0, ..., e
′ ?∆′n−2), where ∆
′
k for k = 0, ..., n− 2 is a k-face
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of an n− 2-dimensional face of ∆n disjoint from e. A combinatorial isomorphism between Se′ and
e′ ? S∆n−2 is given then by
(e′ ?∆′0, ..., e
′ ?∆′n−2) 7→ e′ ? (∆′0, ...,∆′n),
ant the inverse by
e′ ? (∆′0, ...,∆
′
n) 7→ (e′ ?∆′0, ..., e′ ?∆′n−2).
Proof of Lemma 5.2. Let c ∈ C lfk (X ∪f Dn, Y ∪f Dn). If k < n then c can be finitely approximated
by a chain in C lfk (X,Y ) by approximating it (locally) by a cellular chain, so the result is obvious.
From now on we assume that k = n.
Let p ∈ Dn, U ⊂ Dn, N ∈ N, ρ : U → Dn, Y ′ ⊂ Y and c′ ∈ C lfn (X ∪f Dn, Y ∪f Dn) be given
by Lemma 5.6 applied to c and let e be an edge of S(N)(c′) containing p. Note that in fact there
is at most one such edge, and for every σ ∈ supp(c′) we have σ−1(e) ⊂ (∆n)(1). For a simplex
σ ∈ supp(c′) let
Sσe := {∆′ ∈ supp(S(N)∆n) : σ∗(∆′) has edge e}.
Note that by Lemma 5.7, Sσe is a disjoint sum of subcomplexes e′1 ? S(N)∆′′1 , ..., e′l(σ) ? S(N)∆′′l(σ),
where σ∗(e′i) = e for i = 1, ..., l(σ). Let
T σe :=
l(σ)∑
i=1
σ∗(e′i ?∆
′′
i ).
Note that by the definition of T σe and Lemma 5.6, the chain ρ∗(T σe ) is biconical, i.e.
ρ∗(T σe ) = β(cσe )
for some cσe ∈ C∗(Sn−2) (see Figure 7). Consider the chain
ce :=
∑
σ∈supp(c′)
c′(σ) · cσe .
It is a cycle. Indeed, if ∂ce 6= 0, then ∂c′ would contain terms corresponding to ρ−1∗ β(∂ce) (which
are not contained in C lf∗ (Y ), because no edge in c
′(1) containing e as some of its subdivided pieces
is contained in Y ), therefore would be also non-zero.
Figure 7: On the left, examples of simplices in supp(c′); an example of a simplex in supp(T σe ) is
made bold. On the right, example of a simplex in supp(ρ∗T σe ); a simplex in supp(cσe ) is made bold.
We view Dn−1 ⊂ Dn as a subset consisting of a disc bounded by the equator Sn−1 ⊂ Dn.
Consider an operator η : C∗(Dn−1)→ C∗+1(Dn) defined as
η(σ)(t0, ..., tk+1) =
{
((0, ...,−1) ? σ)(t0 − t1, 2t1, t2, ..., tk+1) for t0 ­ t1;
((0, ..., 1) ? σ)(t1 − t0, 2t0, t2, ..., tk+1) for t0 ¬ t1;
where (0, ...,−1) and (0, ..., 1) are the south and the north pole of Dn respectively. In other words,
η(σ) is formed from two cones over σ with vertices (0, ...,−1) and (0, ..., 1) glued along their common
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bases (see Figure 8). Moreover, η(σ) is arranged such that the south pole is 0-th vertex and the
north pole is 1-st vertex. Note that if σ does not contain the center of Dn, neither does η(σ). Note
also that
∂0η(σ) = (0, ...., 1) ? ∂0σ = ∂0β(∂0σ),
∂1η(σ) = (0, ....,−1) ? ∂0σ = ∂1β(∂0σ)
and ∂iη(σ) = η(∂i−1σ) for i = 2, ..., k + 1. In particular, we have
∂η = ∂0β∂0 − ∂1β∂0 − η(∂ − ∂0) = (∂β − β∂)∂0 − η(∂ − ∂0).
Figure 8: Example of an application of η to a simplex σ.
Let c′e be a chain constructed by Lemma 5.4 applied to ce and some ε
′ > 0, which we will
choose later. For σ ∈ supp(ce) we also define
c′σe :=
∑
σ′∈supp(c′e) : ∂0σ′=σ
c′e(σ
′) · σ′,
i.e. c′σe is a part of c
′
e that corresponds to a given σ ∈ supp(ce). Finally, consider the chain
c′′ =
∑
σ∈supp(c′)
c′(σ) · ζσ,
where ζσ ∈ C∗(X) is constructed by cutting out T σe from σ and for every σ′ ∈ supp(T σe ) gluing
back in its place a chain
T σe (σ′)∑
σ′′∈supp(c′ρ∗σ′e ) c
′
e(σ′′)
ρ−1∗ η(c
′ρ∗σ′
e ),
i.e. the chain ρ−1∗ η(c
′ρ∗σ′
e ) normalized such that the sum of its coefficients is T σe (σ′) (see Figure
9). We check that this ’definition’ is correct. Note that a simplex σ′ ∈ supp(T σe ) glues to the
Figure 9: Example of an application of ζ to a simplex σ.
rest of σ by its 0-th and 1-st boundary components and these are the same as for any simplex
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σ′′ ∈ supp(ρ−1∗ η(c′ρ∗σ
′
e )). To see this, let ρ∗σ
′ = β(τ ′) and let ρ∗σ′′ = η(τ ′′). Then it follows that
∂0τ
′′ = τ ′. We compute
∂0σ
′′ = ρ∗∂0(ητ ′′) = ρ∗∂0β∂0τ ′′ = ρ∗∂0βτ ′ = ∂0σ′.
The same applies for ∂1. Therefore every simplex σ′′ ∈ supp(ρ−1∗ η(c′ρ∗σ
′
e )) can be glued in the place
of σ′ ∈ supp(T σe ). Moreover, because the coefficients are normalized, for every σ′ ∈ supp(T σe ) we
glue in its place a chain of the same weight. It follows that c′′ ∈ C lfn (X∪f (Dn\{p}), Y ∪f (Dn\{p}))
is a proper chain and is a finite modification of c′ (because there are finitely many simplices which
contain p and only these are modified). It has the following properties.
• |c′′|ne(Y ′)1 ¬ |c′|ne(Y
′)
1 ;
• c′′′ does not contain p;
• S(N)(c′′) = S(N)(c′) in C lf∗ (X ∪f Dn, Y ∪f Dn);
• ∂S(N)(c′′) ∈ C lf∗ (Y );
• |(∂c′′)|n(Y )|1 ¬ |η((∂ − ∂0)c′e)|1 ¬ ε′.
The first and second properties are obvious from the construction, similarly as the third and
fourth, because all modified parts of simplices σ ∈ supp(c′) are sums of simplices of S(N)(c′) that
are contained in C∗(Y ∪f Dn). The last one follows from the fact that if we look globally at the
construction of c′′, we cut out
∑
σ∈supp(c′) c
′(σ) · T σe from c′ and glue back ρ−1∗ η(c′e). Moreover, we
have
∂η(c′e) = (∂β − β∂)(∂0c′e)− η((∂ − ∂0)c′e)
= (∂β − β∂)(ce)− η((∂ − ∂0)c′e)
= ∂β(ce)− η((∂ − ∂0)c′e)
= ∂ρ∗(
∑
σ∈supp(c′)
c′(σ) · T σe )− η((∂ − ∂0)c′e).
Because c′ is a cycle in C lf∗ (X∪fDn, Y ∪fDn), the only terms in ∂(c′′)|n(Y ) are these corresponding
to η((∂ − ∂0)c′e).
It follows that c′′ is almost a chain we are looking for, the only problem is that c′′ is not a cycle
in C lf∗ (X,Y ), because it has some boundary outside of Y . However, because this boundary can be
made arbitrary small, we can use techniques similar to these used in the proof of Proposition 4.1
to correct c′′ to be a proper cycle.
Choose some ε > 0 and let T be a chain homotopy between S(N) and Id. Because ‖T‖ depends
only on N , which depends only on c′, we can set ε′ = ε‖T‖ . Then |(∂c′′)|n(Y )|1 ¬ ε‖T‖ . Consider the
chain
c¯ = c′′ + T ((∂c′′)|n(Y )).
The term (∂c′′)|n(Y ) has finite support, hence c¯ ∈ C lf∗ (X) is a finite modification of c. Moreover, it
has the following properties (because adding a term in C lf∗ (Y ) does not change a homology class
in C lf∗ (X,Y ), we will check some of them for cˆ = c
′′ + T (∂c′′)).
• It is a cycle. We have
∂cˆ = ∂c′′ + ∂T∂c′′ = ∂c′′ + S(N)∂c′′ − ∂c′′ − T∂∂c′′ = ∂S(N)(c′′) ∈ C∗(Y ).
• It is homologuous to c′. We have
[c¯] = [cˆ] = [S(N)cˆ] = [S(N)c′′′ + S(N)T∂c′′′]
= [S(N)c′′′ + S(2N)c′′′ − S(N)c′′′ − ∂S(N)Tc′′′] = [S(2N)c′′′] = [S(2N)(c′)] = [c′].
• |c¯|ne(Y ′)1 ¬ |c′′|ne(Y
′)
1 + ‖T‖ · |(∂c′′)|n(Y )|ne(Y
′)
1 ¬ |c′|ne(Y
′)
1 + ε.
It follows that c¯ satisfies the required conditions.
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