Abstract-We define authenticated video as decoded video that results from those received packets whose authenticities have been verified. Generic data stream authentication methods usually impose overhead and dependency among packets for verification. Therefore, the conventional rate-distortion (R-D) optimized video streaming techniques produce highly sub-optimal R-D performance for authenticated video, since they do not account for the overhead and additional dependencies for authentication. In this paper, we study this practical problem and propose an Rate-Distortion-Authentication (R-D-A) optimized streaming technique for authenticated video. Based on packets' importance in terms of both video quality and authentication dependencies, the proposed technique computes a packet transmission schedule that minimizes the expected end-to-end distortion of the authenticated video at the receiver subject to a constraint on the average transmission rate. Simulation results based on H.264 JM 10.2 and NS-2 demonstrate that our proposed R-D-A optimized streaming technique substantially outperforms both prior (authentication-unaware) R-D optimized streaming techniques and data stream authentication techniques. In particular, when the channel capacity is below the source rate, the PSNR of authenticated video quickly drops to unacceptable levels using conventional R-D optimized streaming techniques, while the proposed R-D-A Optimization technique still maintains optimized video quality. Furthermore, we examine a low-complexity version of the proposed algorithm, and also an enhanced version which accounts for the multiple deadlines associated with each packet, which is introduced by stream authentication.
I. INTRODUCTION
V IDEO streaming applications are becoming increasingly popular and important, enabled by various video coding standards (e.g., H.264 [1] - [3] ) and the rapid growth of network availability and bandwidth. This is evident in emerging commercial services like movie-on-demand, IPTV, video conference, video surveillance, and so on. However, the security issues, like confidentiality, source authentication, and secure adaptation [4] , [5], are becoming serious concerns. For instance, when a video stream is transmitted over today's public and lossy Internet, the clients demand for assurance that the received video comes from the claimed source and has not been manipulated by any unauthorized third party. This paper examines the problem of streaming of authenticated video over lossy public networks. Recent advances in media streaming include the Rate-Distortion Optimized (RaDiO) [6] - [8] streaming techniques and related works [9] , [10] , which compute a packet transmission policy that minimizes the expected end-to-end distortion at the receiver subject to a constraint on the average transmission rate. Media streams are usually assembled into packets for the convenience of network transmission, and each packet is associated with three quantities: distortion increment, packet size, and display time. The overall distortion will be reduced by the distortion increment if the packet is received before its display time. Packet size is the number of bytes in the packet. The RaDiO streaming techniques compute the transmission policy based on these quantities. For instance, a packet may be given more opportunities to be transmitted if it has greater distortion increment and smaller packet size, and vice versa. As a result, the performance improvement of RaDiO over heuristic streaming techniques like [11] - [13] is significant.
Stream authentication is applied to data packets to protect their authenticity and integrity. Common approaches of stream authentication [14] - [18] are to amortize a crypto signature among a group of packets. The packets are connected as a Directed Acyclic Graph (DAG), where a node corresponds to a packet and an edge from node A to B is realized by appending A's hash to B. This approach is also referred to as graph-based stream authentication. The graph typically has one packet carrying the signature, and each node has at least one directed path to the signature packet. At the receiver, lost packets are removed from the graph, and a packet is verifiable if it has at least one path to the signature packet. A simple authentication graph with five packets is shown in Fig. 1 to illustrate the basic idea, where the signature packet contains the signature and the hashes of and , the packet contains the hash of , and the packet contains the hashes of and . Although this approach reduces authentication overhead and computational 1051-8215/$25.00 © 2007 IEEE complexity, it creates authentication dependencies among the packets, i.e., some received packets may not be verified due to loss of other packets. For example, packet depends on and ; and packet depends on , and for verification. If is lost, will not be verified; if is lost, all other packets will not be verified. We define the authenticated video as the video decoded from the packets that are both received and verified. Note that a received packet is discarded if it is not verified. It is worth noting that some proposed stream authentication methods have proven the optimality in terms of verification probability, i.e., it achieves the optimal verification probability given the overhead of 2 hashes per packet [18] . However, we believe that authenticating media stream still demands improved solutions because of the following two intuitive considerations. First, previous approaches assume and treat all packets as if they are of equal importance, which often is not true for media packets. For example, packets containing DC-like components are usually more important than those containing AC-like components. Similarly, packets containing P-frame coded video data are typically more important than those containing B-frame coded video data. Second, in contrast to generic data stream authentication where verification probability is deemed as the major performance measure to be optimized, for authenticated media stream the media quality of the authenticated media often is a more important factor to be optimized. As we have studied in [20] , by differentiating the media packets based on their importance, we achieve significantly improved media quality at the receiver, although the verification probability may be lower than other stream authentication methods [17] , [18] .
When conventional RaDiO techniques [6] - [8] are applied to a media stream protected using graph-based authentication, they will produce highly sub-optimal performance for authenticated video, because they optimize rate and distortion only, where the "rate" includes the date rate of coded data and the "distortion" is measured by the difference between original video and decoded video for non-authenticated video. For a media stream protected with graph-based authentication, each packet is associated two more parameters: authentication importance and overhead size. Authentication Importance is the additional expected distortion increment due to the unverified packets caused by the loss of this packet, and overhead size is the size (in bytes) of authentication data appended to packet (including crypto signature and hashes). Conventional RaDiO techniques do not consider authentication and therefore are referred to as authentication-unaware techniques.
In this paper, we propose a Rate-Distortion-Authentication (R-D-A) Optimized streaming technique to achieve optimized quality for authenticated video. Rate-Distortion-Authentication (R-D-A) optimization is defined as rate-distortion optimization for authenticated video, where the "distortion" is measured by the difference between the original video and the authenticated video and the "rate" includes the data rate used for coded video data and the authentication overhead. The R-D-A Optimized technique is able to achieve optimized performance for authenticated video, as it accounts for the authentication importance and overhead size, in addition to the original R-D dependence and parameters.
Given a coded video with an authentication method applied, first we need to compute the quantities associated with each packet. The distortion increment, packet size and display time are the same as that in conventional RaDiO techniques [6] - [8] .
The overhead size can be computed from the topology of the authentication graph. The authentication importance of a packet depends on the following factors: 1) the packet(s) whose verification is affected by this packet; 2) the distortion increment of the affected packets; 3) the loss probability of the affected packets; and 4) how much influence the packet has to the individual affected packets. Second, at every transmission opportunity, the R-D-A optimization process selects the best set of packet for transmission based on these parameters. For example, packets with higher importance (distortion increment + authentication importance) and smaller size (packet size + overhead size) will be assigned with more transmission opportunities. In summary, we formulate a R-D-A optimization problem to minimize the expected distortion of the authenticated video at the receiver, subject to the constraint on average transmission rate.
This paper is organized as follows. Section II gives an overview of the conventional RaDiO streaming techniques and existing graph-based stream authentication methods; Section III describes the proposed R-D-A Optimized streaming for authenticated video, as well as a low-complexity version of the algorithm. Furthermore, we describe how to account for multiple deadlines for authentication dependencies. Section IV illustrates how to realize the proposed R-D-A Optimization with various authentication methods. Section V validates the proposed technique with simulation results. Section VI concludes the paper.
II. BACKGROUND
This section gives a brief introduction to conventional RaDiO streaming techniques, assuming the streaming scenarios has sender-driven retransmission, where the receiver acknowledge every packet received. In addition, we also review existing graph-based stream authentication techniques based on crypto hash and signature, and analyze their suitability to be used with the proposed R-D-A Optimization technique.
A. Conventional Rate-Distortion Optimized (RaDiO) Streaming Techniques
The RaDiO streaming techniques (e.g., [6] - [8] ) assume a compressed media stream that has been assembled into packets. Each packet is associated with the packet size , deadline and distortion increment . As in the prior work, the distortion model is assumed to be additive across the lost packets. The accuracy of the additive distortion model is considered, e.g., in [19] .
Suppose a packet has transmission opportunities before its deadline , it is assigned with transmission policy , which is an -dimensional vector dictating whether or not will be sent at each transmission opportunity. Associated with are the cost function and the error function , where is the expected number of transmissions for packet and is the probability that packet is not received before its deadline . Given a group of packets, the goal is to find the optimized policy that minimizes the Lagrange cost function (1) In (1), the Lagrange multiplier controls the tradeoff between the overall expected distortion computed by (2) and the resulting rate computed by (3) . A smaller Lagrange multiplier will result in the optimized transmission policy at higher rate , and vice versa. In (2), represents the distortion in case that no packet is received.
The optimization problem can be solved in an iterative manner. Each iteration searches for an optimal policy for only one packet, keeping the policy fixed for the rest of the packets. This is repeated until the Lagrange cost converges. For instance, at a certain iteration, the optimal policy for packet is given by where (
The problem of finding the optimal policy for packet can be solved with dynamic programming in a Markov decision process framework [6] .
Some RaDiO techniques, like [6] and [7] , explicitly account for the decoding dependency or error concealment to compute the overall distortion. Thus, these techniques have high complexity, although they can achieve better R-D performance. A lower-complexity RaDiO was proposed in [8] , where the distortion increment is defined to the total distortion caused by the loss of a packet, which implicitly accounts for the decoding dependency and the error concealment. It was shown in [8] that the lower-complexity RaDiO technique provides substantial performance improvement over non-R-D optimized streaming systems [11] - [13] , and a significant fraction of the benefits provided by the high-complexity RaDiO streaming system [6] , [7] .
B. Existing Graph-Based Stream Authentication Methods Using Crypto Signatures
For graph-based authentication, the main challenge is how to design a Directed Acyclic Graph (DAG) with lowest overhead, highest verification probability and lowest sender and receiver delay. However, there are tradeoffs between these performance criteria, which are summarized below.
1) Computation complexity:
The number of hash operations and signature operations required at the sender and receiver. Note that computing a signature is much more complex than computing a hash. 2) Overhead size: The extra bytes introduced by stream authentication, including the hashes and signatures appended to the packets. The overhead size is determined by the number of edges in the authentication graph. Note that a signature is much bigger in size than a hash. 3) Verification percentage (or verification probability): the percentage of verifiable packets among all the received packets. Intuitively, the more redundant paths a packet has to the signature packet, the higher the probability of being verified. 4) Sender delay: The delay at the sender (in number of packets) from the time when the packet is produced by the encoder to the time that all authentication data appended to this packet is ready. Real-time communication scenario requires low sender delay. For non-real-time scenario, e.g., pre-encoded content for VOD applications, it is not important because the sender has priori knowledge of all packets. 5) Receiver delay: The delay at the receiver (in number of packets) from the time a packet is received to the time that it can be verified. For authenticated video, each packet must be received and pass the verification before its playout deadline. Note that the verification percentage and overhead size are two competing goals in the design of a stream authentication method. The verification percentage can be improved by increasing the number of redundant paths in the authentication graph, however this also increases the overhead size. Furthermore, the sender delay and receiver delay also compete with each other. If the signature packet is the first packet in the sequence and all edges are pointing backward, the sender delay will be high while the receiver delay will be low. On the other hand, if the signature packet is the last one in the sequence and all edges are pointing forward, the sender delay will be low while the receiver delay will be high.
We next examine five existing stream authentication techniques. The Simple Hash Chain [16] connects all packets as a single chain, as illustrated in Fig. 2 . Each packet has only one edge to the previous packet, and the first packet is signed. Although it has low overhead (1 hash per packet), its verification percentage is low, because any packet loss breaks the chain and all the subsequent packets are not verifiable. The Efficient Multicast Stream Signature (EMSS) [17] extends Simple Hash Chain by adding more redundant edges in the graph. As shown in Fig. 3 , each packet has its hash appended to ( in this example) packets that are randomly selected from the immediately following packets (where ), and the last packet is signed. By adding more redundancy, the verification percentage is improved, but the overhead size is also increased. The Augmented Chain technique [18] is designed to combat bursty packet loss. Fig. 4 shows an example of the Augmented 
Chain
, where and . There are two kinds of edges, global edges and local edges. The global edges connect the packets whose indexes are multiples of , while the local edges connect the packets in their own locality. It is claimed that the Augmented Chain provides optimal resistance against bursty packet loss, given an overhead size of 2 hashes per packet. The Tree-Authentication technique [15] is designed to achieve verification probability of 1 for all packets which are received, however it also has the highest overhead. As shown in Fig. 5 , the packets correspond to the leaf nodes of the tree (which is of degree 2 in this example), each internal node is the concatenation of its children's hash values, and the root node is signed. Each packet has to carry the signature and the hash of its sibling nodes along the path to the root, leading to high overhead. The Butterfly Authentication technique [14] exploits the fault-tolerance of butterfly networks to improve its verification percentage. As shown in Fig. 6 , the packets are connected via a butterfly graph, and the signature packet contains the hash of all the packets in the first stage. Table I summarizes the performance comparison between the different authentication schemes.
For streaming of pre-recorded video, the sender delay is unimportant because the sender is able to pre-process the packets before the streaming session actually starts. However, the high receiver delay might pose a problem because a received packet is useful only if it is verified before its deadline. In this respect, the Simple Hash Chain [16] , Authentication Tree [15] and Butterfly Authentication [14] are advantageous over EMSS [17] and Augmented Chain [18] .
In addition, some authentication methods enable close-form computation of the verification probability and the authentication importance from the packet loss probability, and therefore it is straightforward to use them within the proposed R-D-A Optimization framework. Such authentication methods include Simple Hash Chain [16] , Tree-Authentication [15] and Butterfly Authentication [14] . However, other authentication methods like Efficient Multi-channel Stream Signature (EMSS) [17] and Augmented Chain [18] do not allow close-form computation of verification probability and authentication importance, and therefore it is more complicated to use them in the proposed framework. Nevertheless, one can still take a simulation-based empirical approach to estimate the authentication importance and the verification probability. For example, these values can be obtained through simulation and stored ahead of time, and are then read and used in real-time during the streaming session to compute the transmission schedule.
III. RATE-DISTORTION-AUTHENTICATION OPTIMIZED VIDEO STREAMING
This section describes the proposed R-D-A optimized streaming techniques for media protected with graph-based authentication. In video authentication, a packet is decoded if and only if it is received and verified before its display time. Nevertheless, even if a packet missed its display time, it is still useful for verification of other packets that depends on this packet for verification. Therefore, each packet is actually associated with multiple deadlines: the first one is its display time, while the others are the display times of those packets that depend on this packet for verification. First, we examine the simpler case in Section III-A, where each packet is considered having a single deadline, i.e., its display time. A packet that is received and verified after its display time will be discarded. Considering that the proposed optimization algorithm has high complexity, we also propose a low-complexity version of the algorithm. Then in Section III-C, we examine the case where each packet has multiple deadlines as explained above.
A. R-D-A Optimization With Single Deadline
In single-deadline case, each packet is associated with four parameters: packet size , distortion increment , deadline , and overhead size . The distortion of the authenticated video is reduced by if and only if the packet is received and verified before its deadline .
Given that the signature packet is received, let be the set of packets that affects the verification probability of packet and is referred to as a determining set of packet . Similarly, let be the set of packets whose verification probability is affected by packet , and is referred to as a dependent set of packet . For example in Fig. 1 , the determining set of is and the dependent set of is . Note that for simplicity, is not included in the determining set of any packet, but of course, all packets depend on for verification and this is accounted for separately. We assume that for any packet , its verification probability is a linear function of the loss probability of packet , as shown in (5), where and are positive numbers. The term represents 's influence on the verification probability of packet , i.e., if is lost, the verification probability of will be reduced by . Note that has no influence on the verification of any packet . In Fig. 1 , suppose is received, if is received, will be verified with probability 1; Otherwise, depends on for verification, i.e., 's verification probability is reduced to ( ), where is the probability of loss of packet . Thus, the influence of on 's verification probability is the difference, i.e.,
. Similarly, we can compute 's influence on packet , i.e., .
The overhead size can be easily computed from the topology of the authentication graph. Assuming the hash size is and the signature size is , the overhead size of packet is
The term denotes the number of incoming edges to the packet , and is 1 if packet is the signature packet and 0 otherwise.
To transmit the given packets with policy , the expected transmission cost is computed by summing up the transmission cost of individual packets, as shown in (7). This is similar to (3) with the only exception of the overhead size added to each packet. (7) With policy , the expected distortion of the authenticated video is expressed in (8), where denotes the verification probability of packet . The distortion of the authenticated video is computed by subtracting every packet's distortion increment weighted by its probability of being received and verified before its deadline. (8) Substituting (7) and (8) into (1), we get the Lagrangian cost function (9) This R-D-A optimization problem can be solved using an iterative descent algorithm, i.e., optimizing the policy for one packet at a time while keeping the other packets' policy fixed, until converges. For instance, the policy can be decided by (10) for and by (11) for :
where and , and where and are the sensitivity factors described next. The sensitivity factors, and , can be obtained by taking partial derivatives of with respect to and , respectively, as shown in (12) and (13): (12) (13) The sensitivity factor represents the total expected distortion increment caused by the loss of the packet , which comprises two parts: 1) the expected distortion increment due to the unsuccessful decoding of (referred to as decoding importance), and 2) the expected distortion increment due to the reduced verification probability of all packets in its dependent set (referred to as authentication importance). This is reflected in (13) , where the first term is the decoding importance in (14) and the second term is the authentication importance in (15):
In (14), the decoding importance of is simply the distortion increment multiplied by its verification probability and the receiving probability of the signature packet. Thus, a packet has higher decoding importance if one or more of the following criteria are met: 1) has higher distortion increment ; 2) has higher verification probability; and 3) has lower loss probability.
In (15) , the authentication importance of is the sum of the distortion increments of each packet weighted with the receiving probability of , 's influence on 's verification and the receiving probability of the signature packet. Thus, a packet has higher authentication importance if one or more of the following criteria are met: 1) there are more packets in ; 2) the packets in have higher distortion increment; 3) the packets in have lower loss probability; 4) has higher influence on the packets in ; and 5) has lower loss probability. The signature packet is a special case in that it does not depend on any other packet for verification, and thereby its decoding importance is simply . On the other hand, all other packets depend on for verification, i.e.,
. If is lost, no packet will be verified, thereby its authentication importance is . Therefore, the signature packet is the most important packet with the highest sensitivity factor . From (10) and (11), the sensitivity factor, together with the size (including packet size plus overhead size), determines the transmission policy which corresponds to the bandwidth allocation among the packets. In particular, the optimization process accounts for the distortion increment, packet size, deadline, authentication dependency and overhead size for each packet to generate the optimized policy that minimizes the distortion of authenticated video at the receiver. In the resulting policy, a packet will have more transmission opportunities if its Lagrange multiplier is smaller, i.e., smaller size and greater sensitivity factor.
Searching for the optimized transmission policy is computationally expensive, due to the dependency imposed by graph-based authentication. The iterative process has to run for multiple iterations before the Lagrangian value converges. For instance, the complexity of proposed method is in the order of , where is the number of iterations that the optimization algorithm performs before convergence (typically on the order of 2-5), and is the number of packets considered for transmission. The term is the complexity of computing the sensitivity factor for a packet, and it depends on the size of the determining set and dependent set. The term is the number of transmission opportunities in the Markov decision process [6] . The computational complexity is exacerbated by the fact that the optimization algorithm has to run at every transmission opportunity.
B. Low-Complexity R-D-A Optimization
We propose a low-complexity algorithm for selecting the packets for transmission. At each transmission opportunity, packets are selected in the following four steps.
1) In the first step, for the I-frame packets and signature packets, their current action in the policy vector is set to "SEND" if they have never been sent before or their last transmission is more than one round-trip-time ago.
Note that setting the current action to "SEND" does not necessary mean that it will be transmitted in this transmission opportunity. The steps below may change the action. The purpose of this step is to avoid the deadlock scenario where a high-importance packet A (like I-frame packet) depends on a low-importance packet B (like P-frame packet serving as the signature packet) for verification. At the very beginning when neither packet has been transmitted and their policies are initialized to "NO SEND", the sensitivity factor (to be computed in the next step) of packet B is very small, because A was not yet transmitted and its importance is not reflected in B's sensitivity factor. On the other hand, the sensitivity factor of packet A is zero because A would not be verified as B was not yet transmitted. Thus, this forms a deadlock scenario, where both packets have small sensitivity factor and therefore neither packet has much chance to get transmitted. Note that this is not a problem in the original proposed R-D-A optimization algorithm, because it will run for many iterations starting from the initial all-"SEND" policy. 2) In step 2, based on the transmission history of the other packets and the actions set in Step 1, we can compute the sensitivity factor using (12) and (13), and hence the sensitivity per unit cost is , which is the ratio of the packet's sensitivity factor over its total size. It accounts for the authentication dependency, overhead, and packet size.
3) In step 3, the sensitivity factor per unit cost is adjusted based on the transmission history and the remaining time before its deadline. If its deadline is less than one forwardtrip-time away from the current time, the adjusted sensitivity per unit cost is set to 0, because it makes no difference to send the packet. Otherwise, the sensitivity per unit cost is multiplied by a factor , where and are forward-trip and round-trip loss probability, is the number of previous transmissions that are more than one round-trip-time ago and is the number of previous transmissions that are less than one round-triptime ago. That is, the sensitivity factor is discounted by for each transmission that is more than one roundtrip-time ago and by for each transmission that is less than one round-trip-time ago. 4) Finally, in step 4 the packets are sorted in the decreasing order of the adjusted sensitivity per unit cost. Based on this rank ordering, we choose to send the first packets whose size in total does not exceed the transmission budget. Compared with the original proposed R-D-A optimization algorithm, this algorithm has significantly reduced complexity, as no iterations are required and it only needs to compute the sensitivity per unit cost for every packet. At each transmission opportunity, the complexity is , where is the number of considered packets and is the complexity to compute a sensitivity factor.
C. R-D-A Optimization With Multiple Deadlines
The multiple-deadline problem for conventional RaDiO has been addressed in [21] , where a packet has multiple deadlines for decoding. For instance, when retroactive decoding is used, an I-frame could be still useful to decode the subsequence frames in the GOP even though it missed its own display deadline. Furthermore, the graph-based authentication also introduces the multiple-deadline problem, where an expired packet could be still useful to verify subsequent packets. In this section, we formulate R-D-A optimization for the multipledeadline problem caused by authentication.
As mentioned earlier, packet in authenticated video may have multiple deadlines; the first one is its display time, while the others are the display times of all packets in its dependent set , assuming the display times of all packets in are later than that of . Thus, has deadlines, and each deadline is associated with a sensitivity factor. Let be the 's sensitivity factor associated with the display time of packet , where or , can be computed with the formula below: if if (16) Therefore, each packet has multiple error probabilities, one for each deadline. For instance, the quantity is the probability that packet does not arrive by the display time of . With multiple deadlines, the expression in (11) becomes (17) The quantity can be computed by , which is analogous to the reciprocal of in (11) . Note the quantity is the sensitivity of overall distortion to the arrival of packet by deadline . However, the computational complexity is further increased by consideration of multiple deadlines due to two reasons: 1) The optimization process has to compute multiple sensitivity factors for every packet and the R-D-A optimization process has to consider that each packet has multiple error probabilities, one for each deadline. 2) The transmission window of a packet is extended to the display time of the last packet in its dependent set and the complexity of the Markov decision process exponentially increases with the length of the transmission window. This is especially true for the signature packet and early-stage packets in the authentication graph.
IV. RATE-DISTORTION-AUTHENTICATION OPTIMIZATION WITH SPECIFIC AUTHENTICATION METHODS
This section describes how to realize the proposed R-D-A Optimization with various graph-based authentication methods. In particular, we illustrate the computation of decoding importance, authentication importance, and overhead size, which can be substituted into (10) and (11) to compute the optimized transmission policy.
In the previous section, we assume that for any packet , its verification probability is a linear function of the loss probability of packet , as in (5). This is true for Simple Hash Chain [16] , Tree-Authentication [15] and Butterfly Authentication [14] , which can be directly incorporated into the proposed R-D-A Optimization framework. However, for authentication methods like EMSS [17] and Augmented Chain [18] , it is more difficult to compute the verification dependency and authentication importance in closed form. Nevertheless, one can still take a simulation-based empirical approach to estimate the verification probability and authentication importance.
A. R-D-A Optimization With Tree-Authentication
With Tree-Authentication [15] , each packet carries the signature and the hashes of its sibling node along its paths to the root. Thus, each packet is individually verifiable, i.e., there is no authentication dependency among the packets. As such, for a packet , its authentication importance is 0 ( ), its decoding importance is simply the associated distortion increment ( ), and its overhead size is , where the number of packets. Therefore, in this case, the R-D-A Optimization is very similar to conventional RaDiO with the only exception of authentication overhead.
Note that Tree-Authentication does not impose any authentication dependency, resulting in very low complexity. In this case, the complexity is the same as lower-complexity RaDiO using [8] . At each transmission opportunity, we simply sort the packets in decreasing order of and choose to send the first packets whose size in total does not exceed the transmission budget.
B. R-D-A Optimization With Simple Hash Chain
Given packets connected as a hash chain as shown in Fig. 2 , a packet can be verified if and only if all preceding packets are received. The determining set of is , the dependent set of is , the verification probability of is . Therefore, the decoding importance of can be computed using (14) . Furthermore, for any packet , its verification probability is a linear function of , as shown in (18): where (18) Substituting (18) into (15), we can obtain the authentication importance. The overhead size is for the signature packet , 0 for the last packet , and for the rest. Therefore, the decoding importance, authentication importance and overhead size can be substituted into (10) and (11) to compute the optimized transmission policy.
C. R-D-A Optimization With Butterfly Authentication
Given packets (where ) connected as a Butterfly Authentication graph, the first packet is the signature packet, the rest of the packets are divided into stages and each stage has packets. Fig. 6 gives an example of a Butterfly Authentication graph with 13 packets. Let us denote packet as , where is the stage number, is the packet index within a stage, and . The signature packet contains the hashes of all packet in stage 0, packet has its hash appended to and , where and are -bit numbers differing only at the th most significant bit.
is verifiable if either or is received and verified. Thus, its verification probability can be expressed using the loss probability and verification probability of connected packets in previous stage, as in (19) . when when (19) For packet , its determining set includes all packets to which has a directed path in the butterfly graph, i.e., ; its dependent set includes all packets that has a path to , i.e., . For example, in Fig. 6 , and . By iteratively applying (19) , can be expressed using loss probabilities of all packets in its determining set , which can be substituted into (14) to compute the decoding importance of packet . Lemma 1: In a Butterfly Authentication graph, if packet depends on packet for verification, i.e., , the dependent set of is a subset of the dependent set of , i.e.,
. Similarly, if the packet depends on for verification, i.e., , the determining set of is a subset of the determining set of , i.e., . Proof: The first statement can be proved as follows: Let be any packet in . As has a path to which in turn has a path to , also has a path to , i.e., . Therefore, . The second statement can be proved as follows: Let be any packet in . As has path to which in turn has path to , there is path from to , i.e., . Therefore, . The dependency relationship in a Butterfly Authentication graph has the transition property. In short, if packet A depends on packet B which in turn depends on packet C, then A also depends on C. Lemma 2 says that the authentication probability of a packet in the dependent set of packet can be expressed as a linear function of the loss probability of packet . Therefore, we can compute packet 's influence on a packet , which can be substituted into (15) to compute the authentication importance of . In a Butterfly Authentication graph with packets, the signature packet contains the digital signature and hashes of all packets in stage-0, thereby the Overhead Size of is , where and denote signature size and hash size, respectively. The packets in stagedo not contain any hash, and the rest of the packet contains two hashes each. (20) Therefore, we can substitute the decoding importance, authentication importance, and overhead size into (10) and (11) to compute the optimal transmission policy.
V. ANALYSIS AND EXPERIMENTAL RESULTS
In this section, the proposed R-D-A Optimization technique is benchmarked against: 1) the authentication-unaware RaDiO technique coupled with graph-based authentication, and 2) straightforward streaming of video data protected by the graph-based authentication method.
A. Experiment Setup
We consider a video streaming scenario where every received packet is acknowledged by the receiver and retransmission is driven by the sender. A packet is discarded if it is not delivered or verified before its deadline. Our experiments use the same settings as [6] - [8] for media streaming. Specifically, the network is assumed to be a packet-erasure channel, where a packet is either correctly received or lost. The packet loss and delay are random and independent in the forward and backward channel. Packet loss follows a uniform distribution (the loss rate is denoted by ) while packet delay follows a shifted Gamma distribution with parameters (constant delay in the network path), (number of routers in the network path), (mean queueing delay per router), and (variance of the queueing delay per router). In our experiments, the forward and backward channels are modeled as having the same loss rate and delay distribution: the loss rate is set to 0.03, 0.05, 0.1, and 0.2, as recommended by JVT for error resilience test [22] , the delay parameters are set to ms, and ms. The interval between two consecutive transmission opportunities is 100 ms and playout delay is ms. At any time , only those packets whose deadline is in window are eligible for transmission. NS-2 [23] is used for the simulation. For RaDiO streaming, the Lagrange multiplier is used to control the transmission rate (recall that smaller results in higher transmitted bit rate) and is fixed for one streaming session. Two QCIF video sequences, Foreman (400 frames) and Container (300 frames), are encoded using H.264/ACV reference software JM 10.2 [24] at around 150 kb/s and 70 kb/s, respectively. We select these two sequences in our experiment, namely Foreman with fast motion, and Container with slow motion. The frame rate is 30 frames per second and each GOP comprises of one I-frame followed by 14 P-frames. For the convenience of network transmission, each frame is divided into slices (or slice NAL units) based on the coding length. As such, an I-frame may be divided into more than one slice while a P-frame may comprise one slice only. A slice is wrapped by one RTP packet, similar to the single NAL unit mode in [25] . The parameter sets (including sequence parameter set and picture parameter set) are transmitted out-of-band. Other NAL unit types, like SEI and EOS [1] , are not used here. In addition, no slice NAL unit shall exceed 1200 bytes and the network MTU is set to 1500 bytes. The space of 300 bytes is reserved for authentication overhead (signatures and hashes appended) and RTP/UDP/IP headers (around 40 bytes). Therefore, no packet segmentation is required in the network.
For authentication, we use SHA-1 Hash (160-bit) and RSA Signature (1024-bit) [26] to construct authentication graphs like EMSS [17] , Augmented Chain [18] , and Butterfly [14] , which are all configured with their respective optimal parameters. A signature is amortized among a group of 33 consecutive packets, corresponding to around one-second of video data. As such, for an overhead size of 2 hashes per packet and frame rate of 30 frames per second, the authentication overhead constitutes around 8 kb/s of extra data rate, on top of the data rate of the original video.
In total, we implemented six systems, described as follows:
1) The first system, Dumb-AC, implements a straightforward transmission of video packets protected with Augmented Chain which is claimed optimal for generic data stream [18] . If there is sufficient bandwidth, the sender will retransmit the packets that has been sent but not yet acknowledged. Dumb-AC is the baseline system in our experiments. 2) The second system, RaDiO, implements authenticationunaware RaDiO for unauthenticated video, whose performance is used as the upper bound for all other systems. We measure the R-D performance for unauthenticated video with 1) no loss and no delay; 2) loss but no delay; and 3) loss and delay, which can demonstrate the impact of network loss and delay on the R-D performance.
3) The third system, R-D-A-Opt-Butterfly, implements our proposed R-D-A optimized streaming and Butterfly Authentication. We choose Butterfly Authentication because Simple Hash Chain [16] is not robust against packet loss, while Tree-Authentication [15] has too high authentication overhead. The performance of R-D-A-Opt-Butterfly is used to validate our proposed R-D-A Optimization technique. 4) The fourth system, RaDiO-Butterfly, implements authentication-unaware RaDiO and Butterfly Authentication. This system is used to benchmark the R-D-A Optimization technique. 5) The fifth system, RaDiO-EMSS, implements authentication-unaware RaDiO and EMSS. 6) The sixth system, RaDiO-AC, implements authenticationunaware RaDiO and Augmented Chain. These last two systems are used to demonstrate that the proposed R-D-A Optimization outperforms authentication-unaware RaDiO not only for Butterfly Authentication but also for other authentication methods, out of which Augmented Chain is claimed to be optimal for generic data authentication [18] . In our experiment, EMSS and Augmented Chain were slightly modified: the modified graphs have exactly the same structure as the original ones, except that the signature packet is the first packet (instead of the last one) and the original forward edges are pointing backward. This minor modification has two advantages: 1) the authentication dependency is to align with the frame prediction dependency, because the edges point backward; 2) this modification helps to reduce the receiver delay, although it also increases the sender delay. Recall that for media streams that are pre-stored at the sender, receiver delay is more critical than sender delay.
Note that Augmented Chain and Butterfly Authentication have fixed overhead size (i.e., 2 hashes per packet) while EMSS has tunable overhead size. As such, in RaDiO-EMSS system, we empirically determined the optimal overhead size that produces the best R-D performance. Fig. 7 gives the R-D curves of RaDiO-EMSS for Foreman and Container at different overhead sizes (2-5 hashes per packet) and different loss rates (0.03, 0.1, and 0.2). Note that due to space limitation we omit the set of R-D curves at loss rate 0.05, which has a similar R-D performance gap. Although the R-D curve has a less steep slope with a higher overhead size, it is shifted toward the right-hand side due to the extra overhead. Therefore, the best R-D performance is achieved when the overhead size is 2 hashes per packet. In subsequent experiments, we use the optimal overhead size of 2 hashes per packet for RaDiO-EMSS.
B. Performance Analysis of R-D-A Optimization
The R-D performance of the six systems are given in Fig. 8  ( ), Fig. 9 ( ), Fig. 10 ( ), and Fig. 11  ( ). The authentication-unaware techniques like RaDiO-EMSS, RaDiO-AC and RaDiO-Butterfly do not perform well at low rates, as the Y-PSNR drops quickly to unacceptable levels due to the lack of awareness of authentication. When bandwidth is scarce, packets with smaller distortion increments will have less transmission opportunities, and thereby lead to low probability of reception. However, these packets might be very important for verifying other packets and their loss will greatly degrade the video quality. The steep slope and quick dropoff in performance for the authentication-unaware RaDiO techniques may be reduced by increasing the packets' verification probability, but this would require significant additional authentication overhead which would negatively impact the overall R-D performance. This is also demonstrated in Fig. 7 which shows the R-D curves of RaDiO-EMSS with different overhead sizes. At higher overhead size, although the performance dropoff is slightly slower, the R-D curve is shifted towards the right (lower performance).
An interesting observation is the performance difference between Dumb-AC and authentication-unaware RaDiO techniques for the different sequences Container and Foreman. For the Foreman video, the packets' distortion increments vary drastically among packets and therefore the authenticationunaware RaDiO techniques exploit this to provide better performance than Dumb-AC. In the Container video, the ship is moving slowly at constant velocity and thereby the packets' distortion increments have small variance, i.e., most packets have approximately similar distortion increments. Therefore, the authentication-unaware RaDiO and Dumb-AC techniques have similar performance, and in some cases the Dumb-AC has slightly better performance, which is perhaps due to the randomness of the pattern of delivered packets.
As shown in Figs. 8-11 , R-D-A-Opt-Butterfly outperforms all systems, because it computes the transmission policy based on both packets' distortion increments and authentication importance. At low bandwidth, the authentication-unaware RaDiO does not work anymore as its R-D curves drop quickly to unacceptable levels. Nevertheless, at the same low bandwidth the proposed R-D-A Optimization technique is still a workable solution whose R-D curves drop gracefully in parallel with the upper bound, RaDiO for unauthenticated video. However, we still notice that there is a performance gap between RaDiO and R-D-A-Opt-Butterfly. The possible reasons could be: 1) R-D-AOpt-Butterfly has extra data rate due to the overhead size (the overhead constitutes 8 kb/s data rate on top of the data rate of the coded video); 2) the packets' authentication importance is not fully aligned with their distortion increments. If we could design an authentication graph such that packets' authentication importance and distortion increments are fully aligned, the horizontal gap between RaDiO and RaDiO_Butterfly_Aware should be reduced to the data rate of authentication overhead (i.e., 8 kb/s). However, this task constitutes future work, as there are many constraints on the graph topology (due to factors like frame prediction, playout sequence, etc.) and we cannot arbitrarily rearrange the packets in the authentication graph.
As a further observation to understand the plots, from the sender's point of view, the channel capacity is , where is the channel bandwidth, because the sender considers a packet as successfully delivered only after the packet is acknowledged by the receiver. Therefore, to transmit all packets at source rate , the required bandwidth is . More sophisticated acknowledgement schemes can reduce this required bandwidth to close to (depending on the playout delay), however, we keep the current approach for conceptual simplicity. When channel bandwidth drops below , the Y-PSNR of authenticated video starts to drop, which is validated by all R-D curves provided. For example, in Fig. 8(a) , the source rate is 158 kb/s including 150 kb/s for video data and 8 kb/s for authentication overhead, so the knee of the R-D curve of R-D-A-Opt-Butterfly is located at kb/s when loss rate is 0.03. Similarly, when the loss rate is 0.05, 0.1, and 0.2, the knee of the R-D curve is 175 kb/s in Fig. 9(a) , 195 kb/s in Fig. 10(a) , and 246 kb/s in Fig. 11(a 
C. Performance Analysis of Low-Complexity R-D-A Optimization
We also implement the low-complexity streaming of authentication video, as described in Section III-A. Fig. 12 compares the performance of optimized streaming (R-D-A-Opt-Butterfly) and low-complexity (R-D-A-Opt-Butterfly-LC) streaming, both using butterfly authentication. Note that we omit the R-D curve at loss rate 0.05 due to the space limitation, however it has similar trends with other loss rates. At lower bandwidth, the low-complexity algorithm has R-D curve close to the optimized algorithm, because it is able to identify those packets with substantially higher importance. However, the performance gap increases with the bandwidth, because the low-complexity algorithm has limited capability to differentiate among the low-importance packets which do not vary much in their associated importance. In addition, the performance gap also increases with the packet loss rates. At lower loss rate, there is little uncertainty of packet delivery and, hence, the low-complexity algorithm achieves R-D performance close to the optimized algorithm. At higher loss rates, there is higher uncertainty and the low-complexity algorithm is therefore unable to handle the situation, leading to poorer performance.
D. Performance Analysis of R-D-A Optimization With Multiple Deadlines
We implement the rate-distortion optimized streaming of authentication video with consideration of multiple deadlines, as described in Section III-C. As mentioned earlier, the exponentially increased complexity is not tractable in multiple-deadline optimization, and we have to reduce it to run the simulation. We take a packet as a single-deadline packet seconds before its display time, where is the minimum forward delay. After that time, the packet is considered as multiple-deadline packet, where each deadline corresponds to the display time of a packet in its dependent set. In this manner, the long transmission window is divided into two segments which greatly reduces the space over which the optimization algorithm has to search. Fig. 13 compares the performance of the single-deadline optimization algorithm (R-D-A-Opt-Butterfly) and multiple-dead-line optimization (R-D-A-Opt-Butterfly-MD). We can see that the multiple-deadline optimization provides improved R-D performance, where the gain depends on the sequence and increases with packet loss rate. It is interesting to note that the performance gain achieved by using multiple-deadline optimization is limited when using the Butterfly technique, by the improved reliability to packet erasures provided by the Butterfly authentication graph. In the butterfly authentication graph, packets have multiple paths to the signature packet and they can be verified via any of these paths. Retransmitting a packet after its missed display time increases the probability of other packets' verification. However, this benefit is somewhat limited since the packet may not be used for the verification of the packets in its dependent set, due to the existence of other paths in the Butterfly graph. The potential benefits provided by multipledeadline optimization are likely to be higher for authentication graphs which have weaker resilience to packet losses.
VI. CONCLUSION
This paper has proposed an R-D-A Optimization technique for authenticated video. The simulation results demonstrate that the proposed R-D-A Optimization has substantial performance gains over all other methods tested.
In particular, our main contributions are summarized as follows:
1) By observing that an authenticated video is decoded only from packets that are both received and verified (i.e., a received packet that is not successfully verified will be discarded), we introduce a new concept for authenticated media streaming. That is, instead of optimizing the verification probability of received packets, we should optimize the quality of media decoded from those received and verified packets. 2) We further propose a R-D-A Optimized streaming technique that computes the transmission policy to minimize the expected distortion of the authenticated video at the receiver. This is achieved by accounting for the authentication importance and overhead size, in addition to the original distortion increment and packet size used in conventional authentication-unaware RaDiO. 3) We also show how to realize the proposed R-D-A Optimization using various authentication methods. Indeed, the proposed technique works with any authentication method as long as the packets' verification probability and authentication importance can be computed analytically or empirically. 4) We conduct simulation to compare the R-D-A Optimization and the authentication-unaware RaDiO. Simulation results demonstrate that the R-D-A Optimization has the best R-D performance among all systems. Indeed, the authentication-unaware RaDiO systems do not work at low bandwidths, as the video quality drops quickly to unacceptable levels. 5) Considering that R-D-A optimization has high complexity, we propose a low-complexity algorithm. Experimental results show that the low-complexity algorithm performs well at low bandwidth and low loss rates, compared with the optimized algorithm.
6) We also show how to account for the multiple deadlines provided by the authentication graph, and evaluate the performance improvement of multiple-deadline versus singledeadline optimization for the proposed R-D-A Optimized streaming technique. It is worth noting that the horizontal gap between the proposed R-D-A Optimization and RaDiO for unauthenticated video is still greater than the data rate due to the authentication overhead. This gap could be further reduced by jointly designing the authentication graph (allocating authentication overhead) and scheduling packet transmissions, which is our future work. In [20] , we formulate the distortion-overhead optimization problem to allocate overhead among the packets for a given transmission policy, and in this paper we formulate the R-D-A optimization problem to schedule packet transmissions (i.e., to allocate bandwidth among packets) for a given authentication graph topology. We believe that jointly allocating authentication overhead and bandwidth for packet transmissions could further improve the performance.
