Abstract-Superresolution mapping is a set of techniques to obtain a subpixel map from land cover proportion images produced by soft classification. Together with the information from the land cover proportion images, supplementary information at the subpixel level can be used to produce more detailed and accurate land cover maps. This research aims to use the elevation data from light detection and ranging (LIDAR) as an additional source of information for superresolution mapping using the Hopfield neural network (HNN). A new height function was added to the energy function of the HNN for superresolution mapping. The value of the height function was calculated for each subpixel of a certain class based on the Gaussian distribution. A set of simulated data was used to test the new technique. The results suggest that 0.8-m spatial resolution digital surface models can be combined with optical data at 4-m spatial resolution for superresolution mapping.
Superresolution Mapping Using a Hopfield Neural
Network With LIDAR Data Minh Q. Nguyen, Peter M. Atkinson, and Hugh G. Lewis
Abstract-Superresolution mapping is a set of techniques to obtain a subpixel map from land cover proportion images produced by soft classification. Together with the information from the land cover proportion images, supplementary information at the subpixel level can be used to produce more detailed and accurate land cover maps. This research aims to use the elevation data from light detection and ranging (LIDAR) as an additional source of information for superresolution mapping using the Hopfield neural network (HNN). A new height function was added to the energy function of the HNN for superresolution mapping. The value of the height function was calculated for each subpixel of a certain class based on the Gaussian distribution. A set of simulated data was used to test the new technique. The results suggest that 0.8-m spatial resolution digital surface models can be combined with optical data at 4-m spatial resolution for superresolution mapping.
Index Terms-Data fusion, Hopfield neural network (HNN) optimization, light detection and ranging (LIDAR), superresolution mapping.

I. INTRODUCTION
S
UPERRESOLUTION mapping is a set of techniques for predicting the location of land cover classes within a pixel based on the proportion of each land cover class predicted by soft classification. Proportion images are a set of images, where each element image represents for predicted proportions of a land cover class. The concept of superresolution mapping was introduced by Atkinson [1] based on the assumption that a mixed pixel is composed of a matrix of crisp subpixels. The number of elements of the matrix covered by a particular land cover class is determined by the proportions predicted by soft classification. The location within the matrix is determined based on the concept of spatial dependence, which refers to the tendency of proximate subpixels to be more alike than those located far apart. Accordingly, subpixels are classified such as to create a desired form of the spatial correlation in the resulting map.
Several techniques have been proposed for superresolution mapping. Some of these techniques are based on maximizing spatial correlation such as spatial dependence maximization [1] , Hopfield neural network (HNN) optimization [2] and genetic algorithms [3] . Other superresolution mapping techniques use information at the subpixel level such as two-point histro- gram optimization [4] , HNN optimization using a semivariance constraint [2] , and feed-forward neural networks [5] . In these latter techniques, information on the spatial distribution of the subpixels is obtained by training a target image at the subpixel spatial resolution. The trained information is then used for superresolution mapping of the whole image. That is, the spatial distribution of the subpixels in the whole image is generalized by the spatial distribution obtained from the training image. All the above methods increase the detail and accuracy of the land cover map in comparison with conventional methods such as minimum-distance-to-means or maximum likelihood classification. However, these superresolution mapping methods have a limit to the detail and accuracy of the resulting thematic map since the spatial distribution of the subpixels is not always the same as that generalized from the training image. Therefore, it is suggested that additional site-specific information at the subpixel level could be useful.
Elevation data can be used as a supplementary source of information for land cover classification. Slope and aspect data produced from a coarse spatial resolution digital elevation model (DEM) can be integrated with multispectral data for land cover analysis [6] . At a very fine spatial resolution, elevation data can be used to extract buildings and trees based on digital surface model (DSM) and digital terrain model (DTM) data [7] . A DSM is different from a DTM in that it not only represents the terrain but also contains nonterrain objects. The difference image between a DSM and DTM is a useful information source to extract objects such as buildings and trees.
LIDAR is an active remote sensing system that uses pulses of laser light to illuminate the terrain [8] . The most common application of LIDAR is to produce very high accuracy elevation data. The most accurate LIDAR, which uses an airborne laser scanning technique, can provide elevation data at vertical accuracies of 15-20 cm [9] . Due to its very high accuracy and fine spatial resolution, LIDAR data have been used for building and tree extraction and three-dimensional model construction at very fine spatial resolution [10] . In addition, LIDAR data can be combined with multispectral imagery as a complementary data source to increase the accuracy of the land cover classification [7] , [11] .
This research proposes a new method to combine multispectral and LIDAR elevation data for land cover classification at the subpixel level for an urban area. From the multispectral data, land cover proportion images were produced using soft classification. The proportion images were then used for superresolution mapping with an HNN. To make use of the LIDAR elevation data for the superresolution mapping, a height function was added to the energy function of the HNN. The height function increased the output value of certain classes such as "building" based on probability theory.
II. HOPFIELD NEURAL NETWORK
In this section, a modified HNN model which makes use of the LIDAR elevation data is introduced. Fig. 1 is a graphical depiction of the original HNN approach for superresolution mapping [2] . A pixel at the original spatial resolution is divided into two 5 5 element interconnected matrices of neurons in the HNN. Each neuron represents a subpixel at position in the land cover class and each matrix of neurons represents a land cover class. For superresolution mapping, the HNN is constrained using the soft-classified land cover proportions and runs until it converges to a stable state. At the stable state, the value of the energy function of the HNN is minimum and the spatial correlation of the subpixels is maximized. Tatem et al. [12] indicated that the convergence of the energy value of the HNN is monotonic and that convergence is faster if the network is initialized using the proportion images. If the output value of the neuron is 1, the subpixel is assigned to the land cover class . Otherwise, if the output value is 0, the subpixel does not belong to the class . The energy function can be expressed as (1) where , , , and are weighting coefficients. Values of the weighting coefficients determine the effects of the goal functions, proportion constraint and multiclass constraint to the enegy function. The values of these weighting coefficients are defined empirically for best performance of the HNN [2] .
For each neuron , and are the values of spatial clustering or goal functions and determined by (2) and (3) where is the gain value, i.e., the steepness of the function (usually assigned a value of 100 [2] ), , where is the number of pixels in the neighborhood used in the goal function, 0.5 is the threshold, is the ouput value of the neuron . The first goal function (2) is used to increase the output value of the neuron if the average output value of the eight surrounding neurons is greater than 0.5. In contrast, the second goal function (3) decreases if the average output value of the eight surrounding neurons is less than 0.5. That means the goal functions make the neighboring subpixels more alike.
The value in (1) is a proportion constraint. This value retains the land cover proportion for each original pixel and is defined as (4) where is the estimated proportion and is the input proportion of the land cover of the pixel which is obtained by soft classification. The pixel is the corresponding pixel at the original spatial resolution to which the subpixel or neuron belongs. is the zoom factor, which determines the increase in spatial resolution from the original image to the superresolution mapping image. The proportion constraint function contributes a positive value if the estimated proportion of the class is greater than the input proportion. As a result, the network reduces the output values of neurons in the class layer due to the minus sign in (1). Conversely, if the estimated proportion is less than the input proportion, the proportion constraint increases the output values of the neurons in the class .
The multiclass constraint value is used to ensure that the sum of classes at the position must be equal to 1. The value of the multiclass constraint is calculated as (5) To use the LIDAR elevation data for superresolution mapping by the HNN, the energy function in (1) was modified by adding a height function. The value of the height function is defined based on the probability of a subpixel belonging to a class using LIDAR elevation data. The new energy function is (6) where is the height function value for each neuron and is a weighting coefficient for the height function.
The structure of the HNN in Fig. 1 can be modified to make use of the LIDAR data. Elevation data are processed from the DSM and DTM [11] to produce an image of the normalized height of nonterrain objects. Based on these height data, it is possible to predict the location of subpixels in a certain land cover class. For example, a subpixel with a height of 10 m is likely to be a building or tree subpixel. In this research, the prediction of land cover class based on the normalized height which can be calculated for each neuron as (7) where is the conditional probability of a subpixel with normalized height belonging to class . The probability can be defined based on the Gaussian distribution as (8) where and are the mean and standard deviation of class in the normalized height image which can be estimated from the normalized height image [13] .
As in (8) , the height function would increase the output value of a neuron in correlation with the conditional probability of a subpixel belonging to a class . If the height function produces the same value for the neurons in position of different classes, the output value produced by the goal functions, proportion and multiclass constraints will decide the land cover class of the subpixel. In this case, the algorithm based on normalized height alone might fail to separate land cover classes if the statistics of these classes based on the normalized height data are similar.
III. DATA
A. Optical and Elevation Image
In this experiment, a simulation of the proportion image at 4-m spatial resolution (assumed to be the spatial resolution of a multispectral IKONOS image) was used. The simulation was based on a 40-cm spatial resolution digital orthophoto of Odense provided in 1999 by COWI, Denmark [ Fig. 2(a) ]. The image is used as demonstration data for the eCognition software. The image registration accuracy of the orthophoto is approximately 2-3 pixels. A DSM image acquired by LIDAR TopoSys in 2001 was also used [ Fig. 2(b) ]. The accuracy of the DSM was 15 cm (vertical) and 50 cm (planimetric).
B. Land Class Proportion Image
A proportion image was simulated from the 200 200 pixels digital orthophoto by manual digitizing. In addition, a 40-cm spatial resolution map of three classes was extracted from the orthophoto. Three land classes were identified: Building, Tree, and Background (Background is the class that consists of no nonterrain objects) [ Fig. 3(a)-(c)] . The map was then used as reference data. From the map, a simulated 4-m proportion image [ Fig. 3(d)-(f) ] was created by degrading the 40-cm map by a factor of ten. The simulated proportion image was then used for superresolution mapping by the HNN to produce a 40-cm thematic map. Evaluation of the method was implemented by comparison of the 40-cm reference map with the 40-cm map predicted by the HNN superresolution mapping.
C. Statistical Analysis of LIDAR Elevation Data
The normalized height data were produced using a moving window filter. A part of the land cover images in Fig. 3(a) -(c) were used for training to calculate the mean and standard deviation of each land class on the normalized height. Investigation showed that the mean normalized height of the Building class was 21.59 m, and its standard deviation was 2.627 m (Background class normalized height was assigned a value of 12 m). The normalized height of the Tree class was similar to that of the Background class except for the tree trunks since the LIDAR data were produced by the second return of the laser pulse. Therefore, amongst the three classes in the experiment, the LIDAR data were the most informative for discriminating the Building class.
IV. RESULTS
To evaluate the performance of the technique, the resulting map using the LIDAR data was compared with a 4-m hard-classified image [ Fig. 3(g)-(i) ], 0.8-m hard minimum-distance-tomeans classification using LIDAR elevation data [ Fig. 3(j)-(l) ], and 0.4-m HNN superresolution mapping obtained without the LIDAR data [ Fig. 3(m)-(o) ]. The 4-m hard-classified image was obtained from the proportion image by assigning each 4-m pixel to the class of the largest proportion. The HNN superresolution mapping was implemented based on the HNN with the goal functions, proportion and multiclass constraints as in Tatem et al. [2] . In this process, the 4-m simulation proportion image was used as input for the HNN superresolution mapping with a zoom factor of ten to produce the land class map at 0.4 m. Weighting coefficients of , , , and produced the most accurate results after 6000 iterations as in Fig. 3(j)-(l) .
The proposed HNN superresolution mapping was implemented using the 4-m proportion image and 0.8-m spatial resolution LIDAR elevation data. A zoom factor of ten was used to produce a 0.4-m spatial resolution map. After 6000 iterations, the HNN network using the 0.8-m LIDAR data with weighting coefficients of , , , and produced the results in Fig. 3(p)-(r) . Accuracy statistics for each method such as Kappa index of agreement (KIA), overall accuracy, and per-class omission and commission errors are given in Table I . Visual comparison of the results of the two prediction techniques shows that the superresolution mapping using the LIDAR data is preferable to the hard classification and the traditional HNN superresolution mapping, especially for the Building class. The subpixels in the edges of buildings in Fig. 3(a) were not preserved as straight lines in Fig. 3(g) and (j). These subpixels were assigned to the Tree class in a hard minimum-distance-to-means classification of LIDAR elevation data [ Fig. 3(k) ]. Using the height function, a positive value was produced for the neurons in both the Building and Tree classes. Combining with the goal functions and proportion constraint, this height function value retained the linear edges of the building objects [ Fig. 3(p) ].
The accuracy statistics (Table I) showed a considerable increase in accuracy for the new technique. Overall accuracy increased from 89.99% for the 4-m hard classification and 75.52% for the 0.8-m hard classification using only LIDAR elevation data to 96.22% for the HNN superresolution mapping using 0.8-m LIDAR elevation data. In comparison with the traditional HNN superresolution mapping, the accuracy of the thematic map produced by the HNN superresolution mapping using the LIDAR elevation data increased approximately 5% in terms of overall accuracy.
Amongst the three classes, the accuracy of the Building class increased significantly. The omission error of the Building class decreased from the value of 8.23% for 4-m hard classification, 14.12% for the hard classification of 0.8-m LIDAR data and 6.14% for the traditional HNN superresolution mapping to 1.82% for the new HNN superresolution mapping technique using 0.8-m LIDAR elevation data. However, the commission error increased slightly from 1.53% for the traditional HNN superresolution mapping to 3.18% after using the LIDAR elevation data. The results showed that the elevation data were the most informative for the Building class.
V. CONCLUSION
This letter introduces a technique for combining the optical imagery and LIDAR elevation data for superresolution mapping. Information provided by the LIDAR data was incorporated into the HNN optimization using a height value function. The value of the new function was calculated based on statistical theory. The effectiveness of the technique was examined on a simulated 0.8-m DSM and a 4-m proportion image. The accuracy evaluation was implemented based on the KIA, overall accuracy, and omission and comission errors.
The results demonstrated that LIDAR elevation data can be fused with optical data for the HNN to predict accurately land cover at a subpixel resolution. The results showed a considerable increase in all accuracy statistics of the new technique, particularly for building objects. For the other classes, the technique results in a slight increase in accuracy. In addition, visual inspection of the resulting images also demonstrated the improvement in superresolution mapping using the elevation data.
The new technique is generic for the combination of different sources of elevation and optical data. The same principle can be applied to other sets of data at various spatial resolutions such as 20-m SPOT MS data and 2-m LIDAR or 4-m MS data and 1-and 2-m LIDAR. Thus, future research will exploit other sources of information, which can be extracted from LIDAR data such as LIDAR reflectance or slope and aspect, for fusion with the optical imagery to predict land cover at the subpixel spatial resolution.
