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CLASS A SPACETIMES
STEFAN SUHR
Abstract. We introduce class A spacetimes, i.e. compact vicious spacetimes
(M, g) such that the Abelian cover (M,g) is globally hyperbolic. We study
the main properties of class A spacetimes using methods similar to those in-
troduced in [23] and [4]. As a consequence we are able to characterize mani-
folds admitting class A metrics completely as mapping tori. Further we show
that the notion of class A spacetime is equivalent to that of SCTP (spacially
compact time-periodic) spacetimes as introduced in [8]. The set of class A
spacetimes is shown to be open in the C0-topology on the set of Lorentzian
metrics. As an application we prove a coarse Lipschitz property for the time
separation of the Abelian cover. This coarse Lipschitz property is an essential
part in the study of Aubry-Mather theory in Lorentzian geometry.
1. Introduction
The theory of compact Lorentzian manifolds is in large parts terra incognita. In
opposition to Riemannian geometry, Lorentzian geometry is focused on noncom-
pact manifolds, for well known reasons motivated by physical intuition in general
relativity. The situation with compact Lorentzian manifolds is vague to the extent
that there is no well established large subclass of compact Lorentzian manifolds
with well understood geometric features. It is the purpose of these notes to pro-
pose one such class (class A) and study some of its properties. We point out that,
though class A spacetimes justify a study by themselves, the main application for
these spacetimes will be the study of homologically maximizing causal geodesics
(Aubry-Mather theory) in subsequent publications ([21], [22]).
A compact spacetime (M, g) is said to be class A if (M, g) is vicious and the
Abelian cover is globally hyperbolic (see section 2.2 for definitions). Class A space-
times appear for the first time for 2-dimensional compact manifolds in [20]. Though
the definition of class A therein differs from the one above, [20] shows that this def-
inition and the definition in [20] are equivalent for dimM = 2. [20] contains the
justification for the name ‘class A’ as well. Therein a distinction is made between
class A and class B spacetimes. It is by far not clear what a good definition of class
B spacetimes should be for dimM ≥ 3.
First examples of class A spacetimes are flat Lorentzian tori, i.e. quotients
of Minkowski space by a cocompact lattice. Other known examples are spacetime
structures on 2-tori admitting either a timelike or spacelike conformal Killing vector
field ([20]).
It turns out that class A spacetimes are closely related to the known class of
SCTP (spatially compact time periodic) spacetimes introduced in [8] (see definition
10 and theorem 11). SCTP spacetimes (M ′, g′) are globally hyperbolic spacetimes
with a compact Cauchy hypersurface Σ and an isometric Z-action (translation into
the future) by isometries ψn : M
′ → M ′ such that Σn+1 := ψn+1(Σ) ⊂ I
+(Σn)
and the orbit of every x ∈ M ′ intersects I+(x). Then the time orientable quo-
tient of a SCTP spacetime is class A and every class A spacetime is covered by a
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SCTP spacetime (theorem 11). Recent work in mathematical physics revealed the
relevance of SCTP (and with it class A) spacetime to general relativity ([7]).
The definition of class A spacetimes in terms of causality conditions yields sur-
prising restrictions on the topological and geometric structure of these spacetimes.
The main result of these notes is theorem 11. Theorem 11 has three important
corollaries (corollary 13, 14 and 15).
Corollary 13 gives a precise characterization of manifolds that admit class A
metrics. Like in the case of globally hyperbolic spacetimes, existence of class A
spacetime structures induce strong restrictions on the topology of M , i.e. there
exists a class A metric in Lor(M) iff M is diffeomorphic to a mapping torus. Note
that this result represents a compact version of the global splitting theorem for
globally hyperbolic spacetimes ([12],[3]) for compact spacetimes.
Corollary 14 states that the set of class A metrics (i.e. Lorentzian metrics on
M such that (M, g) is class A) is open in the C0-uniform topology on the space
of Lorentzian metrics Lor(M) on M . This represents a uniform version of theo-
rem 12 in [12]: For any globally hyperbolic spacetime (M, g) there exists an open
neighborhood U of g in Lor(M), equipped with the fine C0-topology, such that any
Lorentzian metric g1 ∈ U is globally hyperbolic as well. Note that one cannot use
fine neighborhoods as in [12] for g := π∗g directly, since the topology induced on
Lor(M) by the canonical projection π : M →M is finer than the uniform topology
on Lor(M), and therefore g might be the only periodic Lorentzian metric in U .
Finally with corollary 15 we prove that any SCTP spacetime is isometric to a
“standard SCTP” spacetime. Consider spacetimes (R×Σ,−f2dt2 + gΣ) where f is
a positive function on R × Σ and gΣ is a Riemannian metric on Σ i.g. depending
on the t-coordinate as well. These spacetimes are called standard SCTP spacetime
if there exists an isometry ψ : R×Σ→ R×Σ of the form ψ(t, x) = (t+ 1, φ(x)) or
ψ(t, x) = (−t+1, φ(x)) for some diffeomorphism φ : Σ→ Σ. Corollary 15 represents
an analogue to the Lorentzian splitting theorem for globally hyperbolic spacetimes
with a group action.
The proof of theorem 11 incorporates several different constructions and meth-
ods, e.g. Sullivan’s structure cycles ([23], see appendix A), a generalization of a
methods introduced by D. Yu Burago ([4]) and the construction of the homological
timecone T (see section 4) the Schwartzmann’s cone for 1-cycles with support in the
future pointing vectors. The homological timecone can be seen as an asymptotic
(i.e. stable) version of the causality relations in the Abelian cover, much in the same
way the stable norm on H1(M,R) ([13], 4.19) can be seen as an asymptotic version
of the Riemannian distance function on the Abelian cover. Example 2 shows that
the result of theorem 11 is in some respect optimal, i.e. the viciousness assumption
cannot be dropped.
The second main result, theorem 16, claims the coarse Lipschitz property of the
time separation (Lorentzian distance, see section 2.2) of the Abelian cover of a class
A spacetime. The Lipschitz continuity of the time separation has received very little
attention in the literature so far. It made a short appearance in connection with
the Lorentzian version of the Cheeger-Gromoll splitting theorem ([6], [9]). The idea
we employ here is different from the approaches before and is based on so-called
cut-and-paste arguments commonly used in Aubry-Mather theory ([1],[17]).
The text is structured as follows: In section 2 we collect the necessary notions
from Lorentzian and Riemannian geometry and set the global notation. In section 3
we review previous work on globally conformally flat tori. In section 4 we introduce
the stable time cone T, the homological equivalent of the causal future and discuss
the main results and examples mentioned so far. Finally sections 5 and 6 contain
the proofs of theorem 11 and theorem 16.
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2. Geometric Notions and Notation
Notation. Throughout the article we consider smooth manifolds only. D(M ′,M)
denotes the group of deck transformations for a regular cover π′ : M ′ →M . By M
we denote the quotient of the universal cover M˜ by the commutator group of π1(M),
i.e. M ∼= M˜/[π1(M), π1(M)]. M will be called the Abelian cover of M . Denote
with π the canonical projection of M to M . Further we denote with H1(M,Z)R
the image of the natural map H1(M,Z) → H1(M,R). We denote the action of
D(M,M) by +, i.e.
(k, x) ∈ D(M,M)×M 7→ x+ k ∈M.
2.1. Riemannian structures. We will need the concept of rotation vectors from
[17]. Let k1, . . . , kb (b := dim H1(M,R)) be a basis of H1(M,R) consisting of
integer classes, and α1, . . . , αb the dual basis with representatives ω1, . . . , ωb. For
two points x, y ∈ M we define the difference y − x ∈ H1(M,R) via a C1-curve
γ : [s, t]→M connecting x and y, by
〈αi, y − x〉 :=
∫
γ
π∗ωi
for all i ∈ {1, . . . , b}. The rotation vector of γ as well as of π ◦ γ is defined as
ρ(γ) := ρ(π ◦ γ) :=
1
t− s
(y − x).
Note that the map (x, y) 7→ y − x is i.g. not surjective. But we know that the
convex hull of the image is H1(M,R). Just observe that by our choice of classes
αi we know that every k ∈ H1(M,Z)R is the image of (x, x + k′) for every x ∈ M
where k′ ∈ H1(M,Z) 7→ k ∈ H1(M,Z)R under the natural map.
We choose a Riemannian metric gR on M arbitrary but fixed once and for all.
We denote the distance function relative to gR by dist and the metric balls of radius
r around p ∈M with Br(p). The metric gR induces a norm on every tangent space
of M , which we denote by |.|, i.e. |v| :=
√
gR(v, v) for all v ∈ TM . Further we
denote by T 1,RM the unit tangent bundle of (M, gR). For convenience of notation
we denote the lift of gR to M , and all objects associated to it, with the same letter.
Set
diam(M, gR) := max
p∈M
min
k∈H1(M,Z)\{0}
{dist(p, p+ k)| p ∈ π−1(p)}
the homological diameter of (M, gR).
We will constantly employ the following theorem.
Theorem 1 ([4], [16]). Let (M, gR) be a compact Riemannian manifold. Then
there exists a unique norm ‖.‖ : H1(M,R) → R and a constant std(gR) < ∞ such
that
| dist(x, y)− ‖y − x‖| ≤ std(gR)
for any x, y ∈M .
‖.‖ is called the stable norm of gR on H1(M,R). The distance function on
H1(M,R) relative to ‖.‖ is written as dist‖.‖. By ‖.‖
∗ we denote its dual norm on
H1(M,R).
2.2. Lorentzian Geometry. Let (M, g) be a spacetime, i.e. a Lorentzian mani-
fold such there exists X ∈ Γ(TM) with g(X,X) < 0 (we use the sign convention
(−,+, . . . ,+)). X is called a time-orientation. Denote by [g] the conformal class of
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the Lorentzian metric g sharing the same time-orientation, i.e. all Lorentzian met-
rics g′ such that there exists u ∈ C∞(M) with g′ = eug and the time orientations
of g and g′ coincide. For [g] define the sets
Time(M, [g]) := {future pointing timelike vectors in (M, g)}
and
Light(M, [g]) := {future pointing lightlike vectors in (M, g)}.
Both Time(M, [g]) and Light(M, [g]) \ {zero section} are smooth fibre bundles over
M . Denote by Time(M, [g])p and Light(M, [g])p the fibres of Time(M, [g]) and
Light(M, [g]) over p ∈M , respectively. For ε > 0 we define
Time(M, [g])ε := {v ∈ Time(M, [g])| dist(v,Light(M, [g]) ≥ ε|v|}.
Time(M, [g])ε is a smooth fibre bundle as well with fibre Time(M, [g])εp over p ∈M .
The fibres are convex for every p ∈ M according to the following lemma and
corollary.
Lemma 2. Let (V, |.|) be a finite-dimensional normed vector space and K ⊂ V a
convex set with K 6= V . Then the function v ∈ K 7→ dist|.|(v, ∂K) is concave.
The proof is an exercise in convex geometry. See [5] theorem 1.10 for a proof in
the more general case that (M, gR) is Riemannian manifold of nonnegative curva-
ture.
If K is a convex cone we know that v ∈ K 7→ dist|.|(v, ∂K) is positively homoge-
nous of degree one, i.e. dist|.|(λv, ∂K) = λdist|.|(v, ∂K) for all λ ≥ 0. Lemma 2 and
the positive homogeneity then imply
dist|.|(v + w, ∂K) ≥ dist|.|(v, ∂K) + dist|.|(w, ∂K).
Corollary 3. Let K 6= V be a convex cone and ε > 0. The cones
Kε := {v ∈ K| dist|.|(v, ∂K) ≥ ε|v|}
are convex for all ε > 0.
Finally we give the definitions for the notions from causality theory used in
these notes. For an overview of causality theory of Lorentzian manifolds see [2].
A piecewise smooth curve γ : [a, b] → M is called future pointing (future pointing
timelike) if all left and right sided tangents are future pointing (future pointing
timelike). Then the time separation d(p, q) of two points p, q ∈ M is given as the
supremum of the Lorentzian arclength of future pointing curves from p to q. Here
the supremum over the empty set is defined as 0. Note that every future pointing
curve admits a Lipschitz parameterization and is therefore rectifiable.
A spacetime is called vicious if every point lies on a timelike loop. Equivalently
one can suppose that the chronological past and future of every point are equal
to the entire manifold. A spacetime (M, g) is globally hyperbolic if the there exists
a subset S ⊂ M such that every inextendible timelike curves intersects S exactly
once.
3. Preceding Work
In this section we shortly review a preceding study ([19]) with results that served
as a motivation for the present article. The part of [19] relevant to this text is
concerned with the problem of Lipschitz continuity of the time separation in the
Abelian cover of a globally conformally flat Lorentzian torus. Note that globally
conformally flat Lorentzian tori are trivially of class A. Before we formulate the
results, we explain the precise setup.
Consider a real vector space V of dimension m <∞ and 〈., .〉1 a nondegenerate
symmetric bilinear form on V with signature (−,+, . . . ,+). Further let Γ ⊆ V be
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a co-compact lattice and f : V → (0,∞) a smooth and Γ-invariant function. The
Lorentzian metric g := f2〈., .〉1 then descends to a Lorentzian metric on the torus
V/Γ. Denote the induced Lorentzian metric by g. Choose a time orientation of
(V, 〈., .〉1). This time orientation induces a time orientation on (V/Γ, g) as well.
Note that (V/Γ, g) is vicious and the universal cover (V, g) is globally hyperbolic.
According to [18] proposition 2.1, (V/Γ, g) is geodesically complete in all three
causal senses. Fix a norm ‖.‖ on V and denote the dual norm by ‖.‖∗. Note that
‖.‖ induces a metric on V/Γ. Further denote by T the positively oriented causal
vectors of (V, 〈., .〉1).
For ε > 0 set Tε := {v ∈ T| dist(v, ∂T) ≥ ε‖v‖}. Choose an orthonormal basis
{e1, . . . , em} of (V, 〈., .〉1). Note that the translations x 7→ x + v are conformal
diffeomorphisms of (V, g) for all v ∈ V . Then the g-orthogonal frame field x 7→
(x, (e1, . . . , em)) on V descends to a g-orthogonal frame field on V/Γ. Relative
to this identification of V ∼= TVp follows T = Time(V, [g])p ∪ Light(V, [g])p and
Tε = Time(V, [g])
ε
p.
[19] contains the following compactness result for future pointing maximizers in
(V/Γ, g).
Theorem 4 ([19]). For every ε > 0 there exists δ > 0 such that
γ˙(t) ∈ Tδ
for all future pointing maximizers γ : I → V/Γ with γ˙(t0) ∈ Tε for some t0 ∈ I and
all t ∈ I.
Theorem 4 has the following immediate consequence.
Corollary 5 ([19]). Let ε > 0. Then any limit curve of a sequence of future
pointing maximizers γn : In → V/Γ with γ˙n(tn) ∈ Tε, for some tn ∈ In, is timelike.
The author then deduces, following [9], the Lipschitz continuity of the time
separation d of (V, g) on {(p, q) ∈ V × V | q − p ∈ Tε} for every ε > 0. Using the
standard argument that local Lipschitz continuity with a fixed Lipschitz constant
implies Lipschitz continuity, one obtains the following theorem.
Theorem 6 ([19]). For all ε > 0 there exists L = L(ε) < ∞ such that the time
separation d of (V, g) is L-Lipschitz on {(x, y) ∈ V × V | y − x ∈ Tε}.
4. Causality Properties of Class A Spacetimes
Recall the definition of class A spacetimes from the introduction.
Definition 7. A compact spacetime (M, g) is of class A if (M, g) is vicious and
the Abelian cover π : (M, g) → (M, g) is globally hyperbolic. We call a metric
g ∈ Lor(M) class A iff (M, g) is class A.
We begin the discussion of class A spacetimes with an example of naturally
appearing spacetimes that give rise to a class A spacetime.
Example 1. Let (N, gN ) be a closed (i.e. compact with empty boundary) Rie-
mannian manifold and φ : (N, gN ) → (N, gN ) an isometry. Consider the globally
hyperbolic spacetime (R ×N, g′ := −dt2 + π∗NgN) where πN : R ×N → N denotes
the natural projection. The group G ∼= Z generated by ψ : (t, x) → (t + 1, φ(x))
acts free and properly discontinuously by time orientation preserving isometries on
(R × N, g′). Consequently the quotient M := (R × N)/G carries naturally a time
orientable Lorentzian metric g. Further the quotient is compact. We claim that the
spacetime (M, g) is class A.
First we will prove that (M, g) is vicious. Let (t, x) ∈ R × N . We will show
that ψn(t, x) ∈ I+((t, x)) for some n ∈ N. The projection of a timelike curve
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between (t, x) and ψn(t, x) then yields a timelike loop around G(t, x) ∈ M . By
construction we know that {t + 1} × N ∩ I+((t, x)) = {t + 1} × B1(x) for all
(t, x) ∈ R ×N , where B1(x) denotes the ball of radius 1 and center x in (N, gN ).
This follows from the fact that for any curve γ : [t, t + 1] → N with γ(t) = x and
|γ˙| < 1, the curve γ′(s) := (s, γ(s)) is timelike in (R×N, g′). By induction we get
{t + n} × N ∩ I+((t, x)) = {t + n} × Bn(x). Since diam(N, gN ) < ∞ there exists
a n0 ∈ N such that {t+ n0} ×N ⊆ I+((t, x)). Thus we have ψn0(t, x) ∈ I+((t, x))
and (M, g) is vicious.
To show that the Abelian Lorentzian cover (M, g) of (M, g) is globally hyperbolic
we will show that there exists a closed 1-form ω on M such that kerω is a spacelike
hyperplane in any tangent space of M . The lift of ω to M then is the differential
of a Cauchy temporal function τω : M → R. This is well known to be equivalent to
global hyperbolicity.
Consider the natural projection πR : R × N → R. The differential dπR is G-
invariant and ker dπR is spacelike everywhere. Therefore dπR induces a closed 1-
form ω on M . Then the pullback of ω to M is the differential of a temporal function
τ , i.e. ker dτ is spacelike everywhere. It remains to show that τ is a Cauchy temporal
function, i.e. τ ◦ γ : I → R is onto for all inextendible causal curves γ : I → M .
Let γ : I →M be an inextendible causal curve in (M, g). Projection of γ to M and
lifting to R×N yields a inextendible causal curve γ : I → R×N . Consequently we
know that πR ◦ γ : I → R is onto since πR is obviously a Cauchy temporal function
on R × N . By construction we have τ ◦ γ ≡ πR ◦ γ up to a constant. Therefore
we arrive at the conclusion that τ is Cauchy. This finishes the proof that (M, g) is
class A.
Note that the Cauchy hypersurfaces in (R × N,−dt2 + π∗NgN ) are compact. In
fact it can be shown that any Cauchy hypersurface of (R × N,−dt2 + π∗NgN) is
diffeomorphic to N . We will see below (theorem 11) that the existence of a covering
manifold of a compact vicious spacetime with a compact Cauchy hypersurface is
equivalent to the class A condition.
Example 2 (Counterexample). A natural question appearing at this point is, if
whether any compact spacetime with a globally hyperbolic covering space admits a
covering space with a compact Cauchy hypersurface. Spacetimes with a compact
Cauchy hypersurface are called spatially closed. In this paragraph we will construct
a spacetime structure on the 3-torus with globally hyperbolic Abelian covering but
no spatially closed globally hyperbolic covering, thus showing that viciousness is
essential.
Consider R3 with the canonical coordinates {x, y, z}. Denote with T i := x−1(i)
for i = 1, . . . , 6. Choose a 7 ·Z3-invariant Lorentzian metric g on R3 subject to the
following conditions:
(i) g|T 1+(7Z)e1 = g|T 4+(7Z)e1 = (dx+ dz)dx+ dy
2,
(ii) g|T 3+(7Z)e1 = g|T 6+(7Z)e1 = (dx− dz)dx+ dy
2,
(iii) g|T 2+(7Z)e1 = −dydz + dx
2,
(iv) g|T 5+(7Z)e1 = dydz + dx
2 and
(v) kerdzp is spacelike for all p /∈ (T 2 ∪ T 5) + 7Ze1.
(vi) (R3, g) contains a timelike periodic curve γ : [0, 1]→ R3 with γ(1)− γ(0) =
7e3
Since R3 is simply connected we can choose a time-orientation for (R3, g). Choose
the time-orientation such that dz is nonnegative on future pointing vectors. Note
that by condition (v) the real number dz(v) is either positive or negative for every
nonspacelike vector v ∈ TR3 except for v = ∂y and πTR3(v) ∈ T 2 or v = −∂y and
πTR3(v) ∈ T 5.
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We can choose ε > 0 such that τ1 : R
3 → R, p 7→ εy(p) + z(p) is a Cauchy
temporal function for x(p) ∈ [−1, 4] + 7Z and τ2 : R3 → R, p 7→ −εy(p) + z(p) is a
Cauchy temporal function for x(p) ∈ [3, 8] + 7Z. Therefore there exists ε′ > 0 such
that |dτ1(v)| or |dτ2(v)| ≥ ε
′|v| for all nonspacelike vectors v ∈ TR3p. We know that
the existence of Cauchy temporal functions is sufficient for global hyperbolicity and
thus we see that ([−1, 4] + 7Z, g) and ([5, 8] + 7Z, g) are globally hyperbolic. Note
that any future pointing curve starting in x−1([−1, 4]) can never leave x−1([−1, 4]).
The same holds for future pointing curves starting in x−1([3, 8]). Together with the
periodicity of g, these observations imply that (R3, g) is globally hyperbolic.
Since we have chosen g invariant under translations in 7 · Z3, it descends to a
Lorentzian metric g on T 3 := R3/(7·Z3). Note (T 3, g) is time-orientable but not vi-
cious (recall the argument that future pointing curves can never leave x−1([−1, 4])).
Now assume that there exists a spatially closed cover π′ : (Z, g′) → (T 3, g) with
compact Cauchy hypersurface Σ. Any lift Σ of Σ to R3 has to be a Cauchy hy-
persurface of (R3, g) ([10]). With [3] we can assume that Σ is spacelike. Note that
(T 2, g|T 2) and (T 5, g|T 5) are Lorentzian submanifolds of (R
3, g). Denote the projec-
tions of T 2 and T 5 to Z with T
′
2 and T
′
5. Then the intersections of T
′
2 and T
′
5 with Σ
are transversal and compact, since Σ is compact and spacelike. Consequently they
are compact spacelike curves in (Z, g′) and the fundamental classes in π1(T
′
2) resp.
π1(T
′
5) are nontrivial (The lifts to T 2 and T 5 cannot be closed). Therefore they
intersect the projections of {x = 2, z = z0} and {x = 5, z = z0} for every z ∈ R.
Choose a closed curve in each intersection. The fundamental classes of the pro-
jections are contained in pos
Z
{−7e2, 7e3} ⊂ π1(T 3) on T2 resp. in posZ{7e2, 7e3}
⊂ π1(T5) on T5. Denote them by σ1 ∈ posZ{−7e2, 7e3} resp. σ2 ∈ posZ{7e2, 7e3}.
Since Σ is homotopic to the spatially closed covering space, π1(Σ) can be consid-
ered as a subgroup of π1(T
3). But then Zσ1 ⊕ Zσ2 ⊂ π1(Σ).
Thus any curve representing the fundamental class 7e3 is of finite order in the
cylindrical cover. By condition (vi) there exists a closed timelike curve γ in T 3
with fundamental class 7e3. The lift γ
′ of γ to Z has finite order and there exists a
closed iterative of γ′. This clearly contradicts the causality property of (Z, g′).
To see why (T 3, g) doesn’t contain any closed transversal 1-form, simply note
that the sum of the causal future pointing closed curves
γ1,2 : t 7→ [(2, t, 0)], [(5,−t, 0)]
are nullhomologous. Therefore no closed form can be transversal to both loops.
For a spacetime to be of class A is purely a condition on the causal structure.
So any spacetime globally conformal to a class A spacetime is class A as well.
Both conditions, viciousness and global hyperbolicity, on class A spacetimes are
independent of each other in the sense that neither viciousness of (M, g) implies
the global hyperbolicity of (M, g) (even if dimH1(M,R) > 0), nor does the global
hyperbolicity of (M, g) imply the viciousness of (M, g).
Note that dimH1(M,R) > 0 for any class A spacetime. Else M would be a finite
cover of M and the causality of (M, g) would be violated. This is due to the fact
that any finite cover of a non-causal spacetime is again non-causal. In fact even
more is true, any finite cover of a vicious spacetime is again vicious.
The global hyperbolicity of (M, g) does not depend on the choice of a torsion
free Abelian cover or the Abelian covering with torsion, i.e. if the group of deck
transformations is isomorphic to H1(M,Z) or H1(M,Z)R ⊂ H1(M,R). In the
subsequent discussion we will always assume that the group of deck transformations
is isomorphic to the lattice H1(M,Z)R
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Remark 1. A cover (M ′, g′) of a globally hyperbolic spacetime (M, g) is always
globally hyperbolic. Conversely a spacetime (M, g) is globally hyperbolic if it is
finitely covered by a globally hyperbolic spacetime.
Proof. This follows directly from [15], proposition 1.4.

Note that the global hyperbolicity of the universal cover (M˜, g˜) i.g. does not
imply the global hyperbolicity of the Abelian cover. An explicit example can be
deduced from [14].
4.1. The stable time cone. Next we introduce the main technical object of these
notes. Recall for x, y ∈ M the definition of y − x ∈ H1(M,R) and ρ(γ) for a
Lipschitz curve γ : [a, b] → M from section 2.1. Consider a future pointing curve
γ : [a, b] → M parameterized by gR-arclength. A sequence of such curves {γi}i∈N
is called admissible, if LgR(γi) → ∞ for i → ∞. T1 is defined to be the set of all
accumulation points of sequences {ρ(γi)}i∈N in H1(M,R) of admissible sequences
{γi}i∈N. T1 is compact for any compact spacetime since the stable norm of any
rotation vector is bounded by 1. Indeed by theorem 1 we know that
‖ρ(γ)‖ =
‖γ(b)− γ(a)‖
LgR(γ)
≤ 1 +
std(gR)
LgR(γ)
.
Now for any admissible sequence {γi} we have ‖ρ(γ)‖ ≤ 1+
std(gR)
LgR (γi)
→ 1 for i→∞.
Therefore the stable norm of all accumulation points is bounded by 1.
Further note that T1 is convex, if (M, g) is vicious. This follows almost immedi-
ately from the following simple fact.
Note 1. Let M be compact and (M, g) vicious. Then there exists a constant
fill(g, gR) <∞ such that any two points p, q ∈M can be joined by a future pointing
timelike curve with gR-arclength less than fill(g, gR).
Let h, h′ ∈ T1 and λ ∈ [0, 1]. Choose admissible sequences {γn : [0, Tn] → M}
and {ηn : [0, Sn] → M} of future pointing curves with ρ(γn) → h and ρ(ηn) → h′.
By note 1 we can assume that all γn and ηn are closed with initial point p ∈ M .
Next choose sequences {kn}, {ln} ⊆ N such that
knTn
knTn + lnSn
→ λ
for n → ∞. Then the sequence {ηlnn ∗ γ
kn
n }n is an admissible sequence of future
pointing curves with ρ(ηlnn ∗γ
kn
n )→ λh+(1−λ)h
′. This shows the convexity of T1.
We define the stable time cone T to be the cone over T1. Note that T does not
depend on the choice of gR, {k1, . . . , kb} and ωi ∈ αi, whereas T1 does. Reversing
the time-orientation yields −T as stable time cone. T is invariant under global
conformal changes of the metric and therefore depends only on the causal structure
of (M, g). It coincides with the cone of rotation vectors of structure cycles defined
in appendix A (proposition 38). Here the cone structure is given by the future
pointing tangent vectors. Further it is easy to see that this definition of T coincides
with the ones given in section 3 for globally conformally flat Lorentzian tori.
For compact and vicious spacetimes the stable time cone is characterized uniquely
by the following property.
Proposition 8. Let (M, g) be a compact and vicious spacetime. Then T is the
unique cone in H1(M,R) such that there exists a constant err(g, gR) < ∞ with
dist‖.‖(J
+(x) − x,T) ≤ err(g, gR) for all x ∈ M , where J+(x) − x := {y − x| y ∈
J+(x)}.
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Compare this result to theorem 1. We will give a proof of proposition 8 in section
5.3.
Proposition 9. If (M, g) is vicious, the open interior T◦ of T is nonempty.
We will give a proof of this proposition in section 6.
4.2. Structure results. The spacetimes (R×N,−dt2 + π∗NgN) in example 1 are
special cases of a more general class of spacetimes that is known in the literature
as SCTP spacetimes.
Definition 10 ([8]). A spacetime (M ′, g′) is SCTP (spatially closed time-periodic)
if
(1) M ′ contains a compact spacelike Cauchy hypersurface Σ,
(2) there exists a discrete group of isometries ψn : M
′ →M ′, n ∈ Z, such that
Σn ⊆ I−(Σn+1) and M ′ = ∪n∈ZJ+(Σn) ∩ J−(Σn+1), where Σn = ψn(Σ),
and
(3) for each p ∈ Σ there exists a positive integer n such that ψn(p) ∈ I+(p).
It is now easy to see that every spacetime (R×N,−dt2 + π∗NgN) is SCTP. First
every slice Σt := {t} × N is a compact Cauchy hypersurface. The isometries ψn
are the iterates of the isometry ψ : (t, x)→ (t+1, φ(x)). Then Σt+n is the image of
the Cauchy hypersurface Σt under ψn. This implies immediately Σn ⊆ I−(Σn+1).
Since J+(Σn) = [n,∞)×N and J−(Σn) = (−∞, n]×N we further obtain R×N =
∪n∈ZJ+(Σn)∩J−(Σn+1). Finally part (3) of definition 10 has already been verified
for (R×N,−dt2 + π∗NgN ) in example 1.
Note that the definition of SCTP spacetimes implies immediately that the group
G = {ψn}n∈Z operates free and properly discontinuously on M
′, i.e. M ′ induces on
M ′/G the structure of a differentiable manifold. Indeed observe that by part (2) of
definition 10 every orbit Gp intersects the open set I
+(Σn−1)∩I−(Σn+1) once if p ∈
Σ, otherwise twice. By (2) in definition 10 the family {I+(Σn−1) ∩ I−(Σn+1)}n∈Z
forms an open cover of M’.
We denote with T∗ the dual stable time cone of T, i.e.
T∗ := {α ∈ H1(M,R)| α|T ≥ 0}.
Theorem 11. Let (M, g) be compact and vicious. Then the following statements
are equivalent:
(i) (M, g) is of class A.
(ii) 0 /∈ T1, especially T is a compact cone (see appendix A).
(iii) The open interior (T∗)◦ of T∗ is nonempty and for every α ∈ (T∗)◦ there
exists a smooth 1-form ω ∈ α such that kerωp is spacelike in (TMp, gp)
for all p ∈ M , i.e. ω is a closed transversal form for the cone structure of
future pointing vectors in (M, g).
(iv) (M, g) admits a covering (M ′, g′)→ (M, g) by a SCTP spacetime (M ′, g′).
Remark 2. The proof of theorem 11 will show that we can choose the covering M ′
to be normal with D(M ′,M) ∼= Z.
The proof of theorem 11 will be given in section 5. Next we will discuss some
applications of theorem 11. Note that the assumption of viciousness is essential in
theorem 11 by example 2.
The theorem implies immediately that the notions of SCTP spacetime and class
A spacetime are equivalent in the sense that every time-orientable quotient of a
SCTP spacetime is class A and every class A spacetime is covered by a SCTP
spacetime.
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Corollary 12. Let (M, g) be of class A. Then there exists a constant Cg,gR < ∞
such that
LgR(γ) ≤ Cg,gR dist(p, q)
for all p, q ∈ M and γ causal connecting p with q, where LgR denotes the length
functional of the lifted Riemannian metric gR.
Proof. By theorem 11(iii) the condition of class A is equivalent to the existence of a
closed 1-form ω such that kerωp is spacelike for all p ∈M . Since the cone of future
pointing vectors is a compact cone in every tangent space, there exists a constant
c > 0 such that ω(v) ≥ c|v| for all future pointing v ∈ TM . Let τω : M → R be a
primitive of the pullback of ω to M , i.e. dτω = π
∗ω. Let p, q ∈ M and γ causal
connecting p with q. Then we have
c · LgR(γ) ≤ τ(q) − τ(p) ≤ sup
x∈M
{|ωx|
∗} dist(p, q),
where |.|∗ denotes the dual norm of |.|.

Corollary 13. Let M be a closed manifold with χ(M) = 0. Then the set of class
A metrics in Lor(M) is nonempty if and only if M is diffeomorphic to a mapping
torus over a closed manifold N . Further any class A spacetime gives rise to a
foliation by smooth compact spacelike hypersurfaces.
Remark 3. In the light of the differential splitting theorem for globally hyperbolic
spacetimes ([3]), the corollary is not completely surprising. In fact one could have
expected a similar result for compact spacetimes which are covered by a globally
hyperbolic one. That it fails, if one drops the assumption of viciousness, is the
subject of example 2.
Proof of Corollary 13. (i) Let (M, g) be of class A. Choose a cohomology class α
with representative ω according to theorem 11(iii). W.l.o.g. we can assume that
α(H1(M,Z)R) ⊂ Z. Let τω : M → R be a primitive of π
∗ω. By our choice of α
every levelset τ−1ω (t) descends to a compact hypersurface Σt in M .
Denote with ω♯ the pointwise gR-dual of ω and set
Xω :=
1
gR(ω♯, ω♯)
ω♯.
For the flow Φω of Xω we know that Φω(., s) : Σt → Σt+s (ω(Xω) ≡ 1). Choose
k ∈ H1(M ;Z)R with α(k) = min{|α(k′)|| k′ ∈ H1(M,Z)R, α(k′) 6= 0}. Then
Σt = Σt+α(k) for all t and M is diffeomorphic to the mapping torus R×Φ(.,α(k))Σt.
Since we have chosen ω such that kerωp = T (Σt)p is spacelike, we obtain a
foliation of M by by compact spacelike hypersurfaces.
(ii) Let R ×φ N be a mapping torus defined as the quotient of R × N and the
group of diffeomorphisms {(x, t) 7→ (t + n, φn(x))}n∈Z. Let gR be a Riemannian
metric on R×φ N . We can assume that the vector field ∂′t on R×φ N induced by
the embeddings R →֒ R×N is orthogonal to N and of unit length. It is clear that
g := gR − 2(∂
′
t)
♭ ⊗ (∂′t)
♭
is a Lorentzian metric on R×φ N . Denote with is : N → R×φ N , x 7→ [(s, x)] the
natural embedding. Then by construction it is clear that i∗sg ≡ i
∗
sgR and is(N) is
a spacelike submanifold of R×φ N for all s ∈ R. ∂
′
t is timelike for g and induces a
time-orientation on (R×φN, g). It is now easy to see that the lift g′ of g to R×N
yields a globally hyperbolic spacetime (R×N, g′).
In order to show that (R×φ N, g) is class A we have to verify that (R×φ N, g)
is vicious. Then theorem 11 will imply that (R×φN, g) is class A. Choose C1 <∞
with i∗sgR(v, v) ≤ C1 · i
∗
t gR(v, v) for all s, t ∈ R and v ∈ TN \ {0}. Set C2 :=
CLASS A SPACETIMES 11
sups diam(N, i
∗
sgR). Let n > C1 · C2 be an integer. For (t, x) ∈ R × N choose a
curve γ(t,x) : [0, 1] → N connecting x with φ
n(x) such that Li
∗
t gR(γ(t,x)) ≤ C2 and
parameterized w.r.t. constant i∗t gR-arclength. Define γ(t,x)(σ) := (n·σ+t, γ(t,x)(σ)).
Then we have
g′(γ˙(t,x)(σ), γ˙(t,x)(σ)) = i
∗
t+nσgR(γ˙(t,x)(σ), γ˙(t,x)(σ))− n
2 ≤ C21C
2
2 − n
2 < 0.
Hence γ(t,x) is timelike. Since the endpoints of γ(t,x) represent the same points in
R×φN , γ(t,x) projects to a timelike loop around [(t, x)] ∈ R×φN . This shows the
viciousness of (R×φ N, g) and finishes the proof.

Corollary 14. For every compact manifold M the set
{g ∈ Lor(M)| (M, g) is of class A}
is open in the C0-topology on Lor(M).
Proof of Corollary 14. The openness of the viciousness condition was already proven
in note 1. Consequently it remains to verify the condition (M, g) globally hyperbolic
is open in the C0 topology on Lor(M) in the case that (M, g) is vicious.
Consider a smooth and closed 1-form ω on M such that kerωp is spacelike for
all p ∈ M . Next consider the set G(ω) ⊂ Lor(M) of metrics g1 such that kerωp is
g1-spacelike for all p ∈M . G(ω) is certainly an open neighborhood of g in Lor(M).
Let g1 ∈ G(ω). We want to show that the lift g1 of g1 toM is globally hyperbolic.
Since kerωp is g1-spacelike for all p ∈ M , any primitive τω : M → R of π
∗ω is a
temporal function for (M, g1). By the compactness of M there exists ε1 > 0 such
that we have |dτω(v)| ≥ ε1|v| for all g1-nonspacelike v ∈ TM .
Let γ : R→M be an inextendible g1-nonspacelike curve parameterized w.r.t. gR-
arclength. W.l.o.g. we can assume that τω ◦γ is increasing, i.e. dτω(γ˙(t)) ≥ ε1|γ˙(t)|
whenever γ˙(t) exists. Let Σ := τ−1ω (σ) be any level set of τω . We want to show
that γ intersects Σ exactly once. Then we are done, since by that property Σ is a
Cauchy hypersurface of (M, g1). This is well known to be equivalent to the global
hyperbolicity of (M, g1).
Set σ0 := τω(γ(0)). For r ≥
|σ−σ0|
ε1
we have
|τω(γ(±r)) − σ0| = |
∫ ±r
0
dτω(γ˙)| ≥ ε1r ≥ |σ − σ0|.
Then t is either contained in the interval [τω(γ(−r)), σ0] or [σ0, τω(γ(r))]. By the
intermediate value theorem γ has to intersect Σ. Since τω is strictly increasing
along γ, the intersection is unique.

Recall the definition of standard SCTP spacetimes from the introduction. A
spacetimes (R× Σ,−f2dt2 + gΣ), where f is a positive function on R × Σ and gΣ
is a Riemannian metric on Σ i.g. depending on the t-coordinate as well, is called
standard SCTP spacetime if there exists an isometry ψ : R × Σ → R × Σ of the
form ψ(t, x) = (t + 1, φ(x)) or ψ(t, x) = (−t + 1, φ(x)) for some diffeomorphism
φ : Σ→ Σ.
With a slight modification of the constants in the proof of corollary 13 one sees
that every standard SCTP spacetime is a special case of a SCTP spacetime.
Corollary 15. Let (M ′, g′) be a SCTP spacetime with a smooth Cauchy hypersur-
face Σ. Then there exists an isometry Φ: (M ′, g′) ∼= (R × Σ,−f2dt2 + gΣ) to a
standard SCTP spacetime such that Φ ◦ ψn ◦ Φ−1 = (t, x) 7→ (t + n, φn(x)) if the
group {ψn}n∈Z is time orientation preserving and (t, x) 7→ ((−1)nt + n, φn(x)) if
{ψn}n∈Z is time orientation reversing.
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Remark 4. The assumption of smoothness for the Cauchy hypersurface Σ poses
no restriction on the spacetimes considered. In fact one can easily show that any
SCTP spacetime admits a smooth Cauchy hypersurface meeting the conditions in
definition 10.
Proof. (i) We will treat the case that G := {ψn}n∈Z is time orientation preserving
first. Since (M ′, g′) is SCTP, the quotient M := M ′/G together with the induced
time orientable Lorentzian metric g is class A according to theorem 11.
By the definition of SCTP spacetimes the natural projection π′ : M ′ → M re-
stricted to Σ is injective and the image of the map (π′|Σ)∗ : H1(Σ,R)→ H1(M,R)
is a hyperplane in H1(M,R). Indeed let γ : S
1 → M be any loop. Recall that M ′
is diffeomorphic to R×Σ by the Lorentzian splitting theorem. If the lift γ′ of γ to
M ′ is closed, γ′ defines a homology class in H1(Σ,Z). If γ
′ is not closed, it connects
a point x ∈ M ′ with ψn(x) for some n ∈ Z. By the same argument as before we
see that for any other curve η′ between x and ψn(x) the loop (η
′)−1 ∗ γ′ defines a
homology class in H1(Σ,Z). This shows that the image of H1(Σ,R) under (π
′|Σ)∗
is a rational hyperplane in H1(M,R).
Choose α ∈ H1(M,R) with kerα = H . We claim that α or −α ∈ (T∗)◦. This
will follow from proposition 8.
It is clear that α or −α ∈ T∗ since else there exist timelike loops η1, η2 ⊆ M
with homology classes h1, h2 ∈ T satisfying 〈α, h1〉 > 0 and 〈α, h2〉 < 0. From
this one can easily construct futurepointing curves in M ′ intersecting Σ arbitrarily
often, thus contradicting the Cauchy hypersurface property of Σ. Choose α such
that α|T ≥ 0.
Assume now that α /∈ (T∗)◦. Then, according to proposition 8, there exist a
sequence of admissible future pointing curves γn : [−an, an]→M such that
dist‖.‖(γn(an)− γn(−an), kerα) ≤ err(g, gR).
Now the limit curve lemma ([2] lemma 14.2) implies that there exists a subsequence
that converges uniformly on compact subsets to an inextendable future pointing
curve γ : R → M . Lift γ to a future pointing curve γ′ : R → M ′. Note that since
(M, g) is vicious the homology class γ(t) − γ(s) ∈ H1(M,R) (s < t) stay within a
bounded distance from kerα.
Fix a curve η′ in M ′ connected a point x ∈ M ′ with ψ1(x) and denote with h1
the homology class of the projection to M . By construction we have 〈α, h1〉 > 0.
This shows that γ remains in a compact subset of M ′ and thus contradicting the
global hyperbolicity of (M ′, g′). This shows that α ∈ (T∗)◦.
Choose ω ∈ α according to theorem 11, i.e. kerωp is spacelike for all p ∈ M .
Note that the pullback ω′ of ω to M ′ is exact, since it vanishes on H1(M
′,R) ∼=
H1(Σ,R). Thus there exists a primitive τ ∈ C
∞(M ′) of ω′. τ is a Cauchy temporal
function equivariant under the group of deck transformations D(M ′,M) ∼= G by
construction. By rescaling ω (and with it τ) we can assume that τ(ψn(x)) = τ(x)+n
for all n ∈ Z.
Since τ has no critical points, (M ′, g′) is isometric to the product (R×τ−1(0),−fdt2+
gτ−1(0)) where f ∈ C
∞(R × Σ) and gτ−1(0) is a Riemannian metric depending i.g.
on the t-coordinate.
Since Σ as well as τ−1(0) are Cauchy hypersurfaces in (M ′, g′), Σ and τ−1(0) are
diffeomorphic (e.g. the image of Σ in R× τ−1(0) is the graph of a smooth function
over τ−1(0)). Consequently (M ′, g′) is isometric via an isometry Φ to the spacetime
(R×Σ,−fdt2 + gΣ) such that Φ ◦ ψn ◦Φ−1 = (t, x) 7→ (t+ n, φn(x)) for all n ∈ Z.
(ii) If G does not preserve the time orientation consider the subgroup Ge :=
{ψ2n}n∈Z. It is clear that Ge preserves the time orientation. Now we apply the
construction from above to the spacetime (M ′/Ge, ge) where ge denotes the induced
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Lorentzian metric. The resulting 1-form ω′ is invariant under Ge. Choose a gener-
ator ψ of G and consider the exact 1-form ω′′ := ω′−ψ∗ω′. ω′′ is invariant under G
and kerω′′p′ is spacelike for all p
′ ∈ M ′ since ψ reverses the time orientation. Now
the result follows in the same way as for the time orientation preserving case except
that Φ ◦ ψn ◦ Φ−1 = (t, x) 7→ ((−1)nt+ n, φn(x))

4.3. The coarse-Lipschitz property. When comparing Lorentzian geometry with
Riemannian geometry the question of Lipschitz continuity of the time separation ap-
pears naturally. As Minkowski space shows this question has no general positive an-
swer for neither the entire set J := {(p, q)| q ∈ J±(p)} nor I := {(p, q)| q ∈ I±(p)}.
It received some attention in the literature, though, in connection with the Cheeger-
Gromoll splitting theorem for Lorentzian manifolds (see [6]).
Recall the definition of Tε := {h ∈ T| dist‖.‖(h, ∂T) ≥ ε‖h‖} for the cone
K = T ⊆ H1(M,R) and ε > 0 from corollary 3.
Theorem 16. Let (M, g) be of class A. Then for every ε > 0 there exists Lc(ε) <
∞, such that
|d(x, y) − d(z, w)| ≤ Lc(ε)(dist(x, z) + dist(y, w) + 1)
for all (x, y), (z, w) ∈M ×M with y − x,w − z ∈ Tε.
The stronger question of Lipschitz continuity is unanswered at this point in
this generality. Note that the assumptions of theorem 16 are not empty due to
proposition 9.
The proof of theorem 16 consists of showing that future pointing curves γ from
x to y can be used to “build” future pointing curves from z to w, with the addi-
tional property that the length of the part of γ, which has to be sacrificed in the
construction, is congruent to dist(x, z)+dist(y, w)+1. The arguments in the proof
are similar to the socalled cut-and-paste arguments employed in [1], [17] et al..
5. Proof of Theorem 11
The proof of theorem 11 will be divided into several steps. The first steps will
prove the implications (ii)⇒ (iii)⇒(i). In section 5.2 we will prove the implications
(iii)⇒(iv) and (iv)⇒(ii). The implication (i)⇒(ii) is the subject of subsection 5.3.
Recall theorem 11:
Theorem. Let (M, g) be compact and vicious. Then the following statements are
equivalent:
(i) (M, g) is of class A.
(ii) 0 /∈ T1, especially T is a compact cone.
(iii) (T∗)◦ 6= ∅ and for every α ∈ (T∗)◦ there exists a smooth 1-form ω ∈ α such
that kerωp is a spacelike in (TMp, gp) for all p ∈ M , i.e. ω is a closed
transversal form for the cone structure of future pointing vectors in (M, g).
(iv) (M, g) admits a covering (M ′, g′)→ (M, g) by a SCTP spacetime (M ′, g′).
5.1. (ii)⇒ (iii)⇒ (i).
Lemma 17. Let (M, g) be a compact and vicious spacetime. Denote with Cg the
cone structure of future pointing vectors in TM . If 0 /∈ T1 then no non-trivial
structure cycle is homologous to zero.
Proof. Let c be a non-trivial structure cycle. From lemma 37 we know that c can
be approximated by foliation cycles cˆ of 1-dimensional timelike foliations F. Let X
be a future pointing timelike vector field tangent to F with |X | ≡ 1. We can choose
a finite Borel measure µ invariant under the flow φt of X such that cˆ =
∫
Xdµ
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according to proposition 36. By the theorem of Krein-Milman µ is approximated
in the weak-∗ topology on currents by finite positive combinations of φt-ergodic
probability measures.
Let
∑
i λiµi be a finite positive combination of φt-ergodic probability measures
µi. Then the current c
X :=
∑
λi
∫
Xdµi (λi > 0) is a foliation cycle of F. Since
0 /∈ T1 there exists a cohomology class α such that ‖h‖ ≥ α(h) > 0 for all h ∈ T1.
From the ergodic theorem follows that hi ∈ T
1 for the homology class hi of the
structure cycle
∫
Xdµi. Therefore we have ‖hX‖ ≥
∑
i λi for the homology class
hX of cX .
If c is homologous to zero, the homology classes hX approximate the zero ho-
mology class. But then the sum
∑
i λi has to approximate 0, thus showing that c
is the trivial structure current. 
Proof of (ii) ⇒ (iii). By elementary convex geometry we see that (T∗)◦ 6= ∅. The
rest is a consequence of theorem 34 (ii) and (iv). More precisely, since (M,Cg) con-
tains no non trivial structure cycles homologous to zero there is a closed transver-
sal 1-form. Since (M, g) contains closed causal curves there are structure cycles of
(M,Cg). Thus by (iv) of theorem 34 the interior of T
∗ consists of classes of closed
transversal 1-forms. 
Proof of (iii) ⇒ (i). Let ω ∈ α ∈ (T∗)◦ be a smooth 1-form such that kerωp is
spacelike for all p ∈M . Then every primitive τω : M → R of π
∗ω is, by construction,
a temporal function. The global hyperbolicity of (M, g) follows, if τω is a Cauchy
temporal function, i.e. τω◦γ is onto R for every inextendible causal curve γ : (a, b)→
M . Reparameterization of γ does not alter the claim. Therefore we can assume
that γ is Lipschitz.
Choose c > 0 such that dτω(v) ≥ c|v| for all future pointing v ∈ TM . Then we
have
τω(γ(t)) − τω(γ(s)) ≥ cL
gR(γ|[s,t])
for all s, t ∈ (a, b). Since gR is complete L
gR(γ|[s,t])→∞ for s→ a or t→ b. This
shows the claim and the global hyperbolicity of (M, g). 
5.2. (iii)⇒ (iv), (iv)⇒ (ii).
Proof of (iii) ⇒ (iv). Let α ∈ (T∗)◦ such that α(H1(M,Z)R ⊂ Q. Then there
exist linearly independent k1, . . . , kb−1 ∈ kerα ∩H1(M,Z)R. Define M ′ := M/ <
k1, . . . , kb−1 >Z. Choose ω ∈ α according to (iii). The pullback ω
′ of ω to M ′ is
exact by construction and every primitive τ of the ω′ is a Cauchy temporal function
on (M ′, g′) where g′ denotes the induced Lorentzian metric. Therefore we have that
(M ′, g′) is globally hyperbolic and the spacelike Cauchy hypersurfaces {τ ≡ t} are
compact.
Choose any ψ ∈ D(M ′,M) ∼= H1(M,Z)R/ < k1, . . . , kb−1 >Z such that τ ◦ψ < τ .
Then {ψn}n∈Z is a discrete group of isometries as in definition 10 for Σn := {τ◦ψn ≡
0}.
Part (3) of definition 10 follows from the assumption of viciousness on the space-
time (M, g). 
Remark 5. The construction shows that the covering M ′ → M is normal and
D(M ′,M) ∼= H1(M,Z)R/ < k1, . . . , kb−1 >Z∼= Z.
Proof of (iv) ⇒ (ii). Let (M ′, g′) be a SCTP covering spacetime of a compact and
vicious spacetime (M, g). We have to show that there exists a c > 0 such that
‖ρ(γn)‖ ≥ c for any admissible sequence of future pointing curves γn : [an, bn]→M .
Let Σ be a compact Cauchy hypersurface in (M ′, g′) and ψn : M
′ → M ′ isome-
tries as in definition 10. Denote with g′R the lift of gR to M
′. We can choose
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c′ > 0 such that the g′R-arclength of any causal curve connecting the Cauchy hy-
persurfaces Σm and Σm+1 is bounded from above by c
′. This follows from the
compactness of J+(Σm)∩J−(Σm+1) and the fact that the Σm’s are Cauchy hyper-
surfaces. Denote the lift of γn to M
′ with γ′n. Then γ
′
n(an) ∈ J
+(Σm)∩J
−(Σm+1)
and γ′n(bn) ∈ J
+(Σm+k) ∩ J−(Σm+k+1) imply that
(1) LgR(γn) ≤ (k + 2) · c
′.
Note that there exists m0 > 0 such that any curve η
′ connecting x ∈ M ′ with
ψm0(x) projects to a closed curve η in M . Since ψm is fix-point free for all m,
the homology class of η is nontrivial. Denote with c′′ > 0 the minimum of the
stable norm of these homology classes. Then if γ′n(an) ∈ J
+(Σm)∩ J−(Σm+1) and
γ′n(bn) ∈ J
+(Σm+k) ∩ J
−(Σm+k+1) we have
(2) ‖γn(bn)− γn(an)‖ ≥
k
m0
c′′ − std(gR)−2 diam(J
+(Σ) ∩ J−(Σm0)).
Now for any sequence of curves γn : [an, bn] → M define the sequence kn ∈ Z
by considering a lift γ′n of γn to M
′. Then there exists m, kn ∈ Z such that
γ′n(an) ∈ J
+(Σm) ∩ J−(Σm+1) and γ′n(bn) ∈ J
+(Σm+kn) ∩ J
−(Σm+kn+1). If the
sequence γn is an admissible sequence of future pointing curves, (1) shows that
kn →∞. Now combining (1) and (2) yields the claim. 
5.3. (i) ⇒ (ii). In order to prove the implication (i)⇒(ii) in theorem 11, we use
proposition 8. The proof of proposition 8 consists of a modification of a method
introduced by D. Yu Burago in [4].
Definition 18. Let (M, g) be compact and vicious. For h ∈ H1(M,Z)R and x ∈M
define
fx(h) := min{dist(x+ h, z)| z ∈ J
+(x)} and f(h) := min{fx(h)| x ∈M}.
Note that x 7→ fx(h) is invariant under the action of D(M,M) for all h ∈
H1(M,Z)R. Consequently f is well defined.
Recall the statement of proposition 8.
Proposition. Let (M, g) be a compact and vicious spacetime. Then T is the
unique cone in H1(M,R) such that there exists a constant err(g, gR) < ∞ with
dist‖.‖(J
+(x) − x,T) ≤ err(g, gR) for all x ∈ M , where J+(x) − x := {y − x| y ∈
J+(x)}.
It is easy to see that there exists K <∞ such that J+(x)− x ⊂ B
‖.‖
K (T) for all
x ∈M . In fact we know that
dist‖.‖(γ(b)− γ(a),T) ≤ fill(g, gR) + std(gR)
by note 1 and theorem 1 for any future pointing curve γ : [a, b] → M . Therefore
J+(x)−x is contained in the fill(g, gR)+std(gR)-neighborhood of T for every x ∈M .
It remains to show the existence of a real numberK <∞ such that T is contained
in the K-neighborhood of J+(x)−x. This is far more involved. First we prove that
f has the coarse-Lipschitz property.
Lemma 19. There exists C <∞ such that
|f(h1)− f(h2)| ≤ ‖h1 − h2‖+ C
for all h1, h2 ∈ H1(M,Z)R.
Proof. Let h1, h2 ∈ H1(M,Z)R. Choose x, y ∈ M with f(h1) = fx(h1), f(h2) =
fy(h2) and dist(x, y) ≤ diam(M, gR). Since fx(h2) ≤ fy(h2) + diam(M, gR) we have
|fx(h2)− fy(h2)| ≤ diam(M, gR),
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Further we have fx(h1) ≤ fx(h2)+dist(x+h1, x+h2) where x+h := {z| z−x = h}.
An immediate consequence of theorem 1 is
| dist(x+ h1, x+ h2)− ‖h1 − h2‖| ≤ D
′
for some constant D′ <∞. Now we get
|f(h1)− f(h2)| ≤ |fx(h1)− fx(h2)|+ |fx(h2)− fy(h2)|
≤ dist(x+ h1, x+ h2) + diam(M, gR)
≤ ‖h1 − h2‖+D
′ + diam(M, gR).

The following lemma differs slightly from the statement of lemma 1 in [4]. We
leave the proof to the reader since it is an almost literally transcription of the proof
given in therein.
Lemma 20. Let C <∞ and F : N→ [0,∞) be a coarse-Lipschitz function with
(1) 2F (s)− F (2s) ≤ C and
(2) F (κs)− κF (s) ≤ C for κ = 2, 3
and all s ∈ N. Then there exists an a ∈ R such that |F (s)− as| ≤ 2C for all s ∈ N.
Now we want to apply this lemma to f. First we fix a trivial fact.
Note 2. Consider f as in definition 18. Then we have f(2h) ≤ 2f(h) and f(3h) ≤
3f(h) for all h ∈ H1(M,Z)R.
The next lemma requires more attention.
Lemma 21. Consider f as in definition 18. Then there exists a constant C =
C(g, gR) <∞ such that f(2h) ≥ 2f(h)− C for all h ∈ H1(M,Z)R.
We will need the following lemma contained in [4].
Lemma 22. Let V be a real vector space of dimension b < ∞ and γ : [a, b] → V
a continuous curve. Then there exist no more than [b/2]-many essentially disjoint
subintervals [ai, bi] ⊂ [a, b] (1 ≤ i ≤ k ≤ [b/2]) such that
k∑
i=1
[γ(bi)− γ(ai)] =
1
2
[γ(b)− γ(a)].
The proof is a nontrivial application of the theorem of Borsuk-Ulam and can be
found in [4].
Proof of Lemma 21. We have already seen above that
|fx(h)− fy(h)| ≤ diam(M, gR)
for all x, y ∈ M and h ∈ H1(M,Z)R. Let h ∈ H1(M,Z)R be given. Fix x ∈
M . Further choose a future pointing curve γ : [0, T ] → M with γ(0) = x and
dist(γ(T ), x + 2h) = fx(2h). Now consider the curve γD : [0, T ] → H1(M,R), t 7→
γ(t) − γ(0). The pair (H1(M,R), γD) obviously meets the assumptions of lemma
22. Consequently there exist at most [b/2]-many intervals [si, ti] ⊂ [0, T ] (1 ≤ i ≤
k ≤ [b/2]) with ∑
[γD(ti)− γD(si)] =
1
2
[γD(T )− γD(0)].
W.l.o.g. we can assume that a1 = 0. In the other case simply consider the comple-
mentary intervals [ti−1, si]. Note that
‖
∑
[γD(ti)− γD(si)]− h‖ ≤
1
2
(std(gR) +fx(2h)),
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since ‖[γ(T )− γ(0)]− 2h‖ ≤ std(gR) +fx(2h). Choose inductively deck transforma-
tions ki starting with k1 := 0 ∈ H1(M,Z)R and ki ∈ H1(M,Z)R for i ≥ 2 such that
γ(si) + ki ∈ J+(γ(ti−1) + ki−1) and dist(γ(ti−1) + ki−1, γ(si) + ki) ≤ fill(g, gR).
Join γ(ti−1) + ki−1 and γ(si) + ki by a future pointing curve with length at most
fill(g, gR). The resulting future pointing curve ζ : [0, T
′]→M then satisfies
‖ζ(T ′)− ζ(0)− h‖ ≤ [b/2] fill(g, gR) +
1
2
(std(gR)+fx(2h)).
Since by theorem 1 we have dist(ζ(T ′), x + h) ≤ ‖ζ(T ′)− ζ(0) − h‖+ std(gR), the
lemma follows for C := 2[b/2] fill(g, gR) + 3 std(gR). 
Now we can apply lemma 20 to the function n 7→ f(nh) for every h ∈ H1(M,Z)R.
As a result we get a(h) ∈ R with |a(h)n − f(nh)| ≤ 2C for all n ∈ N. This
immediately implies positive homogeneity of a. Combining this we get the following
fact.
Note 3. There exists a map a : H1(M,Z)R → R and C <∞ such that
(1) a is positively homogenous of degree one, i.e. a(nh) = na(h) for all n ∈ N
and
(2) |f(h)− a(h)| ≤ 2C
for every h ∈ H1(M,Z)R.
Note 4. We have a(h) = dist‖.‖(h,T) for all h ∈ H1(M,Z)R.
Proof. Let h ∈ H1(M,Z)R. For n ∈ N let γn : [0, T ] → M be a future pointing
curve with
dist(γn(0) + nh, γn(T )) = f(nh).
Then with theorem 1 and note 3 we get
|‖nh− (γn(T )− γn(0))‖ − a(h)n|
≤ | dist(γn(0) + nh, γn(T ))− a(h)n|+D
≤ 2C +D.
Now we have
lim
n→∞
1
n
‖nh− (γn(T )− γn(0))‖ = dist‖.‖(h,T)
since otherwise the distance between γn(0) + nh and γn(T ) would not be minimal.

To prove the remaining inclusion in the proof of proposition 8 observe that by
note 3, 4 and the fact that H1(M,Z)R is a cocompact lattice in H1(M,R), the
Hausdorff distance between T = dist‖.‖(.,T)
−1(0) and
f−1(0) = {h ∈ H1(M,Z)R| ∃x ∈M with x+ h ∈ J
+(x)}
is bounded by 2C. Further observe that by note 1 there exists a constant C′ =
C′(g, gR) <∞ such that
dist‖.‖(J
+(x) − x, J+(y)− y) ≤ C′
for all x, y ∈M . Thus the Hausdorff distance of f−1(0) and J+(x)− x is uniformly
bounded in x. Now combining these arguments we get the claim of proposition 8.
Proof of (i) ⇒ (ii). The first step is to confirm that T does not contain a nontrivial
linear subspace. This is done by contradiction.
Assume T contains a linear subspace V 6= {0}. Choose h ∈ V \ {0}. By
proposition 8 there exists for any h′ ∈ V a homology class h′x ∈ J
+(x) − x with
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‖h′ − h′x‖ ≤ err(g, gR) for any x ∈ M . We can choose future pointing curves
γ+, γ− : [0, 1]→M with
‖γ+(1)− γ+(0)− h‖, ‖γ−(1)− γ−(0) + h‖ ≤ err(g, gR),
dist(γ+(1), γ−(0)) ≤fill(g, gR) and γ
−(0) ∈ J+(γ+(1)).
Then dist(γ+(0), γ−(1)) ≤ 2C +fill(g, gR) + std(gR) and we can construct a future
pointing curve ζh connecting γ
+(0) with γ−(1) of gR-length at least 2‖h‖−std(gR).
Choose a sequence of future pointing curves ζn := ζhn : [0, Tn] → M for an un-
bounded sequence hn ∈ V . By passing to a subsequence we can assume ζn(0)→ p′
and ζn(1)→ q′. Choose any point p ∈ I−(p′) and q ∈ I+(q′). Then J+(p) ∩ J−(q)
is not compact, thus contradicting the global hyperbolicity of (M, g). Consequently
T cannot contain any nontrivial linear subspaces.
If T doesn’t contain a nontrivial linear subspace we can choose a cohomology
class α with kerα∩T = {0}. Consequently there exists ε > 0 such that α(h) ≥ ε‖h‖
for all h ∈ T. Assume that there exists an admissible sequence of future pointing
curves γn : [an, bn] → M with ‖ρ(γn)‖ ≤ n−1. Partition [an, bn] into subintervals
[an,i, bn,i] such that bn,i − an,i ∈ [n, 2n]. We have
1
n
(bn − an) ≥ ‖γn(bn)− γn(an)‖ ≥ ε
∑
i
‖γn(bn,i)− γn(an,i)‖.
Since bn−an =
∑
i(bn,i−an,i) there exists an index i with ε‖γn(bn,i)−γn(an,i)‖ ≤ 2.
Consequently we have constructed an admissible sequence of future pointing curves
γ′n : [an, bn] → M with ‖γ
′
n(bn) − γ
′
n(an)‖ ≤ 2ε
−1. By the previous arguments γ′n
has to stay in a uniformly compact subset of M . But this contradicts the strong
causality of globally hyperbolic spacetimes. 
6. Proof of theorem 16
Proposition 9 is a necessary ingredient in the proof of theorem 16.
6.1. Proof of Proposition 9. For p ∈ M let Tp be the set of classes k ∈
H1(M,Z)R which contain a timelike future pointing curve through p. Tp is obviously
a positively homogenous subset of T∩H1(M,Z)R. A homology class h ∈ H1(M,R)
is called Tp-rational if nh ∈ Tp for some n ∈ N.
Lemma 23. Let (M, g) be compact and vicious. Then for every p ∈ M the set of
Tp-rational homology classes is dense in T.
Proof. Let h ∈ T and ε > 0. To prove the lemma we have to find a Tp-rational
h′ ∈ T ∩B
‖.‖
ε (h).
Choose p ∈ π−1(p). With proposition 8 we know that for all h′′ ∈ T there
exists a q′′ ∈ J+(p) such that ‖h′′ − (q′′ − p)‖ ≤ err(g, gR). Further we know
with note 1 that there exists a k′′ ∈ H1(M,Z)R such that p + k
′′ ∈ I+(q′′) and
dist(q′′, p+ k′′) ≤ fill(g, gR). Thus we have
‖h′′ − k′′‖ ≤ ‖h′′ − (q′′ − p)‖+ ‖q′′ − (p+ k′′)‖
≤ err(g, gR) + fill(g, gR) + std(gR) =: C.
For h′′ = n · h with n ∈ N, we obtain ‖h − k′′/n‖ ≤ C/n. The claim follows for
nε ≥ C. 
Proposition 24. The set of (∩p∈MTp)-rational homology classes is dense in T.
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Lemma 25. There exists C < ∞ such that for all p, q ∈ M there are p ∈ π−1(p)
and q ∈ π−1(q) with dist(p, q) < C and εp,q, δp,q > 0, such that for all r ∈ Bεp,q (p)
and all s ∈ Bεp,q (q), we have
Bδp,q (r) ⊆ I
−(s), Bδp,q (s) ⊆ I
+(r).
Proof. Choose any timelike future pointing curve γ connecting p with q of gR-length
less than fill(g, gR). Considering a lift of γ to M with endpoints p resp. q, the claim
follows when considering normal neighborhoods around p and q.

Proof of Proposition 24. The proposition follows from the observation that there
exists a constant C < ∞ such that for every x ∈ M and every kx ∈ Tx there
exists a k ∈ ∩p∈MTp with ‖k − kx‖ ≤ C. The proposition then follows since the
Tx-rational points are dense in T for every x ∈M .
To prove the observation we will construct a closed timelike curve of bounded
Riemannian arclength that “almost fills” the manifold M . Fix x ∈M and let ε > 0
be the minimum of the Lebesgue numbers of the coverings
{Bεp,q (p)×Bεp,q (q)}p,q∈M and {Bδp,q (p)×Bδp,q (q)}p,q∈M
of M ×M . Then for all p, q ∈ M there exist p ∈ π−1(p) and q ∈ π−1(q) with
dist(p, q) ≤ fill(g, gR) such that
Bε(r) ⊆ I
−(s), Bε(s) ⊆ I
+(r)
for all r ∈ Bε(p) and all s ∈ Bε(q). Take a finite subcover {Bε(p1), . . . , Bε(pN )} of
M and choose timelike future pointing curves c1 : [0, N ] → M , with c1(n) = pN−n
for 0 ≤ n ≤ N − 1 and c1(N) = x, and c2 : [0, N ] → M , with c2(0) = x and
c2(n) = pn for 1 ≤ n ≤ N such that for one (hence every) lift c1 resp. c2 of c1
resp. c2 we have Bε(ci(n + 1)) ⊆ I+(ci(n)) (i = 1, 2). The gR-arclength of both
curves can be bounded by (N + 1) fill(g, gR). By joining a timelike future pointing
representative of k ∈ Tx with c1 and c2, we obtain k + [c1 ∗ c2] ∈ ∩1≤i≤NTpi . The
observation follows if we can show that k+ [c1 ∗ c2] ∈ ∩p∈MTp. This can be seen as
follows: For y ∈M choose pi with y ∈ Bε(pi). Let y be a lift of y to M , pi a lift of
pi with y ∈ Bε(pi) and c1 ∗ c2 a lift of c1 ∗ c2 through pi. We can choose a timelike
future pointing curve β1 from c1 ∗ c2(i− 1) to c1 ∗ c2(i+1) via y and homotopic to
c1 ∗ c2|[i−1,i+1] if pi = c1 ∗ c2(i). In the same manner choose a future pointing curve
β2 from c1 ∗ c2(2N − i− 1) to c1 ∗ c2(2N − i+1) via y if pi = c1 ∗ c2(2N − i). If we
substitute c1 ∗ c2|[i−1,i+1] with β1 and c1 ∗ c2|[2N−i−1,2N−i+1] with β2, we obtain a
timelike future pointing curve homologous to c1 ∗ c2. Thus k + [c1 ∗ c2] ∈ Ty.

Lemma 26. Let (M, g) be compact and vicious. Then there exists C < ∞ such
that for every future pointing curve γ : [a, b] → M there exists k ∈ ∩p∈MTp with
‖γ(b)− γ(a) − k‖ ≤ C and εk > 0, such that Bnεk(p + nk) ⊆ I
+(p) for all p ∈ M
and all n ∈ N.
Proof. The same argument used in the proof of proposition 24 shows: There exists
εk > 0 such that Bεk(p + k) ⊆ I
+(p) for all p ∈ M . The claim then follows
inductively.

Proof of Proposition 9. The proof is an easy consequence of lemma 26. Take any
k ∈ ∩p∈MTp and n ∈ N such that nεk ≥ diam(M, gR). Then Bdiam(M,gR)(p +
nk) ⊂ I+(p) for all p ∈ M . This implies directly that ∩p∈MTp contains a basis of
H1(M,R).

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6.2. Proof of Theorem 16.
Proposition 27. For every R > 0 there exists a constant 0 < K = K(R) < ∞
such that
BR(q) ⊆ I
+(p)
for all p, q ∈M with q − p ∈ T and dist‖.‖(q − p, ∂T) ≥ K.
Note that there exists a K < ∞ such that for every p ∈ M the intersection
BK(p)∩I+(p) contains a fundamental domain of the Abelian covering π : M →M .
Proof. Choose a basis {k1, . . . , kb} ⊂ ∩p∈MTp of H1(M,R) such that there exists
an ε0 > 0 with Bε0(q + ki) ⊆ J
+(q) for all q ∈M and all 1 ≤ i ≤ b. The existence
of the ki is ensured by lemma 26.
Set K ′ := supp∈M sup1≤i≤b dist(p, p+ ki) and K
′′ := (R+bK
′
ε0
+ b)(K ′+std(gR)).
For h =
∑
riki ∈ H1(M,R) with ri ≥ 0 and ‖h‖ > K ′′ we have∑
ri ≥
R+ bK ′
ε0
+ b.
Because of
∑
[ri] ≥
∑
ri − b we obtain
∑
[ri] ≥ R+bK
′
ε0
. By the choice of K ′ and ε0
we conclude
BR(x+ h) ⊆ BR+bK′(x+
∑
[ri]ki) ⊆ B∑[ri]ε0(x+
∑
[ri]ki) ⊆ I
+(x)
with lemma 26 for every point x ∈M . Now if we have
dist‖.‖(q − p, ∂T) ≥ K
′′ + err(g, gR) + std(gR) =: K
there exists r ∈ I+(p) with q − r ∈ pos{k1, . . . , kb} and ‖q − r‖ ≥ K ′′ (proposition
8). Since BR(q) ⊂ I+(r) we conclude
BR(q) ⊂ I
+(p).

Remark 6. Lemma 26 implies: For every ε > 0 there exist N(ε) ∈ N and
k1, . . . , kN ∈ ∩p∈MTp with Tε ⊆ pos{k1, . . . , kN}. Since T
◦ 6= ∅ we know that
for ε > 0 sufficiently small, {k1, . . . , kN} necessarily contains a basis of H1(M,R).
Recall from proposition 8 that dist‖.‖(T, J
+(x) − x) ≤ err(g, gR) for all x ∈ M .
Further recall that T is a compact cone. Consequently we can choose 0 < δ < 1
and K0 <∞ such that
‖
∑
hi‖ ≥ δ
∑
‖hi‖
for any finite set {hi}i=1,...n ⊆ Berr(g,gR)(T) \BK0(0).
Lemma 28. Set K1(ε) := max{K0,
4b err(g,gR)
δε } and let ε > 0 be given. Further let
{hi}1≤i≤N ⊂ T with ‖hi‖ ≥ K1,
1
2 ≤
‖hi‖
‖hj‖
≤ 2 and
∑
hi ∈ Tε for all 1 ≤ i, j ≤ N .
Then there exists a subset {i1, . . . , ib} ⊂ {1, . . . , N} with
∑
j hij ∈ Tη for η :=
δ
8bε.
Proof. The assumption
∑
hi ∈ Tε implies that
conv{h1, . . . , hN} ∩ Tε 6= ∅.
With the theorem of Caratheodory follows: There exist 1 ≤ i1, . . . , ib ≤ N and
λ1, . . . , λb ≥ 0 with
∑
j λj = 1 such that
∑
λjhij ∈ Tε. For every α ∈ T
∗ with
‖α‖∗ = 1 and every j ∈ {1, . . . , b} we have
max
m
{α(him)} ≥ α(
∑
m
λmhim) ≥ ε‖
∑
m
λmhim‖ ≥ δε
∑
m
λm‖him‖ ≥
δ
2
ε‖hij‖.
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And therefore for α(hik) = maxm{α(him)} we get
1
‖
∑
j hij‖
α(
∑
j
hij ) ≥
∑
j
1
2b‖hij‖
α(hij )
≥
1
2b‖hik‖
α(hik)−
∑
j
1
2b‖hij‖
err(g, gR)
≥
δ
4b
ε−
err(g, gR)
2K1
≥
δ
8b
ε.

Proof of Theorem 16. (i) First we reduce the claim to the following special case:
For every ε > 0 there exists C(ε) < ∞ such that |d(x, y) − d(z, w)| ≤ C(ε) for all
x, y, z, w ∈M with y − x,w − z ∈ Tε and
dist(x, z), dist(y, w) < K2 := max{fill(g, gR), 2}+ std(gR) .
Let x, y, z, w ∈M be given with y − x,w − z ∈ Tε. Choose kx,z ∈ H1(M,Z)R with
dist(x− kx,z, z) ≤ diam(M, gR). For every k ∈ H1(M,Z)R we have
dist(x+ k, z) + dist(y + k, w) ≥ ‖(x− z)− (y − w)‖ − 2 std(gR)
≥ ‖(y − w)− kx,z‖ − diam(M, gR)− 3 std(gR)
≥ dist(y − kx,z, w)− diam(M, gR)− 4 std(gR) .
Since we have d(x + k, y + k) = d(x, y) for every k ∈ H1(M,Z)R, we can assume
that dist(x, z) < fill(g, gR). Note that diam(M, gR) ≤ fill(g, gR).
If we have ‖y − x‖ ≥ 2+εε K2 ≥
2+ε
ε ‖x− z‖ then
dist‖.‖(y − z, ∂T) ≥ dist‖.‖(y − x, ∂T)− ‖x− z‖ ≥
ε
2
‖y − z‖.
The special case then yields |d(x, y)− d(z, y)| ≤ C( ε2 ).
For any integer 1 ≤ i ≤ n := [‖y−w‖] set hi := (w−z)+
i
n (y−w). Since Tε/2 is
convex we have hi ∈ Tε/2 for 1 ≤ i ≤ n. Choose points wi ∈M with wi−z = hi for
1 ≤ i ≤ n. With the special case we have (Note that dist(wi, wi+1) ≤ 2 + std(gR))
|d(z, w)− d(z, w1)|, |d(z, wi)− d(z, wi+1)|, |d(z, wn)− d(z, y)| ≤ C(ε/2)
for all 1 ≤ i ≤ n− 1. With the triangle inequality we get
|d(x, y) − d(z, w)| ≤ (n+ 2)C(ε/2)
≤ C(ε/2)(std(gR)+2)(dist(x, z) + dist(y, w) + 1)
=: Lc(ε)(dist(x, z) + dist(y, w) + 1).
The case ‖y − x‖ < 2+εε K2 can be absorbed into the constant Lc(ε) since the time
separation is bounded on any compact subset of M × M . This shows that the
general claim follows from the special case.
(ii) The special case follows from
(3) d(x, y) ≥ d(z, w)− C(ε)
for x, y, z, w ∈M with dist(x.z), dist(y, w) < K2 and y−x,w−z ∈ Tε. Exchanging
(x, y) and (z, w) in (3) we get d(z, w) ≥ d(x, y)− C(ε). Consequently we have
|d(x, y)− d(z, w)| ≤ C(ε)
and with it the special case.
Recall the definition of K(.) from proposition 27. Set
K3 := max
{
1
ηδb
(K(K2) + b(fill(g, gR) + std(gR))) ,K1
}
.
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To prove (3) we can assume that
z ∈ J+(x) and dist(z, w) ≥ 2δbK3.
By note 1 there exists k ∈ H1(M,Z)R with dist(x, z + k) < fill(g, gR) and z + k ∈
J+(x). The case dist(z, w) < 2δbK3 can be absorbed into the constant C(ε) since
the time separation is bounded on compact subsets of M ×M .
Choose a maximal future pointing curve γ : [0, T ] → M connecting z with w.
With our assumption that dist(z, w) ≥ 2δbK3, we can partition [0, T ] into at least
b-many mutually disjoint intervals [si, ti] with K3 ≤ ‖γ(ti) − γ(si)‖ ≤ 2K3. Then
by lemma 28 there exist intervals [smj , tmj ] ⊂ [0, T ] (1 ≤ j ≤ b) with
∑
γ(tmj ) −
γ(smj ) ∈ Tη (η :=
δ
8bε). After relabeling we can assume tmi ≤ smi+1 . We want to
build a future pointing curve from z to y using pieces of γ. Choose ki ∈ H1(M,Z)R
such that
γ(tmi) + ki ∈ J
+(γ(smi)) ∩Bfill(g,gR)(γ(smi))
and future pointing curves ζi : [smi , tmi ] → M from γ(smi) to γ(tmi) + ki. Define
the future pointing curve γ′ : [0, T ]→M as
γ′ := γ|[0,sm1 ] ∗ ζ1 ∗ (γ|[tm1 ,sm2 ] + k1) ∗ ζ2 ∗ . . . ∗
(
γ|[tmb ,T ] +
b∑
i=1
ki
)
.
Set h′i := γ(tmi)− γ(smi) and li := ζ(tmi)− ζ(smi). By construction we have
w − γ′(T ) =
b∑
i=1
h′i − li.
Note that
∑
‖li‖ ≤ b(fill(g, gR) + std(gR)). We have
dist‖.‖(w − γ
′(T ), ∂T) ≥ dist‖.‖
(∑
h′i, ∂T
)
−
∑
‖li‖
≥ η‖
∑
h′i‖ −
∑
‖li‖ ≥ ηδ
∑
‖h′i‖ −
∑
‖li‖
≥ ηδbK3 − b(fill(g, gR) + std(gR))
≥ K(K2) > 0.
Since
∑
h′i ∈ T and dist‖.‖(
∑
h′i − li, ∂T) > 0, we get w − γ
′(T ) ∈ T. With
proposition 27 we have y ∈ BK2(w) ⊂ I
+(γ′(T )). Therefore we can choose future
pointing curves ζ0 and ζb+1 connecting x with z resp. γ
′(T ) with y and obtain
d(x, y) ≥ Lg(ζ0 ∗ γ
′ ∗ ζb+1) ≥ L
g(γ)−
b∑
i=1
Lg
(
γ|[smi ,tmi ]
)
.
Choose Λg,gR < ∞ such that |g(v, v)| ≤ Λg,gRgR(v, v) for all v ∈ TM . With
corollary 12 we have
Lg(γ|[smi ,tmi ]) ≤ Λg,gRCg,gR dist(γ(smi), γ(tmi))
≤ Λg,gRCg,gR(2K3 + std(gR)).
Therefore we conclude
d(x, y) ≥ d(z, w)− Λg,gRCg,gRb(2K3 + std(gR)) =: d(z, w)− C(ε).

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Appendix A. Sullivan’s structure cycles
In this section we first briefly recall the main definitions and results for structure
currents and structure cycles of a cone structure C from [23]. At the end we explain
(proposition 38) the relation between the homology classes of structure cycles and
the stable time cone T for the cone structure of future pointing vectors in a compact
spacetime.
Definition 29 ([23], definition I.1, I.2). (1) A compact convex cone C in a (lo-
cally convex topological) vector space over R is a convex cone which for
some (continuous) linear functional L satisfies L(x) > 0 for x 6= 0 in C
and L−1(L(x)) ∩ C is compact.
(2) A cone structure on a closed subset X of a smooth manifold M is a con-
tinuous field of compact convex cones {Cx} in the vector spaces ΛpMx of
tangent p-vectors on M , x ∈ X. Continuity of cones is defined by the
Hausdorff metric on the compact subsets of the rays in ΛpM .
Obviously the set of future pointing tangent vectors in a time oriented Lorentzian
manifold is an example of a cone structure. This connection is discussed briefly in
[23] p. 248/249 (p = 1). Other examples include the oriented tangent p-planes to
an oriented p-dimensional foliation (1 ≤ p ≤ m).
Definition 30 ([23], definition I.3). A smooth differential p-form ω on M is
transversal to the cone structure C if ω(v) > 0 for each v 6= 0 in Cx, x ∈M .
Definition 31 ([23], definition I.4). A Dirac current is one determined by the
evaluation of p-forms on a single p-vector at one point. The cone of structure
currents C associated to the cone structure C is the closed convex cone of currents
generated by the Dirac currents associated to elements of Cx, x ∈M .
Proposition 32 ([23], proposition I.4, I.5). (1) A cone structure C admits transver-
sal 1-forms.
(2) Let X be a compact subset of M . Then the cone of structure currents C
associated to a cone structure C on X is a compact convex cone.
Definition 33 ([23], definition I.6). If C is a cone structure, the structure cycles
of C are the structure currents which are closed as currents.
Theorem 34 ([23], theorem I.7). Suppose C is a cone structure of p-vectors defined
on a compact subspace X in the interior ofM which is also compact (with or without
boundary).
(i) There are always non-trivial structure cycles in X or closed p-forms on M
transversal to the cone structure.
(ii) If no closed transverse form exists some no-trivial structure cycle in X is
homologous to zero in M .
(iii) If no non-trivial structure cycle exists some transversal closed form is co-
homologous to zero.
(iv) If there are both structures cycles and transversal closed forms then
(a) the natural map
(structure cycles on X → homology classes in M)
is proper and the image is a compact cone C ⊂ Hp(M,R)
(b) the interior of the dual cone C′ ⊂ Hp(M,R) consists precisely of the
classes of closed forms transverse to C.
Proposition 35 ([23], proposition I.8). Any structure current c may be represented
c =
∫
X vdµ where µ is a non-negative measure on X (assume compact) and v is a
µ-integrable function into p-vectors satisfying v(x) ∈ Cx.
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Let M be compact and oriented. Then for p + q = m = dimM the currents
in the image of the map {smooth q-forms} → {p-currents}, τ 7→ (ω 7→
∫
ω ∧
τ) are called the diffuse p-currents ([23] p.232). One can then define operators
Dε : {p-currents} → {diffuse p-currents} (ε > 0) such that
(i) Dεc approaches c for ε→ 0 for all p-currents c.
(ii) Dε commutes with the boundary operator ∂ and preserves homology classes
([23] p. 232-234).
Note that we can represent any diffuse p-current c by a smooth measure µ, i.e. a
smooth m-form, and a smooth p-vector field V , i.e. c =
∫
V dµ ([23] §2).
A foliation cycle to an oriented foliation is a structure cycle for the cone structure
defined by the oriented tangent spaces to the foliation ([23] p. 227).
Consider a non-zero vector field X with flow φt tangent to a 1-dimensional
foliation F. Then X defines a map between measures and structure 1-currents,
µ→ (X,µ) with (X,µ)(ω) =
∫
ω(X)dµ.
Proposition 36 ([23], proposition II.24). µ→ (X,µ) defines continuous bijections
(i) non negative measures on M ∼ foliation currents along the foliation,
(ii) measures invariant under flow ∼ foliation cycles along the foliation.
For the rest of this section we will focus on the cone structure of future pointing
causal tangent vectors of a spacetime. It is obvious that the set of future pointing
vectors in a spacetime form a cone structure in the above sense.
Lemma 37. Let (M.g) be compact and oriented spacetime. Then every structure
cycle can be approximated by foliation cycles of oriented timelike 1-dimensional
foliations. Here oriented means oriented by a future pointing vector field.
Proof. Let c be a structure cycle. For x ∈ M we can choose εx > 0 and a future
pointing timelike vector field Vx such that all orbits of Vx through a neighborhood
Ux of x are closed. Next choose a smooth Borel measure µx invariant under the
flow of Vx and suppµx ⊆ Ux. Then the current cx :=
∫
M Vxdµx is a structure cycle.
Choose a finite cover {Uxi}1≤i≤N of M by such neighborhoods and consider
the structure cycle cδ := c + δ
∑
i cxi . Clearly any Borel measurable vector field
representing cδ is future pointing timelike everywhere. Thus any smooth vector
field Vδ,ε representing Dεcδ will be future pointing timelike for ε > 0 sufficiently
small.
Clearly Dεcδ is a foliation cycle of the 1-dimensional foliation determined by
Vδ,ε. Since Dεcδ approaches cδ for ε→ 0 and cδ → c for δ → 0, the claim follows.

Proposition 38. Let (M, g) be a compact and vicious spacetime. Then the cone
C of homology classes of structure cycles coincides with the stable time cone T (see
section 4 for the definition of T).
Proof. (i) T ⊆ C: By the definition of T there exists an admissible sequence of
future pointing curves γn : [an, bn]→M , parameterized by gR-arclength and C ≥ 0
such that Cρ(γn) → h for n → ∞ for every h ∈ T. Without loss we can assume
that the γn are smooth. Define the structure current cn(ω) :=
C
bn−an
∫
γn
ω for a
1-form ω.
The norm of cn is bounded by C < ∞. Therefore there exists a subsequence
{cnk}k∈N convergent to a structure current c in the weak-∗-topology on currents.
Since bn − an →∞ any accumulation point c of {cn}n∈N vanishes on exact forms.
Consequently c is a structure cycle with homology class h.
(ii) C ⊆ T: We can assume without loss of generality that M is oriented. Other-
wise consider the (twofold) orientation cover Mor of M . The canonical projection
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πor : Mor → M induces an isomorphism πor∗ : H1(M
or,R) → H1(M,R). Lift the
Lorentzian metric g to the Lorentzian metric gor on Mor. Note that gor is time-
orientable as well. Choose the time-orientation compatible with πor. Consider on
the orientation cover the cone structure of future pointing causal vectors. Then it is
clear that the cone of homology classes of structure cycles in H1(M
or,R) is mapped
onto C ⊆ H1(M,R) by πor∗ . In the same way it is clear that the stable time cone
of (Mor, gor) is mapped onto T by πor∗ . Thus if we prove C ⊆ T in the orientable
case, the non-orientable case follows as well. Further since Mor is a finite covering,
(Mor, gor) is vicious if (M, g) is vicious.
Let c be a structure cycle. Choose an approximation of c by a foliation cycle cˆ
of an oriented 1-dimensional timelike foliation F according to lemma 37. Choose
a future pointing (timelike) vector field X tangent to F with |X | ≡ 1 and a Borel
measure µ invariant under the flow φt of X such that cˆ =
∫
Xdµ (proposition 36).
By the theorem of Krein-Milman any invariant measure is approximated in the
weak-∗-topology on currents by a positive combination of φt-ergodic probability
measures.
Consider the measure
∑N
i=1 λiµi, where λi > 0 and µi are φt-ergodic probability
measures. For every 1 ≤ i ≤ N choose an µi-generic xi ∈M , i.e.
(4)
1
2T
φ.(xi)♯(L
1|[−T,T ])
∗
⇀ µi
for T →∞.
Denote with hi the homology class of the foliation cycle
∫
Xdµi. Then (4) implies
ρ(φ.(xi)|[−T,T ])→ hi for T →∞. Since X is timelike this implies hi ∈ T
1. Further
since
∑N
i=1 λiµi approximates µ,
∑
i λihi approximates the homology class of cˆ.
The property that T is closed then implies that the homology class of cˆ is contained
in the stable time cone. The same argument then shows that the homology class
of c is in T.

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