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Abstract--Backward differentiation methods based on a new type of mixed interpolation for the first-order 
initial-value problems whose solutions are known to be periodic are constructed. The angular frequency 
k is calculated by minimizing the local truncation error within each integration i terval. The resulting 
methods depend on a parameter 0 = hk, h the step length, and reduce to classical backward methods if 
k ~ 0. Numerical examples are provided to illustrate the algorithms. 
1. INTRODUCTION 
There are a lot of numerical methods available for the solution of initial-value problems which take 
advantage of special properties of the solution. Brock and Murray [1] and Dennis [2] developed 
methods for exponential type solutions. Gautschi [3] developed methods of the Adams and St6rmer 
type for problems with periodic or oscillatory solutions, where the frequency, or some suitable 
substitute, can be estimated in advance. His ideas were further worked out by Lyche [4], Neta [5], 
Stiefel and Bettis [6], Bettis [7] and Neta and Ford [8]. In all these papers initial-value problems 
of the type: 
y(r)(x)=f(x,y),  y(J)(Xo)=Y~o jl, (r = 1,2 . . . . .  ), ( j=0 ,  1 . . . . .  r -- 1), (1) 
were considered. Multistep methods of the form 
k k 
~. e,y.+,= h" ~ fl,f(x.+,.y.+,). (2) 
i=O i=O 
or equivalently, operators 
k k 
L[y(x ); h] = y" otiy(x .-{- ih ) - h r ~ fliy(rl(x "b ih ), (3) 
i~O i=O 
were introduced. The concepts of algebraic order p and trigonometric order q relative to the 
frequency k of the linear functional L[y(x); h] in CS[a, b] are defined as follows. 
Definition 1 
A linear functional L in CS[a, b] is said to be of algebraic order p if 
L[x';h]=O, r=O, l  . . . . .  p, L[xP+';h]7~O. (4) 
Definition 2 
A linear functional L is said to be of trigonometric order q relative to k if 
L [ l ;h ]=L[costkx ;h ]=-L [s in tkx ;h ] - -0 ,  t= l ,2  . . . . .  q, (5) 
tPart of this work has been reported at the IMA Conference on Computational Ordinary Differential Equations, London, 
July (1989). 
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and 
and 
L[cos(q + 1)kx; h] 
L[sin(q + 1)kx; h] 
are not both identically zero. 
With the introduction of the concept of trigonometric order one loses the advantage of 
stepsize-independent coefficients inequation (2). Moreover solving equations of form (5) for q large 
is quite involved. Neta [5] and Neta and Ford [8] made use of MACSYMA, a software package 
for performing symbolic as well as numerical mathematical manipulations, toderive the coefficients 
occurring in equation (2). 
The goal of the present paper is the construction of multistep methods for first order initial-value 
problems: 
y' =f (x ,y ) ,  y(xo) = ~, (6) 
where the solution has some periodic behaviour, which is however not necessarily known explicitly. 
For the derivation of the coefficients in equation (2), we do not lean upon techniques related to 
conditions (4) and (5), but start from the interpolation theory and corresponding quadrature 
rules. We consider a mixed type of interpolation, introduced by De Meyer et al. [9], which is 
exact for algebraic polynomials up to degree q -  2, but also for trigonometric polynomials of 
first-order with respect o a frequency k (i.e. a linear combination of the functions sin kx and 
cos kx). Since the error term is known at interpolation level [9, 10] the local truncation error of 
the corresponding multistep methods can be derived very easily. In this paper we shall concentrate 
on methods of the Adams- and Milne-type. To illustrate the strength of these derived methods and 
especially the importance of the knowledge of the error terms, several numerical experiments are 
given. In terms of Definitions 1 and 2 the proposed methods all have algebraic order q - 2 and 
trigonometric order 1. Such kind of multistep methods have been derived by means of a complete 
other method, by Bettis [7]; however, in that paper no considerations about error terms were 
present. 
2. DERIVATION OF THE METHOD: GENERAL THEORY 
Let us recall that the so-called special inear multistep methods for problems of type (6) follow 
by definition from the identity 
~t+b 
y(t + b) - y(t)  = Jt f (x ,  y(x))  dx. (7) 
For the classical method one replaces [11] f (x ,y (x ) )  by a suitable interpolation polynomial of 
degree q, using the equidistant points tp, tp_ ~ . . . . .  tp_q, i.e. 
f (x ,  y) ~- ( -  1)" V ~,  (8) 
m=O m 
with 
X - -  Ip 
s -  h , fp=-f(tp,y(tp)) 
and h the distance between the points. Several classes of methods can now be distinguished 
according to the position of t and t + b relative to the interpolation points, i.e. [11]: 
(a) for Adams-Bashforth: 
(b) for Adams-Moulton: 
(c) for Nystr6m: 
(d) for Milne-Simpson: 
t=tp,  t +b = tp+~; 
t=tp_ l , t  +b=tp;  
t=tp_ l , t  +b=tp+l ;  
t=tp_2, t  +b=tp .  (9) 
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Instead of using an interpolation polynomial of type (8), we propose to use a mixed interpolation 
function of the form 
q-2 
a cos kx + b sin kx + ~ cix ~, (10) 
i=0 
which has been studied in detail by the authors [9], and where k has the same meaning as in 
condition (5). It has been proved that this interpolation function can be written in a Newtonian 
backward difference form of type (8), corrected by two additional terms. By thisf(x, y(x)) can be 
approximated by 
f(x, y(x)) _~ m=O ~ (-1)re(mS) V'fp-k2tpq(x - tp-q)Vq-lfp- k2qgq+l(x - tp-q)Vqfp" (11) 
The functions q~,(x) are defined by the recursion relation 
q~.(x) -- ~-~ n 4sin20~2 °"-2(x-h)' (12) 
with 0 = kh and 
2 0 .  
tp0(x) = ~-~ tan ~ sm kx, (13) 
1[ cos( x -_o/2)] 
tp, (x) = ~-~ 1 cos 0/2 J" (14) 
Approximation (1 1) is possible under the condition 
VleZ:O~ln 
or equivalently 
k ~l~/h. 
Moreover, it is also shown in Refs [9, 10] that the error term related to condition (1 l) can be 
written as 
Eq(]4~ X) = h q- I~q(X -- t,_q)[k2f tq- 1)(~, y (¢ ) )  +flq+ ,)(¢, y(¢))], (15) 
with 
tp_q < ~ < tp, if O < qkh < rc. 
Introducing condition (11) into equation (7), and taking into account the several boundaries, 
given in conditions (9) and various q-values in condition (11), one obtains so called "extended" 
or "modified" multistep methods of trigonometric order I and algebraic order q - 2. The error 
terms related to these multistep methods follow from the introduction of equation (15) under the 
integral sign occurring in the right-hand side of equation (7). 
3. THE EXTENDED ADAMS-BASHFORTH METHODS 
As an example of the derivations we give here explicitly the construction of the method with 
q = 1. In that case formula (7) implies following explicit method: 
[;0± ( : ) ]  yp+l--yp= (--1) m hds Vmfp rn=0 
If0 l l f0 l -k  2 ~o~((s + l)h)h ds fp -k  2 q92((s + l)h)h ds Vfp 
or  
cos((s h- 1/2)0) , ~mO _]h ds. (16) YP+ ' - Yp= hm~oYmVmfP-fp ~ol [1 -  -~s'O'~ ln ds - VfP ~o' [ s sin s0-1 
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The ?~,-coefficients are well-known from the classical Adams-Bashforth formulas. We use the 
notation introduced in Henrici [11], meaning in general 
70=1; T,=½; 72 5; ~13=3; ~)4--720 . . . . .  
After calculating the integrals equation (16) reads: 
2(1 - -  cos 0)cos 0 1 - -  cos  0 
yp +,  - -  yp = hfp 0 sin 0 + h Vfp 0 sin-------ff 
or  
cos 0 - cos 20 cos 0 - 1 
yp +, - yp = hfp 0 sin 0 + hfp_ i 0 sin-----if- 
sin 30/2 hfp_, tao0/2 
= hA 0 cos 0/2 " (17) 
Let us remark that this relation has also been derived by Gautschi [3] by a completely different 
technique. From the general theory developed by Bettis [7] one can extract an analogous relation. 
However, none of these authors discussed the local truncation error, which can be written as (if 
we use the definition given by Burden et al. [12]): 
~ltp + I 
-h tp(t -tp_t)[k2f(~,y(~))+fl'(~,y(~))]dt, i fO<Ekh <TL 
p 
By replacing the second factor in the integrand by an appropriate continuous function [10], this 
local truncation error reduces, with the help of the mean value theorem, to: 
11  2(1 - c°s 0)c°s 01 
~-i 1 0 sin0 [k~f(rl'Y(~l))+f"(~l'Y(~l))]' (18) 
with 
tp-I < rl < tp+l, 
since tp~ (t - tp_ t ) does not change sign in the interval [tp, tp + ~ ]. In an analogous way one can derive 
the q = 2 and q = 3 cases; we only mention the final results: 
I 
h Yp+ I - -  Yp  ---- {fp(cos 30 - 2 cos 20 + cos 0 + 0 sin O) 
2 sin 0(1 0)0 COS 
+fp_ ~(-cos 30 + cos 20 + cos 0 - 1 - 0 sin 20) 
+fp_2(cos 20 - 2 cos 0 + 1 + 0 sin 0)}; 
=hlfp+Vfp(2sinO tan 0/2 ) ~rp(tao0/2 1 1 )1 
0 1 +V 0 sin~ "~ 4sin 20/2 ' (19) 
with local truncation error 
h I3 cos 20-cos01 
k-~ 2+ 0s in0 [k2f'(~l,y(rl))+f"(rl, Y(rl))], tp_2<r/<tp+ ~, i f0<3kh<n,  (20) 
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and 
Yp +, - yp = (sin 30 + 5 sin 0 - 4 sin 20)0 
{( ) x fp cos 0 - 3 cos 20 + 3 cos 30 - 4 cos 40 - -~- sin 20 + 50 sin 0 
( 0 
+fp_, cos 0 + 3 cos 20 - 5 cos 30 + 2 cos 40 - 1 - sin 20 - -~ sin 0 + sin 30 
+fp -z -5cos0+3cos20+cos30-cos40+ +~s in20+ s in0-  sin30 
+fp_3(3 cos 0 -  3 cos 20 +cos30-1  +~s in20-  30 sin 0)}, 
[fp (2s in~0-1  3c°s0-2 'x  2 ( 3 l+2cos0\  3 -] 
=h + ½Vfp + OsinO -~ :2(l~c~sO-)) V~ + 4(1-cos0)  2--Osi-ffn 0- )V~J ,  (21) 
with local truncation error 
k 2hzF23L 12 0s in0-2cos20(1 -~ i  s0)  1 
~ c--~s O~ s~ 0 ° [ky"(r/, y(q)) +/'~(q, y(y(q)))], 
(tp_3<rl<tp+l) , i f0<4kh<~.  (22) 
From the above given results,  one can easily observe that, in general, the extended 
Adams-Bashforth methods take on the following form: 
q 
yp+,-yp=h Z ~*Vkfp • 
k=0 
The ~k coefficients for k = 0, 1 . . . .  , q - 2 keep their classical values ?k (k = 0 . . . . .  q - 2). Only the 
last two coefficients ~q_, and ~q are modified with respect o the classical case, by the introduction 
of the mixed interpolation function (11) instead of polynomial (8). This property was already 
observed by Bettis [7] by means of a completely different theory. 
4. THE EXTENDED ADAMS-MOULTON METHODS 
The Adams-Moulton methods can be derived in an analogous way; the only difference with 
respect o the Bashforth case lies in the position of the boundaries of the integral in equation (7) 
relative to the interpolation points [see also conditions (9)]. We present here the results for the case 
q = 1,2, 3; for further practical reasons and for making more clearly comparisons with other 
previous work, the occurring indices are increased with one unit with respect o definition (9). One 
obtains successively: 
h sin 0 h tan 0/2 
YP+J-YP=o(I+cosO) (fp+~+fp)= 0 (fP+' +fP)' (23) 
with local truncation error 
1 [1  2sin0 1 
k-~ 0(! +cos0)  [k2f(q'Y(rl))+f"(q'Y(q))]' tP<rl <tp+,, i f0<kh <n,  (24) 
h 
YP+'-YP= 2sin0(1 -cos0)0  [fp+,(cos20 -2cos0  + 1 +0 sin0) 
+fp( -cos  20 + 1 - 0 sin 20) +fp_,(2 cos 0 - 2 + 0 sin 0)] (25) 
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or 
y. , -y ,=h f,÷l+vf,÷, 
with local truncation error 
+ 0s in0 [k "f (n, y(n )) + f (n, y (r/ ))], 
and 
or 
Yp + 1 - -  Yp  = 
1 +Wfp+l 2 (1 -cos0)  0sin0 
tp_ 1 < rl < lp + 1, if 0 < 2kh < re, (27) 
h 
0(sin 30 + 5 sin 0 - 4 sin 20) 
+{fp+t(-3cosO + 3cos20-cos30 + l-3-O2 sin20 + aOsinO) 
( 50 0 30 ) 
+fp 2 cos 0 - 5 cos 20 + 2 cos 30 + 1 - -~ sin 20 + ~ sin 0 + -~ sin 30 
( 0 0.) 
+fp_ ~ 5 cos 0 + cos 20 - cos 30 - 5 - ~ sin 20 + sin 0 - -~ sin 30 
+fp_2( -4cos  0 + cos 20 +3-0  sin0 +-02 sin 20)} (28) 
r2 sin 2 0 -- 1 3 cos 0 -- 2 -1V2 
yp+, -yp=h fp+l-½Vfp+l+ L Os-~O +2-(i-~-o-s0-)J fp+! 
I 3 1 +2cos01 3 + 
4(1 --cos0) 2-0 s~n0 JV~÷l~,  
(29) 
with local truncation error 
k s 2(1 - cos 0)0 sin 0 
x [k ~f"(tl, y (tl)) + f i~'(tl, y(tl))] (tp -2 < tl < tp +1 ), if 0 < 3kh < ~. (30) 
Let us first remark that relation (23) has also been derived by Gautschi [3]. From equations (26) 
and (29) one can observe that the extended Adams-Moulton methods can be written in general as 
q 
Yp+l - -Yp  h ~ ~*V k¢ : k Jp+l ,  
kffiO 
where the a* coefficients for k = 0, 1 . . . . .  q -2  keep their classical values ~* (see Henrici [11], 
l ;  r*=-½; r*= 19. -72--~,'" ) and where only ~q*-t and ~* become 
0-dependent. Again this property has already been reported by Bettis [7]. 
The Adams-Bashforth and Adams-Moulton methods with the same q-value, i.e. equations (17) 
and (23), conditions (19) and (25) and conditions (21) and (28), possess an analogous error term. 
Each first mentioned formula can be used as a predictor, while each corresponding second formula 
can be introduced as corrector. The value of k 2 can be chosen in such a way that both occurring 
error terms become as small as possible. Further details will be explained in Section 7. 
5. THE EXTENDED NYSTR(~M METHODS 
Again analogous techniques can be used for the derivation of these methods. However, as it was 
the case in the classical Nystr6m methods, the derivation of the local truncation error by integrating 
the error term related to the mixed interpolation function is not anymore possible, since the 
occurring ~pq functions changesign in the interval of integration. However this problem can be 
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solved in certain cases by starting again from relation (7), where the appropriate integration 
boundaries are withheld; however, instead of approximatingf(x, y(x)) under the integral sign by 
an interpolation function of type (10), we replace the entire integral by a so called modified 
Newton-Cotes rule, being quadrature rules which are exact for sin kx and cos kx besides 
polynomials up to a certain degree. They have been studied by the present authors [13] and have 
the advantage that the occurring error terms are explicitly defined. The open modified rules read: 
f (x )  dx ~- mh D}~f(tl+s) 
t j= l  
f tl +m kZA"-~f(tl+ i) f tpm_j(x-t l )dx (m =even), 
- -  t) tl Ct I+,. (31) 
kZ[2A~-3f(tl+l)+A~-2f(tl+~)] J t tp~_l (x-h)dx (m = odd), 
I 
with error term 
~/ l l  + m (1 +e)hm-2-'[k2f(~-2-°(tl)+ ftm-°(rl)] ~Om_l(X --tl) dx, 
I 
t~<r/<t i+~,  i f0<mkh<n,  (32) 
where D) '~) are the coefficients occurring in the open Newton-Cotes formulae and E = 0 if m is 
even and E = 1 otherwise. The closed rules can be written as 
~t " +'f(x) dx ~- mh ~ C}m)f(tt+j) ! j=0  
f tl +m k2Amf(tt) f ~P,.+ t(x - h) dx (m = even), - ~"  (33)  
~l 
t l + m 
k2[A m- If(tt) + ½A"f(tt)] tp,.(x - h) dx (m = odd), 
/ 
with error term 
~l 
ll +m 
hm-~[kzf~m-O(rl)+f~m+e-o(q)] ¢p,,+~_,(x-tt)dx, tt<rl<tt+,,, i fO<mkh<n,  (34) 
I 
where C) m) are the coefficients of the closed Newton-Cotes formulae and E has the same meaning 
as before. 
As an example we derive the extended Nystrrm formula of lowest order by using the open 
modified rule (31) with m =2,  tl = tp_l, h+,, = tp+l, i.e. 
Yp+,-Yp 1=2hD~2)f(tp ) k2f(tp) f,.,+, sin0 _ - qgl(X--tp_,)dx oryp+,-yp_,=Zh-f f - - fp,  (35) 
- I  
where the local truncation error follows from rule (32), i.e. 
l ~'p+' 
-~[k2f(q,y(rl))+f"(rl, y(q))] ~p,(x--tp_l)dX 
p- I  
1 2(0-s in0)[kZf(~l ,y(q))+f , , (q,y(q)) ] ,  tp_ l<q<tp+, ,  i f0<2kh<~.  (36) 
=k  2 0 
Neta and Ford [8] also have derived relation (35) by constructing an operator of the type (3) with 
r = 1, having a trigonometric order 1 relative to k. They also mention the leading term in the local 
truncation error, which agrees with the first nonvanishing term in the Taylor series expansion with 
respect to 0 of equation (36). Let us also remark that term (35) follows also directly from condition 
(7) with approximation (11), where q = 1. In the same spirit, when retaining q = 2, one can easily 
derive the following formula: 
h 
YP+ ~ - YP- ' = 0(1 - cos 0) {(sin 0 - sin 20 + 0)fp + 2 cos 0(sin 0 - 0)fp_ ~ + (0 - sin 0)fp_ 2 }. (37) 
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Again Neta and Ford [8] report a Nystr6m-like formula with three function evaluations and with 
trigonometric order 1 relative to k. Their formula reads in our notation: 
2h sin Ofp. 
Yp.  l -- Y , -  , = hf lo[fp-  2 - 2cos 0fp_~ +fp] + ----0--~ 
If the free parameter/30 is fixed by requiring that this method should have in addition an algebraic 
order 1 
0 - s inO 
i.e. fl0 = 0(1 - cos 0)} '  
one retrieves our result (37). 
6. THE EXTENDED MILNE-SIMPSON METHODS 
Although both discussed techniques can be used to obtain the appropriate formulae, it is obvious 
to use quadrature formulae of type (31)-(34) if one wants information about the local truncation 
errors. For example using the modified closed rule (33) with t~ = tp_2, h+m = tp and m = 2 in 
combination with condition (7) leads to 
{ ~ l - s in0  2 (s in0 -0cos  } 
YP-YP-2=h 0 ~osO)  [ fp-2+fp]+ O([ ----cos ~ O) fp - ' '  (38) 
with error term 
[ o o 0] h 2 6 cot~ tp 2 r/ 2;72[k2f " (~,y (~) )+f" (~,y (~) ) ] -1 -3cot22+ z , < <Ip ,  i f0<2kh<Tt .  (39) 
or 
Equation (38) represents an implicit equation for yp. Any explicit formula can be used in principle 
• (0 )  to calculate yp . A modified formula, with the same error structure as equation (39), follows from 
the application of formulas (31) and (32) with tt = tp_4, h+m = tp and m = 4 resulting in: 
and with local error term 
h2[k2f"b [~ 
k--5~ j ,rl, y(~/)) +f"(~/, y(r/))] 1 - cos 0 
tp_4<~l<tp ,  i f0<4kh <n.  (41) 
Equation (40) can be used as a predictor, while equation (38) can be introduced as a correcter. 
The classical counterparts for these two equations are respectively the Milne-formula with q = 2 
or 3, i.e. 
Yp - Yr -2 = ~h (fp + 4fp - i + fp -  2) (42) 
and the formula suggested by Milne as predictor 
Yp - -Yp -4  = ~h (8fp_ ~ - 4fp_ 2 + 8fp_ 3). (43) 
It is worthwhile to mention that in the limit as k --,0 conditions (38) and (40) reduce to conditions 
(42) and (43), respectively. 
7. NUMERICAL EXPERIMENTS 
In order to show the superiority of these constructed modified methods over the classical and 
other methods we shall use the extended Adams-type predictor (21) and correcter (29) and the 
Milne-type formulae (38) and (40). For the classical Adams- and Milne-formulae we use the 
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corresponding relations of two algebraic orders higher. For the four modified methods mentioned 
the local truncation error for the calculation of Yt is proportional with 
kg'"(~/, y(~/)) +f~(~/, y(~/)), 
where v/belongs to a certain interval containing tt_ ,. Since all methods considered are multistep 
ones some missing starting values must be supplied. In all of the following numerical experiments, 
these starting values have been computed from the known analytic solution. All calculations have 
been performed in floating-point double precision arithmetics. The parameter k is still not defined. 
We define the k E-value for each of the considered methods in a particular integration i terval [tk, tt] 
as the solution of the equation kEf"(tt_ ,, Yl- l ) +f* (h -  I, Y~- 1 ) = 0, making by this the error terms 
approximately zero. The derivatives occurring are calculated numerically, using previously 
calculatedf(tj, yj) values. It is important to note that the modified methods and the determination 
of k 2, do not demand more function evaluations than the corresponding classical ones. The 
k-values used are then in each integration interval taken as the positive square root of the 
numerically obtained kE-value. If one obtains negative kE-values, we have replaced in the 
corresponding formulae k by ik (i E = - 1). In fact in this case the modified methods integrate mixed 
interpolation functions consisting of cosh(kx)-, sinh(kx)-terms and an interpolation polynomial 
part. In all further calculations presented, the corrector formulae are only applied once. No 
iteration procedure is introduced to correct a number of times the tentative value delivered by the 
predictor. 
The first example concerns following initial-value problem: 
Y' = ~ x / 1  ~ my2, y(0) = 0, (44) 
which has the elliptic sinus function y(x)  = sn x as exact solution. In some special cases, i.e. m = 0 
and m = 1 the solution reduces respectively to sin x and tan x. In Table 1 we show for some 
x-values the difference between the exact and the several calculated solutions, for m = 0.25. In 
Table 2 the same information is given for m = 0. Both calculations have been performed with a 
step length h --0.01. One can observe that in both cases the results based on modified formulae 
are more accurate than those based upon classical formulae. The Milne-type methods, although 
of the same algebraic and trigonometric order as the Adams-type methods, deliver the most 
accurate results. The variation of k with respect o x is in both modified methods considered 
completely similar. One can observe in Table 1 that for the case m = 0.25, k takes on at first 
decreasing real values; afterwards it becomes purely imaginary and at the end of the interval real 
Table 1. Comparison of the classical and modified multistep 
method for equation (44) with m = 0.25 
z exac~ 
value 
i 
Adams formulae 
0.20 0.108345 0.178 (-0) 
0.40 0.3s7042 0.313(-0) 
o.6o o.ss77s4 0.311(-0) 
o.so o.7o4s12 O.lOS(-O) 
1.00 0.822635 o.4s2(-lO) 
1.20 0.011173 -0.826(-10) 
1.40 0.969332 -0.130(-0) 
cla~lcsl modified 
-o.255 (-11) 
(1.s236) 
-0.076 (-11) 
(1.444s) 
-o.126(-lO) 
(-o.eo~5) 
-o.182 (-lO) 
(-2.2~oo) 
-0.201 (-10) 
(-4.3112) 
-o.241 (-lO) 
(-lO.Oo3) 
-o.s1~(-11) 
I 
Milne formulae 
cla~ical modified 
o.~74(-lO) -o.~3(-12) 
(1.8236) 
0.65s (-10) -0.~40(-11) 
(1.444s) 
0.e~2(-i0) -0.432(-11) 
(-o.6os6) 
o.391(-lO) -o.s3s(-11) 
(-3.37oo) 
0.508(o11) -0.600 (-11) 
(.4.3112) 
-0.226(-10) -0.746(-11) 
(-10.903) 
-o.333 (-lO) -o.~5(-11) 
(6.52s) 
For several arguments x, the difference between the calculated and 
the exact value is shown. The notation a ( -5 )  means a 10 -5. 
For the modified methods the values between brackets are 
the calculated k sgn(k 2) values used in the last integration step. 
The used step length h is 0.01. 
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Table 2. See Table 1 for m = 0 
I 
Adams formulae 
classical modified 
0.20 0.198660 0.416(-10) -0.460(-13) 
(1.0009) 
0.40 0.389418 0.887(-10) -0.132(-12) 
(1.0020) 
0.60 0.564642 0.125 (-9) -0.368 (-12) 
(1.0033) 
0.80 0.717356 0.144 (-9) -0.616(-12) 
(1.0050) 
1.00 0.841471 0.142(-9) -0.852(-12) 
(1.0075) 
1.20 0.932039 0.117 (-9) -0.982 (-12) 
(1.0123) 
1.40 0.985449 0,661 (-I0) -0.866 (-12) 
(1.0270) 
f 
MiLle formulae 
classical modified 
0.882 (-11) -0.927 (-14) 
(1.0000) 
0.188(-10) -0.398(-13) 
(1.002o) 
o.268 (-lO) -o.872(-13) 
(1.0033) 
0.307 (-10) -0.143 (-12) 
(1.0050) 
o.3o5(-lO) 4.195(-12) 
(1.oo75) 
o.252(-lO) -o.226(-12) 
(1.o123) 
0.142 (-10) -0.205 (-12) 
(1.o27o) 
values are again present. In the second table, where the exact value is nothing else than sin x, one 
observes that the calculated k-values are even after 140 steps still close to the theoretically expected 
value 1. 
As a second example we consider the equation 
y '= l+y2,  y(0)=l,  (45) 
which has an exact solution y(x) = tan(x + n/4). Since the solution shows a singularity at n/4 we 
only integrate numerically up to x = 0.7. Such kind of singular problems have been treated by 
rational one-step methods [14, 15]; those algorithms are based on the representation of the solution 
by a finite continued fraction. Nevertheless our modified methods improve the accuracy with 
respect to the classical methods. In Table 3 we compare again the results obtained by the selected 
Adams and Milne formulae for a set of x-values. One can observe the increasing purely imaginary 
value of k. 
As a third example we consider a stiff equation, i.e. the test problem used by van Niekerk [15]: 
y' = 2(y - -  g(x)) + g'(x), (46) 
with 
x e [0, 1], y(0) = 3, g(x) = sin(0.1x) + 2 
Table 3. Comparison of the classical and modified multi- 
step methods for equation (45) 
I 
exact Adams formulae 
value classical modified 
0.1 1,2230489 0.126(-7) , 0.125(-8) 
(-6.1420) 
0.2 ! 1,5084977 i 0,622 (-7) 0.669 (-8) 
(-7.1372) 
0.3 1.8957652 0.213 (-6) 0.259 (-7) 
(-8.5o39) 
0.4 2.4649629 0.761 (-6) 0.109 (-6) 
(-10.508) 
0.5 3.4082237 0.341(-5) 0.616(-6) 
(-13.738) 
0.6 ,5.3318559 0.251(-4) 0.624(-5) 
(-19.826) 
0.7 11.681377 0.576(-3) 0.278(-3) 
(-38.500) 
I 
Milne formulae 
classical modified 
0.257 (-8) 0.284 (-9) 
(-6.1417) 
0.124 (-7) 0,120(-8) 
(-7.1371) 
0.416(-7) O.STS (-8) 
(-3.5039) 
0.143 (-6) 0.237(-7) 
(-10.s07) 
o.601 (-6) 0.120(-6) 
(-13.738) 
0.364 (-5) 0.123(-5) 
(-19.826) 
0.306 (-4) 0.202 (-4) 
(-35.S64) 
For other details see Table 1. 
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Table 4. Comparison ofthe classical nd modified multistep methods 
for equation (46) with the rational one-step method of van Niekerk [15] 
l I 
z exact Adam~-formulae Milne--formulae van  Niekerk 
value classical modified classical modified 
0.1 2.377879 0.101(-5) 0.10(-6) !0.238(-6) 0.257(-7) 0.32(-5) 
(-10.517) (-10.508) 
0.2 2.158834 0.087(-e) 0.105(-6) 0.207(-6) 0.238(-7) 0.25(-8) 
(-10.517) (-10.401) 
0.3 2.070783 0.sgo(-e) 0m5(-7) 0303(-7) 0.11s(-7) 0.15(-5) 
(-10.517) (-10.440) 
0.4 2.o583o5 0.300(-6) 0.218(-7) 0.218(-7) 0.250(-8) 0.93(-e) 
(-10.517) (-10.292) 
0.5 2.057075 0.141 (-6) 0.140 C-7) 0.020 C-7) 0.241 (-8) 0.58 (-6) 
(-10.517) (-9.847) 
0.6 2.062443 0.632(-7) 0.871(-8) 0.186(.-6) 0.860(-8) 0.10(-6) 
(-I0.515) (-12.431) 
0.7 2.070855 0.274(-7) 0.291(-8) 0.205(-67 0.658(-8) 0.16(-77 
(-10,512) (2.174) 
0.8 2.0802,50 0.116(-7) 0,123(-8) 0.266(-6) 0.755(-8) 0.78(-9) 
(-10.503) (15.025) 
0.9 2.090002 0.483 (-8) 0.513 (-9) 0.341 (-6) 0.829 (-8) 0.26 (-8) 
(-I0.478) (20.632) 
1,0 2.099879 0.108(-8) 0.211(-9) 0.435(-6) 0.899(-8) 0.18(-8) 
(..10.414) (53.515) 
For several arguments x, the difference in absolute value between 
the calculated and the exact value is given. For other details ee 
Table I. 
and A the stiffness ratio. The analytic solution is given by: 
y(x  ) = g(x  ) + (y(0) - g(O) )e;-L 
Table 4 shows the numerical results for A = - 10. We also give the results obtained by van Niekerk 
[14] by a rational one-step method. It can be noticed that the Adams formulae are more accurate 
than the Milne ones for x > 0.5. The k-values obtained in the whole integration interval in the 
Adams-case remain quite unchanged. These values are pretty close to the introduced A-value. 
In the Milne-case fluctuations are present in the calculated k-values. Our results are more 
accurate than the results of van Niekerk based upon solutions represented by finite continued 
fractions. 
8. CONCLUSIONS AND REMARKS 
The numerical results in Tables 1-4 clearly demonstrate the power of the proposed modified 
multistep methods and the way of determining the k-values by minimizing the error term. They 
also show that when the exact integration result is proportional to a sinus or cosinus function, very 
accurate results are obtained (see Table 2). In the other case, where the exact solution has some 
periodic behaviour, one obtains better results than with the classical methods. The technique 
presented to derive these modified methods can also be used for general initial value problems of 
the type (1) with r i> 2. The present authors have studied in a separate paper such a modified 
Numerov integration method for second-order periodic initial-value problems [16]. 
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