1. Introduction. This investigation is concerned with an operator method, which is of utility for a unified treatment of certain mapping, existence, uniqueness, and boundary value problems on Riemann surfaces.
Arbitrary Riemann surfaces R, closed or open, of finite or infinite genus are considered. On a compact or noncompact domain S(ZR normal linear operators L will be defined associating to every harmonic function s in a neighborhood of the relative boundary of 5 a uniquely determined harmonic function Lv on S. Given on R a finite collection / of closed curves, we select on S = R -l a "singular function" s, that is, a real function, harmonic near I and permitting a harmonic continuation across /. If a simple condition concerning s is fulfilled, then there exists on R a real function p, harmonic in a neighborhood of / and such that p -s = L(p -s) on 5. The function p is uniquely determined and will be called the principal function for a given 5 and L. If different initial functions 5 and different operators L are selected, the corresponding principal function p(z; s, L) furnishes the solution to different mapping and existence problems on R.
In §1 the operator method is presented for single-valued functions. An estimation lemma is given, the above theorem is proved, and a special operator L0 with the corresponding principal function p0 introduced. The nature of the function p0 is illustrated by its connection to classical slit mappings.
§2 is devoted to the existence problem of regular harmonic and analytic functions. Necessary and sufficient conditions, in terms of the normal linear operator Lo, are given. Applications to certain uniqueness questions are made. A theorem is presented for harmonic functions without existence restrictions.
§3 contains the operator method for multiple-valued functions. By way of preparation the solution of the first and second boundary value problem on abstract Riemann surfaces is given in terms of the principal function. A theorem on analytic functions without existence restrictions is proved.
In many cases the linear operator method allows, as it seems to us, a simpler approach than the Dirichlet principle or Hilbert space methods. Since all proofs are purely constructive, a numerical computation of the functions in question is possible. What is assumed a priori is the solution of the §1. Operator method for single-valued functions
2. An estimation lemma. The Riemann surfaces to be considered may be given either in an abstract way by parameter discs or by covering or embedding properties.
The convergence proofs will be based on the following simple statement.
Lemma 1. Let R be an arbitrary Riemann surface and K a closed point set on R. Consider on R all single-valued harmonic functions
[u], normalized, by adding a suitable constant, so that Proof. If w is constant ( = 0), the inequality (2) is evident. The same is the case if u is not bounded. Hence we can assume sup^ \u\ =1.
If (2) were not true, there would exist a sequence \un\ of functions u such that lim max | u" \ = 1.
n-♦« K
A subsequence, say again {un}, would converge towards a function u, harmonic and bounded, \u\ jSl, on R. The points where un takes its maximum on K accumulate at at least one point zo on K. It follows from the continuity of u and the uniform convergence of {u"} on K that | w(z0)| "1. But u cannot be constant, since (1) obviously is valid for it. This contradicts the maximum principle. The lemma follows.
3. Normal linear operators. By the relative boundary l oí a subdomain DC.R is meant the set of (inner) points of R which are boundary points of D.
(') The notes [8] , [9] , [lO] , where the generalization of the alternating method was given and the problem of integrals without assumption of a nullboundary was attacked, were presented to Académie des Sciences on November 28, and December 5, 1949. For the sake of brevity, D is said in this paper to have an analytic relative boundary if / consists of a finite number of disjoint analytic Jordan curves and if the complement of the closure D=D-\-l of D has the same boundary.
A function u is said to be harmonic on a curve on R if it is harmonic in a neighborhood of the curve. Correspondingly, u is said to be harmonic on D if it is harmonic on an open set containing D. The conjugate function of a harmonic function u is denoted by Ü. For the local parameter (uniformizer) of R the letter z is used.
Consider linear operators with the following properties. Given a domain D with an analytic relative boundary / and any single-valued harmonic function v on /, the operator L defines a single-valued and unique function Lv on D; the operator is assumed to have the following properties:
In addition the functional L is supposed to satisfy the conditions ¿1=1,
-
An operator Lv satisfying (3) and (4) will be termed a normal linear operator. 4. Principal functions. Given a finite collection of disjoint Jordan curves / on a Riemann surface R, the complement S = R -l consists of a finite number of regions 5<. If in each Si there is given a single-valued function s=S{, harmonic near / and with a harmonic continuation across I, then s is in general two-valued on I. The operation L in S will denote, in the following, the operation L applied, in each Si, to the branch s = Si defined in 5,-. The two edges of / are denoted by l+ and l~, each traced in the positive direction with respect to the domains 5¿ bounded by it. When integrating functions s along l+ or l~ the branch of 5 will be used which is defined in the domain S< bounded by this edge. The function p=p(z; s,L) is unique up to an additive constant and will be called the principal function for given s, L on R.
p is not constant if and only if s^Ls.
Proof. By (6) and (3), it is evident that condition (5) is necessary. In order to prove the sufficiency, let So be the region mentioned above of which / is the relative boundary. Denote the complement R -So by Si. Any closed curve kCZl can be mapped onto a circle Ct-in such a way that a neighborhood P.-of /,■ is mapped conformally and biuniquely onto a neighborhood P/ of C,. Select the domains P< disjoint, such that s is harmonic in P,-and such that Tí is a concentric circular ring divided by C, into two conformally equivalent rings. Let k be the boundary of P=UP, and let k0 = ki^So, ki = kf~\Si.
Begin with the function so -s -Ls in 5 and denote by s' the harmonic function in P with boundary values so on k. The harmonic function Ls' in 5 is a linear functional KsB of s0 on k. Write K* for i successive operations K and consider the sequence
Let x be the harmonic function in P such that x = 0 on k0, x = 2 on ki; then x = l on I. Green's formula f(<pdx -xd<¡>) =0, where the integral is taken along the boundaries of T(~\S0 and Ti^Si, gives
for any function <p, single-valued on P, harmonic in T -l, permitting a harmonic continuation from both sides over /, and subject to fk0d<¡>=fkld<¡>. Here all curves are positive in the direction which leaves S0-(S0r^T) to the left. By construction of sn the harmonic function in T which coincides with 5o+Sn on k is equal to 5o+Sn+i on /. Hence it tends, as n-» » , to the harmonic continuation of p, which hereby is defined on the whole surface. Since 5* is harmonic on I (by s*=p), the condition (4) yields
The difference
(where sn=Lsn by LL=L) tends to zero uniformly in S, hence s* = Ls*.
The condition (6) follows:
If s^Ls, then p is not constant. In fact, the antithesis p=const. =c would give c -s = L(c -s) = Lc -Ls = c -Ls, whence s=Ls. Conversely, if s=Ls, then s0 = 0 and p = 0.
The function p = p(z; s, L) is unique up to an additive constant. In order to see this, let pi and p2 be two functions p. The difference pi -p2 is singlevalued and harmonic on R. On 5, we have
Hence pi-p2 takes its maximum on I, and this by the maximum principle implies pi~p2 = const. This proves the theorem.
Remark. If in the following applications of Theorem 1, the singular function s is given only in some of the regions SiQS = R -l, it is understood that in the remaining domains 5 is selected =0.
5. The operator L0. Different normal linear operators L are defined by requiring suitable extremal properties of the function Lv. In this paper an operator L0 is investigated; other operators will be studied later in another connection [17].
Lemma 2. On an arbitrary Riemann surface let S be a partial surface with an analytic relative boundary I. On I is given a single-valued harmonic function v.
There exists on S a unique harmonic function u minimizing the Dirichlet integral Ds [u] among all harmonic functions in S taking boundary values v on I, the minimum being Hence u' -u" = const. =0. It follows in particular that the original sequence \un\, not merely a subsequence, converges. It is clear, by the corresponding properties of un and in view of the uniform convergence, that conditions (3) and (4) are satisfied. Hence « is a normal linear operator (11).
6. Connection with slit mappings. The function po is illustrated by its connection to classical slit mappings.
The principal function po yields the mapping of a planar (genus = 0) Riemann surface onto a plane slit domain as follows :
(1) onto a horizontal slit domain by po+ipofor s = Re (l/(z -z0)) in a disc around z0, (2) onto a vertical slit domain by ip0 -p~o for s = Ira (l/(z-z0)) in a disc around Zo, (3) onto a radial slit domain by «"o+'^o for s = log \z -z0| around z0, s = log |z -zi|_l around zi, (4) onto a circular slit domain by eipo~*° for s = arg((z -z0)/(z -zi)) in a disc around Zo and zi, cut along a curve connecting these points.
The total area of the slits vanishes. Corresponding mappings are obtained onto circular discs or annuli with radial or circular slits. Analogous results are valid for mappings of surfaces of positive finite genus onto multiple sheeted slit-domains. §2. Existence of regular functions 7. Function classes. In the present paper, only integrals are investigated, i.e. harmonic or analytic functions with a single-valued differential. The following notations will be used, for the sake of brevity, for different classes of integrals.
Greek letters a, ß, y, 5 will denote classes of (single-or) multiple-valued regular nonconstant harmonic functions with the following restrictive properties: a all functions, [March The classes of regular analytic functions will be denoted by pairs of letters, the first expressing the class of the real part, the second the class of the imaginary part. E.g. :
ßod regular analytic functions with a bounded real part without periods along dividing cycles and a single-valued imaginary part having a finite
Dirichlet integral.
Given an open Riemann surface R, the complement R -D of any compact domain D with an analytic boundary / will be called a boundary neighborhood NoiR.A property of R will be termed a boundary property if it can be expressed as a property of an arbitrarily small boundary neighborhood N, i.e. of the complement of a domain D tending to R. In the following sections the existence of functions on R is investigated in terms of its dependence on the boundary. Relations between different classes will be considered in subsequent papers [16] . An analogous reasoning proves the case </>G¿ (cf. no. 11 in [6] ). Proof. If there is a nondividing cycle k on R, divide it into two parts ki and k2. Let D be a compact domain containing ki. Take in D for 5 a harmonic function with the singularities arg (z -Zi) and -arg (z -z2) at the end points Zi, z2 of ki respectively. Let pi = p0(z; s) be the corresponding principal function on P. Then take around k2 for î a harmonic function with the singularities arg (z -z2) and -arg (z -zi) at z2 and Zi respectively.
Denote by p2 the resulting principal function po(z; s). Then p=pi+p2Czßo, To, So on R. Assume now R is planar. Then ßo = b, yo=g, So-d and the nonexistence is implied by condition (20). It is easy to see that this is, for vanishing genus, equivalent with R being of parabolic type. Proof. Suppose there is a function c6+î'ç5G/f' on N, c/>^Poc6. Take a planar boundary neighborhood N0C.N, which can be mapped conformally and biuniquely onto parts N' of circular discs K in such a way that the relative boundary I of Ao goes onto the boundary circles /' of K. The map of the boundary r of R is some point set r'CZK. If r' contains a proper continuum, then the existence of a function ff on R is clear. Suppose r' is totally disconnected. The function c6o=c/> -Poc6 in N is, by (17)', subject to the condition <Ao+*<?oG/To', where/of =cvo, ßo, So for/'=a, b, d respectively. Hence by (18) each branch of cèo-N^oG/f' on N0. This implies that </>0 has an infinite set p of singular points on r', since otherwise c60 = 0.
Let li, i = l, • • ■ , 2Ç7 + 1 (q -genus of R), be analytic curves in Ao bounding disjoint simply-connected domains SidK, each containing some subset P»Cp-To the function s,=c/>0f^Z,oci>o on 5, corresponds a nonconstant principal function pi = po(z; 5,) on the closed surface R* = R -N0-\-K such that pi-\-ip~iEffó ■ For any real constants c,-, Remarks.
(1) In case of an infinite genus, the removability with respect to single-valued analytic functions is a relative property. It was shown by Ahlfors [2 ] that there are boundary neighborhoods N which can be completed, by adding along the relative boundary I two different compact parts 7>i or D2, to two different Riemann surfaces Pi or P2 such that PiGO//-, P2G0//'-A statement corresponding to Theorem 5 can therefore not hold for surfaces of infinite genus.
(2) For surfaces R of finite genus, the notion of a removable boundary //' coincides with the classical notion of a removable singularity.
In fact, the boundary of P being realized as a point set r in a circle K, r is a removable is the desired function on R.
13. Unrestricted existence of analytic functions. We close by giving a supplement to Theorem 7. 
