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FORMALITY CONJECTURES FOR CHAINS
B.TSYGAN
1. Introduction
In [K], Kontsevich proved a classification theorem for deformation
quantizations of C∞(M) where M is a smooth manifold. This theorem
asserts that the set of isomorphism classes of deformations of C∞(M)
is in one-to-one correspondence with the set of equivalence classes of
formal Poisson structures on M . This theorem follows from a more
general theorem: the differential graded algebra g•S(M) of multi-vector
fields onM is equivalent to the differential graded algebra g•G(C
∞(M))
of Hochschild cochains of C∞(M) (we recall exact definitions and state-
ments from [K] and references thereof in section 2). In other words, the
algebra of Hochschild cochains is formal (equivalent to its cohomology).
In this paper, we state a formality conjecture about the Hochschild
and cyclic chain complexes of the algebra C∞(M). It is well known
that for any algebra A the Hochschild chain complex C•(A,A) and
the negative cyclic complex CC−• (A) are modules over the Lie algebra
of Hochschild cochains g•G(A). Therefore, by virtue of the Kontsevich
formality theorem, both the Hochschild (resp. negative cyclic) complex
and the graded space of differential forms (resp. de Rham complex) are
strong homotopy modules over g•G(C
∞(M)). We conjecture that those
modules are equivalent in an appropriate sense (cf. section 3), or, in
other words, that Connes’ quasi-isomorphism from [C], [L] is, in the
right sense, g•G(C
∞(M))-equivariant. As in [K], the correct language
for stating our conjectures is that of homotopical algebra of Stasheff.
We derive several consequences from the above conjecture in section
4. First, we compute the Hochschild and cyclic homology of deformed
algebras given by the classification theorem of Kontsevich. In particu-
lar, we compute the space of traces on such a deformed algebra. Then,
in subsection 4.1, we show how to construct the Â class of an arbitrary
Poisson manifold. In the case of a regular Poisson structure, this class
is, conjecturally, the Â class of the tangent bundle to the foliation of
symplectic leaves.
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Finally, in section 5 we outline a possible proof of our conjectures, as
well as their generalization, along the lines of a recent work of Tamarkin
[T].
I am thankful to P. Bressler, G. Halbout, M. Kontsevich, R. Nest,
J. Stasheff, D. Tamarkin, and S. Voronov for helpful discussions.
2. Formality theorem of Kontsevich
2.1. Classification of star products. Let A0 be an associative unital
algebra over a commutative unital ring k. A deformation [G] of A0 is
a formal power series
a ∗ b = ab+
∞∑
m=1
tmPm(a, b)
where Pm : A0 × A0 → A0 are k-bilinear forms such that
a) The product ∗ is associative
b) 1 ∗ f = f ∗ 1 = f, f ∈ A0.
An isomorphism of two deformations ∗, ∗′ is a formal power series
T (a) = a+
∑∞
m=1 t
mTm(a) such T (a ∗ b) = T (a) ∗
′ T (b) for a, b in A0.
Let M be a C∞ manifold. A deformation quantization of C∞(M),
or a star product, is a deformation of A0 = C
∞(M) such that Pm are
bidifferential operators [BFFLS]. An isomorphism of two star prod-
ucts is an isomorphism of corresponding deformations such that the
operators Tm are differential.
Given a star product on a C∞ manifold M , one defines a Poisson
bracket on C∞(M) by
{f, g} = P1(f, g)− P1(g, f) (2.1)
For a bivector field π, put
{f, g}π =< π, df ∧ dg > (2.2)
It follows from associativity of ∗ modulo t2 that the Poisson bracket
(2.1) is necessarily of the form {f, g}π0 for some bivector field π0.
Recall that for a bivector field π there exists unique trivector field
[π, π]S such that
{f, {g, h}π}π + {g, {h, f}π}π + {h, {f, g}π}π =< [π, π]S, df ∧ dg ∧ dh >
(2.3)
for any smooth functions f , g, and h. The expression [π, π]S is qua-
dratic in π. The polarization of [π, π]S is a symmetric bilinear form
[π, ψ]S with values in the space Γ(M,∧
3T ) of trivector fields. A bivec-
tor field π such that [π, π]S = 0 is by definition a Poisson structure
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on M . It follows from associativity of ∗ modulo t3 that for any star
product ∗, the bivector field π0 (formula (2.2)) is a Poisson structure.
A formal Poisson structure is by definition a formal power series π =∑∞
m=0 t
m+1πm such that [π, π]S = 0 in Γ(M,∧
3T )[[t]].Every Poisson
structure π defines a formal Poisson structure tπ. Two formal Poisson
structures π and π′ are equivalent if there is a formal power series
X =
∑∞
m=1 t
mXm such that π
′ = exp(LX)π.
Theorem 2.1.1. (Kontsevich, [K]). There is a bijection, natural with
respect to diffeomorphisms, between the set of equivalence classes of
formal Poisson structures on M and the set of isomorphism classes of
deformation quantizations of C∞(M).
If π =
∑∞
m=0 t
m+1πm is a formal Poisson structure, we will denote
by ∗π a star product from the equivalence class corresponding to π by
the above theorem. The Poisson structure associated to ∗π by formulas
(2.1) and (2.2) will then be equal to π0.
2.2. Hochschild cochains. For a unital algebra A over a commuta-
tive unital ring k, for n ≥ 0 let
C˜n(A,A) = Hom(A⊗n, A) (2.4)
If A = C∞(M), we require that C˜n(A,A) consist of those maps from
A⊗n to A which are multi-differential.
Define the Gerstenhaber bracket (cf. [G])
[ , ]S : C˜
n(A,A)⊗ C˜m(A,A)→ C˜n+m−1(A,A)
as follows. For D ∈ C˜n(A,A) and E ∈ C˜m(A,A) put
(D ◦ E)(a1, . . . , an+m−1) =
=
n−1∑
j=0
(−1)(m−1)jD(a1, . . . , aj , E(aj+1, . . . , aj+m), . . . ); (2.5)
[D, E]S = D ◦ E − (−1)
(n−1)(m−1)E ◦D (2.6)
The bracket [ , ]S turns C˜
•+1(A,A) into a graded Lie algebra ([G]).
Put
m(a, b) = ab (2.7)
for a, b ∈ A. One has [m,m] = 0 (this is equivalent to m being asso-
ciative), so the operator
δ = [m, ?] : C˜•(A,A)→ C˜•+1(A,A) (2.8)
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satisfies δ2 = 0. The complex (C˜•(A,A), δ) is called the unnormal-
ized Hochschild cochain complex of A with coefficients in the bimod-
ule A. The cohomology of this complex is denoted by H•(A,A) (the
Hochschild cohomology).
Define the (normalized) Hochschild cochain complex of A with coef-
ficients in A by
Cn(A,A) = Hom(A
⊗n
, A) (2.9)
where A = A/k1. It is easy to see that C•(A,A) is a subcomplex
and a graded Lie subalgebra of C˜•(A,A). It is well known that the
embedding of C•(A,A) into C˜•(A,A) is a quasi-isomorphism ([CE]).
Put
g•G(A) = C
•+1(A,A) (2.10)
The differential δ and the bracket [, ]S make g
•
G(A) a differential graded
Lie algebra.
Remark 2.2.1. Formula
(D ⌣ E)(a1, . . . , an+m) =
= (−1)nmD(a1, . . . , an)E(an+1, . . . , an+m)
(2.11)
defines an associative product on C•(A,A). This product is compat-
ible with the differential δ, therefore C•(A,A) is a differential graded
algebra.
The following theorem is essentially contained in [HKR]
Theorem 2.2.2. The formula
Dπ(a1, . . . , an) =< π, da1 . . . dan >
defines a quasi-isomorphism
(Γ(T,∧•T ), 0)→ C•(C∞(M), C∞(M))
Under the isomorphism
Γ(T,∧•T )→ H•(C∞(M), C∞(M))
which is induced by this map on cohomology, the bracket induced by
[ , ]G becomes the Schouten bracket [ , ]S (2.17) and the product induced
by the cup product becomes the wedge product.
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2.3. L∞ algebras. An L∞ algebra is a graded vector space g
• together
with a coderivation ∂ of the free cocommutative coalgebra S(g•[1]) such
that degree of ∂ is 1 and ∂2 = 0.
Put
∧m (g•) = Sm(g•[1])[−m] (2.12)
One has
∧• (g•) = T (g•)/I (2.13)
where I is the two-sided ideal generated by all the elements
xy − (−1)(|x|−1)(|y|−1)yx
where x, y are homogeneous elements of g•. A coderivation ∂ of de-
gree 1 is uniquely determined by its composition with the projection
S(g•[1])→ g•[1] which is a sequence of maps
[, . . . , ]n : ∧
ng• → g• (2.14)
of degree 2− n, n = 1, 2, . . . The condition ∂2 = 0 is equivalent to the
following: for any homogeneous elements x1, . . . , xn of g
•,∑
±[[xi1 , . . . , xip ]p, xj1, . . . , xjq ]q+1 = 0 (2.15)
where the sum is taken over all i1 < · · · < ip, j1 < · · · < jq such that
{1, . . . , n} is the disjoint union of {i1, . . . , ip} and {j1, . . . , jq}. The
signs ± are computed by the following rule: whenever a transposition
of x and y appears, the result is multiplied by the sign (−1)(|x|−1)(|y|−1).
In particular, δx = [x]1 is a differential on g
• and the bracket [ , ]2 in-
duces a graded Lie algebra structure on the cohomology of the complex
(g•, δ).
Any differential graded algebra (g•, [ , ], δ) is an L∞ algebra if one
puts [ ]1 = δ, [ , ]2 = [ , ] and [ , . . . , ]n = 0 for n > 2.
Given two L∞ algebras g
• and h•, an L∞ morphism f : g
• → h• is
a morphism of differential graded coalgebras S(g•[1]) → S(h•[1]). A
morphism of graded coalgebras, without assuming that it commutes
with differentials, is uniquely determined by its composition with the
projection S(h•[1]) → h•[1], which is a sequence of linear maps fn :
∧ng• → h• of degree 1 − n. The condition that these maps define a
morphism of differential coalgebras is equivalent to the following: for
any homogeneous elements x1, . . . , xn of g
•,∑
±fq+1([xi1 , . . . , xip ]p, xj1 , . . . , xjq) =∑
±
1
k!
[fn1(xi11 , . . . , xi1n1 ), . . . , fnk(xik1 , . . . , xiknk )]k (2.16)
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The signs ± in (2.16), and in the sum in the left hand side, are as in
(2.14). The sum in the right hand side is taken over all k ≥ 1 and all
ir1 < · · · < irnr , 1 ≤ r ≤ k, such that {1, . . . , n} is a disjoint union of
{ir1, . . . , irnr}, 1 ≤ r ≤ k.
In particular, f1 is a morphism of complexes. We say that f is an L∞
quasi-isomorphism if f1 is a quasi-isomorphism.
2.4. Formality theorem. Recall that for a manifoldM one can define
the Schouten-Nijenhujs bracket
[ , ]S : Γ(M,∧
nT )⊗ Γ(M,∧mT )→ Γ(M,∧n+m−1T )
(2.17)
as the unique bilinear operation satisfying the following conditions:
1. for X ∈ Γ(M,T ), [X, π]S = LXπ
2. for f, g ∈ Γ(M,∧0T ), [f, g]S = 0
3. the bracket [ , ]S turns Γ(M,∧
•+1T ) into a graded Lie algebra
4. for any π, ϕ, ψ ∈ Γ(M,∧•T ),
[π, ϕ ∧ ψ]S = [π, ϕ]S ∧ ψ + (−1)
|π|(|ϕ|+1)ϕ ∧ [π, ψ]S
(for π ∈ Γ(M,∧nT ), we write |π| = n − 1). When n = m = 2, the
above bracket coincides with the polarized bracket from (2.3).
Denote by g•S(M) the differential graded Lie algebra Γ(M,∧
•+1T )
with the bracket [ , ]S and the differential δ = 0.
Theorem 2.4.1. (Kontsevich, [K]). There exists natural L∞ quasi-
isomorphism
K : g•S(M)→ g
•
G(C
∞(M))
The component K1 of K coincides with the quasi-isomorphism from
Theorem 2.2.2
Proof of Theorem 2.1.1. For any differential graded Lie algebra
(g•, [ , ], δ), define
MC(g•) = {π ∈ tg1[[t]] | δπ +
1
2
[π, π] = 0} (2.18)
The group exp(tg0[[t]]) acts on MC(g•) by
δ + exp(X)π = exp(ad(X))(δ + π)
Put
M(g•) = MC(g•)/ exp(tg0[[t]]) (2.19)
For an L∞ homomorphism f : g
• → h•, there is a well-defined map
M(g•)→ M(h•)
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induced by
π 7→
∞∑
n=1
1
n!
fn(π, . . . , π) (2.20)
If f is an L∞ quasi-isomorphism then the above map is a bijection.
Finally, note that M(g•S(M)) is the set of equivalence classes of formal
Poisson structures on M and M(g•G(A0)) is the set of isomorphism
classes of deformations of A0 for any algebra A0. Indeed, the equation
δΠ+ 1
2
[Π,Π] = 0 is equivalent to [m+Π, m+Π] = 0, which is equivalent
to the product a ∗ b = ab+Π(a, b) being associative.
Remark 2.4.2. One can easily define spacesMC(g•) andM(g•) for any
L∞ algebra g
•. For example, the Maurer-Cartan equation from (2.18)
becomes
∞∑
n=1
1
n!
[π, . . . , π]n = 0
3. Formality conjectures for Hochschild and cyclic
chains
3.1. Hochschild and cyclic chain complexes. For an algebra A
over k, define for n ≥ 0
Cn(A,A) = A⊗ A
⊗n
(recall that A = A/k1); define b : Cn(A,A)→ Cn−1(A,A) by
b(a0 ⊗ · · · ⊗ an) = (−1)
nana0 ⊗ a1 ⊗ · · · ⊗ an−1 +
n−1∑
i=0
(−1)ia0 ⊗ · · · ⊗ aiai+1 ⊗ . . . an
(3.1)
One has b2 = 0. The complex (C•(A,A), b) is called the Hochschild
chain complex of A with coefficients in the bimodule A. The homology
of this complex is denoted by H•(A,A), or HH•(A), and is called the
Hochschild homology of A.
Remark 3.1.1. If A = C∞(M), one has to use one of the following three
definitions of tensor powers of A:
1. A⊗n+1 = C∞(Mn+1)
2. A⊗n+1 = germs∆C
∞(Mn+1)
3. A⊗n+1 = jets∆C
∞(Mn+1)
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where ∆ is the diagonal in Mn+1. One defines A ⊗ A
⊗n
accordingly.
All the definitions above lead to the same answer for the Hochschild
cohomology: the map
µ : (C•(C
∞(M), C∞(M)), b)→ (Ω•(M), 0) (3.2)
defined by
µ(a0 ⊗ · · · ⊗ an) =
1
n!
a0da1 . . . dan (3.3)
is a quasi-isomorphism of complexes (cf. [C]).
For D ∈ Cd(A,A) and a0, . . . , an ∈ A, define
LD(a0, . . . , an) =
n−d∑
i=0
(−1)(d−1)(i+1)a0 ⊗ . . . ai ⊗D(ai+1, . . . , ai+d)⊗ . . . an +
n∑
j=n−d
(−1)n(j+1)D(aj+1, . . . , a0, . . . )⊗ ad+j−n · · · ⊗ aj
(3.4)
One has
[LD, LE] = L[D,E]G
and
b = Lm
Thus the operators LD define an action of the differential graded Lie
algebra g•G(A) on the complex C•(A,A).
Recall that the cyclic differential
B : Cn(A,A)→ Cn+1(A,A) (3.5)
is defined by
B(a0 ⊗ . . . an) =
n∑
i=0
(−1)ni1⊗ ai ⊗ · · · ⊗ a0 ⊗ · · · ⊗ ai−1
(3.6)
One has b2 = Bb+ bB = B2 = 0, as well as
[B,LD] = 0
Following Getzler’s notation, put
CC−• (A) = (C•(A,A)[[u]], b+ uB) (3.7)
where u is a formal variable of degree −2. One sees that CC−• (A) is
a differential graded module over the differential graded algebra g•G(A)
for any algebra A.
Now consider the space Ω•(M) of differential forms on a manifold
M . For a multivector field π ∈ Γ(M,∧dT ), put
Lπ = [d, iπ] (3.8)
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where iπ is the contraction
iπ : Ω
•(M)→ Ω•−d(M) (3.9)
It is well known that
L[π,ψ]S = [Lπ, Lψ] (3.10)
Therefore operators Lπ define an action of the algebra g
•
S(M) on the
graded space Ω•(M), as well as on the complex (Ω•(M)[[u]], ud).
Theorem 3.1.2. (Connes, [C]). The formula
µ(a0 ⊗ · · · ⊗ an) =
1
n!
a0da1 . . . dan
defines a functorial C[[u]]-linear quasi-isomorphism
CC−• (C
∞(M))→ (Ω•(M)[[u]], ud) (3.11)
Under the homomorphisms
H•(C
∞(M), C∞(M))→ Ω•(M) (3.12)
HC−• (C
∞(M))→ H•(M)[[u]] (3.13)
which are induced by µ on cohomology, the operators induced by LD
become Lπ where D is a Hochschild cocycle and π is the image of the
cohomology class of D under the isomorphism from Theorem 2.2.2.
3.2. L∞ modules. An L∞ module over an L∞ algebra g
• is a graded
vector space M• together with a coderivation ∂M of degree 1 of the
free differential graded comodule S(g•[1]) ⊗M• such that ∂2M = 0. A
coderivation ∂M , without the condition ∂
2
M = 0, is uniquely determined
by its composition with the projection of S(g•[1])⊗M• onto M•. This
composition is a sequence of linear maps
φn : ∧
ng• ⊗M• →M• (3.14)
of degree 1 − n. The condition ∂2M = 0 is equivalent to the following:
for any homogeneous elements x1, . . . , xn of g
• and m of M•,∑
±φp+1(xi1 , . . . , xip, φq(xj1, . . . , xjq , m)) +
+
∑
±φq+1([xi1 , . . . , xip ]p, xj1 , . . . , xjq , m) = 0
(3.15)
where the signs are computed and the sum is taken as in (2.14). In
particular,
δM = φ0
is a differential on M•. The maps φn, n ≥ 0, define an L∞ module
structure on M• if and only if the maps φn, n ≥ 1, define an L∞
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morphism g• → Hom(M•,M•) where the right hand side is viewed as
a differential graded Lie algebra with the differential [δM , ?].
A morphism of L∞ modules over g
•, ϕ :M• → N• is by definition a
morphism of differential graded comodules S(g•[1])⊗M• → S(g•[1])⊗
N•. Such a morphism is uniquely determined by maps
ϕn : ∧
ng• ⊗M• → N•
of degree −n, n ≥ 0, satisfying∑
±ϕq+1([xi1 , . . . , xip]p, xj1 , . . . , xjq , m) +
+
∑
±ϕp+1(xi1 , . . . , xip, φq(xj1 , . . . , xjq , m)) =
=
∑
±φp+1(xi1 , . . . , xip, ϕq(xj1, . . . , xjq , m))
(3.16)
Remark 3.2.1. An equivalent definition of an L∞ module structure on
M• is the following. Let g• be an L∞ algebra and M
• a graded vector
space. On the graded space g•⊕M• consider another grading in which
g• is of degree zero and M• is of degree one. Consider an L∞ algebra
structure on g• ⊕M• such that:
1. g• is an L∞ subalgebra of g
• ⊕M•
2. all the operations [ , . . . , ]n are of degree zero with respect to the
second grading on g• ⊕M•
3. [m1, m2, . . . ]n = 0 for any m1, m2 ∈M
•.
Similarly, one can define a morphism of L∞ modules as an L∞ mor-
phism f : g• ⊕ M• → g• ⊕ N• which is of degree zero with re-
spect to the second grading and for which fn(m1, m2, . . . ) = 0 for any
m1, m2 ∈M
•.
3.3. Formality conjecture for chains. Let K be the L∞ quasi-
isomorphism from Theorem 2.4.1. Via K, the differential graded Lie
algebra g•S(M) acts on C•(C
∞(M), C∞(M)) and CC−• (C
∞(M)) as on
L∞ modules.
Conjecture 3.3.1. There exists a natural quasi-isomorphism of L∞
modules
φ : C•(C
∞(M), C∞(M))→ (Ω•(M), 0)
such that φ0 is the quasi-isomorphism µ of Connes.
This conjecture extends to the following
Conjecture 3.3.2. There exists a natural C[[u]]-linear quasi-isomorphism
of L∞ modules
φ : CC−• (C
∞(M))→ (Ω•(M)[[u]], ud)
such that φ0 is the Connes quasi-isomorphism µ.
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4. Hochschild and cyclic complexes of deformed algebras
Let π be a formal Poisson structure on a manifold M . The iso-
morphism from Theorem 2.1.1 provides a star product ∗π on C
∞(M).
Put
A(π) = (C∞(M), ∗π) (4.1)
This is an algebra over k = C[[t]]. By A(π)⊗k(n+1) we will denote
C∞(M)⊗(n+1)[[t]] (cf. Remark 3.1.1); similarly for A(π)⊗A(π)
⊗kn
). If
Conjecture 3.3.2 is true, then one gets
Corollary 4.0.3. There exists a quasi-isomorphism
µπ : C•(A(π), A(π))→ (Ω
•(M)[[t]], Lπ) (4.2)
which extends to a C[[u]]-linear quasi-isomorphism
µπ : CC−• (A(π))→ (Ω
•(M)[[u]][[t]], Lπ + ud) (4.3)
Proof. Let K be the quasi-isomorphism from Theorem 2.4.1. One
checks that the formula
µπ(c) =
∞∑
n=0
1
n!
Kn(π, . . . , π, c) (4.4)
defines a quasi-isomorphism of complexes.
Remark 4.0.4. The complexes in the right hand side of formulas (4.2,
4.3) were studied by Brylinski as quasi-classical approximations to the
left hand sides. If π = tπ0 where π0 is a Poisson structure, then filtra-
tion by powers of t defines a spectral sequence with the E1 term equal
to the right hand side; this spectral sequence converges to the left hand
side ([Bryl]). The above Corollary implies that this spectral sequence
degenerates at E1
Corollary 4.0.5. The space of continuous C[[t]]-valued traces on A(π)
is isomorphic to the space of continuous C[[t]]-linear C[[t]]-valued func-
tionals on C∞(M) which annihilate all Poisson brackets {f, g}π
(compare with [CFS], [Fe], [NT3] for the symplectic case).
4.1. The Â class of a Poisson manifold. Consider a C∞ manifold
M with a Poisson structure π0. Assuming that Conjecture 3.3.2 is true,
define the cohomology class Â(π0) in H
ev(M,C[[t]]) as folows.
Let π = tπ0. Recall that for any k-algebra A the periodic cyclic
complex of A is defined by
CCper• (A) = (C•(A,A)[u
−1, u]], b+ uB) (4.5)
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Localizing the L∞ quasi-isomorphism µ
π from Corollary 4.0.3 with re-
spect to u, one gets an L∞ quasi-isomorphism
µπ : CCper• (A(π))→ (Ω
•(M)[u−1, u]][[t]], Lπ + ud) (4.6)
Now note that the complex in the right hand side of (4.6) is isomor-
phic to the complex (Ω•(M)[u−1, u]][[t]], ud). Indeed, Lπ = [d, iπ] and
the desired isomorphism is given by exp(−u−1tiπ). One gets a quasi-
isomorphism
CCper• (A(π))→ (Ω
•(M)[u−1, u]][[t]], ud) (4.7)
If one views 1 as an element of C0(A(π), A(π)), and thus of CC
per
0 (A(π)),
then the value of the quasi-isomorphism (4.7) at 1 is an element of de-
gree zero in H•(M,C[[t]])[u−1, u]], so it can be viewed as an element
Â(π0) of H
ev(M,C[[t]]). Conjecturally, this class does not depend on t.
Consider the situation when π0 is a regular Poisson structure. In
this case, the symplectic leaves of π0 form a foliation F . The tangent
bundle TF of this foliation is an Sp(2n)-bundle, and one can reduce its
structure group to the maximal compact subgroup U(n). Let Â(TF)
be the Â class of the resulting U(n)-bundle.
More generally, suppose that π0 comes from a symplectic Lie alge-
broid (E , ω) ([MK], [BB]; cf.below for the definitions). This generality
was suggested to us by Weinstein.
Conjecture 4.1.1. If π0 comes from a symplectic Lie algebroid (E , ω)
then
Â(π0) = Â(E)
Recall that a Lie algebroid is a vector bundle E whose sections form
a sheaf of Lie algebras, together with a morphism of sheaves of Lie
algebras (the anchor map )
ρ : Γ(E)→ Γ(T ) (4.8)
such that
[ξ, fη] = Lρ(ξ)(f)η + f [ξ, η] (4.9)
FORMALITY CONJECTURES FOR CHAINS 13
where ξ, η are local sections of E and f is a local function. Recall that
for a Lie algebroid E , the de Rham complex is defined:
EΩ•(M) = Γ(M,∧•E∗)
EΩ•(M)
d
→ EΩ•+1(M)
(dω)(ξ1, . . . , ξm+1) =
m+1∑
i=1
(−1)i−1ρ(ξi)ω(ξ1, . . . , ξ̂i, . . . , ξm+1) +
+
∑
i<j
(−1)i+jω([ξi, ξj], . . . , ξ̂i, . . . , ξ̂j, . . . )
(4.10)
The algebra of E-differential operators EDM is the quotient of the
enveloping algebra U(Γ(E) by the ideal generated by the elements
ξfη − Lρ(ξ)(f)η − fξη
where ξ, η are local sections of E and f is a local function.
A symplectic Lie algebroid is a Lie algebroid E together with a non-
degenerate closed E-form ω ∈ EΩ•(M). We denote by π0 ∈ Γ(M,∧
2E)
the image of ω under the isomorphism ∧2E∗ → ∧2E induced by ω.
The bivector field (∧2ρ)(π0) is a Poisson structure. We will denote this
Poisson structure also by π0.
Let us outline the reasoning for which the above conjecture should be
true. Corollary 4.0.3 is true for π = tπ0 where π0 is a regular Poisson
structure or, more generally, when π0 is given by a symplectic Lie
algebroid (E , ω).The cohomology of the above complex will be denoted
by EH•(M). When F is a foliation with a leafwise symplectic form
ω and E is the tangent bundle of this foliation, then EΩ•(M) is the
de Rham complex of leafwise forms. The anchor map extends to a
morphism of complexes Ω•(M)→ EΩ•(M).
In [NT1], we studied star products on C∞(M) for which the cor-
responding Poisson structure π0 is given by a symplectic Lie alge-
broid (E , ω) and the operators Pm are E-bidifferential (call them E-
deformations). We regard two E-deformations as equivalent if there is
an equivalence of star products T = Id +
∑∞
m=1 t
mTm for which all Tm
are E-differential operators. We showed that Fedosov’s methods from
[F] are applicable in this situation. In particular, to any E-deformation
one can associate a characteristic class
θ ∈
1
t
ω + EH2(M,C)[[t]] (4.11)
which defines a bijection between the set of equivalence classes of E-
deformations and 1
t
ω + EH2(M,C)[[t]].
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Suppose given an E-deformation A = (C∞(M), ∗) with the charac-
teristic class θ. In [NT1] and [BNT], we constructed a C[[u]]-linear
trace density map
µt : CC−• (A)→ (
EΩ2n−•(M)((t))[[u]], d) (4.12)
whose localization with respect to u provides a C[u−1, u]]-linear mor-
phism
µt : CCper• (A)→ (
EΩ2n−•(M)((t))[u−1, u]], d) (4.13)
We proved
Theorem 4.1.2.
µt(1) =
∑
p≥0
Â(E)2pu
n−p
Now assume for simplicity that θ = 1
t
ω.
Let N = (−1)ntk−n on EΩk(M). Let ∗ :E Ω•(M) →E Ω2n−•(M) be
the symplectic star operator. Consider the sequence of morphisms of
complexes
(EΩ2n−•(M)((t))((u)), d)
N
−→ (EΩ2n−•(M)((t))((u)), td)
exp(ut−1ipi0 )−→ (EΩ2n−•(M)((t))((u)), td+ uLπ0)
∗
−→ (EΩ•(M)((t))((u)), tLπ0 + ud)
exp(−tu−1ipi0 )−→ (EΩ•(M)((t))((u)), ud)
(4.14)
Denote the composition of the above maps by ν.
Conjecture 4.1.3. The quasi-isomorphism (4.7), composed with
Ω•(M)((t))((u))→E Ω•(M)((t))((u)), (4.15)
is equal to νµt.
Compose ν with the isomorphism
EΩ•(M)((t))((u))→E Ω•(M)((t))((u))
which is equal to un−k on EΩk.
Remark 4.1.4. Note the symmetry between the formal variables u and
t in the above calculations.
Denote the resulting composition by ν0. We claim that ν0 is equal
to the operator of multiplication by exp(− ω
ut
). Indeed, one checks that
ν0(1) is equal to exp(−
ω
ut
) (we use the fact that for any z
exp(ziπ)
1
n!
ωn = zn exp(z−1ω)).
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But ν0 is a C
∞(M)-linear endomorphism of EΩ2n−•(M)((t))((u)), thus
it is the operator of multiplication by ν0(1). From Theorem 4.1.2 we
see that
(ν0µ
t)(1) = un
∑
Â(E)2pu
−p (4.16)
Therefore
(ν0µ
t)(1) =
∑
Â(E)2pu
p (4.17)
Combining the above formula with Conjecture 4.1.3, one sees that
the composition of maps (4.15) and (4.7) evaluated at 1 is equal to∑
Â(E)2pu
p.
5. Homotopy Gerstenhaber algebras and modules
In this section, we will outline a possible proof of the conjectures
above, as well as their generalizations. This proof will follow the lines of
the recent proof of the Kontsevich formality theorem, due to Tamarkin
[T].
5.1. Definitions. Recall that a graded space V • is a Gerstenhaber
algebra if it is a graded commutative associative algebra, V •[1] is a
graded Lie algebra, and the two operations on V • satisfy the Leibnitz
identity
[a, bc] = [a, b]c+ (−1)(|a|−1)|b|b[a, c] (5.1)
The Hochschild cohomology H•(A,A) of any associative algebra A is a
Gerstenhaber algebra on which the product and the bracket are induced
by the cup product and the Gerstenhaber bracket respectively ((2.11),
(2.6)).
Let us recall a definition of a G∞ algebra, or a strong homotopy
Gerstenhaber algebra. For a graded vector space V •, consider the
free Lie coalgebra coLie(V •[1]) and the free cocommutative coalgebra
S(coLie(V •[1])). The latter graded space has a structure of a Lie coal-
gebra which is dual to the Berezin-Kirillov-Kostant Lie algebra struc-
ture (in the dual language, S(Lie(V •[1])) is a Poisson algebra).
A structure of a G∞ algebra on V
• is by definition a map ∂ :
S(coLie(V •[1])) → S(coLie(V •[1])) of degree 1 which is a coderiva-
tion with respect to both coalgebra structures and such that ∂2 = 0.
Any Gerstenhaber algebra is a G∞ algebra. For any G∞ algebra V
•,
V •[1] is an L∞ algebra.
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For any G∞ algebra V
•, one can define the cochain complex of
coderivations of S(coLie(V •[1])), with the differential [∂, ?]. The co-
homology of this complex is denoted by H•(V •, V •). This is a G∞
analogue of Hochschild cohomology.
Define a G∞ morphism f : V
• →W • to be a morphism of differential
graded Poisson coalgebras S(coLie(V •[1]))→ S(coLie(W •[1])). We say
that a G∞ algebra V
• is formal if there is a G∞ quasi-isomorphism
H•(V •, V •)→ V • (5.2)
A standard argument from homological algebra shows that obstructions
to formality of a G∞ algebra V
• lie in H•(V •, V •).
5.2. Tamarkin’s proof. In [T], Tamarkin proves the following
Theorem 5.2.1. For any associative algebra A, the Hochschild cochain
complex C•(A,A) has a structure of a G∞ algebra whose underlying L∞
algebra is g•G(A)
Theorem 5.2.2. Let A = C[[x1, . . . , xn]] or A = C
∞(Rn). The ob-
structions to formality of the G∞ algebra C
•(A,A) are equal to zero.
This shows that the above algebras are formal as G∞ algebras. From
this, using an argument with Gelfand-Fuks cohomology as in [K], one
deduces
Theorem 5.2.3. Let A = C∞(M). Then C•(A,A) is formal as a G∞
algebra.
5.3. Generalized formality conjecture for chains. Conjecture 3.3.1
can be generalized along the lines of the previous subsection as follows.
First, one can define G∞ modules and their homomorphisms as one did
in the L∞ case (following any of the above definitions, for example the
one from Remark 3.2.1).
The problem with this definition is that, for example, Ω•(M) is not a
Gerstenhaber module over the Gerstenhaber algebra Γ(∧•(T )). To cor-
rect this, for any Gerstenhaber algebra V • define a new Gerstenhaber
algebra V •[ǫ] by
(a+ ǫb)(c + ǫd) = ac+ ǫ(bc + (−1)|a|ad+ (−1)|a|[a, c])
(5.3)
[a+ ǫb, c+ ǫd] = [a, c] + ǫ([b, c] + (−1)|a|+1[a, d]) (5.4)
(This is a deformation of V • with an odd parameter along the Poisson
bracket; the specifics of the graded case is that the deformed algebra
remains commutative. Note that an isomorphism of this deformation
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to the trivial one is precisely a BV operator). Using Tamarkin’s meth-
ods, one can prove that for any algebra A there is a G∞ structure on
C•(A,A)[ǫ] which induces the structure (5.3), (5.4) on H•(A,A)[ǫ].
Conjecture 5.3.1. For any associative algebra A, the Hochschild chain
complex C•(A,A) is a G∞ module over the G∞ algebra C
•(A,A)[ǫ].
The underlying structure of an L∞ module over C
•(A,A) on C•(A,A)
is given by the action of C•(A,A) by operators LD (3.4).
If the above conjecture is true then, by virtue of Theorem 5.2.1, both
C•(C
∞(M), C∞(M)) and Ω•(M) are G∞ modules over Γ(M,∧
•T )[ǫ].
Conjecture 5.3.2. There is a quasi-isomorphism of G∞ modules
C•(C
∞(M), C∞(M))→ Ω•(M)
To generalize Conjecture 3.3.2, first note that the operator ∂
∂ǫ
is a
BV operator on the algebra V •[ǫ] (5.3), (5.4). Conjecturally, in an ap-
propriate sense, C−• (A,A)[ǫ] is a homotopy BV algebra and CC
−
• (A)[ǫ]
is a homotopy BV module over it.
Let us finish with a partial case of the statement before Conjecture
5.3.1 which can be obtained by explicit computation.
Theorem 5.3.3. [DT]. On the Hochschild chain complex C•(A,A),
there is a structure of an L∞ module over g
•
G(A)[ǫ] whose restriction
to g•G(A) is given by the operators LD.
References
[BB] A. Beilinson, J. Bernstein, A Proof of Jantzen Conjectures, Advances in Soviet
Mathematics, Volume 16, Part 1, 1993, pp 1-50.
[BFFLS] F. Bayen, M. Flato, C. Fronsdal, A. Lichnerovich and D. Sternheimer,
Deformation theory and quantizaton I and II, Annals of Physics 111 (1978),
61–151.
[Bryl] J.L.Brylinski, A Differential complex for Poisson manifold, J. Diff. Geom 28
(1988), 93-114
[BNT] P.Bressler, R.Nest, B.Tsygan, Riemann-Roch Theorems via Deformation
Quantization, QA/9705014
[BNT1] P.Bressler, R.Nest, B.Tsygan, A Riemann-Roch Type Formula for the Mi-
crolocal Euler Class, Int. Math. Res. Notices 20 (1997), 1033-1044
[C] A. Connes, Non-commutative Differential Geometry, IHES Publ. Math., 62,
1985, 257-360
[CE] A. Cartan, S. Eilenberg, Homological Algebra, Princeton University Press,
1956
[CFS] A.Connes, M. Flato, D.Sternheimer, Closed star product and cyclic cohomol-
ogy, Lett. Math. Phys. 24 (1992), no.1, 1-12
[D] P. Deligne, De´formations de l’alge`bre des fonctions d’une varie´te´ symplectique,
Comparaison entre Fedosov et De Wilde, Lecomte, Selecta Math., New series
1 (1995), 667–698.
18 B.TSYGAN
[DT] Yu. Daletski, B. Tsygan, Operations on cyclic and Hochschild complexes,
preprint
[EM] C. Epstein, R. Melrose, Contact degree and the index of Fourier integral
operators, to appear in Matematics Research Letters
[Fe] B. Fedosov, A Simple geometric construction of deformation quantization, J.
Diff. Geom. 40 (1994), 2, 213-238
[F] B.V. Fedosov, Deformation quantizaton and index theory, Mathematical Topics
9, Academie Verlag, Berlin, 1996.
[FT] B. Feigin and B. Tsygan, Lie algebra homology and the Riemann-Roch the-
orem, Proccedings of the winter school of 2nd winter school at Crni, Rend.
Math. Palermo (1989).
[G] M. Gerstenhaber, The cohomology structure of an associative ring, Ann. Math.
78 (1963), 267-288
[GJ] E. Getzler and J. Jones, Operads, homotopy algebras and double loop spaces,
hep-th/9403055
[HKR] G.Hochschild, B.Kostant and A.Rosenberg (1962) Differential forms on reg-
ular affine algebras, Transactions AMSVol. 102,pp.383–408
[K] M. Kontsevich, Deformation quantization of Poisson manifolds I, QA/9709040
[L] J.-L. Loday, Cyclic Homology, Springer Verlag, 1993.
[LS] T.Lada, J.D.Stasheff, Introduction to sh algebras for physicists, International
Journal of Theor. Physics 32 (1993), 1087-1103
[MK] K.MacKenzie, Lie Groupoids and Lie Algebroids in Differential Geometry,
Lecture Notes Series 124, London Mathematical Society, (1987)
[NT1] R. Nest and B. Tsygan, Deformations of symplectic Lie algebroids, defor-
mations of holomorphic symplectic structures, an dindex theorems, preprint,
1999.
[NT2] R. Nest and B. Tsygan, On the cohomology ring of an algebra, in: Advances
in Geometry, Progress in Mathematics, 172, Birkha¨user, (1998), 337-371
[NT3] R. Nest and B. Tsygan, Algebraic index theorem, Comm. Math. Phys. 172
(1995), 223–262.
[T] D. Tamarkin, Another proof of M.Kontsevich formality theorem, QA/9803025
[W] A. Weinstein, Deformation quantization, Se´minaire Bourbaki, Vol. 1993/94,
Aste´risque No. 227 (1995), Exp. 789, 5, 389-409
Department of Mathematics, The Pennsylvania State University,
University Park, PA 16802, USA
E-mail address : tsygan@math.psu.edu
