Recent advances in the accessibility of databases containing representations of complex objects-exemplified by repositories of time-series data, information about biological macromolecules, or knowledge about metabolic pathways-have not been matched by availability of tools that facilitate the retrieval of objects of particular interest while aiding to understand their structure and relations. In applications such as the analysis of DNA sequences, on the other hand, requirements to retrieve objects on the basic of qualitative characteristics are poorly met by descriptions that emphasize precision and detail rather than structural features. This paper presents a method for identification of interesting qualitative features in biological sequences. Our approach relies on a generalized clustering methodology, where the features being sought correspond to the solutions of a multivariable, multiobjective optimization problem and generally correspond to fuzzy subsets of the object being represented. Foremost among the optimization objectives being considered are measures of the degree by which features resemble prototypical a Corresponding author. structures deemed to be interesting by database users. Other objectives include feature distance and, in some cases, performance criteria related to domain-specific constraints. Genetic-algorithm methods are employed to solve the multiobjective optimization problem. These optimization algorithms discover candidate features as subsets of the object being described that lie in the set of all Pareto-optimal solutions-of that problem. These candidate features are then inter-related employing domain-specific relations of interest to the end users.
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Introduction
One of the big challenges of the post genomic era is determining when, where and for how long genes are turned on or off 4 . Gene expression is determined by protein-protein interactions among regulatory proteins and with RNA polymerase, and protein-DNA interactions of these trans-acting factors with cis-acting DNA sequences in the promoters of regulated genes 22, 11 . Therefore, identifying these protein-DNA interactions, by means of those DNA motifs that characterize the regulatory factors that operate in the transcription of a gene 1, 23 , becomes crucial for determining which genes participate in a regulation process, how they behave and how are they connected to build genetic networks. The RNA polymerase or promoter is an enzyme that transcribes a gene or recruits other regulatory factors to interact with it, producing cooperative regulations 22 . Different computational methods have been applied to discover promoter motifs or patterns 5,14,16,13,1 . However, most of them failed to provide accurate predictions in prokaryotic promoters because of the variability of the pattern, which comprises more than one vague submotif and variable distances between them. Moreover, multiple occurrences of promoters in the same regulatory region of one gene can be found (e.g. different promoters can be used for gene activation and repression, or can interact with different regulatory factors from the same regulatory pathway 19, 7 ).
This paper presents a method termed Generalized Analysis of Promoters (GAP), which applies generalized clustering techniques 29, 35 to the discovery of qualitative features in complex biological sequences, particularly multiple promoters in bacterial genomes. The motivation for the development of this methodology is provided by requirements to search and interpret databases containing representations of this type of objects in terms that are close to the needs and experience of the users of those data-based descriptions. These qualitative features include both interesting substructures and interesting relations between those structures, where the notion of interestingness is provided by domain experts by means of abstract qualitative models or learned from available databases. The GAP method represents promoter features as fuzzy logic expressions with fuzzy predicates, whose membership functions are learned from probabilistic distributions 30, 21, 36 . The proposed method takes adventage of a new developed Multi-Objective Scatter Search (MOSS) algorithm to identify multiple promoters occurrences within genomic regulatory regions by optimizing multiple criteria that those features that describe promoters should satisfy. This methodology formalizes previous attempts to produce exhaustive searches of promoters 1 , most of which emphasize the processing of detailed system measurements rather than that of qualitative features of direct meaning to users (called perceptions by Zadeh) 32 . Therefore, this chapter is organized as follows: Section 2 describes the generalized clustering framework; Section 3 explines the problem ofdiscoverying and describing bacterial promoters; Section 4 applies the GAP method to the promoter discovery problem in Escherichia coli (E. coli ) genome; Section 5, shows the results obtained by the proposed method and its evaluation; and Section 6 summarizes the concluding remarks.
Generalized Clustering
The method presented in this paper belong to a family of techniques for the discovery of interesting structures in datasets by classification of its points into a finite number of fuzzy subsets, or fuzzy clustering. Fuzzy clustering methods were introduced by Ruspini 27 to provide a richer representation scheme, based on a flexible notion of partition, for the summarization of dataset structure, and to take advantage of the ability of continuousanalysis techniques to express and treat classification problems in a formal manner.
In Ruspini's original formulation the clustering problem was formulated as a continuous-variable optimization problem over the space of fuzzy partitions of the dataset. This original formulation of the clustering problem as an optimization problem has been largely retained in various extensions of the approach, which differ primarily on the nature of the functionals being optimized and on the constraints that the partition must satisfy 3 . The original approach proposed by Ruspini, however, focused on the determination of the clustering as a whole, i.e., a family of fuzzy subsets of the dataset providing a disjoint, exhaustive partition of the set into interesting structures. Recent developments, however, have emphasized the determination of individual clusters as fuzzy subsets having certain optimal properties. From this perspective, a fuzzy clustering is a collection of optimal fuzzy clusters-that is, each cluster is optimal in some sense and the partition satisfies certain conditions-rather than an optimal partitionthat is, the partition, as a whole, is optimal in the sense that it minimizes some predefined functional defining classification quality. Redirecting the focus of the clustering process to the isolation of individual subsets having certain desirable properties provides also a better foundation for the direct characterization of interesting structure while freeing the clustering process from the requirement that clusters be disjoint and that partitions be exhaustive.
In the context of image-processing applications, for example, features may correspond to certain interesting prototypical shapes. In these applications not every image element may belong to an interesting feature while some points might belong to more than one cluster (e.g., the intersection of two linear structures). It was, indeed, n the context of image-processing applications that Krishnapuram and Keller 6 reformulated the fuzzy clustering problem so as to permit the sequential isolation of clusters. This methodology, called possibilistic clustering, does not rely, like previous approaches, on prior knowledge about the number of clusters while permitting to take full advantage of clustering methods based on the idea of prototype.
Prototype-based classification methods 3 are based on the idea that a dataset could be represented, in a compact manner, by a number of prototypical points. The well-known fuzzy c-means method of Bezdek-the earliest fuzzy-clustering approach exploiting this idea-seeks to describe a dataset by a number of prototypical points lying in the same domain as the members of that dataset. Extensions of this basic idea based on generalization of the notion of prototypical structure in a variety of ways (e.g., as line or curve segments in some euclidean space) are the basis for methods that seek to represent datasets in terms of structures that have been predefined as being of particular interest to those seeking to understand the underlying physical systems being studied. Generally speaking, however, these methods require that prototypical structures belong to certain restricted families of objects so as to exploit their structural properties (e.g., the linear structure of line segments or hyperplane patches).
The generalized clustering methodology presented in this paper belongs to this type of approaches, extending them by consideration of arbitrary definitions of interesting structures provided by users by users by means of a family of parameterized models M = [M α ] and a set of relations between them 28, 35 . In addition to a variety of geometric structures, these models may also be described by means of structures (e.g., neural networks) learned from significant examples of the features being defined or in terms of very general constraints that features might satisfy to some degree (soft or fuzzy constraints). As is the case with possibilistic clustering methods, our approach is based on the formulation of the qualitative-feature identification problem in terms of the optimization of a continuous functional Q(F, M α ) that measures the degree of matching between a fuzzy subset F of the dataset and some instantiation M α of the family of interesting models 29 . Our approach recognizes, however, that simple reliance on optimization of a single performance index Q would typically result in the generation of a large number of features with small extent and poor generalization as it is usually easier to match smaller subsets of the dataset than significant portions of it. For this reason, it is also necessary to consider, in addition to measures Q of representation quality, additional criteria S gauging the size of the structure being represented. In addition, it may also be necessary to consider also application-specific criteria introduced to assure that the resulting features are valid and meaningful (e.g., constraints preventing selective picking of sample points so that they lie, for example, close to a line in sample space).
This multiobjective problem might be treated by aggregation of the multiple measures of feature desirability into a global measure of cluster quality 28 . A problem with this type of approach, which is close in spirit to minimum description length methods 26 , is the requirement to provide a-priori relative weights to each one of the objectives being aggregated. It should be clear that assignment of larger weight to measures Q of quality representation would lead to small features with higher degrees of matching to models in the prototype families while, conversely, assigning higher weights to measures S of cluster extent would tend to produce larger clusters albeit with poor modeling ability. Ideally, a family of optimization problems, each similar in character to the others but with different weights assigned to each of the aggregated objectives, should be solved so as to produce a full spectrum of candidate clusters.
Rather than following such a path-involving the solution of multiple problems-our approach relies, instead, on a reformulation of the generalized clustering problem as a multiobjective optimization problem involving several measures of cluster desirability 29 . In this formulation, subsets of the dataset of potential interest are locally optimal in the Pareto sense, i.e., they are locally nondominated solutions of the optimization problem.
b . Locally nondominated solutions of a multiobjective optimization problem are those points in feature space such that their neighbors do not have better objective values for all objectives while being strictly superior in at least one of them. (i.e., a better value, for a neighbor, of some objective implies a lower value of another). The set of these solutions is called the local Pareto-optimal or local effective frontier. We employ a multiobjective genetic algorithm (MGA) 29 based on an extension of methods originally proposed by Marti and Laguna 18, 12 to solve this problem. This method is particularly an attractive tools to solve such complex optimization problems because of their generality and their ability, stemming from application of multimodal optimization procedures, to isolate local optima.
Problem: Discovering Promoters in DNA Sequences
Biological sequences, such as DNA or protein sequences, are a good example of the type of complex objects that maybe described in terms of meaningful structural patterns. Availability of tools to discover these structures and to annotate the sequences on the basis of those discoveries would greatly improve the usefulness of these repositories that currently rely on methods developed on the basis of computational efficiency and representation accuracy rather than on terms of structural and functional properties deemed to be important by molecular biologists.
An important example of biological sequences are prokaryotic promoter data gathered and analyzed by many compilations 8, 5, 17 that reveal the presence of two well conserved sequences or submotifs separated by variable distances and a less conserved sequence. The variability of the distance b The notions of proximity and neighborhood in feature space is application dependent between submotifs and their fuzziness, in the sense that they present several mismatches, hinder the existence of a clear model of prokaryotic corepromoters. The most representative promoters in E. coli (i.e. σ 70 subunits) are described by the following conserved patterns: and TATAAT consensus submotifs follows a data distribution between 15 and 21 pair of bases. This distance is critical in holding the two sites at the appropriate distance for the geometry of RNA polymerase 8 .
The identification of the former RNA polymerase or promoters sites becomes crucial to detect gene activation or repression, by the way in which such promoters interact with different regulatory proteins (e.g. overlapping suggest repression and distances of approximately 40 base pairs suggest typical activation). Moreover, combining the promoter sites with other regulatory sites 37 can reveal different types of regulation, harboring RNA polymerase alone, RNA polymerase recruiting other regulatory protein, or cooperative regulations among more than one regulator 22 . Different methods have been used to identify promoters 9,16,13,5 , but several failed to perform accurate predictions because of their lack of flexibility, by using crisp instead of fuzzy models for the submotifs (e.g., TATAAT or TTGACA 24 ), or restricting distances between submotifs to fixed values (e.g., 17 base pairs 1 ). The vagueness of the compound promoter motifs and the uncertainty of identifying which of those predicted sites correspond to a functional promoter can be completely solved only by performing mutagen-esis experiments 22 . Thus more accurate and interpretable predictions would be useful in order to reduce the experiment costs and ease the researchers work.
Biological Sequence Description Methods
In this paper we present results of the application of GAP to the discovery of interesting qualitative features in DNA sequences based inthose ideas discussed in Section 2. The notion of interesting feature is formally defined by means of a family of parameterized models M = {M α } specified by domain experts 29 who are interested in finding patterns such as epoch descriptors of individual or multiple DNA sequences. These idealized versions of prototypical models are the basis for a characterization of clusters as cohesive sets that is more general than their customary interpretation as "subsets of close points." To address the promoter prediction problem we take advantage of the ability of representing imprecise and incomplete motifs, the fuzzy sets representations flexibility and interpretability, and the multi-objective genetic algorithms ability to obtain optimal solutions using different criteria.
Our proposed method GAP represents each promoter submotif (i.e., -10 and -35 regions and the distance that separates them) as fuzzy models, whose membership functions are learned from data distributions 15, 21 . In addition, as a generalized clustering method, GAP considers the quality of matching with each promoter submotif model (Q), as well as the size of the promoter extend (S ), by means of the distance between submotifs, as the multiple objectives to be optimized. To do so, we used a Multi-objective Scatter Search (MOSS) optimitation algorithm 18, 12 , which obtains a set of multiple and optimal promoter descriptions for each promoter region. Moreover, the former matching is also considered by MOSS as a multimodal problem, since there is more than one solution for each region. GAP, by using MOSS, overcomes other methods used for DNA motif discovery, such as Consensus/Patser based on weight probabilistic matrices (see Section 5) , and provides the desired trade-off between accurate and interpretable solutions, which becomes particurary desirable for the end users. The extension of the original Scatter Search (SS) heuristic 18 uses the DNA regions where promoters should be detected as inputs and finds all optimal relationships among promoter submotifs and distance models. In order to extend the original SS algorithm to a multi-objective environment we need to introduce some concepts 10,25 :
A multi-objective optimization problem is defined as:
bound. Specifically, we consider the following instantiations:
• |M | = 3. We have three models: M 1 α and M 2 α are the models for each of the boxes,TTGACA-box and TATAAT-box, respectively, and M 3 α corresponds to the distance between these two boxes (recall Equations 1 and 2, and Figure 1 ).
• |Q| = 3. We have three objectives consisting of maximizing the degree of matching to the fuzzy models (fuzzy membership):
We have just one constraint g 1 : the distance between boxes can not be less than 15 and no more than 21 pair of bases.
• K = 0. No equality constraints needed.
• Only valid solutions are kept in each generation.
• The boxes can not be located outside the sequence searched, that is, it can not start at negative positions or grater than the length of the query sequence.
Definition 1:
A solution x is said to dominate solution y (x ≺ y), if both conditions 1 and 2 are true: (1) The solution x is no worse than y in all objectives:
The solution x is strictly better than y in at least one objective: f j (x) f j (y) for at least one i ∈ {1, 2, . . . , M }. If x dominates the solution y it is also customary to write that x is nondominated by y.
In order to code the algorithm, three different models were developed. Both submotif models were implemented by using their nucleotide consensus frequency as discrete fuzzy sets, whose membership function has been learned from distributions 15 The first model corresponding to the TATAAT-box was formulated as:
where the fuzzy discrete set corresponding to the first nucleotide of the submotif T 0.77 A 0.76 T 0.60 A 0.61 A 0.56 T 0.82 was defined as µ 1 1 (x 1 ) = A/0.08 + T /0.77 + G/0.12 + C/0.05, and the other fuzzy sets corresponding to positions 2-6 were calculated in a similar way accordingly to data distributions from 17 . The second model corresponding to the TTGACA-box was described as:
where the fuzzy crisp set corresponding to the first nucleotide of the submotif T 0.69 T 0.79 G 0.61 A 0.56 C 0.54 A 0.54 was defined as µ 2 1 (x) = A/0.12+T /0.69+ G/0.13+C/0.06 and the other fuzzy sets corresponding to positions 2-6 were calculated in a similar way accordingly to data distributions from 17 . The union operation corresponds to fuzzy set operations 21, 15 . The third model, i.e., the distance between the previous submotifs, was built as a fuzzy set, whose triangular membership function M 3 α (see Figure 1 ) was learned from data distributions 5 centered in 17, where the best value (one) is achieved. Therefore, the objective functions Q m correspond to the membership to the former fuzzy models M α . Combination Operator and Local Search. We used a block representation to code each individual, where each block corresponds to one of the promoter submotifs (i.e., TATAAT-box or TTGACA-box). Particularly, each block was represented by two integers, where the first number corresponds to the starting point of the submotif, and the second one represents the size of the box (see Figure 2) . The combination process was implemented Phenotype ttgaca tataat gtttatttaatgtttacccccataaccacataatcgcgttacact ↑ ↑ char 6 char 29
[ (29, 6 )] f 1 = 0.578595 f 2 = 0.800000 f 3 = 1.000000
Fig. 2. Example of the representation of an individual
as a one-point combine operator, where the point is always located between both blocks. For example, given chromosomes with two blocks A and B, and parents P = A 1 B 1 and P = A 2 B 2 , the corresponding siblings would be S = A 1 B 2 and S = A 2 B 1 . The local search was implemented as a search for nondominated solutions in a certain neighborhood. For example, a local search performed over the chromosome space involves a specified number of nucleotides located on the left or right sides of the blocks composing the chromosome. The selection process considers that a new mutated chromosome that dominates one of its parent will replace it, but if it becomes dominated by its ancestors no modification is performed. Otherwise, if the new individual is not dominated by the nondominated population found so far, it replaces its father only if it is located in a less crowded region (see Figure 3) .
Algorithm. We modified the original SS algorithm to allow multipleobjective solutions by adding the nondominance criterion to the solution ranking 10 . Thus, nondominated solutions were added to the set in any order, but dominated solutions were only added if no more nondominated solutions could be found. In addition to maintaining a good set of nondominated solutions, and to avoid one of the most common problems of multi-objective algorithms such as multi-modality 10 , we also kept track of the diversity of the available solutions through all generations. Finally, the initial populations were created randomly and unfeasible solutions corresponding to out of distance ranges between promoter submotifs (g 1 ) were checked at each generation. Figure 4 clearly illustrates the MOSS algorithm proposed in GAP.
1: Randomly select which block g in the representation of the individual c to apply local search. 2: Randomly select a number n in [−neighbor, neighbor] and move the block g, n nucleotides. Notice that it can be moved upstream or downstream. Resulting block will be g and resulting individual will be called c .
3: if c meets the restrictions then 4:
if c dominates c then 5:
Replace c with c 6:
if c does not dominate c and c is not dominated by c and c is not dominated by any solution in the Non-Dominated set then 8:
Replace c with c if crowd(c ) < crowd(c).
9:
end if 10: end if Generate an empty subset N to store nondominated solutions. 8:
while subset to examine do 9:
Select a subset and mark it as examined. 10:
Apply combination operators to the solutions in the set.
11:
Apply local search to each new solution x found after the combination process as explained in Figure 3 and name it x b . 12: if x b is nondominated by any x ∈ N and x b / ∈ N then 13:
Add x b to N . 14:
end if 15: end while 16:
Add solutions y ∈ N to P if there are no solution z ∈ P that dominates y.
16:
N ewSolution ← true. 17: end while 
Experimental Algorithm Evaluation
The GAP method was applied to a set of known promoter sequences reported in 5 . In this work 261 promoter regions and 68 the alternative solutions (multiple promoters) defined in 5 for the corresponding sequences (totalizing 329 regions) constituted the input of the method.
To evaluate the performance of GAP, we first compare the obtained results with the ones retrived by a typical DNA sequence analysis method, the Consensus/Patser 14 . Then, we compare the ability of MOSS with the other two Multiobjective Evolutionary Algorithms (MOEAs), i.e., the Strength Pareto Evolutionary Algorithm (SPEA) 33 and the (µ + λ) Multi-Objective Evolutionary Algorithm (MuLambda) 20 . All of the former MOEA algorithms share the same following properties:
• They store optimal solutions found during the search in an external set.
• They work with the concept of Pareto dominance to assign fitness values to the individuals of the population.
Particularly, SPEA is a well known algorithm that have some special features 33 , including:
• The combination of above techniques in a single algorithm.
• The determination of the fitness value of an individual by using the solutions stored in the external population, where dominance from the current population becomes irrelevant.
• All individuals of the external set participate in the selection procedure.
• A niching method is given to preserve diversity in the population. This method is based on Pareto optimality and does not require a distance parameter (e.g., the niche ratio in a sharing function 10 ).
MuLambda is a relative new algorithm with a very different design from other Pareto approaches. This algorithm has the following characteristics 20 :
• It does not use any information from the dominated individuals of the population. Only nondominated individuals are kept from generation to generation.
• The population size is variable.
• It makes clustering to reduce the number of nondominated solutions stored without destroying the features of the optimal Pareto front.
As we explained earlier, the MOSS approach has the following proper-ties:
• The local search is used to improve those solutions found during the execution of the algorithm.
• The diversity of the solutions is kept by including in every generation a set of diverse solutions into the current population.
To compare the results obtained from the former three algorithms, we use the same objective functions described in Section 4 and execute these algorithms 20 times with different seeds for each input sequence. A promoter is said to be found if it appears in, at least, one of the execution result sets. The parameters used in the experiments are listed in Table 1 .
Parameter
Value Number of generations 200 RefSet 16 Non-Dominated population size 300 Table 1 . Parameters for algorithms
Our method overcomes Consensus/Patser 14 by detecting te 93.1 % of the available promoters, while this method, based on weight matrices, identify the 74 %. Moreover, GAP, by using MOSS also overcomes the other MOEA algorithms as it is illustrated in Table 2 We should note that there exist more than one possible description for each promoter region, as it is illustrated in Figure 5 for the Ada gene reported in Harley & Reynolds compilation 5 . These alternative descriptions were also found by MOSS in a higher percentage than the other methods (86.76 %). The complete set of results is illustrated in the Appendix. 
The value C(X , X ) = 1 in the former definitions means that all solutions in X are equal to or dominated by the solutions in X . Its opposite value, C(X , X ) = 0, represents the situation where no solutions in X are covered by any solutions in X . Both C(X , X ) and C(X , X ) must be considered since C(X , X ) it is not necessary equal to 1 − C(X , X ). Function D(X , X ) counts the number of individuals in X that do not dominate X and are not found in X .
We show in Table 3 the average results obtained for the comparissons among the MOEA algorithms. The first Table measures the C(X , X ),and the other measures the D(X , X ). This numbers were obtained by executing the algorithms 20 times with different seeds and calculating the average value for both functions and sequences. As we previously suggested, function D counts the number of nondominated individuals of an algorithm that were not found in the other two MOEAs. The MOSS algorithm achieves the best value of D in all experiments, while SPEA and MuLambda present lower values. Moreover those results obtained by MOSS do not present much fluctuation between different sequences. MOSS leads the rankings followed by MuLambda and SPEA in the last position of the table. In addition, the diversity of solutions found by MOSS is considerably better than the other two algorithms (aproximately seven times better according to the D value). Finally, MOSS becomes the most robust algorithm by finding, in average, a specific promoter 16.81 times of the 20 runs. In contrast, SPEA obtains a promoter 6.48 times of the total 20 runs and and MuLambda 9.33 of the times.
Concluding Remarks
Generalized-clustering algorithms-solving multivariable, multiobjective, optimization problems-provide effective tools to identify interesting features that help to understand complex objects such as DNA sequences. We have proposed GAP, a promoter recognition method that was tested by predicting E.coli promoters. This method combines the advantages of feature representation based on fuzzy sets and the searching abilities of multiobjective genetic algorithms to obtain accurate as well as interpretable solutions. Particularly, these kinds of solutions are the most useful ones for the end users. That is, allows to detect multiple occurrences of promoters, sheding light on different putative transcription start sites. The ability of finding multiple promoters becomes more useful when the whole intergenic regions are considered, allowing to predict distinct regulatory activities, harboring activation or repression. The present approach can be extended to identify other DNA motifs, which are also conected by variable distances, such as binding sites of transcriptional regulators (e.g., direct or inverted repeats). Therefore, by combining multiple and heterogeneous DNA motifs (e.g., promoters, binding sites, etc.), we can obtain different descriptions of the cis-acting regions and, thus, different regulatory environments. The present implementation of GAP is available for academic use in the SOAR-TOOLS web site (http://soar-tools.wustl.edu) and will be updated soon with a new dataset from RegulonDB database 31 (in process).
Appendix
Tables 4 through 7 illustrate the set of solutions found by GAP by considering the set of promoter examples published in 5 . The last column of the tables indicates whether the GAP recognized the promoter or not by the simbols and , respectively. The first column corresponds to the name of the sequence, the second column shows the beginning character position of the TTGACA-box, and the third column shows the character position where the TATAAT-box begins. These positions are those ones recognized by GAP. Only one result for each sequence is shown due to space limitations. The fourth column corresponds to the sequence itself with each of the boxes clearly depicted. 
