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Abstract 
Users of machine learning algorithms need methods that can help them to identify algorithm or their 
combinations (workflows) that achieve the potentially best performance. Selecting the best algorithm to solve a 
given problem has been the subject of many studies over the past four decades. This survey presents an 
overview of the contributions made in the area of algorithm selection problems. We present different methods 
for solving the algorithm selection problem identifying some of the future research challenges in this domain. 
Keywords:  Machine Learning; Algorithm selection; Workflows.  
1. Introduction 
A large number of data mining algorithms exist, rooted in the fields of machine learning, statistics, pattern 
recognition, artificial intelligence, and database systems, which are used to perform different data analysis tasks 
on large volumes of data. The task to recommend the most suitable algorithms has thus become rather 
challenging. Moreover, the problem is exacerbated by the fact that it is necessary to consider different 
combinations of parameter settings, or the constituents of composite methods such as ensembles. The algorithm 
selection problem, originally described by Rice [1], has attracted a great deal of attention, as it endeavours to 
select and apply the best algorithm(s) for a given task [2, 3].  
----------------------------------------------------------------------- 
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The algorithm selection problem can be cast as a learning problem: the aim is to learn a model that captures the 
relationship between the properties of the datasets, or meta-data, and the algorithms, in particular their 
performance. This model can then be used to predict the most suitable algorithm for a given new dataset.  
Selecting the best algorithm to solve a given problem has been the subject of many studies over the past four 
decades [4, 5, 6, 3, and 1]. Researchers have long ago recognized that it is difficult to identify a single best 
algorithm that will give the best performance across all problems. This is why later on many researchers have 
developed different approaches to addressing the algorithm selection problems. There are many approaches to 
addressing the algorithm selection problem. Two of the most popular approaches are the Metalearning [2] and 
Surrogate models [30, 31] or hyperparameter optimization. Our Review is limited to these two approaches to 
algorithm selection. The Meta-learning approach leverages knowledge of past algorithm applications to learn 
how to select the best techniques for future applications, and offers effective techniques that are superior to 
humans both in terms of the end result and especially in the time required to achieve it. The area of 
hyperparameter optimization, the aim is to identify a set of hyperparameters for a learning algorithm, usually 
with the goal of obtaining good generalization performance. 
2. The Algorithm Selection  Framework of Rice 
The algorithm selection problem, discussed first by Rice [1], has become especially relevant in the last decades, 
as researchers are increasingly investigating how to identify the most suitable existing algorithm for solving a 
problem instead of developing new algorithms. This problem is concerned with selecting the most appropriate 
algorithm for a given particular problem. The classical area of application for algorithm selection in machine 
learning is classification [7]. Smith-Miles [3] extended this scheme to other areas including time series 
prediction, regression, sorting, constraint satisfaction and optimization.  
Following Rice [1] and Vanschoren [8], the algorithm selection problem can be stated as follows: 
Definition: For a given problem instance  𝑥𝑥 ∈ 𝑃𝑃  , with features  𝑓𝑓(𝑥𝑥) ∈ 𝐹𝐹 , find the selection mapping  𝑆𝑆(𝑓𝑓(𝑥𝑥))  
into the algorithm space 𝐴𝐴, such that the selected algorithm 𝛼𝛼 ∈ 𝐴𝐴  maximizes the performance mapping y( 
𝛿𝛿(𝛼𝛼 ∈ 𝐴𝐴)) ∈ 𝑌𝑌. 
The algorithm selection problem as defined above can be briefly described as follows: 
Given 𝑥𝑥 as problem subset of the problem space 𝑃𝑃 (the space of all learning problems), the feature space  𝐹𝐹   of 
all measurable characteristics of each of the problems in 𝑃𝑃, calculated by a feature extraction process 𝑓𝑓(𝑥𝑥) , 𝛼𝛼  
as subset of the algorithm space 𝐴𝐴  (the set of all base-level learning algorithms), and the performance measure 
space 𝑌𝑌 representing the mapping of each algorithm in 𝐴𝐴  to a set of performance metrics, meta-learning is 
applied to determine the 𝑆𝑆  (i.e., the mapping of problems to algorithms) so as to obtain an algorithm with high 
performance. The model is shown in Figure 1 and contains four main components.  The problem space is 
characterized by the datasets used for the study. The feature space is the set of characteristics of the underlying 
problem (attributes of the dataset) that are used to represent the problem.  
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The algorithm space is the set of algorithms from which we can obtain a solution to a given problem. In our 
setting, the algorithm space also includes the set of possible parameter settings that the machine learning 
algorithm can assume. The parameter settings are designed by the developers of the given algorithm to modify 
the behavior of the machine learning algorithm. The combinations of possible parameter values make up the 
configuration or parameter space for a given algorithm.  
 
Figure 1: Rice's framework for algorithm selection [1, 8]. 
The performance measures space is the range of measures that characterize the behavior of an algorithm on a 
given problem. These may include for instance classification accuracy, speed of execution, and use of memory.  
There are many works that are relevant to algorithm selection in Machine Learning literature. Smith-Miles [3] 
considers algorithm selection as a learning problem and presents a survey of various past approaches. Prudencio 
and his colleagues [9] investigate on how metalearning for algorithm selection can be applied to select 
algorithms in the area of time series forecasting. A comprehensive and recent work of the subject are presented 
in [10, 11], where time series are clustered according to their characteristics and recommendation rules are 
derived with aid of machine learning algorithms. 
2.1    An Extension of the Rice's Framework  
There have been various extensions to the original framework of Rice. Vanschoren [8] argues that Rice's 
framework [1] does not capture some important aspects of meta-learning. That is why an extension was 
proposed in [8], shown in dashed lines in Figure 2. First, nearly all ML algorithms have a range of parameter 
settings which have a profound impact on their performance on a specific problem  𝑃𝑃. The aim is consider the 
effect of these parameter settings as well. His proposal was to introduce an extended space consisting of 
algorithms with a specific set of parameter settings. 
Many authors [12, 13] argue that algorithms with specific learning parameters are simply different learning 
algorithms. However, Vanschoren maintains a distinction between how well an algorithm can perform in 
general, and what the effects of their parameters are.  
In many situations, it may be crucial to be able to predict useful pre-processing steps for a given algorithm. For 
this reason, Vanschoren introduced the space of all pre-processed problems  𝑃𝑃′, in which  𝑥𝑥′  is a dataset that has 
been pre-processed in a certain way. Finally, Vanschoren [8] introduced the space 𝐺𝐺  of measurable algorithm 
features to be able to generalize over learning algorithms to find patterns involving properties of algorithms. 
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Figure 2: Proposed framework for algorithms selection using meta-learning approach in Smith-Miles [3] (in 
(full lines) and extensions (dashed lines) of Vanschoren [8]. 
3. Different Approaches to Algorithm Selection  
In this section, we briefly review some advances in the algorithm selection problems by presenting an overviews 
of different tools and techniques developed over the last two decades to solve the algorithm selection problems.  
3.1   StatLog and Data Mining Advisor (DMA) 
The first large scale metalearning study carried-out within the StatLog project [14, 4] used 19 data 
characteristics and 10 algorithms. This system marked algorithms as either applicable or  non/applicable during 
the training phase, on the basis of similarity between the best algorithm on a given dataset. A decision tree 
model was generated for each algorithm predicting whether or not it is applicable on a new dataset. The system 
finally generated a set of learned rules that had to be checked manually. 
The idea of the StatLog project was further automated [15] in project: Meta-learning assistant for providing 
user support in machine learning and data mining (METAL 2002) and investigated model selection and 
combination approaches. A web-based system providing rankings of classification algorithms for users resulted 
in a tool called the Data Mining Advisor (DMA) [15]. This system stored the actual performance measures for 
all algorithms and a k-Nearest Neighbor algorithm (k-NN) was trained to predict how well the algorithms would 
perform on a given new dataset. It then produced a ranking of all algorithms according to user-specified 
objectives. The user of the system could upload a new dataset via a web-based system. The system 
automatically calculated the meta-features of the new dataset and the ranking was returned subsequently. 
3.2  The Intelligent Discovery Electronic Assistant (IDEA) 
The Intelligent Discovery Electronic Assistant} (IDEA) Bernstein and his colleagues [16] is the first planning-
based data analysis system for data mining able to construct workflows. This system considers pre-processing, 
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modeling, and post-processing techniques as operators and returns all valid plans (sequences of operations) that 
are possible for the given problem. This system contains an ontology of operators (which serve as its meta-
knowledge) describing the preconditions and effects of each operator, as well as manually defined heuristics 
which allows it to produce a ranking of all generated plans according to the user’s objectives. Finally, based on 
this ranking the user may select a number of processes to be executed on the provided data. After the execution 
of a plan, the user can review the results and refine the weights to obtain alternative rankings. For instance, the 
user might sacrifice some speed in order to obtain a more accurate model. Finally, if useful partial workflows 
have been discovered, the system also allows extending the ontology by adding them as new operators. 
Although in IDEA there is no actual meta-learning involved, planning can be viewed as a search for the best 
plan given the new problem (dataset), just as learning  is regarded as a search for the best hypothesis given new 
problem. In the case of IDEA, this is achieved by intensively generating all possible knowledge discovery plans 
with the hope to finding useful workflows.  
3.3   The e-Lico Intelligent Discovery Assistant (eIDA) 
The e-Lico Intelligent Discovery Assistant (eIDA), born out of the e-Lico [17] creates data mining processes 
based on the specification of input data and the user's specific goal. It makes use of the Data Mining Workflow 
Ontology (DMWF) [18] which stores operator inputs, outputs with preconditions and effects in the form of 
Semantic Web Rule Language (SWRL) rules (stored as annotations in the ontology). It also uses a hierarchical 
task network (HTN) planner implemented in Flora2 [19]. The DMWF ontology is queried and the inputs, 
outputs, preconditions and effects are translated to Flora2 for planning.  
These plans are then ranked using a second ontology called Data Mining Optimization Ontology (DMOP) [20], 
which stores detailed properties of the operators. The system also offers a modeling tool, eProPlan [18] for 
modeling data mining operators and defining the HTN grammar for guiding the planning process.  
The system uses the specification of input data, as well as the modelling task, to automatically create processes 
tailored specifically to this data. It analyzes hundreds of processes and selects the ones that are well-suited for 
the problem and data set at hand. This is done by choosing operators that have achieved good accuracy on 
similar data sets in the past. It also handles preprocessing tasks, such as normalization, discretization, or missing 
value replacement when required by the learning algorithm which may be necessary for applying certain 
algorithms. eIDA has an API interface that can be easily integrated into existing data mining-suites such as 
RapidMiner [21]. 
Many more algorithms selection techniques are described in the literature (e.g., Mining Mart [22]). Some of 
these systems introduced novel data characteristics such as (subsampling) landmarkers, or make use of different 
algorithms for building meta-models, such as boosted decision trees [23], predictive clustering trees [24], 
regression algorithms [25] and neural networks [26]. Some introduce new implementation frameworks, such as 
METALA [27, 28] and [29]. One overview of these systems can be found in [8]. 
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3.4     Auto-WEKA 
Auto-WEKA [30, 31] is a tool designed to help novice users of ML by automatically searching through the joint 
space of WEKA’s learning algorithms and their respective hyperparameter settings to maximize a given 
performance measure (for instance accuracy, AUC, etc.) by using a state-of-the-art Bayesian optimization 
method. This problem referred in [31] as Combined Algorithms Selection and Hyperparameter Optimization 
(CASH), is then considered as single hierarchical hyperparameter optimization problem in which even the 
choice of algorithms is itself considered a hyperparameter. Based on this consideration, recent Bayesian 
optimization methods namely: Sequential Model-based Algorithm Configuration SMAC [32] and Tree-
structured Parzen Estimator (TPE) [33] are used as candidates for the task of combined algorithm selection and 
hyperparameter optimization. 
To test their automatic approach to solving the CASH problem, the tool was evaluated on 21 prominent 
benchmark datasets  and 39 WEKA classification algorithms consisting of 27 base classifiers, 10 meta-methods 
and 2 ensemble classifiers that can take any number of base classifiers as inputs (uses five classifiers in Auto-
WEKA) [31]. A feature selection method was used for pre-processing before building a classifier using 
WEKA’s 3 feature search method as well as its 8 feature evaluators. Two baseline methods were used in Auto-
WEKA. The first uses default parameter settings and performs exhaustive 10-fold cross validation on the 
training set and return the classifier with the smallest average misclassification error. The second stronger 
baseline referred to as random grid uses grid search for hyperparameters for each of the 27 base classifiers and 
executes the random grid search for all the 21 datasets in parallel, using 400 CPU hours on average per dataset 
and compare this performance to the one that uses default parameters.  
The authors compare how effective SMAC and TPE are in searching the complex space of hierarchical 
hyperparameters to optimize performance with respect to the two baseline methods. On the choice of the two 
different optimizers for searching Auto-WEKA’s 786-dimensional parameter space, they recommend the Auto-
WEKA variant based on the Bayesian optimization method SMAC [32] 
Other algorithm selection tools include ASlib [34] }, a benchmark library for algorithm selection containing 17 
algorithm selection scenarios from six different areas with a focus on (but not limited to) constraint satisfaction 
problems, AutoFolio [35] that makes use of SMAC [32] to automatically determine a well-performing algorithm 
selection approach and its hyper-parameters for a given algorithm selection data and Leveraging Learning to 
Automatically Manage Algorithms (LLAMA) [36], an R package for algorithm portfolios and selection. 
3.5  Auto-SKLearn 
Auto-sklearn [37] leverages the recent advantages in Bayesian optimization, meta-learning and ensemble 
construction to provide an automated machine learning toolkit. Similar to the Auto-WEKA, it makes use of the 
state-of-the-art Bayesian optimization techniques to configure a flexible machine learning pipeline implemented 
scikit-learn [38] (a machine learning library for the Python programming language that includes various 
classification, regression and clustering algorithms). In one experiment [37], auto-sklearn uses 15 classifiers, 14 
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feature pre-processing methods, and 4 data pre-processing methods, giving rise to a structured hypothesis space 
with 110 hyperparameters. It improves on existing AutoML methods like Auto-WEKA by using the meta-
learning by automatically taking into account past performance on similar datasets to warm-start the Bayesian 
optimization procedure which results in a considerable boost in efficiency. Auto-sklearn also includes an 
automated ensemble construction step that allows the use of all classifiers evaluated during the Bayesian 
optimization. 
4. Recommendations 
As explained in the introduction, two of the most popular approaches to algorithm selection are the 
Metalearning and hyperparameter optimization approaches. One of the interesting areas to explore in algorithm 
selection is on combining metalearning and optimization approaches. In paper, we have presented different 
approaches to algorithm selection using both  metalearning that leverages knowledge of past experiments and 
the search-based approach that uses experience gained on the new dataset to intelligently try out various 
algorithms (and parameter settings) to improve the learning episode. Recently, attempts to combine the two 
resulted in interesting ideas and solid results, such as Auto-WEKA [30, 31] and Auto-SKLEARN [37], however 
there has been little follow-up. Combining these two paradigms successfully has the potential to push the state 
of the art and lead to even better results. 
5. Conclusion 
Selecting the best algorithm to solve a given problem has been the subject of many studies over the past four 
decades [4, 5, 6, 3, and 1]. In this paper, we have covered briefly the state-of-the-art in the field machine 
learning for solving the algorithm selection problem. We have given an overview of algorithms selection 
framework, discussing different existing approaches to addressing the algorithm selection problem. 
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