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Abstract
We consider the strong stabilizability problem for a delayed system of neutral type. For simplicity the case of
one delay in state is studied. We separate a class of such systems and give a constructive solution of the problem in
this case, without the derivative of the localized delayed state. Our results are based on an abstract theorem on the
strong stabilizability of contractive systems in Hilbert space. An illustrating example is also given.
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1. Introduction
The problems of stability and stabilizability are of great importance in the theory of delayed
systems [1–3]. In this context note that the majority of works deal with so-called exponential stability
or stabilizability. In this case the conditions of stability (stabilizability) are well explored for both
systems with ordinary delay and systems of neutral type [1–5]. However, for systems of neutral type
there appears an essentially different kind of stability—the so-called strong stability: asymptotic non-
exponential stability. Namely, if the spectrum is in the left half-plane but closed to the imaginary axis,
one can have asymptotic non-exponential stability or instability (see [1,3] and the references given there).
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This note is concerned with the problem of strong asymptotic stabilizability of neutral type systems.
For simplicity we consider a system with one delay in the state
x˙(t) = A0x(t) + A1x(t − 1) + A−1 x˙(t − 1) + Bu(t), (1)
where x ∈ Rn, u ∈ Rm, A j , j = 0, 1,−1 are n × n-matrices, B is a n × m-matrix.
The conditions of exponential stabilizability are now well known (see for example [4,5]). The main
results need the use of the delayed derivative in the feedback if σ (A−1) is not included in the open ball
of radius 1. Our purpose is to consider the case when µ ∈ σ (A−1) are such that |µ| ≤ 1 but there exist
µ such that |µ| = 1. We do not use the delayed derivative in the feedback, but we obtain asymptotic
non-exponential stability of the closed loop system. We propose an illustration of this situation for the
example given in [5] and which was used to prove that for exponential stabilizability it is necessary, in
general, to use the term x˙(t − 1) in the feedback.
The approach developed in this paper is based on the infinite dimensional model of the system (1)
introduced in [6] and extended in [8,9] for the case of distributed delay.
Let us put xt (.) : θ → x(t + θ), θ ∈ [−1, 0] and y(t) = x(t) − A−1x(t − 1). Let M2 be the Hilbert
space Cn × L2[(−1, 0),Cn], with the usual Hilbert norm ‖.‖M2 = (‖.‖2Cn + ‖.‖2L2)1/2.
2. The model and the statement of stabilizability problem
Introduce the operator A : D(A) → M2 = M2[(−1, 0),Cn] defined by
Az = A
(
q
ϕ(·)
)
=
 A0q + (A1 + A0 A−1)ϕ(−1)
∂
∂θ
ϕ(·)
 ,
where
D(A) =
{
z =
(
q
ϕ(·)
)
: q = ϕ(0) − A−1ϕ(−1), ϕ(·) ∈ W (1)2 [(−1, 0),Cn]
}
.
With these notations the system (1) can be rewritten as
d
dt
z(t) = Az(t) + Bu(t), (2)
where z(t) =
(
y(t)
xt (·)
)
and B =
(
B
0
)
is a linear bounded operator B : Cm → M2. The operatorA generates
a C0-semigroup in M2, its spectrum is the set σ (A) = {λ : det(λI − A−1λe−λ − A0 − A1e−λ) = 0},
and consists of eigenvalues only. Denote further by Σ the set of all non-zero eigenvalues of matrix A−1.
Then [2] for any µ ∈ Σ the set σ (A) includes a family of eigenvalues Σµ = {λµk = log |µ| + i(arg µ +
2πk) + o¯(1), k ∈ Z}, where o¯ is meant as k → ±∞.
The stabilizability problem consists in the determination of a linear feedback control law u = p(x(·))
such that the closed-loop system x˙(t) = A0x(t) + A1x(t − 1) + A−1 x˙(t − 1) + Bp(x(·)) becomes
a asymptotic stable one. The substitution of a feedback control u = p(x(·)) into (1) leads to the
transformation of system (2) to the form
d
dt
z(t) = A˜z(t) = (A+ BP)z(t), (3)
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where P : M2 → Cn. Depending on the choice of the operator P, one can have different classes of
feedback. The more general class of feedback of system of neutral type is given by [4,5]:
u = P(x(·)) = P−1 x˙(t − 1) +
∫ 0
−1
P˜(θ)x˙(t + θ) dθ +
∫ 0
−1
P̂(θ)x(t + θ) dθ. (4)
This feedback is necessary if the original system is not formally stable, i.e. if σ (A−1) is not in the unit
ball. Another class of feedback is given by
u = P(x(·)) =
∫ 0
−1
P˜(θ)x˙(t + θ) dθ +
∫ 0
−1
P̂(θ)x(t + θ) dθ. (5)
This feedback does not affect the coefficient of the neutral term x˙(t − 1). It cannot, in general, make the
closed loop system exponentially stable if the original system is not formally stable. However, if we do
not need exponential stabilizability, the situation is different. A particular case of this class of feedback
is the following one:
u = P(x(·)) = P0x(t) + P1x(t − 1) +
∫ 0
−1
P̂(θ)x(t + θ) dθ. (6)
Note that the operator P is unbounded. However, in the cases (5) and (6) this operator is A-bounded and
D(A) = D(A˜). The main purpose is to investigate the following problem.
Problem of strong stabilizability (PSS). Under the assumption A1: σ (A−1) ⊂ {w : |w| ≤ 1} and
∃µ ∈ σ (A−1) : |µ| = 1, find conditions on system (1) such that there exists a feedback (5) for which the
system (3) is strongly stable.
3. Preliminary analysis
We consider the PSS with the following additional assumptions.
A2: All the eigenvalues µ ∈ σ (A1) such that |µ| = 1 are simple in the sense that there are no Jordan
chains corresponding to such eigenvalues.
A3: The system (A0, B) is controllable, i.e. rank(B A0 B · · · An−10 B) = n.
A4: rank (A1 + A0 A−1 B) = rank B.
The condition A3 gives that for every set Λ = {λ1, . . . , λn}, such that Λ = Λ, there exists P0 such that
σ (A0 + B P0) = Λ. The condition A4 gives that for every P0, there exist P1, such that
A1 + B P1 + (A0 + B P0)A−1 = (A1 + A0 A−1) + B P0 A−1 + B P1 = 0.
For this choice of P0 and P1 (depending of P0), the system (2) corresponding to the feedback u(t) =
P0x(t) + P1x(t − 1) + v(t) takes the form
d
dt
(
y(t)
xt (·)
)
= A˜1
(
y(t)
xt (·)
)
+ Bv(t) =
(A0 + B P0 0
0
∂
∂θ
)(
y(t)
xt (·)
)
+ Bv(t). (7)
It is not difficult to get the following result.
Proposition 3.1. Let A˜1 be given by (7). Then
1. σ (A˜1) = σ (A0 + B P0) ∪ logΣ .
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2. Under the assumption σ (A0 + B P0) ∩ logΣ = ∅ the set of eigenvectors of A˜1 is as follows:
(a) to each eigenvector d ∈ Cn of A0 + B P0 with eigenvalue λ there corresponds an eigenvector
d˜ =
(
d
(I − e−λ A−1)−1eλθ
)
of A˜1 with the same eigenvalue;
(b) to each eigenvector g ∈ Cn of A−1 with eigenvalue µ there corresponds a family {g˜k}k∈Z of
eigenvectors of A˜1 : g˜k =
(
(I−e−λ
µ
k A−1)g
e
λ
µ
k θ g
)
=
(
0
e
λ
µ
k θ g
)
, where λµk = log |µ|+ i(arg µ+2πk), k ∈ Z
is the eigenvalue corresponding to g˜k .
Proposition 3.2. Suppose that assumptions A1, A2, A3 and A3 are satisfied. Then there exist P0
and P1 (depending of P0) such that σ (A0 + B P0) consist of n distinct negative eigenvalues and
σ (A0 + B P0) ∩ logΣ = ∅. For this choice of P0 and P1, σ (A˜1) is in the left half-plane.
In what follows, we need the dissipativity of the operator A˜1 in some equivalent norm of the space M2.
Let us design this norm.
Let d j , j = 1, . . . , n be eigenvectors of A0 + B P0 corresponding to λ j < 0, j = 1, . . . , n. Denote
by D the non-singular matrix D = (d1 d2 · · · dn). Next observe that, due to assumptions A1, A2,
the matrix A−1 can be represented by A−1 = G J G−1, where G is a non-singular matrix and J is a
contraction, ‖J‖ ≤ 1. As J one can take, for example, a block diagonal form of A−1 which blocks
are
Jk =

µk νk 0 . . . 0
0 µk νk . . . 0
...
...
... · · · ...
0 0 0 . . . µk
 ,
where |νk | ≤ 1 − |µk |, k = 1, . . . , . Note that all the eigenvalues µk of A−1 such that |µk | = 1 are
simple (Assumption A2), and then the corresponding blocks are of dimension 1.
Let now q ∈ Cn be any vector and q = ∑nj=1 q j d j be the decomposition of this vector in the basis
{d1, . . . , dn}. This gives column{q1, . . . , qn} = D−1q.
We introduce the linear bounded transformation F : Cn → L2[(−1, 0),Cn] defined by
Fq = F
(
n∑
j=1
q j d j
)
= −G−1
n∑
j=1
q j
(
I − A−1e−λ j
)−1
eλ j θd j . (8)
If we denote by ∆(θ) the matrix with column
(
I − A−1e−λ j
)−1
eλ j θd j , then F can be written as
Fq = −G−1∆(θ)D−1q. (9)
Let us now define a linear bounded operator and a new norm ‖.‖T by∥∥∥∥( qϕ(·)
)∥∥∥∥
T
=
∥∥∥∥T ( qϕ(·)
)∥∥∥∥
M2
=
∥∥∥∥( D−1q(Fq)(θ) + G−1ϕ(θ)
)∥∥∥∥
M2
. (10)
This norm is equivalent to the initial one ‖.‖M2 . The operator A˜1 is dissipative and then the semigroup
eA˜1t is contractive for this norm (for more details see [7]).
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4. Strong stabilizability
The main tool of our paper is based on the following result obtained from the abstract theory (see [10]
and references therein).
Theorem 4.1. Under the conditions of Proposition 3.2, the system (7) is strongly stabilizable by bounded
feedback law iff there does not exist an eigenvector z of the operator A˜1 corresponding to a pure
imaginary eigenvalue λ0 in KerB∗T , where the adjoint B∗T is calculated according to the new scalar
product 〈., .〉T corresponding to the new norm ‖.‖T , and T is the operator given in (10). If this condition
holds, then the feedback law can be chosen as v = −B∗T z.
Proof. The operator A˜1 is dissipative in the norm ‖.‖T and the set σ (A1) ∩ iR is at most countable, its
measure is 0. Then the condition of the theorem gives (see for example [10], Theorem A.3.4., p. 143)
that the system (7) is strongly stabilizable by the feedback law v = −B∗T z. 
In order to compute the feedback law, we need the expression of the operator B∗T . Let u ∈ Cm and
z =
(
q
ϕ(.)
)
∈ M2. Then, taking in account the form of the operator T in (10), we have
〈u,B∗T z〉 = 〈Bu, z〉T = 〈TBu, T z〉M2 =
〈(
D−1 Bu
F Bu
)
,
(
D−1q
Fq + G−1ϕ
)〉
M2
.
And a simple computation gives
B∗T z = (B∗D−1∗D−1 + B∗F∗F)q + B∗F∗G−1ϕ. (11)
Using the expressions (8) and (9) of F , we get
F∗ψ = −
∫ 0
−1
D−1∗∆∗(θ)G−1∗ψ(θ) dθ = −D−1∗
∫ 0
−1
Q˜(θ)ψ(θ) dθ,
where Q˜(θ) = ∆∗(θ)G−1∗, and then, putting Q = ∫ 0−1 Q˜(θ)Q˜∗(θ) dθ , we obtain
F∗F =
∫ 0
−1
D−1∗∆∗(θ)G−1∗G−1∆(θ)D−1 dθ = D−1∗Q D−1.
Finally, with Q̂(θ) = Q˜(θ)G−1, the feedback may be written as
v(t) = −B∗T z(t) = −B∗D−1∗
(
(I + Q)D−1y(t) −
∫ 0
−1
Q̂(θ)xt(θ) dθ
)
. (12)
To verify the condition of Theorem 4.1, we need also to compute B∗T on some eigenvectors of the
operator A˜1, namely when the eigenvalue is on the imaginary axis. These eigenvalues are given by
λ
µ
k = i(arg µ + 2πk), k ∈ Z, where µ ∈ σ (A−1) are such that |µ| = 1. The corresponding eigenvectors
are g˜k =
(
0
e
λ
µ
k θ g
)
, k ∈ Z. Then we have
B∗T g˜k = B∗D−1∗
∫ 0
−1
Q̂(θ)eλµk θ g dθ
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= B∗D−1∗

d∗1
(
I − A∗−1e−λ1
)−1 1 − e−λ1−λµk
λ1 + λµk
. . .
d∗n
(
I − A∗−1e−λn
)−1 1 − e−λn−λµk
λn + λµk
G−1∗G−1g, (13)
where g is an eigenvector of A−1 corresponding to the eigenvalue µ. This implies [7] that G−1∗G−1g is an
eigenvector of A∗−1 corresponding to the complex conjugate eigenvalue µ¯. This fact and the observation
that e−λ
µ
k = µ¯, λµk = −λµk , k ∈ Z allow us to rewrite (13) as
B∗T g˜k = B∗D−1∗

1
λ1 + λµk
d∗1
. . .
1
λn + λµk
d∗n
 g = B∗R∗λµk (A0 + B P0)g, (14)
where Rλ(A0 + B P0) = (A0 + B P0 − λI )−1 is the resolvent of the matrix A0 + B P0. This allows us to
formulate the following result.
Theorem 4.2. The system (7) is strongly stabilizable (with the aid of the bounded controls) iff there does
not exist an eigenvector g of matrix A−1 corresponding to an eigenvalue µ ∈ σ (A1), |µ| = 1 and k ∈ Z
such that B∗R∗
λ
µ
k
(A0 + B P0)g = 0, where λµk = i(arg µ+2πk), k ∈ Z. Under this condition a stabilizing
control is given by (12).
Remark 4.3. In Theorem 4.2 we need the matrix P0, which is calculated on the basis of Assumption A3.
However, because of the identities
R∗λ(A0 + B P) − R∗λ(A0 + B P0)= R∗λ(A0 + B P0)(P∗0 − P∗)B∗R∗λ(A0 + B P)
= R∗λ(A0 + B P)(P∗0 − P∗)B∗R∗λ(A0 + B P0),
for all λ ∈ C such that λ ∈ σ (A0 + B P) ∪ σ (A0 + B P0), for any matrix P , one can easily infer that
B∗R∗
λ
µ
k
(A0 + B P0)g = 0 iff B∗R∗λµk (A0 + B P)g = 0.
Finally one can conclude this section by the formulation of the main result.
Theorem 4.4. Let the system (2), equivalent to (1), satisfy the assumptions A1–A4. Then this system is
strongly stabilizable by linear feedback of the form (6) iff for an arbitrarily chosen matrix P such that
σ (A0 + B P) ∩ log(Σ ) ∩ (iR) = ∅, there does not exist an eigenvector g of A−1 corresponding to an
eigenvalue µ ∈ Σ , |µ| = 1 and k ∈ Z such that
B∗R∗
λ
µ
k
(A0 + B P)g = 0, (15)
where λµk = i(arg µ + 2πk). The stabilizing control is given by u = P0x(t) + P1x(t − 1) + v, where P0
and P1 are defined in Section 3 and v is given by (12):
v = −B∗D−1∗
(
(I + Q)D−1 (x(t) − A−1x(t − 1)) −
∫ 0
−1
Q̂(θ)x(t + θ) dθ
)
. (16)
Proof. Let us note that in (16), x(t) − A−1x(t − 1) replace y(t) and x(t + θ) replace xt (θ) in (12).
The sufficiency is a consequence of Proposition 3.2, Theorems 4.1 and 4.2 and Remark 4.3. Let us show
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briefly the necessity. This means that the operator A˜ = A+BP with D(A˜) = D(A) is infinitesimal and
the semigroup {eA˜t} is strongly stable. Then A˜ = A˜1 + BP1, where P1 is bounded with respect to A.
If (15) does not hold, then there exists an eigenvalue µ ∈ Σ , |µ| = 1, with eigenvector g, and k ∈ Z such
that B∗R∗
λ
µ
k
(A0 + B P0)g = 0. Then, by (14), the corresponding eigenvector g˜k of A˜1 is in KerB∗T . This
gives by some calculations, and using dissipativity of the operator A˜1, that g˜k is also an eigenvector of A˜
and that ‖eA˜t g˜k‖T ≥ ‖g˜k‖T , t > 0 (for more details see [7]). This is in contradiction with the hypothesis
of strong stability.
4.1. Example
Consider the following one-dimensional system: x˙(t) = −x(t) + x(t − 1) + x˙(t − 1) + u(t).
It is shown in [5] that this system is not exponentially stabilizable by a feedback like (5). But this
system is strongly stabilizable due to Theorem 4.4. In fact, for this system we have: n = 1, A0 =
−1, A1 = A−1 = 1, B = 1,Σ = {1}. Then A1–A4 are satisfied and this system is strongly
stabilizable. Let us find a stabilizing control. Since A1 + A0 A−1 = 0 and σ (A0) = {−1} is real
negative we can put P0 = P1 = 0. Then G = 1, D = 1, (Fq)(θ) = −(1 − e)−1e−θq and, therefore,
Q = 12
(
e+1
e−1
)
, Q̂(θ) = e−θ
e−1 . Thus, a stabilizing control from Theorem 4.4 for our system takes the form
u = − (1 + 12 e+1e−1) (x(t) − x(t − 1)) − 1e−1 ∫ 0−1 e−θ x(t + θ) dθ .
5. Conclusion
For linear systems of neutral type we gave a characterization of a class of strong stabilizable systems
by a linear relatively bounded feedback law. No derivative of the state is needed in the feedback. The
counterpart is that the stabilizability is not exponential. More general systems and conditions are under
investigation.
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