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Abstract
Let Hn be an n-dimensional Haar subspace of CR[a, b] and Hn−1 be an n−1-dimensional Haar subspace
of Hn . Let A be a linear, continuous operator on Hn−1. In this note we show that if a norm of minimal
extension of A from Hn into Hn−1 is greater than the operator norm of A, then it is a strongly unique
minimal extension. Moreover, we prove, with a slightly stronger assumptions, that minimal extension of A
is a generalized (see Definition 8) interpolating operator.
c⃝ 2012 Elsevier Inc. All rights reserved.
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1. Introduction
We start with some notation which will be of use later. By SX we denote the unit sphere in a
normed space X and by ext(SX ) the set of its extreme points.
Let Y be a linear subspace of X and let L(X, Y ) (L(X) if X = Y ) be the space of all linear,
continuous operators from X into Y . Given A ∈ L(Y ), the symbol PA(X, Y ) stands for the set of
all extensions of A i.e. all P ∈ L(X, Y ) such that P|Y = A. Extensions of the identity operator
on Y are called projections. We say that P0 ∈ PA(X, Y ) is minimal if
∥P0∥ = λA(Y, X) = inf{∥P∥ : P ∈ PA(X, Y )} (1)
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and write briefly P(X, Y ) and λ(Y, X) instead of PA(X, Y ) and λA(Y, X). Basic information
about minimal projections and extensions one can find in [1,4–6,9,10,15,16,18,21,22].
Let W be a Banach space and V its closed linear subspace. An element y ∈ V is called a best
approximation to x ∈ W in V (or optimal for x) if
∥x − y∥ = dist(x, V ) = inf{∥x − v∥ : v ∈ V }. (2)
The set of all best approximations to x ∈ W in V will be denoted by PV (x). If y ∈ PV (x)
satisfies the inequality
∥x − v∥ > ∥x − y∥ + r∥v − y∥, v ∈ V for some r > 0 independent of v ∈ V, (3)
then we say that y is SUBA to x (strongly unique best approximation).
In this note we investigate strong unicity in the case W = L(X, Y ) and V = LY (X, Y ), where
X is a finite-dimensional real Banach space, Y its linear subspace and
LY (X, Y ) = {L ∈ L(X, Y ) : L|Y = 0}. (4)
For P0 with a minimal norm in PA(X, Y ) (in this case 0 ∈ PLY (X,Y )(P0)), the condition (3) can
be reformulated as
∥P∥ > ∥P0∥ + r∥P − P0∥, P ∈ PA(X, Y ) for some r > 0. (5)
We say that P0 is strongly unique minimal extension of A (SUM-extension). Observe that P0 is
SUM-extension if and only if 0 is SUBA for P0 in LY (X, Y ). In the sequel we need the following
results.
Theorem 1 ([22, Theorem III.2.5, p. 102]). Let X be a finite-dimensional real Banach space.
Assume V is a linear subspace of L(X) and L ∈ L(X) \ V . Take V0 ∈ V and define
E(L − V0) = {(x, x∗) ∈ ext(SX )× ext(SX∗) : x∗(L − V0)x = ∥L − V0∥}.
Then V0 ∈ PV (L) if and only if for any V ∈ V there exists (x, x∗) ∈ E(L − V0) such that x∗
(V x) 6 0.
Definition 2. An n-dimensional subspace V of CR[a, b] is said to be a Haar space if no nontrivial
function in V vanishes at more than n − 1 distinct points of the interval [a, b].
Lemma 3 ([19, Lemma 4]). Let Y ⊂ CR[a, b] be an n-dimensional Haar space. Assume that
y ∈ Y \ {0} has n− 1 distinct zeros a 6 s1 < s2 < · · · < sn−1 6 b. Then there exists ε > 0 such
that for any si , s j ∈ (a, b), i, j ∈ {1, . . . , n − 1}, i ≠ j we have
[si − ε, si + ε] ∩ [s j − ε, s j + ε] = ∅
and
y(t)y(s) < 0 for t ∈ (si − ε, si ), s ∈ (si , si + ε).
Lemma 4 ([19, Lemma 5]). Let Y ⊂ CR[a, b] be an n-dimensional Haar space. Then there
exists y ∈ Y such that y(t) > 0 for all t ∈ [a, b].
For more information concerning strong uniqueness and Haar spaces the reader is referred
to [2,3,13,14,20].
G. Lewicki, A. Micek / Journal of Approximation Theory 164 (2012) 1461–1471 1463
By Fabian et al. [11, Lemma 3.42, p. 78] ext(SC∗R[a,b]) = {±t∗ : t ∈ [a, b]}, where t∗ denotes
the evaluation functional at t given by a formula t∗( f ) = f (t) for f ∈ CR[a, b], t ∈ [a, b].
Hence any extreme point f of SV ∗ for a Haar subspace V ⊂ CR[a, b] is of the form f = ±t∗|V
for some t ∈ [a, b].
To the end of this paper, unless otherwise stated, Hn ⊂ CR[a, b] will be an n-dimensional
Haar space, Hn−1 a Haar subspace of dimension n − 1. Let further A denote a linear, continuous
operator on Hn−1 and {h1, . . . , hn} be a basis of Hn such that
Hn−1 = span{h1, . . . , hn−1}, Hn = Hn−1 ⊕ span{hn}. (6)
Observe that any f ∈ Hn can be represented in a unique way by
f =
n−1
k=1
ak( f )hk + an( f )hn,
where ak ∈ Hn∗ for k = 1, . . . , n and ker an = Hn−1.
(7)
The aim of this paper is to generalize the results from [19] to the case of extensions of opera-
tors. We show that for A ∈ L(Hn−1) satisfying λA(Hn−1, Hn) > ∥A∥, the minimal extension of
A in the set PA(Hn, Hn−1) is strongly unique. We also derive a sufficient condition under which
any minimal extension of A is an interpolating operator in a generalized sense (see Definition 8).
2. Strong uniqueness
We start with the following criterion, which gives a characterization of uniqueness and strong
uniqueness of the best approximation in the space of linear, continuous operators.
Theorem 5 ([17, Theorem 1.3]). Let X be a finite dimensional Banach space, Y its subspace of
codimension one, i.e. Y = ker f for some f ∈ X∗, ∥ f ∥ = 1. Assume L ∈ L(X, Y ) is such that
dist(L ,LY (X, Y )) > ∥L|Y ∥ (see (4)) and L0 ∈ LY (X, Y ). Denote
D = {h ∈ ext Y ∗| there exists x ∈ extBX : h(L − L0)x = ∥L − L0∥ and f (x) > 0}.
Then
(i) L0 is the best approximation to L in the space LY (X, Y ) if and only if 0 ∈ conv D,
(ii) L0 is SUBA to L in the space LY (X, Y ) if and only if 0 ∈ int conv D.
The symbol conv D stands here for a convex hull of the set D.
Directly from Theorem 5 we get the main result of this section.
Theorem 6. Let A ∈ L(Hn−1) and λA(Hn−1, Hn) > ∥A∥. Then a minimal extension of A in a
space PA(Hn, Hn−1) is strongly unique.
Proof. Let Q ∈ PA(Hn, Hn−1) be a minimal extension of A. Note that 0 is an element of the best
approximation to Q in the space LHn−1(Hn, Hn−1) (see (4)). Assume on the contrary that 0 is
not SUBA to Q. Since λA(Hn−1, Hn) > ∥A∥, Theorem 5 implies that 0 ∈ conv D \ int conv D,
where
D = {h ∈ ext H∗n−1 : there exists x ∈ extBHn : (hQ)x = ∥Q∥ i an(x) > 0}.
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It means that for k 6 n − 1 there exist h1, . . . , hk ∈ ext H∗n−1 and nonnegative constants
λ1, . . . , λk with
k
i=1
λi hi |Hn−1 = 0 and
k
i=1
λi = 1.
Without loss of generality, assume that hi = ti ∗|Hn−1 , where ti ∈ [a, b] : i = 1, . . . , k and ti ≠ t j
for i ≠ j . Choose y ∈ Hn−1 such that y(ti ) = λi : i = 1, . . . , k. We can do it because Hn−1 is
n − 1-dimensional Haar space and k 6 n − 1. It is clear that
k
i=1
λi hi (y) =
k
i=1
λi y(ti ) =
k
i=1
λi
2 = 0.
Hence λ1 = · · · = λk = 0 and we get a contradiction withki=1 λi = 1. 
Remark 7. In [19] the uniqueness of P0 is obtained as a consequence of the fact that minimal
projection P0 ∈ P(Hn, Hn−1) such that ∥P0∥ > 1 is an interpolating operator.
It is worth adding that if dim X = 3, any operator L ∈ L(X, Y ) has the strongly unique
best approximation in LY (X, Y ), provided dist(L ,LY (X, Y )) > ∥L|Y ∥ without the additional
assumption about Haar property of X and Y . This follows directly from Theorem 5 (see also
[1, Theorem 3.4]).
3. Generalized interpolation
Let X be a subspace of CR[a, b] and let Y be an n-dimensional subspace of X . Recall that an
interpolating projection is an operator of the form
Px =
n
i=1
x(ti )yi , (8)
where t1, . . . , tn ∈ [a, b], ti ≠ t j for i ≠ j and y1, . . . , yn ∈ Y are such that yi (t j ) = δi j for i,
j = 1, . . . , n. Some results concerning interpolating projections can be found in [7,10,8,12,23].
In this section we extend the notion of interpolation from the projection case to the case of
extensions in the space PA(Hn, Hn−1), where A ∈ L(Hn−1) (see (6)).
Now we introduce some notation which will be used in this section.
Let A ∈ L(Hn−1) be an isomorphism. Denote
W˜A = {P ∈ L(Hn, Hn) : P|Hn−1 = A, P-isomorphism},
λ˜A = inf{∥P∥ : P ∈ W˜A}, λA = λA(Hn−1, Hn).
(9)
Assume that W˜A ≠ ∅ and λ˜A < λA. To the end of this section we fix an isomorphism A˜ ∈ W˜A
satisfying a condition
λ˜A 6 ∥ A˜∥ < λA. (10)
In the case of A = I dHn−1 we put
˜I d Hn−1 = I dHn . (11)
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Note that there exist situations in which λ˜A = λA. Indeed, let n = 3, H3 = P2[a, b], the space
of all algebraic polynomials of degree less than or equal to n restricted to [a, b] equipped with
the supremum norm and let H2 = P1[a, b]. Observe that the interpolating projection from H3
onto H2 with nodes a and b has norm one. Hence if A = I dH2 then λ˜A = λA = 1, as required.
Definition 8. An extension P ∈ PA(Hn, Hn−1) is called A˜-interpolating if there exists a basis
{y1, . . . , yn−1} of the space Hn−1 and points t1, . . . , tn−1 ∈ [a, b], such that yi (t j ) = δi j for
i, j = 1, . . . , n − 1 and
Px =
n−1
i=1
A˜x(ti )yi for x ∈ Hn .
Since I dHn -interpolating extensions are classical interpolating projections (see (8) and (11)),
the result of this note is a generalization of [19], where the case A = I dHn−1 was considered.
Our main aim is to prove that with all the above assumptions, a minimal extension in the space
PA(Hn, Hn−1) is A˜-interpolating.
Remark 9. The notion of A˜-interpolating extension introducing in Definition 8 depends on the
choice of an operator A˜, which can be usually done in many ways (if λA > λ˜A). But in many
situations it can be chosen in a natural way. For example if A = I dHn−1 then A˜ = I dHn .
We start with the following.
Lemma 10. Let
P A˜ = { A˜ − an ◦ A˜ · y : y ∈ Hn, an(y) = 1}, (12)
where Hn−1 = ker an (see (7)). Then PA(Hn, Hn−1) = P A˜.
Proof. Let Q ∈ P A˜, i.e. Q = A˜ − an ◦ A˜ · y for some y ∈ Hn such that an(y) = 1. It is clear
that Q|Hn−1 = A and
an(Q(x)) = an( A˜x)− an( A˜x)an(y) = an( A˜(x))− an( A˜x) = 0 for x ∈ Hn .
Hence Q ∈ PA(Hn, Hn−1) and P A˜ ⊂ PA(Hn, Hn−1). Now we show the opposite inclusion.
Note that an( A˜hn) ≠ 0 (an( A˜hn) = 0 implies that A˜hn ∈ Hn−1 and Im( A˜) ⊂ Hn−1; a con-
tradiction with the fact that A˜ is an isomorphism (see (6)–(7))). Let P ∈ PA(Hn, Hn−1). Define
y := ( A˜hn − Phn)/an( A˜hn) and Q = A˜ − an ◦ A˜ · y. We have that ImP = Hn−1 = ker an , so
an(y) = 1 and Q ∈ P A˜ ⊂ PA(Hn, Hn−1). In particular, Q|Hn−1 = A = P|Hn−1 . Additionally,
Qhn = A˜hn − an( A˜hn) · A˜hn − Phn
an( A˜hn)
= Phn,
hence P = Q. 
Now we prove the main result of this paper.
Theorem 11. Under the assumption (10) any operator with a minimal norm in the spacePA(Hn,
Hn−1) is an A˜-interpolating extension of A.
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Proof. Let Q be a minimal extension of A. By Lemma 10, there exists y ∈ Hn such that an(y)
= 1 and Q has a form
Q f = A˜ f − an( A˜ f )y, f ∈ Hn .
Now we show that y has n− 1 different zeros in the interval [a, b]. Suppose this is not true. First
assume that y > 0 in [a, b]. Since Q is a minimal extension of A, 0 is the best approximation
to Q in LHn−1(Hn, Hn−1). By Lemma 4, there exists w ∈ Hn−1 such that w is strictly positive
in [a, b]. For f ∈ Hn set L f = −an( A˜ f )w. It is clear that L ∈ LHn−1(Hn, Hn−1). Take any
element (x, x∗) ∈ E(Q). We can assume that x∗ = t∗|Hn−1 for some t ∈ [a, b], where t∗ denotes
the evaluation functional at t . By (10),
λA = ∥Q∥ = Qx(t) = A˜x(t)− an( A˜x)y(t)
6 ∥ A˜∥ − an( A˜x)y(t) < λA − an( A˜x)y(t).
Hence an( A˜x)y(t) < 0 and from the fact that y(t) > 0 we obtain that an( A˜x) < 0 and
(Lx)t = −an( A˜x)w(t) > 0.
By Theorem 1, 0 is not an optimal element to Q in LHn−1(Hn, Hn−1); a contradiction. If y is
nonpositive in [a, b], the proof goes in the same manner as above.
Now let y be such that the set
Z = {x ∈ [a, b] : y(x) = 0 and y changes sign passing through x}
is nonempty. We show that Z contains n − 1 elements. Assume on the contrary that 0 < k =
card(Z) < n − 1. Set Z = {x1, . . . , xk}, where a < x1 < x2 < · · · < xk < b.
Denote
cri t (Q) = {t ∈ [a, b] : ∥t∗ ◦ Q∥ = ∥Q∥}.
For t ∈ cri t (Q),
λA = ∥Q∥ = ∥t∗ ◦ Q∥ = sup
∥ f ∥=1
|(t∗ ◦ Q)( f )| = sup
∥ f ∥=1
| A˜ f (t)− an( A˜ f )y(t)|
6 ∥ A˜∥ + ∥an∥ ∥ A˜∥ |y(t)| < λA(1+ ∥an∥ |y(t)|).
Hence y(t) ≠ 0 and xi ∉ cri t (Q) for i = 1, . . . , k. Fix ε > 0 such that x1 + ε < x2 − ε <
· · · < xk + ε < b − ε and t ∉ cri t (Q) for t ∈ V := ki=1(xi − ε, xi + ε). Now we construct a
function q ∈ Hn−1 satisfying y(t)q(t) < 0 for t ∈ cri t (Q). Without loss of generality assume
y|[a,x1] > 0.
First consider the case n − k is an odd number (in this situation n − k > 3). Since Hn−1 is
n − 1-dimensional Haar space, we can find exactly one function z ∈ Hn−1 such that z(a) = 1,
z(b) = 0, z(xi ) = 0 for i = 1, . . . , k and z(u j ) = 0 for j = 1, . . . , n−3− k if k < n−3, where
xk < u1 < · · · < un−3−k < xk + ε. Put
c = inf{|z(t)| : t ∈ [a, b] \ (V ∪ (b − ε, b])}.
By compactness of the interval [a, b] \ (V ∪ (b − ε, b]) we get that c > 0. By Lemma 4, there
exists wˆ ∈ Hn−1 such that wˆ > 0 in [a, b]. Set w = cwˆ2∥wˆ∥ and q = −(z + sgn(y(b))w). By
the definition of q and Lemma 3 applied to z and Hn−1 we obtain that y(t)q(t) < 0 for any
t ∈ cri t (Q).
Now let n − k be an even number. Put z(a) = 1, z(xi ) = 0 for i = 1, . . . , k and z(u j ) = 0
for j = 1, . . . , n−2−k if k < n−2. Here also u j ∈ [a, b] are chosen such that xk < u1 < · · · <
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un−2−k < xk + ε. Set q = −z. As in the previous case, by the construction of q and Lemma 3
applied to the function z and the space Hn−1, y(t)q(t) < 0 for any t ∈ cri t (Q).
Put
L f = an( A˜ f )q for f ∈ Hn .
Take any (x, t∗) ∈ E(Q), particularly t ∈ cri t (Q). Note that
λA = ∥Q∥ = t∗(Qx) = A˜x(t)− an( A˜x)y(t)
6 ∥ A˜∥ − an( A˜x)y(t) < λA − an( A˜x)y(t).
Hence an( A˜x)y(t) < 0, so also y(t) ≠ 0 and by a definition of the function q we get for any pair
(x, t∗) ∈ E(Q),
(Lx)t = an( A˜x)q(t) > 0.
By Theorem 1, 0 ∈ LHn−1(Hn, Hn−1) is not an optimal element to Q in a space LHn−1(Hn,
Hn−1). Consequently Q is not a minimal extension of A, which leads to a contradiction.
We have proved that y has n − 1 different zeros t1, . . . , tn−1 in [a, b]. Let us take l j ∈ Hn−1
such that l j (ti ) = δi j for i, j ∈ {1, . . . , n − 1} and define
R f =
n−1
j=1
A˜ f (t j )l j for f ∈ Hn .
Observe that R is an A˜-interpolating extension of an operator A from Hn onto Hn−1. It is easy
to show that R( A˜−1 y) = Q( A˜−1 y) = 0, because y(ti ) = 0 for i = 1, . . . , n − 1 and an(y) = 1.
Since span{h1, . . . , hn−1, y} = Hn and Q|Hn−1 = R|Hn−1 = A, Q = R, which completes the
proof. 
4. Applications
We start with some notation which will be of use in this section. Let Pn[−1, 1] denote the
space of all algebraic polynomials of degree 6 n on the interval [−1, 1], with the supremum
norm. The symbols 1, t, t2, t3 stand for the elements of the space CR[−1, 1] (i.e. functions
[−1, 1] ∋ t → tk ∈ R for k = 0, 1, 2, 3) or for the points of the interval [−1, 1], depending on
the context. Define
f ∗(t) = f (−t) for f ∈ CR[−1, 1], t ∈ [−1, 1].
We give examples showing that the assumptions put on the space PA(Hn, Hn−1) in the
previous section are not very restrictive. Namely, a class of operators A satisfying desired
conditions, significantly extends the case A = I dHn−1 considered in [19]. Moreover, we justify
Remark 9 by presenting operators A, for which finding an isomorphism A˜ such that ∥ A˜∥ < λA is
relatively easy. We will not try to indicate a minimal extension of A in PA(Hn, Hn−1) effectively,
because searching for it is usually very complicated. A difficulty of this problem is well visible
in a classical case A = I dPn−1 (see [24]).
Now we consider a set of operators Ak,l : P2[−1, 1] → P2[−1, 1], where parameters
k and l are real. Without loss of generality we can assume that a minimal extension P ∈
PAk,l (P3[−1, 1],P2[−1, 1]) is a symmetric map, i.e. P( f ∗) = (P f )∗ [24, p. 27]. Hence
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searching for the minimal extension in the space PAk,l (P3[−1, 1],P2[−1, 1]) we restrict only
to one-parameter family of operators {Pαk,l}α∈R given by the conditions
Pαk,l(t
3) = αt and Pαk,l |P2[−1,1] = Ak,l . (13)
It is clear that
∥Ak,l∥ > max(∥Ak,l(1)∥, ∥Ak,l(t)∥). (14)
Denote
Wk,l = PAk,l (P3[−1, 1],P2[−1, 1]), λk,l = λAk,l (P2[−1, 1],P3[−1, 1]),
W˜k,l = {P ∈ L(P3[−1, 1],P3[−1, 1]) : P|P3[−1,1] = A, P-isomorphism}, (15)
λ˜k,l = inf{∥P∥ : P ∈ W˜ },
and
f1(t) = 4t3 − 3t, f2(t) = −12 t
3 + 3
2
t for t ∈ [−1, 1],
f3(t) = −t3 − t2 + 1, f4(t) = 2716

t3 + t2 − t − 11
27

for t ∈ [−1, 1].
(16)
Since fi : i = 1, 2, 3, 4 are the elements of norm one in the space P3[−1, 1], we have
∥Pαk,l∥ > max(|Pαk,l( fi )(−1)|, |Pαk,l( fi )(1)|) for i = 1, 2, 3, 4. (17)
Example 12. For 0 < |l| < 2|k| consider an operator
Ak,l : P2[−1, 1] ∋ bt2 + ct + d → kbt2 + lct + kd ∈ P2[−1, 1].
Observe that an isomorphism A˜k,l : P3[−1, 1] → P3[−1, 1] given by the formula
A˜k,l(at
3 + bt2 + ct + d) = lat3 + kbt2 + lct + kd (18)
belongs to the space W˜k,l and it can be written as
A˜k,l = k + l2 f +
k − l
2
f ∗ for f ∈ P3[−1, 1].
Hence
∥ A˜k,l∥ 6
k + l2
+ k − l2
 = max(|k|, |l|).
By (14),
λ˜k,l = ∥ A˜k,l∥ = ∥Ak,l∥ = max(|k|, |l|) 6 λk,l . (19)
Take Pαk,l ∈ PAk,l (P3[−1, 1],P2[−1, 1]),
Pαk,l(at
3 + bt2 + ct + d) = αat + kbt2 + lct + kd
a minimal extension of the operator Ak,l . For t ∈ [−1, 1] we calculate
Pαk,l( f1)(t) = (4α − 3l)t, Pαk,l( f2)(t) =

−1
2
α + 3
2
l

t,
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Pαk,l( f3)(t) = −kt2 − αt + k, Pαk,l( f4)(t) =
27
16

kt2 + t (α − l)− 11
27
k

.
By (17),
∥Pαk,l∥ > max

|4α − 3l|,
−12α + 32 l
 , |α|, |k| + 2716 |α − l|

. (20)
Now we show that for 0 < |l| < 2|k|, λk,l > max(|k|, |l|). Assume on the contrary that ∥Pαk,l∥= max(|k|, |l|). By (20), |α| 6 2|k| and
max(|k|, |l|) = ∥Pαk,l∥ >
Pαk,l( f3) − α2k  = |k|

1+ α
2
4k2

. (21)
If |l| 6 |k|, the estimate (21) implies that |k| > |k|(1 + α2
4k2
) and α = 0 (k ≠ 0). Combining
(20) with the inequality |k| > ∥P0k,l∥ > |k| + 2716 |l| > |k| we get a contradiction.
If |k| < |l| < 2|k|, by (20), 34 l − 14 |l| 6 α 6 34 l + 14 |l| and 3l − 2|l| 6 α 6 3l + 2|l|. For
l > 0 we can rewrite the above inequality in the form 12 l 6 α 6 l and l 6 α 6 5l, for l < 0 in
the form l 6 α 6 12 l and 5l 6 α 6 l. Hence in both cases we conclude that α = l. By (21),
|l| = ∥P lk,l∥ >
P lk,l( f3)− l2k
 = |k|1+ l24k2

.
Substituting x for |l||k| we get x > 1 + 14 x2 or equivalently ( 12 x − 1)2 6 0; a contradiction with
the condition that x ∈ [0, 2).
Example 13. Let 0 < k 6 l < 3k. Take an isomorphism
Ak,l : P2[−1, 1] ∋ Ak,l(bt2 + ct + d) = kbt2 − kct + ld ∈ P2[−1, 1].
An operator A˜k,l : P3[−1, 1] → P3[−1, 1] given by
A˜k,l(at
3 + bt2 + ct + d) = −kat3 + kbt2 − kct + ld (22)
is an element of the space W˜k,l . What is more, A˜k,l f = k f ∗+(l−k) f (0) for f ∈ P3[−1, 1], t ∈
[−1, 1] and ∥ A˜k,l∥ 6 |k| + |l − k| = l. As in the previous example we can show that λ˜k,l
= ∥ A˜k,l∥ = ∥Ak,l∥ = l. Now we prove that λk,l > l. Let
Pαk,l(at3 + bt2 + ct + d) = αat + kbt2 − kct + ld
be a minimal extension of the operator Ak,l . Suppose to the contrary that ∥Pαk,l∥ = l. We get
l = ∥Pαk,l∥ > |Pαk,l(4t3 − 3t)(1)| = |4α + 3k|
and consequently
−l − 3k
4
6 α 6 l − 3k
4
.
In particular, −α/2k ∈ [−1, 1] and
l = ∥Pαk,l∥ >
Pαk,l(−t3 − t2 + 1)−α2k
 = α24k + l.
Hence α = 0, which contradicts the condition α 6 l−3k4 < 0.
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Example 14. Consider an isomorphism Ak,l : P2[−1, 1] → P2[−1, 1],
Ak,l(bt
2 + ct + d) = kbt2 +√klct + ld, where 0 < k 6 l 6 2, 5k.
Define an operator A˜k,l : P3[−1, 1] → P3[−1, 1] by formula
A˜k,l f (t) = l f

k
l
t

for f ∈ P3[−1, 1], t ∈ [−1, 1]. (23)
Notice that A˜k,l ∈ W˜k,l , ∥ A˜k,l∥ 6 l and ∥Ak,l∥ > |Ak,l(1)| = l. Hence
λ˜k,l = ∥ A˜k,l∥ = ∥Ak,l∥ = l.
We show that λk,l > l. Let
Pαk,l(at
3 + bt2 + ct + d) = αat + kbt2 +√klct + ld
be a minimal extension of the operator Ak,l . Assume to the contrary, that ∥Pαk,l∥ = l. We calculate
l = ∥Pαk,l∥ > |Pαk,l(4t3 − 3t)(1)| = |4α − 3
√
kl|,
−l + 3√kl
4
6 α 6 l + 3
√
kl
4
.
In particular, −α/2k ∈ [−1, 1] and
l = ∥Pαk,l∥ >
Pαk,l(−t3 − t2 + 1)−α2k
 = α24k + l.
The above inequality implies that α = 0. Note that
∥P0k,l∥ > |P0k,l(4t3 − 3t)(1)| = 3
√
kl > l,
a contradiction.
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