Abstract. The ideal of relations in the quantum cohomology of the flag manifold
Introduction
Let us consider the complex flag manifold G/B, where G is a connected, simply connected, simple, complex Lie group and B ⊂ G a Borel subgroup. Let T be a maximal torus of a compact real form of G, t its Lie algebra and Φ ⊂ t * the corresponding set of roots. Consider an arbitrary W -invariant inner product , on t. The Weyl group W can be realized as the subgroup of the orthogonal group of (t, , ) which is generated by the reflections about the hyperplanes ker α, α ∈ Φ + . To any root α corresponds the coroot
which is an element of t, by using the identification of t and t * induced by , . If {α 1 , . . . , α l } is a system of simple roots then {α ∨ 1 , . . . , α ∨ l } is a system of simple coroots. Consider {λ 1 , . . . , λ l } ⊂ t * the corresponding system of fundamental weights, which are defined by λ i (α ∨ j ) = δ ij . Let us recall the presentation of the cohomology 1 ring of G/B, as obtained by Borel in [B] . First of all, one can assign to any weight λ ∈ t * a group homomorphism T → S 1 ; the latter can be extended canonically to a group homomorphism B → C * and gives rise in this way to the complex line bundle L λ = G × B C over G/B. One shows that the ring homomorphism 
The following result, proved by Goodman and Wallach in [G-W] , gives details concerning the integrals of motion of this system (note that the latter is completely integrable):
There exist l functionally independent functions
each of them uniquely determined by: 
Consider now the formal multiplicative variables q 1 , . . . , q l which are assigned degree 4 (note that the coset of λ j in R[{λ i }]/I W , which is the same as c 1 (L λ j ) in H * (G/B), has degree 2). Occasionally, q i will stand for e t i , 1 ≤ i ≤ l, where t 1 , . . . , t l are real numbers, so that the differential operators
Our goal is to prove the following result: Our proof is purely algebraic, but the following geometric ideas stay behind it: We assign to • the 1-form ω on H 2 (G/B) with values in EndH, given by
. Conditions (iv) and (vi) say that ∇ h is a flat connection, for all h = 0. Let ( , ) denote the Poincaré pairing on H. We are able to construct parallel sections s :
More precisely, we find certain "formal" solutions s of the system
1 ≤ i ≤ l (for the details, see section 4). The main difficulty is to show that the integrals of motion of the quantum Toda lattice are quantum differential operators for •, i.e. they vanish all functions (s, 1) :
where s is a parallel section as before: by results of Givental [G] (see also [CK, section 10.3] ), such differential operators induce relations, and it is not difficult to see that those relations are just (2). Now from condition (v) we can deduce that the degree 2 integral of motion -call it H -is a quantum differential operator. Because H commutes with any other integral of motion, the latter is also a quantum differential operator (this idea has also been used by B. Kim in [K] ).
Remarks. 1. We only have to show that the relations (2) 
and the fact that the degree two homogeneous generator of I W (see the mention to Chevalley's result from above) is
As about (3), it can be proved in an elementary way (see [K] or [M1] ). Condition (vi) is a direct consequence of the definition
and the "divisor property"
We recover in this way Kim's result on QH * (G/B) (see [K] ). The main achievement of our paper is that it shows that Kim's presentation of QH * (G/B) can be deduced in an elementary way, by using very few of the properties of the quantum product ⋆. For instance, the Frobenius property
3. In [M2] we constructed the "combinatorial" quantum cohomology ring and then we used Theorem 1.2 in order to prove that its isomorphism type is the one expected by the theorem of Kim. 4. The main result of [M3] is an extension of Theorem 1.2: we were able to obtain a similar connection between the small quantum cohomology of the infinite dimensional generalized flag manifold and the integrals of motion of the periodic Toda lattice.
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Toda lattices according to Goodman and Wallach
The goal of this section is to present two results of Goodman and Wallach [G-W] , which will be essential ingredients for the proof of Theorem 1.2. Let us consider the (ax+b)-algebra corresponding to the coroot system of G. By definition, this is the Lie algebra
where u has a basis X 1 , . . . , X l such that:
The set S(b) of polynomial functions on b * is a Poisson algebra and by (4) we have
On the other hand, one can easily see that the Poisson bracket of functions on the standard symplectic manifold (R 2l ,
In this way, integrals of motion of the Hamiltonian system determined by (1) can be obtained from elements of the space S(b) {,} , which is the {, }-commutator in S(b) of the polynomial
Let us consider now the universal enveloping algebra [H, section 17.3] ). We say that an element f of U(b) has degree m if m is the smallest positive integer with the property that f ∈ U m (b). There exists a vector space isomorphism
induced by the symmetrization map followed by the canonical projection (see [H, Corollary E, section 17.3] ). Since t * and u are abelian, the element of S(b) described by (6) is mapped by φ to
the right hand side being regarded this time as an element of U(b).
The complete integrability of the Toda lattice follows from the following two theorems of Goodman and Wallach:
Theorem 2.1. (see [G-W] 
) The Poisson bracket commutator S(b)
{,} is mapped by φ isomorphically onto the space U(b) [,] of all f ∈ U(b) with the property that [f, Ω] = 0.
Theorem 2.2. (see [G-W] ) The map µ : U(b) → U(t * ) = S(t * ) induced by the natural Lie algebra homomorphism b → t * establishes an algebra isomorphism between U(b) [,] and the ring S(t * ) W of W -invariant polynomials. Hence there exist Ω = Ω 1 , Ω 2 , . . . , Ω l ∈ U(b), each of them uniquely determined by
Moreover, Ω k is contained in the subring of U(b) which is spanned by the elements of the form
Remark. The integrals of motion of the Toda lattice mentioned in Theorem 1.1 are obtained from 
Relations in (H ⊗ R[q i ], •)
Consider the representation ρ of b on C ∞ (R l ) given by:
where h is a nonzero real parameter. The differential operators
1 ≤ k ≤ l, will be the crucial objects of the proof of Theorem 1.2.
Since F k is homogeneous in variables e s i , r i , it follows that Ω k -being obtained from F k after applying φ, up to the replacements (5) -has a presentation as a homogeneous, symmetric polynomial in the variables X i , λ i . We use the commutation relations (4) in order to express Ω k as a linear combination of elements of the form X 2I λ J (see Theorem 2.2). The polynomial expression we obtain in this way appears as
Consequently , h), the last "variable", h, being due to the possible occurrence of f k .
Amongst all D k , 1 ≤ k ≤ l, the operator D 1 = h 2 ρ(Ω) plays a privileged role, and we write (7) H := 1 4
Below we will see that the polynomial 
Then the relation D({q
The proof of this theorem will be done in the next section. Now we will show how can be used Theorem 3.1 in order to prove the main result of the paper.
Proof of Theorem 1.2. By Remark 1 in the introduction, we only have to show that the relations (2) hold for all 1 ≤ k ≤ l. To this end we note that D = D k satisfies the hypotheses of Theorem 3.1: (a) follows from the fact that ρ is a Lie algebra representation, and (b) and (c) from Theorem 2.2 (ii). We obtain the relation D k ({q i }, {[λ i ]•}, 0) = 0, which is just (2).
Proof of Theorem 3.1
Let us begin by picking a basis of H which consists of homogeneous elements (e.g. the Schubert basis): this will allow us to identify H with R n , where n = dim H, and the endomorphism [λ i ]• of H with an element B i of the space M n (R[e t j ]) of n × n matrices whose coefficients are polynomials in e t 1 , . . . , e t l . Let • be a product which satisfies the hypotheses of Theorem 1.2.
Lemma 4.1. Fix i ∈ {1, . . . , l} and take a ∈ H. Write
In other words, any non-zero term in the right hand side of (8) which is different from
Proof. Condition (vi) from Theorem 1.2 reads
Hence there exists M ∈ M n (R[e t j ]) such that
where B ′ i is constant, for any 1 ≤ i ≤ l. It remains to notice that the derivative with respect to t i of a monomial in e t 1 , . . . , e t l contains only nonzero powers of e t i , or else it is 0.
As pointed out in the introduction, H has a natural inner product ( , ), namely the Poincaré pairing. Denote by (
T the endomorphism of H which is transposed to [λ i ]• with respect to this product, i.e.
Also denote by A i the matrix of ([λ i ]•) T with respect to the basis of H which is the dual with respect to ( , ) of our original basis: of course A i coincides with the transposed of the matrix of [λ i ]• with respect to the original basis. Now we want the ordering of the original basis of H to be decreasing with respect to the degrees of its elements. From condition (i) from Theorem 1.2 and Lemma 4.1 it follows that for any i ∈ {1, . . . , l}, the matrix A i can be decomposed as
where A ′ i is strictly lower triangular and its coefficients do not depend on t and A ′′ i is strictly upper triangular, its coefficients being linear combinations of
where d 1 , . . . , d l are nonnegative integer numbers with
Consider the PDE system:
be an arbitrary commutative, associative real algebra with unit. For V = R n or V = M n (R) we denote by 
We use the same formula
in order to define both:
Alternatively, we can use the ring structure of
n and the usual matrix multiplication rules.
Our aim is to find solutions s of the system (9) in the space
, where H has been identified with R n via the basis which is the dual with respect to ( , ) of the original basis (see above). The following result will help us to this end:
) be matrices which satisfy:
(a) A i commutes with A j for any two i, j; (b)
A i for any two i, j; (c) for any i ∈ {1, . . . , l} we can decompose A i as 
Our aim is to solve the system − 1 instead of l) . By the induction hypothesis, we know that the solution of the latter PDE is uniquely determined by the degree zero term h 0 0 of the polynomial h 0 ∈ S n [t 1 , . . . , t l−1 ]. We require that h
] is the solution of the equation (13) ∂h
) is the first term of the decomposition A l = r≥0 A r l e t 1 r 1 +...+t l−1 r l−1 .
In order to be more precise, we write
where f k (t l ) ∈ R n [t l ], k ≥ 0, and then we identify the coefficients of e t l k in both sides of (13). One obtains the following sequence of differential equations: 
