We present results of an experimental and numerical investigation of the patterns realized by surface waves within an open rectangular container subjected to horizontal vibrations at frequencies of 40-100 Hz. The first instability exhibited by the primary harmonic wave field is subharmonic, and may be identified with the cross-wave instability often seen in wave tank experiments. We show that, contrary to common theoretical and experimental assumptions, and despite their name, these subharmonic waves are not oriented crosswise, but at an intermediate angle with respect to the axis of vibration. Hence, the pattern selection problem for horizontally forced Faraday waves is more complex than has previously been assumed. We establish the robustness of this obliquely oriented surface wave pattern by varying the forcing frequency and amplitude, the fluid viscosity, the fluid depth, and the boundary conditions. Previous work on cross-waves is reviewed and discussed in relation to the current results. Finally, numerical simulations using a reduced model with an appropriate forcing term are used to support the generality of the experimental observations.
Introduction
The question of how a mass of fluid responds to external forcing is of fundamental interest in fluid dynamics. Periodic forcing, in particular, appears throughout nature and engineering applications, where it can greatly affect fluid behavior. Vertical forcing can delay whose width is larger (by a factor often or more) than the wavelength of the surface waves. We find that the subharmonic waves consistently avoid a crosswise orientation, instead forming patterns that are characterized by an intermediate orientation, usually between 50° and 80°, never 90°. The prevalence of these oblique patterns across a wide range of experimental parameters indicates that the cross-wave instability belongs to a more general class of subharmonic instability that can generate a variety of patterns.
The paper is organized as follows. The experimental set-up is described in section 2, followed by experimental results in section 3 where the influence of boundary conditions, fluid depth and viscosity are examined in turn. Previous theoretical and experimental work is discussed in section 4. Because the patterns we find experimentally violate the assumptions of the existing theoretical models, we introduce an alternative model in section 5, where numerical simulations are used to provide additional insight. Conclusions are presented in section 6.
Experimental setup
The experiments are performed in a series of transparent square acrylic containers that are 9 cm across inside and either 5 cm or 2 cm deep. A sharp edge (step) at the top is used to pin the contact line when desired, and is coated with an anti-wetting agent (3M Novec EGC-1700). The working container is mounted on a specially constructed dual rail system and is free to slide horizontally (hereafter referred to as the streamwise or x-direction) in response to a VTS-150 electromagnetic shaker. The frequency is accurate to within 10~2 Hz. The motion is monitored with an accelerometer (ADXL321) mounted on the wall of the container. An arrangement of lenses and mirrors provides illumination through the transparent bottom of the container. A high speed camera (Redlake MotionPro X3) records images of 700 x 700 pixels (spatial resolution of 0.129 mm) and we take 15 snapshots over each forcing period (30 images for each period of the subharmonic response). These images capture the geometric features of the surface wave pattern and provide a quantitative measure of the surface deformation in the limit of small surface wave amplitude. In that limit, the relative variation in light intensity / at the detector is proportional to the curvature of the surface (Settles 2001) :
k «2 where h(x,y) is the surface height, k is the background illumination, /J is a geometric factor and n\ («2) is the index of refraction of the fluid (air). Thus, local peaks in surface height appear brighter, while valleys appear darker. Equation (1) describes measurements taken sufficiently close to threshold, but will be in error if the amplitude of oscillations is high enough to cause nonlinearities in the image. Such nonlinearity is present near the endwalls, where the fluid motion is most vigorous, in most of the measurements reported below, meaning that quantities extracted from these images can only characterize the growth of the surface waves in an approximate sense.
To establish the generic nature of the observed pattern, we performed a range of measurements using DC200 silicone oil and water, using forcing frequencies between 40 and 100 Hz. The silicone oils had kinematic viscosities of 5, 10 and 50cSt. The densities of the DC200 oils at 25 °C are 0.913, 0.933 and 0.963 gcirr 3 , respectively, while typical surface tension values at that temperature are 19.7, 20.1 and 20.8 dynecirr 1 . The frequency range of the applied forcing can be extended somewhat, but difficulties soon arise. At higher frequencies the subharmonic patterns become extremely localized near the endwalls, more so for higher viscosity fluids, making it hard to measure oscillations in the streamwise direction. At lower frequencies, particularly with lower viscosity fluids, the patterns extend throughout the container and are subject to low frequency temporal and spatial modulations, presumably due to the interaction of the wavetrains emanating from opposing sides, and this makes measurement of pattern orientation difficult.
Experimental results
Here we present our main experimental results documenting the average geometric characteristics (i.e. orientation of selected waves) of the subharmonic pattern, and the effect of varying forcing frequency and amplitude, boundary conditions, fluid depth, and fluid viscosity.
For all fluids tested, in both the 2 and 5 cm container, using both pinned and wetted boundary conditions, we find that the first instability suffered by the initial synchronous waves is to a subharmonic cross-wave type pattern. An example of the pattern appearing after this instability is shown in figure 1. Note that, while the ridges immediately adjacent to the endwalls (where wave amplitude is highest) may appear to be oriented perpendicularly, there is a more complex underlying pattern that is rhomboidal, or lozenge-shaped, and shows significant variation in the x-direction, in contrast to the traditional picture of cross-waves. This variation is highlighted in figure 2, which shows the profile of the subharmonic waves in both x and y.
A Fourier transform confirms that the subharmonic waves are not oriented crosswise to the axis of vibration but, in the case of 50 Hz excitation shown in figure 3 , at an angle of about 70°. It is difficult to measure this angle precisely because of the rapid spatial decay of the pattern-only one or two oscillations in the streamwise direction (see figure 2) are visible in many cases. Furthermore, it is unlikely that these patterns can be fully characterized by a single angle. There is sometimes evidence of multiple subharmonic peaks in the transform, and it is likely that the (local) streamwise wavenumber k x varies with x. A final difficulty is that the transform (and, specifically, the position of the subharmonic peak) varies periodically in time as the phase of the pattern within the spatial decay envelope varies. The angle given in the remainder of this section is a time average (over two forcing periods, or 30 images) of the angle obtained from the instantaneous Fourier spectrum. We note that this spectrum is obtained from an interior region that excludes a small strip (several millimeters wide or so, depending on the experiment) near the endwalls and along the lateral boundaries. This eliminates the highly nonlinear parts of the images that are compromised by reflections from the walls of the container. Additionally, we use subpixel interpolation (Fisher and Naidu 1996) to more accurately locate the peaks.
Effect of boundary conditions
The boundary conditions, especially at the endwalls, are an important factor in selecting the surface wave pattern, as demonstrated below. This is not surprising since the parametric forcing mechanism is generated by the motion of the boundary and its effect is concentrated there. Unfortunately, it is not easy to control the boundary conditions with precision because the motion of the fluid is most vigorous there (i.e. the amplitude is not small). It is particularly difficult to maintain constant boundary conditions with silicone oil, which tends to wet portions of the boundary to varying degrees as the experiment progresses. This wetting can be sudden (and visible by eye) as one or more wave crests overcome resistance at the contact line and abruptly splash onto the step, but it is often gradual with no noticeable transitions-the fact that boundary conditions have changed is revealed by a (small but measurable) shift in the onset values when the experiment is immediately repeated. For this reason, it was decided in many of the experiments to underfill the container by several millimeters. This created something closer to a 'free' boundary condition which was less susceptible to hysteresis. Figure 4 shows the time-averaged pattern amplitude and angle (in degrees) as a function of forcing amplitude (in units of the gravitational acceleration g), for a 5 cm deep layer of 5 cSt silicone oil, over the frequency range 50-80 Hz. The crosswise and streamwise wavenumbers, k y and k x , are shown in figure 5 as a function of frequency, along with the wavenumber predicted by the inviscid dispersion relation (dashed line). Note that k y matches fairly well with the inviscid prediction, while the full wavenumber is somewhat larger due to the finite streamwise wavenumber k x .
In this experiment, the container step is coated with Novec EGC-1700, which is effective at repelling oil, and thus pinning the contact line, at small amplitude. The amplitude, angle and wavenumber are measured by locating the (largest) peak in the Fourier spectrum corresponding to subharmonic waves (in the first quadrant, say). Recall that, due to the evident nonlinearity of the image (see figure 1), this amplitude is not strictly proportional to the subharmonic surface wave amplitude and should be considered as a somewhat qualitative measure. Furthermore, although the amplitude curves in figure 4 suggest supercritical bifurcation, we often observe hysteresis near onset, which is characteristic of subcritical bifurcation. The extent of this hysteresis depends on the frequency used (which determines the detuning) but can also vary at constant frequency due to a dynamic shift in boundary conditions, as mentioned above, if fluid bulges slightly over the step or wets the walls of the container to a greater or lesser extent. The critical forcing is especially sensitive to boundary effects since significant damping can occur at the contact line (Mei and Liu 1973 , Hocking 1987 , Perlin and Schultz 2000 .
Note that, for the 50, 60 and 70 Hz curves in figure 4 , there is a fairly sudden transition, signaled by a drop of roughly 10° in pattern angle and, simultaneously, a more rapid increase in pattern amplitude. The change in surface pattern, which can be striking enough to be seen with the naked eye, occurs nonuniformly as domains of the new pattern invade and supplant the old one. A comparison between prior and subsequent patterns is given in figure 6 . This transition is associated with a decrease in k y and concurrent increase in k x . No sudden variation in the boundary conditions is observed at this transition and, as suggested by the 0.8 1.2 forcing (g's)
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Figure 4. Dependence of pattern amplitude (measured, in arbitrary units, from the subharmonic peak in the Fourier spectrum) and pattern angle (in degrees) on the forcing amplitude (in g's) for a 5 cm deep container (pinned boundary) of 5 cSt oil. the wetted wall. The results for this case are shown in figure 7 . Note that the angle at onset is lower than with pinned boundaries and the system appears to begin directly with the second type of behavior seen in figure 4 (i.e. after the transition). It is not as simple as this, however, because the angles in figure 7 are somewhat lower in general (clustering around 60°). The lateral boundaries have their own effect on the pattern. The associated boundary layers contribute to damping (Bernoff et al 1989) and select a set of resonant crosswise wavenumbers k y . With nearly inviscid waves the selection condition k y =Nn/W applies where N is an integer and W is the width of the container (see section 4 below). The detuning between the natural frequencies associated with these allowed wavenumbers and the subharmonic resonance frequency can have a significant effect on cross-wave dynamics (Shemer and Lichter 1987 , Lichter and Bernoff 1988 , Underhill et al 1991 . In a real experiment, however, Jones (1984) notes that the detuning 'would be almost impossible to determine' due to its sensitive dependence on channel width. The difficulty is greater in this case because the damping and forcing are considerably higher than in traditional cross-wave experiments (see section 4) and there would be a corresponding shift in the resonance frequencies. Furthermore, a more accurate treatment of the lateral boundary layers would modify the simple wavenumber selection criteria given above. The neutral stability tongues, and hence the resonance frequencies, can be measured directly as in Barnard and Pritchard (1972) , for example, but for the high frequencies we use here, damping is large enough to reduce the oscillations of these tongues and make them difficult to resolve; in the numerical model of section 5 (see figure 18 ) they can be resolved and the effect of detuning can be seen. Since the experiments are close to the large aspect ratio limit (N is between 20 and 45), and because observing individual resonance tongues directly over this frequency range is beyond experimental resolution, we cannot properly investigate discretization effects in y. Although detuning undoubtedly plays a role, it does not seem to be crucial to the patterns that appear at onset. The dispersion relation does a fairly good job of predicting k y (see figure 5 ) without taking boundary conditions into account, and we see no dramatic effects when changing frequencies (other than minor variations in the extent of hysteresis near onset).
A related concern is that of crosswise mode interactions. It may happen that two crosswise modes (N = 25 and N = 26, for example) are excited simultaneously or nearly 1 1.5 2 2.5 forcing (g's) Figure 9 . Dependence of pattern amplitude and pattern angle on the forcing amplitude for an underfilled (wetted boundary) 2 cm deep container of 5 cSt oil. so. These modes may then interact with each other to produce more complicated dynamics and transitions in the y-direction Underhill 1987, Ayanle et al 1990) . Indeed, it is likely that this type of crosswise mode interaction is involved in the abrupt transition reported above (figure 6). Modulations in the crosswise direction are also easily seen at higher frequencies (above 100 Hz). Across most of the experimental measurements between 40 and 90 Hz, however, and aside from the abrupt transition mentioned, the crosswise wavenumber seems to remain constant-and equal at the two endwalls. Due to the more complicated irregular flow near the lateral boundaries and, especially, in the corners of the container, it is hard to accurately count wavelengths (as can be done at lower frequencies) to check for mode shifting. A Fourier transform cannot resolve neighboring mode numbers well either, so we avoid assigning mode number estimates to the solutions reported in this section.
Effect of fluid depth
The surface wave pattern is much less sensitive to variations in fluid depth than it is to variations in boundary conditions, at least in the regime where the depth is greater than the wavelength of the subharmonic waves. The primary effect of reducing the fluid depth from 5 to 2 cm, for example, is to increase the forcing amplitude required for onset, as shown in figure 9 . This is anticipated in the work of Varas and Vega (2007) , and can be simply understood: as the depth of the endwall increases it moves a greater volume of fluid with its motion, leading to greater pressure fluctuations at the surface and greater effective parametric forcing. The nature of the selected surface wave pattern, however, is not strongly affected by fluid depth. 
Effect of viscosity
The effect of increasing viscosity is shown in figures 10 and 11, obtained with silicone oil of 10 and 50 cSt, respectively. These should be compared with figure 7, which is obtained with 5cSt oil. There is not a lot of difference between the patterns observed with lOcSt oil (figure 10) and 5cSt oil (figure 7) other than the expected increase in onset values, but the pattern with 50cSt oil (figure 11) is associated with a drop in average pattern angle. As discussed below and in sections 5.5 and 6, the increased rotation with higher viscosity seems to be a general feature of these patterns, although the difficulty in properly measuring this angle for highly localized (viscous) patterns makes it hard to establish this quantitatively.
Water has a viscosity of about 1 cSt, five times lower than the 5 cSt oil of figure 7, but patterns obtained with water are not easy to analyze in the manner of that figure. This is due to the strong interaction of the waves generated at opposite walls, both harmonic and subharmonic, which leads quickly to secondary instabilities and spatial disorder. Distinct domains, containing slightly rotated patterns, are a common feature. Measurements of the average pattern angle are, consequently, less meaningful. Nonetheless, the qualitative nature of the pattern is the same as with oil, as illustrated for two different forcing amplitudes in figure 12 . The average pattern angle appears to be similar to that seen with 5cSt oil.
Discussion of experimental results
The experimental results establish that, over a wide range of parameters, horizontally forced subharmonic 'cross-waves' do not actually orient themselves crosswise to the motion of the forcing (g's) endwall or wavemaker. In fact, for the range 40-100 Hz, over which we are best able to get reliable data in the 9 cm square container, there is little indication of any transition to ideal cross-waves (i.e. to 90°). The qualitative features of the pattern, which reflect the dominance of subharmonic waves oriented at 60°-80° with respect to the forcing, are surprisingly insensitive to changes in wavelength (forcing frequency), fluid depth, or viscosity, although there is evident sensitivity to boundary conditions. We also observe this same pattern when using a more conventional wavemaker configuration, with the container held fixed and the shaker attached to a partially submerged vertical plate, which suggests that the results do not rely on the fact that the entire container is shaken, but are applicable to a wide class of wavemaker experiments.
The question of why most previous cross-wave experiments did not find these lozengeshaped patterns naturally arises. A partial explanation may lie in the sheer prominence of the ostensibly perpendicular ridges attached to the endwall or wavemaker, which dominate visually over the interior, lower-amplitude portion of the pattern. Also, most prior experiments (Barnard and Pritchard 1972 , Lichter and Underhill 1987 , Shemer and Lichter 1987 , Lichter and Bernoff 1988 , Underhill et al 1991 used narrow channels (relatively low crosswise mode numbers) where lateral boundary effects can play a crucial role. Neither of these points, however, can explain large-aspect-ratio results such as those of McGoldrick (1968) , where a substantial number of wavelengths is visible with no indication of lozenge-shaped structures. It may be that the relatively shallow wedgeshaped vertically oscillating wavemaker used in McGoldrick (1968) produces a significantly different local flow, and hence forcing mechanism, than the horizontally vibrating endwall of our container. The importance of the forcing mechanism is clear when comparing the results of McGoldrick (1968) with those of Taneda (1994) (see also Taneda 1995) , where a circular cylinder was half-submerged in water and vibrated vertically at frequencies between 20 and 60 Hz. Although the forcing mechanism is very different in Taneda (1994) and than in section 3 and leads to varying cross-wave amplitude and wavelength along the length of the cylinder, it is apparent that similar oblique patterns consistently arise in that system (in particular, for frequencies near 30 Hz), whereas they do not in the experiments of McGoldrick (1968) at comparable forcing frequencies. Qualitatively similar cross-wave patterns with varying or angled crests were also observed in connection with secondary instabilities that produce slow temporal modulations; see, e.g. figure 4 of Underhill etal (1991) .
Much of the explanation for the patterns found in section 3 certainly lies with the range of frequencies used and the size of the dimensionless damping y = 2vk 2 /&>. For example, the damping in our experiments is generally higher (by a factor of 10 or so; see table 1 below) than in McGoldrick (1968) , where water was vibrated at frequencies of 32 Hz or less. Despite the relatively weak dependence on viscosity found here, it is possible that a transition to ideal cross-waves occurs at still lower values, where most previous cross-wave experiments lie.
Several possible selection mechanisms for the particular pattern (angle) we see suggest themselves. It is tempting, for instance, to assume that the ideal angle is 60° and due to a nonlinear preference for hexagons. Alternatively, the angle might be selected by a resonant triad interaction (two subharmonic waves with one harmonic wave) or a five-wave resonance (four subharmonic waves with one harmonic wave). Such resonances predict angles between about 50° and 75°, depending on frequency, for the experiments reported above. However, nonlinear selection mechanisms should come into play at finite amplitude, while we find the same basic pattern at onset and beyond, at least when boundary conditions can be assumed constant. This suggests a linear selection mechanism wherein these patterns reflect the critical linear eigenfunctions of the problem.
The issues identified above can be clarified with model equations and numerical simulations, which provide both greater detail and parameter variability. In the following section we begin by looking carefully at the existing theoretical models used to simulate Jones (1984) , and their applicability to the current experiment.
Comparison with existing work
The table below illustrates the range of parameters investigated in a selection of previous cross-wave experiments, for comparison with those of section 3 (the final row of the table). The mode number N is defined as the number of half-wavelengths spanning the container; the crosswise wavenumber satisfies k y = Nn/ W where W is the width of the tank. The final column shows the dimensionless surface damping coefficient 2vky/co, which is one measure of departure from the inviscid limit. As the table illustrates, these results apart from (some of) McGoldrick's lie in the nearly inviscid gravity wave regime. They are obtained in large wave tanks with low mode numbers. The dimensionless surface damping is very small: of the order of 1(T 4 or less. Of course, the surface is not the only source of damping. Dissipation at the sidewalls is very important for experiments with low wavenumbers (modes) and wavemaker dissipation plays a role in nearly all cases. Depending on the depth of the container, dissipation at the bottom boundary can be significant as well. For example, in the experiments of Barnard and Pritchard (1972) (see second row of table 1), estimates based on the formulae of Bernoff et al (1989) (see below) suggest that dissipation at the bottom is negligible for N > 1 while the dissipation at the sides dominates for N < 6. The dissipation at the wavemaker is important and comparable to that at the surface. In the experiments of section 3, the wavemaker dissipation is the only significant contribution aside from the surface damping (again, they are comparable). These other sources of damping are important, and contribute to the difficulty of accurately calculating damping in a real experiment-contact line motion, meniscus effects, and finite-amplitude processes like wave breaking, can also significantly increase damping. We do not include estimates of additional damping coefficients in table 1, but doing so would not change the main point: that the damping in our experiments is higher (by several orders of magnitude) than the damping in most previous cross-wave experiments. The experiments described in section 3 lie in a distinct and relatively unexplored regime: higher frequency and low to moderate damping (0.02 < y < 0.38).
Theory: subharmonic instability and the NLS equation
While a number of early experiments (Schuler 1933, Lin and Howard 1960) added to the observations of Faraday (1831), a proper theoretical understanding of cross-waves began with Garrett (1970) , who showed that the cross-wave instability could be described by Mathieu's equation, and thus exemplifies parametric instability, just as the vertically forced Faraday wave instability does. The difference is that the energy needed to excite crosswaves is provided by the wavemaker (more generally, a moving boundary) and is therefore not distributed uniformly in space. Garrett found good agreement between his theory and the experiments of (Lin and Howard 1960) particularly with respect to the rightward shift of the frequency-amplitude curves. He emphasized in his conclusion that 'cross-waves are a transverse instability independent of the primary motion' (Garrett 1970) . This may be contrasted with an earlier theory put forth by McGoldrick (1968) where the parametric forcing mechanism was assumed to be provided by the primary (harmonic) wave field. McGoldrick likewise obtained a Mathieu-type equation (distinct from that of Garrett) which predicted subharmonic instability tongues and, after damping was included in an approximate way, onset values comparable with those measured in his experiment. The experiments of McGoldrick were performed in a tank of large aspect ratio and were initiated by a vertically oscillating wedge-shaped plunger that, judging from the figures provided, penetrates just a few centimeters below the fluid surface (less than the wavelength of most of the subharmonic waves considered). This is unlike most other wavemaker experiments where a moving flap extends well below the surface and thus moves a larger volume of fluid. It may be that with the relatively shallow wavemaker of McGoldrick, the primary harmonic waves do provide the mechanism for promoting cross-waves, but it is clear from subsequent theory (Jones 1984 , Bernoff et al 1989 , Varas and Vega 2007 ) that the harmonic surface waves, in most cases, lead only to minor corrections in the description of the cross-wave instability. The primary forcing mechanism comes from the evanescent harmonic flow field that is established near the wavemaker by its motion and not the harmonic surface waves that radiate away from it.
The theory of cross-waves was advanced by Jones (1984) , who obtained a cubic NLS equation to describe the slow spatial and temporal evolution of the cross-wave amplitude A(x,t). This equation was subsequently augmented by different authors to include viscous effects (Lichter and Chen 1987 , Bernoff et al 1989 and mode interactions (Ayanle et al 1990) . These theoretical models were compared successfully to experiment (Lichter and Bernoff 1988 , Underhill et al 1991 and capture many features of cross-wave behavior. However, they rely on certain assumptions, several of which do not apply to the experiments of section 3. These assumptions are:
(i) Damping is assumed to be small or nonexistent, (ii) Forcing is assumed to be small so that an asymptotic expansion in a related small parameter can be made, (iii) Surface tension is ignored (since most cross-wave experiments involve gravity waves) except perhaps in locating the resonance frequencies Bernoff 1988, Shemer and ). (iv) The downstream variation of the subharmonic waves is assumed to be much slower than the variation in the crosswise y direction (A x <^ k y A), i.e. the waves are assumed to be oriented crosswise, (v) The downstream variation of the subharmonic waves is assumed to be much slower than the variation of the evanescent flow field that drives them.
The final assumption is particularly important because if A(x, t) varies slowly in x, on a different lengthscale than the localized flow generated by the motion of the wavemaker, then there is no distributed source in the NLS equation, which describes only the slow spatial scale. The forcing enters via a homogeneous boundary condition. This situation is in contrast both to the case of vertically forced Faraday waves (where the forcing is uniformly distributed) and the theory of Varas and Vega (2007) where the forcing term appears in the governing equation because it varies on the same scale as the modulation (as in the experiment of section 3).
To examine the consequences of these underlying scaling assumptions we utilize the NLS model derived by Bernoff et al (1989) . This version is particularly useful for the comparison made here because it explicitly includes the leading order effects of viscous damping at the wavemaker, side walls, bottom and free surface. The formulation assumes a semi-infinite channel (so complications due to interaction of the two sides can be ignored) and a planar wavemaker, which is analogous to the flat endwall of our experimental container.
The NLS model obtained by Bernoff et al (1989) is parameterized by three dimensionless quantities: the nondimensional forcing e = ak y <£. 1, the Reynolds number Re = a/(vk respectively, with S=l + 2d/sinh(2d). A is a detuning parameter which, after neglecting the spatially dependent contribution from the harmonic surfaces waves (Bernoff et al 1989) , is given by
The first term captures the relative deviation of (half) the forcing frequency a from the resonant frequency a 0 = ^/gk y while the rest is due to viscous effects. Linearizing (2)(a) and looking for stationary states A(X, T) stability curve for cross-waves, which can be expressed as AQ e gives the neutral Equation (6) produces neutral stability curves like those shown in figure 13 . In that figure we take v = 1 cSt, W = 30 cm and D = 15 cm, which are close to the parameters used in Barnard and Pritchard (1972) , Lichter and Bernoff (1988) and Underhill et al (1991) (3)). This behaviour is familiar as well from the study of vertically forced Faraday waves in shallow containers. The interesting thing is that this behaviour persists even if dissipation at the bottom is neglected (the deep layer limit d~S>l). To see this clearly from (6) we ignore not only damping at the container bottom but also at the wavemaker (Z) = 0) and side walls. Then, setting a = a 0 and using the gravity wave dispersion relation a This decrease in critical amplitude with mode number (frequency) is in contrast to the case of distributed forcing where a direct balance between damping and forcing occurs. In the case of vertically forced Faraday waves in a deep fluid layer, for instance, the critical acceleration scales as g r monotonically with a (or k). A similar balance holds in the equations derived in Varas and Vega (2007) for the case of distributed but nonuniform forcing (note the nearly linear relation displayed in figure 14 of that reference). The key is the final scaling assumption mentioned above. In the NLS equation the forcing enters via the boundary condition, where it induces a 'slow' downstream variation A x characterized by a complex wavenumber K. It is the square of this wavenumber (and thus the square of the forcing), via the dispersive term A X x, that must balance damping. With no dissipation at the container bottom the decrease in critical acceleration values with increasing mode number (and hence increasing surface damping coefficient y) is somewhat counterintuitive and warrants careful examination. There are several cross-wave experiments where onset values can be quantitatively compared across distinct modes and we summarize these below.
McGoldrick (1968) measured marginal stability curves for N = 24 and N = 25 (wavelengths of 5.12 and 4.91 cm, respectively, in a container of width W = 61.4 cm) but these modes are so similar that no significant difference between their onset values can be seen.
Neutral stability curves are provided for modes N = 2 and N = 3 in Barnard and Pritchard (1972) (figure 2) . Critical values of 0.087 g (N = 2) and 0.072 g (N = 3) can be estimated, and this decrease is consistent with the NLS model and the behaviour shown in figure 13 . However, the fact that the wavelengths in question (30.6 and 20.4 cm) are greater than the depth of 16 cm means that this decrease is likely due to the change in damping at the container bottom.
Onset values are measured for modes N = 5 and N = 7 in Underhill et al (1991) (figures 3 and 7), providing estimates for the critical forcing of 0.064 g (N = 5) and 0.074 g (N = 7). The fluid depth of 25.8 cm is greater than the wavelengths of these modes (12.36 and 8.83 cm, respectively), which puts the experiment close to the deep layer limit. The measured increase in onset with increasing mode number is not explained by the NLS model, but is consistent with waves parametrically excited (in deep containers) by distributed forcing, like vertically forced Faraday waves or the two-dimensional horizontally shaken system considered in Varas and Vega (2007) .
Neutral stability curves for modes N = 3, 5, 6 and 7 were measured in Shemer and Lichter (1990) (figure 2), providing (minimum) onset values of 0.153, 0.137, 0.144 and 0.167g, respectively. The wavelengths of these modes (80, 48, 40 and 34.3 cm) should be compared to the depth of 60 cm. Note that, except for the transition from N = 3 (where the wavelength exceeds the container depth) to N = 5, the onset value increases with increasing mode number. Again, this is not explained by the NLS model, although this aspect of the experiment is harder to interpret than in Underhill et al (1991) because of the segmented wavemaker used, which generates larger dissipation via vortex shedding at the discontinuities (Shemer and Lichter 1990) .
Our own experimental set-up is designed for higher frequencies but we have measured onset values for gravity waves with mode numbers N = 7,..., 10 over the range 10-14 Hz in a larger 20 cm square container with a 3 cm deep layer of 10 cSt silicone oil, obtaining 0.138, 0.149, 0.164 and 0.175g, respectively. The increase in onset with frequency (mode number) is clear and, again, suggests a limitation of the NLS model.
We were primarily interested in section 3 not with onset values, but with measuring the downstream modulation of the observed patterns. The NLS model does, of course, predict modulation via the envelope A(x, t) (see, e.g. the simulations of Lichter and Chen 1987) , but this must remain small for self-consistency. The modulation in x should be much slower than the crosswise modulation (A x <^ k y A) and the variation of the forcing (evanescent flow field). The latter requirement can be problematic since the extent of the forcing scales with the depth D of the wavemaker (Bernoff et al 1989,Varas and Vega 2007) , which in a typical experiment is relatively large. One self-consistency test of the NLS model is the requirement k x D <^l where k x (proportional to the imaginary part of K) is used to characterize the modulation of A (x, t) . From the solution of the linearized problem in Bernoff et al (1989) we have k x = 2i<i€ c ky/*JS. This quantity depends on all the parameters of the problem, including mode number, but may be simplified by assuming a deep container (d~S>l), no detuning, and negligible damping at the wavemaker, sides and bottom. With these simplifications Figure 14 shows the curve where equality holds along with the range of forcing frequencies used in the experiments of table 1. Most previous cross-wave experiments lie below this line (the exception being McGoldrick 1968) but not always comfortably so-in the experiments of Barnard and Pritchard (1972) , for example, this estimate for k x D reaches values of about 0.6. Furthermore, (8) is only a simplified estimate that, among other things, ignores detuning, which is known to greatly affect the modulation of A(x, t). In Shemer and Kit (1989) , for example, where the condition k x D <^l holds easily, the separation of scales is not maintained throughout. The authors find that 'the gradual reduction of the frequency of forcing was accompanied by an increase of the wave amplitude at the wavemaker, while the extent of the region with noticeable cross-wave amplitude decreased, so that the whole wave field became restricted to the vicinity of the wavemaker'. These localized solutions decay on the same lengthscale as the localized harmonic flow near the wavemaker (i.e. on the scale of the wavemaker depth) and, thus, are not expected to be well described by the NLS model. In summary, the various NLS models that followed (Jones 1984) were successful in a number of ways. They show the kind of slow soliton-like modulations observed in many experiments (Barnard and Pritchard 1972 , Lichter and Shemer 1986 , Underhill et al 1991 . They capture the effect of detuning on a particular mode, like the transition from supercritical to subcritical bifurcation (Lichter and Bernoff 1988) , and even the complications due to mode interaction (Ayanle et al 1990) . The NLS models, however, represent a particular balance between forcing and damping that does not hold when the localized forcing region cannot be considered small, as revealed by the increase in onset value with mode number observed in our experiment and, to some extent, in Underhill et al (1991) and Shemer and Lichter (1990) . The underlying assumption of the NLS models of a separation of lengthscales in x, with the modulation allowed to vary only slowly compared to the localized flow field set up near the wavemaker, can restrict their applicability to very small values of damping (alternatively, very low frequencies) or to relatively shallow wavemakers.
The experiments we describe in section 3 are well beyond the regime where the NLS model is justified, even if extended to include surface tension. Damping and forcing are only moderately small (y is less than 1, but not by several orders of magnitude; see table 1), not nearly small enough to support the scaling assumptions required by the NLS model. In no sense is there a separation of lengthscales in the x-direction. On the contrary, in our experiments, the lengthscale of the forcing helps determine the lengthscale of downstream variation for the subharmonic waves. Subharmonic waves persist where the forcing supports them and quickly decay outside of this localized region. Their spatial variation and the variation of the underlying flow that provides the forcing are linked. Because this downstream variation is not slow, the patterns deviate strongly from ideal cross-waves, as described in section 3.
Numerical simulations
For the reasons discussed in section 4, we cannot use the NLS model to simulate our experiments, and must take a different approach. We require a model that permits a large variety of two-dimensional patterns (i.e. that does not assume proximity to ideal cross-waves a priori) and that incorporates a spatially extended forcing term (i.e. with no separation of lengthscales in x). Furthermore, it should work well not only with very low but also with moderately low damping (characteristic of low viscosity silicone oils and frequencies of 50-100 Hz). Such a model, to our knowledge, does not yet exist for the case of horizontal forcing, and it is beyond the scope of the current paper to derive one (this will be the subject of future work). The required features, however, are identical to those needed to model recent vertically forced Faraday wave experiments (see, for example, Arbell and Fineberg 2002) and a good choice for this purpose is the model derived by Zhang and Vinals (1997) . This wellknown model captures the weakly nonlinear dynamics of parametrically driven surface waves in weakly damped, deep containers. It reduces the three-dimensional Navier Stokes equations to a (nonlocal) set of equations involving only the surface coordinates x = (x,y), and thus greatly facilitates computations.
The use of this particular model in the context of our experiments can address some questions, but not others. The restriction to deep fluid layers is not a significant limitation since the depth of the experimental container, even in the 2 cm case, is at least several times greater that the wavelength of the subharmonic waves (less than 1 cm at forcing frequencies of 40 Hz or more). The restriction to weak damping is a concern, but significant error is expected only for the 50cSt oil experiments. The nondimensional damping factor y ranges from 0.022 (at 40 Hz) to 0.041 (at 100 Hz) for 5cSt oil and from 0.045 (at 40 Hz) to 0.082 (at 100 Hz) for lOcSt oil. For most purposes, these values can be considered small in the Zhang-Vinals model (Skeldon and Porter 2011) . Only for 50cSt oil does y exceed 0.1. With oil of this viscosity y is large enough (0.4 at 100 Hz, for example) that the ZhangVinals equations are not expected to apply. More significantly, this model assumes an infinitely extended fluid layer and cannot capture boundary effects (contact line dynamics, boundary layer damping, etc) that are important in experiments. Finally, since the forcing term used by Zhang and Vinals describes vertical forcing, it must be modified to apply to the horizontally forced case. As described below, the modification we make relies on the theoretical work of Varas and Vega (2007) , which shows how horizontal forcing leads to a parametric forcing mechanism that is completely analogous to the parametric forcing of the vertically forced case, except in its spatial dependence. The spatial profile of this parametric forcing, explicitly obtained in Varas and Vega (2007) , is used here.
It is clear that this model cannot be expected to be in quantitative agreement with the experiments, not least because it neglects damping at the container walls and contact line. The purpose of the simulations in this section is to qualitatively test the key idea that horizontal forcing in a sufficiently deep container leads to a spatially dependent, but extended, parametric forcing mechanism, strongest near the walls, that is otherwise analogous to uniform (vertical) parametric forcing. The resulting picture of subharmonic patterns largely determined by the spatial variation of an extended forcing function (not driven by a boundary condition) is qualitatively different from the picture provided by the NLS model. The fact that a simplified model with only this forcing mechanism, neglecting all damping at the boundaries, is still in reasonable agreement with the experimental results of section 3 and immediately reproduces similar surface wave patterns is a strong argument for the validity of this idea and for the generic nature of these patterns. It demonstrates, for one thing, that they cannot be dismissed as the product of experimental imperfections or peculiar boundary layer effects. Similar rotated patterns must be expected in vibrated fluid systems (of comparable scale and damping) whenever that vibration generates localized parametric forcing.
The modified Zhang-Vinals model
The model derived by Zhang and Vinals (1997) for the case of weakly damped parametrically excited surface waves in deep containers is
with the nonlinear terms defined by
Here, h{x,t) and ^{x,t) are the dimensionless surface height and velocity potential, respectively, V is the two-dimensional gradient operator and D is a (nonlocal) operator that multiplies each Fourier component by its wavenumber: b e lkx = \k\e lkx . The parametric forcing, which is uniform here, is characterized by G{t) = aGo cos(f), while the dimensionless fluid parameters are 2v* 0 2 r _™ 0 Figure 15. The shape of the induced parametric forcing described by (13) for a 9 cm long container and depths of 2 cm (dashed curve) or 5 cm (solid curve).
inviscid dispersion relation
Note that (12) implies G 0 + T 0 = 1/4. To apply (9) to the case of horizontal forcing, the spatially uniform parametric forcing term G(t) must be replaced by a nonuniform forcing term:
G(t) ^ G(x,t) = aGoF(x)cos(t).
The strength of the applied horizontal acceleration is a (units of g), while F(x) captures the profile of the effective parametric forcing, which will be strongest near the endwalls. We take F(x) from Varas and Vega (2007) , where equations were derived for surface waves in horizontally vibrated containers with one extended dimension. This study identifies the parametric forcing mechanism as an 'oscillating bulk flow' generated by the motion of the endwalls. This oscillating bulk flow produces an oscillating vertical pressure gradient at the free surface that can parametrically excite subharmonic waves. The profile of this induced parametric excitation is given by
where 0 < x < L is the horizontal variable and D is the depth of the container. The shape of the function f(x) is shown in figure 15 for L = 9cm and depths of 2 and 5 cm, corresponding to the experiment. It should be noted that there is a logarithmic singularity in f(x) at x = 0, L, where a boundary layer treatment is required and f(x) does not apply. The size of this boundary layer scales as 5 = s/v/co. Here we are not concerned with the details of the boundary layer but, consistent with the level of approximation inherent in (9), simply set the parametric forcing F(x) to zero when x^S or L-x^S.
This procedure ignores both forcing and damping within these boundary layers (just as lateral boundaries are ignored). For the experimentally relevant parameters, it is sufficient to truncate the summation in (13) at 100 terms.
The appropriate numerical factor relating F(x) with f(x) can be obtained by comparing the amplitude equations for subharmonic waves derived in Varas and Vega (2007) (see (5. 3) therein) with those derived from (9) in Porter and Silber (2004) . This comparison yields F(x) = (2ko/kh)f(x), where kh is the wavenumber of inviscid harmonic waves satisfying
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K h 2 gk h + -^=of. p We emphasize that the forcing G(x,t) = aGoF(x)cos(t) substituted into (9) is a natural generalization of the usual uniform parametric forcing, while its particular profile F(x) is based on a theoretical result (Varas and Vega 2007) . In other systems with localized parametric forcing the profile may differ from F(x), but the forcing term will still take the same general form.
We integrate (9) after substituting G(t) -> aGoF(x)cos(t) using the Fourier-Galerkin method outlined in Zhang and Vinals (1998) . This is a convenient way to deal with the nonlocal operator b, which is diagonal in Fourier space. Time stepping is done using a trapezoidal scheme for linear terms and a second-order Adams-Bashforth scheme for nonlinear terms (the parametric forcing term G(x, t)h(x, y) is treated as a nonlinear term). As noted by Zhang and Vinals (1998) , high wavenumber instabilities can appear after long integration times, and we have likewise found it necessary to apply a low-pass filter.
Periodic boundary conditions in x e [0, L] are not appropriate in our case because the motion of the two endwalls is out-of-phase by 180° and thus the opposing subharmonic waves, to the extent that they are independent of each other near these endwalls, are out-of-phase by 90°. Neumann boundary conditions (vanishing perpendicular derivative at the boundaries) are more appropriate, particularly in the case of an underfilled container (i.e. 'free' boundary conditions), and are imposed in what follows.
Onset of subharmonic waves
The onset at a = a c of subharmonic waves as a function of forcing frequency is shown in figure 16 . These results are obtained by integrating the linearized version of (9) with parameters appropriate for 5 cSt silicone oil on a 9 cm square domain with Neumann boundary conditions. The calculated onset values are in rough qualitative agreement with the experiment (cf figure 7) , but underestimate the critical acceleration by a factor of two or so over most of the range, probably due to damping within the boundary layers and at the contact line, which is neglected in the model. Note the oscillations in a c as the minimum onset value moves to higher modes with increasing forcing frequency. These oscillations are due to discrete wavenumber selection in the crosswise y-direction: k y = Nn/L, N = 1,2,..., and reflect the detuning between the selected frequency co/2 and the natural frequencies of the allowed modes. This is illustrated more clearly in the upper part of figure 17 where the onset for individual modes is shown between 60 and 70 Hz. The lower part of figure 17 shows the average pattern angle for the mode with the lowest onset. Not surprisingly, the (linear) detuning in a 9 cm square container can cause the eigenfunctions to rotate; the average pattern angle can change by as much as 10° as the forcing frequency sweeps past (twice) the natural frequency of one mode and on to the next.
The first two excited modes at 64 Hz are shown in figure 18 . The N = 31 mode (a) has the lowest onset, and at 64 Hz this is very close to the minimum of the neutral stability curve (at 63.7 Hz). The next instability is to the N = 30 mode (b), which has one less (half) oscillation in y and, to compensate, more rapid oscillations in x. 
Bifurcation curves
We can use (9) to make a more direct comparison with experiment by varying the forcing amplitude a with frequency fixed, as in section 3. The simulation results for 5 cSt oil in a 5 cm deep container are shown in figure 19 , which should be compared with figure 7. Note that, while some bifurcations are supercritical, others are clearly subcritical (at 80 and 100 Hz, for example). This is consistent with the experiments (supercriticality or weak subcriticality is observed) and with the known effect of detuning on parametric instabilities (Meron 1987, Lichter and Bernoff 1988 ): supercritical bifurcation is expected when the forcing frequency is above the resonance frequency, subcritical bifurcation when it is below. The lower portion of the figure shows that in the simulations, as in the experiment, the pattern angle tends to decrease as the forcing and wave amplitude increase. The difference between the onset pattern and the nonlinear pattern obtained at higher forcing is illustrated in figure 20 . To the eye, there is not much separating these solutions besides the modulations evident on the right side of figure 20(b). This suggests that, as in the experiments, the nonlinear solutions (prior to any secondary instabilities) are not qualitatively different from the eigenfunctions of the linear problem. Simulation results for lOcSt oil in a 5 cm deep container are shown in figure 21 , which should be compared with figure 10. Again, the bifurcation of subharmonic patterns is either supercritical or (slightly) subcritical, depending on the detuning at the applied frequencies. The pattern angle decreases with increasing amplitude, but less so than in the lower viscosity case of figure 19 .
The numerical results for 50cSt oil in a 5 cm deep container are shown in figure 22, which can be compared with figure 11. There is little to distinguish between supercritical and subcritical bifurcations now, nor is there much evidence that the pattern angle is changing with forcing amplitude. Recall, however, that (9) is not expected to work very well at such large viscosity.
Dependence on depth
The container depth, which sets the scale of the forcing F(x), can be easily varied in the numerical model and the results of this are shown in figure 23 for the case of 60 Hz forcing and 5 cSt oil. The critical forcing value decreases with increasing depth, as expected. Note that 5 cm is effectively in the deep layer limit; the onset is not appreciably lowered by further increasing fluid depth. 
Dependence on viscosity
The effect of increasing viscosity in the experiment is to raise the threshold of subharmonic instability and to lower the average pattern angle. The results of continuously increasing viscosity in the numerical model are shown in figure 24 , again for the case of 60 Hz forcing. The onset of the subharmonic instability increases with viscosity v in a nearly linear fashion, particularly for small values. This should be contrasted with the ^/v dependence predicted by the NLS model. The pattern angle becomes increasingly difficult to measure at higher viscosities because the patterns become very localized near the endwalls and the corresponding Fourier transform is therefore very broad. The overlap of symmetric peaks at (k x , k y ) and (-k x , k y ) in this transform can cause the maximum to move to k x = 0 (corresponding to a pattern angle of 90°). This happens for an increasing fraction of the oscillation period as viscosity increases and suggests that the location of the maximum of the spectrum, averaged over time, no longer provides a good measure of highly localized patterns. The average angle remains roughly constant, but the minimum angle, which is taken from the point of the oscillation period when the peaks in the Fourier transform are most separated from each other, reveals a trend toward lower angles (more rotated patterns) as viscosity increases, consistent with the experimental results of figures 7, 10 and 11.
Discussion of numerical results
Here we summarize the conclusions that can be drawn from the numerical simulations of this section. First, the subharmonic patterns observed in the experiments can be captured surprisingly well by a model containing a spatially dependent parametric forcing term (as opposed to forcing via boundary condition as in the NLS model). This model correctly captures several features including the increase in streamwise modulation (decrease in pattern angle) with wave amplitude and the apparent (but weak) decrease in pattern angle with viscosity. Second, the simplified damping and boundary conditions used in the model suggests that the patterns observed in the experiments are quite generic. Their properties may be affected by, but do not rely on, the precise boundary conditions and other experimental details. Third, these patterns seem to be largely determined by the linear problem. That is, while nonlinear effects do come into play, typically lowering the pattern angle as noted above, the qualitative character of these patterns is present already in the linear eigenfunctions. This suggests that wavenumber selection in the streamwise direction is fundamentally due to the spatial profile of the parametric forcing mechanism and not the result of resonant interactions between the subharmonic waves themselves.
Conclusion
The cross-wave instability is richer and more closely related to the subharmonic standing wave instability of vertically forced Faraday systems than has commonly been appreciated, despite Faraday having made this point himself (Faraday 1831): 118. These ripple-like stationary undulations are perfectly analogous as to cause, arrangement and action with the heaps and crispations already explained, i.e. they are the results of that vibrating motion in directions perpendicular to the force applied (105), by which the water can most readily accommodate itself to rapid, regular, and alternating changes in bulk in the immediate neighbourhood of the oscillating parts.
This connection has been neglected due to the different treatment these waves have received in subsequent experiments. While vertically excited subharmonic waves were systematically investigated across a wide range of parameters, including large-aspect-ratio containers and moderate damping where a variety of beautiful patterns were discovered (see, e.g. Edwards and Fauve 1994 , Kudrolli et al 1998 , Arbell and Fineberg 2002 , the interest in cross-waves has been largely confined to the context of low frequency wavemaker experiments in water. The theory (Jones 1984 , Lichter and Chen 1987 , Lichter and Bernoff 1988 , Miles 1988 , Bernoff et al 1989 , Ayanle et al 1990 , Shemer and Lichter 1990 developed to describe these cross-wave experiments focused on a NLS description that is valid in the limit of small damping and forcing, when the waves are close to ideal crosswaves, and where they vary slowly compared to the size of the forcing region (comparable to the depth of the wavemaker). The experiments described in section 3 demonstrate the presence in horizontally vibrated systems of subharmonic surface waves that do not conform to the standard description of cross-waves and where no separation of lengthscales occurs. These waves appear at onset, persist over a wide range of parameters, and are undoubtedly the same basic phenomenon described by Faraday in 1831. The patterns we observe, however, cannot properly be called 'cross-waves'. They are characterized by an average angle typically between 50° and 80°. This angle is difficult to measure precisely (due to the rapid spatial decay of the patterns) and can vary with forcing frequency (detuning), forcing amplitude, viscosity and boundary conditions. Under no circumstances, however, did we observe pure crosswise patterns, leading us to conclude that they simply do not arise for the range of parameters considered.
Some properties of these patterns were understood using a modified version of a Faraday wave model derived by Zhang and Vinals (1997) after replacing the uniform parametric forcing term with an appropriate spatially dependent one. This model easily produces the same type of pattern observed in the experiments, albeit with slightly higher angles, and gives onset values that are in qualitative agreement. The detuning is seen to select between supercritical and subcritical bifurcation, as expected, and to generate variations in average pattern angle of 10° or so in a 9 cm square container. The decrease of pattern angle with forcing amplitude, observed in figures 4, 7, 9, 10 and 11, is also captured by the model (except at high viscosity). Furthermore, figure 24 supports the notion that viscosity is important in the rotation of patterns away from 90°. At the same time, there is no evidence that pure crosswise patterns exist in this system, even in the inviscid limit.
A physical argument to explain rotated patterns begins with the basic fact that, already at the linear level, the surface waves obey a dispersion relation that depends on forcing as well as damping. If this forcing varies with x, as it does in our case, then some kind of modulation in x will be induced on the same scale. Near the inviscid limit, where the critical forcing is very small and the dispersion relation is nearly that of inviscid (unforced) capillarygravity waves, cross-waves that exhibit only very slow oscillations in the x-direction should be present, consistent with the observations of low frequency wavemaker experiments (Barnard and Pritchard 1972 , Lichter and Shemer 1986 , Shemer and Lichter 1987 , Lichter and Underhill 1987 , Underhill et al 1991 . Indeed, we find some evidence for this 'cross-wave' limit both experimentally, in the more rotated patterns obtained with the more viscous 50cSt oil (figure 11), and numerically, in the observed correlation between viscosity and pattern angle shown in figure 24. We emphasize again, however, that pure cross-waves were never observed in our experimental container, and not even in the numerical simulations with v«l, probably because the forcing (with a depth of 2-5 cm) is not sufficiently localized to allow the separation of lengthscales required. A more careful investigation of the inviscid limit, considering both short and long containers would be illuminating and will be undertaken elsewhere.
