n r introducing path analysis to sociologists, Duncan (1966) argued that one of the great virtues of the method &dquo;is that it provides a calculus for indirect effects.&dquo; Since that time, a number of authors has elaborated the &dquo;calculus for indirect effects&dquo; in the form of path analytic decompositions of correlations into components. Relatively early discussions of the topic by Duncan (1966) and Land (1969) failed to distinguish effects from noncausal sources of correlation. This conceptual error was corrected by Duncan (1971) , and clear descriptions of the method of effect decomposition appear, for example, in Finney (1972) and in Lewis-Beck (1974) . Computational procedures, however, remained tedious and error prone, whether they employed algebraic or equivalent path-tracing techniques. Alwin and Hauser (1975) noted the identity of effect coefficients and certain reduced-form regression coefficients; using this identity as the basis, these authors suggested a somewhat simplified computa-4 tional strategy applicable to just-identified recursive models. Greene (1977) presented a method based on matrix multiplication that is essentially similar in its basis to the approach developed in the present article.'
The main purpose of this article is to introduce a computationally efficient and general technique for path analytic decompositions. Since there has been some interest in path analytic decompositions for models with unstandardized variables and for nonrecursive models (e.g., Greene, 1977 ; Lewis-Beck and Mohr, 1976;  Heise, 1975; Namboodiri et al., 1975) , these topics will also be considered below. I should stress that, although this article will introduce some novel material, at the very least it provides a simple procedure for calculating the usual measures of direct, indirect, and total effects in recursive models with standardized coefficients.
The article begins by considering recursive models with unstandardized coefficients, developing the method for standardized variables as a special case. Many of the results presented below are available in the literature (e.g., Duncan, 1975 ), but they are included here to preserve the logic of the exposition and to motivate the extension from scalar to matrix methods.
EFFECT ANALYSIS IN RECURSIVE MODELS WITH UNSTANDARDIZED VARIABLES
For concreteness, consider Blau and Duncan's (1967) Blau and Duncan (1967) Greene, 1977) .
A recursive model may be thought of as a directed, acyclic network (Harary et al., 1965) Note that the large negative covariance between the disturbances makes little substantive sense here and, therefore, casts doubt upon the specification of the model (see Gillespie and Fox, 1980 , for further discussion of this point).
distribution. Johnston (1972) and Fisher (1970) .
14. For extended discussion (in a different context) of stability conditions for nonrecursive models, see Fisher (1970) . Lewis-Beck and Mohr (1976 
