This work suggests an interpolation-based stochastic collocation method for the non-intrusive and adaptive construction of sparse polynomial chaos expansions (PCEs). Unlike pseudospectral projection and regression-based stochastic collocation methods, the proposed approach results in PCEs featuring one polynomial term per collocation point. Moreover, the resulting PCEs are interpolating, i.e., they are exact on the interpolation nodes/collocation points. Once available, an interpolating PCE can be used as an inexpensive surrogate model, or be postprocessed for the purposes of uncertainty quantification and sensitivity analysis. The main idea is conceptually simple and relies on the use of Leja sequence points as interpolation nodes. Using Newton-like, hierarchical basis polynomials defined upon Leja sequences, a sparse-grid interpolation can be derived, the basis polynomials of which are unique in terms of their multivariate degrees. A dimension-adaptive scheme can be employed for the construction of an anisotropic interpolation. Due to the degree uniqueness, a one-to-one transform to orthogonal polynomials of the exact same degrees is possible and shall result in an interpolating PCE. However, since each Leja node defines a unique Newton basis polynomial, an implicit one-to-one map between Leja nodes and orthogonal basis polynomials exists as well. Therefore, the in-between steps of hierarchical interpolation and basis transform can be discarded altogether, and the interpolating PCE can be computed directly. For directly computed, adaptive, anisotropic interpolating PCEs, the dimension-adaptive algorithm is modified accordingly. A series of numerical experiments verify the suggested approach in both low and moderately high-dimensional settings, as well as for various input distributions.
Introduction
Studying a physical system often involves assessing the influence of uncertain parameters upon its behavior and outputs, the latter commonly called the quantities of interest (QoIs). Typical study domains of this category are uncertainty quantification (UQ) [61, 67] , which aims to characterize the QoI statistically, and sensitivity analysis (SA) [57] , the goal of which is to quantify the significance of each uncertain parameter regarding its impact on the QoI. For both types of analysis, of particular importance to industrial scientists and engineers are non-intrusive methods, i.e., ones that allow the black-box use of the complex and often proprietary computer models which simulate the physical system under investigation. Such models are typically computationally expensive, therefore, the cost of non-intrusive methods is usually measured by the number of model evaluations, accordingly, simulations, necessary until the desired accuracy has been reached. Put otherwise, the less model evaluations needed for a sought accuracy, the more attractive the non-intrusive method. Several approaches that fall into this category are available, e.g., based on sampling [13, 38, 40, 59] , kriging [20, 39, 60] , or, more recently, neural networks [70, 80, 81] .
If the functional relation between the model inputs and the QoI is smooth, a spectral method [35, 76] can be used to derive a global polynomial approximation of it. Once available, the polynomial approximation can be used as an inexpensive surrogate model and be sampled in the place of the original model, or be otherwise post-processed for UQ or SA purposes [1, 12, 29, 52, 66, 78] . For sufficiently smooth functions, a fast, even exponential, convergence in terms of approximation accuracy is to be expected. The non-intrusive computation of spectral approximations is commonly accomplished with stochastic collocation methods [21, 22, 77] . Combined with sparse approximation techniques [62, 68] , stochastic collocation methods may even break the curse of dimensionality [16] , or at least enable studies with a comparably large number of parameters, typically up to moderately high dimensions [5, 6, 15, 17, 19, 30, 42, 43, 46, 53, 55, 74] .
One popular approach is to compute a (sparse) polynomial chaos expansion (PCE) [29, 79] , the basis polynomials of which are orthogonal with respect to the joint probability density function (PDF) which characterizes the model parameters. Orthogonal polynomials are chosen either according to the Wiener-Askey scheme [79] or are numerically constructed [64, 72] , the latter option allowing the consideration of arbitrary input PDFs. Statistics and global sensitivity indices [63] can be seamlessly computed by simply post-processing the PCE's terms [5, 29, 66] . Non-intrusively, sparse PCEs are commonly computed with pseudo-spectral projection (PSP) [17, 18, 74] or least square regression (LSR) [6, 19, 30, 46, 55] stochastic collocation methods. Either to avoid aliasing errors [17, 18] or to establish stable regression problems [14, 47, 48] , both approaches result in less PCE terms than collocation points. Equivalently, to construct an M -term PCE, CM , C > 1, collocation points are needed. Since each collocation point corresponds to a possibly costly model evaluation or simulation, it is of interest to keep their number to a minimum.
An M -term polynomial approximation can be constructed using exactly M collocation points with an interpolation-based stochastic collocation method [76, 79] . However, with the exception of Lagrange interpolation schemes [1, 2, 33, 42, 43, 52, 53, 65, 78] , the interpolation-based computation of spectral approximations is rarely seen in practice due to numerical stability issues [69] . In the particular case of PCEs, the direct use of interpolation is not to be found in the literature. Indirectly, a PCE can be derived by first computing a sparse-grid interpolation and then transforming the Lagrange polynomial basis to an orthogonal one [10, 11, 56] . Nevertheless, such an approach requires multiple Lagrange polynomials of the same degree to be mapped to orthogonal ones of unique degrees. Equivalently, multiple collocation points correspond to a single PCE basis polynomial. As a result, less PCE terms than collocation points are obtained, similar to the aforementioned PSP and LSR collocation methods.
This work suggests an interpolation-based stochastic collocation method to construct sparse PCEs adaptively and using a single interpolation node, equivalently, collocation point, per polynomial term. The resulting PCE is an interpolating one, i.e., it is exact on the interpolation nodes. The proposed method is based on Leja sequences [37] , which, additionally to other attractive properties, are nested and can be used for the construction of sparse interpolation grids [50] . The main idea is very simple and proceeds as follows. By combining Leja nodes with an interpolation scheme based on Newton-like, hierarchical polynomials [15] , a global approximation with basis polynomials of unique multivariate degrees can be constructed. Additionally using a dimension-adaptive algorithm [28] results in an adaptively constructed, sparse-grid interpolation, while the use of weighted Leja nodes [50] allows us to tailor the interpolation to any continuous input PDF. In this case, a transform to an orthogonal polynomial basis has the distinct characteristic that the Newton basis polynomials are uniquely mapped to the orthogonal ones in terms of their degree, thus resulting in an interpolating PCE. However, since each Leja node defines a unique Newton polynomial, it is implicitly mapped to a unique orthogonal polynomial as well. Therefore, the interpolation can be computed by directly using an orthogonal polynomial basis, i.e., without the in-between steps of a hierarchical interpolation and a basis transform. The aforementioned dimension-adaptive algorithm can be accordingly modified as to employ orthogonal polynomials, while the adaptivity shall be guided by the PCE coefficients, which can be interpreted as sensitivity indicators.
The remainder of this paper is organized as follows. Section 2 presents the type of problem considered in this work and recalls briefly PCEs and interpolation-based stochastic collocation methods. Section 3 constitutes the main body of this paper and outlines the steps leading to adaptively constructed, sparse interpolating PCEs. In Section 4, non-adaptive interpolating PCEs are compared against ones computed with PSP and LSR methods, while adaptively constructed interpolating PCEs are verified in the context of moderately high-dimensional input uncertainty. A conclusion on the findings of this work and suggestions on possible continuations are available in Section 5.
Preliminaries

Problem Setting
We abstractly denote the functional relation between a model's input parameters and a scalar QoI with g (y) ∈ R, where y ∈ R N is the parameter vector. In this regard, function g may refer to any kind of model, ranging from an analytical function to a complex numerical simulation. In the context of the present work, y = Y (θ) ∈ Ξ, θ ∈ Θ, is a realization of an N -dimensional random variable (RV) Y = (Y 1 , . . . , Y N ), defined on the probability space (Θ, Σ, P ) and characterized by the PDF ̺ : Ξ → R ≥0 , where Ξ ⊆ R N denotes the image space, Θ the sample space, Σ the set of events, and P the probability measure. Throughout this paper, we will assume that Y consists of independent RVs, such that ̺(y) = N n=1 ̺ n (y n ), Θ = Θ 1 × · · · × Θ N , and Ξ = Ξ 1 × · · · × Ξ N . Nevertheless, dependencies can also be handled with suitable transformations [24, 32, 36] .
Under the assumption that g is a smooth function, our goal is to compute a spectral approximation
where c m are scalar coefficients and Ψ m multivariate global polynomials, i.e., ones defined over the entire image space Ξ. Given sufficient approximation accuracy, the polynomial model (1) may be used as a surrogate to the original model and replace it in computationally demanding tasks to reduce the overall cost. Moreover, depending on the polynomial basis {Ψ m } M m=1 , statistical measures and sensitivity indices can be inexpensively estimated by post-processing the approximation's coefficients and polynomials [1, 12, 29, 52, 66, 78] .
Polynomial Chaos Expansions
The polynomial approximation (1) is a PCE if the polynomials Ψ m , m = 1, . . . , M , are orthogonal with respect to the joint PDF, i.e., if they satisfy the property
where δ mn is the Kronecker delta and γ m a normalization factor. The orthogonal polynomials are commonly chosen according to the Wiener-Askey scheme [79] or are numerically constructed [64, 72] . Under the independence assumption, the multivariate orthogonal polynomials are given as
where ψ pn n are univariate polynomials of degree p n ∈ Z ≥0 , which are orthogonal with respect to the corresponding univariate PDF, i.e., they satisfy the property
Accordingly, p = (p 1 , . . . , p N ) is a multi-index equivalent to the multivariate polynomial degree. We note that a single index m is uniquely associated to a multi-index p, e.g., as in [1] . Using the multi-index notation, formula (1) can be equivalently written as
where Λ is a multi-index set with cardinality #Λ = M . Tensor product (TP), total degree (TD), and hyperbolic cross (HC) multi-index sets are commonly encountered in the literature, see, e.g., [1, 6, 18] , all of which fall into the category of downward-closed (DC) sets [28] , i.e., they satisfy the property ∀p ∈ Λ ⇒ p − e n ∈ Λ, ∀n = 1, 2, . . . , N, with p n > 0,
where e n is the n-th unit vector. Other than TP ones, DC multi-index sets are often employed in the context of sparse PCEs [17, 18, 46, 74] . Arbitrarily shaped sets can also be used [4, 5] . The post-processing of PCEs has been explained thoroughly elsewhere, see, e.g., [5, 29, 66] . We remind briefly some of its aspects, with an emphasis on PCE-based Sobol SA [57, 63] , which is closely connected to the dimension-adaptive construction of interpolating PCEs discussed in Section 3.3. In particular, the first PCE coefficient, i.e., the one corresponding to the multi-index 0 = (0, . . . , 0), provides an estimate for the expected value of the QoI, such that
Assuming that the PCE basis is orthonormal, i.e., γ m = 1, m = 1, . . . , M , in formula (2), the variance of the QoI is estimated by
Regarding the variance-based Sobol SA, we focus here on the so-called first-order and total-order Sobol indices. The former quantify the impact of a RV upon the QoI assuming no interaction with the other RVs, which are kept constant. In the latter case, the RV is assumed to interact with all other RVs. Defining the first-order and total-order multi-index sets with respect to the n-th RV as
we compute the corresponding partial variances
and, finally, the first-and total-order Sobol indices
Sobol indices corresponding to in-between interaction orders are here omitted, but can be computed in a similar way.
Interpolation-Based Stochastic Collocation
One possible way to compute (1) non-intrusively, is to use an interpolation-based stochastic collocation approach [76, 77] . Given an interpolation grid, i.e., a set of prescribed nodes {y m } M m=1 along with the corresponding model evaluations {g(y m )} M l=1 , the interpolation condition g(y m ) = g(y m ), m = 1, . . . , M , leads to the linear system of equations
where
Solving (13) for c yields the coefficients of the spectral approximation (1). In principle, the interpolating polynomial is unique for a given interpolation grid and can be represented using any polynomial basis [26] . E.g., using an orthogonal basis with respect to the PDF, an interpolating PCE would be obtained. In practice, however, due to numerical stability issues [69] , interpolation-based stochastic collocation methods are avoided. One exception is the so-called Lagrange interpolation approach, where, most commonly, the global polynomial approximation (1) is given as a linear combination of TP univariate Lagrange interpolation rules. The method is known as sparse-grid interpolation or as the sparse-grid stochastic collocation method, and is briefly introduced next. Extensive presentations are available in a number of works, see, e.g., [1, 2, 52, 78] .
With respect to the n-th RV, a univariate Lagrange interpolation rule is defined by an interpolation level i n ∈ Z ≥0 and the corresponding interpolation grid G n,in = y
, where the monotonically increasing level-to-nodes function m n (i n ), m n (0) = 1, relates the interpolation level to the size of the grid. The univariate Lagrange interpolation reads
where l
n,in are univariate Lagrange polynomials of degree m n (i n ) − 1, defined as
It is generally desirable to use nested grids, such that G n,in−1 ⊂ G n,in , i n > 0. Then, in the case of an interpolation level refinement from i n to i n + 1, the model evaluations upon the nodes of G in are readily available. Moreover, nested univariate grids are crucial to the construction of sparse grids in the multivariate case [2] . For the multivariate sparse-grid interpolation, we employ a multi-index set Λ holding multiindices i = (i 1 , . . . , i N ) with the corresponding univariate interpolation levels. The multi-index set Λ is typically DC [28] . Defining the univariate hierarchical surplus operator as
where I n,−1 [g](y n ) = 0, and its TP counterpart as
where ⊗ denotes a tensor product, the sparse-grid interpolation reads
The corresponding sparse grid is given as a union of tensor grids, such that
Depending on the form of the multi-index set Λ, sparse grids are either isotropic [1, 2, 52, 78] or anisotropic [15, 33, 42, 43, 50, 53, 58, 65] , the latter being especially advantageous in the case of parameters with an unequal influence upon the QoI. Formula (18) can be equivalently written in the form of (1), where Ψ m are now multivariate Lagrange polynomials
of multivariate degrees (m 1 (i 1 ) − 1, . . . , m N (i N ) − 1). Contrary to formula (5), it now holds that #G Λ = M instead of #Λ = M , since each interpolation node defines a single polynomial and a multi-index may correspond to more than one interpolation nodes. We also note that formula (18) does not necessarily satisfy the interpolation property
unless the underlying univariate interpolation rules (14) are based on nested grids [2] .
3 Adaptive Sparse Polynomial Chaos Interpolation
Leja Sequences
Leja sequences constitute the main component of the suggested approach for computing an interpolating PCE. In its original form [37] , a Leja node sequence y
, is obtained by solving the optimization problem
for each node y (j) , j ≥ 1. The initial node y (0) ∈ [−1, 1] can be chosen arbitrarily, therefore Leja sequences are not unique. The weighted counterpart of (22) uses a univariate PDF ̺ (y) as a weight function and transforms the optimization problem to
thus yielding a so-called weighted Leja sequence [50] . As in the unweighted case, the initial node can be chosen arbitrarily in the image space Ξ. Leja nodes have a number of desirable properties. We focus here on the properties that are relevant in the context of this work. A more extensive discussion can be found in [50] . First, Leja sequences comprise suitable interpolation and quadrature nodes, as indicated by tests with uniform [15, 41, 42, 50, 51, 58] , normal [50] , and more general distributions [23, 27, 41, 42, 71] . Additionally, due to their definition in (22) and (23), Leja sequences are nested. Due to the nestedness property, Leja nodes can be employed in the -possibly adaptive -construction of sparse interpolation and quadrature grids [15, 27, 41, 42, 50, 51, 58] .
Hierarchical Leja Interpolation
In connection to the Lagrange interpolation method presented in Section 2.3, we now assume that the level-i n univariate interpolation grid coincides with a Leja sequence given as in (22) or (23), such
. In that case, the corresponding level-to-nodes function is m n (i n ) = i n + 1.
Moreover, the interpolation grids are nested and differ by a single node, i.e.,
n , i n > 0. Next, we abandon the classical Lagrange interpolation (14) in favor of a hierarchical/sequential one [15] . To that end, we introduce the modified Newton polynomials
Essentially, a modified Newton polynomial ν in n coincides with the Lagrange polynomial l (in+1) n,in defined for the same Leja sequence. However, the degree of ν in n is unique and equal to i n , such that no two polynomials defined for the same Leja sequence can be of equal degree. Equivalently, each Leja node defines and corresponds to a single polynomial. Moreover, Newton polynomials do not change if additional nodes are added to the interpolation grid. One can then derive the hierarchical/sequential univariate interpolation
where the coefficients s jn are known as the hierarchical surpluses.
Moving to the multivariate case, each multi-index i defines now a single multi-dimensional Leja node
and a single multivariate modified Newton polynomial
the multivariate degree of which is unique and equal to i, similarly to the univariate case. Accordingly, employing the sparse-grid interpolation formula (18) , each hierarchical surplus operator ∆ i shall add a single polynomial term to the interpolation and a single Leja node to the sparse grid. It therefore holds that #Λ = #G Λ and, similarly to formula (5), #Λ = M . Consequently, the summation in (18) is performed over a sequence of DC multi-index sets (Λ k )
, where Λ 0 = G Λ0 = ∅. Then, the interpolation with respect to each multi-index set Λ k can be written in the hierarchical/sequential form
In principle, the sequence (Λ k ) k≥1 with #Λ k = k can be constructed by appropriately ordering the multi-indices of any DC multi-index set, such as a TD or a HC one. Alternatively, a greedyadaptive algorithm can be employed, similar to the dimension-adaptive approach originally presented in [28] for quadrature purposes, in order to construct an anisotropic sparse-grid interpolation. We tailor the idea of dimension-adaptivity to the special case of Leja-sequence-based interpolation grids, as depicted in Algorithm 1.
The algorithm is typically initialized with Λ 1 = {i 1 = 0}, however, any initial DC set can be used. At each step, a DC set Λ k with #Λ k = k is available, along with the Leja-based sparse grid G Λ k and the interpolation I Λ k [g] (y). The corresponding admissible set, i.e., the set of multi-indices which satisfy property (6) if added to Λ k , is defined as
Each multi-index i ∈ Λ adm k is uniquely associated to a single admissible Leja node y (i) . Similar to [28] , we connect the contribution of an admissible multi-index to the magnitude of the corresponding hierarchical surplus s i , which can be computed as in (27) . Therefore, the multi-index set Λ k shall be enriched with the multi-index
i.e., the one corresponding to the maximum contribution. At any given step of the algorithm, the total number of model evaluations is equal to #Λ k + #Λ adm k . The procedure is continued iteratively until a simulation budget B is reached, or until the total contribution of the admissible set is below a tolerance ǫ. After the termination of the iterations, the final interpolation is constructed using all multi-indices in Λ k ∪ Λ adm k , since the hierarchical surpluses corresponding to the admissible nodes have already been computed.
Data: function g (y), initial DC multi-index set Λ
init , tolerance ǫ, simulation budget B. Result: DC multi-index set Λ, sparse grid G Λ , sparse-grid interpolation
Algorithm 1: Dimension-adaptive hierarchical Leja interpolation.
Basis Equivalence and Interpolating PCEs
Given a hierarchical interpolation in the form of (27), we may use the multi-index set Λ to construct the orthonormal polynomial basis {Ψ i } i∈Λ . For both types of basis polynomials, the respective multivariate polynomial degrees coincide with the multi-indices i ∈ Λ. Hence, there exists a one-toone relation between the modified Newton and the orthogonal polynomials in terms of their degrees. We therefore obtain two equivalent representations of the interpolating polynomial upon the sparse grid G Λ , i.e.,
where the second representation is an interpolating PCE. The unknown PCE coefficients can be computed simply by enforcing the interpolation property and solving the system (13), where the elements of the right-hand-side vector g correspond to the already available model evaluations upon the nodes of the Leja sparse grid. Essentially, the procedure described above is a basis transform, similar in spirit to the ones employed in [10, 11, 56] for the case of uniformly distributed inputs, Clenshaw-Curtis nodes, and Lagrange interpolation. In those works, a mapping from the multiple Lagrange polynomials with an equal degree to the unique orthogonal ones is needed. Accordingly, multiple collocation points correspond to a single orthogonal polynomial. On the contrary, here, the aforementioned one-to-one map between Newton and orthogonal basis polynomials results in a much simplified basis transform, while, more importantly, the number of PCE terms is exactly equal to the number of interpolation nodes. Moreover, the PCE is exact on the collocation points, i.e., it satisfies the interpolation property. Additionally, the use of weighted Leja nodes allows us to consider any continuous input PDF when constructing the initial interpolation.
Nevertheless, the interpolating PCE can be computed without the in-between steps of first deriving a hierarchical interpolation and then performing a basis transform. As shown in Section 3.2, each Leja node y (i) , i ∈ Λ, defines a unique modified Newton polynomial N i . Therefore, based on equation (30) and the aforementioned equivalence between the two polynomial bases, each Leja node is implicitly mapped to a unique orthogonal basis polynomial as well. Consequently, given a Data: function g (y), initial DC multi-index set Λ init , tolerance ǫ, simulation budget B. Result: DC multi-index set Λ, sparse grid G Λ , sparse-grid interpolation
Algorithm 2: Dimension-adaptive, Leja-based, polynomial chaos interpolation.
multi-index set Λ, the PCE can be computed by solving the linear system (13), where the system matrix A is formed based on the orthogonal polynomial basis {Ψ i } i∈Λ and the Leja points y (i) , i ∈ Λ, while the right-hand-side vector g is obtained by evaluating the model on the Leja points.
The interpolating PCE can also be constructed adaptively, by suitably modifying Algorithm 1. According to the PCE-based SA discussed in Section 2.2, for a normalized polynomial basis {Ψ i } i∈Λ , the value c 2 i corresponds to the partial variance due to the multi-index i. Therefore, each coefficient c i can be interpreted as a sensitivity indicator regarding the corresponding multi-index and replace the hierarchical surpluses s i in the criterion (29) , which is used for the expansion of the multi-index set. The modified procedure is presented in Algorithm 2, where orthogonal polynomials are used instead of modified Newton ones. Since the orthogonal basis is not a hierarchical one, instead of computing hierarchical surpluses, the system
must be solved at each step of the algorithm, where A sys ∈ R K×K , g sys ∈ R K , and c sys ∈
, are defined similarly to the linear system (13) , for all multi-indices in the set Λ k ∪ Λ adm k . The multi-index set Λ k is then expanded with the admissible multi-index corresponding to the maximum sensitivity, equivalently, to the maximum value |c i |, i ∈ Λ adm k . Compared to Algorithm 1, the modified algorithm comes at the expense of solving a linear system at each step of the algorithm. Nevertheless, for a reasonable number of polynomials, equivalently, model evaluations, the cost overhead is not significant. E.g., in most practical applications, the simulation budget is typically in the order of hundreds or few thousands. Especially in the case of computationally expensive simulations, the cost due to solving the linear system can essentially be regarded as negligible.
Numerical Experiments
The models used in the numerical experiments of this section are freely accessible in a dedicated online repository 1 . Algorithms 1 and 2 have been implemented in the in-house DALI (DimensionAdaptive Leja Interpolation) software 2 [42] . The Leja nodes, either weighted or unweighted, are provided by the Chaospy Python library [25] . For the orthogonal polynomials, we use the Open-TURNS C++/Python library [3] . All numerical experiments have been carried out on a desktop computer equipped with an Intel Xeon E5-2660 v3 CPU and 64 GB RAM.
Non-Adaptive Interpolating PCEs -Comparison against Competitive Methods
We compare interpolating PCEs against ones computed with pseudo-spectral projection (PSP) and with least square regression (LSR). For both competitive methods, we employ the UQLab software [44, 45] . For the LSR-PCEs, we use two oversampling schemes, such that the experimental design is either twice or five times bigger than the polynomial basis, e.g., for an M -term PCE, CM collocation points are used, where C = 2 or C = 5. The experimental designs are based on Sobol-sequence samples, which typically result in an improved accuracy for the same number of collocation points [7, 41] .
In this study, we do not make use of adaptivity, but instead compute PCEs based on TD bases, which correspond to the multi-index sets
In that way, for the same value of p max , the PCEs constructed with each method have the exact same basis polynomials. We investigate the performance of each PCE method in terms of the relation between approximation accuracy and cost. The approximation accuracy is measured using the root-mean-square (RMS) cross-validation (CV) error
where Q denotes the size of a CV sample drawn randomly from the input PDF, g the PCE-based surrogate model, and g the original model. In all numerical experiments we set Q = 10 5 . The cost refers to the number of model evaluations, equivalently, collocation points, which is necessary to compute the PCE coefficients with each approach. Since the size of a TD basis, accordingly, the number of corresponding collocation points, grows quickly with the number of parameters, lowdimensional benchmark models are employed.
As a first model, we use the 3-dimensional Ishigami function As a second model, we employ the 4-dimensional parametric function
which models the stress induced upon a cantilever beam of width w and thickness t due to the vertical and horizontal loads P v and P h , respectively [22] . The four parameters are modeled as RVs, such that w ∼ N 4, 10 −4 (in inches), t ∼ N 2, 10 −4 (in inches), P h ∼ N 500, 10 4 (in N), and P v ∼ N 1000, 10 4 (in N), where N µ, σ 2 denotes a Gaussian distribution with mean µ and variance σ 2 . As a third model, we use the 5-dimensional meromorphic function
where w is a vector of positive weights which govern the parameter anisotropy [46] , given as w = The results concerning all models are presented in Figure 1 . For all considered models, interpolating PCEs are clearly superior to the competitive methods in terms of their approximation accuracy for similar cost. The only exception is the LSR-PCE method with an oversampling coefficient C = 2, applied to the meromorphic function, which has a comparable performance to the interpolating PCE.
Adaptive Interpolating PCEs
We now consider three moderately high-dimensional benchmark models, which shall be approximated using adaptive methods, specifically, with interpolating PCEs computed directly using Algorithm 2, hierarchical Leja interpolations based on Algorithm 1, as well as PCEs obtained by transforming the hierarchical Newton basis to an orthogonal one (see Section 3.3). To depart from the standard setting of uniform or normal input RVs, we model all inputs to follow truncated normal and Gumbel distributions. In that way, all methods are tested in the context of arbitrary PDFs [64, 72] . A truncated normal distribution shall be denoted with T N µ, σ 2 , l, u , and is defined by a normal distribution N µ, σ 2 truncated in the value range [l, u] [8] . A Gumbel distribution is denoted with G (ℓ, β), where ℓ is a location parameter and β a scaling parameter.
As a first model, we employ the 8-dimensional parametric function
which models the water flow through a borehole (in m 3 /yr) and is often used to test computer-based experiments, see, e.g., [49, 50, 75] . The input parameters along with their distributions are: As a second model, we use the 10-dimensional parametric limit state function
which relates the reliability of a steel column to its cost [21, 34] . In formula (38) , P t = P d + P 1 + P 2 is the total load and
is known as the Euler buckling load.
As a third model, we extend the meromorphic function (36) to 16 input parameters. The weight vector is modified accordingly, such thatŵ = 1, 0.5, . . . , 10 −7 , 5 · 10 −8 . Moreover, the input RVs are now modeled as
All three models are approximated by hierarchical Leja interpolations, basis-transformed interpolating PCEs, and directly computed interpolating PCEs. All methods are compared against one another in terms of their approximation accuracy for a similar cost, equivalently, for a similar number of collocation points. The approximation accuracy is measured with the RMS CV error (33) . The results concerning all three benchmark models are presented in Figure 2 . As can be observed, the curves corresponding to each approach are barely distinguishable from one another. Therefore, all three methods can be regarded as equivalent in terms of approximation accuracy. The PCEs are also post-processed for the estimation of moments and sensitivity indices. The accuracy of the estimates is measured with a relative error metric, e.g., for the case of the expected value of the QoI,
where µ ref is a reference value, and accordingly for the other estimates. The reference moment values are computed with quasi-Monte Carlo (MC) integration based on a Sobol-sequence sample with 10 8 parameter realizations. The reference Sobol index values are computed by post-processing high-order anisotropic PCEs based on a degree-adaptive least angle regression (LAR) method [6] , which is implemented in the UQLab software [44, 45] . An experimental design of 10 4 Sobol-sequence sample points is used for the LAR-PCE method. Figure 3 presents the performance of directly computed and basis-transformed interpolating PCEs regarding the accuracy of their moment estimates. Minor differences can be observed depending on the model and on the moment which is estimated. Nevertheless, the overall performance of both approaches can be regarded as comparable. Figure 4 shows a similar comparison, now regarding the accuracy of the Sobol index estimates. The first row of Figure 4 presents the reference Sobol indices for the non-negligible parameters of both models. We consider a parameter to be of negligible contribution if its Sobol index value is less than 0.01. The convergence results corresponding to the first-and total-order Sobol indices of the most important parameter of each model are exemplarily shown. The convergence behavior regarding the remaining Sobol indices is similar. Once more, the two approaches are comparable in terms of their estimation accuracy for an equal cost. 
Summary and Conclusions
This work proposed a conceptually simple method to compute an interpolating PCE which features one polynomial term per collocation point. The main component of the suggested approach is the use of Leja sequences as univariate interpolation grids. The interpolating PCE can be derived in two ways. One can first construct a hierarchical interpolation based on Newton-like polynomials and then transform the polynomial basis to an orthogonal one, exploiting the one-to-one map between the two bases. Alternatively, the interpolating PCE can be computed by directly using the orthogonal basis, without the aforementioned in-between steps. In both cases, dedicated dimension-adaptive algorithms have been presented, shown in Algorithm 1 and Algorithm 2, respectively. Once available, an interpolating PCE can be used for approximation, UQ, and SA purposes. A series of numerical experiments have verified that interpolating PCEs constitute accurate surrogate model themselves, and that their post-processing yields accurate estimations of moments and sensitivity indices. Comparisons between non-adaptive interpolating PCEs and ones based on pseudo-spectral projection (PSP) and least square regression (LSR) methods show that the former typically result in a superior approximation accuracy for an equal cost. Comparing adaptively constructed interpolating PCEs against adaptive, hierarchical, Newton-based interpolations reveals a comparable performance. In terms of moment and sensitivity index estimation accuracy, comparisons between directly computed, adaptive interpolating PCEs and ones derived with a transform from the Newton basis to an orthogonal one show an equivalent performance.
Due to its simplicity, the method proposed in this work can easily be combined with gradient or adjoint-based enhancement [9, 31] , with multi-element methods [73] , or it can be applied in the context of multi-fidelity [54] . Such extensions shall be pursued in later studies.
