A novel semi-naive Bayesian classifier is introduced that is particularly suitable to data with many attributes. The naive Bayesian classifier is taken as a starting point and correlations are reduced through joining of highly correlated attributes. Our technique differs from related work in its use of kernel-functions that systematically include continuous attributes rather than relying on discretization as a preprocessing step. This retains distance information within the attribute domains and ensures that attributes are joined based on their correlation for the particular values of the test sample. We implement a kernel-based semi-naive Bayesian classifier using P-Trees and demonstrate that it generally outperforms the naive Bayesian classifier as well as a discrete semi-naïve Bayesian classifier.
INTRODUCTION
One of the main challenges in data mining is handling data with many attributes. The volume of the space that is spanned by all attributes grows exponentially with the number of attributes, and the density of training points decreases accordingly. This phenomenon is also termed the curse of dimensionality [1] . Many current problems, such as DNA sequence analysis, and text analysis suffer from the problem (see "spam" data set from [2] discussed below). Classification techniques that estimate a class label based on the density of training points such as nearest neighbor classifiers have to base their decision on far distant neighbors. Decision tree algorithms can only use few attributes before the small number of data points in each branch makes results insignificant. This means that the potential predictive power of all other attributes is lost. A classifier that suffers relatively little from high dimensionality is the naive Bayesian classifier. Despites its name and the reputation of being trivial, it can lead to a surprisingly high accuracy, even in cases in which the assumption of independence of attributes, on which it is based, is no longer valid [3] . Other classifiers, namely generalized additive models [4] , have been developed that make similar use of the predictive power of large numbers of attributes and improve on the naive Bayesian classifier. These classifiers require an optimization procedure that is computationally unacceptable for many data mining applications. Classifiers that require an eager training or optimization step are particularly ill suited to settings in which the training data changes continuously. Such a situation is common for sliding window approaches in data streams, in which old data is discarded at the rate at which new data arrives [5] .
We introduce a lazy classifier that does not require a training phase. Data that is no longer considered accurate can be eliminated or replaced without the need to recreate a classifier or redo an optimization procedure. Our classifier improves on the accuracy of the Naive Bayesian classifier by treating strongly correlated attributes as one. Approaches that aim at improving on the validity of the naive assumption through joining of attributes are commonly referred to as semi-naive Bayesian classifiers [6] [7] [8] .
Kononenko originally proposed this idea [6] and Pazzani [7] , more recently, evaluated Cartesian product attributes in a wrapper approach.
In previous work continuous attributes were intervalized as a preprocessing step, significantly limiting the usefulness of the classifier for continuous data. Other classifiers that improve on the naive Bayesian classifier include Bayesian network and augmented Bayesian classifiers [9] [10] [11] . These classifiers use a tree or network-like relationship between attributes to account for correlations. Such classifiers commonly assume that correlations are determined for attributes as a whole, but generalizations that consider specific instances are also discussed [9] . They do, however, all discretize continuous attributes, and thereby lose distance information within attributes.
Our approach is founded on a more general definition of the naive Bayesian classifier that involves kernel density estimators to compute probabilities [4] . We introduce a kernel-based correlation function and join attributes when the value of the correlation function at the location of the test sample exceeds a predefined threshold. We show that in this framework it is sufficient to define the kernel function of joined attributes without stating the shape of the joined attributes themselves. No information is lost in the joining process. The benefits of a kernel-based definition of density estimators are thereby fully extended to the elimination of correlations. In contrast to most other techniques attributes are only joined if their values are correlated at the location of the test sample. An example of the impact of a local correlation definition could be the classification of e-mail messages based on author age and message length. These two attributes are probably highly correlated if the author is a young child, i.e. they should be joined if age and message length of the test sample are very small. For other age groups there is probably little basis for considering those attributes combined.
Evaluation of kernel functions requires the fast computation of counts, i.e. of the number of records that satisfy a given condition. We use compressed, bitcolumn-oriented data structures, namely P-Trees to represent the data [12] [13] [14] [15] [16] . This allows us to efficiently evaluate the number of data points that satisfy particular conditions on the attributes. Speed is furthermore increased through a distance function that leads to intervals for which counts can particularly easily be calculated, namely the HOBbit distance [12] . Intervals are weighted according a Gaussian function. Section 2 presents the concept of kernel density estimation in the context of Bayes' theorem and the naive Bayesian classifier. Section 2.1 defines correlation functions between attributes, section 2.2 summarizes P-tree properties, section 2.3 shows how the HOBbit distance can be used in kernel functions, and section 2.4 combines the components into the full algorithm. Section 3 presents our results, with 3.1 introducing the data sets and 3.2-3.4 discussing accuracy. Section 3.5 demonstrates the performance of our algorithm and section 4 concludes the paper.
NAIVE AND SEMI-NAIVE BAYESIAN CLASSIFIER USING KERNEL DENSITY ESTIMATION
Bayes' theorem is used in different contexts. In what is called Bayesian estimation in statistics, Bayes' theorem allows consistent use of prior knowledge of the data, by transforming a prior into a posterior distribution through use of empirical knowledge of the data [1, 4] . Using the simplest assumption of a constant prior distribution Bayes' theorem leads to a straightforward relationship between conditional probabilities. Given a class label C with m classes c 1 , c 2 , ..., c m and an attribute vector x of all other attributes, the conditional probability of class label c i can be expressed as follows ) (
is the probability of class label c i and can be estimated from the data directly. The probability of a particular unknown sample P(x) does not have to be calculated because it does not depend on the class label and the class with highest probability can be determined without its knowledge.
Probabilities for discrete attributes can be calculated based on frequencies of occurrences.
For continuous attributes different alternatives exist. We use a representation that is used by the statistics community and that is based on onedimensional kernel density estimates as discussed in [4] .
The conditional probability P(x | C = c i ) can be written as a kernel density estimate for class c i
where x t are training points and K i (x, x t ) is a kernel function.
Estimation of this quantity from the data would be equivalent to density-based estimation [1] , which is also called Parzen window classification [4] , or, when using HOBbit distances, Podium classification [13] . The naive Bayesian model assumes that for a given class the probabilities for individual attributes are independent
where x k is the k th attribute of a total of M attributes. The conditional probability P(x k |C=c i ) can, for categorical attributes, simply be derived from the sample proportions. For numerical attributes two alternatives exist to the kernel-based representation used in this paper. Intervalization leads to the same formalism for continuous as categorical attributes and does not need to be treated separately. The traditional Naive Bayesian classifier estimates probabilities by an approximation of the data through a function, such as a Gaussian distribution
where µ i is the mean of the values of attribute x k averaged over training points with class label c i and σ i is the standard deviation.
We use a one-dimensional kernel density estimate that comes naturally from (2) (6) where the one-dimensional Gaussian kernel function is given by
with σ k selected for good over all prediction accuracy. We chose σ k as half of the the standard deviation of attribute k. Note the difference to the kernel density estimate even in the case of a Gaussian kernel function. The Gaussian kernel function evaluates the density of training points within a range of the sample point x. This does not imply that the distribution of weighted training points must be Gaussian. We show that the densitybased approximation is commonly more accurate. A toy configuration can be seen in figure 1 in which the Gaussian kernel density estimate has two peaks whereas the Gaussian distribution function has -as always -one peak only. The data points are represented by vertical lines.
Categorical attributes can be discussed within the same framework. The kernel function for categorical attributes is
where N i is the number of training points with class label c i . [π] indicates that the term is 1 if the predicate π is true and 0 if it is false. We use this notation throughout the paper. The kernel density for categorical attributes is identical to the conditional probability
Correlation function of attributes
We will now go beyond the naive Bayesian approximation by joining attributes if they are highly correlated. Attributes are considered highly correlated if the product assumption in (6) can be shown to be a poor approximation.
The validity of the product assumption can be verified for any two attributes a and b individually by calculating the following correlation function (10) where the kernel function is a Gaussian function (7) for continuous data and (8) for categorical data. If the product assumption (6) is satisfied Corr(a,b) is 0 by definition. This means that kernel density estimates can be calculated for the individual attributes a and b independently and combined using the naive Bayesian model. If, however, the product assumption is shown to be poor, i.e., the combined kernel function differs from the product of individual ones, then the two attributes will be considered together. The product assumption is shown to be poor if the correlation function between two attributes at the location of the unknown sample (10) exceeds a threshold, typically 0.05-1. The respective attributes are then considered together.
The kernel function for joined attributes is ( )
With this definition it is possible to work with joined attributes in the same way as with the original attributes. Since all probability calculations are based on kernel function there is no need to explicitly state the format of the joined variables themselves. It also becomes clear how multiple attributes can be joined. The kernel function of joined attributes can be used in the correlation calculation (10) without further modification. In fact, it is possible to look at the joining of attributes as successively interchanging the summation and product in (6) . The correlation calculation (10) compares the kernel density estimate at the location of the unknown sample after a potential join with that before a join. If the difference is great, a join is performed.
It is important to observe that the criterion for correlation is a function of the attribute values. If attributes are correlated over all but not for the value of a particular test sample no join is performed. One may, e.g., expect that in a classification problem of student satisfaction with a course, class size and the ability to hear the instructor are correlated attributes. If the test sample refers to a class size of 200 students this may, however, not be the case if for such large classrooms microphones are used. This applies to both categorical and continuous attributes. An example could be the attributes hair color and age. It is probably fair to assume that hair color "gray" should have a high correlation with age whereas little correlation is to be expected for other hair colors.
Attributes should therefore only be joined if the test sample has hair color "gray".
Note that the traditional naive Bayesian classifier in which a distribution function is used for continuous attributes (5) would lead to a correlation function that vanishes identically for two continuous attributes. The sum over all data points that is explicit in (6) is part of the definition of the mean and standard deviation for the traditional naive Bayesian classifier. Without this sum the numerator and denominator in (10) would be equal and the correlation function would vanish by definition. We will now proceed to discuss the P-tree data structure and the HOBbit distance that make the calculation efficient.
P-Trees
The P-tree data structure was originally developed for spatial data [10] but has been successfully applied in many contexts [14, 15] . P-Trees store bitcolumns of the data in sequence to allow compression as well as the fast evaluation of counts of records that satisfy a particular condition. Most storage structures for tables store data by rows. Each row must be scanned whenever an algorithm requires information on the number of records that satisfy a particular condition. Such database scans that scale as O(N) are the basis for many data mining algorithms. P-tree data structures use a column-wise storage in which columns are further broken up into bits. A tree-based structure replaces subtrees that consist entirely of 0 values by a higher level "pure 0" node, and subtrees that consist entirely of 1 values by higher level "pure 1" nodes. The number of records that satisfy a particular condition is now evaluated by a bit-wise AND on the compressed bitsequences. Figure 2 illustrates the storage of a table with 2 integer and one Boolean attribute. The number of records with A 1 = 12 (i.e. the bit sequence 1100) is evaluated as a bit-wise AND of the two P-Trees corresponding to the higher order bits of A 1 and the complements of the two P-Trees corresponding to the lower order bits. This AND operation can be done very efficiently for the first half of the data set, since the single high-level 0-bit already indicates that the condition is not satisfied for any of the records. This is the basis for a scaling better than O(N) for such operations. The efficiency of P-tree operations depends strongly on the compression of the bit sequences, and thereby on the ordering of rows. For data that shows inherent continuity, such as spatial or multimedia data, such an ordering can be easily constructed. For spatial data, for example, neighboring pixels will often represent similar color values. Traversing an image in a sequence that keeps close points close will preserve the continuity when moving from the two-dimensional image to the one-dimensional storage representation. An example of a suitable ordering is an ordering according to a spacefilling curve such as Peano-, or recursive raster ordering [10] . For time sequences such as data streams the time dimension will commonly show the corresponding continuity.
If data shows no natural continuity it may be beneficial to sort it. Sorting according to full attributes is one option but it can easily be seen that it is not likely to be the best. Sorting the table in figure 2 according to attribute A 1 would correspond to sorting according to the first four bits of the bit-wise representation on the righthand side. That means that the lowest order bit of A 1 affects the sorting more strongly than the highest order bit of A 2 . It is, however, likely that the highest order bit of A 2 will be more descriptive of the data, and will correlate more strongly with further attributes, such as A 3 . We therefore sort according to all highest order bits first. Figure 2 indicates at the bottom the sequence in which bits are used for sorting. Figure 3 shows the relationship between traversal of points in Peano order and sorting according to highest order bits. It can be seen that the Peano order traversal of an image corresponds to sorting records according to their spatial coordinates in just this way. We will therefore refer to it as generalized Peano order sorting.
A main difference between generalized Peano order sorting and the Peano order traversal of images lies in the fact that spatial data does not require storing spatial coordinates since they are redundant. When feature attributes are used for sorting not all value combinations exist, and the attributes that are used for sorting therefore have to be represented as P-Trees. Only integer data types are traversed in Peano order, since the concept of proximity doesn't apply to categorical data. The relevance of categorical data for the ordering is chosen according to the number of attributes needed to represent it. Figure 3 shows how two numerical attributes are traversed with crosses representing existing data points. The attribute values are then listed in table format.
The higher order bit of attribute x is chosen as an example to demonstrate the construction of a P-tree of fan-out 2, i.e., each node has 0 or 2 children. In the Ptree graph 1 stands for nodes that represent only 1 values, 0 stands for nodes that represent only 0 values, and m ("mixed") stands for nodes that represent a combination of 0 and 1 values. Only "mixed" nodes have children. For other nodes the data sequence can be reconstructed based on the purity information and node level alone. The P-tree example is kept simple for demonstration purposes. The implementation has a fan-out of 16, and uses an array rather than pointers to represent the tree structure.
Figure 3:
Peano order sorting and P-tree construction
HOBbit Distance
The nature of a P-tree-based data representation with its bit-column structure has a strong impact on the kinds of algorithms that will be efficient. P-Trees allow easy evaluation of the number of data points in a neighborhood that can be represented by a single bit pattern. The HOBbit distance has the desired property. HOBbit distance is thereby the number of bits by which two values have to be right-shifted to make them equal. The numbers 32 (10000) and 37 (10101), e.g., have HOBbit distance 3 because only the first two digits are equal, and the numbers consequently have to be rightshifted by 3 bits. The first two bits (10) define the neighborhood of 32 (or 37) with a HOBbit distance of no more than 3.
We would like to approximate functions that are defined for Euclidean distances by the HOBbit distance. The exponential HOBbit distance corresponds to the average Euclidean distance of all values within a neighborhood of a particular HOBbit distance (13) With this definition we can write the onedimensional Gaussian kernel function in HOBbit approximation as (14) Note that this can be seen as a type of intervalization due to the fact that a large number of points will have the same HOBbit distance from the sample. This explains why the HOBbit-/ P-tree-based algorithm can be efficient despite the high computational effort that multi-dimensional kernel density functions and correlation functions would otherwise involve.
Algorithm
Our classification algorithm uses the background that has been developed as follows. Based on the attribute values of each test sample we evaluate kernel functions for all attributes. For continuous attributes we evaluate (7) and for categorical attributes (8) for all values of the class labels. Note that these kernel functions only have to be evaluated once for each attribute value and can be reused as long as the training data is unchanged.
Kernel functions for pairs of attributes are then evaluated to determine the correlation function (10) . For this purpose we use kernel functions that are independent of the class label rather than doing the analysis for different classes separately. This makes the solution numerically more stable by avoiding situations in which two attributes are joined for one class label and not for another. Attributes are joined if the correlation function exceeds a given threshold that is commonly chosen in the range 0.05 to 1. Joining of attributes consists in computing the joined kernel functions (11) and using the result to replace the individual kernel functions of the respective two attributes in (6) . Evaluation of kernel functions for continuous attributes involves evaluating the number of data points within each of the HOBbit ranges of the attribute(s). This is done through AND operations on the P-Trees that correspond to the respective highest order bits. The number of points in each range is then weighted according to the value of the Gaussian function (12) using the exponential HOBbit distance that corresponds to the given HOBbit range.
The products of kernel functions of single and combined attributes (6) are evaluated for all class label values. If can be seen from (2) that they correspond to the probabilities P(x | C = c i ). These probabilities are used in (1) together with the total probabilities of class label values P(C = c i ) that are determined from the training set. The probability of the unknown sample is constant for all classes and do not have to be evaluated. The class label with the highest probability P(x | C = c i ) P(C = c i ) is chosen as prediction.
IMPLEMENTATION AND RESULTS
We implemented all algorithms in Java and evaluated them on 4 data sets. Data sets were selected to have at least 3000 data points and to contain continuous attributes. Two thirds of the data were taken as training set and one third as test set. Due to the consistently large size of data sets cross-validation was considered unnecessary. All experiments were done using the same parameter values for all data sets.
Data Sets
Three of the data sets were obtained from the UCI machine learning library [1] where full documentation on the data sets is available. These data sets include the following :
• spam data set: word and letter frequencies are used to classify e-mail as spam • adult data set: census data is used to predict whether income is greater $50000 • sick-euthyroid data set: medical data is used to predict sickness from thyroid disease An additional data set was taken from the spatial data mining domain (crop data set). The RGB colors in the photograph of a cornfield are used to predict the yield of the field [17] . Class label is the first bit of the 8-bit yield information, i.e. the class label is 1 if yield is higher than 128 for a given pixel. Table 2 summarizes the properties of the data sets.
No preprocessing of the data was done, but some attributes, were identified as being logarithmic in nature, and the logarithm was encoded in P-Trees. The following attributes were chosen as logarithmic: "capitalgain" and "capital-loss" of the adult data set, and all attributes of the "spam" data set.
Results
We will now compare results of our semi-naive algorithm with three more traditional implementations. The traditional Naïve Bayesian algorithm uses a Gaussian distribution function, cf. equation (5) . The Ptree Naïve Bayesian algorithm uses HOBbit-based kernel density estimation, cf. equation (12), but does not check for correlations. Section 3.3 compares the traditional Naïve Bayesian algorithm with the P-tree Naïve Bayesian one. Section 3.4 compares the new kernel-based Seminaïve Bayesian algorithm with both the P-tree naïve Bayesian and the Discrete Semi-Naïve Bayesian ones. The Discrete Semi-Naïve Baysian algorithm does eliminate correlations but discretizes continuous data as a preprocessing step. Table 2 gives a summary of the results. Table 2 : Results
P-Tree Naive Bayesian Classifier
Before using the semi-naive Bayesian classifier we will evaluate the performance of a simple naive Bayesian classifier that uses kernel density estimates based on a the HOBbit distance. Whether this classifier improves performance depends on two factors. Classification accuracy should benefit from the fact that a kernel density estimate in general gives more detailed information on an attribute than the choice of a simple distribution function.
Our implementation does, however, use the HOBbit distance when determining the kernel density estimate, which may make classification worse over all. Figure 3 shows that for three of the data sets the P-tree naive Bayesian algorithm constitutes an improvement over traditional naive Bayesian. 
Semi-Naive Bayesian Classifier
The semi-naive Bayesian classifier was evaluated using two parameter combinations. Figure 4 shows the decrease in error rate compared with the P-tree naive Bayesian classifier, which is the relevant comparison when evaluating the benefit of combining attributes. It can be clearly seen that for the chosen parameters accuracy is increased over the P-tree naive Bayesian algorithm. Both parameter combinations lead to a significant improvement for all data sets despite the fact that the cutoff value for correlations varies from 0.05 to 0.3, and runs differ in their treatment of anticorrelations. It can therefore be concluded that the benefits of correlation elimination are fairly robust with respect to parameter choice. Run (1) used a cut-off of threshold t = 0.3 while run (2) used t = 0.05. Run (1) eliminates not only correlations, i.e., attributes for which Corr(a,b) > t but also anti-correlations, i.e., attributes for which Corr(a,b) < -t.
We also tried using multiple iterations, in which not only two but more attributes were joined. We did not get any consistent improvement, which is in accordance with the observation that correlated attributes can benefit the naive Bayesian classifier [18] . The mechanism by which correlation elimination can lead to a decrease in accuracy in the semi-naive Bayesian algorithm is as follows. Correlation elimination was introduced as a simple interchanging of summation and multiplication in equation (6) . For categorical attributes the kernel function is a step function. The product of step functions will quickly result in a small volume in attribute space, leading to correspondingly few training points and poor statistical significance. By combining many attributes the problems of the curse of dimensionality can recur. Similarly, it turned out not to be beneficial to eliminate anti-correlations as extensively as correlations because they will even more quickly lead to a decrease in the number of points that are considered.
We then compared our approach with the alternative strategy of discretizing continuous attributes as a processing step. Figure 5 shows the decrease in error rate of the kernel-based implementation compared with discretizing attributes as a preprocessing step. The improvement of accuracy for the kernelbased representation is clearly evident. This may explain why early discretization-based results on semi-naive classifiers, that were reported by Kononenko [4] , showed little or no improvement over the Naïve Bayesian classifier on a data set that is similar to our sickeuthyroid data set, whereas the kernel-based algorithm leads to a clear improvement.
Performance
It is important for data mining algorithms to be efficient for large data sets. Figure 5 shows that the Ptree-based semi-naive Bayesian algorithm shows a better scaling than O(N) as a function of the training points. This scaling is closely related to the P-tree storage concept that benefits increasingly from compression for increasing data set size. 
CONCLUSIONS
We have presented a semi-naive Bayesian algorithm that treats continuous data through kernel density estimates rather than discretization. We were able to show that it increases accuracy for data sets from a wide range of domains both from the UCI machine learning repository as well as from an independent source. By avoiding discretization our algorithm ensures that distance information within numerical attributes will be represented accurately and improvements in accuracy could clearly be demonstrated.
Categorical and continuous data are thereby treated on an equally strong footing, which is unusual since classification algorithms tend to favor one or the other type of data. Our algorithm is particularly valuable for the classification of data sets with many attributes. It does not require training of a classifier and is thereby suitable to such settings as data streams. The implementation using P-Trees has an efficient sub-linear scaling with respect to training set size. We have thereby introduced a tool equally interesting from a theoretical and a practical perspective.
