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DISng PDU Analysis 
1. Introduction 
This Technical Report constitutes the final deliverable, CDRL AOOB , for the Protocol Architecture 
Prototype and Analysis Task under Contract N61339-94-C-0080. This task entailed the evaluation of 
several Protocol Data Unit (PDU) message structures proposed by the Special Task Group for Protocol 
Architecture (STGP A) and the synthesis of the best features of the leading candidates into a recommended 
Prototype message structure for the next generation of Distributed Interactive Simulation (DIS) PDUs. 
2. Background 
Currently DIS information exchange is via rigid structure messages called Protocol Data Units (PDUs). 
The record and/or field sizes and data types of the field values of these messages have been sized to satisfy 
the most extreme perceived need within the community. As a result of this one size fits all approach, these 
messages are often larger than need be. In addition, a significant portion of the information included is 
either static or rarely changed during the course of the exercise. As a consequence, the utilization of the 
supporting communications network bandwidth is inefficient. As the numbers of entities playing in 
exercises is increasing more rapidly than the available or affordable bandwidth, DIS exercises are becoming 
more and more constrained. 
STGPA, formed to address this area of concern, nominated four candidate message structures for 
evaluation. Each of the candidates attempt to improve communications efficiency. They all reduce the 
bandwidth required for exchange of all necessary data between applications during a DIS exercise. 
However, bandwidth reduction may result in an increased computational burden on the applications leading 
to an increase in latency, and possibly a lower limit on the number of entities with which a given application 
can interact. Both bandwidth reduction and computational burden were considerations in the evaluations of 
the candidates. 
3. Candidates 
In addition to the current 2.0.3 Baseline, needed for comparison, the Entity State Update, Multiple Optional 
Record (MaR), Field Instrumentation (FJ) , and Self-Define Message with Multiple Presentations 
(SDMlMP) candidate, and an 1ST candidate which is a synthesis of features of both of the latter two 
candidates were evaluated. These evaluations were performed both with and without bundling of outgoing 
PDUs. An overview of the salient features of these five options is given below. 
ENTITY STATE UPDATE 
Three Entity State Update (ESU) PDU structures proposed by the Protocol Working Group were evaluated. 
The records comprising these streamlined ESU PDUs, as compared to the current standard Entity State 
PDU, herein after referred to as the Baseline, are outlined below in Table I. The choice of which of these 
ESU PDUs to use is dependent on the level of dead reckoning support required. Full Entity State PDUs are 
still sent at the outset of an exercise and as a heartbeat for late joiners and for reliability purposes. For full 
details regarding the Entity State Update PDUs see Section 6.5.1 of the Standard for Distributed Interactive 
Simulation -- Application Protocols , Version 2.1.2. 
MULTIPLE OPTIONAL RECORD (MaR) STRUCTURE 
The MOR structure is described in section 3.2.3 of the initial draft Protocol Architecture Development Plan 
(PADP) issued by the Special Task Group for Protocol Architecture (STGPA) in March 1995. Details of 
its record structures and data representation are given in Steve Seidensticker's e-mail toSTGPA.11I28/94. 
subject Next Generation Protocol. Its main feature is the bundling of multiple PDUs into a single message. 
In addition, streamlined data representation and modified/new PDUs are used. The message header is 





















contained in the message body as well as a pointer to the POU record in the message body. The streamlined 
data representation consists of using 16-bit signed integers representing fractions of radians for angular 
data, and 32-bit signed integers to specify locations in an earth centered, earth fixed Cartesian coordinate 
system in which the unit of distance is centimeters rather than meters as in 2.0.X. Entity state is represented 
in three new POU records: "Appearance", which provides basic and seldom changing information about an 
entity; "TSPI", which carries dynamic position, orientation, velocity, and acceleration information, and 
"Articulation", which provides information on articulated parts attached to the entity. To provide complete 
information about the entity state of an entity at the outset of its existence, and as a "heartbeat" during an 
exercise, all three of these POU records are transmitted in a single MOR message. At all other times only 
significant changes to the data are transmitted using the appropriate POU record type(s). In practice, the 
TSPI POU record dominates. 
TABLE 1- ENTITY STATE UPDATES 
Field Size (bits) Major Field Baseline ESU-l ESU-2 ESU-3 
96 POU Header X X X X 
48 Entity ill X X X X 
8 Force ID/padding X X X X 
8 Number of Articulation X X X X 
Parameters (n) 
64 Entity Type X 
64 Alternative Entity Type X 
96 Entity Linear Velocity X X X X 
192 Entity Location X X X X 
96 Entity Orientation X X X X 
32 Entity Appearance X X X 
8 Dead Reckoning Algorithm X X 
120 Other Parameters X X 
96 Entity Linear Acceleration X X X 
96 Entity Angular Acceleration X X 
96 Entity Marking X 
32 Capabilities X 
n x 128 Articulation Parameters X X X X 
FIELD INSTRUMENTATION (FI) CANDIDATE 
The principal features of the FI candidate are the fractionation of the Entity State information when sending 
updates and the use of optional records/fields._ The current standard Entity State POU is broken into 
between one and three smaller POUs, a Time-Space-Position Information (TSPI) POU, an Appearance 
POU, and an Articulation Parameters POU. The TSPI POU uses a flag byte to indicate whether or not a 
record is included. The flag byte contains bit fields, each bit being associated with an optional record. If 
the bit is set, the optional record is included in the POU. Since the dead reckoning algorithm for tanks 
makes no use of linear acceleration and angular velocity, these records were not included when the 
translator was driven by the tank versus tank logged script. Similarly, if a vehicle is not moving, its linear 
velocity is not included . Likewise, unless the Appearance was changed, no Appearance POU was sent. The 
FI candidate also specifies location in terms of an enumerated reference point and x, y, and z component 
offsets therefrom. These component offsets are represented as 16-bit integers. 
The FI candidate prescribes the use of 16-bit integer fields for the components of linear velocity, and 8-bit 
integer fields for the components of linear acceleration and angular velocity without regard to precision. 
Under typical Field Instrumentation conditions these presentations convey as much precision as the 





















sent at its creation. To provide full Entity State information to late joiners and as a reliability mechanism to 
mitigate the impact of possible lost/corrupted packets, the Fl candidate also sends a Full Entity State PDU 
as a "heartbeat." However, Fl proposes to use a greatly extended "heartbeat" interval of at least 5 minutes 
instead of the 5 seconds used in the Baseline. For full details regarding the Fl candidate see Section 6.2 of 
the Standard for Distributed Interactive Simulation -- Application Protocols, Version 2.1.2. 
SELF-DEFINED MESSAGE WITH MULTIPLE PRESENTATIONS (SDMlMP) CANDIDATE 
The particular version of the SDMlMP implemented was the DIS-to-DIS Protocol (DDP). SDMlMP does 
not break the Entity State PDU into smaller PDUs but it does make full use of the optional records/fields. It 
also uses a streamlined PDU header consisting of a PDU-Type field, a Serial Number field, a Length field, 
a Time Stamp field , and a Unique Entity ID field. 
A flag byte is used to indicate whether or not an optional record/field is included. A tag byte, also 
containing bit fields, is used for each multiple presentation record/field to indicate the presentation used; it 
is placed immediately before the record/field. Only significantly changed data are sent, using a presentation 
which minimizes the number of bytes needed to convey the data while retaining a specified level of 
precision. For example, the component values of linear velocity, linear acceleration, or angular velocity 
whenever possible are converted to scaled integers compressed into a 32-bit structure,. This structure uses 
11 bits each for the x and y components, and 10 bits for the z component. The tag byte indicates the 
presentation and scale factor. If the loss in precision using this 11-11-10 presentation exceeds the allowable 
threshold, a 16-bit floating point presentation is used instead. In tum, if the latter presentation still exceeds 
the allowable threshold, the standard 32-bit floating point presentation is used. 
SDMlMP also has a selective reliability feature. The PDU header contains a sequence number field. The 
sequence number does not change with each PDU sent but rather is changed only when a new reference 
frame is sent. A new reference frame is sent only when the updated information is of lasting significance. 
If an update of position and velocity were lost, dead reckoning can be quickly brought back in line by the 
next update. However, if the Appearance is changed, a much less frequent significant change, the loss of 
this PDU does have a lasting impact. Hence, an Appearance change would result in the sending of new 
reference frame. Location in updates is specified as offsets from the current reference frame location. 
When the magnitude of the offsets becomes too large a new reference frame and reference location is sent. 
A lost reference frame is detected by receiving an update message with a higher sequence number than that 
of the most recent reference frame. When this occurs the receiver requests retransmission of the lost 
reference frame. 
1ST SYNTHESIS CANDIDATE 
Greater precision in location, linear velocity, linear acceleration, and angular velocity than that associated 
with the Fl candidate was desired. The computational burden of the complex mUltiple presentations 
decision process of the SDMlMP candidate was also believed to be excessive. In accordance with the 
approved Work Plan, a synthesis of the best features of the two leading candidates proposed in the STGPA 
PADP was made. In keeping with the other two candidates, the use of optional records/fields is adopted so 
as to send only information which has significantly changed. The streamlined PDU header eliminates the 
current PDU header padding field. 
For the Vector Record used with linear velocity, linear acceleration, and angular velocity, the x-, y-, and z-
components are represented by 16-bit floating point numbers. Fl uses only 8-bit integers to represent linear 
acceleration and angular velocity component values, and 16-bit integers to represent linear velocity 
component values. The 1ST candidate provides uniform precision while the precision of the Fl 
representation varies with the magnitude of the value. 
The 1ST candidate uses 32-bit floating point numbers to represent the x-, y-, and z-components of location 





















Contrary to SDMlMP DDP, mUltiple presentations are not used; each record or field is represented using a 
single data type. Thus, only a flag byte field is needed to indicate which optional records are included. 
This eliminates the computational burden on the sending application associated with selecting which of the 
multiple presentations to use. 
The structure of the 1ST candidate is presented in Appendix A. 
4. Experimental Design 
At the outset of experimental design the STGPA nominations had not been received so no details as to 
candidate characteristics were available. A simple PDU translator might not be sufficient to implement the 
essential features of a new, radical, approach. Consequently, a more general evaluation tool was developed. 
This gateway is designed to receive current standard PDUs from the playback of a logged script, create 
local entities corresponding to those in the script, and update its internal state representation of those 
entities in accordance with the updates it receives from the playback. However, it makes its own 
determination as to when to send a PDU based on whether a significant difference between its high fidelity 
model model and its dead reckoning model for each entity exists. Although potentially more flexible and 
adaptable than a translator, because the gateway makes its own determination of when to send a PDU, there 
is considerable variation in the output from iteration to iteration using the same input logged script which is 
totally independent of the features of the candidate being evaluated. The gateway was used for the 
preliminary screening of the four STGPA-nominated candidates. 
When it became apparent that the candidates were not radically different from the current standard in terms 
of behaviour, a simple PDU translator was developed. The translator guarantees a direct correspondence 
between the PDUs received and the PDUs sent. 
The configuration of the testbed was essentially the same for both gateway and translator evaluations. 
Logged Script Gateway/ System Under 
Translator Test 
I I I I 
Figure 1 Testbed Configuration 
The evaluations were performed using two different logged scripts, a meeting engagement between two 
groups of tanks , and multiple pylon-eights by a group of F-16 aircraft. 
The tank versus tank scenario meeting comprises a engagement between 20 M I tanks and 20 172 tanks . 
The opposing forces were initially on line facing one another 1000 meters apart. The Fort Knox terrain data 
base was used; the battle area was characterized by rolling terrain with a number of tree lines. Three types 
of 2.0.3 PDUs were sent, Entity State (approximately 97 percent of all packets sent), Fire, and Detonation. 
This script was executed once using the 1ST CGF Testbed simulator and the output packets logged. This 
logged script was then played back for evaluation purposes through the translator. The script is listed in 
Appendix B. 
The aircraft scenario comprises IS F-16 aircraft flying a figure-8 pattern for two laps, decelerating going 
into turns and accelerating as they come out of the turns. These maneuvers produce frequent significant 





















to produce approximately the same number of POUs as the tank versus tank scenario over a comparable 
time interval. All PDUs sent are Entity State POUs. The script was executed once using the 1ST CGF 
Testbed simulator and the output packets logged. This logged script was then played back for evaluation 
purposes through the translator. The script is listed in Appendix C. 
5. Test Results 
5.1 Preliminary Evaluations 
As indicated above, preliminary evaluations of all four candidates nominated by STGPA were made using a 
modified 1ST CGF Testbed simulator in its gateway version as the sending application. A second modified 
1ST CGF Testbed simulator received and processed incoming POUs. The tank versus tank script, used for 
these evaluations, was first executed using the 1ST CGF Testbed simulator and the output PDUs logged. 
Thereafter, this logged scenario was played back through the gateway. The gateway created local entities 
corresponding to those in the logged script. It also updated its high fidelity model for each of those entities 
in accordance with the playback. However, it generated its own outputs in accordance with the candidate 
protocol based on its own perceived difference between its high fidelity model and the dead reckoning 
model. Consequently, the number of POUs issued by the gateway was always less than the number of 
POUs received from the playback. 
The metrics used for the preliminary analysis were the number of logged packets sent from the playback 
machine, the average logged packet size in bytes, the average number of gateway packets sent, the average 
number of gateway bytes sent, the average gateway packet size in bytes, the percentage of time the gateway 
CPU was busy sending packets, and the average time the receiving simulator machine CPU was busy 
receiving and processing the incoming packets. The two time metrics indicated the computational burden 
on the sending and receiving hosts, respectively. The average number of bytes sent provided a measure of 
the data compression attained. When bundling of multiple POUs into a single packet was invoked, the 
number of packets sent and the bytes per packet provided a means of assessing the bandwidth savings 
attainable through bundling. 
Full implementation of all features of the candidates was not required for these preliminary evaluations. 
Nevertheless, full implementations were made for all except the SOMIMP candidate, for which its 
compression algorithm for linear velocity and its selective reliability were not implemented. From analyses 
of data provided by Perceptronics, it was determined that use of a single presentation for linear velocity 
would result in an error of only 344 additional bytes being sent for the logged script being used; these 
additional bytes are adjusted for in the tabular results presented below. Selective reliability was not tested 
in the preliminary evaluations. 
The preliminary evaluation results obtained using the gateway, presented in Table 2, reflect the correct 
ranking of the candidates. The Entity State Updates candidate clearly does not reduce bandwidth nearly as 
much as the other candidates. It was eliminated from further consideration. The MOR candidate, which 
uses bundled mode only, should be compared with the bundled mode performance of the other two 
remaining candidates. MOR showed the least bandwidth reduction of the remaining three candidates and 





















TABLE 2 PRELIMINARY EVALUATION RESULTS 
CANDIDATE 
Metric Baseline ESU-I ~ ~ MQR Bru Elm SDMlMP-U SDM/MP-B 
Logged Pkts Sent 4664 4664 4664 4664 4664 4664 4664 4664 4664 
Avg Logged Pkt Size (bytes) 227 227 227 227 227 227 227 227 227 
Avg Gateway Pkts Sent 3792 3796 3788 3787 2389 4127 2403 3795 2385 
Avg Gateway Bytes Sent 815203 586910 595072 745644 382457 369488 261997 281860 217347 
Avg Gateway Pkt Size 215 150 157 197 160 90 109 74 91 
Avg % Busy-Sending 7.7 7.5 7.5 7.6 7.2 8.1 7.1 7.7 7.1 
Avg % Busy-Receiving 4.3 4.4 4.3 4.4 4.0 4.7 5.1 4.5 4.2 
5.2 Final Evaluations 
5.2.1 Bandwidth and Computational Load Results 
The translator was used for the final evaluations. The metrics for computational load were changed to the 
cumulative time in seconds during the playback that the sending application spent in generating PDUs and 
sending packets, and the cumulative time in seconds that the receiving application spent in receiving 
packets and processing the incoming PDUs. 
In addition to the tank versus tank scenario, the final evaluations also used the aircraft scenario. The tank 
scenario involves transmission of Fire and Detonation PDUs and articulation parameters, but no linear 
acceleration or angular velocity in the Entity State data. The aircraft scenario involves transmission of 
linear acceleration and angular velocity but no articulation parameters in the Entity State data. As an aid 
to comparing the performance of the candidates under the same conditions the results are organized into 
four groups, tank versus tank with and without bundling, and aircraft with and without bundling. 
Based on the preliminary evaluations, the FI and SDMlMP candidates were selected for final evaluation. 
An 1ST candidate which is a synthesis of the best features of these other two candidates was also included in 
the final evaluations. For reference purposes the performance of the current 2.0.x protocol, referred to as 
the Baseline, is also shown. The final evaluation results are given in Tables 3, 4, 5, and 6. 
TABLE 3 FINAL EV ALUA TION RESULTS -




















































TABLE 4 FINAL EVALUATION RESULTS· 
TANK SCENARIO, BUNDLED CANDIDATES 
Metric Candidate 
Baseline FI SDMIMP 
Packets sent 2592 2631 2648 
Bytes sent 918176 287841 277472 
Bytes/packet 354.23 109.41 104.79 
Time sending 1.737 1.492 1.960 
Time receiving 1.861 2.889 2.133 
TABLE 5 FINAL EVALUATION RESULTS· 
AIRCRAFf SCENARIO, UNBUNDLED CANDIDATES 
Metric Candidate 
Baseline FI SDMlMP 
Packets sent 4604 4604 4604 
Bytes sent 856344 383092 383014 
Bytes/packet 186.00 83 .21 83.19 
Time sending 1.688 1.862 2.426 
Time receiving 2.391 2.210 2.939 
TABLE 6 FINAL EV ALUA TION RESULTS· 






































All candidates except SDMIMP periodically send a full Entity State PDU as a heartbeat and to provide for 
late joiners. Therefore, except in the instance of a lost heartbeat packet, the other candidates provide 
reliability. SDMlMP uses selective re liability instead of a heartbeat for reliability purposes. No testing of 
the other candidates was necessary . For SDMlMP, random corruption of the PDU header was used to cause 
the packet to be discarded. In the event a reference frame packet was "lost", the receiver requested a 
retransmission of the reference frame . The random corruption was applied at levels of one in five thousand, 
one in two thousand, one in a thousand, and one in a hundred packets. Out of 20 iterations at each level 
packet "loss" was detected several times at all levels. Retransmission of a reference frame was requested 
one or more times at all levels; the maximum number of retransmission requests was 5, with an average of 
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5.2.3 Implications of A TM 
A simulation analysis of PDU transmission using Asynchronous Transfer Mode (ATM) communications 
service was also conducted. A TM cells are always 53 bytes in length, with 5 bytes devoted to the A TM 
routing header, potentially 2 additional bytes being used for supplemental transport service information, and 
46 to 48 bytes available for data. In the event the data does not require the full 46/48 bytes, the unused 
bytes are zero filled. When the data to be transported exceed the capacity of a single A TM cell, the A TM 
adaption layer (AAL) segments the data into 46/48 byte increments (with the possible exception of the last 
increment). The data are then transmitted in mUltiple cells. The AAL on the receiving end reconstitutes the 
data. The A TM header bytes constitute transport overhead. In addition, the segmentation of larger data 
messages into mUltiple cells for transport and then reassembly at the receiving end introduces additional 
transport latency. 
The results of this analysis are shown in Figures 4 and 5. Figure 4 shows the percentage of segmentation 
byte overhead to total bytes sent as a function of the mean length of PDUs in bytes. The overhead is very 
high for short PDUs. As the average PDU length increases, the percentage of segmentation overhead drops. 
For PDUs with average lengths of 150 bytes or more, however, the reduction in segmentation overhead 
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FIGURE 4 SEGMENTATION OVERHEAD VS PDU LENGTH 
Figure 5 shows the latency introduced by segmentation as a function of PDU length. For PDU lengths of 
250 bytes or less the latency to PDU length relationship, while concave, is nearly linear. Further, the actual 
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FIGURE 5 LATENCY OF SEGMENT A TION VS PDU LENGTH 
5.2.4 Conclusions 
The results of the evaluations, presented in Tables 3, 4, 5, and 6 and Figures 2 and 3, lead to several 
conclusions with regard to Version 3.X. 
The FI approach of breaking Entity State information into three PDUs, Time-Space-Position Information 
(TSPI), Appearance, and Articulation, does not achieve good bandwidth reduction. Multiple PDUs means 
both multiple PDU and packet headers. When the tank scenario was used (see Tables 3 and 4), FI had the 
largest values for bytes sent because, for most of the logged Entity State PDUs processed by the translator, 
two PDUs were sent, a TSPI and an Articulation. On those occasions when Appearance was changed, three 
PDUs were sent. In contrast, when the aircraft scenario was used (see Tables 5 and 6), since Appearance 
never changed and there were no articulated parts, FI sent only TSPI PDUs and achieved much more 
favorable metrics of packets sent, bytes sent, and time receiving. The use of a single PDU with optional 
records/fields for Entity State information (as in both the 1ST prototype and SDMlMP) gives consistently 
equal or superior performance. 
Since a simulation application typically receives many times more PDUs from other applications than it 
sends, the computational burden involved in processing incoming packetslPDUs is far more important than 
the computational burden involved in sending PDUs. As long as FI sent only TSPI PDUs as under the 
aircraft scenario, it achieved the best time receiving metric values. However, when appearance changes and 
articulation parameter changes are also sent as in the tank scenario, FI's lime receiving metric values are 
worse than one of the other candidates. The 1ST prototype time receiving metric values were consistently 
better than those of SDMIMP, and are better than those of FI when articulation parameters and/or 
appearance changes are significant. 
When linear velocity, linear acceleration, and/or angular velocity vectors can be represented predominantly 
by its 11-11-10 presentation, SDMIMP attains significantly better compression than the 1ST prototype. The 
1ST prototype uses a 16-16-16 presentation. This difference is clearly shown by the bytes sent metric in 
Tables 5 and 6. When the SDMIMP presentation for these vectors is predominantly l6-bit float, as was the 





















From the above observations it would appear that, for exercises involving primarily high performance 
aircraft, the FI candidate, as is, would give the best overall performance. When predominantly slower 
moving entities, or those with articulated parts are involved, the 1ST prototype would give the best overall 
performance. If maximum compression is paramount and overrides computational burden on the receiver, 
SDMlMP will give the best performance. 
The FI and 1ST prototype candidates both use the periodic transmission of a full Entity State PDU 
(heartbeat) to achieve reliability and to provide for late joiners. SDMlMP uses its selective reliability 
feature to achieve reliability ; late joiners must request transmission of a full Entity State. Figures 2 and 3 
show, for a set of 20 iterations, the average number of packets lost and the average number of SDMIMP 
retransmissions of reference frames for random losses at several packet loss frequencies. The frequencies 
used in these evaluations were: 0 (no losses), 1:5000 (.0002), 1:2000 (.0005), 1: 1000 (.00 1), and 1: 100 
(.01 ). It can be seen that lost reference frames occurred more than an order of magnitude less frequently 
than packet losses. On the surface this suggests that, even at high packet loss rates, retransmission requests 
do not become large. Since SDMlMP specifies that reference frames be sent reliably (such as by TCP/IP), 
the likelihood of reference frame loss is very small. In summary, although the candidates achieve reliability 
through different methods, all three are equally reliable. 
If A TM service is used for wide area connectivity it can be seen from Figure 4 that POUs with lengths in 
the range of 150 to 250 bytes will provide much better bandwidth efficiency than PDUs with lengths in the 
range of 50 to 100 bytes. Although the delay due to segmentation for a 250-byte PDU is double that of a 
50-byte PDU (see Figure 5), the additional delay, only 1.7 msec, is rather insignificant. Consistent with 
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1ST Prototype Candidate Structure 
1ST Candidate Protocol Fields 
Protocol Version--8-bit enumeration 
Exercise ID-8-bit unsigned int~er 
1ST PDU Type-8-bit enumeration 
Serial Number-8-bit enumeration 
Time Stam~2-bi t uns~ed inte&er 
Length--16-bit unsigned integer 
Site-8-bit unsigned integer 
AJllllication--8-bit unsigned inte&er 









Force Id--8-bit unsigned integer 
EntityT J. bit enumeration 
Guise-64-bit enumeration 
Num. of Art. Parms.-8-bit unsigned int~er 
Entity Markings I Character Set-8-bit enumeration 




Y -Component-32-bit floating point 
Z-Component-32-bit floating point 
X-Com~nent-16-bit s~ed int~er (16-bit float) 
Y-Com~onent-16-bit s~ed inte&er (I6-bit float) 
Z-Component-16-bit s~ed inte&er (16-bit float) 
Psi-8-bit signed integer 
Theta--8-bit signed integer 
Phi-8-bit signed integer 
X-Component-16-bit signed integer (16-bit float) 
Y -Component-16-bit signed integer (16-bit float) 
Z-Com~onent-16-bit signed integer (16-bit float) 
X-Component-16-bit s~ed inte&er (16-bit float) 
Y -Component-16-bit signed inte&er (16-bit float) 
Z-Component-16-bit signed inte&er (16-bit float) 
Parameter Type Designator-8-bit enumeration 
Change-8-bit unsigned integer 
ID-attached t<r-16-bit unsigned integer 
Parameter ~2-bit~arameter type record 
Parameter vaiue-32-bit 
13 





















Tank vs. Tank Script 
The 1ST CGF script command notation used in this script is as follows: 
* 
1 do 25100 28000 
1 d s 3 
o i c M 1 24000 28500 
20 ( 
00 pg 24600 27500 
50 i rO 
3 exit 
This is a comment and causes no action 
One (I) second after the previous command displace the display origin 
to X = 25100, Y = 28000. 
One (I) second after the previous command change the display scale to 1:3 
Zero (0) seconds after the previous command create aMI entity at 
coordinates X = 24000, Y = 28500. 
Two (2) seconds after the previous command allow entity number 0 to open fire . 
Zero (0) seconds after the previous command entity number 0 is to plan its route 
and go to coordinates X = 24600, Y = 27500. 
Fifty (50) seconds after the previous command remove entity number 0 
from the simulation. 
Three (3) seconds after the previous command terminate the simulation. 
The following commands, in order, comprise the tank versus tank scenario: 
*Script for 40 vehicles 
*Warfare ofml(s) and t72(s) 
*Opposing forces will be placed 1000 meters apart 
*Vehicles will be placed 50 meters apart 
1 d 0 25100 28000 
1 d s 3 
o i c M 1 24625 28500 
OJ c M 1 2467528500 
OJ c MI 2472528500 
OJ c MI 2477528500 
o i c M 1 24825 28500 
OJ c M 1 2487528500 
o i c M 1 24925 28500 
OJ c M I 24975 28500 
o i c M 1 25025 28500 
o i c M I 25075 28500 
OJ c Ml 2512528500 
OJ c MI 2517528500 
o i c M 1 25225 28500 
OJ c M 1 2527528500 
o i c M 1 25325 28500 
OJ c Ml 2537528500 
o i c M I 25425 28500 
OJ c MI 2547528500 
OJ c Ml 2552528500 
o i c M I 25575 28500 
o i c 172 24650 27500 
OJ c 172 24700 27500 
o i c 172 24750 27500 
o i c 172 24800 27500 
o i c 172 24850 27500 
o i c 172 24900 27500 
o i c 172 24950 27500 
o i c 172 25000 27500 
14 
o i c 172 25050 27500 
OJ c 172 25100 27500 
o i c 172 25150 27500 
o i c 172 25200 27500 
o i c 172 25250 27500 
o i c 172 25300 27500 
o i c 172 25350 27500 
o i c 172 25400 27500 
o i c 172 25450 27500 
o i c 172 25500 27500 
o i c 172 2555027500 
o i c 172 25600 27500 
20 ( 
020 ( 





















I o 11 ( o 36 pg 25450 28500 
I 
031 ( o 17 pg 25475 27500 
o 12 ( o 37 pg 25500 28500 
032 ( o 18 pg 25525 27500 
013 ( o 38 pg 25550 28500 
I 033 ( o 19 pg 25575 27500 014 ( o 39 pg 25600 28500 
034 ( 53 i r 0 
I 
o 15 ( o i r I 
035 ( o i r 2 
o 16 ( o i r 3 
036 ( o i r 4 
I o 17 ( o i r 5 037 ( Oir6 
018 ( o i r 7 
I 
038 ( o i r 8 
o 19 ( o i r 9 
039 ( o i rIO 
o 0 pg 24625 27500 o i r II 
I o 20 pg 24650 28500 o i r 12 o I pg 24675 27500 o i r 13 
021 pg 24700 28500 o i r 14 
I 
02 pg 24725 27500 o i r 15 
o 22 pg 24750 28500 o i r 16 
03 pg 24775 27500 o i r 17 
o 23 pg 24800 28500 o i r 18 
I 04 pg 24825 27500 o i r 19 o 24 pg 24850 28500 o i r 20 
05 pg 24875 27500 o i r 21 
I o 25 pg 24900 28500 o i r 22 o 6 pg 24925 27500 o i r 23 o 26 pg 24950 28500 o i r 24 
I 
07 pg 24975 27500 o i r 25 
o 27 pg 25000 28500 o i r 26 
o 8 pg 25025 27500 o i r 27 
o 28 pg 25050 28500 o i r 28 
I 09 pg 25075 27500 o i r 29 o 29 pg 25100 28500 o i r 30 
o 10 pg 25125 27500 o i r 31 
I 
o 30 pg 25150 28500 o i r 32 
011 pg 25175 27500 o i r 33 
o 31 pg 25200 28500 o i r 34 
o 12 pg 25225 27500 o i r 35 
I o 32 pg 25250 28500 o i r 36 o 13 pg 25275 27500 o i r 37 
o 33 pg 25300 28500 o i r 38 
I 
o 14 pg 2532527500 o i r 39 
o 34 pg 25350 28500 3 exit 
o 15 pg 2537527500 
I 
o 35 pg 25400 28500 























Script for Aircraft Scenario 
The 1ST CGF command notation used in this script is as follows: 
* 
Ods4 
This is a comment and causes no action. 
Zero (0) seconds after the previous command this changes the display 
scale to 1:4. 
o d 0 1500 1000 Zero (O)seconds after the previous command displace the display origin to 
coordinates X = 1500, Y = 1000. 
o i c fl6 1050 1000 10000 Zero (0) seconds after the previous command create an F 16 entity at 
coordinates (relative to the origin) of X = 1050, Y = 1000, Z = 10000 
0100 t 90 Zero (0) seconds after the previous command entity number 100 begins a right 
turn of 90 degrees 
o 100 t -90 Zero (0) seconds after the previous command entity number 100 begins a left 
turn of 90 degrees. 
15 i r 100 Fifteen (15) seconds after the previous command remove entity 100 from the 
simulation. 
o exit Zero (0) seconds after the previous command terminate the simulation. 
The following commands, in order, comprise the aircraft scenario script: 
*Script for 15 F-16's 
*Manuevering in a figure 8 
*Each F-16 will be place 50 meters apart 
Ods4 
o do 1500 1000 
o i c fl6 1050 1000 10000 
o i c fl6 1 100 1000 10000 
o i c fl6 1150 1000 10000 
o i c fl6 1200 1000 10000 
o i c fl6 1250 1000 10000 
o i c fl6 1300 1000 10000 
o i c fl6 1350 1000 10000 
o i c fl6 1400 1000 10000 
Oicfl61450 1000 10000 
o i c f16 1500 1000 10000 
o i c fl6 1550 1000 10000 
o i c fl6 1600 1000 10000 
o i c fl6 16501000 10000 
o i c fl6 1700 1000 10000 
o i c fl6 1750 1000 10000 
o i c fl6 1800 1000 10000 
0100 t 90 
o 101 t 90 
o 102 t 90 
o 103 t 90 
o 104 t 90 
o 105 t 90 
0106 t 90 
o 107 t 90 
0108 t 90 
o 109 t 90 
o 110t90 
16 
o lilt 90 
o 112 t 90 
o 113 t 90 
o 114 t 90 
15 100 t -90 
0101 t-90 
o 102 t -90 
o 103 t -90 
o 104 t -90 
o 105 t -90 
o 106 t -90 
o 107 t -90 
0108 t -90 
o 109 t -90 
o 110 t -90 
o lilt -90 
o 112 t -90 
o 113 t -90 
o 114 t -90 
15 100 t 90 
0101t90 
o 102 t 90 
o 103 t 90 
o 104 t 90 
o 105 t 90 
0106 t 90 
0107 t 90 
o 108 t 90 
o 109 t 90 
o 110 t 90 
o III t 90 
o 112 t 90 
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