In this paper, we consider optimization problems w.r.t. to pairs of orthogonal matrices XY = I. Problems of this form arise in several applications such as finding shape correspondence in computer graphics. We show that the space of such matrices is a Riemannian manifold, which we call the biorthogonal manifold. To our knowledge, this manifold has not been studied before. We give expressions of tangent space projection, exponential map, and retraction operators of the biorthogonal manifold, and discuss their numerical implementation.
Introduction

Manifold optimization
The term manifold-or manifold-constrained optimization refers to a class of problems of the form
where f is a smooth real-valued function, X is an m × n real matrix, and M is some Riemannian submanifold of R m×n . The main idea of manifold optimization is to treat the objective as a function f : M → R defined on the manifold, and perform descent on the manifold itself rather than in the ambient Euclidean space.
A key difference between classical and manifold optimization is that manifolds do not have a global vector space structure and are only locally homeomorphic to a Euclidean space, referred to as as the tangent space. The intrinsic (Riemannian) gradient ∇ M f (X) of f at point X on a manifold is a vector in the tangent space T X M that can be obtained by projecting the standard (Euclidean) gradient ∇f (X) onto T X M by means of a projection operator P X (see Figure 1) . A step along the intrinsic gradient direction is performed in the tangent space. In order to obtain the next iterate, the point in the tangent plane is mapped back to the manifold by means of a retraction operator R X , which is typically an approximation of the exponential map. Figure 1 : Illustration of a typical step of a first-order manifold optimization algorithm:
the Euclidean gradient ∇f is projected on the tangent space by means of a projection operator P X , producing a Riemannian gradient ∇ M f . A line search is performed along the gradient direction to determine the step size α. Finally, the result is mapped back to the manifold by means of a retraction operator R X .
Compute the step size α (k) along the descent direction 4. Retraction:
Algorithm 1: Conceptual algorithm for optimization on manifold M.
A conceptual gradient descent-like manifold optimization is presented in Algorithm 1. Besides the standard ingredients of first-order optimization methods (computation of the gradient and line search), it contains two special steps: projection on the tangent space and retraction. For many manifolds, these operations have a closed-form expression [1] .
First manifold optimization algorithms computed the exponential map to perform the mapping from the tangent space to the manifold [14, 8, 10, 19, 15] . In many cases, however, such a computation is expensive. The powerful concept of a retraction, a computationally-efficient approximation of the exponential map, has entered the discussion around the year 2000 (see [1] and a short historical overview in [2] ). Since then, efficient retraction operators have been derived for several manifolds.
Problems on the biorthogonal manifold
In this paper, we are interested in minimizing functions of the form f (X, X −1 ) for non-singular square matrices, which can be cast as min
Our main interest is in the set of pairs of biorthogonal matrices (X, Y ) : XY = I, which we show to be a manifold in the next section. Such problems arise in computer graphics in relation to computation of functional maps between non-rigid shapes [7] , as discussed in Section 4. standard matrix multiplication operation, with identity element I and inverse element X −1 .
We consider the 2n 2 -dimensional product manifold G(n) = GL(n) × GL(n) of pairs of invertible matrices, which form a Lie group (i.e., a finite dimensional differentiable manifold as well as a group with differentiable operations [13] ) w.r.t. the pair product operation
note that the order of matrices in the first and second component of the product is different.
of n 2 linear equations in 2n 2 unknowns has a solution (X,Ŷ ) for any Z ∈ M (n). In particular, this system has the special solutionX = 0,Ŷ = X −1 0 Z. This implies that dF (X 0 ,Y 0 ) is a submersion, and so BO(n) = F −1 (0) is a manifold of dimension 2n 2 −n 2 = n 2 by virtue of the Preimage Theorem ( [9] , p. 21).
Remark 1.
By an alternative argument, the map X → (X, X −1 ) is an embedding of GL(n) into G(n), and so its image BO(n) is a diffeomorphic image of GL(n).
Remark 2.
It is easy to check that BO(n) is a Lie subgroup of the Lie group G(n), as follows: for any (X, X −1 ), (Y, Y −1 ) ∈ BO(n), we have closure w.r.t. to the pair product operation,
and identity element (I, I) ⋆ (X, X −1 ) = (X, X −1 ). Finally, the mapping
Tangent space and its projection operator
The tangent space of the manifold BO(n) at a point (X 0 , Y 0 ) is given by
This can be seen by performing a first-order approximation of the equation X 0 Y 0 = I as follows: if (X, Y ) is a vector in the tangent space, then
for t → 0, and this leads directly to (2) . This implies that the tangent space at the identity (
A crucial component of optimization on the biorthogonal manifold is the projection operator
By means of the coordinate transformationX = (X − Φ),Ỹ = (Y − Ψ) we obtain the problem of finding the minimum-norm solution of the linear system
Minimizing ||X|| 2 F +||Ỹ || 2 F under the constraint of this so called Generalized Sylvester type equation (4) is a well known problem of numerical analysis, a solution method for which was given by Stewart [20] and, more generally, in [18] . As the set of matrices (X, Y ) ∈ G(n) satisfying the constraints of (3) is a nonempty linear subspace, there is a unique solution to the quadratic optimization problem (we defer the details to Section 3).
Exponential function and retraction
Another important ingredient of modern optimization algorithms on manifolds is the retraction mapping from the tangent bundle onto the manifold [1] . A function R X (U ) defined on the tangent bundle of a manifold is a retraction if it approximates the exponential map of the manifold in the following sense:
for t → 0. Of course, the exponential map itself could be used to perform retraction, and this has been the first choice in the beginnings of the theory of optimization on manifolds (see [14] , [8] , [1] ). Later, other computationally more effective retractions have been developed for special manifolds. One example is the so-called Cayley transformation, used especially for the minimization of functions on the orthogonal group O(n) and the special orthogonal group SO(n) [6, 23, 17, 22] . Specific retractions for various manifolds have been effectively implemented in the Manopt MATLAB toolbox [5] .
The following theorem provides for a general way of constructing retraction operators.
Theorem 1 (Projective retraction
is a retraction around X 0 .
Proof. We refer the reader to [2] for the background theory and proof.
As we have seen in Remark 2, our biorthogonal manifold BO(n) is a Lie subgroup of G(n). As the exponential map on GL(n) is the ordinary matrix exponential
Theorem 2. The exponential map on BO(n) = (X, X −1 ) : X ∈ GL(n) is given by exp(X) = (e X , e −X ).
Proof. By Proposition 15.19 of [13] , the exponential map on the subgroup BO(n) is the restriction of the exponential on G(n) to the tangent space T (I,I) BO(n) = {(X, −X) : X ∈ M (n)}. This implies that the exponential on BO(n) can be expressed as exp(X) = (e X , e −X ).
Numerical implementation
The numerical implementation of optimization methods on the manifold BO(n) requires two ingredients, namely, an algorithm for projecting vectors onto the tangent space and a retraction operator. For the latter, we take the exponential function defined in Theorem 2. For matrices of moderate size (n ranging between 10 2 −10 3 ), such an exponential map can be efficiently computed. This applies in particular to our main example in the results section. The computation of the projection P (X 0 ,Y 0 ) on the tangent space can be done by standard numerical linear algebra, utilizing two singular value decompositions for the solution of a Generalized Sylvester Equation (GSE). This method goes back to [20] and has been generalized since then to a wider class of GSE's by [18] 2 . For sake of completeness we will show how to construct the solution of this equation in detail.
Numerical computation of
Given the matrices (X 0 , Y 0 ) ∈ BO(n) and Φ, Ψ ∈ GL(n), our goal is to solve
Let X 0 = U x S x V ⊤ x and Y 0 = U y S y V ⊤ y denote the singular value decompositions of X 0 and Y 0 , where S x = diag(α 1 , . . . , α n ) and S y = diag(β 1 , . . . , β n ) and the singular values α i , β i > 0 since X 0 and Y 0 are invertible. Let us define C = −X 0 Ψ − ΦY 0 . Then, the linear system
which, by the orthogonality of U x and V y , transforms into
These orthogonal transformations do not change the value of the cost function of problem (6), thus solving (6) is equivalent to
The diagonality of S x and S y decouples problem (9) into n 2 independent optimization problems min
The Sylvester equation is a linear equation of the form AX + XB = C( [3] ). In [20] , the GSE AX + Y B = C is treated for singular and even rectangular matrices, too. The setting of [18] is even more general, covering equations of the form AXB * + CY D * = E.
The solution of this scalar problem is given bŷ
Then, the solution (X, Y ) is obtained as
Algorithm 2: Algorithm for projection on the tangent space of BO(n).
Examples
We implemented the manifold BO(n) of our method as biorthogonalfactory() in Manopt, and, as numerical algorithm, we chose the conjugate gradient solver contained in Manopt.
Random matrices
To study the behavior of our optimization, we first did numerical tests with random matrices. We consider the following simple model problem:
where Φ, Ψ are given matrices in M (n). We compared our manifold method with the penalty method,
where α > 0 is some parameter. Note that such a formulation in general does not guarantee a feasible solution, but only an approximately feasible one. We used a conjugate gradient solver on the Euclidean space implemented in Manopt to numerically solve the problem (13) . In our first experiment we choose choose n = 100, i.e., the variables were matrices of order 100 × 100. The time per iteration was around 0.18 sec for both our biorthogonal manifold method as well as for the penalty method with α = 100. But, as can be seen by the figure, only about 12 iterations were necessary with the biorthogonal method, while for the penalty method 60 iterations were necessary to obtain a comparable reduction of the cost function. This is typical for experiments in all dimensions. In addition, the constraint error XY − I F is magnitudes bigger in the penalty method than in the biorthogonal method (where this error is practically zero). By enlarging the penalty parameter, this error can be made smaller, but only to a certain extent, because any minimization algorithm will get into trouble for large α.
Functional maps
In computer graphics, one of the central problems arising in numerous applications, is finding intrinsic correspondence between 3D shapes (typically modeled as Riemannian surfaces and discretized as triangular meshes). Ovsjanikov et al. [16] introduced an elegant framework for describing shape correspondence as linear operators.
Let X and Y denote two surfaces between which we want to find correspondence, and by L 2 (X ) and L 2 (Y) the respective functional spaces of scalar fields. We further assume to be given orthogonal bases on these spaces, denoted by
mapping functions from one surface to another. It can be expressed w.r.t. to the given orthogonal bases as
The coefficients c ij = T φ i , ψ i L 2 (Y) encode the correspondence and can be thought of as a translation of Fourier coefficients between the two bases.
Truncating the expansion at the first k coefficients yields a compact finitedimensional representation of the functional correspondence operator in the form of a k × k matrix C = (c ij ). Given a set of q ≥ k corresponding functions g l ≈ T f l , l = 1, . . . , q, finding correspondence boils down to solving a linear system of qk equations in k 2 variables,
relating the respective Fourier coefficients. In matrix form, the system (15) can be expressed as
where
) are q × k matrices of Fourier coefficients of the given corresponding functions. Eynard et al. [7] proposed a formulation of the problem where two functional maps
are considered simultaneously. In matrix representation, this amounts to having C 1 C 2 = I. Finding the two functional maps is thus formulated as an optimization problem on the biorthogonal manifold,
where ρ(C 1 , C 2 ) is a term adding some regularization on C 1 , C 2 .
We reproduced the results of [7] on a pair of human shapes with known groundtruth correspondence from the FAUST dataset [4] . As data, we used the SHOT descriptor [21] of dimension q = 320. As the orthogonal bases
, we used k = 30 first eigenvectors of the discretized LaplaceBeltrami operator of the two shapes. As the baselines, we used the leastsquares solution of (16) as proposed by Ovsjanikov et al. [16] , the method of Huang et al. [11] and the approximate solution of (17) using the penalty method as proposed by Eynard et al. [7] , where the optimization on the biorthogonal manifold is replaced by an unconstrained optimization with an additional penalty term α C 1 C 2 − I 2 F (we used the penalty weight α = 10 6 ). We solved (17) using optimization on the biorthogonal manifold using conjugate gradient method. Following Eynard et al. [7] , we also included a penalty term in (17) promoting a funnel-shape structure of C 1 and C 2 ,
where ⊙ denotes the element-wise (Hadamard) matrix product, and W is a fixed matrix (for additional details, the reader is referred to [7] ). Figure 3 evaluates the correspondence quality using the Princeton protocol [12] , depicting the percentage of correspondences falling within a certain error radius w.r.t the groundtruth. Higher curves represent better correspondence.
Conclusions
In this paper, we introduced and analyzed the biorthogonal manifold, allowing to efficiently perform optimization over pairs of orthogonal matrices. In future work, we will focus on applications where such problems arise. 
