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Abstract
Consider the family of all finite graphs with maximum degree ∆(G) < d and match-
ing number ν(G) < m. In this paper we give a new proof to obtain the exact upper
bound for the number of edges in such graphs and also characterize all the cases
when the maximal graph is unique. We also provide a new proof of Gallai’s lemma
concerning factor critical graphs.
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1 Introduction
Let F(d,m) denote the set of all finite maximal simple graphs that satisfy
∆(G) < d, ν(G) < m, where ∆(G) denotes the maximum degree among all
the vertices of G and ν(G) denotes the maximum matching size in G. Here,
maximality is with respect to the edge set, i.e., if a graph G, a member of
F(d,m), is a subgraph of G′ with |E(G′)| > |E(G)| then either ∆(G′) ≥ d or
ν(G′) ≥ m. In particular, when d = m = s, this set consists of all those fi-
nite maximal graphs with both degree and matching size less than s. In other
words, these are set systems with uniform block size 2 containing no sun-
flower with s or more petals. A sunflower with s petals is a collection of sets
A1, A2 . . . , As and a set X(possibly empty) such that Ai ∩ Aj = X whenever
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i 6= j. The set X is called the core of the sunflower.
It is a well known result (due to Erdo˝s-Rado(4)) that a uniform set system
with block size k of size greater than k!(s − 1)k admits a sunflower with s
petals(for a proof see (2), for instance). Other bounds that ensure the exis-
tence of a sunflower with s petals are known in the case of s = 3 with block
size k( Kostochka(3), for instance), but the general case seems quite far away.
Our instance of this problem deals with k = 2 (the graph case) and with s,
arbitrary. The Erdo˝s - Rado bound in this case (2(s−1)2) is trivially obtained
and our result yields the exact bound on the number of edges. This was first
achieved in Sauer et al(7).
The exact bound for the general case(arbitrary d,m) was first obtained in (6).
Our proof is simpler, self-contained and ‘structural’ as opposed to Chva´tal et
al(6). Moreover, our method enables us to give a simple characterization of all
the cases where the subfamily of F(d,m)−graphs having no isolated vertices−
attaining the bound is a singleton, i.e., a unique graph, up to isomorphism,
attains the bound. We also present a proof of Gallai’s lemma enroute as an
application of the main theorems proved in section 3. We use the method of
augmenting paths in graphs to study maximal matchings.
2 The Problem
Throughout this paper, we shall denote by exy, the edge {x, y} in a graph G
with x, y being vertices of G. By a walk in a graph G with vertex set V and
edge set E, we shall mean an ordered sequence (x1, x2, . . . , xn) where xi are
vertices of G, and exixi+1 ∈ E. If in addition we also have xi 6= xj for i 6= j,
the walk is a path of G. We call a vertex v unsaturated relative to a matching
M if v is not covered by M.
Definition 1 : Let d ≥ 2, m ≥ 2 be integers. Let F(d,m) be the family of
graphs such that G ∈ F(d,m)⇔
(i) ∆(G) < d and ν(G) < m.
(ii) E(G) is maximal with property (i). (i.e., if G′ is a graph s.t. G is a
subgraph of G′ and |E(G′)| > |E(G)| then either ∆(G′) ≥ d or ν(G′) ≥ m).
Note that G ∈ F(d,m)⇒ |E(G)| ≤ 2(m−1)(d−1)− (m−1). This is imme-
diate since the unsaturated vertices of any such graph form an independent
set and further, the set of vertices of a maximal matching M gives us a vertex
cover for the edges of G.
We define for any graph G,
V≥1(G) := {v ∈ V (G)|dG(v) ≥ 1}, V0(G) := {v ∈ V (G)|dG(v) = 0} and let
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e(d,m) := SupG∈F(d,m)|E(G)|. We aim at obtaining a precise upper bound for
e(d,m). In particular, for the case where d = m = s, for s ≥ 4, we are dealing
with the Erdo¨s-Rado problem of sunflowers with s petals for the case k = 2.
It is easy to see that e(2, 2) = 1 and F(2, 2) has a unique graph, with no iso-
lated vertices, K2 as a member. Likewise, e(3, 3) = 6 and F(3, 3) has a unique
member, with no isolated vertices, consisting of two disjoint K ′3s.
We make the following very simple observation before moving on.
Proposition 2 : If G ∈ F(d,m) then ν(G) = m− 1.
Proof : If not then ν(G) < m− 1 since ν(G) ≤ m− 1.
Define a new graph G′:
V (G′) = V (G) ∪ {1, 2} where 1, 2 /∈ V (G), E(G′) = E(G) ∪ e12.
Note that ∆(G′) = max{∆(G), 1} < d and ν(G′) = ν(G) + 1 < m. This
contradicts the assumption that G ∈ F(d,m) since |E(G′)| > |E(G)| . 
3 Preliminaries
Let G be a simple graph and M be a matching of G. Let |P| denote the
number of edges in the path P of G.
Definition 3 : A path P of G is called a star path of G relative to M if and
only if P satisfies the following:
(i) |P| ≡ 0 (mod 2),
(ii) P has alternating non-matching and matching edges w.r.t M,
(iii) P starts with an unsaturated (relative to M) vertex.
Star paths of G relative to M of length zero are simply the unsaturated
vertices of G.
Definition 4 : A v ∈ V (G) is called a star vertex, relative to M if a star
path of G terminates at v.
Definition 5 : Star(G,M) := {v ∈ V (G)|v is a star vertex of G}.
If v ∈ V (G) and v is unsaturated relative to M then v ∈ Star(G,M). This
is immediate since there exists a star path of length zero terminating at v.
We shall now set up some more notation. For any path Q = (x1, x2, x3, ..., xn)
of G let Q := (xn, ..., x3, x2, x1) denote the reverse path. For paths P =
(x1, x2 . . . , xn),Q = (y1, y2, . . . , ym) such that xn = y1, we denote by P ⋆ Q,
the walk, (x1, . . . , xn, y2, . . . , ym) resulting as a concatenation of the paths P
and Q.
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Proposition 6 : Let G be a given graph with a maximal matching M. Let
v ∈ V (G) \ Star(G,M) and u ∈ V (G). Define G′ as follows: V (G′) := V (G)
, E(G′) := E(G) ∪ {euv}. Then ν(G
′) = ν(G). Further, M is a maximal
matching of G′ and v ∈ V (G′) \ Star(G′,M).
Proof : If euv ∈ E(G) then there is nothing to prove. So, we assume euv /∈
E(G).
We show that M is a maximal matching of G′.
Suppose not. Then by the theory of augmenting paths(see (1) for instance),
there is an M augmenting path, P which necessarily contains the edge euv
else P would be a path in G, which is not possible as M is maximal in G. Let
P = (x1, x2, ..., xn, u, v, w, ym, ..., y2, y1) in G
′ be the augmenting path. Note
that since unsaturated (w.r.t M) vertices of a graph are always elements of
Star(G,M), and v /∈ Star(G,M), it follows that v is saturated by M. Hence
an augmenting path for M cannot terminate at v in G′. This justifies the
writing of w, ym . . . , y1 in the augmenting path. Also note that euv /∈M since
euv /∈ E(G) by assumption. Consequently ewv ∈M.
Consider Q := (y1, y2, ..., ym, w, v). This walk is in fact a star path in G
terminating at v. But that is a contradiction since v ∈ V (G) \ Star(G,M).
We next show that v ∈ V (G′) \Star(G′,M). Suppose not, then there exists a
star path Q in G′ terminating at v containing theM-edge incident at v as the
terminal edge of the path. Hence the non-matching edge, euv does not belong
to Q. But then Q lies in G and hence v is a star vertex of G as well, which by
the assumption is a contradiction. 
Before we prove the next lemma, we make a remark: If G ∈ F(d,m), M
be a matching of G and v ∈ V (G) \ Star(G,M) then deg(v) = d− 1. Indeed,
suppose there exists v ∈ V (G) \ Star(G,M) such that deg(v) < d − 2. As-
sume, without loss of generality, that there exists u ∈ V0(G). Define a new
graph G′, V (G′) = V (G) and E(G′) = E(G) ∪ euv. Therefore ν(G
′) = ν(G)
by Proposition 6 as v ∈ V (G) \ Star(G,M). But since |E(G′)| > |E(G)|, we
have a contradiction.
Next, we prove a lemma which will lead us to our main result– a connected
graph, all of whose vertices are star vertices relative to a maximum matching,
has a unique vertex which is not covered by the matching– the theorem 8.
4 The Main Result
Lemma 7 : Let G be a simple graph and M, a matching of G. Let
P1 := (x1, x2, . . . , xn), P2 := (y1, y2, . . . , ym)
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be star paths in G. If V (P)1 ∩ V (P2) 6= ∅ then either there exists a star path
from x1 to ym or there exists an M-augmenting path from x1 to y1.
Proof : Let
i = min{k|xk ∈ P1 ∩ P2}
Without loss of generality i > 1. If not, then x1 ∈ P1∩P2. As x1 is not covered
byM it follows that x1 = y1. This is so since y1 is the only vertex in P2 which
is not covered by M. So there is a star path(in this case P2) from x1 to ym.
So xi = yj for some fixed j ∈ {2, 3, . . . , m}. Note that y1 /∈ P1 ∩ P2 as i > 1
and y1 is not covered by M. Furthermore if j = m, then by the definition of
i and the fact that P1, P2 are star paths, we have an M augmenting path
(x1, . . . , xi) ⋆ P2 from x1 to y1. So let j ∈ {2, 3, . . . , m− 1}
Now we observe that exi−1xi /∈ M. Suppose not. Since xi−1 /∈ P1 ∩ P2, we
have xi−1 6= yj−1 and also xi−1 6= yj+1. Thus, eyj−1yj /∈ M and eyjyj+1 /∈ M
since there is atmost one matching edge incident at xi = yj. But that is a
contradiction to the fact that P2 is also alternating path relative to M.
As exi−1xi /∈M, we have eyj−1yj ∈M or eyjyj+1 ∈M.
Case 1: eyj−1yj ∈M.
In this case, consider the sequence of vertices P := (x1, x2 . . . , xi, yj−1, . . . , y1).
By the definition of i, yk /∈ {x1, x2, . . . , xi−1} for all 1 ≤ k ≤ m. Using the fact
that P1,P2 are star paths, it now easily follows that P is an augmenting path
for M.
Case 2: eyjyj+1 ∈M.
In this case, let P := (x1, x2, . . . , xi, yj+1, . . . , ym). As before, by the definition
of i, yk /∈ {x1, x2 . . . , xi−1} for 1 ≤ k ≤ m and the fact that P1,P2 are star
paths implies that P is also a path and in fact is a star path from x1 to ym as
desired. 
Theorem 8 : Let G be a simple graph and M a maximum matching of G.
If there is a connected component C of G such that V (C) ⊆ Star(G,M) then
there exists exactly one unsaturated ( relative to M) vertex in C.
Proof : Note that C has at least one unsaturated vertex in it. Indeed, since
every vertex is a member of Star(G,M), there is at least one unsaturated
vertex in C for star paths to originate from. We now prove that C has at most
one unsaturated vertex.
Suppose v ∈ V (C) is an M-unsaturated vertex.
Define Tv := {y ∈ V (C)| there is a star path from v to y}. We claim that Tv =
V (C). Note that v ∈ Tv, so Tv 6= ∅. Let N(u) denote the set of neighbors of a
vertex u.
Suppose Tv 6= V (C). Then there exists a vertex u ∈ V (C) \ Tv such that
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N(u)∩ Tv 6= ∅. Let w ∈ N(u) ∩ Tv. By the definition of Tv, there exists a star
path P1 := (v, x1, . . . , , xn, w).
As u ∈ V (C) ⊆ Star(G,M), there exists a star path P2 := (y, y1, . . . , ym, u).
Note if P1 ∩P2 = ∅ then P = P1 ⋆ (w, u) ⋆P2 is an M-augmenting path. This
follows since P1,P2 are star paths and v, y are by assumption and definition,
respectively, unsaturated vertices.
So, we may assume without loss of generality that P1 ∩ P2 6= ∅. Now lemma
7 applies and so we either have a star path from v to u or an M-augmenting
path from v to y. But the maximality ofM forces the existence of a star path
from v to u and that is a contradiction to our assumption that u /∈ Tv. Hence
C cannot have more than one unsaturated vertex. 
We next show an application of theorem 8 to prove Gallai’s lemma for Factor
Critical graphs.
Theorem 9 (Gallai’s Lemma): If G is a simple connected graph such that
for all v ∈ V (G), ν(G) = ν(G \ v) (G \ v is the induced subgraph of G on
V (G) \ {v}) then |V (G)| = 2ν + 1.
Proof : We first make the following claim: For a connected graph G such that
for all v ∈ V (G), ν(G) = ν(G\v) then V (G) ⊆ Star(G,M) for any maximum
matching M of G.
Suppose not. Then there exists a vertex v ∈ V (G) such that v /∈ Star(G,M).
By definition, M-unsaturated vertices are star vertices, hence v is covered by
M. This implies the existence of an edge evu ∈ E(G) ∩M.
Now consider G \ v. M\ evu is not a maximum matching of G \ v as ν(G) =
ν(G\v) > |M\evu|. So there is an augmenting path in G\v forM\evu. Any
such path would be an augmenting path of G for M as well, unless the path
terminates at u. Now u is not covered by the matching of G \ v, so, if there is
an augmenting path P in G\ v forM\ evu terminating at u, there would be a
star path P ⋆ (u, v) in G terminating at v. This contradicts v /∈ Star(G,M).
Now theorem 8 gives us |V (G)| = 2ν + 1. 
Proposition 10 : Let G be a simple graph. ν(G) = ν(G \ v) for ∀ v ∈ V (G)
if and only if V (G) = Star(G,M) for any maximum matching M of G.
Proof : We first show the “only if” part. Let M be a maximal matching of
G satisfying V (G) = Star(G,M). If a vertex v ∈ V (G) is not covered by M
then obviously ν(G) = ν(G \ v). Now let u ∈ V (G)∩V (M). So there is a star
path P = (v, x1, x2, . . . , w, u) in G for some w ∈ V (G) ∩ V (P) with euw ∈M
and for some v not covered by M. Then (v, x1, x2, . . . , w) is an augmenting
path in G \ u for the matching M\ euw. That implies ν(G \ u) > ν(G) − 1.
Hence ν(G \ u) = ν(G).
Now we prove the “if” part. Recall that a vertex not covered by M is a star
vertex relative toM, so we only need to consider those vertices covered byM.
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Let v ∈ V (G) be a vertex covered by M. Then there exists a w ∈ V (G) such
that ewv ∈ M. Hence there exists an augmenting path P in G \ v for M\ ewv
as ν(G\v) = ν(G) by the assumption. The path P contains w since otherwise
the path P would be an augmenting path for M in G, which is impossible.
Also note that w is not covered by M\ ewv in G \ v so that an augmenting
path for M\ ewv can terminate at w. So we have a star path P ⋆ (w, v) in G.
Hence v is a star vertex of G relative to M. 
5 The Transformed graph
Let G be a graph in F(d,m). We transform the graph G into a ‘better-
structured’ graph, i.e., we obtain another graph whose structure makes the
estimation of the number of edges an easier task, which has at least as many
edges as G and which is again a member of F(d,m). In more precise terms,
we seek a graph Gfinal ∈ F(d,m) satisfying:
(1) ν(Gfinal) = ν(G),
(2) |E(Gfinal)| ≥ |E(G)|,
(3) ∆(Gfinal) < d.
We go about this task in algorithmic fashion by transforming G in several
stages where each intermediate graph is again a member of F(d,m). But
before we describe the process, we set up some more notation.
Let Sk denote the ‘claw’ K1,k where K1,k denotes the complete bipartite graph
with vertex classes of size 1 and k respectively. For any simple graph G, we
define
CSk(G) := {C ≤ G : C is a connected component of G, C
∼= K1,k}.
For any simple graph G and vertices u ∈ V0(G), v ∈ V (G), (recall that
V0(G) is the set of isolated vertices of G) we define another graph G
′ with
V (G′) := V (G), E(G′) := E(G) ∪ evu. We denote this graph by G
′ = G⊕ evu.
Note that this is an associative operation (if done in succession for different
vertices of V0(G)). We denote the neighborhood of v ∈ V (G) by NG(v).
In a similar vein, for a simple graph G, a subgraph G′ of G and v ∈ V (G) ∩
V (G′), we denote by G ⊖ E(v,G′) the graph with vertex set V (G) and edge
set E(G) \ {evw|w ∈ NG′(v)}.
Remark: Suppose v is a vertex in G \ Star(G,M) and u ∈ V0(G), then
ν(G) = ν(G′) where G′ = (G ⊕ evu) ⊖ E(v,G). Clearly by Proposition 6,
ν(G′) ≤ ν(G⊕evu) = ν(G). Since v /∈ Star(G,M), v is necessarily a saturated
vertex relative to M. Therefore let evw denote the matching edge incident at
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v. Since we can always define a matching M′ := M\ {evw} ∪ {evu} in G
′, it
follows that ν(G′) ≥ ν(G).
Suppose G ∈ F(d,m) and let M be a maximum matching of G then |M| =
m− 1 by proposition 2. We assume without loss of generality that |V0(G)| =
2(m − 1)(d − 1). We write V0(G) =
⋃
v∈V (M)
Tv such that |Tv| = d − 1 for all
v ∈ V (M). Note that we necessarily have Tu ∩ Tv = ∅.
Let G0 := G and M0 :=M. Set
G′0 :=G0 \ CSd−1(G0) (1)
M′0 :=E(G
′
0) ∩M0 (2)
t0 := |CSd−1(G0)|. (3)
Note that |M′0| = m− 1− t0 and M
′
0 is a maximal matching of G
′
0.
If V (G′0) \ Star(G
′
0,M
′
0) = ∅ , then set G
final = G0 and we are through.
If not, let v ∈ V (G′0) \ Star(G
′
0,M
′
0) and let Tv := {w1, w2, . . . , wd−1} ⊆
V0(G
′
0).
Now let, G′1 := G
′
0 ⊕ evw1 ⊕ evw2 · · · ⊕ evwd−1 . By Proposition 6, it follows that
ν(G′1) = ν(G
′
0). Now let G1∗ := G
′
1 ⊖E(v,G
′
0) . Note that ν(G1∗) = ν(G
′
1) by
the remark made above. Now set G1 := G1∗ ∪ CSd−1(G0).
We now describe a maximal matching M1 of G1:
M1 := {E(G1) ∩M
′
0} ∪ {evw1} ∪ {E(CSd−1(G0)) ∩M0}.
It is clear that this is a maximum matching of G1 as it gives a maximum
matching in every connected component of G1.
Now we iteratively define Gk, and a maximal matching Mk of Gk in a similar
manner. Note that ∆(Gk) < d and that ν(Gk) = ν(Gk−1) = · · · = ν(G0) and
hence Gk ∈ F(d,m).
This procedure terminates after a finite number of iterations (in fact in at
most m − 1 iterations) since after each iteration the matching size in a com-
ponent having a vertex which is not a star vertex decreases by one, namely
if Gk \ CSd−1(Gk) has a vertex which is not a star vertex, then after an itera-
tion, ν((Gk+1 \ CSd−1(Gk+1)) decreases by one. The final graph shall be G
final
with a maximal matching Mfinal. It is clear that Gfinal satisfies conditions
(1), (2) and (3) at the beginning of the section.
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6 A bound on |E(Gfinal)|
By the procedure above, we arrive at a graph Gfinal which has two kinds of
connected components:
(1) K1,d−1,
(2) Components whose vertices are all star vertices (i.e. factor-critical com-
ponents). Let us denote by L, the set of factor-critical components in
Gfinal.
By theorem 8, we know that for a component C ∈ L, C has exactly one unsat-
urated vertex. Hence if C ∈ L has r matching edges of a maximum matching
Mfinal then,
|V (C)| = 2r + 1 and |E(C)| ≤ min{(2r + 1)r, ⌊
(2r + 1)(d− 1)
2
⌋}.
Thus, if we have t components isomorphic to K1,d−1 and k components Ci ∈ L,
with |ν(Ci)| = ri, then we have |E(G)| ≤ e(G) := (d− 1)t +
∑k
i=1min{(2ri +
1)ri, ⌊
(2ri+1)(d−1)
2
⌋} subject to the constraint, t +
∑k
i=1 ri = m− 1.
Note that e(G) can simply be regarded as a function in the parameters (t, k, {ri}i=1,2...,k).
We look to calculate e0, the maximum value of e(G) subject to the linear con-
straint, t +
∑k
i=1 ri = m− 1.
At this juncture, it is worth emphasizing that the rest of this section is an
elaboration of a simple idea and can be written more concisely. However, we
have included all the minute details for the sake of completeness.
We start with a few observations in order to rewrite the linear constraint and
the expression for the number of edges.
• Note that for ri ≥ ⌈
d−1
2
⌉, we have
(2ri + 1)ri ≥ (2ri + 1)⌈
d− 1
2
⌉ ≥
(2ri + 1)(d− 1)
2
≥ ⌊
(2ri + 1)(d− 1)
2
⌋.
• If for any i, ri > ⌈
d−1
2
⌉, then we can redefine parameters t and ri in the
expression of e(G) and keep the value of e(G) intact. More precisely, let
t′ = t + 1, ri = ri − 1. Since the linear constraint is satisfied, the change in
e0 is
(d− 1)(t+ 1) + ⌊
(2ri − 1)(d− 1)
2
⌋ − (d− 1)t− ⌊
(2ri + 1)d− 1
2
⌋.
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This simplifies to d − 1 + ⌊ (2ri−1)(d−1)
2
⌋ − ⌊ (2ri+1)d−1
2
⌋ = d − 1 + ⌊(ri − 1)(d −
1) + d−1
2
⌋ − ⌊ri(d− 1) +
d−1
2
⌋ = d− 1− (d− 1) = 0.
Hence we can assume without loss of generality that ri ≤ ⌈
d−1
2
⌉ for all
1 ≤ i ≤ k.
Let J := {1 ≤ i ≤ k |ri = ⌈
d−1
2
⌉} and let I := {1, 2 . . . , k} \ J .
We consider the cases of d odd and d even.
CASE I: d is odd: Let d = 2j + 1 for some non-negative integer j. Then
e0 = t(2j) +
∑
i∈I
(2ri + 1)ri + (2j + 1)j|J |
with I, J as described above, subject to the constraint,
t +
∑
i∈I
ri + j|J | = m− 1
with ri ≤ j − 1 for all i.
Suppose r1 > 0. Let t
′ := t + r1, r
′
1 = 0 and r
′
i = ri for i > 1. Consider
the parameters (t′, {r′i}, J). If e
′ denotes the corresponding value of e(G)(as
a function of these values), then e′ − e0 = (t + r1)(2j) − 2jt − (2r1 + 1)r1 =
r1(2j−2r1−1) ≥ r1(2j−2j+2−1) > 0 and that contradicts the maximality
of e0.
Hence ri = 0 ∀ i ∈ I.
Thus we have the linear constraint t + j|J | = m − 1 and we wish to max-
imize (2j)t+ (2j2 + j)|J |.
It follows from elementary calculus that the maximum occurs at one of the
extreme points, i.e., when |J | = 0, t = m − 1 or when |J | = ⌊m−1
j
⌋, t =
m − 1 − j⌊m−1
j
⌋. It follows that the maximum occurs precisely when |J | =
⌊m−1
j
⌋, t = m− 1− j⌊m−1
j
⌋ and maximum e0 = 2j(m− 1) + j⌊
m−1
j
⌋.
CASE II: d is even. Suppose d = 2j. In this case
e0 = t(2j − 1) +
∑
i∈I
(2ri + 1)ri + (2j
2 − 1)|J |
subject to the linear constraint
t +
∑
i∈I
ri + j|J | = m− 1,
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again with ri ≤ j − 1 for all i.
As before, suppose r1 > 0. Then, defining t
′, r′i and e
′ exactly as before, we
note that e′−e0 = (t+r1)(2j−1)−(2j−1)t−(2r1+1)r1 = r1(2j−2r1−2) ≥ 0.
So here we can assume without loss of generality that ri = 0 for all i ∈ I(note
that equality can occur in the above chain of inequalities).
Once again we are reduced to the case of maximizing t(2j − 1) + (2j2 − 1)|J |
subject to the constraint t + j|J | = m − 1. Exactly as before we see that
the maximum occurs at one of the extremities, i.e., at t = m − 1, |J | = 0 or
when t = m − 1 − j⌊m−1
j
⌋, |J | = ⌊m−1
j
⌋. It is again trivial to see that the
maximum occurs when t = m − 1 − j⌊m−1
j
⌋, |J | = ⌊m−1
j
⌋ and in this case
e0 = (2j − 1)(m− 1) + (j − 1)⌊
m−1
j
⌋.
So we finally have in either case, e0 = (d− 1)(m− 1) + ⌊
m−1
⌈ d−1
2
⌉
⌋⌊d−1
2
⌋.
7 F(d,m)-Graphs with e(d,m) edges
Having maximized the quantity e(d,m), we now turn our attention back to
graphs in the family F(d,m) that attain this bound. To that end, we first dis-
cuss construction of a factor critical component C with ν(C) = ⌈d−1
2
⌉, ∆(C) < d
and |E(C)| as large as possible. For d = 2j + 1 take C to be a complete graph
on 2j + 1 vertices. If d = 2j then consider a complete graph D on 2j vertices
and then remove j alternate edges of a cycle of 2j edges from D. We call
this new graph E . Now to obtain C, we connect any of the 2j − 1 vertices of
E to a new, hitherto isolated vertex, v /∈ V (E). We also claim that a factor
critical graph C with ν(C) = ⌈d−1
2
⌉, ∆(C) < d and |E(C)| = ⌊
(2(⌈ d−1
2
⌉)+1)(d−1)
2
⌋
is unique up to isomorphism. If d is odd it is a complete graph on 2(⌈d−1
2
⌉)+1
vertices and hence unique. If d = 2j for j > 1 then take C among the 2j + 1
vertices of C there is a unique vertex v of degree 2j − 2. Hence there is a
vertex u in V (C) which is not a neighbor of v. C \ u would be a regular graph
of degree 2j − 2 on 2j vertices and hence its complement is simply a regular
graph of degree one, namely, a matching of a complete graph on 2j vertices.
This demonstrates the uniqueness of C and the fact that C can be obtained
from E as described above.
Now we mention the cases where the extremal graphs (with no isolated ver-
tices) in F(d,m) are unique. For d = 2, G is m − 1 copies of K2. If m = 2
and d 6= 4 then it is easy to see that a graph with e(d, 2) = d− 1 edges is the
complete bipartite graph K1,d−1. Suppose ⌈
d−1
2
⌉ divides m − 1; in this case,
t = 0. Hence all the vertices of any maximal graph would be star vertices
relative to any of its maximum matchings. That implies that G = Gfinal and
hence the graph G with maximum number of edges satisfying the conditions
ν < m , ∆ < d would be the unique graph (with no isolated vertices) with
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|J | = ⌊ m−1
⌈ d−1
2
⌉
⌋ components isomorphic to C, where C is the graph described in
the previous paragraph. However if ⌈d−1
2
⌉ does not divide m − 1, m > 2 and
d > 2 then many graphs achieve the bound e(d,m). In this case t 6= 0 and
Gfinal may include at least two components:
• two components isomorphic to K1,d−1,
• one component isomorphic to K1,d−1 and one component isomorphic to C
as described above.
We can always coalesce the two components mentioned above into a single
component without loss of number of edges. If there are two components
H1, H2 isomorphic toK1,d−1, one could remove an edge ofH1 and then connect
the vertex of degree d−2 to any of the degree one vertices of H2. Note that the
new graph thus formed has exactly the same number of edges and so is again
a member F(d,m). If in Gfinal, there is a component isomorphic to K1,d−1
and a component isomorphic to C then we can form a new component with
2(⌈d−1
2
⌉+ 1) + 1 vertices and maximum degree less than d, having number of
edges equal to the total number of edges in the original two components.
In the special case d = m = s, we see that the maximum is e(s, s) = s(s− 1)
when s is odd and ⌊ (2s−1)(s−1)
2
⌋ when s is even. Furthermore, when s is odd
and s = d = m then clearly, ⌈d−1
2
⌉ = s−1
2
divides m− 1 = s− 1 and so in this
case the maximum is attained when the graph is isomorphic to two disjoint
copies of Ks. In the case of s even, there are several graphs that attain the
bound.
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