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Algoritmische beslisregels vanuit 
constitutioneel oogpunt
Tweedeling tussen algemene regels en concrete 
toepassing onder druk
J. Goossens, E.M.H. Hirsch Ballin & E.Y. van Vugt*
1. Inleiding
Het constitutionele debat over de inzet van big data en algoritmen door de overheid concentreert zich 
vandaag de dag vooral op de vraag hoe de technologische voordelen kunnen worden benut, terwijl 
de rechtsstatelijke risico’s worden beperkt. Daarbij gaat het bijvoorbeeld concreet over waarborgen 
betreffende de verwerking van persoonsgegevens, het vermijden van discriminatoire bias of het 
waarborgen van transparantie en de ontwikkeling van een recht op informatie en uitleg. Enkele 
jaren geleden wees Prins erop dat digitalisering noodzaakt ‘tot het doordenken van de (informatie)
positie van de drie machten en het initiëren van stappen om de genoemde kernelementen van 
de rechtsstaatgedachte ook in een digitale samenleving te kunnen garanderen.’1 Onlangs vroegen 
Jansen en ook Passchier eveneens aandacht voor de gevolgen van digitalisering op de verhoudingen 
in de trias politica, waarbij een disbalans zou ontstaan door een gebrekkige informatiepositie van 
en controle door het parlement en de rechter op de snelle digitalisering van het bestuur.2 Volgens 
Hildebrandt, Leenes en Lokin lijkt de wetgever digitalisering als een voldongen feit te zien in plaats 
van te anticiperen op de snelle digitale evoluties.3 Zij menen dat een fundamentele bezinning nodig 
is op de manier waarop het recht in een informatiegestuurde samenleving zowel zijn instrumentele 
functie als zijn waarborgfunctie kan verwezenlijken. Anders gezegd: welke voorwaarden dient het 
recht te scheppen zowel om de effectieve inzet van technologie door de overheid mogelijk te maken 
(instrumenteel) als om burgers en bedrijven tegen de willekeurige inzet van technologie door de 
overheid te beschermen (waarborg)? 
Ook de auteurs van deze bijdrage vermoeden dat de inzet van algoritmische beslisregels en 
geautomatiseerde feitenvaststelling door de overheid meer omvat dan alleen een verstoring van 
de balans in de trias politica die ‘hersteld’ moet worden. De impact van de automatisering van het 
bestuur staat al lang op de onderzoeksagenda,4 maar de snelle evoluties nopen tot nieuwe analyses 
van fundamentele constitutionele vraagstukken. Dit artikel verkent dan ook hoe algoritmische 
* Jurgen Goossens, Ernst Hirsch Ballin en Eva van Vugt zijn werkzaam als respectievelijk universitair hoofddocent, universiteitshoog­
leraar en promovenda aan Tilburg University, Department of Public Law & Governance. Dit artikel is een bewerkte versie van het 
preadvies voor de Staatsrechtconferentie van 2020 ‘Staatsrecht in de datasamenleving’. De auteurs wensen Janneke Gerards, Jerfi 
Uzman en Thijs van Duffelen uitdrukkelijk te bedanken voor hun waardevolle commentaar op het preadvies.
1 Prins 2016, p. 909.
2 Jansen 2020; Passchier 2020.
3 Hildebrandt, Leenes & Lokin 2012.
4 Bijv. Hirsch Ballin & Kamphuis 1985; Franken e.a. 1993.
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besluitvorming door de overheid bestaande constitutionele uitgangspunten onder druk zet of zelfs 
transformeert. De focus ligt daarbij allereerst op de fundamentele tweedeling tussen algemene 
regels en de concrete toepassing via individuele beslissingen alsmede, in het licht daarvan, de 
wisselwerking tussen normen en feiten. De traditionele tweedeling tussen algemene regels en 
de concrete toepassing daarvan via individuele beslissingen vloeit voort uit de scheiding tussen 
de wetgevende functie en de bestuursfunctie, waarbij het legaliteitsbeginsel functioneert als een 
verbindende schakel tussen beide functies. 
Deze tweedeling biedt een waarborg voor de burger. De bevoegdheid voor het bestuur om in 
individuele gevallen concrete besluiten te nemen dient steeds een grondslag te hebben in algemene 
regels vastgesteld door een democratisch gelegitimeerd orgaan. De besluitvorming van het bestuur 
in individuele gevallen vindt echter al geruime tijd steeds vaker (deels) geautomatiseerd plaats op 
basis van algoritmische beslisregels. Hierdoor kan de relatie vertroebelen tussen enerzijds een 
concreet besluit dat het resultaat is van de toepassing van een algoritmische beslisregel en anderzijds 
de algemene regels die oorspronkelijk ten grondslag liggen aan de bevoegdheid van het bestuur om 
in individuele gevallen concrete besluiten te nemen.
De complexiteit en ondoorzichtigheid van algoritmische besluitvorming kunnen voorts de 
democratische en rechterlijke controle op de toepassing van algemene regels bemoeilijken. 
Met betrekking tot de rechterlijke controle zette de Afdeling bestuursrechtspraak van de Raad 
van State (ABRvS) op 17 mei 2017 in de AERIUS I­uitspraak alvast een belangrijke stap in de 
ontwikkeling van een toetsingskader voor algoritmische, (deels) geautomatiseerde besluitvorming. 
Het softwaresysteem AERIUS ondersteunde besluitvorming in het kader van activiteiten die 
gepaard gaan met uitstoot van stikstof. Volgens de ABRvS kan de inzet van algoritmen bij het 
besluitvormingsproces leiden tot een gebrek aan inzicht in de gemaakte keuzes, gebruikte gegevens 
en aannames, wat kan resulteren in een ongelijkwaardige procespositie van partijen.5 Op het vlak van 
de democratische controle heeft de Tweede Kamer op 2 juli 2019 de tijdelijke onderzoekscommissie 
‘Digitale toekomst’ ingesteld om meer zicht en grip te krijgen op gewenste en ongewenste 
ontwikkelingen inzake digitalisering. Op 28 mei 2020 heeft de commissie haar eindrapport 
overhandigd.6 
Tegen deze achtergrond bekijkt dit artikel welke gevolgen de inzet van algoritmen heeft voor de 
fundamentele tweedeling tussen algemene regels en concrete toepassing via individuele beslissingen 
(§ 2), de wisselwerking tussen normen en feiten (§ 3), het legaliteitsbeginsel (§ 4), de democratische 
controle op de ontwikkeling van regelgeving (§ 5), en de effectiviteit van rechterlijke controle (§ 6). 
Wij sluiten af met een korte conclusie en een aantal stellingen voor debat (§ 7).
Onvermijdelijk betreft dit artikel slechts een uitsnede uit de constitutionele vraagstukken en 
uitdagingen rond de inzet van algoritmen door de overheid, waarbij bovendien moet worden 
opgemerkt dat deze inzet ook mogelijkheden biedt voor een betere toerusting van burgers. De 
vooruitzichten daarop zullen echter afhangen van de mogelijkheid of algoritmen minstens indirect 
tot ieders beschikking staan – wellicht in democratische, controleerbare structuren – dan wel of 
5 Zie bijv. ook uitgebreid Van Eck 2018 over de bestuurspraktijk van geautomatiseerde ketenbesluiten en de gevolgen voor de rechtsbe­
scherming van burgers.
6 Zie voor het eindrapport <https://www.tweedekamer.nl/sites/default/files/atoms/files/eindrapport_tijdelijke_commissie_digitale_
toekomst_tweede_kamer_der_staten­generaal.pdf> laatst bezocht 20 november 2020.
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zij worden gecontroleerd door al dominerende en hegemoniale machten.7 Daarmee bespreken 
wij weliswaar slechts een facet van de algemene vraag hoe deze technologie zich verhoudt tot de 
waarborging en de bevordering van de fundamentele rechten van mens en burger,8 met zowel 
negatieve als positieve kanten. Het gaat echter wel om een wezenlijk facet binnen de bredere 
discussie. 
2. Fundamentele tweedeling tussen algemene regels en concrete toepassing 
onder druk
In het constitutionele recht wordt traditioneel een fundamentele tweedeling gemaakt tussen 
algemene regels en hun concrete toepassing. Aan de ene kant stelt de overheid regelgeving vast 
door het uitvaardigen van algemene bindende regels, ook wel wetten in materiële zin, wettelijke 
voorschriften of algemeen verbindende voorschriften genoemd. Evenals algemeen verbindende 
voorschriften zijn beleidsregels besluiten van algemene strekking, maar beleidsregels binden 
in beginsel enkel het bestuur en zijn minder dwingend van aard dan algemeen verbindende 
voorschriften. Aan de andere kant gaan overheidsorganen over tot uitvoering en concrete toepassing 
van die materiële wet­ of regelgeving, wat onder meer gebeurt door het nemen van individuele 
beslissingen.  Dit fundamentele onderscheid vinden we ook terug in het bestuursrecht, namelijk in 
de tweedeling tussen besluiten van algemene strekking enerzijds en individuele besluiten anderzijds.
Dat wat we ‘toepassing’ noemen, raakt ook de toegepaste regel. De regel krijgt door toepassing 
immers betekenis in de realiteiten van het leven. Rechtsregels zijn een bijzondere vorm van taal, 
bedoeld om menselijk gedrag te leiden. Hoewel personifiërende metaforen als ‘trouw aan de 
Grondwet’ en ‘gezag van de wet’ die indruk kunnen wekken, bewerkstelligen rechtsregels dat 
gedrag niet uit zichzelf. Dat gebeurt pas door de tussenkomst van mensen die een rechtsregel willen 
toepassen op gedrag dat de vorm heeft van een rechtshandeling of een feitelijke gedraging. De 
toepassing van rechtsregels is dan ook mensenwerk, dat een – misschien nauwelijks waarneembare 
– herinterpretatie met zich mee kan brengen.9 Een algoritme vervangt – geheel of gedeeltelijk – deze 
menselijke tussenkomst doordat het zelf de toepassing berekent die uit de rechtsregel op grond van 
eerdere praktijken zou voortvloeien. Zulke algoritmes zijn dus wel regels, maar ze zijn niet slechts 
een symbolische representatie van een rechtsregel.
Als een soort intermediaire categorie tussen algemeen verbindende voorschriften en beschikkingen 
bewerkstelligen beleidsregels normaal gesproken dat de uitoefening van discretionaire bevoegdheden 
door het bestuur in vergelijkbare gevallen gelijk uitvalt. In dit speelveld voegen zich nu dus ook 
algoritmische beslisregels, die reeds bij gebreke van vaststelling bij besluit van het bevoegde 
bestuursorgaan evenwel niet kwalificeren als beleidsregels in de zin van artikel 1:3, vierde lid, Awb. 
Ze zijn bovendien van andere aard. Ze zijn immers geen ‘toe te passen’ rechtsregels, maar vormen 
zelf ‘toepassing’ of ten minste een fase in de toepassing.
7 Susskind & Susskind 2015. 
8 Zie over de vereiste waarborgen het rapport van Vetzo, Gerards & Nehmelman 2018.
9 Hirsch Ballin 2020, p. 11­12; Benhabib 2006, p. 48: zij noemt dit in het voetspoor van Jacques Derrida ‘iterations’.
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Om dit te kunnen begrijpen is het goed erop te wijzen dat een algoritme een set instructies 
(een wiskundige formule) is om een bepaald doel te bereiken. Wegens de complexiteit van de 
berekeningen wordt het algoritme meestal uitgevoerd met behulp van de rekenkracht van een 
computer. Aan de hand van de invoer en verwerking van data wordt in verschillende stappen 
uiteindelijk tot een resultaat gekomen. Voor zover echter algoritmes de menselijke beoordeling in de 
toepassing niet slechts ondersteunen maar (deels) vervangen, ontstaat het risico dat onopgemerkt de 
toepassing niet meer met prudentie geschiedt, maar deze prudentie als het ware lost in automation 
raakt.
In dit verband is ook van belang dat bestuurlijke besluitvorming in toenemende mate geheel of 
gedeeltelijk gebaseerd wordt op de ‘output’ van algoritmen. Wanneer het bestuur zijn besluiten 
geheel aan de hand van algoritmische beslisregels neemt, oftewel zonder menselijke tussenkomst, 
spreekt men van volledig geautomatiseerde besluitvorming.10 De enige algemene beperking op 
dergelijke volledig geautomatiseerde besluitvorming is het recht op menselijke tussenkomst bij 
verwerking van persoonsgegevens. Artikel 22 van de Algemene verordening gegevensbescherming 
(AVG) voorziet in het eerste lid immers in het recht niet te worden onderworpen aan een uitsluitend 
op geautomatiseerde verwerking, met inbegrip van profilering, gebaseerd besluit waaraan voor de 
betrokkene rechtsgevolgen zijn verbonden of dat hem anderszins in aanmerkelijke mate treft.11 
In beginsel gaat het bestuur enkel bij een strikt gebonden bevoegdheid over tot dit soort volledig 
geautomatiseerde besluitvorming, in tegenstelling tot bij besluiten op basis van een discretionaire 
bevoegdheid die een afweging door het bestuur vergen.12 Het gaat dus in de bestuurspraktijk 
in beginsel om de inzet van simpele, rule-based algoritmische beslisregels (‘als x, dan y’). Denk 
bijvoorbeeld aan het verlenen van toeslagen door de Belastingdienst of het toekennen van 
studiefinanciering door de Dienst Uitvoering Onderwijs (DUO).
Ook bij besluitvorming op grond van een discretionaire bevoegdheid zet het bestuur algoritmen in, 
maar dan gebeurt dit vooral ter ondersteuning of voorbereiding van de (menselijke) besluitvorming.13 
Denk bijvoorbeeld aan computersystemen zoals SyRI. De inzet van zogenaamde ‘slimme’ of 
zelflerende algoritmen, zoals bij SyRI, gebeurt vooralsnog vooral louter ter ondersteuning van 
menselijke besluitvorming. Het gaat dan om algoritmische beslisregels met zelflerende capaciteit, 
waarin statistische waarschijnlijkheidsberekeningen zijn ingebouwd en die zichzelf met behulp van 
big data en machine learning steeds verder verfijnen en gedetailleerder doorontwikkelen. Dergelijke 
algoritmen vormen de basis van artificiële intelligentie (AI).
Op dit punt is het goed om ook te wijzen op een andere ontwikkeling die zich de afgelopen 
decennia heeft voorgedaan in de dynamiek tussen algemene regel en bijzondere beoordeling. 
Het bestuursrecht wordt steeds minder gezien als de loutere, herhaalde toepassing van 
overheidsvoorschriften. In plaats daarvan wordt in de bestuurlijke besluitvorming en de 
rechtsbescherming in toenemende mate gestreefd naar responsiviteit, met een geleidelijke 
verschuiving van het overheids­ naar het burgerperspectief en met meer aandacht voor maatwerk.14 
In dat kader openen complexe zelflerende algoritmen met ondersteuning van big data nieuwe 
10 De Poorter & Goossens 2019, p. 3305­3306.
11 Het tweede lid bevat enkele uitzonderingen. 
12 Jak & Bastiaans 2018, p. 3020.
13 De Poorter & Goossens 2019, p. 3305­3306.
14 Scheltema 2019.
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mogelijkheden tot verfijning van de beoordeling door het bestuursorgaan. Deze technologieën 
helpen het bestuursorgaan namelijk om vage normen – die in beginsel aanleiding geven tot meer 
beslissingsruimte voor het bestuur – toe te passen op een breed spectrum van (zelfs niet­voorziene) 
gevallen door het analyseren van grootschalige feitenpatronen. 
Toch dreigt het toenemend gebruik van algoritmen ter ondersteuning of zelfs volledige 
automatisering van bestuurlijke besluitvormingsprocessen zinvolle menselijke beoordeling te 
verdringen. Dit kan verschillende normen van behoorlijk bestuur raken, met name de hoorplicht 
(art. 4:7 e.v. Awb), de plicht tot belangenafweging (art. 3:4 lid 1 Awb) in samenhang met het 
evenredigheidsbeginsel (art. 3:4 lid 2 Awb), het motiveringsbeginsel (art. 3:46 en 3:47 Awb), het 
zorgvuldigheidsbeginsel (art. 3:2 Awb), de vergewisplicht (art. 3:9 Awb), de plicht af te wijken van 
een beleidsregel indien de gevolgen voor de belanghebbenden onevenredig zijn in verhouding tot het 
doel (art. 4:84 Awb), of de plicht tot individuele heroverweging in de bezwaarschriftprocedure (art. 
7:11 Awb).
Daarnaast kan bij een toenemend gebruik van algoritmen een ‘automation bias’ optreden. Dit is het 
psychologische verschijnsel waarbij menselijke besluitvormers geneigd zijn algoritmische output te 
volgen en onvoldoende oog te hebben voor afwijkende niet­geautomatiseerde informatie.15 Hierdoor 
kan de algoritmische beslisregel een hardheid krijgen die negatief afsteekt in vergelijking met 
beleidsregels. Bovendien kan er bij zelflerende algoritmische beslisregels een mateloze detaillering 
optreden. Ten slotte kan de kwaliteit van datagedreven algoritmische besluitvorming achteruitgaan 
doordat de gegevens waarop het algoritme zich baseert onvoldoende representatief zijn of de 
datasets niet afdoende gecontroleerd zijn op de aanwezigheid van (historische) bias. Bijgevolg kan 
een historisering van de besluitvorming plaatsvinden en kan discriminatoire bias in de zelflerende 
modellen sluipen.
Kortom, voor de relatie tussen algemene regels en hun concrete toepassing hoeft geautomatiseerde 
besluitvorming aan de hand van simpele rule-based algoritmen in beginsel geen substantiële 
problemen op te leveren. Algoritmen met een eenvoudige beslisboom (‘als x, dan y’) en beperkte 
beslissingsruimte voor het bestuur kunnen immers gekwalificeerd worden als de uitwerking 
of vertaling van vooraf vastgestelde algemeen verbindende voorschriften of beleidsregels. 
Besluitvorming aan de hand van zelflerende algoritmen kan daarentegen de verhouding tussen 
algemene regels en concrete toepassing wel fundamenteel onder druk zetten. Doordat zelflerende 
algoritmen zichzelf steeds verder verfijnen en gedetailleerder doorontwikkelen, vertroebelt immers 
de relatie tussen een op algoritmische beslisregels gebaseerd bestuurlijk besluit enerzijds en de 
algemene regels die oorspronkelijk aan de bevoegdheid van het bestuur ten grondslag lagen om 
dergelijke besluiten te nemen anderzijds. Bij de inzet van zelflerende algoritmen raakt een zinvolle 
menselijke beoordeling op de achtergrond, wat kan leiden tot de hierboven beschreven risico’s. 
15 Zie betreffende de nauw verbonden fenomen ‘automation bias’ en ‘automatian complacency’, Parasuraman & Manzey 2010.
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3. Invloed van geautomatiseerde feitenvaststelling op wisselwerking tussen 
normen en feiten
De toepassing van algemene regels in concrete gevallen vereist altijd in eerste instantie een 
vaststelling van de feiten die voor de toepassing van die regels relevant zijn. Steeds vaker vindt 
ook die feitenvaststelling geautomatiseerd plaats. Algoritmische beslisregels werken immers met 
voor algoritmische verwerking voorbewerkte feitelijke informatie. Algoritmes voegen zich dus niet 
alleen als andersoortige regels in het proces van ‘toepassing’, maar ook zuigen ze het bij uitstek 
concretiserende aspect van de regeltoepassing, namelijk de feitenvaststelling, op (vgl. ‘da mihi 
factum, dabo tibi ius’, dat wil zeggen ‘geef mij de feiten, ik geef u het recht’). Deze samenhang 
tussen big data en algoritmen wordt in de rechtswetenschappelijke literatuur nog niet afdoende 
belicht. Daarom is het van belang stil te staan bij de wisselwerking tussen normen en feiten, die 
steeds plaatsvindt maar in dit geval (op zijn minst deels) aan directe menselijke waarneming wordt 
onttrokken.
Besluitvorming die gebaseerd is op eenvoudige algoritmische beslisregels (‘als x, dan y’) kan 
een de­individualiserend karakter hebben, waarbij onvoldoende rekening gehouden wordt met 
de bijzondere omstandigheden van het individuele geval. Daarentegen kan besluitvorming die 
het resultaat is van complexe zelflerende algoritmen op basis van big data en geautomatiseerde 
feitenvaststelling met fijnkorrelige informatie werken en deze in een specificatie van de beslisregels 
verwerken.16 Er kan gebruik worden gemaakt van de steeds toenemende rekenkracht van computers 
en mogelijkheden tot verwerking van big data om een voor toepassing van de regel vereiste doch in 
vage termen omschreven feitelijke conditie op geautomatiseerde wijze vast te stellen. 
De output van dergelijke op algoritmen gebaseerde besluitvorming kan daarbij met veel 
bijzonderheden rekening houden, mits deze bijzonderheden door het algoritme worden herkend. 
In de praktijk kan het evenwel gebeuren dat deze mogelijkheid technisch niet verzekerd is, terwijl 
er wel sprake is van concrete omstandigheden die bijvoorbeeld nopen tot afwijking van de regel 
in een individueel geval. Bovendien brengt dit gebruik van big data andere risico’s met zich die 
kunnen leiden tot het de­legitimeren van die algoritmische besluitvorming.17 Het gaat daarbij om de 
hierboven al genoemde risico’s van het reproduceren en versterken van discriminatoire biases in de 
dataset, maar ook de druk die ontstaat op het vlak van een adequate bescherming en verwerking van 
persoonsgegevens, waarbij onder meer chilling effects en function creep kunnen ontstaan.18
Behalve bovenstaande risico’s brengt geautomatiseerde feitenvaststelling ook een fundamentele 
omkering van de wisselwerking tussen normen en feiten met zich. Omdat verschillende concrete 
feiten en omstandigheden in een zelflerend algoritmisch model de uitkomst bepalen, is de algemene 
regel niet langer te allen tijde doorslaggevend voor de beoordeling van de feiten, maar liggen de 
feiten juist aan de basis van de regel zoals die wordt toegepast. Besluitvorming op basis van complexe 
zelflerende algoritmen kan anders gezegd dus mede leiden tot fijnkorrelig maatwerk 2.0.19 Hierbij 
verschilt bijgevolg de uitkomst van een besluitvormingsproces van geval tot geval en is er nog 
16 Busch & De Franceschi 2018, p. 413; Hirsch Ballin 2020, p. 92­93.
17 Zie nader over de legitimiteit van algoritmisch bestuur Meijer & Grimmelikhuijsen 2020.
18 Broeders e.a. 2017, p. 314­315.
19 Ibid.
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nauwelijks sprake van een voorafgaande algemene norm die op voorspelbare wijze en gelijkelijk van 
toepassing is voor alle gevallen die daaronder vallen.
4. Gevolgen voor het legaliteitsbeginsel 
Het legaliteitsbeginsel houdt in dat elk overheidsoptreden een grondslag moet hebben in een wet die 
mede is vastgesteld door de volksvertegenwoordiging: de Staten­Generaal.20 Het bestuur kan daarom 
alleen besluiten van individuele strekking nemen op basis van geattribueerde dan wel gedelegeerde 
regelgevende bevoegdheid.21 De opkomst van de administrative state in de twintigste eeuw heeft ertoe 
geleid dat de formele wetgever veelvuldig regelgevende bevoegdheid overdraagt aan het bestuur met 
als achterliggende gedachte dat het bestuur over de expertise beschikt die de formele wetgever mist 
om voor specifieke beleidsterreinen de normen te bepalen.22 
Door regelgevende bevoegdheid aan het bestuur te delegeren, verliezen de Staten­Generaal 
directe zeggenschap en effectieve controle over de inhoud van deze normen. Hoewel dit verlies 
aan democratische legitimatie en controle op het niveau van uitvoeringsorganen en op decentraal 
niveau deels gecompenseerd kan worden, staat veelvuldige delegatie van regelgevende bevoegdheid 
op gespannen voet met het primaat van de wetgever.23 Het primaat van de wetgever houdt in dat 
de formele wetgever vanwege zijn democratische legitimatie zelf de voornaamste (rechtspolitieke) 
keuzen over de inhoud van het recht behoort te maken, en die keuzen niet kan overlaten aan het 
bestuur of aan de rechter.24 De betrokkenheid van de Staten­Generaal – die het gehele Nederlandse 
volk vertegenwoordigen25 – bij de vaststelling van algemeen geldende normen zou moeten 
garanderen dat de belangen van alle Nederlanders naar evenredigheid worden meegewogen.26
Als de twintigste eeuw de eeuw van de administrative state was, wordt de eenentwintigste eeuw die 
van de algorithmic administrative state. De samenleving is dermate complex geworden dat ook het 
bestuur niet meer beschikt over voldoende menselijke expertise en capaciteit om het land op alle 
domeinen effectief te besturen. Het is om die reden dat het bestuur in toenemende mate gebruik 
maakt van algoritmen ter ondersteuning of zelfs ter volledige automatisering van bestuurlijke 
besluitvormingsprocessen. In de ‘gewone’ administrative state mocht men er nog van uitgaan dat 
een mens (of een orgaan samengesteld uit mensen) effectief een door de wetgever toegekende 
bestuursbevoegdheid uitoefent en er dus een mens verantwoordelijkheid draagt voor de genomen 
beslissing.27 In de algorithmic administrative state is van deze menselijke tussenkomst echter niet 
meer per definitie sprake.
Daarnaast is het onduidelijk hoe de inzet van algoritmen door de overheid past in het traditionele 
constitutionele systeem inzake bevoegdheidstoekenning. Volledig geautomatiseerde algoritmische 
20 Bovend’Eert 2019, p. 155.
21 Voermans 2020.
22 Lindseth 2010; Hirsch Ballin 2015a, § 4.
23 Voermans 2020.
24 Commissie Wetgevingsvraagstukken 1985, p. 43.
25 Artikel 50 Grondwet.
26 Zie het nog te verschijnen proefschrift van E.Y. van Vugt. 
27 Zie Le Sueur 2016.
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besluitvorming zou wellicht kunnen worden gekwalificeerd als de uitvoering van een mandaat, 
waarbij het algoritme in naam en voor rekening van een bestuursorgaan besluiten van individuele 
strekking neemt en dus het bestuursorgaan voor die besluiten de volledige verantwoordelijkheid 
draagt. In het geval van discretionaire beslissingsruimte die wordt ingevuld op basis van volledig 
geautomatiseerde besluitvorming en feitenvaststelling zonder wezenlijke tussenkomst van het 
bestuursorgaan, zou men eventueel ook kunnen stellen dat het feitelijk gaat om delegatie van een 
bestuurlijke bevoegdheid aan een private partij (een softwareontwikkelaar), of na doorontwikkeling 
van de regels zelfs aan een computersysteem.  In de bestuurspraktijk gaat het bestuur echter – 
vooralsnog – in beginsel enkel bij een gebonden bevoegdheid over tot volledig geautomatiseerde 
besluitvorming.28
Delegatie kan daarnaast natuurlijk enkel op voorwaarde dat de algemene regels waaraan 
het bestuursorgaan oorspronkelijk de bevoegdheid ontleent, uitdrukkelijk toestaan dat het 
bestuursorgaan overgaat tot dergelijke delegatie, waarbij de aard en omvang van die bevoegdheid 
nauwkeurig moeten zijn afgebakend. Het is daarnaast belangrijk dat het betreffende bestuursorgaan 
de betrouwbaarheid en rechtmatigheid van de toepassing van de algoritmische besluitvorming te 
allen tijde kan controleren en de mogelijkheid kan behouden om af te wijken van een besluit dat het 
resultaat is van de uitvoering van een algoritmische beslisregel.29
Zolang algoritmen worden ingezet als vertaling van eenvoudige beslisregels (‘als x, dan y’) kan op het 
eerste gezicht wel worden voldaan aan de eisen van legaliteit en democratische legitimiteit. Besluiten 
van individuele strekking die het resultaat zijn van de geautomatiseerde toepassing van eenvoudige 
beslisregels zijn dan duidelijk terug te voeren op algemeen geldende, herhaaldelijk toepasbare, 
voorspelbare regels. Dat is echter niet het geval bij zelflerende complexe algoritmen die zelf de 
beslisregels verder en gedetailleerder doorontwikkelen. Ook wanneer deze zelflerende algoritmen 
‘louter’ worden gebruikt ter ondersteuning van de bestuurlijke besluitvorming,30 hangt het namelijk 
in toenemende mate af van regels die het algoritme zelf heeft (door)ontwikkeld of burgers wel of 
geen vergunning, subsidie, toeslag of uitkering krijgen, en niet van regels die het bestuur heeft 
vastgesteld op basis van geattribueerde of delegeerde bevoegdheid die is terug te voeren op een wet 
in formele zin.
Daardoor ontstaat een reëel democratisch tekort.31 De regels die de rechtspositie van burgers 
bepalen, worden immers niet meer vormgegeven door de Staten­Generaal (of het bestuur op 
basis van een delegatiewet), waarvan de leden door diezelfde burgers gekozen zijn en die bij de 
vaststelling van algemene regels geacht worden de belangen van deze burgers naar evenredigheid 
mee te wegen. Algoritmen die gebruik maken van big-data­analyse bepalen namelijk niet op 
basis van een (menselijke) belangenafweging maar aan de hand van fijnkorrelige informatie, 
correlaties en patronen de regels die op burgers van toepassing zijn. Aldus verliezen burgers 
zeggenschap over het recht waaraan zij gebonden worden. Toenemende complexiteit leidt daarbij 
bovendien tot ondoorzichtigheid betreffende de wijze waarop deze regels zich ontwikkelen.32 Deze 
28 Jak & Bastiaans 2018, p. 3020.
29 De Poorter & Goossens 2019, p. 3310.
30 Het zwaartepunt van de machtsuitoefening is zo bezien niet gelegen in het nemen van een besluit maar in de algoritmische verwer­
king van persoonsgegevens ter voorbereiding van dat besluit. Zie Çapkurt 2020, p. 186.
31 Zie ook Meijer & Grimmelikhuijsen 2020.
32 Vetzo & Gerards 2019, p. 12.
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ondoorzichtigheid levert problemen op voor de voorspelbaarheid en de kenbaarheid van het recht en 
bemoeilijkt aldus tevens het democratische toezicht op deze ‘technoregulering’.33 Voorspelbaarheid 
en kenbaarheid van het recht zijn nochtans wezenlijke doelstellingen van het legaliteitsbeginsel.
5. Gevolgen voor de democratische controle op de ontwikkeling van regelgeving
Het gebrek aan (indirecte) zeggenschap voor burgers over de algoritmische regels die hun 
rechtspositie in concrete gevallen bepalen, noodzaakt de volksvertegenwoordiging ertoe om haar 
toezicht op de totstandkoming en uitwerking van algoritmische beslisregels – al dan niet via het 
bestuur – te versterken. In de literatuur is reeds bepleit dat er nood is aan nieuwe vormen van 
democratische en rechtsstatelijke sturing van algoritmische besluitvormingsprocessen, bijvoorbeeld 
door het voorzien in verplichte voorafgaande advisering door de Afdeling advisering van de Raad 
van State of een ander adviesorgaan, evenals een periodieke check van de rechtmatigheid van 
algoritmische beslisregels op basis van steekproeven door een interne of externe audit­instantie / 
extern toezichtsorgaan / orgaan voor extern toezicht / instantie die belast is met extern toezicht.34 
Daarnaast kan gedacht worden aan de invoering van een wettelijke verplichting tot periodieke 
controle van de door het algoritmische model doorontwikkelde beslisregels door het bevoegde 
bestuursorgaan – waarvan het handelen zelf onderworpen is aan indirecte democratische controle 
via het parlement. 
Vooralsnog is het vanuit het oogpunt van democratische controle wenselijk om te streven naar een 
‘human-centred AI’, waarbij het bestuur (zelflerende) algoritmen en big data inzet ter ondersteuning 
van een besluitvormingsproces, maar de mens te allen tijde verantwoordelijk blijft als beslisser of 
op zijn minst als controleur.35 Deze verantwoordelijkheid gaat van het vaststellen van een rule-based 
algoritme voor geautomatiseerde besluitvorming en het ontwikkelen en trainen van een algoritme 
bij supervised learning, tot het beslissen over de vraag hoe rule-based algoritmen en datagedreven, 
zelflerende algoritmen worden gecontroleerd en ingezet in het besluitvormingsproces. 
Daarbij vereist een effectieve democratische controle op de toepassing van regels door het bestuur 
met gebruikmaking van AI een voldoende mate van inzicht en transparantie in de werking van 
zelflerende algoritmen, hetgeen nogal eens bemoeilijkt wordt vanwege de technische complexiteit 
van deze algoritmen.36 Gelet op het bestaand gebrek aan controleerbaarheid en verifieerbaarheid 
riep bijvoorbeeld Van Tongeren al op om werk te maken van algorithmic accountability.37 Daarvoor is 
het ter controle beschikbaar stellen van de gebruikte gegevens en het ontwerp van de algoritmische 
modellen38 noodzakelijk maar niet voldoende, aangezien complexiteit en dus ondoorzichtigheid 
vooral ontstaat door de wisselwerking tussen die twee in het algoritmische proces.39 Het voorzien 
33 Technoregulering betreft geen regulering van technologie maar regulering door technologie, zie Leenes 2010, p. 30.
34 Van Eck, Bovens & Zouridis 2018.
35 Zie bv. Building Trust in Human Centric Artificial Intelligence, 8 april 2019, COM(2019)168 en Carriço 2018.
36 Zie Broeders e.a. 2017, p. 318­320.
37 Van Tongeren 2017.
38 Zie Diakopoulos 2016.
39 Burrell 2016.
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van transparency and accountability by design is dan ook van belang,40 waarbij de wetgever mogelijk de 
handschoen zal moeten opnemen.41 In het kader van de Strategische Agenda AI is er in Nederland in 
ieder geval steeds meer aandacht voor richtlijnen inzake een verantwoorde inzet van algoritmen door 
de overheid en voor het belang van toezicht op dergelijke inzet.42
Kortom, grip van de wetgever op de digitalisering van bestuurlijke besluitvormingsprocessen 
is nodig om het gebrek aan (indirecte) zeggenschap voor burgers over de algoritmische regels 
die hun rechtspositie in concrete gevallen bepalen te compenseren. Daarvoor lijkt het gewenst 
dat de mens te allen tijde – als beslisser dan wel als controleur – de verantwoordelijkheid houdt 
voor de toepassing van algoritmen door het bestuur en over die toepassing verantwoording aflegt 
tegenover de volksvertegenwoordiging. Om een effectieve democratische controle op algoritmische 
besluitvorming mogelijk te maken is bovendien voldoende inzicht en transparantie nodig in de 
werking van de algoritmische black box. 
6. Gevolgen voor de effectiviteit van rechterlijke controle
Door de algemene terugtred van de wetgever en toenemende beslissingsruimte voor het bestuur 
in de administrative state van de twintigste eeuw kwam de traditionele beperking van de taak van 
de bestuursrechter in Nederland tot bewaker van de buitengrenzen van bestuursbevoegdheden 
ter discussie te staan. Deze ontwikkeling liet zien dat een vacuüm voor rechterlijke toetsing kon 
ontstaan wanneer het democratische toezicht door de wetgever op de bestuurlijke besluitvorming 
onvoldoende gewaarborgd was.43 In de algorithmic administrative state van de eenentwintigste eeuw 
geldt het gevaar van een vacuüm voor rechterlijke toetsing door een gebrek aan democratische 
controle op algoritmische besluitvorming des te meer. In de AERIUS I­uitspraak van 17 mei 2017 
zette de Afdeling bestuursrechtspraak van de Raad van State (ABRvS) dan ook alvast een belangrijke 
stap in de ontwikkeling van een toetsingskader voor algoritmische besluitvorming. 
Volgens de ABRvS rust – ter voorkoming van een ongelijkwaardige procespositie – op het 
bestuursorgaan de verplichting om de gemaakte keuzes en de gebruikte gegevens en aannames 
volledig, tijdig en uit eigen beweging openbaar te maken op een passende wijze zodat deze keuzes, 
gegevens en aannames voor derden toegankelijk zijn.44 Op basis van equality of arms tracht de ABRvS 
dus de bestaande informatie­asymmetrie45 te compenseren door de ontwikkeling van een recht op 
informatie en uitleg. De ABRvS geeft aan dat een volledige, tijdige en adequate beschikbaarstelling 
het mogelijk moet maken voor de burger om de gemaakte keuzes en de gebruikte gegevens en 
aannames te beoordelen of te laten beoordelen en zo nodig gemotiveerd te betwisten, zodat reële 
rechtsbescherming tegen besluiten die op deze keuzes, gegevens en aannames zijn gebaseerd 
40 Zie Veale, Van Kleek & Binns 2018.
41 Van den Hoven van Genderen 2020.
42 Zie bijv. de Kamerbrief van 7 oktober 2019 incl. bijlage, waarin Minister Dekker de Tweede Kamer informeert over mogelijke wet­
telijke waarborgen om risico’s van data­analyses door de overheid tegen te gaan; Zie ook de kabinetsreactie van 20 april 2020 op het 
onderzoek ‘Toezicht op het gebruik van algoritmen door de overheid’.
43 Hirsch Ballin 2015b, p. 27.
44 ABRvS 17 mei 2017, ECLI:NL:RVS:2017:1259, ov. 14.4.
45 Zie over deze informatieverhouding Zwenne & Schmidt 2016.
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mogelijk is, waarbij de rechter aan de hand hiervan in staat is de rechtmatigheid van deze besluiten 
te toetsen. 
In haar ongevraagd advies over de effecten van digitalisering voor rechtsstatelijke verhoudingen van 
31 augustus 2018 geeft de Afdeling advisering van de Raad van State tevens aan dat de algemene 
beginselen van behoorlijk bestuur – en meer bepaald een verdere uitwerking en verscherpte 
interpretatie van het zorgvuldigheids­ en motiveringsbeginsel – afdoende kunnen zijn om het 
digitale overheidsoptreden te sturen en de positie van de burger bij geautomatiseerde besluitvorming 
te versterken.46 Een (her)interpretatie van bestaande wettelijke bepalingen en algemene 
beginselen afgestemd op de nieuwe, digitale context van overheidsbesluitvorming kan inderdaad 
een robuust kader bieden als tegenwicht voor de uitoefening van een meer of minder ruime 
beslissingsbevoegdheid door het bestuur met gebruik van algoritmische modellen.47
Ten slotte heeft een mogelijke kwalificatie van een algoritmische beslisregel als de vertaling of 
uitwerking van een algemeen verbindende voorschrift of beleidsregel gevolgen voor de toetsbaarheid 
door de bestuursrechter.48 Op basis van art. 8:3, lid 1 sub a Awb kan er immers geen direct 
beroep bij de bestuursrechter worden ingesteld tegen een algemeen verbindende voorschrift of 
beleidsregel. De vaststelling van een onrechtmatigheid wegens strijdigheid met hogere regelgeving 
kan enkel plaatsvinden op basis van exceptieve toetsing in een beroep tegen een ander appellabel 
besluit, bijvoorbeeld een beschikking. De vraagt rijst vervolgens of een uitbreiding van de beperkte 
uitspraakbevoegdheden van de bestuursrechter nodig zou zijn om een effectieve rechtsbescherming 
te waarborgen.
Bij eenvoudige, rule-based algoritmen lijkt de rechter een onrechtmatigheid reeds te kunnen 
sanctioneren via de gebruikelijke weg van het onverbindend verklaren of buiten toepassing laten van 
een algemeen verbindend voorschrift of het buiten toepassing laten van een beleidsregel, of door 
te oordelen dat er in het concrete geval aanleiding bestond om met toepassing van art. 4:84 Awb 
van een beleidsregel af te wijken. Bij datagedreven, zelflerende algoritmen dient de rechter vooral 
te kijken naar de aard van het gebrek. Indien het gaat om bijzondere omstandigheden die in het 
concrete geval aanleiding hadden moeten geven tot afwijking van de algoritmische beslisregel, lijkt 
dit vooral aanleiding te kunnen geven tot een zorgvuldigheids­ of motiveringsvernietiging van het 
besluit. Indien de algoritmische beslisregel evenwel zelf een gebrek vertoont, bijvoorbeeld omdat 
toepassing van die regel in een categorie van gevallen als de voorliggende zaak tot onevenredige 
gevolgen leidt, zou dit in het concrete geval moeten leiden tot het oordeel dat de onrechtmatigheid 
van het besluit de onbruikbaarheid impliceert van de algoritmische beslisregel waaruit het besluit is 
voortgekomen.49
Het is evenwel de vraag of een dergelijk gebruiksverbod volstaat, zeker wanneer de redenen 
daarvoor ook gelden voor andere dan betrokken partijen. Indien de toepassing van een algoritmische 
beslisregel bijvoorbeeld leidt tot een schending van fundamentele rechten, bijvoorbeeld in het geval 
van discriminatoire bias, lijkt er eerder behoefte te bestaan aan de toepassing van een absoluut 
gebruiksverbod, wat evenwel een wettelijke regeling lijkt te vereisen.50 Een andere versterking van de 
46 Kamerstukken II 2017/18, 26643, nr. 557.
47 Oswald 2018.




gereedschapskist van de bestuursrechter zou kunnen plaatsvinden door een wettelijke invoering van 
een bijkomende uitspraakbevoegdheid die de bestuursrechter de mogelijkheid zou bieden om op te 
dragen de werking van het algoritme over een bepaalde periode te monitoren en zo het collectieve 
effect en mogelijk gevaar op bijvoorbeeld bias te evalueren.51 Een gebrek in een beslisregel op basis 
van een zelflerend algoritmisch model zal vaak immers pas kunnen worden geïdentificeerd door 
zicht op het collectieve effect door de toepassing van het algoritme in een veelheid aan gevallen.
Kortom, ook het waarborgen van effectieve rechterlijke controle is een uitdaging bij algoritmische 
besluitvorming. Nochtans is deze rechterlijke controle a fortiori van belang in het geval van een 
gebrek aan effectieve democratische controle door de wetgever op de bestuurlijke besluitvorming. 
Mede in het licht van het belang van de evenwichtige verhoudingen tussen de drie machten, is het 
van belang dat de impact van het gebruik van algoritmen en big data op de rechterlijke controle 
verder wordt geëvalueerd.
7. Conclusie
De inzet van algoritmische beslisregels en geautomatiseerde feitenvaststelling door de overheid 
omvat meer dan alleen een verstoring van verhoudingen in de trias politica die ‘hersteld’ moet 
worden. In deze bijdrage werd verkend op welke wijze algoritmische besluitvorming verschillende 
constitutionele uitgangspunten onder druk zet of zelfs transformeert. In het bijzonder noopt de 
mogelijkheid van de inzet van zelflerende algoritmen tot een hernieuwde doordenking van de 
traditionele tweedeling tussen algemene regels en de concrete toepassing daarvan. Besluiten van 
individuele strekking die het bestuur neemt aan de hand van zelflerende complexe algoritmen 
die zelf de beslisregels verder en gedetailleerder doorontwikkelen of zelfs tot toepassing brengen, 
zijn immers niet duidelijk meer terug te voeren op algemeen geldende, herhaaldelijk toepasbare, 
voorspelbare regels. Omdat zelflerende algoritmen aan de hand van fijnkorrelige informatie, 
correlaties en patronen de regels bepalen die op burgers van toepassing zijn, is daarnaast niet langer 
de algemene regel te allen tijde doorslaggevend voor de beoordeling van de feiten. Veeleer ligt de 
wijze van vaststelling van feiten juist aan de basis van de regel zoals die wordt toegepast. 
Dit roept fundamentele vragen op in relatie tot het legaliteitsbeginsel, welk beginsel functioneert als 
de verbindende schakel tussen algemene regels en de concrete toepassing daarvan in individuele 
gevallen. Het legaliteitsbeginsel veronderstelt dat besluiten van individuele strekking steeds een 
grondslag hebben in voorspelbare, kenbare, algemene regels. Besluitvorming op basis van complexe 
zelflerende algoritmen kan evenwel leiden tot fijnkorrelig maatwerk 2.0. Hierbij verschilt de 
uitkomst van een besluitvormingsproces van geval tot geval en is er nog nauwelijks sprake van een 
voorafgaande algemene norm die op voorspelbare wijze en gelijkelijk van toepassing is voor alle 
gevallen die daaronder vallen. 
Doordat de regels die de rechtspositie van burgers bepalen in de algorithmic administrative state in 
afnemende mate worden vormgegeven door de Staten­Generaal maar tegelijk ook de rol van het 
‘toepassende’ bestuur beperken, is er een gebrek aan (indirecte) zeggenschap ontstaan voor burgers 
51 Ibid.
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over de algoritmische regels die hun rechtspositie in concrete gevallen bepalen. Dat leidt tegelijkertijd 
tot een reductie van de rechterlijk toetsbare overwegingen in de bestuurlijke besluitvorming. Naast 
effectieve rechterlijke controle is dus ook grip van de wetgever op de digitalisering van bestuurlijke 
besluitvormingsprocessen nodig om dat democratisch en rechtsstatelijke tekort te compenseren. 
Daarvoor lijkt het gewenst dat de mens te allen tijde – als beslisser dan wel als controleur – de 
verantwoordelijkheid houdt voor de toepassing van algoritmen door het bestuur en over die 
toepassing verantwoording aflegt tegenover de volksvertegenwoordiging. Er is bijgevolg voldoende 
inzicht en transparantie nodig in de werking van de algoritmische black box om zowel een effectieve 
(menselijke) bestuurlijke, democratische en als sluitstuk ook rechterlijke controle op algoritmische 
besluitvorming mogelijk te maken teneinde een willekeurige inzet van algoritmen te voorkomen.
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