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1. RESUMEN Y ORGANIZACIÓN DEL PROYECTO 
1.1 Resumen 
En este proyecto se lleva acabo el diseño y la implementación de un sistema de 
detección de personas captadas mediante cámaras localizadas cenitalmente. 
El objetivo es realizar una comparación entre algoritmos existentes para la detección de 
personas, y estimar que tipo de características y que tipo de clasificación se ajusta mejor 
a la detección que se quiere realizar. 
Se ha realizado la comparación entre dos métodos de detección de objetos, entrenados 
con el fin de detectar personas captadas cenitalmente, analizando la tasa de errores que 
tiene cada método, la cantidad de falsos positivos y de falsos negativos detectados por 
cada método, tanto en un set de imágenes como en una secuencia de video, para poder 
conocer su precisión y sus debilidades. Todas las pruebas se realizaron con imágenes 
captadas en zonas de interior. 
La captación se ha realizado mediante una cámara “LI-OV560-USB-72” y un PC. Todo 
el software se ha desarrollado en lenguaje de programación C++ y el procesado de 
imagen se ha realizado con ayuda de la librería externa OpenCV, una librería de visión 
por computador de código abierto disponible para varios sistemas operativos. 
El software desarrollado consta de una aplicación que permite la identificación de 
personas en tiempo real, pudiendo alternar entre los dos métodos que se analizan a lo 
largo del proyecto. 
  
IDENTIFICACIÓN DE PERSONAS MEDIANTE CÁMARAS CENITALES 
P Á G I N A | 6  
 
1.2 Abstract 
This Project develops the design and implementation of a people detector system, 
capturing people from aerial view. 
The objective is perform a comparison between existent algorithms to detect people, and 
find out which kind of features and which kind of classification fits better to get the desired 
detection. 
A comparison between two object detection methods is made, training each one with the 
purpose of detect people in aerial view, analysing the error rate of each method, the 
number of false positives and false negatives detected by each method, tested with a set 
of images and also with a video sequence, so we can know the precision and the 
weakness of each method. All the test were made with interior images.  
The images were captured by one camera “LI-OV560-USB-72” and a PC. All the software 
has been developed in C++ programming language, and the image processing has been 
done with the OpenCV external library, an open source library for computer vision 
available in different operative systems. 
The developed software consist mainly of an application that allows the people 
identification in real time, giving the choice to choose between the two methods analysed 
throughout this project. 
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1.3 Motivación personal del proyecto 
Durante mi paso por la universidad he descubierto el mundo de visión por computador, 
un campo que abarca varios temas y que actualmente se encuentra en un constante 
desarrollo debido a los avances tecnológicos que han favorecido a la investigación y la 
integración de este campo en nuestra vida cotidiana. 
Debido al interés que despertó en mí el tema de visión por computador opté por realizar 
mi proyecto de grado en relación con este tema, y en el momento en que vi la oferta que 
ofrecía Manuel López Palma para realizar un proyecto de grado relacionado con visión 
por computador no dudé en postularme a dicha oferta. Una motivación más que tuve en 
la realización de este proyecto, fue el hecho que se realizará en paralelo junto con la 
tesis doctoral de Manuel, y poder formar parte de un proyecto mayor a un proyecto de 
grado hizo que decidiera realizar este proyecto. 
Una gran motivación para realizar este trabajo es desarrollar aplicaciones de software 
libre, utilizando el lenguaje de programación C++, con el que estoy familiarizado desde 
el comienzo de mis estudios universitarios hasta la fecha actual, y el desarrollo de éstas 
aplicaciones en Linux.   
Gracias a este proyecto he perfeccionado y mejorado mi entendimiento de programación 
en C++ y he adquirido un gran conocimiento de la librería OpenCV, con la que realizaré 
más trabajos en el futuro. 
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1.4 Organización del proyecto 
Este libro se ha divido en varias partes de forma que se facilite al lector la comprensión 
acerca de lo que aquí se plantea y el desarrollo llevado a cabo. 
 El capítulo 2 es una introducción general al proyecto. 
 El capítulo 3 es una introducción a visión por computador, definiendo los 
descriptores de una imagen, los clasificadores y los parámetros que definen el 
comportamiento de un clasificador. 
 El capítulo 4 explica la generación de la base de datos de imágenes 
implementadas en este proyecto. 
 El capítulo 5 define las características HOG (“Histogram of Oriented Gradients”), 
el clasificador SVM (“Support Vector Machine”), y estudia cómo se realiza la 
detección de personas con estos dos métodos. 
 El capítulo 6 define las características LBP (“Local Binary Pattern”), el 
clasificador Boost Cascade, y estudia cómo se realiza la detección de personas 
con estos dos métodos. 
 El capítulo 7 define cómo se realiza la detección de zonas de movimiento en la 
imagen y aplica este método como pre-procesado en la detección de personas, 
estudiando cómo se comportan los dos métodos de detección aplicando el pre-
procesado. 
 El capítulo 8 da una visión más general del proceso completo, presentando los 
módulos que componen el sistema y explicando las partes más importantes de 
cada módulo. 
 En el capítulo 9 se realiza una comparación de los métodos analizados en el 
proyecto y se toma una decisión sobre el método que mejor resuelve el problema 
planteado cumpliendo los objetivos establecidos en el proyecto. 
 El capítulo 10 muestra las reseñas bibliográficas de donde se ha extraído la 
información para este proyecto.   
 En los anexos se listan los códigos implementados en el proyecto. 
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2. INTRODUCCIÓN AL PROYECTO 
2.1 Descripción 
Este proyecto es la segunda fase de un proyecto más complejo que tiene como objetivo, 
mediante una matriz de cámaras cenitales situadas en el techo de una habitación o un 
pasillo, adquirir patrones de seguimiento de las personas que caminan por la zona en la 
que están situadas las cámaras e intentar detectar cuál es el foco de atención de esas 
personas, es decir, que miran en cada momento. 
Sin embargo, en esta fase nos centraremos en la detección de personas utilizando una 
sola cámara “LI-OV560-USB-72” y un PC. En esta fase se realizará una comparación 
entre dos métodos de detección de personas para encontrar las ventajas y debilidades 
de cada método y recoger información de las pruebas de clasificación realizadas. Todas 








Se busca un sistema sencillo y de bajo coste para la implementación futura del proyecto. 
Para llevar a cabo la detección de personas se han desarrollado diversos programas 
entre los que destacan:  
 Software de entrenamiento: programa para entrenar los dos tipos de 
clasificadores. 
 Software de detección: programa en que se realiza la detección de 
personas para cada método. 
Figura 2.1: Especificaciones del PC utilizado en el 
PFG. 
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 Software detección de movimiento: programa en el que se estiman las 
zonas de movimiento y se realiza la detección de personas en zonas 
específicas de la imagen. 
En la figura 2.2 se exponen las fases principales del proyecto, desde la obtención de la 





Finalmente se han realizado una serie de pruebas con secuencias de video obtenidas 
en una zona interior, simulando diferentes situaciones de personas caminando. Con 
estas secuencias se han realizado numerosas pruebas que han permitido verificar la 
eficacia de cada sistema de detección, pudiendo así, en cada análisis, detectar errores 
y corregirlos hasta obtener los objetivos planteados en este proyecto. 
2.2 Objetivos 
El objetivo principal de este proyecto es la detección de personas captadas en planos 
cenitales mediante una cámara situada en el techo de una habitación. Para conseguir el 
objetivo, se estudiarán dos métodos de detección de personas y se añadirá como etapa 
previa a cada uno de los métodos una detección de objetos en movimiento, con la 
finalidad de segmentar la imagen en zonas de interés y realizar el procesado de imagen 
en zonas específicas, obteniendo así una mejora en rapidez de cálculo de los métodos 
estudiados en este proyecto. 
El objetivo es entrenar un sistema de clasificadores en cascada utilizando como 
características de imagen el método LBP (“Local Binary Pattern”), entrenar un 
clasificador SVM (“Support Vector Machine”), en este caso binario, utilizando como 
características de imagen el método HOG (“Histogram of Oriented Gradients”), y 








Figura 2.2: Fases principales del proceso de detección llevado a cabo en el proyecto. 
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Como último paso se realizará una detección de movimiento sobre la secuencia de 
imágenes con el fin de detectar los objetos que están en movimiento y realizar una 
segmentación en la imagen, obteniendo como resultado los objetos de interés, en 
nuestro caso los objetos que se mueven, y analizar las zonas segmentadas en búsqueda 
de personas utilizando los dos métodos mencionados previamente. 
Una vez establecidos los objetivos es importante saber qué problemas podemos tener 
en la detección de personas. Como se expone en [1] no es posible obtener una vista 
ideal de las personas con una estructura simétrica, por el contrario, se observan las 
personas con una forma oblicua, más compleja. En la figura 2.3 se aprecia la diferencia 
entre la vista ideal (a) con la vista obtenida en la secuencia de video con las que se han 






Aunque durante la mayor parte del tiempo se obtienen formas oblicuas de las personas, 
la parte que más resalta de una persona es la cabeza, por este motivo se ha decidido 
que, para detectar una persona, se detectará la cabeza y se analizarán con los dos 
métodos mencionados previamente. 
Como condiciones para la correcta detección de una persona se ha de tener en cuenta 
que:   
 Las cabezas han de estar completamente en la imagen, no se detectan 
como positivos secciones de cabezas. 
 La iluminación de la escena ha de permanecer lo más estable posible. 
 
(a) (b) 
Figura 2.3: (a) vista cenital ideal, (b) vista cenital captada. 
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2.3 Diseño del entorno de trabajo 
Como se ha mencionado previamente, este proyecto forma parte de un proyecto más 
grande con el que se pretende captar el foco de atención de las personas que pasan por 
una zona, este proyecto tiene como objetivo, mediante una matriz de 5 cámaras, captar 
una imagen de un área de gran tamaño y realizar la detección en una zona amplia. En 











La estructura se ha diseñado como parte de un proyecto anterior y se ha construido en 
el plató de televisión de la “Escola Superior d’Enginyeries Industrial, Aeroespacial i 
Audiovisual de Terrassa”. Como se ha mencionado, este proyecto realiza la detección 
de personas mediante una sola cámara, pero los resultados obtenidos podrán ser 
implementados sobre las 5 cámaras.  
La captación de imágenes cenitales mediante una sola cámara se realiza como se indica 
en la figura 2.5. 
Figura 2.4: Esquema de matriz con 5 cámaras. 
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2.4 Viabilidad y Planificación del proyecto 




Objetivo Entregables Observaciones 
Plan de trabajo 50 días 
Este documento inicial ayuda a 
tener una primera visión del 
proyecto a realizar. 
………. 
Gran parte de este proyecto 





Configurar el equipo de trabajo 
con las herramientas necesarias. 
………. 
Tuve que adaptarme a un 
entorno Linux puesto que 
habitualmente trabajo en 
Windows. 
Generación de la 
base de datos 
14 días 
Conseguir una base de datos de 
imágenes de personas capturadas 
cenitalmente. ………. 
Se ha creado el programa 
para realizar la base de datos 
y se ha generado una base 
de datos para el proyecto. 
Descriptor HOG 7 días 
Conseguir un extractor de 




Se estudia cómo se 
construyen los descriptores 
HOG y su implementación. 
Clasificador SVM 14 días 
Construir y entrenar un 
clasificador SVM. Código fuente 
del programa 
Se estudia cómo se 
construye un clasificador 
SVM, cómo se entrena y 
cómo implementarlo. 
Detector de 
personas SVM y 
HOG 
2 días 
Construir un detector de personas 
utilizando un clasificador SVM y 
las características HOG. 
Código fuente 
del programa 
Se genera el código de un 
detector de personas 
utilizando los métodos SVM y 
HOG. 
Figura 2.5: Esquema de captación de imágenes. 
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Clasificador Cascada 7 días 
Construir y entrenar un 
clasificador Cascada utilizando las 
características LBP. 
………. 
Se estudia cómo se entrena y 
se genera el clasificador 




Construir un detector de personas 
utilizando un clasificador Cascada 
y las características LBP. 
Código fuente 
del programa 
Generar el código de un 
detector de personas 
utilizando el clasificador 
Cascada. 
Test con imágenes 1 día 
Realizar una primera prueba del 
comportamiento de los 
clasificadores con imágenes. 
Resultados 
Se evalúan los dos 
clasificadores generados 
realizando una detección 
utilizando imágenes. 
Mejoras en el 
código 
2 días 
Realizar mejoras en el código para 




Se realizan mejoras en el 
código para que las 
detecciones sean lo mejor 
posible. 
Detección de primer 
plano 
7 días 
Construir un detector de objetos 
en movimiento. Código fuente 
del programa 
Se estudia y genera un 
detector de zonas en 




Implementar detección de 
movimiento como etapa previa en 
la detección de personas. 
Código fuente 
del programa 
Se realiza la implementación 
de la detección de 
movimiento para analizar 




Realizar anotaciones de los 
resultados de los clasificadores en 
secuencias de vídeo. ………. 
Se realizan las observaciones 
para poder determinar los 
parámetros que estiman el 
comportamiento de los 
clasificadores. 
Resultados test con 
vídeo 
1 día 
Evaluar el comportamiento de los 
métodos de detección en 
secuencias de vídeo. 
Resultados 
Se evalúan los parámetros 
del comportamiento de los 
clasificadores. 
Mejoras en el 
código 
5 días 
Realizar mejoras en el código para 




Se realizan mejoras en el 
código para que las 





Redactar una memoria 
describiendo el trabajo realizado 
para que pueda ser valorado por 
el consultor. 
Documentación 
con informe de 
memoria 
La memoria se ha escrito y 
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2.4.2 Calendario de trabajo 
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3. INTRODUCCIÓN A LOS CLASIFICADORES 
3.1 Características de las imágenes 
El objetivo del estudio en visión por computador es conseguir que una máquina sea 
capaz de entender el mundo mediante imágenes de la misma forma que lo hacemos los 
seres vivos. 
Mientras que los seres vivos entendemos las imágenes como un conjunto de objetos 
con características como color, profundidad, forma entre otras, una máquina “ve” una 
imagen como un conjunto de números, el objetivo es convertir estos números en algo 








Existen diversos métodos para extraer características de una imagen que permiten la 
identificación los elementos que la componen. Las características de una imagen 
permiten separar dichos elementos en clases que vienen definidas por las características 
de los elementos que las constituyen. Entre las características de un objeto encontramos 
la forma, el color, la textura entre otras. En este proyecto se analizarán dos tipos de 
características de imagen, las características LBP (“Local Binary Pattern”) y las 
características HOG (“Histogram of Oriented Gradients”) las cuales se describen a lo 
largo del proyecto. 
Figura 3.1: Cómo entiende la máquina una imagen. Imagen 
recuperada del libro "Learning OpenCV". 
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3.2 Clasificadores 
Un clasificador, en su forma más simple, se define como un sistema capaz de decidir 
para un elemento dado si pertenece a una clase (positivo) o no (negativo). En el 
desarrollo de este proyecto se han decidido dos clasificadores binarios y se han 
entrenado para que sean capaces de decidir entre si un elemento es una cabeza o no.  
Para entrenar un clasificador se utilizan las características seleccionadas para describir 
el elemento a clasificar y, mediante estas características, el clasificador asignará una 
etiqueta indicando la clase con la que el elemento ha tenido mayor similitud.  
Los clasificadores escogidos en este proyecto son: 
 SVM: clasificador “Support Vector Machine”. 
 BOOST CASCADE: sucesión de clasificadores en cascada.   
Para decidir si un clasificador de los dos que se comparan es mejor que otro, se tendrán 
en cuenta cálculos referentes a la eficacia de cada método. Es importante tener en 
cuenta que en este proyecto se decide un clasificador sobre otro, pero esto no indica 
que uno sea mejor o peor, quiere decir que el clasificador elegido se adapta mejor al tipo 
de clasificación que se está realizando. 
Durante la fase de test de un clasificador se comprueba su eficacia analizando varios 
parámetros del clasificador, estos parámetros indican que tasa de error tienen los 
clasificadores, cómo clasifican los objetos y qué calidad tienen estas clasificaciones. 
Para poder realizar el análisis es necesario hacer una tabla de la verdad en la que se 
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Tabla 3.1 Ejemplo tabla de la verdad. 
Los parámetros escogidos para analizar el comportamiento de los clasificadores son: 
 Exactitud, evalúa la proporción de imágenes clasificadas correctamente respecto 
al total de imágenes. 
𝐸𝑥𝑎𝑐𝑡𝑖𝑡𝑢𝑑 =
𝑉𝑃 + 𝑉𝑁
𝑉𝑃 + 𝐹𝑃 + 𝑉𝑁 + 𝐹𝑁
 





 Sensibilidad o Recall, evalúa la eficiencia en la clasificación de todos los objetos 
que son de la clase.  




 F-score, media armónica entre la precisión y el Recall. 









El objetivo final es poder realizar una comparación entre los clasificadores analizando 
los valores escogidos y el comportamiento que un observador percibe.   
                                               
1 Ground truth, valores verdaderos de las imágenes que se están analizando. 
  Predicción 
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4. GENERACIÓN DE LA BASE DE DATOS 
Para poder entrenar un clasificador es necesario disponer de una base de datos que 
contiene imágenes de las clases que se quieren analizar. Esta base de datos, en nuestro 
caso, será una colección de imágenes de cabezas y no cabezas etiquetadas como 
positivas y negativas respectivamente. 
Para entrenar el clasificador SVM necesitamos la colección de imágenes que 
posteriormente se etiquetarán para poder diferenciarlas entre positivas y negativas. 
Para entrenar el clasificador Boost Cascade se necesitan las imágenes y un fichero 
descriptor de las mismas, concretamente se necesitará un fichero para las imágenes 
negativas y otro para las positivas. El contenido de estos ficheros se detalla en los 
apartados posteriores. 
Durante el desarrollo del proyecto se han buscado opciones para generar la base de 
datos, por un lado no se encontró ninguna base de datos de personas captadas 
cenitalmente, por otro lado el único programa para generar bases de datos que se 
encontró estaba hecho para Windows y no funcionaba correctamente, por ello se decidió 
realizar el programa para poder generar una base de datos de imágenes.  
El software para generar la base de datos que se ha desarrollado como parte de este 
proyecto consta de dos programas: uno para recortar imágenes positivas o negativas de 
una secuencia de video, y a la vez generar los ficheros necesarios para el entreno del 
clasificador Boost Cascade; y otro programa que modifica el tamaño de las imágenes 
recortadas para poder entrenar el clasificador SVM. 
Como se ha mencionado, la base de datos es necesaria para el entrenamiento (train) 
del sistema, pero también es necesario un segundo conjunto de imágenes para realizar 
el test. Estos dos conjuntos de imágenes han de ser diferentes, es decir, no es correcto 
realizar un test de un clasificador utilizando las imágenes con las que se ha entrenado. 
Para facilitar el desarrollo del proyecto es aconsejable que la base de datos se almacene 
de la forma que se indica en la figura 4.1. 
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Figura 4.1: Organización de la base de datos. 
El software desarrollado para generar la base de datos se puede implementar para 
generar cualquier tipo de base de datos y no únicamente una que contenga cabezas. 
Para generar la base de datos primero se ha de ejecutar el programa desde un terminal 
con unos parámetros que se indican en la figura 4.2. En primer lugar se dibuja un 
rectángulo en la imagen, una vez tenemos el rectángulo dibujado el programa nos 
permite 3 opciones: guardar el rectángulo como imagen negativa; guardar el rectángulo 
como imagen positiva o borrar el rectángulo dibujado. Al finalizar el programa se tendrá 
una colección de imágenes en blanco y negro que será nuestra base de datos, junto con 
un fichero con la información de las imágenes positivas que está escrito en el formato 
indicado para entrenar el clasificador de OpenCV. En la figura 4.3 se observa 
gráficamente el funcionamiento del programa. El uso del programa se explica en el punto 
8.2.2. 
 
Figura 4.2 Ejecución del programa que genera la base de datos. 
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Figura 4.3 Funcionamiento de la generación de Base de Datos. 
Para que esta base de datos se pueda utilizar para entrenar el clasificador SVM es 
necesario cambiar el tamaño de todas las imágenes al mismo, para ello se ha creado un 
programa que, dado un directorio, cambia el tamaño de todas las imágenes que existen 
en este y las guarda en otro directorio especificado. Para el clasificador SVM el tamaño 
de las imágenes ha de ser de 64x64 pixeles, éste tamaño se debe al funcionamiento del 
algoritmo del programa que se explica en el punto 5.1.1. Para el clasificador Boost 
Cascade el tamaño de las imágenes no ha de ser el mismo, por lo que no es necesario 
utilizar el programa mencionado. El funcionamiento más detallado de cada programa se 
expone en el punto 8.2.2. 
Finalmente se ha generado una base de datos con un número diferente de imágenes 
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Tabla 4.1 Imágenes empleadas para las fases de entrenamiento. 
En la figura 4.4 se muestra un ejemplo de imagen positiva en la que aparece una cabeza, 
mientras que en la figura 4.5 se muestra una imagen negativa, en este caso aparece un 
pie y no una cabeza. 
   
   
   
   
   
   








SVM 2206 4931 
Boost Cascade 2206 5444 
Figura 4.4 Ejemplo de 
imagen positiva. 
Figura 4.5 Ejemplo de 
imagen negativa. 
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5. DETECCIÓN MEDIANTE CLASIFICADOR SVM  
5.1 Base teórica  
Para la detección de cabezas se ha tomado como primera opción un clasificador SVM 
(“Support Vector Machine”) [2] utilizando como características de las imágenes HOG 
(“Histogram of Oriented Gradients”) descritas en [3] [4] para la clasificación de los objetos. 
Para este método se ha diseñado un clasificador SVM como el descrito en [1] con el 
objetivo de obtener resultados similares a los obtenidos por el autor. 
5.1.1  Características HOG 
Para Construir un espacio de características HOG, es necesario entender primero que 
es un gradiente y cómo se calcula. 
En el caso unidimensional, siendo f(x) una función continua, se entiende por gradiente 
un vector con módulo y fase que indican la dirección de máximo crecimiento de f(x) en 
cada punto. 
Para una función bidimensional f(x,y) el gradiente se expresa como: 







El gradiente es un vector perpendicular a los contornos fuertemente marcados en la 
imagen, este gradiente se calcula mediante filtros lineales para la dirección en el eje X y 
en el eje Y por separado realizando una convolución discreta en cada pixel con máscaras 
como las que se indican en la figura 5.1 y 5.2. En la figura 5.1 para el cálculo de la 






Figura 5.1 Derivada horizontal, 
detecta contornos verticales. (Filtro 
de Prewit) 
Figura 5.2 Derivada vertical, 
detecta contornos horizontales. 
(Filtro de Prewit) 
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Una vez obtenidos los valores hx y hy se procede a calcular el módulo y la fase del 
gradiente de la siguiente forma: 
 Módulo 




El módulo indica cuánto varía una función en un punto, en nuestro caso en el 
punto [m, n] de la imagen. 
 Fase 




La fase indica la orientación y la dirección de la variación del gradiente en un 
punto determinado, en nuestro caso en el punto [m, n] de la imagen. 
Para generar el Histograma de Gradientes se analiza una imagen con ventanas 
deslizantes, cada ventana se divide en bloques del mismo tamaño con cierto solape 
entre ellos, para cada píxel de cada bloque se calcula el gradiente y se genera un peso 
para cada valor calculado. Con cada valor se genera un histograma aproximando según 
la cantidad de valores que se quiere representar en el histograma. 
En este proyecto se ha hecho el análisis de las imágenes con ventanas deslizantes de 
64x64 pixeles y bloques de 32x32 pixeles con un solape del 50% entre sí para un total 
de 9 bloques en cada ventana. Cada bloque genera un histograma con 9 valores y 
finalmente los histogramas se combinan para generar un único vector de características 
para caracterizar cada ventana con un vector unidimensional. En la figura 5.3 se observa 
el proceso de forma gráfica. 
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Figura 5.3: Obtención de las características HOG. 
5.1.2 Clasificador SVM 
En su definición más básica, un clasificador SVM (“Support Vector Machine”) es un 
clasificador binario, es decir, clasifica entre dos clases, la positiva y la negativa. Dado un 
conjunto de muestras de dos clases representadas en el espacio, el algoritmo SVM 
busca una recta o un hiperplano que separa las muestras negativas de las positivas 
maximizando el margen de distancia entre ellas. 
Cómo se observa en la figura 5.4, un conjunto de muestras se puede separar con más 
de un hiperplano o recta, el objetivo del algoritmo SVM es decidir entre los hiperplanos 











Para entrenar el clasificador SVM es necesario un set de imágenes etiquetadas con la 
clase, extraer las características de cada una y, a partir de los vectores de características 
Figura 5.4: Muestras positivas y negativas 
separadas por más de una recta. 
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del conjunto de imágenes de entrenamiento, obtener la recta o el hiperplano que divide 









Se conocen como vectores de soporte a las muestras que forman parte del margen de 
separación entre las clases. 
Existen distintos tipos de clasificadores SVM, en este proyecto se ha implementado un 
clasificador SVM polinómico [5] que encuentra una curva y no una recta para separar las 
clases, este tipo de clasificador es mejor ya que separa mejor los datos en el caso en 
que las muestras se encuentren menos dispersas (Figura 5.6). Durante el desarrollo de 
este proyecto el clasificador SVM polinómico obtuvo una mejor respuesta a los datos. 
 
Figura 5.6 SVM polinómico, el color blanco indica 
la curva separadora. 
Figura 5.5: Hiperplano que separa las dos clases 
maximizando el margen entre ellas. 
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5.2 Detección de cabezas 
5.2.1  Fase de entrenamiento del clasificador SVM 
La fase de entrenamiento de un clasificador consiste en hacer que en clasificador 
aprenda, de la mejor forma posible, a separar entre las clases positiva y negativa. El 
entrenamiento se realiza con un conjunto de muestras etiquetadas con el objetivo que 
cuando al sistema se le introduzca una muestra nueva sin etiqueta sea capaz de 
identificarla como positiva o negativa. En el diagrama de flujo de entrenamiento de la 
figura 5.7 se observa cada paso realizado para entrenar el sistema que se ha 














Para entrenar el clasificador SVM primero se obtienen imágenes de muestras positivas 
y negativas, en nuestro caso cabezas y no cabezas. Las imágenes han de ser de 64x64 
pixeles ya que es el tamaño que se ha establecido para el descriptor HOG. Cada imagen 
Figura 5.7: Diagrama de flujo entrenamiento SVM. 
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positiva contiene una cabeza y cada imagen negativa contiene cualquier cosa que no 
sea una cabeza. 
El software para recortar imágenes positivas y negativas, y ajustarlas al tamaño 
necesario se ha desarrollado como parte del proyecto. Esta base de datos de imágenes 
se genera una vez y se reutiliza en el entrenamiento de los dos clasificadores. Una vez 
obtenidas las imágenes, se extrae de cada una un vector descriptor de características 
HOG. A continuación se genera un vector que contiene cada vector descriptor de cada 
imagen (Figura 5.7), y en paralelo se genera un vector que contiene las etiquetas de 
cada imagen. Las etiquetas para nuestro caso son “1” para las imágenes de la clase 
positiva y “-1” para las imágenes de la clase negativa. Finalmente obtendremos dos 
vectores con los datos necesarios para entrenar el sistema. 
Una vez obtenidos los vectores se realiza el entrenamiento del clasificador, ésta es una 
etapa que puede tardar mucho o poco, dependiendo de la cantidad de imágenes que se 
utilicen para el entrenamiento y de la potencia de procesado del PC que se está 
utilizando. Una vez finalizado el proceso de entrenamiento del clasificador, OpenCV 
permite guardar los datos del clasificador en un fichero “.xml” que se recuperará para 
realizar el test del clasificador. 
Durante la fase de entrenamiento se observó que en las primeras pruebas con 
secuencias de video la cantidad de fallos era muy elevada, para mejorar estos resultados 
se seleccionaron las imágenes mal clasificadas tanto positivas como negativas, se 
añadieron a la base de datos etiquetándolas respectivamente y se generó un nuevo 
clasificador, este proceso se realizó varias veces hasta obtener un clasificador que 
cumpliera con los objetivos planteados. 
El clasificador implementado en este proyecto fue entrenado con 2206 imágenes 
positivas y 5441 imágenes negativas. El elevado número de imágenes negativas se debe 
a la cantidad de detecciones erróneas que se han obtenido en los diferentes 
clasificadores entrenados. El tiempo empleado en la fase de entrenamiento fue de 5 a 7 
minutos. 
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5.2.2 Fase de test del clasificador 
Una vez se ha entrenado el clasificador se ha de testear para comprobar su correcto 
funcionamiento. Para este proyecto se han realizado dos fases de test, una primera con 
un set de imágenes positivas y negativas y la segunda fase con varias secuencias de 
video. 
Para la primera fase de test se han analizado 202 imágenes de 64x64 pixeles, 101 
positivas y 101 negativas; estas imágenes se han obtenido utilizando el programa 
mencionado en el capítulo 4. Para poder analizar los resultados obtenidos se genera una 






Tabla 5.1 Resultados del clasificador SVM con las imágenes de test. 
En la tabla de la verdad podemos observar que: 
 La cantidad de verdaderos positivos es de 93 imágenes (VP). 
 La cantidad de falsos positivos es de 1 imagen (FP). 
 La cantidad de verdaderos negativos es de 100 imágenes (VN). 
 La cantidad de falsos negativos es de 8 imágenes (FN). 
Con los valores de la tabla 5.1 se procede a calcular los diferentes parámetros 






  Predicción 










 Positivos 93 8 
Negativos 1 100 
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Tabla 5.2 Resultados de test clasificador SVM con las imágenes test. 
De los resultados se puede observar que: 
 El clasificador tiene un 95% de exactitud, un valor elevado. 
 El clasificador tiene valores mayores al 90% de Precisión y Recall, esto indica 
que la tasa de falsos positivos es baja y que la calidad y la eficiencia del 
clasificador es alta. 
 El valor de F-score es elevado, mayor al 90%, esto indica que el clasificador tiene 
una exactitud elevada. 
 El valor de Miss Rate es bajo, menor que 1%, esto indica que la cantidad de 
imágenes positivas clasificadas como negativas respecto a la cantidad de 
imágenes positivas total es muy baja. 
Para la segunda fase del test se han realizado tres pruebas diferentes en las que se han 
analizado tres secuencias de video. En la primera secuencia se observa una sola 
persona, en la segunda se observan dos personas y en la tercera secuencia se observan 
tres personas. Ejemplos de estos tipos de secuencias se pueden ver en la figura 5.9 (a) 
cuando hay una sola persona, en la figura 5.9 (d) cuando hay dos personas y en la figura 
5.9 (a-c) cuando hay tres personas. Para cada secuencia se han contado cuantas 
cabezas habían en la imagen, cuantas se han detectado correctamente y cuantas no.  
En esta fase se han hecho dos pruebas referentes al solape entre las ventanas que 
recorren las imágenes. Las imágenes se han recorrido con ventanas de 64x64 pixeles y 
con dos solapes diferentes, en el primer caso se realizó el análisis con ventanas que 
tenían un 50% de solape (Figura 5.8 (a)), y en el segundo caso con ventanas que tenían 
un 75% de solape (Figura 5.8 (b)). Una tercera prueba con ventanas con el máximo 
  SVM 
Verdaderos positivos 93 
Falsos positivos 1 
Verdaderos negativos 100 





Miss Rate 0,079207921 
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solape posible, es decir una ventana por píxel (Figura 5.8 (c)), se intentó realizar pero el 
programa era demasiado lento (más de 60 segundos por imagen) y los pocos resultados 
que se obtuvieron no mejoraban respecto a los otros solapes probados, por ello se 







En la tabla 5.3 se muestran los resultados de la detección con el  clasificador SVM con 
ventanas con un 50% de solape. En la tabla 5.4 se muestran los resultados de la 
detección con el clasificador SVM con ventanas con un 75% de solape. En ambas tablas 
cuando nos referimos al Grupo 1 son secuencias con una sola persona, Grupo 2 son 













 Resultados SVM 50% solape 
  Grupo 1 Grupo 2 Grupo 3 
Imágenes 200 100 50 
Objetos 200 200 150 
Verdaderos Positivos 137 144 101 
Falsos Positivos 20 42 9 
Falsos Negativos 63 56 49 
Recall 0,685 0,72 0,673333333 
Precisión 0,872611465 0,774193548 0,918181818 
Miss  Rate 0,315 0,28 0,326666667 
F-Score 0,767507003 0,74611399 0,776923077 
Figura 5.8 (a) ventanas con 50% de solape, (b) ventanas con 75%de solape, (c) una 
ventana por píxel. 
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Tabla 5.4 Resultados de la detección con ventanas con 75% de solape. 
De los resultados que se indican en las tablas podemos observar que: 
 En el caso de ventanas con el 50% de solape la precisión se mantiene cercana 
al 80%, esto indica que la tasa de errores es menor respecto al método con 
ventanas con 75% de solape. 
 En el caso de ventanas con el 75%, esto indica que la tasa de errores es mayor 
que en el caso con ventanas con 50% de solape. Esto se puede ver ya que la 
cantidad de falsos positivos detectada es mayor. 
 En el caso de ventanas con el 50% de solape el Recall ha bajado notablemente 
respecto a la detección con imágenes. esto indica que la cantidad de cabezas no 
detectadas es notoria. 
 En el caso de ventanas con el 75% de solape el Recall es bastante alto, mayor 
al 90%, esto indica que la cantidad de cabezas no detectadas es muy baja. 
 Podemos ver que el valor de Miss Rate es mayor en el caso de ventanas con 
50% de solape, esto indica que con un menor número de ventanas la cantidad 
de falsos negativos es mayor.  
 En cuanto al valor de Miss Rate es menor en el caso de ventanas con solape del 
75%, esto quiere decir que la cantidad de cabezas detectadas es mayor que en 
el caso de ventanas con 50% de solape. 
 Por último, el valor de F-score nos indica que el clasificador funciona mejor 
cuando se analizan imágenes con ventanas que tienen un 75% de solape. 
En cuanto al tiempo medio que tarda el clasificador SVM según sea el solape es de 0.45 
segundos por imagen con un solapamiento del 50% y de 1.8 segundos por imagen con 
 Resultados SVM 75% solape 
  Grupo 1 Grupo 2 Grupo 3 
Imágenes 200 100 50 
Objetos 200 200 150 
Verdaderos Positivos 195 192 146 
Falsos Positivos 58 64 54 
Falsos Negativos 5 8 4 
Recall 0,975 0,96 0,973333333 
Precisión 0,770750988 0,75 0,73 
Miss  Rate 0,025 0,04 0,026666667 
F-Score 0,860927152 0,842105263 0,834285714 
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un solapamiento del 75%. En ambos casos muchísimo menor a los 60 segundos por 
imagen que se tardaba con las ventanas que tenían el máximo solape. 
En la figura 5.9 se muestran algunos de los muchos resultados obtenidos. Podemos 
observar en la figura 5.9 que se ha podido realizar la detección de las cabezas pero con 
ciertos errores. En la figura 5.9 (b) se puede observar que se ha detectado una sola 
cabeza y no se han detectado las dos que hay, este resultado es el causante que en la 
detección con ventanas con un 50% de solape entre ellas el valor del Recall haya bajado 
porque este resultado aumenta la cantidad de falsos negativos. 
En la figura 5.9 (c) se puede observar la detección de falsos positivos, que por los 
resultados hemos visto que es mayor cuando se añade mayor cantidad de ventanas en 
la imagen. Este resultado es el causante que en la detección con ventanas con un 75% 
de solape la precisión haya bajado. 
En la figura 5.9 (f) se puede observar cómo con unas ventanas con 75% de solape tienen 
varias detecciones en una cabeza, también se puede observar cómo ha detectado una 
zona de sombras como falso positivo, esto es debido a la similitud que existe entre las 
características que describen las cabezas. 
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Figura 5.9 En la columna izquierda se muestran resultados obtenidos con ventanas con solape de 50% y en 
la columna derecha con ventanas con solape de 75%. En ambos casos se muestran diversas situaciones 
con aciertos y errores. 
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5.2.3 Conclusiones de la clasificación 
Una vez realizadas las pruebas y analizados los resultados podemos ver que, según los 
resultados numéricos, la mejor forma de detectar cabezas con un clasificador SVM y 
características HOG es realizando una búsqueda con ventanas deslizantes que tengan 
entre sí un 75% de solape.  
Aunque los resultados numéricos indiquen que las ventanas con 75% de solape son 
mejores, tenemos que analizar todos los valores y no solo el F-score para poder tomar 
una decisión. 
Se ha observado que cuando se establece un mayor solape entre las ventanas la 
cantidad de cabezas no detectadas es muy baja, esto es bueno ya que no se pierde el 
rastro de las cabezas, pero por otra parte la cantidad de falsos positivos es mayor y 
comportará problemas si luego se quiere analizar hacia donde están mirando las 
personas. Durante las pruebas se ha observado que la cantidad de falsos positivos 
cuando no aparece ninguna cabeza en la imagen es alta, por tanto se debe encontrar 
una forma de mejorar estos resultados. Una posible solución sería realizar un análisis 
de movimiento de la imagen previa a la detección. 
Teniendo en cuenta que nuestro objetivo es poder detectar las cabezas lo mejor posible 
y en el menor tiempo posible, hemos optado por el clasificador que analiza la imagen 
con ventanas con un solape del 50% ya que se obtiene una menor cantidad de falsos 
positivos y el tiempo de procesado es 3 veces menor.  
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6. DETECCIÓN MEDIANTE CLASIFICADOR BOOST 
CASCADE. 
6.1 Base teórica 
Para la detección de cabezas se ha tomado como segunda opción la búsqueda y 
detección mediante el clasificador Boost Cascade [6], una serie de clasificadores en 
cascada basados en Boosting [7], utilizando LBP (“Local Binary Pattern”) descritas en 
[8] cómo características de los objetos a clasificar. Para este método se ha entrenado el 
sistema de clasificadores en cascada de OpenCV generando los ficheros necesarios 
para ello. 
6.1.1 Características LBP 
Las características LBP (“Local Binary Pattern”) se describen en el año 2007 en la ICB 
(“International Conference on Biometrics”) [8] como un tipo de características para el 
reconocimiento de caras. LBP es un descriptor de texturas cuyo objetivo es conseguir 
un histograma por ventanas de la imagen. En su forma más simple, LBP analiza la 
imagen con ventanas que tengan un tamaño divisible entre 16, ya que la ventana se ha 
de dividir en bloques de 16x16 pixeles. Una vez tenemos los bloques de 16x16 pixeles, 
en cada bloque se analiza cada píxel y sus vecinos. 
Para cada píxel del bloque de 16x16 se analizan los 8 vecinos que tiene y se establece 
un umbral de forma que si un vecino es menor que el píxel que se está analizando se 
pondrá un 0 y si es mayor o igual se pondrá un 1. El análisis de los vecinos ha de ser 
siempre en el mismo orden para cada píxel de la imagen. 
Una vez tenemos una sub-ventana con los valores de ‘1’ y ‘0’, se genera un número 
binario de 8 bits siguiendo el orden de análisis, este número se codifica en decimal y se 
genera un histograma con cada valor calculado. Este histograma será el vector de 
características de la imagen.  
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En la figura 6.1 se observa gráficamente el algoritmo de generación de características 
LBP. 
6.1.2 Clasificador Boost Cascade 
El clasificador Boost Cascade se genera realizando una suma de un número definido de 
clasificadores débiles lineales que juntos crean el clasificador fuerte. El algoritmo se 
describe en [6] utilizando filtros Wavelet Haar para la detección de caras, pero en este 
proyecto se genera el clasificador utilizando las características LBP debido a la velocidad 
de entrenamiento y a los resultados obtenidos. Durante el desarrollo del proyecto se 
realizó un entrenamiento de un clasificador con características Wavelet Haar  que tardó 
más de 48 horas en entrenarse y los resultados eran peores que utilizando las 
características LBP, por este motivo se desestimó. 
El clasificador Boost Cascade se forma con una serie de clasificadores débiles lineales 
entrenados sin supervisión implementando el método de Boosting [7]. Para entrenar el 
sistema es necesario tener una base de datos correctamente etiquetada. Un sistema de 
clasificación en cascada se divide en etapas, cada etapa es un clasificador débil y el 
número de clasificadores débiles indica el número de etapas que forman el clasificador. 
Para considerar un clasificador débil como adecuado ha de tener una exactitud mayor 
que el 50% de forma que su clasificación sea mejor que una suposición aleatoria. 
Con un conjunto de datos como los que se indican en la figura 6.2, se puede observar 
que es necesario más de un clasificador lineal para poder separar los datos lo más 
preciso posible. Cada muestra tiene una etiqueta indicando la clase y un peso indicando 
la importancia de la muestra. 
 
Figura 6.1 Generación de características LBP. 
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Figura 6.2 Datos etiquetados sin separar. 
En la primera fase se busca un clasificador débil que separe los datos con una exactitud 
mayor al 50%, dejando pasar como buenas la mayor cantidad de imágenes positivas 
posibles. 
En la figura 6.3 podemos observar que una vez se estima el primer clasificador lineal se 
reajustan los pesos de cada muestra clasificada incorrectamente para que el siguiente 
clasificador obtenga mejores resultados. Para obtener el clasificador débil se realizan 




Una vez realizadas las iteraciones necesarias se obtienen una serie de clasificadores 
débiles que separan los datos de forma adecuada como se puede ver en la figura 6.4.  
 
Figura 6.3 Selección de un clasificador lineal y 
reajuste de los pesos de cada muestra. 
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Figura 6.4 Clasificadores débiles finales. 
La suma de los clasificadores débiles genera el clasificador fuerte como se indica a 
continuación: 
ℎ(𝑥) = 𝑎1 ∗ ℎ1 + 𝑎2 ∗ ℎ2 + ⋯ 𝑎𝑛 ∗ ℎ𝑛 
Donde h(x) es el clasificador fuerte, hn es un clasificador débil y an indica el peso de cada 
clasificador. El clasificador lineal débil se genera analizando el histograma de valores 
generado al realizar la extracción de características LBP. 
Con el histograma de una muestra positiva se selecciona un valor del histograma 
representativo de la clase, este valor se encuentra realizando varias iteraciones. Una 
vez tenemos un valor representativo del histograma se comparan con el resto de 
histogramas de la base de datos, de forma que si un histograma no tiene este valor se 
considera una muestra negativa y si lo tiene se considera una muestra positiva. Este 
proceso se itera tantas veces hasta conseguir un valor del histograma que genere un 
clasificador lineal capaz de tener una exactitud mayor al 50%. En la figura 6.5 se observa 
gráficamente el algoritmo de clasificación que realiza un clasificador débil. 
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Figura 6.5 Clasificación mediante un clasificador débil. 
Una vez se consigue un clasificador débil el objetivo del clasificador Boost Cascade es 
conseguir que cada etapa sea mejor que la anterior, esto se consigue entrenando cada 
nueva etapa con los errores cometidos en la anterior etapa de forma que las muestras 
falsas clasificadas como positivas son las únicas muestras negativas para la siguiente 
etapa. 
La detección de cabezas implementada en la librería de OpenCV realiza una detección 
multiescala a lo largo de toda la imagen, esta detección se realiza analizando varias 
veces la imagen escalando el tamaño de la ventana por un factor determinado hasta que 
la ventana alcance el tamaño máximo posible. En nuestro caso se ha establecido un 
factor de escala de 1,1. En la figura 6.6 se muestra la detección multiescala para una 
escala 1 y 2. 
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Figura 6.6 Detección multiescala. 
Otro factor a tener en cuenta es que una única ventana detectada como cabeza no es 
suficiente para el clasificador ya que pueden existir falsos positivos con una sola 
detección. Este fallo se corrige teniendo en cuenta las detecciones vecinas, es decir, si 
se han detectado más de un número determinado de cabezas en una zona se considera 
el conjunto como una cabeza. En nuestro caso se ha establecido como mínimo de 
vecinos el valor de 5 cabezas. Esta normalización en las detecciones se muestra en la 
figura 6.7 
 
Figura 6.7 Normalización de detecciones. 
6.2 Detección de cabezas 
6.2.1 Fase de entrenamiento del clasificador 
Para la fase de entrenamiento del clasificador Boost Cascade se han implementado 
funciones disponibles en la librería OpenCV para poder generar los vectores de 
características y el clasificador en sí.  
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Para realizar el entrenamiento del clasificador es necesario generar una serie de ficheros 
de texto con los que OpenCV realiza internamente el entreno del clasificador. El 
clasificador requiere dos ficheros, uno para las imágenes positivas y otro para las 
negativas. 
El fichero que contiene la información de las imágenes positivas debe tener el siguiente 
formato: 
Ruta/de/la/imagen.png num_obj x1 y1 W1 H1… xn yn Wn Hn 
El fichero se lee por líneas, donde cada línea contiene la información de los objetos de 
forma ordenada. El primer parámetro es la ruta a la imagen con la que se entrena el 
sistema, el segundo “num_obj” es la cantidad de objetos de interés existentes en la 
imagen, los siguientes parámetros indican la posición del origen del rectángulo que 
contiene el objeto (x, y) y el tamaño del rectángulo (W, H) que indica, en pixeles, la 
anchura y la altura del rectángulo. De forma que si en una imagen dada existen 3 objetos 
de interés, se indicará el número de objetos y las posiciones de la imagen en las que se 
encuentran los objetos. 
El software diseñado para generar la base de datos funciona de forma que cada imagen 
que se selecciona como positiva se guarda en blanco y negro en la carpeta indicada en 
la ejecución del programa. En paralelo se genera el fichero de texto que contiene la 
información de las imágenes para poder entrenar el clasificador Boost Cascade.  
Se ha decidido que para que el entreno sea más rápido, las imágenes con las que se 
entrena el sistema son los objetos en sí, de forma que el fichero generado indicará el 
tamaño de la imagen de entrenamiento. Las imágenes utilizadas para entrenar el 
clasificador Boost Cascade son las mismas de la base de datos generada para el 
clasificador SVM, pero en este caso no se modifica el tamaño de las imágenes. 
El programa genera un fichero llamado “heads.info” que contiene la información de la 
siguiente forma: 
../PGF/positive/pos1043.png 1 0 0 77 64 
Podemos observar que existe 1 elemento en la imagen, ya que la imagen es el elemento. 
También se observa que el tamaño de la imagen es de 77x64 pixeles. Los tamaños de 
las imágenes son variados y estos dependen de cómo se ha generado la base de datos. 
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El fichero que contiene las imágenes negativas es mucho más simple, ya que solamente 
indica la ruta de cada imagen negativa. Para generar este fichero se ha realizado con la 
ayuda de un Script escrito en Shell de Linux. 
Una vez tenemos los dos ficheros el entrenamiento del clasificador se realiza en dos 
etapas. En la primera etapa se generan los vectores descriptores de las imágenes 
positivas y se guardan en un fichero con el formato “.vec”. En la segunda etapa se realiza 
el entrenamiento del sistema como tal. Esta es la fase más larga ya que puede tardar 
más de 15 horas dependiendo de la cantidad de clasificadores que se quieran tener, las 
características que describen las imágenes y de la cantidad de imágenes con las que se 
está entrenando el clasificador. 
En la figura 6.8 se observa la instrucción que genera el fichero “.vec” que almacena las 
características de las imágenes positivas. El primer parámetros es el fichero “heads.info” 
generado por el usuario, el segundo parámetro indica el número de imágenes positivas 
con las que se entrenará el sistema, el tercer y cuarto parámetro indican el tamaño de la 
ventana que recorre la imagen y el último parámetro es el nombre del fichero en que se 
guardaran los resultados. 
 
Figura 6.8 Generación de vectores para entrenar clasificador OpenCV. 
En la figura 6.9 se observa la instrucción que realiza el entrenamiento del clasificador. 
Para que el programa guarde los datos del clasificador es necesario tener un directorio 
vacío en el que se guardarán los ficheros “.xml” con los datos del clasificador. En nuestro 
caso el directorio es “data”. 
 
Figura 6.9 Instrucción para entrenar el clasificador Boost Cascade. 
En el primer parámetro “data” se indica la ruta al directorio donde se almacenará el 
clasificador, el segundo parámetro “vec” es el fichero generado con los vectores de 
características de las imágenes positivas realizado en el paso previo, el tercer parámetro 
“bg” es el fichero con la ruta de las imágenes negativas, el cuarto y quinto parámetro 
“numPos” y “numNeg” indican la cantidad de imágenes positivas y negativas 
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respectivamente, estos números han de ser menores al total de imágenes existentes 
debido a el algoritmo. El sexto parámetro “numStages” indica la cantidad de etapas que 
tendrá el clasificador Boost Cascade, el séptimo y octavo “w” y “h” indican el tamaño de 
las ventanas, este valor ha de ser igual que el tamaño utilizado para generar los vectores- 
Por último se indica el tipo de características que utilizara el clasificador “featureType”. 
En la figura 6.10 se observa el resultado, guardado en el directorio “data”, de la fase de 
entrenamiento del clasificador Boost Cascade. 
 
Figura 6.10 Fichero en el que se guarda el resultado del 
entrenamiento del clasificador Boost Cascade. 
En nuestro caso la detección con la menor tasa de falsos positivos se consiguió con un 
clasificador de 15 etapas que tardó en entrenarse más de 15 horas. Finalmente se 
obtiene un fichero “cascade.xml” con los datos del clasificador con el que se podrá 
realizar la fase de pruebas. 
6.2.2 Fase de test del clasificador 
Una vez obtenido el clasificador se pasa a la fase de test para comprobar el correcto 
funcionamiento del clasificador. 
En la figura 6.11 podemos observar el proceso de clasificación que realiza el clasificador 
Boost Cascade. Cada etapa es un clasificador débil que rechazará la ventana en caso 
de obtener un resultado negativo. Cada etapa es más compleja que la anterior de forma 
que la clasificación será más precisa. Este tipo de clasificadores permite eliminar las 
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ventanas negativas de forma rápida minimizando el tiempo de procesado en ventanas 
que no contienen ningún objeto de interés. 
 
Figura 6.11 Clasificación en cascada. 
En la primera fase de las pruebas se han clasificado 101 imágenes positivas y 101 
imágenes negativas; estas imágenes se han obtenido utilizando el programa 
mencionado en el capítulo 4. Para poder analizar los resultados obtenidos se genera una 
tabla de la verdad con los resultados de la clasificación. 
El objetivo final de este proyecto es poder comparar los resultados que se obtienen con 
el clasificador Boost Cascade y con el clasificador SVM, de forma que ahora con el 
clasificador Bost Cascade se realizan las mismas pruebas que con el clasificador SVM. 
Igualmente las imágenes utilizadas son las mismas que se han implementado en la fase 
de test del clasificador SVM para poder comparar los dos clasificadores. Los resultados 






    Tabla 6.1 Resultados del clasificador Boost Cascade con imágenes. 
De la tabla de la verdad 6.1 podemos observar que: 
 La cantidad de verdaderos positivos es de 79 imágenes (VP). 
 La cantidad de falsos positivos es de 22 imagen (FP). 
 La cantidad de verdaderos negativos es de 101 imágenes (VN). 
 La cantidad de falsos negativos es de 0 imágenes (FN). 
  Predicción 










 Positivos 79 22 
Negativos 0 101 
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Con los valores de la tabla de la verdad se procede a calcular los diferentes parámetros 









Tabla 6.2 Resultados del test del clasificador Boost Cascade con imágenes. 
De los resultados se puede observar que: 
 El clasificador tiene un 89% de exactitud, un resultado alto. 
 El clasificador tiene una precisión del 100% quiere decir que ninguna imagen 
negativa la ha clasificado como positiva. 
 El clasificador tiene un Recall del 78%, quiere decir que no todas las imágenes 
positivas se han clasificado correctamente. 
 El valor de F-Score es del 87%, lo que indica una relación de precisión y Recall 
elevada. 
 El valor de Miss Rate es del 21%, esto quiere decir que la cantidad de imágenes 
no clasificadas correctamente es un poco notable. 
La segunda fase del test se ha realizado analizando tres secuencias de video. En la 
primera secuencia se observa una sola persona, en la segunda se observan dos 
personas y en la tercera secuencia se observan tres personas. Para cada secuencia se 
han contado cuantas cabezas habían en la imagen, cuantas se han detectado 
correctamente y cuantas no. Cuando nos referimos al Grupo 1 son secuencias con una 
sola persona, Grupo 2 son secuencias con 2 personas y Grupo 3 son secuencias con 3 
personas. 
La detección de cabezas se realiza a nivel multiescala, de forma que, para controlar la 
cantidad de falsos positivos, se han puesto unos límites máximos y mínimos de tamaño 
  CASCADE 
Verdaderos positivos 79 
Falsos positivos 0 
Verdaderos negativos 101 





Miss Rate 0,217821782 
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de cabeza. Estos límites se establecen en la función de OpenCV que permite realizar la 
detección como se ve en la siguiente línea de código. 
detectMultiScale( frame_gray, heads, 1.1, 5, 0, Size(70,70), Size (100,100) ); 
En la línea de código se puede ver que el tamaño mínimo es de 70x70 pixeles y el 
tamaño máximo es de 100x100 pixeles. Estos valores se han obtenido mediante prueba 
y error en varias ejecuciones del programa. Los resultados obtenidos en la prueba se 









Tabla 6.3 Resultados de la clasificación con clasificador Boost Cascade. 
De los resultados que se indican en la tabla podemos observar que: 
 La cantidad de falsos positivos es variable y en el caso del Grupo 2 comienza a 
ser notable. 
 La cantidad de falsos negativos es elevada en el caso del Grupo 1y del Grupo 2. 
 El clasificador tiene una Precisión cercana al 90% esto indica que se tiene una 
tasa elevada de clasificaciones correctas. 
 El clasificador tiene un valor de Recall muy variado, un así es un valor alto que 
indica que la cantidad de falsos negativos detectados depende de la situación. 
 El valor de Miss Rate está por debajo del 1% en el caso del Grupo 1 y del Grupo 
2, esto indica que la cantidad de imágenes verdaderas no clasificadas es baja en 
estos casos. 
 El valor de F-score ronda el 80% y en ocasiones el 90% esto indica que el 
clasificador tiene una relación elevada entre la Precisión y el Recall. 
 Resultados Boost Cascade 
  Grupo 1 Grupo 2 Grupo 3 
Imágenes 200 100 50 
Objetos 200 200 150 
Verdaderos Positivos 187 170 137 
Falsos Positivos 12 30 13 
Falsos Negativos 39 49 9 
Recall 0,82743 0,77625 0,93835 
Precisión 0,935 0,85 0,9134 
Miss  Rate 0,06 0,15 0,086 
F-Score 0,87793 0,81145 0,92567 
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El clasificador tiene un comportamiento bueno ya que el tiempo de procesado es rápido. 
Se ha calculado un tiempo medio de procesado de 0.04 segundos por imagen. 
En la figura 6.12 se pueden observar algunos de los resultados obtenidos en la detección 
de cabezas en secuencias de video. En la figura 6.12 (a), (c) y (e) se observan los tres 
casos estudiados y cómo ha clasificado correctamente el clasificador.  
En la figura 6.12 (b) se observa una detección errónea en el suelo, este tipo de falsos 
positivos se esperan eliminar con la detección de movimiento en la imagen. En la figura 
6.12 (d) y (f) se observan errores de detección de falsos positivos en zonas propias de 
las personas, esto es debido a la similitud de características que existen, es probable 
que ampliando la base de datos se consigan eliminar estos errores. 
IDENTIFICACIÓN DE PERSONAS MEDIANTE CÁMARAS CENITALES 
P Á G I N A | 49  
 
 
Figura 6.12 Resultados detección con clasificador Boost Cascade. 
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6.3 Conclusiones de la clasificación 
Una vez realizadas las pruebas y analizados los resultados podemos ver que realizar 
una detección de cabezas con un clasificador Boost Cascade y características LBP es 
una buena opción. 
Para poder tener unos buenos resultados se ha establecido un valor de tamaño de las 
cabezas, este valor dependerá en cada caso según la altura a la que se monten las 
cámaras, ya que a mayor altura menor será el tamaño de las cabezas a detectar. 
Teniendo en cuenta que nuestro objetivo es poder detectar las cabezas lo mejor posible 
y en el menor tiempo posible, podemos ver que este clasificador cumple con los objetivos, 
ya que por la velocidad de procesado podemos detectar cabezas y obtener imágenes a 
una velocidad de 25 imágenes por segundo. 
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7. DETECCIÓN DE ZONAS EN MOVIMIENTO 
Con el objetivo de mejorar los resultados de detección de cabezas en secuencias de 
video se ha tomado la decisión de realizar un análisis en la imagen centrado en analizar 
solamente las zonas en las que exista movimiento en la imagen. 
7.1 Base teórica 
Para poder detectar los objetos que se mueven en una imagen, es decir separar el fondo 
del primer plano, se ha implementado el algoritmo descrito en [9] disponible en la librería 
OpenCV conocido como “BackgroundSubtractorMOG2”. 
La detección de primer plano se realiza analizando las imágenes píxel a píxel en una 
secuencia de imágenes que se utilizará como fondo, con esta secuencia se entrenará el 
sistema para la detección del primer plano. 
Suponiendo que tenemos una secuencia de video en que los primeros 10 segundos se 
consideran el fondo, grabado a una velocidad de 25 imágenes por segundo, tenemos 
250 imágenes para entrenar el fondo. Con estas imágenes se analiza cada píxel de la 
imagen a lo largo de la secuencia. Debido al ruido existente en las cámaras el valor de 
nivel de gris que haya en cada imagen tendrá cierta variación por lo que es importante 
tener más de una sola imagen para entrenar el fondo. 
Con cada nivel de gris de cada píxel a lo largo de la secuencia se genera una Gaussiana, 
de forma que se obtiene una Gaussiana por cada píxel con el valor promedio del nivel 
de gris en ese píxel. De la Gaussiana, la media es el valor de fondo mientras que la 
varianza indica los valores que genera el ruido de la cámara. 
Una vez generadas todas las Gaussianas se podrá realizar la detección de primer plano 
a nivel de píxel. Por cada imagen nueva se analiza el nivel de gris de cada píxel, si este 
nivel está dentro de los márgenes de la gaussiana se considerará píxel de fondo, si por 
el contrario es un nivel que se sale de los límites de la Gaussiana se considerará primer 
plano. En la figura 7.1 se puede ver el proceso del algoritmo de detección de primer 
plano gráficamente. 
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Existen diversos métodos para perfeccionar la detección teniendo en cuenta pequeñas 
variaciones que deberían estar en el fondo, por ejemplo unas hojas de un árbol en 
constante movimiento, pero en nuestro caso en la imagen todo lo que se mueva se 
considerará primer plano, por lo que nos centraremos en el caso expuesto. 
 
Figura 7.1 Generación de Gaussiana para la extracción de primer plano. 
El algoritmo proporcionado en la librería OpenCV permite la detección de los objetos que 
se mueven y de sus sombras. Durante el desarrollo del proyecto se ha observado que 
las sombras son zonas en las que aparecían detecciones erróneas, por este motivo se 
realiza un procesado en la detección de primer plano para eliminar las sombras y 
también para eliminar ciertos ruidos en la detección. El resultado de la eliminación de las 
sombras para la detección de objetos en movimiento se puede observar en la figura 7.2. 
 
Figura 7.2 Detección de primer plano y procesado del resultado. 
En la figura 7.2 se entiende que en la máscara de primer plano sin procesar aparecen 
como objetos de primer plano las zonas blancas y como sombras las zonas grises, las 
cuales se eliminan realizando el procesado sobre la máscara. 
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Durante el proceso de detección de primer plano nos hemos encontrado que las cámaras, 
debido a su programación interna, tienen un sistema de autoajuste de luz causante que 
al haber un cambio de iluminación la cámara realiza un autoajuste produciendo un 
cambio brusco de niveles de intensidad en toda la imagen, éste autoajuste provoca la 
pérdida del fondo entrenado. Para contrarrestar este efecto se hace un análisis del área 
total con movimiento de la imagen, de forma que si se detecta movimiento en más del 
70% de la imagen se considerará que la cámara ha hecho un autoajuste cambiando el 
nivel de intensidad de todos los pixeles causando que se detecte toda la imagen como 
una zona en movimiento. En el momento en que este fenómeno ocurre, se considera 
que las siguientes 15 imágenes capturadas son fondo, de forma que se tendrá un nuevo 
modelo de fondo para la detección de primer plano. 
Este efecto se ha contrarrestado realizando un procesado final que consiste en calcular 
la integral de la imagen binaria. La integral de una imagen consiste en realizar la suma 
de niveles de una zona de la imagen. 
Como se puede observar en la figura 7.3 dado un píxel p [m, n], el valor de la integral en 
este píxel será la suma de niveles de intensidad por encima y a la izquierda de este, de 
forma que el valor de la integral mínimo se obtendrá en el pixel superior izquierdo (su 
propio nivel) y el valor de la integral máximo se obtendrá en el píxel inferior derecho. 
Finalmente al obtener la imagen integral se obtendrá para cada pixel el valor de la suma 
de los niveles de gris por encima y a la izquierda de cada uno. 
 
  Figura 7.3 Integral de una imagen. 
Utilizando la integral de la imagen se puede calcular la cantidad de píxeles con valor 
blanco existentes en una imagen binaria de forma que si calculamos la integral en el 
píxel inferior derecho tendremos el valor de la suma de todos los niveles de la imagen. 
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Teniendo en cuenta que se está procesando una imagen binaria los valores serán ‘0’ o 
‘255’ para el negro y el blanco respectivamente. Dividiendo el valor de la integral por 255 
se obtiene la cantidad de píxeles con valor blanco en la imagen. 
Cuando el número de pixeles con valor 255 sea superior al 70% del total de píxeles de 
la imagen se considerará que la imagen ha sufrido un cambio de iluminación brusco y 
se reentrenará el sistema de detección de primer plano adaptándose a los nuevos 
niveles de iluminación.  
En la figura 7.4 se observa la situación en que se ha reentrenado el fondo. El cambio de 
intensidad de los niveles de la imagen se debe a la aparición de una persona con colores 
oscuros en la imagen, este hecho causa el autoajuste de forma que cuando la persona 
entra en la escena toda la imagen se convierte en primer plano. Este efecto se ha 
detectado y se ha estimado un nuevo fondo. Este nuevo fondo incluye a la persona que 
ha entrado en la escena como fondo, por este motivo se puede ver que la máscara 
resultante aparece una zona blanca en la parte inferior, esto es debido a que el nuevo 
fondo incluía a la persona en la imagen, pero en el momento en que la persona se mueve, 
el suelo de la imagen se ha convertido en primer plano. 
 
Figura 7.4 Detección de primer plano después del autoajuste de las cámaras. 
7.2 Obtención de objetos en movimiento 
Una vez obtenidos los objetos que forman el primer plano se han de segmentar de la 
imagen original para realizar el procesado de la misma. 
El resultado que se obtiene de realizar una detección de primer plano es una imagen 
binaria con las zonas que se han movido en color blanco, esta imagen está procesada 
eliminando las sombras que se obtienen con el algoritmo original. 
IDENTIFICACIÓN DE PERSONAS MEDIANTE CÁMARAS CENITALES 
P Á G I N A | 55  
 
A continuación se realiza una detección de contornos de la imagen binaria mediante la 
función de OpenCV “cvFindContours”, que implementa el algoritmo de la Ref. [10]. 
Estos contornos se han dibujado sobre la imagen original como se puede ver en la figura 
7.5, en donde se marca con un color diferente cada elemento detectado como primer 
plano. 
 
Figura 7.5 Obtención de zonas con movimiento. 
En la figura 7.6 podemos observar que una vez obtenidos los contornos de las zonas en 
movimiento se genera un rectángulo que contiene la zona rodeada por los contornos, 
estos rectángulos se filtran por área, de forma que solo se tendrán en cuenta rectángulos 
que tengan cierto tamaño. 
 
Figura 7.6 Segmentación de la imagen en zonas con movimiento. 
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En la figura 7.6 se observan rectángulos amarillos y verdes, los rectángulos verdes son 
rectángulos que siguen la forma del objeto que se ha detectado, mientras que el 
rectángulo amarillo es la imagen que se puede obtener. Una vez obtenidos estos 
rectángulos se segmenta la imagen recortando los rectángulos amarillos. Antes de 
analizar las sub-imágenes se filtran los rectángulos por área, de forma que si un 
rectángulo tiene un área pequeña no se considera un rectángulo de interés. El área de 
los rectángulos de interés se ha determinado con prueba y error. 
Ahora que se ha conseguido segmentar la imagen en zonas de movimiento realizaremos 
la detección de cabezas implementando los dos métodos que se estudian en este 
proyecto. 
7.3 Primer plano y SVM 
Para realizar la optimización de la detección de cabezas se ha realizado una prueba con 
las zonas en movimiento y un análisis de estas mediante el clasificador SVM con las 
características HOG. 
Una vez obtenidas las imágenes segmentadas de las zonas en movimiento se procede 
a realizar el análisis, realizando el mismo procedimiento que en la detección de cabezas 
en la imagen completa, es decir sin realizar el pre-procesado. Se ha realizado una 
detección analizando la imagen con ventanas deslizantes con un 50% de solape entre 
ellas. 
Para validar este método se ha analizado el comportamiento del clasificador en tres 
secuencias diferentes como se hizo en el apartado 5.2.2. En la primera secuencia 
aparece una persona, en la segunda dos personas y en la tercera tres personas. Los 
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Tabla 7.1 Resultados Primer plano y SVM. 
Con los valores calculados podemos ver que: 
 En el Grupo 1 la precisión es del 93% mientras que en los otros dos es del 83% 
este valor indica que al aparecer más personas en las imágenes han aparecido 
más falsos positivos. 
 En el Grupo 1 y en el Grupo 3 el valor de Recall es cercano al 65% mientras que 
en el Grupo 2 es del 79%, esto quiere decir que en el Grupo 2 la cantidad de 
imágenes clasificadas positivas respecto al total de positivas es mayor. 
 El valor de Miss Rate ronda el 30% esto indica que el total de cabezas no 
detectadas es notorio. 
 El valor de F-Score más elevado ha sido de 81% indicando que el clasificador 
tiene buenos resultados al aplicarse una detección de primer plano. 
 En el momento en que se detecta una zona con movimiento el tiempo entre 
imágenes aumenta, de forma que el programa se hace más lento conforme más 
zonas de movimiento se detectan. 
7.4 Primer plano y Boost Cascade 
Para realizar la optimización de la detección de cabezas se ha realizado una prueba con 
las zonas en movimiento y un análisis de estas mediante el clasificador Boost Cascade 
con las características LBP. 
Una vez obtenidas las imágenes segmentadas de las zonas en movimiento se procede 
a realizar el análisis, realizando el mismo procedimiento que en la detección de cabezas 
 Resultados Primer plano + SVM 
  Grupo 1 Grupo 2 Grupo 3 
Imágenes 200 100 50 
Objetos 200 200 150 
Verdaderos Positivos 133 158 103 
Falsos Positivos 10 31 21 
Falsos Negativos 67 42 47 
Precisión 0,93006993 0,835978836 0,830645161 
Recall 0,665 0,79 0,686666667 
Miss  Rate 0,335 0,21 0,313333333 
F-Score 0,775510204 0,812339332 0,751824818 
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en la imagen completa. De nuevo para validar este método se ha analizado el 
comportamiento del clasificador en tres secuencias diferentes, en la primera secuencia 
aparece una persona, en la segunda dos personas y en la tercera tres personas. Los 










Tabla 7.2 Resultados Primer plano y Boost Cascade. 
Con los valores calculados podemos ver que: 
 La Precisión en los tres casos ronda el 90% alcanzando un 97% en su valor más 
elevado, esto indica que el número de falsos positivos es bajo. 
 El valor de Recall en el primer y segundo grupo es cercano al 90% mientras que 
en el tercer grupo se obtuvo un valor de 75%, esto indica que en el tercer caso 
el número de falsos negativos es mayor que en los otros casos. 
 El valor de Miss Rate tiene su máximo en el tercer caso con un 24%, este valor 
indica que la cantidad de falsos negativos puede tener notoriedad. En los otros 
dos casos se obtienen valores cercanos al 10%. 
 El valor de F-score en su pico máximo es de 92% indicando que la relación entre 
la Precisión y el Recall es elevada. En el caso 2 y 3 el valor se mueve entre el 
83% y el 88%, un rango de valores bastante elevado. 
En la figura 7.7 (a) se observa la detección de cabezas utilizando el clasificador Boost 
Cascade, en la que se ha detectado un falso positivo en el suelo. En la figura 7.7 (b) se 
observa la detección de cabezas utilizando el clasificador Boost Cascade pero aplicando 
el pre-procesado de detección de primer plano. Como se puede observar, realizando el 
pre-procesado de detección de primer plano se consiguen eliminar falsos positivos 
detectados previamente. 
 Resultados Primer plano + Cascade 
  Grupo 1 Grupo 2 Grupo 3 
Imágenes 200 100 50 
Objetos 200 200 150 
Verdaderos Positivos 176 178 113 
Falsos Positivos 4 24 8 
Falsos Negativos 24 20 37 
Precisión 0,977777778 0,881188119 0,933884298 
Recall 0,88 0,89 0,753333333 
Miss  Rate 0,12 0,1 0,246666667 
F-Score 0,926315789 0,885572139 0,833948339 
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Figura 7.7 Comparación del clasificador Boost Cascade sin implementar el pre-procesado (a) e 




 (a)                                                                                             (b) 
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8. DESARROLLO E INTEGRACIÓN DEL SISTEMA 
En los capítulos anteriores se ha explicado individualmente la teoría referente a los 
diferentes procesos involucrados en este proyecto y se han evaluado los resultados 
individualmente. En este capítulo se dará una visión general considerando el conjunto 
de todos los módulos que componen el sistema. 
Por otra parte se profundizará a cerca de como se ha llevado a cabo la implementación 
de cada uno de ellos, resaltando los aspectos que han sido incluidos en la versión final 
de este proyecto. 
8.1 Módulos del sistema 
8.1.1 Sistema de captura de imágenes y video 
Utilizando una cámara digital “LI-OV5640-USB-72” se ha realizado un montaje como se 
puede observar en la figura 8.1. Conectadas y controladas por un ordenador el cual 
ejecuta un software que permite la adquisición de imágenes. Es importante señalar que 
dicho programa es compatible con otros modelos similares de cámaras y fácilmente 
adaptables a modelos no tan parecidos que tengan diferente interfaz, etc. 
Se han elegido estas cámaras por características como las diversas resoluciones que 
permite, el formato MJPEG de grabación, la capacidad de obtener hasta 30 imágenes 
por segundo, y su fácil y rápida comunicación entre la cámara y el PC. 
 
Figura 8.1 Esquema de montaje del sistema de captación. 
Como se ha mencionado anteriormente, este proyecto es la segunda fase de otro más 
grande, que pretende obtener imágenes con 5 cámaras simultáneamente. Para la 
obtención de imágenes de este proyecto se ha contado con la estructura que contiene 
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las 5 cámaras pero se ha utilizado únicamente una. En la figura 8.2 y 8.3 podemos ver 
el montaje del sistema. 
 
Figura 8.2 Montaje 5 cámaras. 
 
Figura 8.3 Montaje cámara cenital central. 
8.1.2 Generación de la base de datos 
La generación de la base de datos necesaria para entrenar los dos clasificadores 
mencionados previamente se ha tenido que generar en el desarrollo de este proyecto 
debido a que no se encontró ninguna base de datos con imágenes de personas 
capturadas con cámaras cenitales. 
El software creado para generar la base de datos es reutilizable para generar una base 
de datos de cualquier clase de objetos que se quiera clasificar. En el apartado 8.2.1 se 
explica el funcionamiento de este software. 
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8.1.3 Extracción de características HOG 
Para realizar la primera detección es necesario extraer y almacenar las características 
HOG que se utilizan como descriptores de las imágenes para entrenar y clasificar en 
nuestro sistema. OpenCV dispone de funcionalidades que permiten una fácil obtención 
de las características HOG.  
A continuación se muestran los fragmentos de código implementado referente a la 
obtención de las características HOG. 
 Primero se ha de inicializar el descriptor que extraerá las características de las 
imágenes. 
HOGDescriptor d( Size(tx,ty), Size(32,32), Size(8,8), Size(8,8), 9) 
 
 El primer parámetro Size (tx, ty) indica el tamaño de la ventana deslizante 
que recorrerá la imagen. 
 El segundo parámetro Size (32,32) indica el tamaño del bloque interno de 
la ventana. 
 El tercer parámetro Size (8,8) indica el Block stride. 
 El cuarto parámetro Size (8,8) indica el tamaño de las celdas en las que 
se divide cada bloque de la ventana. 
 El quinto parámetro 9 indica el número de bines (valores) que tendrá el 
histograma resultante. 
 El siguiente paso es extraer las características HOG de una imagen. 
d.compute(Image, descriptorsValues, Size(8,8), Size(0,0), locations); 
 
 El primer parámetro Image es la imagen de la que se extraen las 
características. 
 El segundo parámetro descriptorsValues es un vector en el que se 
almacenan los valores de las características HOG. 
 El tercer parámetro Size (8,8) es el window stride. 
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 El cuarto parámetro Size(0,0) indica el tamaño de padding2 en caso de 
aplicar alguno.  
 El quinto parámetro locations es un vector que almacena la posición de 
los descriptores detectados. 
Una vez obtenido el vector de características de una imagen se pueden realizar dos 
procesos según la etapa en la que se encuentre. Si se está realizando el entrenamiento 
del clasificador cada vector de características se almacena en un vector para poder 
entrenar el sistema con todos los vectores de la base de datos. Si se está realizando la 
clasificación el vector obtenido se introducirá en el clasificador para obtener una 
respuesta del mismo. 
8.1.4 Clasificador SVM 
El clasificador SVM se ha implementado en la primera fase de pruebas de detección de 
cabezas, este clasificador primero es entrenado y acto seguido testeado para la 
comprobación de su correcto funcionamiento. 
Una vez obtenidos los vectores descriptores se realiza el entrenamiento del clasificador. 
Los pasos seguidos y el código implementado para realizar el entreno se explican a 
continuación: 
 El primer paso es definir el tipo de clasificador SVM que se implementará, esto 
se realiza mediante la clase CvSVMParams. 
CvSVMParams params; 
params.svm_type = CvSVM::C_SVC; 
params.kernel_type = CvSVM::POLY; 
params.gamma = 3; 
params.degree = 2; 
params.C = 0.1; 
params.coef0 = 0.5; 
 Svm_type indica el tipo de clasificador que se implementa, en este caso 
C_SVC indica que el clasificador es para 2 o más clases. 
 Kernel_type indica el tipo de separación que se implementa, en este 
caso es un clasificador polinómico que se expresa de la siguiente forma: 
 
                                               
2 Padding, proceso en el que se añaden márgenes a la imagen en caso de tener un tamaño 
reducido para que el proceso de ventana deslizante pueda cubrir toda la imagen. 
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 Gamma indica el valor del parámetro  de la función polinómica. 
 Degree indica el valor del parámetro degree de una función polinómica. 
 C es un valor referente al problema de optimización de los outliers3 en el 
clasificador. 
 Coef0 indica el valor del parámetro coef0 de la función polinómica. 
 Una vez definidos los parámetros del clasificador se crea y se entrena el mismo. 
CvSVM svm; 
svm.train(desc, lbls, Mat(), Mat(), params); 
 El primer parámetro desc es un vector que contiene los vectores 
característicos de las imágenes con las que se entrena el sistema. 
 El segundo parámetro lbls es un vector con las etiquetas de las imágenes 
a clasificar. 
 El tercer y cuarto parámetro no se implementan, por lo que se indica una 
variable Mat() vacía. 
 El quinto parámetro params son las características del clasificador 
descritas anteriormente. 
 Finalmente se guarda el clasificador en un fichero “.xml” para realizar las pruebas. 
    svm.save(“SVM_final.xml”); 
Una vez obtenido el clasificador SVM y guardado en memoria, se procede a realizar el 
test del clasificador. En esta etapa se analiza un set de imágenes sin etiquetas y las 
ventanas deslizantes que se aplican en cada imagen de las secuencias de video. Los 
pasos que se siguen son los siguientes: 
 Con el descriptor obtenido de la imagen que se desea clasificar se realiza la 
predicción de la muestra. 
if(svm.predict(desc) == 1) //positivo 
true_positives ++; 
 Mediante la función predict el clasificador predice si la muestra es 
positiva o negativa. 
 Desc es un vector que contiene el descriptor HOG de la imagen que se 
está analizando. 
                                               
3 Outliers, atípicos. 
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 Predict retorna la etiqueta de la clase que ha predicho, en nuestro caso 
‘1’ indica positivo y ‘-1’ indica negativo. 
 El resultado de la clasificación se dibuja como un rectángulo que rodea el objeto 
clasificado como positivo.  
8.1.5 Extracción de características LBP 
La extracción de las características LBP se realiza mediante la misma función de 
entrenamiento del clasificador Cascada, esta función se ejecuta desde un terminal como 
se muestra en la figura 6.7 y la explicación de cada parámetro se ha explicado en el 
punto 6.2.1. 
8.1.6 Clasificador Boost Cascade 
El clasificador Boost Cascade se ha implementado en la segunda fase de pruebas de 
detección de cabezas, este clasificador primero es entrenado y acto seguido testeado 
para la comprobación de su correcto funcionamiento. 
El primer paso es realizar el entrenamiento del clasificador, los pasos correspondientes 
al entrenamiento se han explicado en el punto 6.2.1. 
Una vez obtenido el clasificador en un fichero “cascade.xml” se puede ver que en las 








De las líneas podemos entender que el clasificador utiliza el método Boost para generar 
los clasificadores débiles, el tipo de características utilizado para describir las imágenes 
es LBP y el tamaño de las ventanas es de 48x48 pixeles. 
Para realizar la fase de test del sistema se han implementado funciones propias de la 
librería OpenCV que permiten la clasificación de las cabezas como se describe a 
continuación: 
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 Primero se carga el clasificador en memoria para poder realizar la búsqueda. 
  String = "cascade_heads.xml"; 
 CascadeClassifier head_cascade; 
 head_cascade.load( heads_name ); 
 Una vez cargado en memoria el clasificador, la detección se realiza mediante una 
búsqueda multiescala de la imagen con una función de OpenCV. 
head_cascade.detectMultiScale( frame_gray, heads, 1.1, 5, 0,  Size(70,70), 
Size(100,100) ); 
 El primer parámetro frame_gray es la imagen en la que hará la detección. 
 El segundo parámetro heads es un vector de rectángulos donde se 
almacenan las cabezas detectadas. 
 El tercer parámetro ‘1.1’ es el factor de escala para realizar el análisis 
multiescala. 
 El cuarto parámetro ‘5’ es el número de vecinos mínimo necesario para 
determinar si una detección es válida. 
 El quinto y sexto parámetro indican el tamaño mínimo y máximo de las 
detecciones multiescala. 
 El resultado obtenido se guarda en el vector heads, este resultado se dibuja 
como un círculo rodeando las cabezas detectadas. 
8.1.7 Detección de primer plano 
La forma de mejorar las detecciones eliminando la cantidad de falsos positivos ha sido 
implementando una detección de primer plano, es decir, detectar los objetos en 
movimiento. Todo el proceso se ha realizado utilizando funciones de la librería OpenCV 
como se describe a continuación: 
 El primer paso es entrenar el fondo para obtener las Gaussianas. 
           Ptr< BackgroundSubtractor> pMOG2_2; 
pMOG2_2 = new BackgroundSubtractorMOG2(15,9,true); 
 
 El constructor del objeto BackgroundSubstractorMOG2 se inicializa con 
el primer parámetro que indica el número de imágenes que forman el 
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modelo de fondo, el segundo parámetro indica la sigma de la Gaussiana 
y el tercer parámetro define si se quieren detectar sombras o no. 
 
 Una vez entrenado se detectan las zonas de movimiento. 
     pMOG2_2->operator()(frame,fgMaskMOG2_2); 
 El primer parámetro indica la imagen a calcular. 
 fgMaskMOG2_2 es la imagen con el resultado de enmascarar el primer 
plano conteniendo la imagen binaria con las sombras de los objetos que 
se mueven. 
 Se realiza un procesado de eliminación de sombras y ruido en el fondo detectado. 
           threshold(fgMaskMOG2_2 , maskth, 200, 255, 0); 
           src2 = maskth.clone(); 
           //erode and dilate to clean noise 
           erode (src2,src2,element); 
           dilate (src2,src2,element); 
           dilate (src2,src2,element); 
 El primer paso es binarizar la imagen para eliminar sombras aplicando la 
función threshold, donde el primer parámetro fgMaskMOG2_2 es la 
imagen que se quiere binarizar, el segundo parámetro maskth es la 
imagen que guardará el resultado de la binarización, el tercer parámetro 
indica el nivel de corte, es decir, todos los valores de intensidad de la 
imagen que sean menor o igual que 200 serán considerados 0. El cuarto 
parámetro indica el valor que se establece para las intensidades que 
estén por encima de 200, es decir, todos los valores de intesidad que 
sean mayores que 200 serán considerados 255. El ultimo parámetro es 
el tipo de binarización, OpenCV tiene 6 tipos de binarizaciones, en este 
caso se utiliza la 0, es decir Threshold_Binary para OpenCV [11], este 
tipo de binarización es la que se necesita para el proyecto.  
 Se erosiona y dilata la imagen para eliminar ruido en la imagen mediante 
las funciones erode y  dilate disponibles en la librería OpenCV, donde el 
primer parámetro src2 es la imagen de entrada, el segundo src2 
parámetro es la imagen resultante y el tercer parámetro element es el 
elemento estructurante con el que se realiza la erosión y la dilatación. 
 En caso de un cambio brusco de iluminación como se ha explicado anteriormente 
se reentrena el fondo. Las funciones que se utilizan son las siguientes: 
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       integral(src2, ResInt, CV_32F );        
 //conversion 
       float *ptr = (float*) ResInt.data; 
       elem_step=ResInt.step / sizeof(float); 
       //get the total numbers of white pixels 
       val1 = ptr[(ResInt.rows-1)*elem_step+(ResInt.cols-1)]; 
       val1=val1/255; 
       if(val1 > maxblanco ) //if white pixels are bigger than lim 
       pMOG2_2 = new BackgroundSubtractorMOG2(15,9,true);  
 Primero se calcula la integral de la máscara de primer plano mediante la 
función integral(src2, ResInt, CV_32F ) donde el primer parámetro 
src2 es la imagen de entrada, el segundo parámetro ResInt almacena 
los resultados de la integral y el tercer parámetro CV_32F indica el tipo en 
que se guardan los datos del resultado, en este caso serán datos de tipo 
Float de 32 bits. 
 A continuación se realiza una conversión de tipo. Este paso es necesario 
siempre que se quiere obtener el valor de una casilla de un vector o matriz 
de tipo Mat de OpenCV, de forma que en la variable val1 tenemos el 
resultado de la integral en el pixel inferior derecho. 
 Una vez tenemos el resultado de la integral, val1 se divide entre 255 
para obtener la cantidad de pixeles blancos que hay en la máscara de 
primer plano. 
 En caso que el número de pixeles blancos sea mayor que un límite 
establecido (maxblanco) el nuevo fondo se recalcula mediante la función 
new BackgroundSubtractorMOG2(15,9,true). 
 Con los objetos en movimiento detectados se realiza una segmentación en 
imágenes de zonas en movimiento. 
findContours(src2, contours2, hierarchy2, CV_RETR_TREE, 
CV_CHAIN_APPROX_SIMPLE, Point(0, 0)); 
while (itc2!=contours2.end()) { 
             //Create bounding rect of object 
             RotatedRect mr= minAreaRect(Mat(*itc2)); 
             Rect cr=boundingRect(Mat(*itc2)); 
             if( !verifySizes(mr)){ 
                  itc2= contours2.erase(itc2); 
             }else{ 
                 ++itc2; 
                 Rrect2.push_back(mr);  
                  rectfinal2.push_back(cr); //rectangle 
             } 
           } 
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 El primer paso es detectar los contornos en la imagen binaria mediante la 
función findContours, almacenando los resultados en contours2. 
 Con los contornos encontrados se generan rectángulos que los contienen, 
se calcula el área de cada rectángulo y aquellos que tienen un tamaño 
adecuado se guardan en el vector rectfinal2. 
 La imagen resultante es luego procesada para cada tipo de clasificador. 
wind2=ori(rectfinal2[i]).clone(); 
 La imagen correspondiente a los rectángulos obtenidos se guarda en la 
variable wind2, clonando la zona de la imagen que contiene el rectángulo, 
segmentando así la imagen en zonas con movimiento. 
 Finalmente la imagen almacenada en wind2 se analizara con los dos métodos 
mencionados previamente para realizar la detección de cabezas. 
8.2 Manual del software 
8.2.1 Requerimientos e instalación 
El software desarrollado en este proyecto se compone de varios programas escritos en 
lenguaje C++ y un script en Shell de Linux. Los principales programas son: 
 ImageCropped: Programa que permite recortar zonas de una imagen para 
generar la base de datos para el proyecto, en paralelo genera los ficheros 
necesarios para el entrenamiento del clasificador en cascada. 
 Resize_Images: Programa que permite cambiar el tamaño de las imágenes, este 
programa es necesario para la base de datos de entrenamiento del clasificador 
SVM. 
 Train_SVM: Programa que entrena el clasificador SVM retornando como 
resultado el fichero con el clasificador. 
 Test_SVM: Programa detecta cabezas con el clasificador SVM en imágenes y 
en secuencia de video. 
 Test_Cascade: Programa que detecta cabezas con el clasificador Boost 
Cascade en imágenes y en secuencia de video. 
 Background_SVM: Programa que realiza la detección de primer plano y detecta 
las cabezas de las zonas en movimiento con el clasificador SVM. 
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 Background_Cascade: Programa que realiza la detección de primer plano y 
detecta las cabezas de las zonas en movimiento con el clasificador Boost 
Cascade. 
Para poder ejecutar el software de este proyecto es necesario compilar los ficheros. Para 
ello es necesario tener instalado un compilador C/C++ compatible, por ejemplo “gcc” en 
un sistema GNU/Linux. También es necesario tener instalado en el sistema la librería 
OpenCV en su versión 2.4.11 debido a que en versiones anteriores o posteriores no 
existen algunas funcionalidades implementadas en este proyecto necesarias para el 
correcto funcionamiento del mismo. El Script en Shell de instalación de OpenCV se 
encuentra en el punto 11.8. 
El proceso de instalación del software propio requiere el uso de una consola de 
comandos también conocido como terminal en Linux. El primer paso para realizar la 
instalación es, a parte de tener el Script, situarse en la carpeta que contiene el Script y 
en las propiedades del fichero en la pestaña de permisos activar la opción “Permitir 
ejecutar el archivo como un programa”. En la figura 8.4 se puede observar este 
proceso de forma gráfica. 
 
Figura 8.4 Permisos de ejecución. 
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Una vez se han cambiado los permisos del fichero, desde consola se ejecutará el mismo. 
El primer paso es, desde consola, ubicarnos en el directorio que contiene el fichero y 
ejecutar las líneas que se muestran en la figura 8.5. 
 
Figura 8.5 Instalación de librería OpenCV. 
8.2.2 Ejecución de los programas 
Con el fin de que este proyecto pueda ser replicado, a continuación se explica cómo 
ejecutar cada programa que compone el proyecto. Para ello es necesario compilar los 
ficheros disponibles en el capítulo 11 Anexos y una vez compilados, desde el terminal 
primero nos ubicamos en el directorio en que se han ejecutado y teclear las dos 
instrucciones: 
 usuario@PC:~$ cd /Ruta/del/programa/a/ejecutar 
 usuario@PC:/programa/a/ejecutar/$ ./programa_a_ejecutar [parámetros]  
Tras pulsar la tecla “Enter” se empezarán a mostrar mensajes por la consola. Es 
probable que, en el caso en que el usuario no esté familiarizado con los programas, 
aparezcan mensajes de error en la consola que, en algunos casos, si se leen con 
detenimiento se puede llegar a entender el problema y solucionarlo fácilmente. Para que 
el programa sea más “amigable” se muestra un mensaje en caso de error explicando el 
fallo que ha tenido el programa. 
ImageCropped: Programa que permite recortar imágenes con los objetos de interés 
para realizar la fase de entrenamiento de los clasificadores, en paralelo genera los 
ficheros necesarios para entrenar el clasificador Cascada de OpenCV. En la figura 8.6 
se muestra los parámetros que aparecen por pantalla cuando se ejecuta. 
 
Figura 8.6 Parámetros para la ejecución de ImageCropped. 
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Cuando el programa se ejecuta se han de indicar parámetros para que funcione 
correctamente.  
 Video_to_read: Es el archivo que contiene la secuencia de video de la que se 
extraerán las imágenes. 
 Number_of_existent_positive_images: Es el número de imágenes positivas que 
ya existen en el directorio en que se guardan, si no se indica correctamente 
puede causar que se eliminen imágenes guardadas previamente. 
 Number_of_existent_negative_images: Es el número de imágenes negativas que 
ya existen en el directorio en que se guardan, si no se indica correctamente 
puede causar que se eliminen imágenes guardadas previamente. 
 Positive_directory_to_save: Ruta al directorio en que se almacenan las imágenes 
positivas. 
 Negative_directory_to_save: Ruta al directorio en que se almacenan las 
imágenes negativas. 
El programa se ejecuta en consola como se indica en la figura 8.7. Se observa que al 
ejecutar el programa muestra unas instrucciones de uso por pantalla indicando que 
hacer una vez obtenido el rectángulo (figura 8.8). 
 
Figura 8.7 Ejecución de ImageCropped. 
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Figura 8.8 Rectángulo dibujado para segmentar la imagen. 
Como se puede ver en la figura 8.7, una vez se ha seleccionado un rectángulo existen 3 
opciones: 
 Presionar la tecla ‘P’ para guardar la imagen como positiva. 
 Presionar la tecla ‘N’ para guardar la imagen como negativa. 
 Presionar la tecla ‘D’ para borrar el rectángulo seleccionado. 
Si se quiere finalizar el programa se presiona la tecla ‘ESC’, el resultado final será las 
imágenes guardadas en las carpetas indicadas y un fichero llamado “heads.info” que 
se utiliza para entrenar el sistema Boost Cascade. En la figura 8.9 se pueden observar 
los resultados guardados generados por el programa. 
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Figura 8.9 (a) imágenes guardadas con el programa,  
(b) fichero heads.info generado con el programa. 
ResizeImages: Programa que permite cambiar el tamaño de un set de imágenes 
indicado mediante los parámetros de ejecución (Figura 8.10). Es necesario para la base 
de datos de entrenamiento del clasificador SVM ya que todas las imágenes deben tener 
el mismo tamaño. 
 
Figura 8.10 Parámetros ejecución Resize_images. 
Para que el programa se ejecute correctamente se han de indicar los parámetros 
correctamente. 
 New_rows: filas en pixeles de la nueva imagen. 
 New_cols: columnas en pixeles de la nueva imagen. 
 Directory_to_search_images: ruta al directorio en el que están las imágenes a las 
que se les cambiará el tamaño. 
 Directory_to_save_images: ruta al directorio en el que se guardaran las 
imágenes. 
El programa se ejecuta por consola como se muestra en la figura 8.11. 
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Una vez ejecutado el programa el resultado son todas las imágenes cambiadas de 
tamaño en el directorio indicado. 
Train_SVM: Programa que realiza el entrenamiento del clasificador SVM (figura 8.12). 
Los parámetros con los que se ha de ejecutar el programa se indican a continuación: 
 Rute_to_positive_images: Ruta del directorio que contiene las imágenes de 
entreno positivas. 
 Rute_to_negative_images: Ruta el directorio que contiene las imágenes de 
entreno negativas. 
 Tamx: Anchura en pixeles de la ventana HOG, en este caso ha de ser el tamaño 
de las imágenes de entreno. 
 Tamy: Altura en pixeles de la ventana HOG, en este caso ha de ser el mismo 
valor que las imágenes de entreno. 
 Name_svm.xml: Es el nombre con el que se guardará el fichero que contiene los 
datos del clasificador entrenado. 
En la figura 8.13 se observa cómo se ejecuta el programa. Se puede observar que 
muestra en consola mensajes según el estado del proceso en el que se encuentra hasta 
finalizar el entrenamiento y guardar el resultado. 
 
Figura 8.13 Resultado ejecución Train_SVM. 
Figura 8.11 Ejecución de Resize_images. 
Figura 8.12 Parámetros Train SVM. 
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Test_SVM: Programa que realiza el test sobre en clasificador SVM entrenado con un 
set de imágenes y una secuencia de video (Figura 8.14). 
 
Figura 8.14 Parámetros para ejecutar Test_SVM. 
Los parámetros para ejecutar correctamente el programa son: 
 Video_to_read: Video que se analizará para detectar las cabezas. 
 Svm.xml_file: Fichero con el clasificador SVM generado en el entreno. 
 Rute_to_positive_images: Ruta a las imágenes positivas para realizar el test. Han 
de ser imágenes con el tamaño igual que en el entrenamiento. 
 Rute_to_negative_images: Ruta a las imágenes negativas para realizar el test. 
Han de ser imágenes con el tamaño igual que en el entrenamiento. 
 Tamx: anchura de la ventana HOG, ha de ser el mismo tamaño que en el 
entrenamiento. 
 Tamy: altura de la venta HOG, ha de ser el mismo indicado en el entrenamiento. 
 Video_to_save.avi: Nombre del fichero de video en el que se guardaran los 
resultados. 
Una vez se ha ejecutado correctamente el primer paso será realizar el test con las 
imágenes y cuando este ha finalizado en el terminal se muestran los resultados de la 
clasificación (Figura 8.15). El segundo paso será realizar la prueba de video, en este 
momento se abre una ventana que muestra la secuencia de video escogida con las 
detecciones realizadas, finalmente se guardaran los resultados en formato de video con 
el nombre indicado en el momento de ejecutar el programa. 
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Test_Cascade: Programa que realiza el test del clasificador Boost Cascade con un set 
de imágenes y una secuencia de video (Figuras 8.16 y 8.17). 
 
Figura 8.16 Parámetros ejecución Test_Cascade. 
Los parámetros para ejecutar correctamente el programa son: 
 Cascade.xml_file: Fichero generado con el clasificador Boost Cascade. 
 Directory_to_positive_images: Ruta al directorio con las imágenes de test 
positivas. 
 Directory_to_negative_images: Ruta al directorio con las imágenes de test 
negativas. 
 Video_to_read: Secuencia de video que se analizará usando el clasificador Boost 
Cascade. 
 Vdeo_to_save.avi: Nombre del fichero de video que se guardará con los 
resultados. 
Al realizar la ejecución del programa (figura 8.17) primero se realiza el test con imágenes, 
una vez ha terminado se muestran en el terminal los resultados del test. A continuación 
se inicia la detección en la secuencia de video abriendo en una ventana la secuencia de 
video con las detecciones, finalmente se guardaran los resultados en formato de video 
con el nombre indicado en el momento de ejecutar el programa. 
 
Figura 8.15 Ejecución Test_SVM. 
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Figura 8.17 Ejecución Test_Cascade. 
Background_SVM: Programa que realiza la detección de cabezas con el clasificador 
SVM en una secuencia de video utilizando como paso previo a la detección el análisis 
de los objetos que se mueven en las imágenes (figuras 8.18 y 8.19). 
 
Figura 8.18 Parámetros para ejecutar Background_SVM. 
Los parámetros para ejecutar correctamente el programa son: 
 Video_file_to_read: Secuencia de video a analizar. 
 Svm.xml_file: fichero con el clasificador. 
 Name_of_video_to_save.avi: Nombre con el fichero en el que se guardarán los 
resultados. 
 
Figura 8.19 Ejecución del programa Background_SVM. 
Como se observa en la figura 8.20, al ejecutar el programa se abren varias ventanas que 
muestran el procesado que se está realizando: 
 La primera ventana tiene la imagen original (ventana superior izquierda). 
 La segunda ventana tiene la máscara de primer plano sin procesar (no se incluye 
en la figura 8.20). 
 La tercera ventana tiene la máscara de primer plano procesada (ventana superior 
derecha). 
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 La cuarta ventana muestra los contornos detectados como zonas de movimiento 
(ventana inferior izquierda). 
 La quinta ventana muestra los rectángulos que contienen las zonas de 
movimiento detectadas (ventana inferior derecha). 
 La sexta ventana muestra las detecciones de cabezas que el programa realiza 
(ventana central derecha). 
 
Figura 8.20 Resultados de Background_SVM; Imagen original, detección de 
objetos en movimiento, detección de contornos, rectángulos que contienen los 
contornos y detección final. 
Background_Cascade: Programa que realiza la detección de cabezas con el 
clasificador Boost Cascade en una secuencia de video utilizando como paso previo a la 
detección el análisis de los objetos que se mueven en las imágenes (figuras 8.21 y 8.22). 
 
Figura 8.21 Parámetros para ejecutar Background_Cascade. 
Los parámetros para ejecutar correctamente el programa son: 
 Video_file_to_read: Secuencia de video a analizar. 
 xml_cascade_file: fichero con el clasificador Boost Cascade entrenado. 
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 Video_name_to_save.avi: Nombre con el fichero en el que se guardarán los 
resultados. 
Como se observa en la figura 8.23, al ejecutar el programa se abren varias ventanas que 
muestran el procesado que se está realizando: 
 La primera ventana tiene la imagen original (ventana superior izquierda). 
 La segunda ventana tiene la máscara de primer plano sin procesar (no se incluye 
en la figura 8.23). 
 La tercera ventana tiene la máscara de primer plano procesada (ventana superior 
derecha). 
 La cuarta ventana muestra los contornos detectados como zonas de movimiento 
(ventana inferior izquierda). 
 La quinta ventana muestra los rectángulos que contienen las zonas de 
movimiento detectadas (ventana inferior derecha). 
 La sexta ventana muestra las detecciones de cabezas que el programa realiza 
(ventana central derecha). 
 
Figura 8.23 Resultados Background_Cascade, de izquierda a derecha y de 
abajo a arriba; Imagen original, fondo procesado, detección de cabezas, 
detección de contornos y rectángulos que contienen los contornos. 
  
Figura 8.22 Ejecución del programa Background_Cascade. 
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8.3 Diagramas de flujo 
En este punto se exponen los diagramas de flujo correspondientes a cada programa 
realizado en el proyecto. 
8.3.1 Diagrama de flujo – ImageCropped  
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8.3.2 Diagrama de flujo – Train SVM 
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8.3.3  Diagrama de flujo – Test SVM 
 
´ 
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8.3.4 Diagrama de flujo – Test Cascade 
 
´ 
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8.3.5  Diagrama de flujo – Background y SVM 
 
´ 
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9. COMPARACIÓN Y CONCLUSIONES 
En este capítulo se analizarán los resultados obtenidos con los métodos implementados 
para realizar la detección de personas mediante una cámara cenital. Se tendrán en 
cuenta todos los aspectos tanto positivos como negativos de cada clasificador, el tiempo 
de procesado y la eficacia de cada uno. Por último se tomará una decisión respecto a 
que método es el que mejor se adapta para realizar la detección y cumplir con el objetivo 
del proyecto. 
9.1 Comparación de los métodos 
En esta fase del proyecto, una vez analizados todos los resultados, realizaremos una 
comparación de cada factor a tener en cuenta de los clasificadores, mencionados en el 
punto 3.2, en las pruebas realizadas de detección de secuencias de vídeo teniendo en 
cuenta la extracción de primer plano. 
No se tendrán en cuenta las pruebas realizadas en imágenes ya que la finalidad del 
proyecto es poder realizar la detección en secuencias de vídeo. Estas pruebas se 
realizaron para poder tener una primera visión del comportamiento del clasificador, de 
forma que si los resultados en imágenes eran malos, no se realizaba la prueba en 
secuencias de video. 
9.1.1  Precisión 
La precisión de un clasificador indica la cantidad de detecciones positivas correctas que 
ha realizado respecto al total de detecciones realizadas. Cuanto mayor sea el valor mejor 
será el clasificador. 
Observando los resultados que se indican en la tabla 9.1, podemos ver que el clasificador 
SVM tiene un porcentaje un poco mayor de precisión que el clasificador Boost Cascade, 
sin embargo al realizar el pre-procesado de detección de primer plano vemos que el 
clasificador Boost Cascade aumenta el valor de precisión hasta un 93%. Esto quiere 
decir que ha detectado menos falsos positivos realizando el pre-procesado. En el caso 
del clasificador SVM, el valor de precisión ha aumentado pero muy poco.  
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 SVM Cascade Primer plano + SVM Primer plano + Cascade 
Grupo 1 0.873 0.827 0.93 0.978 
Grupo 2 0.774 0.776 0.836 0.881 
Grupo 3 0.918 0.938 0.83 0.934 
Precisión (%)4 85.5% 84.73% 86.5% 93% 
 
    Tabla 9.1 Análisis de precisión de los clasificadores. 
9.1.2 Recall 
El valor de Recall nos indica el porcentaje de imágenes positivas clasificadas 
correctamente sobre el total de imágenes positivas que existen en la fase de test. Este 
valor indica cómo de eficiente es el clasificador. 
Observando los resultados que se indican en la tabla 9.2, podemos ver que el clasificador 
Boost Cascade, tanto con la detección de primer plano como sin ella, obtiene un Recall 
más elevado que el clasificador SVM. Sin embargo en el caso del clasificador Boost 
Cascade este valor ha disminuido, este hecho se debe a que al segmentar la imagen 
completa en sub-imágenes, en ocasiones no queda la cabeza completa en la sub-
imagen y no la detecta. El clasificador SVM es más robusto a este problema ya que 
debido al tamaño de las ventanas detecta una cabeza sin necesidad que esté 
completamente en la imagen. En la figura 9.1 podemos observar una detección positiva 
de una cabeza en la que no se obtiene una ventana con la imagen completa de la cabeza. 
 SVM Cascade Primer plano + SVM Primer plano + Cascade 
Grupo 1 0.685 0.935 0.665 0.88 
Grupo 2 0.72 0.85 0.79 0.89 
Grupo 3 0.674 0.913 0.687 0.753 
Recall (%)5 69.2% 89.95% 71.38% 84.1% 
 
Tabla 9.2 Análisis de Recall de los clasificadores. 
                                               
4 Media aritmética de las precisiones calculadas 
5 Media aritmética de los Recall calculados 
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Figura 9.1 Detección mediante SVM de una cabeza no incluida 
totalmente en la ventana deslizante. 
9.1.3 Miss Rate 
El valor Miss Rate indica la cantidad de imágenes positivas clasificadas como negativas, 
es decir, el porcentaje de cabezas no detectadas. Este valor nos da na idea sobre cómo 
se comporta el clasificador con muestras nuevas que tienen una variación notable 
respecto a las muestras de entrenamiento.  
Observando los resultados que se indican en la tabla 9.3, podemos ver que el clasificador 
Cascade, tanto con la detección de primer plano como sin ella, obtiene una tasa de Miss 
Rate más baja. La tasa de errores en el clasificador SVM con fondo y sin fondo es 
superior al 20% esto quiere decir que de las imágenes totales, más del 20% de las 
imágenes positivas no se detectan, mientras que con el clasificador Boost Cascade este 
valor llega en su valor más elevado a un 15% de imágenes positivas no detectadas. El 
causante de que en la detección de primer plano se detecten menos cabezas, en el caso 
del clasificador Boost Cascade es debido a la segmentación en sub-imágenes de la 
imagen de la secuencia de vídeo. 
 SVM Cascade Primer plano + SVM Primer plano + Cascade 
Grupo 1 0.315 0.06 0.335 0.12 
Grupo 2 0.28 0.15 0.21 0.1 
Grupo 3 0.327 0.087 0.313 0.246 
Miss Rate (%)6 30.7% 9.9% 28.6% 15.5% 
 
Tabla 9.3 Análisis de Miss Rate de los clasificadores. 
                                               
6 Media aritmética de Miss Rate calculado 
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9.1.4 F-Score 
El F-Score es una media armónica entre la Precisión y en Recall, e indica que tan 
semejantes son entre ellas estas dos medidas. Un valor de F-Score elevado indica una 
relación de Precisión y Recall elevada, siendo así un clasificador con un F-Score elevado 
es un clasificador con una Precisión elevada y un Recall elevado. 
Observando los resultados que se indican en la tabla 9.4, podemos ver que el clasificador 
Boost Cascade, tanto con la detección de primer plano como sin ella, obtiene una tasa 
de F-Score más elevada que el clasificador SVM, teniendo como resultado en su valor 
más elevado un 88%, esto quiere decir que el clasificador Boost Cascade realizando un 
procesado previo de detección de primer plano obtiene la relación Precisión-Recall más 
elevada. 
 SVM Cascade Primer plano + SVM Primer plano + Cascade 
Grupo 1 0.767 0.878 0.775 0.926 
Grupo 2 0.746 0.811 0.813 0.885 
Grupo 3 0.777 0.926 0.752 0.834 
F-Score (%)7 76.3% 87.2% 77.9% 88.2% 
 
Tabla 9.4 Análisis F-Score de los clasificadores 
9.1.5 Tiempo 
El tiempo de procesado es importante ya que el objetivo del proyecto es poder realizar 
una implementación del sistema detector de personas en tiempo real. Los tiempos de 
entrenamiento y procesado se exponen en la tabla 9.5. 
 SVM Cascada Primer plano + SVM Primer plano + Cascade 
Entrenamiento 5-7 min > 10 h - - 
Procesado8 0.45 s 0.04 s 0.156 s 0.04 s 
 
Tabla 9.5 Tiempos de las pruebas realizadas. 
                                               
7 Media aritmética de F-Score calculado 
8 Tiempo en segundos que tarda el programa en procesar una imagen de la secuencia de video. 
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Se puede observar que el clasificador que más rápido realiza la tarea de detectar 
cabezas es el clasificador Boost Cascade, permitiendo poder capturar imágenes y 
procesarlas a una velocidad de 25 imágenes por segundo. 
9.2 Conclusiones 
El proyecto tiene como principal objetivo la detección de personas en secuencias de 
vídeo en tiempo real en zonas interiores a partir de un sistema de reconocimiento. Se ha 
llevado a cabo la generación de algoritmos de detección de personas extrayendo dos 
tipos de características para describir las imágenes y entrenando dos tipos de 
clasificadores para realizar la detección. A parte se ha realizado un análisis de 
movimiento para disminuir el número de falsos positivos. Se han comparado dos 
métodos de clasificación implementando como pre-procesado la detección de primer 
plano con el objetivo de mejorar el rendimiento y el resultado de la clasificación. 
Tras haber realizado diversas pruebas, obtenido resultados y analizado el conjunto de 
ellos, se pueden extraer las siguientes conclusiones a cerca del sistema de detección de 
personas desarrollado en este proyecto: 
 Implementar un sistema de detección de personas en tiempo real sin realizar el 
pre-procesado de primer plano sería inviable de realizar con el método de 
detección mediante el clasificador SVM, ya que el tiempo de procesado es de 
medio segundo por imagen, y si se quisiera realizar un seguimiento de las 
personas sería poco preciso. En cuanto al tiempo de procesado es de medio 
segundo por imagen. 
 El clasificador SVM es robusto a la detección de cabeza en la imagen, ya que es 
capaz de detectar cabezas que no se encuentren totalmente en la imagen. 
 Implementar un sistema de detección de personas en tiempo real sin 
implementar el pre-procesado de primer plano es posible utilizando el clasificador 
Boost Cascade, ya que la velocidad de procesado es muy alta y se puede obtener 
una velocidad de 25 imágenes procesadas por segundo. 
 Realizar una detección de primer plano hace que el sistema detecte un menor 
número de falsos positivos, aunque existen ciertos falsos positivos que se 
detectan dentro de las zonas que existe movimiento. 
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 Realizar una detección de primer plano y realizar una detección de cabezas 
mediante el clasificador SVM no es lo suficientemente rápido para poder 
implementarse en tiempo real. 
 Realizar una detección de primer plano y realizar una detección de cabezas 
mediante el clasificador Boost Cascade es posible de implementarse en tiempo 
real. 
 Realizar una segmentación de la imagen en sub-imágenes, resultado de la 
detección de primer plano, causa que algunas imágenes que contienen cabezas 
no aparezcan completamente en la sub-imagen, por este motivo hay una 
cantidad de cabezas no detectadas con el sistema de detección Boost Cascade. 
 El valor de F-Score indica cuál método de clasificación se adapta mejor a la 
detección de cabezas, este valor indica que el mejor método es realizar una 
búsqueda en zonas de movimiento con un clasificador Boost Cascade. 
 Realizando el pre-procesado de detección de primer plano y el clasificador SVM 
para detectar cabezas la velocidad de procesado es variable. Esta velocidad 
depende del movimiento que existe en la imagen, de forma que cuando no hay 
movimiento en la imagen no hay procesado y no se realiza ninguna búsqueda. 
Sin embargo cuando existe movimiento en la imagen y se realiza la detección de 
cabezas el tiempo de procesado aumenta exponencialmente. 
Una vez analizados los resultados se llega a la conclusión que el método que mejor 
detecta las cabezas es el detector que realiza una clasificación en las zonas que existe 
movimiento con un clasificador Boost Cascade e implementando como características 
descriptoras de la imagen la transformada LBP. 
El proyecto se ha planteado de una forma completamente abierta, por lo que se espera 
que sea una primera aproximación a un proyecto más grande realizando mejoras y 
avances en este proyecto.  
9.3  Futuras líneas de trabajo 
En base a las conclusiones anteriores, a los resultados obtenidos en los experimentos y 
a varias ideas que han ido surgiendo a lo largo de la realización de este proyecto, se 
procede a listar varias tareas que se deberían seguir en las futuras líneas de trabajo: 
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 Configurar la cámara de vídeo para que el ajuste automático de iluminación no 
se produzca, pudiendo así mantener un modelo de fondo constante y evitar el 
reentreno del fondo causando la generación de fondos erróneos. 
 Mejorar la detección de cabezas realizando una segmentación de la imagen en 
sub-imágenes de mayor tamaño para que incluyan la cabeza completa. 
 Generar una base de datos con una mayor cantidad de imágenes y con muestras 
más diversas. 
 Realizar una búsqueda de nuevos métodos descriptores de cabezas que puedan 
ofrecer mejores resultados. 
 Realizar seguimiento de las cabezas a lo largo de la imagen. 
 Realizar un conteo de personas que entran en la zona en la que se está 
analizando. 
 Ampliar el proyecto para realizar la detección con 5 cámaras a la vez. 
 Realizar seguimiento de las personas a lo largo del área que cubren las 5 
cámaras. 
 Realizar una implementación del proyecto utilizando la librería Qt para que se 
pueda generar una interfaz de usuario amigable. 
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using namespace cv; 
using namespace std; 
 
// Define our callback which we will install for 
// mouse events. 
void my_mouse_callback( int event, int x, int y, int flags, void* param); 
 
CvRect box; 
bool drawing_box = false; 
 









// dibujar rectangulo en la imagen 
void draw_box( Mat img, CvRect rect ) { 
 
      rectangle (img, 
cvPoint(box.x,box.y),cvPoint(box.x+box.width,box.y+box.height), 
Scalar(0,255,255)/* red */); 
 
    } 
 
int main( int argc, char* argv[] ) { 
 
    if (argc != 6) { 
        cout<<"USAGE : ImageCroped [video_to_read] 
                       [number_of_existent_positive_images]  
                       [number_of_existing_negative_images]  
                       [positive_directory_to_save]  
                       [negative_directory_to_save]"<<endl; 
        cout<<"number of existing positive/negative images are images 
already  
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               cropped and saved"<<endl; 
        return -1; 
    } 
 
    box = cvRect(-1,-1,0,0); 
    int cimagesn = 0; 
    int cimagesp = 0; 
 
    cimagesp = atoi(argv[2]); 
    cimagesn = atoi(argv[3]); 
 
    string pos_dir = argv[4]; 
    string neg_dir = argv[5]; 
 
    fstream Positivefile("heads.info", std::ios::in | std::ios::out| 
std::ios::ate); 
 
    if ( ! Positivefile.is_open() ){ 
 
        cout <<"no se ha podido abrir el archivo de texto heads"<<endl; 
        return -1; 
    } 
 
    VideoCapture video(argv[1]); 
 
    //leer frame 
    if( !(video.read(Image) )  ){ 
        cout << " video incorrecto" << endl; 
        return -1; 
    } 
 
    ImageRect = Image.clone(); //Imagen con el ultimo rectangulo dibujado 
    Ori = Image.clone(); //imagen original, de la que se recortaran las 
imagenes 
    temp = ImageRect.clone(); // imagen con los rectangulos temporales y 
finales 
 
    namedWindow( "image" ); 
 
    setMouseCallback("image", my_mouse_callback ); 
 
    stringstream ruta; 
 
    while( 1 ) { 
 
        temp = Image.clone(); 
 
        if( drawing_box ) draw_box( temp, box ); 
 
        imshow("image", temp ); 
 
        char c = waitKey (1); 
 
        switch (c){ 
            case 27: {// esc 
                //Salir del programa 
                return -1; 
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                } 
            break; 
            case 32: {//espacio 
                //pasar a la siguiente imagen 
                //leer frame 
                if( !(video.read(Image) )  ){ 
                    cout << "fin de la secuencia" << endl; 
                    return -1; 
                } 
 
                ImageRect = Image.clone(); 
                Ori = Image.clone(); 
 
            } 
            break; 
            case 110: {//n 
                //imagen negativa 
                draw_box(ImageRect,box); 
                Image = ImageRect.clone(); 
                croppedImage = Ori(box).clone(); 
                //guardar imagen seleccionada 
                cvtColor(croppedImage,cpIbyn,CV_RGB2GRAY); 
                cimagesn ++; // contador de imagenes 
                ruta <<neg_dir<< cimagesn << ".png"; 
                imwrite( ruta.str() , cpIbyn ); 
                ruta.str(""); 
            } 
            break; 
            case 100: { //d 
                //borrar ultimo rectangulo hecho 
                Image = ImageRect.clone(); 
            } 
            break; 
            case 112 : { //p 
                // imagen positiva 
 
                draw_box(ImageRect,box); 
                Image = ImageRect.clone(); 
                croppedImage = Ori(box).clone(); 
                //guardar imagen seleccionada 
                cvtColor(croppedImage,cpIbyn,CV_RGB2GRAY); 
                cimagesp ++; // contador de imagenes 
                 
                ruta <<pos_dir<< cimagesn << ".png"; 
                imwrite( ruta.str() , cpIbyn ); 
 
                //escribir datos en el fichero 
                Positivefile << ruta.str() << " 1 0 0 " << box.width << 
" "  
     << box.height <<endl; 
                ruta.str(""); 
 
            } 
            break; 
        } 
 
    } 
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    destroyWindow("image"); 





void my_mouse_callback( int event, int x, int y, int flags, void* param 
) 
    { 
 
        switch( event ) { 
            case CV_EVENT_MOUSEMOVE: { 
                if( drawing_box ) { 
                    box.width = x-box.x; 
                    box.height = y-box.y; 
                } 
            } 
            break; 
            case CV_EVENT_LBUTTONDOWN: { 
                drawing_box = true; 
                box = cvRect(x, y, 0, 0); 
                } 
            break; 
            case CV_EVENT_LBUTTONUP: { 
                drawing_box = false; 
                if(box.width<0) { 
                    box.x+=box.width; 
                    box.width *=-1; 
                } 
                if(box.height<0) { 
                    box.y+=box.height; 
                    box.height*=-1; 
                } 
 
                draw_box(Image,box); 
                } 
            break; 
        } 
    } 
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using namespace cv; 
using namespace std; 
 
int main( int argc, char* argv[] ) { 
 
    stringstream save; 
    stringstream fname; 
 
    if(argc != 5){ 
        cout<<"USAGE:"<<endl; 
        cout<<"Resize_images [new_rows] [new_cols] 
[directory_to_search_images]  
               [directory_to_save_images]"<<endl; 
        return -1; 
    } 
 
 
    int tamx = atoi (argv[2]); 
    int tamy = atoi (argv[1]); 
 
    //Directorio donde busca las imagenes 
    //string 
dir="/home/dm816x/Desktop/Edu/PFG/Images/test/test_raw/negative/"; 
 
    string dir= argv[3]; 
 
    Mat Image; //image 
 
    Mat ImageR; //resized image 
 
    Mat ImageRbyn; //imagen en blanco y negro 
 
 
    /* Con un puntero a DIR abriremos el directorio */ 
    DIR* dp = opendir(dir.c_str()); 
 
    /* en *ent habrá información sobre el archivo que se está "sacando" 
a cada  
       momento */ 
    struct dirent *ent; 
 
     if (dp == NULL){ 
        cout<<"No puedo abrir el directorio"<<endl;; 
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        return -1; 
     } 
 
     int elem = 0; 
     while ((ent = readdir (dp)) != NULL) 
         { 
            
           if ( (strcmp(ent->d_name, ".")!=0) && (strcmp(ent->d_name, 
"..")!=0) ) 
         { 




           fname << dir << ent->d_name ; 
 
           //read image 
           Image = imread( fname.str(), CV_LOAD_IMAGE_GRAYSCALE ); 
 
           //resize image 
           resize(Image, ImageR, Size(tamx,tamy),0, 0, INTER_CUBIC ); 
 
           cvtColor(ImageR,ImageRbyn,CV_RGB2GRAY); 
 
           //save resized image 
           save << argv[4] << ent->d_name; 
 
           imwrite( save.str() , ImageRbyn ); 
 
 
           fname.str(""); 
           save.str(""); 
 
           elem++; 
 
 
         } 
        } 
 
     closedir (dp); 
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#define Malloc(type,n) (type *)malloc((n)*sizeof(type)) 
 
using namespace cv; 
using namespace std; 
 
int main(int argc, char** argv) 
{ 
 
 if(argc != 6){ 
     cout<<"USAGE:"<<endl; 
     cout<<"6-Train_SVM [rute_to_positive_images] 
[rute_to_negative_images] [tamx] 
           [tamy] [name_svm.xml]"<<endl; 
     cout<<"tamx and tamy are colums and rows of HOG window, it has to 
be the size  




 Mat Image; //image to read 
 
 //size of HOG descriptor window 
 int x = atoi(argv[3]); 
 int y = atoi(argv[4]); 
 
 HOGDescriptor d( Size(x,y), Size(32,32), Size(8,8), Size(8,8), 9); 
//HOG descriptor 
 
 //variables to save HOG data 
 vector < vector < float> > v_descriptorsValues; 
 vector < vector < Point> > v_locations; 
 
 vector < float> descriptorsValues; 
 vector < Point> locations; 
 
 vector < int> labels; //labels to SVM 1 or -1 
 
 
 //stream to save classifier data 
 stringstream linea_svm; 
 
 //ruta a las imagenes negativas 
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 string dirn = argv[2];  
 //ruta a las imagenes positivas 
 string dirp = argv[1];  
 stringstream nombre,fname; 
 
 //archivos imagenes negativas 
 
 cout<<"accediendo al directorio negativas..."<<endl; 
 
 /* Con un puntero a DIR abriremos el directorio */ 
 DIR* dp = opendir(dirn.c_str()); 
 
 /*en *ent habrá información sobre el archivo que se está "sacando" a 
cada momento */ 
 
 struct dirent *ent; 
 
 if (dp == NULL){ 
    cout<<"No puedo abrir el directorio"<<endl;; 
    return -1; 
 } 
 
 int elem = 0; 
 int total = 0; 
 int max_tam = 0; 
 
 while ((ent = readdir (dp)) != NULL) 
     { 
       /* Nos devolverá el directorio actual (.) y el anterior (..), 
como hace ls */ 
       if ( (strcmp(ent->d_name, ".")!=0) && (strcmp(ent->d_name, 
"..")!=0) ) 
     { 
 
       /* procesar el archivo. */ 
 
       fname << dirn << ent->d_name ; 
 
       Image = imread( fname.str(), CV_LOAD_IMAGE_GRAYSCALE ); 
 
       //extraer caracteristicas HOG 
 
       d.compute(Image, descriptorsValues, Size(8,8), Size(0,0), 
locations); 
 
       //almacenar caracteristicas 
 
       labels.push_back(-1); 
       v_descriptorsValues.push_back(descriptorsValues); 
 
       /* 
       if(descriptorsValues.size() > max_tam){ 
           cout<<"tamaño maximo anterior "<< max_tam <<endl; 
           max_tam=descriptorsValues.size(); 
           cout<<"tamaño maximo actual "<< max_tam <<endl; 
       }*/ 
       //cout<<"tam locations "<<locations.size()<<endl; 
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       //cout<<"tam desriptor "<<descriptorsValues.size()<<endl; 
 
       descriptorsValues.clear(); 
       locations.clear(); 
 
       //cout<<descriptorsValues.size()<<endl; 
       //cout<<locations.size()<<endl; 
 
       fname.str(""); 
 
       elem++; 
       total ++; 
 
     } 
 
    } 
 
 closedir (dp); 
 cout<<"numero de imagenes negativas "<< elem <<endl; 
 
 
 cout<<"accediendo al directorio positivas..."<<endl; 
 
  /* Con un puntero a DIR abriremos el directorio */ 
 dp = opendir(dirp.c_str()); 
 
  /* en *ent habrá información sobre el archivo que se está "sacando" a 
cada momento */ 
 
 //struct dirent *ent; 
 
  if (dp == NULL){ 
    cout<<"No puedo abrir el directorio"<<endl;; 
    return -1; 
  } 
 
  elem = 0; 
 
  max_tam = 0; 
 
  while ((ent = readdir (dp)) != NULL) 
     { 
       /* Nos devolverá el directorio actual (.) y el anterior (..), 
como hace ls */ 
       if ( (strcmp(ent->d_name, ".")!=0) && (strcmp(ent->d_name, 
"..")!=0) ) 
     { 
 
       /* procesar el archivo. */ 
 
       fname << dirp << ent->d_name ; 
 
       Image = imread( fname.str(), CV_LOAD_IMAGE_GRAYSCALE ); 
 
       //extraer caracteristicas HOG 
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       d.compute(Image, descriptorsValues, Size(8,8), Size(0,0), 
locations); 
 
       //almacenar caracteristicas 
 
       labels.push_back(1); 
       v_descriptorsValues.push_back(descriptorsValues); 
 
      //cout<<"tam locations "<<locations.size()<<endl; 
      //cout<<"tam desriptor "<<descriptorsValues.size()<<endl; 
      /* 
       if(descriptorsValues.size() > max_tam){ 
           cout<<"tamaño maximo anterior "<< max_tam <<endl; 
           max_tam=descriptorsValues.size(); 
           cout<<"tamaño maximo actual "<< max_tam <<endl; 
       } 
       */ 
       descriptorsValues.clear(); 
       locations.clear(); 
 
       fname.str(""); 
 
       elem++; 
       total++; 
 
     } 
 
    } 
 
  closedir (dp); 
 
 
  cout<<"numero de imagenes positivas "<< elem <<endl; 
 
  cout<<"numero de imagenes total "<< v_descriptorsValues.size() 
<<endl; 
 
  //copiar datos en objetos tipo Mat 
 
  //variable con los descriptores 
  int col = max_tam; 
  int fil = v_descriptorsValues.size(); 
  Mat desc(fil, col ,CV_32FC1); 
  //variable con las etiquetas positivo 1 negativo -1 
  Mat lbls(fil, 1, CV_32FC1); 
 
  //pasar datos de vector a Mat 
 
 
  for(int i=0; i< fil; i++){ 
    // cout<<i<<endl; 
       memcpy( &(desc.data[col * i * sizeof(float) ]), 
v_descriptorsValues[i].data(), col * sizeof(float)); 
       lbls.row(i).col(0) = labels[i]; 
   } 
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  //****entrenar SVM ****// 
 
  //tipo svm 
  CvSVMParams params; 
  params.svm_type = CvSVM::C_SVC; 
  params.kernel_type = CvSVM::POLY; 
  params.gamma = 3; 
  params.degree = 2; 
  params.C = 0.1; 
  params.coef0 = 0.5; 
 
  cout<<"************************"<<endl; 
  cout<<"entrenando svm ..."<<endl; 
 
  //generar SVM 
  CvSVM svm; 
  svm.train(desc, lbls, Mat(), Mat(), params); 
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using namespace cv; 
using namespace std; 
 




 cout<<"6-Test_SVM [video_to_read] [svm.xml_file] 
[rute_to_positive_images] [rute_to_negative_images] [tamx] [tamy] 
[video_to_save.avi]"<<endl; 
 cout<<"rutes to positive/negatives images should have different images 
than the images used to train the classifier"<<endl; 
 cout<<"tamx and tamy are the window size to HOG features, must be the 
same as the size used to train"<<endl; 
 //leer clasificador SVM 





 int tx=atoi(argv[5]); 
 int ty=atoi(argv[6]); 
 
 HOGDescriptor d( Size(tx,ty), Size(32,32), Size(8,8), Size(8,8), 9); 
 //variables 
 Mat Image; 
 
 vector < vector < float> > v_descriptorsValues; 
 vector < vector < Point> > v_locations; 
 
 vector < float> descriptorsValues; 
 vector < Point> locations; 
 
 vector < int> labels; 
 
 int false_positives =0,true_positives = 0, false_negatives = 0, 
true_negatives = 0; 
 
 //ruta a las imagenes negativas 
 string dirn =argv[4];  
//ruta a las imagenes positivas 
 string dirp = argv[3]; 
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 stringstream nombre,fname; 
 
 
 //archivos imagenes negativas 
 
 cout<<"accediendo al directorio negativas..."<<endl; 
 
 //Con un puntero a DIR abriremos el directorio 
 DIR* dp = opendir(dirn.c_str()); 
 
 //en *ent habrá información sobre el archivo que se está "sacando" a 
cada momento 
 
 struct dirent *ent; 
 
 if (dp == NULL){ 
    cout<<"No puedo abrir el directorio"<<endl;; 
    return -1; 
 } 
 
 int elem = 0; 
 
 int post=0, negt=0; 
 
 int max_tam = 0; 
 
 int col = 0; 




 while ((ent = readdir (dp)) != NULL) 
     { 
       // Nos devolverá el directorio actual (.) y el anterior (..), 
como hace ls 
       if ( (strcmp(ent->d_name, ".")!=0) && (strcmp(ent->d_name, 
"..")!=0) ) 
     { 
 
       // procesar el archivo. 
 
       fname << dirn << ent->d_name ; 
 
       Image = imread( fname.str(), CV_LOAD_IMAGE_GRAYSCALE ); 
 
       //extraer caracteristicas HOG 
 
       d.compute(Image, descriptorsValues, Size(8,8), Size(0,0), 
locations); 
 
       col = descriptorsValues.size(); 
       fil = 1; 
 
       Mat desc(fil, col ,CV_32FC1); 
 
       //convertir vector a Mat 
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       memcpy( &(desc.data[col * 0 * sizeof(float) ]), 
descriptorsValues.data(), col * sizeof(float)); 
 
       //clasificar el nuevo dato 
       if(svm.predict(desc) == 1){ //positivo 
           false_positives ++; 
       }else true_negatives ++; 
 
       descriptorsValues.clear(); 
       locations.clear(); 
 
       fname.str(""); 
 
       elem++; 
       negt++; 
 
     } 
 
    } 
 
 closedir (dp); 
 cout<<"numero de imagenes negativas "<< elem <<endl; 
 
 
 cout<<"accediendo al directorio positivas..."<<endl; 
 
  // Con un puntero a DIR abriremos el directorio 
 dp = opendir(dirp.c_str()); 
 
  // en *ent habrá información sobre el archivo que se está "sacando" a 
cada momento 
 
 //struct dirent *ent; 
 
  if (dp == NULL){ 
    cout<<"No puedo abrir el directorio"<<endl;; 
    return -1; 
  } 
 
  elem = 0; 
 
  max_tam = 0; 
 
  while ((ent = readdir (dp)) != NULL) 
     { 
       //Nos devolverá el directorio actual (.) y el anterior (..), 
como hace ls 
       if ( (strcmp(ent->d_name, ".")!=0) && (strcmp(ent->d_name, 
"..")!=0) ) 
     { 
 
       // procesar el archivo. 
 
       fname << dirp << ent->d_name ; 
 
       Image = imread( fname.str(), CV_LOAD_IMAGE_GRAYSCALE ); 
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       //extraer caracteristicas HOG 
 
       d.compute(Image, descriptorsValues, Size(8,8), Size(0,0), 
locations); 
 
       col = descriptorsValues.size(); 
       fil = 1; 
 
       Mat desc(fil, col ,CV_32FC1); 
 
       //convertir vector a Mat 
       memcpy( &(desc.data[col * 0 * sizeof(float) ]), 
descriptorsValues.data(), col * sizeof(float)); 
 
       //clasificar el nuevo dato 
       if(svm.predict(desc) == 1){ //positivo 
           true_positives ++; 
       }else false_negatives ++; 
 
       fname.str(""); 
 
       elem++; 
       post++; 
 
     } 
 
    } 
 
  closedir (dp); 
 
  float pres=0.0,rec=0.0,fs=0.0; 
  float acc = float (true_positives + true_negatives) / 
float(true_positives+false_positives+true_negatives+false_negatives); 
  pres = (float) (true_positives) / float( (true_positives + 
false_positives) ); 
  rec = (float) (true_positives)  / float (post) ; 
  fs = 2 *(( pres*rec ) / (pres+rec)); 
 
  cout<<"numero de imagenes positivas "<< elem <<endl; 
 
  cout <<endl<<endl<<"***resultados del test con imagenes****"<<endl; 
 
  cout <<"true positives = "<< true_positives << endl; 
  cout <<"false positives = "<< false_positives << endl; 
  cout <<"true negatives = "<< true_negatives <<endl; 
  cout <<"false negatives = "<< false_negatives <<endl; 
  cout <<"accuracy = "<< acc <<endl; 
  cout <<"precision = "<<pres <<endl; 
  cout <<"recall = "<< rec <<endl; 
  cout <<"f1-score = "<< fs <<endl<<endl<<endl; 
 
 
  cout <<"test imagenes video"<<endl; 
 
  VideoCapture capture (argv[1]); 
  Mat frame;//=imread("image2.png"); 
  Mat window; 
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 if ( ! capture.read(frame) ) { 
      cout<< "--! Error abriendo video"<<endl; 
      return -1; 




  cout<<"Analizando video"<<endl; 
 
  CvRect box ; 
  box.width=tx; 
  box.height=ty; 
 
  int fx = frame.cols; 
  int fy = frame.rows; 
 
  int limx = fx-tx; 
  int limy = fy-ty; 
 
  int enc = 0; 
 
  int framew = capture.get(CV_CAP_PROP_FRAME_WIDTH); 
  int frameh = capture.get(CV_CAP_PROP_FRAME_HEIGHT); 
  int fourcc = capture.get(CV_CAP_PROP_FOURCC); 
 
  VideoWriter vidsalida(argv[7],fourcc,20,Size(framew,frameh),true); 
 
  int nframes = 0; 
 
  Mat frame2; 
  Mat frame3; 
 
  float solape = 0.5; //valor 0 > solape <= 1 1/tx -> una ventana por 
pixel 
 
  while (capture.read(frame)){ 
 
     //waitKey(); 
 
      if ( ! capture.read(frame) ) 
           break; 
 
     frame2=frame.clone(); 
     frame3=frame.clone(); 
     //=ty*solape 
     for (int i=0; i< limy; (i+=16) ){ 
          for (int j=0; j< limx; (j+=16)){ 
              box.x=j; 
              box.y=i; 
              window = frame(box).clone(); 
 
 
              //ventana en escala de grises 
              cvtColor(window,window,CV_RGB2GRAY); 
 
              //extraer caracteristicas de la ventana 
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              d.compute(window, descriptorsValues, Size(8,8), 
Size(0,0), locations); 
 
              col = descriptorsValues.size(); 
 
              fil = 1; 
 
              Mat desc(fil, col ,CV_32FC1); 
 
              rectangle (frame3, 
cvPoint(box.x,box.y),cvPoint(box.x+box.width,box.y+box.height), 
Scalar(0,255,255)); 
              //convertir vector a Mat 
              memcpy( &(desc.data[col * 0 * sizeof(float) ]), 
descriptorsValues.data(), col * sizeof(float)); 
 
              //clasificar el nuevo dato 
              if(svm.predict(desc) == 1){ //positivo 
                  //dibujar rectangulo 
                  rectangle (frame2, 
cvPoint(box.x,box.y),cvPoint(box.x+box.width,box.y+box.height), 
Scalar(0,255,0)); 
                  //imshow("encontrado",window); 
                  enc++; 
              } 
 
          } 
         } 
 
       imshow("deteccion",frame2); 
      //imshow("busqueda",frame3); 
 
     //guardar video con detecciones 
     vidsalida.write(frame2); 
 
 
 char c = waitKey (1); 
  if(c == 27){ 
      return-1; 
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using namespace cv; 
using namespace std; 
 




int main(int argc, char** argv) 
{ 
  if(argc != 6){ 
    cout<<"USAGE:"<<endl; 
    cout<<"Test_Cascade [cascade.xml_file] 
[directory_to_positive_images] [directory_to_negative_images] 
[Video_to_read] [vdeo_to_save.avi]" <<endl; 
    return -1; 
   } 
 
 //variables 
 Mat Image; 
 Mat Imagebyn; 
 
 int false_positives = 0, true_positives = 0, false_negatives = 0, 
true_negatives = 0; 
 
 String heads_name = argv[1];  
 
if( !head_cascade.load( heads_name ) ) { cout<<" --(!) Error loading 
heads cascade" <<endl; return -1; }; 
 
 
 //ruta a las imagenes negativas 
 string dirn = argv[3]; 
 
 //ruta a las imagenes positivas 
 string dirp = argv[2];  
stringstream nombre,fname; 
 
 //archivos imagenes negativas 
 
 cout<<"accediendo al directorio negativas..."<<endl; 
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 //Con un puntero a DIR abriremos el directorio 
 DIR* dp = opendir(dirn.c_str()); 
 
 //en *ent habrá información sobre el archivo que se está "sacando" a 
cada momento 
 
 struct dirent *ent; 
 
 if (dp == NULL){ 
    cout<<"No puedo abrir el directorio"<<endl;; 





 int post=0, negt=0; 
 
 
 while ((ent = readdir (dp)) != NULL) 
     { 
       // Nos devolverá el directorio actual (.) y el anterior (..), 
como hace ls 
       if ( (strcmp(ent->d_name, ".")!=0) && (strcmp(ent->d_name, 
"..")!=0) ) 
     { 
 
       // procesar el archivo. 
 
       fname << dirn << ent->d_name ; 
 
       Image = imread( fname.str(), CV_LOAD_IMAGE_GRAYSCALE ); 
 
       equalizeHist( Image, Image ); 
 
       std::vector<Rect> heads; 
       //clasificar el nuevo dato 
       head_cascade.detectMultiScale( Image, heads, 1.1, 5, 0,  
         Size(70,70) ); 
 
       if(heads.size() > 0 ){ 
           false_positives++; 
 
       }else { 
           true_negatives++; 
       } 
 
       fname.str(""); 
 
       negt++; 
 
     } 
 
    } 
 
 closedir (dp); 
 cout<<"numero de imagenes negativas "<< negt <<endl; 
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 cout<<"accediendo al directorio positivas..."<<endl; 
 
  // Con un puntero a DIR abriremos el directorio 
 dp = opendir(dirp.c_str()); 
 
  // en *ent habrá información sobre el archivo que se está "sacando" a 
cada momento 
 
 //struct dirent *ent; 
 
  if (dp == NULL){ 
    cout<<"No puedo abrir el directorio"<<endl;; 
    return -1; 




  while ((ent = readdir (dp)) != NULL) 
     { 
       //Nos devolverá el directorio actual (.) y el anterior (..), 
como hace ls 
       if ( (strcmp(ent->d_name, ".")!=0) && (strcmp(ent->d_name, 
"..")!=0) ) 
     { 
 
       // procesar el archivo. 
 
       fname << dirp << ent->d_name ; 
 
       Image = imread( fname.str(), CV_LOAD_IMAGE_GRAYSCALE ); 
 
 
       equalizeHist( Image, Image ); 
 
 
       std::vector<Rect> heads; 
       //clasificar el nuevo dato 
 
       head_cascade.detectMultiScale( Image, heads, 1.1, 5, 0,  
             Size(10,10) ); 
       if(heads.size() > 0 ){ //TP 
           true_positives++; 
 
       }else{ 
           false_negatives++; 
       } 
 
       fname.str(""); 
 
       post++; 
 
     } 
 
    } 
 
  closedir (dp); 
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  float pres=0.0,rec=0.0,fs=0.0; 
  float acc = float (true_positives + true_negatives) / 
float(true_positives+false_positives+true_negatives+false_negatives); 
  pres = (float) (true_positives) / float( (true_positives + 
false_positives) ); 
  rec = (float) (true_positives)  / float (post) ; 
  fs = 2 *(( pres*rec ) / (pres+rec)); 
 
  cout<<"numero de imagenes positivas "<< post <<endl; 
 
  cout <<endl<<endl<<"***resultados del test con imagenes****"<<endl; 
 
  cout <<"true positives = "<< true_positives << endl; 
  cout <<"false positives = "<< false_positives << endl; 
  cout <<"true negatives = "<< true_negatives <<endl; 
  cout <<"false negatives = "<< false_negatives <<endl; 
  cout <<"accuracy = "<< acc <<endl; 
  cout <<"precision = "<<pres <<endl; 
  cout <<"recall = "<< rec <<endl; 
  cout <<"f1-score = "<< fs <<endl<<endl<<endl; 
 
  VideoCapture capture (argv[4]); 
 
  int framew = capture.get(CV_CAP_PROP_FRAME_WIDTH); 
  int frameh = capture.get(CV_CAP_PROP_FRAME_HEIGHT); 
  int fourcc = capture.get(CV_CAP_PROP_FOURCC); 
 
  string save_file = argv[5]; 
 
  VideoWriter vidsalida(save_file,fourcc,20,Size(framew,frameh),true); 
 
  Mat frame; 
  clock_t t; //tiempo 
  if ( ! capture.read(frame) ) { cout<<"--(!)Error opening 
video"<<endl; return -1; } 
 
  while ( capture.read(frame) ) 
        { 
            if( frame.empty() ) 
            { 
                cout<<" --(!) No captured frame -- Break!"<<endl; 
                break; 
            } 
            t = clock(); 
 
            detectAndDisplay( frame, vidsalida ); //detect and display 
heads 
 
            t = clock() - t ; 
            cout<<"tiempo para procesar un frame "<< ((float)t) / 
(CLOCKS_PER_SEC)<<" segundos"<<endl; 
 
            int c = waitKey(1); 
            if( (char)c == 27 ) { break; } 
        } 
 return 0; 
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void detectAndDisplay( Mat frame, VideoWriter salida ) 
{ 
 
    std::vector<Rect> heads; //heads rectangles 
 
    Mat frame_gray; //frame to proccess in grayscale 
 
    cvtColor( frame, frame_gray, COLOR_BGR2GRAY ); //convert to grayscale 
 
    equalizeHist( frame_gray, frame_gray ); //equalize histogram 
 
    //-- Detect heads 
 
    head_cascade.detectMultiScale( frame_gray, heads, 1.1, 5, 0, 
Size(70,70), Size(100,100) ); 
 
    if(heads.size() > 0) { 
 
        for( size_t i = 0; i < heads.size(); i++ ) 
 
            { //-- Draw the head 
                Point center( heads[i].x + heads[i].width/2, heads[i].y 
+ heads[i].height/2 ); 
                ellipse( frame, center, Size( heads[i].width/2, 
heads[i].height/2 ), 0, 0, 360, Scalar( 255, 0, 0 ), 2, 8, 0 ); 
 
            } 
 
    } 
 
    //-- Show Results 
    imshow( "heads", frame ); 
 
    //-- Save Results 
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11.6  Background SVM 
#include <sstream> 
    #include "opencv2/opencv.hpp" 
    #include <cmath> 
    #include <iostream> 
    #include <opencv/cv.h> 
    #include <iostream> 
    #include <fstream> 
    #include <stdlib.h> 
 
    using namespace cv; 
    using namespace std; 
    RNG rng(12345); 
    bool verifySizes(RotatedRect candidate ); 
 
 
    int main(int argc, char** argv) 
    { 
 
 
    if(argc != 4 ){ 
        cout<<"USAGE:"<<endl; 
        cout<<"7-Background_SVM [Video_file_to_read] [svm.xml_file] 
[name_of_video_to_save.avi]"<<endl; 
    } 
 
     //global variables 
     Mat frame; //current frame 
     //leer clasificador SVM 
     CvSVM svm; 
     svm.load(argv[2]); 
 
     string vid2save = argv[3]; 
 
     Mat fgMaskMOG2_2; //background mask 
 
     Mat maskth; //binarized background mask 
 
     Ptr< BackgroundSubtractor> pMOG2_2; 
 




     VideoCapture stream1(argv[1]); 
 
     // First frame of sequence 
     Mat pframe; 
     //Mat element = getStructuringElement(MORPH_RECT, Size(5,5), 
Point(-1,-1) ); 
     if(!(stream1.read(pframe))) 
         return -1; 
 
     //**** Values to save results ****// 
     int framew = stream1.get(CV_CAP_PROP_FRAME_WIDTH); 
IDENTIFICACIÓN DE PERSONAS MEDIANTE CÁMARAS CENITALES 
P Á G I N A | 119  
 
     int frameh = stream1.get(CV_CAP_PROP_FRAME_HEIGHT); 
     int fourcc = stream1.get(CV_CAP_PROP_FOURCC); 
 
 
     VideoWriter 
vidsalida(vid2save,fourcc,20,Size(framew,frameh),true); 
 
     //**** Window size (size of the images to train SVM) ****// 
     int tx = 64; 
     int ty = 64; 
 
 
     Mat element = 
getStructuringElement(MORPH_RECT,Size(9,9),Point(0,0) ); //Strutcturing 
element to process background 
     Mat frame2; 
 
     //****search window****// 
     CvRect box ; 
     box.width=tx; 
     box.height=ty; 
 
 
     Mat ResInt; 
     Mat fheads; 
     Mat Graywindow; 
 
 
     //SVM 
     vector < float> descriptorsValues; //values of HOG descriptor 
     HOGDescriptor d( Size(64,64), Size(32,32), Size(8,8), Size(8,8), 9); //HOG 
descriptor 
     vector < Point> locations; //locations of descriptor 
 
 
     int col; //number of columns in vector descriptorValues 
 
     uint64 val1 = 0; 
 
     size_t elem_step; 
 
 
     Mat wind2; //Image in rectangle 
 
     Mat src2; //background processed 
 
     Mat drawing; //draw contours 
 
     Mat subwindow; //search window 
 
     //search limits 
 
     int subwindx=0; 
     int subwindy=0; 
 
     //unconditional loop 
     int max; 
IDENTIFICACIÓN DE PERSONAS MEDIANTE CÁMARAS CENITALES 
P Á G I N A | 120  
 
     int maxblanco=200000; //number of white pixels 
     while (true) { 
 
      max = 0; 
 
      if(!(stream1.read(frame))) //get one frame form video 
       break; 
 
      frame2=frame.clone(); //frame to draw rectangles 
      drawing = frame.clone(); //frame to draw contours 
 
 
      pMOG2_2->operator()(frame,fgMaskMOG2_2); //calculate background 
 
      //**** PROCESS BACKGROUND ****// 
      threshold(fgMaskMOG2_2 , maskth, 200, 255, 0); //binarize 
background to erase shadows 
      src2 = maskth.clone(); //get binarized background 
      //erode and dilate to delete noise 
      erode (src2,src2,element); 
      dilate (src2,src2,element); 
      dilate (src2,src2,element); 
 
      fheads = frame.clone(); //frame to draw founded heads 
 




       //*************MOG2 variables*************// 
       vector<vector<Point> > contours2; 
       vector<Vec4i> hierarchy2; 
 
 
       //**** Show background processed ****// 
       imshow("MOG2 procesado",src2); 
 
       //********in case of abrupt light changes reload the background 
model**************/ 
       integral(src2, ResInt, CV_32F ); //calculate the total of white 
pixels 
 
       //conversion 
       float *ptr = (float*) ResInt.data; 
       elem_step=ResInt.step / sizeof(float); 
       //get the total numbers of white pixels 
       val1 = ptr[(ResInt.rows-1)*elem_step+(ResInt.cols-1)]; 
       val1=val1/255; 
 
       if(val1 > maxblanco ) //if white pixels are bigger than lim 
          pMOG2_2 = new BackgroundSubtractorMOG2(15,9,true); 
//calculate again background 
 
 
       // find contours in background image 
       findContours(src2, contours2, hierarchy2, CV_RETR_TREE, 
CV_CHAIN_APPROX_SIMPLE, Point(0, 0)); 
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       //rectangle variables 
       vector<Rect> boundRect2( contours2.size() ); 
       vector<vector<Point> > contours_poly2( contours2.size() ); 
       vector<RotatedRect> Rrect2; 
       vector<Rect> rectfinal2 ; 
 
       vector<vector<Point> >::iterator itc2= contours2.begin(); 
 
       //Draw the contours with different colors 
       for( int i = 0; i< contours2.size(); i++ ) 
               { 
                 Scalar color = Scalar( rng.uniform(0, 255), 
rng.uniform(0,255), rng.uniform(0,255) ); 
                 drawContours( drawing, contours2, i, color, 2, 8, 
hierarchy2, 0, Point() ); 
               } 
 
       //Draw rectanlges in areas that are into the limits 
       while (itc2!=contours2.end()) { 
           //Create bounding rect of object 
           RotatedRect mr= minAreaRect(Mat(*itc2)); 
           Rect cr=boundingRect(Mat(*itc2)); 
 
           if( !verifySizes(mr)){ 
                  itc2= contours2.erase(itc2); 
           }else{ 
               ++itc2; 
               Rrect2.push_back(mr); //rotated rectangle, only to draw 
               rectfinal2.push_back(cr); //rectangle 
           } 
          } 
 
 
      /**********MOG2 + SVM *****/ 
         for( int i = 0; i< rectfinal2.size(); i++ ) 
           { 
             //Draw Rectangle 
             rectangle( frame2, rectfinal2[i].tl(), rectfinal2[i].br(), 
Scalar(0,255,255), 2, 8, 0 ); 
             //Draw rotatedRectangle 
             Point2f vertices[4]; 
             Rrect2[i].points(vertices); 
             for (int j = 0; j < 4; j++) 




             wind2=ori(rectfinal2[i]).clone(); //get the rectangle 
             //convert to grayscale 
             cvtColor(wind2,Graywindow,CV_RGB2GRAY); 
 
             if(wind2.cols > tx && wind2.rows > ty){ //Rectangles 
bigger than search window 
 
                 subwindx = wind2.cols; //get rectangle size 
                 subwindy = wind2.rows; 
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                 //analyze rectangle with window 
                 for (int a=0; a < (subwindx-tx); a+=32){ 
                     for (int b=0; b < (subwindy-ty); b+=32){ 
 
                         //get window 
                         box.x=a; 
                         box.y=b; 
 
                         subwindow = Graywindow(box).clone(); 
 
                         //get HOG features 
                         d.compute(subwindow, descriptorsValues, 
Size(8,8), Size(0,0), locations); 
                         col = descriptorsValues.size(); 
                         Mat desc(1, col ,CV_32FC1); 
 
                         //convert vector to Mat 
                         memcpy( &(desc.data[col * 0 * sizeof(float) 
]), descriptorsValues.data(), col * sizeof(float)); 
 





                         if(svm.predict(desc) == 1){ //head found 
                            //Draw rectangle in found head 





                         } 
 
                     } 
                 } 
 
             } 
 
 
           } 
 
 
       //**** Show Original frame ****// 
       imshow("Origin", frame); 
 
       //**** Show Contours found ****// 
       imshow("bordesMOG2", drawing); 
 
       //**** Show rectangles****// 
       imshow("rectangulos MOG2", frame2); 
 
       //**** Show non-processed background mask ****// 
       imshow("MOG 2 sin procesado", fgMaskMOG2_2); 
 
       //**** Show results ****// 
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       imshow ("heads svm",fheads); 
 
       //Save the results you want 
       //vidsalida.write(fheads); 
 
 
      char c = waitKey(1); 
      if(c == 27) 
       break; 
 




    } 
 
 
    bool verifySizes(RotatedRect candidate ){ 
 
        //Set a min and max area. All other patches are discarded 
        int min = 2000; //min area 
        int max = 200000; //max area 
 
        int area= candidate.size.height * candidate.size.width; 
 
        if(( area < min || area > max ) ){ 
            return false; 
        }else{ 
            return true; 
        } 
    } 
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11.7  Background Cascade 
    #include <sstream> 
    #include "opencv2/opencv.hpp" 
    #include <cmath> 
    #include <iostream> 
    #include <opencv/cv.h> 
    #include <iostream> 
    #include <fstream> 
    #include <stdlib.h> 
 
    using namespace cv; 
    using namespace std; 
    RNG rng(12345); 
    bool verifySizes(RotatedRect candidate ); 
 
 
    int main(int argc, char** argv) 
    { 
 
     if (argc != 4){ 
         cout<<"USAGE:"<<endl; 
         cout<<"7-Background_Cascade [video_file_to_read] 
[xml_cascade_file] [video_name_to_save.avi]"<<endl; 
         return -1; 
     } 
 
     //global variables 
     Mat frame; //current frame 
     //cascade.xml file 
     String heads_name = argv[2]; 
//"/home/dm816x/workspace/peopleDetect/Debug/cascade_heads.xml"; 
     CascadeClassifier head_cascade; 
     String save_name = argv[3]; 
 
     if( !head_cascade.load( heads_name ) ) { cout<<" --(!) Error 
loading heads cascade" <<endl; return -1; }; 
 
     Mat resizeF; 
 
     Mat fgMaskMOG2_2; //background 
 
     Mat maskth; //background processed 
 
 
     Ptr< BackgroundSubtractor> pMOG2_2; 
     pMOG2_2 = new BackgroundSubtractorMOG2(15,9,true);//(150,9,true); 
 
     //read frames from video 
     VideoCapture stream1(argv[1]); 
 
     // First frame of sequence 
     Mat pframe; 
 
     if(!(stream1.read(pframe))){ //no frames 
         cout<<"Problem reading video file"<<endl; 
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         return -1; 
     } 
 
     /******************SAVE RESULTS*****************/ 
     int framew = stream1.get(CV_CAP_PROP_FRAME_WIDTH); 
     int frameh = stream1.get(CV_CAP_PROP_FRAME_HEIGHT); 
     int fourcc = stream1.get(CV_CAP_PROP_FOURCC); 
 
 
     //VideoWriter 
vidsalida("detecciones_bg+cascade_3personas_edges.avi",fourcc,20,Size(f
ramew,frameh),true); 




     //erode and dilate element 
     Mat element = 
getStructuringElement(MORPH_RECT,Size(9,9),Point(0,0) ); 
 
     Mat frame2; 
 
 
     Mat ResInt; 
     Mat fheads_cascade; 
 
 
     std::vector<Rect> heads; //cascade 
 
 
     uint64 val1 = 0; 
 
     size_t elem_step; 
 
     Mat wind2; 
     Mat wind2Gray; 
 
     Mat src2; 
 
     Mat drawing; 
 
 
     int maxblanco=200000; //number of white pixels 
 
     //unconditional loop 
     int max; 
     while (true) { 
 
 
      max = 0; 
 
      if(!(stream1.read(frame))) //get one frame form video 
       break; 
 
 
      //frames to draw 
      frame2=frame.clone(); //Draw rectangles 
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      drawing = frame.clone(); //Draw contours 
      fheads_cascade = frame.clone(); //Draw heads 
 
      //get background mask 
      pMOG2_2->operator()(frame,fgMaskMOG2_2); 
 
 
      //*****Process Background*****// 
      threshold(fgMaskMOG2_2 , maskth, 200, 255, 0); //binarize to 
erase shadows 
      src2 = maskth.clone(); 
      //erode and dilate to clean noise 
      erode (src2,src2,element); 
      dilate (src2,src2,element); 
      dilate (src2,src2,element); 
 
 
      Mat ori=frame.clone(); //save a copy of the original frame 
 
      //************search contours******************// 
 
      //*************MOG2 variables****************** 
      vector<vector<Point> > contours2; 
      vector<Vec4i> hierarchy2; 
 
 
      //**Show background processed**// 
      imshow("MOG2 procesado",src2); 
 
      //********in case of abrupt light changes reload the background 
model**************/ 
 
       integral(src2, ResInt, CV_32F ); //calculate the total of white 
pixels 
 
       //conversion 
       float *ptr = (float*) ResInt.data; 
       elem_step=ResInt.step / sizeof(float); 
       //get the total numbers of white pixels 
       val1 = ptr[(ResInt.rows-1)*elem_step+(ResInt.cols-1)]; 
       val1=val1/255; 
 
       if(val1 > maxblanco ) //if white pixels are bigger than lim 
          pMOG2_2 = new BackgroundSubtractorMOG2(15,9,true); 
//calculate again background 
 
       // find the contours in background mask 
       findContours(src2, contours2, hierarchy2, CV_RETR_TREE, 
CV_CHAIN_APPROX_SIMPLE, Point(0, 0)); 
 
       //rectangles variables 
       vector<Rect> boundRect2( contours2.size() ); 
       vector<vector<Point> > contours_poly2( contours2.size() ); 
       vector<RotatedRect> Rrect2; 
       vector<Rect> rectfinal2 ; 
 
       vector<vector<Point> >::iterator itc2= contours2.begin(); 
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       //Draw the contours with different colors 
       for( int i = 0; i< contours2.size(); i++ ) 
               { 
                 Scalar color = Scalar( rng.uniform(0, 255), 
rng.uniform(0,255), rng.uniform(0,255) ); 
                 drawContours( drawing, contours2, i, color, 2, 8, 
hierarchy2, 0, Point() ); 
               } 
       //Draw rectanlges in areas that are into the limits 
       while (itc2!=contours2.end()) { 
           //Create bounding rect of object 
           RotatedRect mr= minAreaRect(Mat(*itc2)); 
           Rect cr=boundingRect(Mat(*itc2)); 
 
           if( !verifySizes(mr)){ 
                  itc2= contours2.erase(itc2); 
           }else{ 
               ++itc2; 
               Rrect2.push_back(mr); //rotated rectangle, only to draw 
               rectfinal2.push_back(cr); //rectangle 
           } 




    /**********MOG2 + CASCADE *************/ 
       for( int i = 0; i< rectfinal2.size(); i++ ) //analyze all 
rectangles found 
           { //Draw rectangle 
             rectangle( frame2, rectfinal2[i].tl(), rectfinal2[i].br(), 
Scalar(0,255,255), 2, 8, 0 ); 
 
             //Draw rotated rectangle 
             Point2f vertices[4]; 
             Rrect2[i].points(vertices); 
             for (int j = 0; j < 4; j++) 




             wind2=ori(rectfinal2[i]).clone(); //get the area to 
analyze 
             //convert to grayscale 
             cvtColor(wind2,wind2Gray,CV_RGB2GRAY); 
 
             //detect heads in area 
             head_cascade.detectMultiScale( wind2Gray, heads, 1.1, 5, 
0, Size(70,70), Size(90,90) ); 
 
             if (heads.size() > 0) { 
 
                 for( size_t k = 0; k < heads.size(); k++ ) //Draw 
heads 
                     { Point center( heads[k].x + heads[k].width/2 + 
rectfinal2[i].x, heads[k].y + heads[k].height/2 + rectfinal2[i].y); 
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                       ellipse( fheads_cascade, center, Size( 
heads[k].width/2, heads[k].height/2 ), 0, 0, 360, Scalar( 0, 255,255 ), 
2, 8, 0 ); 
                  } 
             } 
 
           } 
 
 
       //**original frame**// 
       imshow("Origin", frame); 
 
       //**show detected contours**// 
       imshow("bordesMOG2", drawing); 
 
       //**rectangles with moving zones**// 
       imshow("rectangulos MOG2", frame2); 
 
       //**Background processed***// 
       imshow("MOG2 procesado",src2); 
 
       //**Background without processing**// 
       imshow("MOG 2 sin procesado", fgMaskMOG2_2); 
 
       //**Search result**// 
       imshow("heads cascade", fheads_cascade); 
 
       //save the results you want 




      char c = waitKey(1); 
      if(c == 27) 
       break; 
 




    } 
 
 
    bool verifySizes(RotatedRect candidate ){ 
 
        //Set a min and max area. All other patches are discarded 
        int min = 2000; //minimum area 
        int max = 200000; //maximum area 
 
        int area= candidate.size.height * candidate.size.width; 
 
        if(( area < min || area > max ) ){ 
            return false; 
        }else{ 
            return true; 
        } 
    }  
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11.8  Install OpenCV 
# install dependencies 
# sudo apt-get update 
sudo apt-get install -y build-essential 
sudo apt-get install -y cmake 
sudo apt-get install -y libgtk2.0-dev 
sudo apt-get install -y pkg-config 
sudo apt-get install -y python-numpy python-dev 
sudo apt-get install -y libavcodec-dev libavformat-dev libswscale-dev 
sudo apt-get install -y libjpeg-dev libpng-dev libtiff-dev libjasper-dev 
  
sudo apt-get -qq install libopencv-dev build-essential checkinstall 
cmake pkg-config yasm libjpeg-dev libjasper-dev libavcodec-dev 
libavformat-dev libswscale-dev libdc1394-22-dev libxine-dev 
libgstreamer0.10-dev libgstreamer-plugins-base0.10-dev libv4l-dev 
python-dev python-numpy libtbb-dev libqt4-dev libgtk2.0-dev libmp3lame-
dev libopencore-amrnb-dev libopencore-amrwb-dev libtheora-dev 
libvorbis-dev libxvidcore-dev x264 v4l-utils 
  








# compile and install 
cmake -G "Unix Makefiles" -D CMAKE_CXX_COMPILER=/usr/bin/g++ 
CMAKE_C_COMPILER=/usr/bin/gcc -D CMAKE_BUILD_TYPE=RELEASE -D 
CMAKE_INSTALL_PREFIX=/usr/local -D WITH_TBB=ON -D 
BUILD_NEW_PYTHON_SUPPORT=ON -D WITH_V4L=ON -D INSTALL_C_EXAMPLES=ON -D 
INSTALL_PYTHON_EXAMPLES=ON -D BUILD_EXAMPLES=ON -D WITH_QT=ON -D 
WITH_OPENGL=ON -D BUILD_FAT_JAVA_LIB=ON -D INSTALL_TO_MANGLED_PATHS=ON 
-D INSTALL_CREATE_DISTRIB=ON -D INSTALL_TESTS=ON -D ENABLE_FAST_MATH=ON 
-D WITH_IMAGEIO=ON -D BUILD_SHARED_LIBS=OFF -D WITH_GSTREAMER=ON .. 
make all -j4 # 4 cores 
sudo make install 
  





#> import cv2 
#> cv2.SIFT 
#<built-in function SIFT> 
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11.9  Datasheet de la cámara LI-OV5640-USB-72 
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