Computing with Quantized Enveloping Algebras: PBW-Type Bases, Highest-Weight Modules andR-Matrices  by de Graaf, W.A.
doi:10.1006/jsco.2001.0479
Available online at http://www.idealibrary.com on
J. Symbolic Computation (2001) 32, 475–490
Computing with Quantized Enveloping Algebras:
PBW-Type Bases, Highest-Weight Modules and
R-Matrices
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Mathematical Institute, University of Utrecht, The Netherlands
Let Uq(g) be the quantized enveloping algebra corresponding to the semisimple Lie
algebra g. We describe algorithms to obtain the multiplication table of a PBW-type
basis of Uq(g). We use this to obtain an algorithm for calculating a Gro¨bner basis of
an ideal in the subalgebra U−, which leads to a general construction of irreducible
highest-weight modules over Uq(g). We also indicate how to compute the corresponding
R-matrices.
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1. Introduction
Quantized enveloping algebras have been widely studied, almost exclusively by theoretical
means (see, for example, De Concini and Procesi, 1993; Jantzen, 1996; Lusztig, 1993). In
this paper we consider the problem of computing with a quantized enveloping algebra.
For this we need a basis of it, along with a method for computing the product of two basis
elements. To this end we will use so-called PBW-type bases. The main subject of this
paper will be an algorithm for computing the product of two elements of such a PBW-
type basis. We use this to construct highest-weight modules over quantized enveloping
algebras, and the corresponding R-matrices.
Below we recall some notation and definitions. Here, as in the rest of this paper,
we borrow heavily from Jantzen (1996). A citation as Jantzen (1996, 4.15(3)) refers to
formula (3) in paragraph 4.15 of Jantzen (1996).
Let g be a split semisimple Lie algebra over Q, with root system Φ. We let V be the
vector space over R spanned by Φ. By W (Φ) we denote the Weyl group of Φ. On V
we fix a W (Φ)-invariant inner product ( , ) such that (α, α) = 2 for all short roots α.
This means that (α, α) = 2, 4, 6, where the last possibility only occurs if α comes from a
component of type G2.
We work over the field Q(q). For α ∈ Φ we set
qα = q
(α,α)
2 ,
and for a non-negative integer n, [n]α = qn−1α + q
n−3
α + · · ·+ q−n+1α . Furthermore, [n]α! =
[1]α[2]α · · · [n]α and [
n
k
]
α
=
[n]α!
[k]α![n− k]α! .
Let ∆ = {α1, . . . , αl} be a simple system of Φ. Then the quantized enveloping algebra
Uq(g) is the associative algebra (with one) over Q(q) generated by Fα, Kα, K−1α and Eα
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for α ∈ ∆, subject to the following relations:
KαK
−1
α = K
−1
α Kα = 1, KαKβ = KβKα
EβKα = q−(α,β)KαEβ
KαFβ = q−(α,β)FβKα
EαFβ = FβEα + δα,β
Kα −K−1α
qα − q−1α
together with, for α 6= β,
1−〈β,α∨〉∑
k=0
(−1)k
[
1− 〈β, α∨〉
k
]
α
E1−〈β,α
∨〉−k
α EβE
k
α (RE)
1−〈β,α∨〉∑
k=0
(−1)k
[
1− 〈β, α∨〉
k
]
α
F 1−〈β,α
∨〉−k
α FβF
k
α (RF ).
Let U−, U0 and U+ denote the subalgebras of Uq(g) generated respectively by the
Fα, the K±1α and the Eα. Then (Jantzen, 1996), Theorem 4.21, states that the elements
FKE, where F , K and E run through bases of U−, U0 and U+ respectively, form a basis
of Uq(g). Furthermore, the elements Kn1α1 · · ·Knlαl , where the ni are arbitrary elements of
Z, form a basis of U0. So the problem of finding a basis of Uq(g) boils down to finding
bases of U− and U+. Also, since these two algebras are isomorphic, the problem is the
same in both cases.
A very crude way to find a basis of U+ is to use the fact that U+ is isomorphic to the
free algebra generated by the Eα modulo the ideal generated by the relations (RE). It is
possible to show that this ideal has a finite Gro¨bner basis, which we can calculate (see,
for example, Mora, 1994). A basis of U+ is then given by all monomials in the Eα that
are not divisible by a leading monomial of an element of the Gro¨bner basis. However, a
much more efficient way of dealing with the problem is via so-called PBW-type bases (cf.
e.g. Jantzen, 1996; Lusztig, 1993; Ringel, 1996). For α ∈ ∆ we use the automorphism
Tα of Uq(g), given by the formulas of Jantzen (1996, Section 8.14). Let w0 = sαi1 · · · sαit
be a reduced expression for the longest element in W (Φ). For 1 ≤ k ≤ t set Ek =
Tαi1 · · ·Tαit−k (Eαt−k+1). It can be shown that the Ek are elements of U+, and that the
elements En11 · · ·Entt (where the ni ≥ 0) form a basis of U+ (cf. Jantzen, 1996). We can
define elements Fk ∈ U− similarly. Then the elements Fm11 · · ·Fmtt Kn1α1 · · ·KnlαlEp11 · · ·Eptt
(where mi, pi ≥ 0, ni ∈ Z) form a basis of Uq(g). This basis is called a PBW-type basis
(where PBW stands for Poincare´–Birkhoff–Witt). The elements Fk, K±1αj and Ek are
called PBW generators of Uq(g). It will be convenient to index the Fk and Ek by positive
roots. For 1 ≤ k ≤ t, set βk = sαi1 · · · sαit−k (αit−k+1). Then by Eβk we also denote Ek,
and similarly Fβk will denote Fk.
Now we consider the problem of computing the product of two basis elements. For this
it would be sufficient to have a set of relations of the form
AjAi = cjiAiAj + Ωji,
where Ai and Aj are PBW generators, and Ωji is a linear combination of basis elements.
We call such a relation a skew commutation relation, or just a commutation relation if
it is clear what we mean. We call the set of all such relations a multiplication table of
this PBW-type basis of Uq(g). Parts of the multiplication table follow easily from the
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defining relations of Uq(g). For all positive roots β ∈ Φ and α ∈ ∆,
EβK
±1
α = q
∓(α,β)KαEβ and K±1α Fβ = q
∓(α,β)FβKα
(cf. Jantzen, 1996, 4.7(1)). We still need the commutation relations of Eα, Eβ of Eα, Fβ ,
and of Fα, Fβ for arbitrary positive roots α, β ∈ Φ. The main part of this paper deals
with describing algorithms for finding these commutation relations (Section 2). Then in
Section 3 we apply this to construct highest weight modules over quantized enveloping
algebras, and the corresponding R-matrices. Finally in Section 4 we give an example and
an account of practical experiences with an implementation of the algorithms in GAP4.
We explain some more notation and terminology to be used in the following. Let
w = sαi1 · · · sαim be a reduced expression in the Weyl group W (Φ). Then we set Tw =
Tαi1 · · ·Tαim . It can be shown that this automorphism depends only on the element of
the Weyl group represented by w, not on the particular reduced expression (cf. Jantzen,
1996, 8.18). Let u = sαj1 · · · sαjm be a second reduced expression in W (Φ). If the reduced
expressions w and u are equal (i.e. αik = αjk for all k) then we write u = w. If u and
w represent the same element of W (Φ), then we write u ≡ w. We denote the length
function on W (Φ) by `, e.g. `(w) = m.
In the following we will assign a weight to certain elements of U+. Let e = Eαi1 · · ·Eαir
be a monomial in the generators of U+. Then we say that e has weight
∑r
k=1 αik . Also,
if a is a linear combination of monomials of weight µ, then we say that a has weight µ.
We note that this means that the elements Eα have weight α for all α ∈ Φ (cf. Jantzen,
1996, 8.18(4)). Also if µ =
∑l
i=1 kiαi is such a weight, then the level of µ is the number∑l
i=1 ki.
In the following we will use the term straightening to denote the process of rewriting
elements of Uq(g) to normal form, using a set of skew-commutation relations.
2. Finding Commutation Relations
As before Φ is a root system, with simple system ∆ = {α1, . . . , αl} and Weyl group
W (Φ). We first describe an algorithm for finding the commutation relation of Eα, Eβ ,
for positive roots α, β. For this we suppose that Φ does not contain components of type
G2. A set of commutation relations for this case is known in the literature. For the sake
of completeness we have added such a set in Appendix A.
Let w = sαi1 · · · sαim be a reduced word in W (Φ). For 1 ≤ k ≤ m set Xk =
Tαi1 · · ·Tαim−k (Eαim−k+1 ). Then we say that a monomial of the form X
n1
i1
· · ·Xnrir is
a w-monomial. A linear combination of w-monomials is called a w-expression. Let pw
be a w-expression. If for all monomials Xn1i1 · · ·Xnrir appearing in pw we have that
i1 < i2 < · · · < ir then we say that pw is in normal form. Now let u be a different
reduced expression for the same element in W (Φ), i.e. u ≡ w. Let pw be a w-expression;
then pw is equal to pu, where pu is a certain u-expression in normal form (cf. Jantzen,
1996, Proposition 8.22). Here we describe a straightforward algorithm for computing pu
given pw.
First of all, we can transform w into u by a sequence of “elementary moves” (cf. Jantzen,
1996, 8.18). The proof of this result in Brown (1989) translates to a straightforward
algorithm for obtaining such a sequence of elementary moves. We may assume that u is
obtained from w by one elementary move. This means that we may assume that we are
dealing with the rank 2 case. The generalization to the general case is straightforward.
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For the elementary move there are four possibilities, which we treat separately. We denote
the simple roots by α, β.
First suppose that the elementary move consists of replacing sαsβ by sβsα, i.e.
〈α, β∨〉 = 0. In this case X1 = Tα(Eβ) = Eβ and X2 = Eα commute, and we obtain pu
simply by interchanging the exponents of X1, X2.
Secondly suppose that the elementary move consists of replacing sαsβsα by sβsαsβ .
In this case 〈α, β∨〉 = 〈β, α∨〉 = −1. We set X1 = TαTβ(Eα) = Eβ , X2 = Tα(Eβ) and
X3 = Eα. Also set Y1 = TβTα(Eβ) = Eα, Y2 = Tβ(Eα) and Y3 = Eβ . The problem is to
write the w-expression pw as a linear combination of monomials (in normal form) in the
Y . We have X1 = Y3, X3 = Y1 and X2 = (1 − q−2α )Y1Y3 − q−1α Y2. (This last equality is
obtained by writing X2 as an expression in the generators Eα, Eβ , substituting Eα = Y1,
Eβ = Y2 and straightening, using the table for A2 of Appendix A.) We substitute these
expressions in pw, and we obtain a linear combination of monomials involving Y . Then
we straighten the monomials in this linear combination using the commutation rules for
the A2-case in Appendix A.
Thirdly, suppose that 〈α, β∨〉 = −1 and 〈β, α∨〉 = −2. We set X1 = TαTβTα(Eβ) =
Eβ , X2 = TαTβ(Eα), X3 = Tα(Eβ), X4 = Eα and Y1 = TβTαTβ(Eα) = Eα, Y2 =
TβTα(Eβ), Y3 = Tβ(Eα), Y4 = Eβ . This case has two subcases. The first one occurs
when the elementary move consists of replacing sαsβsαsβ by sβsαsβsα. For this case
we have to transform an expression in X into an expression involving Y . We have that
X1 = Y4 and X4 = Y1, and
X2 = (1− q−4)Y1Y4 − q−2Y3
X3 = (q−1 − 2q−3 + q−5)Y 21 Y4 + (q−3 − q−1)Y1Y3 + q−2Y2.
We substitute these expressions for the X, and use the second table for type B2 of
Appendix A, to straighten the result.
The second subcase occurs when sβsαsβsα is replaced by sαsβsαsβ . In this case we
have
Y2 = (q−1 − 2q−3 + q−5)X1X24 + (q−3 − q−1)X2X4 + q−2X3
Y3 = (1− q−4)X1X4 − q−2X2
and we do the same as above, now substituting X for Y and using the first table for type
B2 of Appendix A.
The main part of the algorithm for computing the commutation relation of Eα, Eβ
consists of a recursive procedure that uses relations from the rank 2 case. This idea is
taken from the proof of De Concini and Procesi (1993, Theorem 9.3). Essentially the
algorithm below is an effective version of that proof. Roughly the algorithm appears
as follows.
Algorithm. (CommutationRelation)
Input: two reduced words w1, w2 in W (Φ), and two simple roots α, β such that
1. w2 = w1w′2, where w
′
2 6= 1,
2. w′2 = sβ1 · · · sβr , where β1 = α,
3. `(w2sβ) > `(w2).
Output: X = Tw1(Eα)Tw2(Eβ)−q(w1α,w2β)Tw2(Eβ)Tw1(Eα), where X is a w2-expression.
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Step 1 If `(w1) 6= 0, then by a recursive call compute Y = EαTw′2(Eβ) − q(α,w
′
2β)Tw′2
(Eβ)Eα. To Y apply Tw1 and return the result.
Step 2 If `(w1) = 0, then we set w = w′2 = sβ1 · · · sβr and u = sβ1 · · · sβr−1 . If `(w) = 1,
then return 0. Otherwise we use a recursive procedure to calculate X, distinguishing
a few cases according to the Dynkin diagram of the roots β and βr.
Comments: We will fill in the recursive procedure of Step 2 later. We will prove that
it terminates by induction on the pair (`(w2) − `(w1), `(w1)), where pairs of this form
are lexicographically ordered. It is clear that the recursive call of Step 1 terminates by
induction on this pair. Also if in Step 2, `(w) = 1 then the commutation relation is 0 by
Jantzen (1996, 8.9(7)).
In the recursive procedure of Step 2 we will need an algorithm Straighten. For a re-
duced word y it takes a y-expression that is not in normal form, and straightens it. This
algorithm obtains the commutation relations it needs from calls to CommutationRelation.
If `(y) ≤ `(w) then those calls will terminate by induction. Indeed, write y = sγ1 · · · sγm ,
then the algorithm CommutationRelation will be called with words y1, y2, where y1 =
sγ1 · · · sγi , and y2 = sγ1 · · · sγj . But then `(y2)− `(y1) ≤ `(y)−1 < `(w) = `(w2)− `(w1).
Now we describe the recursive procedure of Step 2. On several occasions we will need
two more words in the Weyl group. If `(usβ) < `(u) then we use the exchange condi-
tion to obtain a reduced word v = sβ1 · · · sˆβi · · · sβr−1 such that v ≡ usβ . (Here the ˆ
means that the corresponding generator is omitted.) Also, if `(vsβr ) < `(v), then we
use the exchange condition to obtain a word x = sβ1 · · · sˆβj · · · sˆβi · · · sβr−1 (or x =
sβ1 · · · sˆβi · · · sˆβj · · · sβr−1), such that x ≡ vsβr . Throughout the description of the algo-
rithm the indices i and j will be fixed.
Since Φ does not contain components of type G2, there are four possibilities for the
Dynkin diagram of β, βr. We treat each of these cases separately, and for each case we
prove that the algorithm terminates with the correct output.
(A) Suppose that 〈β, β∨r 〉 = 0.
Here we return CommutationRelation(1, u, α, β).
Proof. Because wsβ ≡ usβsβr we have that usβ is a reduced word, so the recursive
call is correct. By induction it will terminate, and return a u-expression, which is also a
w-expression. Finally, 〈β, β∨r 〉 = 0 implies that Tβr (Eβ) = Eβ , so that X = EαTu(Eβ)−
q(α,uβ)Tu(Eβ)Eα.2
(B) Suppose that 〈β, β∨r 〉 = 〈βr, β∨〉 = −1.
If `(usβ) > `(u) then we take the following steps.
1. Set Σ = CommutationRelation(1, u, α, β) and Ω = CommutationRelation(1, u, α, βr).
2. Set Σ′ = Straighten(q(α,uβr)Tu(Eβr )Σ− q−1βr ΣTu(Eβr )).
3. Set Ω′ = Straighten(ΩTu(Eβ)− q−1βr q(α,uβ)Tu(Eβ)Ω).
4. Return Σ′ + Ω′.
Proof. The recursive calls of 1 terminate by induction. We have that Σ,Ω are
u-expressions. Therefore the input to the straightening algorithm in 2 is a w-expression.
By what we have seen above, this call will terminate, and the output will be a w-
expression. The input to the same algorithm in 3 is a usβ-expression. Therefore this
480 W. A. de Graaf
call will terminate. Also, because Ω has weight α + uβr we have that ΩTu(Eβ) =
q(α+uβr,uβ)Tu(Eβ)Ω + Ω′, where Ω′ is a u-expression. Therefore the terms with Tu(Eβ)
cancel, and the output at 4 will be a w-expression.
We have
EαTu(Eβ)− q(α,uβ)Tu(Eβ)Eα = Σ, (1)
and
EαTu(Eβr )− q(α,uβr)Tu(Eβr )Eα = Ω. (2)
We also have Tβr (Eβ) = EβrEβ − q−1βr EβEβr , so that
EαTw(Eβ) = EαTu(Eβr )Tu(Eβ)− q−1βr EαTu(Eβ)Tu(Eβr ).
Now by using (1) and (2) this can be rewritten as
q(α,wβ)Tw(Eβ)Eα + q(α,uβr)Tu(Eβr )Σ− q−1βr ΣTu(Eβr ) + ΩTu(Eβ)− q−1βr q(α,uβ)Tu(Eβ)Ω.
This shows that the algorithm gives the correct output. 2
If `(usβ) < `(u) then we take the following steps.
1. If i = 1, then return Tu(Eβr ).
2. If i 6= 1 then calculate Y = CommutationRelation(1, v, α, βr), which gives Y as a
v-expression. We transform it into a u-expression, and return that.
Proof. We recall that v = sβ1 · · · sˆβi · · · sβr−1 . If i = 1 then sαv(β) = uβ < 0 (here we
use that `(zsγ) = `(z) + 1 if and only if zγ > 0, (Humphreys, 1990), Proposition 5.7).
Therefore vβ is a positive root (because `(vsβ) = `(v) + 1) sent to a negative one by
sα, so vβ = α. By Jantzen (1996, Proposition 8.20), Tv(Eβ) = Eα. Furthermore, using
Jantzen (1996, 8.16(6)), we see that Tw(Eβ) = TvTβTβr (Eβ) = Tv(Eβr ). Therefore X =
Tv(Eβ)Tv(Eβr ) − q(vβ,vβr)Tv(Eβr )Tv(Eβ) = Tv(EβEβr − q−1β EβrEβ) = TvTβ(Eβr ) =
Tu(Eβr ).
If i 6= 1 then X = EαTv(Eβr ) − q(α,vβr)Tv(Eβr )Eα can by recursion be written as a
v-expression. (Note that `(vsβr ) > `(v); otherwise `(u) + 2 = `(usβrsβ) = `(vsβsβrsβ) =
`(vsβrsβsβr ) < `(v) + 2 = `(u) + 1.) We have that u ≡ vsβ so we can transform this
v-expression into a u-expression, using the algorithm described at the beginning of this
section. 2
(C) Suppose that 〈β, β∨r 〉 = −2 and 〈βr, β∨〉 = −1.
In this case we have (β, βr) = −2, (β, β) = 4 and (βr, βr) = 2. If `(usβ) > `(u) then
we take the following steps.
1. Set Σ = CommutationRelation(1, u, α, β) and
Ω = CommutationRelation(1, u, α, βr).
2. Set Σ′ = Straighten(q(α,uβr)Tu(Eβr )Σ− q−2ΣTu(Eβr )).
3. Set Ω′ = Straighten(ΩTu(Eβ)− q−2+(α,uβ)Tu(Eβ)Ω).
4. Set Π = Σ′ + Ω′.
5. Set U = Straighten(q(α,uβr)Tu(Eβr )Π−ΠTu(Eβr )).
6. Set Ω′′ = Straighten(ΩTu(Eβr )− q2+(α,uβr)Tu(Eβr )Ω).
7. Set V = Straighten(q2+(α,uβr)Tu(Eβr )Ω
′ − q−2Ω′Tu(Eβr )).
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8. Set Ω′′′ = Straighten(Ω′′Tu(Eβ)− q−4+(α,uβ)Tu(Eβ)Ω′′).
9. Return U+V+Ω
′′′
q+q−1 .
Proof. The fact that all calls terminate follows easily by induction. Again Ω′ is a u-
expression. So in 4, Π is a w-expression. Also U is a w-expression. As Ω′′ has weight α+
2uβr we have that Ω′′Tu(Eβ) = q−4+(α,uβ)Tu(Eβ)Ω′′ + Ω′′′, where Ω′′′ is a u-expression.
Therefore the output of the algorithm is a w-expression.
Using Jantzen (1996, 8.17(5)) together with (1) and (2) (which also hold in this case)
we infer that
EαTuTβrTβ(Eβr ) = EαTu(Eβr )Tu(Eβ)− q−2EαTu(Eβ)Tu(Eβr )
= q(α,wsβ(βr))TuTβrTβ(Eβr )Eα + q
(α,uβr)Tu(Eβr )Σ
−q−2ΣTu(Eβr ) + ΩTu(Eβ)− q−2+(α,uβ)Tu(Eβ)Ω.
Here the terms with Ω reduce to Ω′, and it follows that
EαTuTβrTβ(Eβr )− q(α,wsβ(βr))TuTβrTβ(Eβr )Eα = Π. (3)
Now the formula following (Jantzen, 1996, 8.17(8)) implies that
(q + q−1)EαTuTβr (Eβ) = EαTu(Eβr )TuTβrTβ(Eβr )− EαTuTβrTβ(Eβr )Tu(Eβr ).
Rewriting this, using (2) and (3) we obtain
(q + q−1)EαTuTβr (Eβ) = (q + q
−1)q(α,wβ)TuTβr (Eβ)Eα
+q(α,uβr)Tu(Eβr )Π−ΠTu(Eβr )
+ΩTuTβrTβ(Eβr )− q(α,wsβ(βr))TuTβrTβ(Eβr )Ω.
The terms with Π straighten without problems. For the terms with Ω we note that we
have
ΩTu(Eβ) = q−2+(α,uβ)Tu(Eβ)Ω + Ω′, (4)
ΩTu(Eβr ) = q
2+(α,uβr)Tu(Eβr )Ω + Ω
′′. (5)
Using (4) and (5), along with Jantzen (1996, 8.17(5)) we calculate
ΩTuTβrTβ(Eβr ) = ΩTu(Eβr )Tu(Eβ)− q−2ΩTu(Eβ)Tu(Eβr )
= q(α,usββr)TuTβrTβ(Eβr )Ω + q
2+(α,uβr)Tu(Eβr )Ω
′ − q−2Ω′Tu(Eβr )
+Ω′′Tu(Eβ)− q−4+(α,uβ)Tu(Eβ)Ω′′.
Again the terms with Ω′ straighten without problems to a u-expression. Furthermore,
the terms with Ω′′ can be rewritten to Ω′′′, which is also a u-expression. So the output
of the algorithm is correct. 2
If `(usβ) < `(u) then we take the following steps.
1. If i = 1 then return q
2−1
q+q−1Tu(Eβr )
2.
2. If i 6= 1 and `(vsβr ) > `(v) then execute the following.
(a) Set Σ = CommutationRelation(1, v, α, βr), and
Ω = CommutationRelation(1, u, α, βr).
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(b) Transform Σ to a u-expression and set U = Straighten(q(α,uβr)Tu(Eβr )Σ −
ΣTu(Eβr )).
(c) Transform Ω into a vsβ-expression. Then Ω only involves v-monomials, along
with products of powers of Tv(Eβ) and v-monomials. We have that
Tv(Eβ)nTv(Eβr ) = q
−2nTv(Eβr )Tv(Eβ)
n+
(
n∑
i=1
q2n+2−4i
)
Tu(Eβr )Tv(Eβ)
n−1.
(6)
Using this and commutation relations obtained by recursion we straighten
ΩTv(Eβr ). In the straightening process we may encounter expressions of the
form mTv(Eβr ), where m is a v-monomial. Using relations obtained by recur-
sion we can rewrite this as q(µ,vβr)Tv(Eβr )m + a, where µ is the weight of m,
and a is a v-expression, which we transform to a u-expression. Also we may en-
counter expressions of the form Tv(Eβ)n ·m·Tv(Eβr ), where m is a v-monomial.
We can rewrite this as q(µ,vβr)Tv(Eβ)nTv(Eβr )m + Tv(Eβ)
na. Here Tv(Eβ)na
is a vsβ-expression, which we can transform into a u-expression. Using (6)
we can deal with the first summand. This yields an expression of the form
Tu(Eβr )Tv(Eβ)
n−1m. After transforming Tv(Eβ)n−1m to a u-expression this
becomes a w-expression. So we can rewrite ΩTv(Eβr ) as q
(α,vβr)Tv(Eβr )Ω+Ω
′,
where Ω′ is a w-expression.
(d) Return U+Ω
′
q+q−1 .
3. If i 6= 1, `(vsβr ) < `(v), and j = 1 then return Tu(Eβr ).
4. If i 6= 1, `(vsβr ) < `(v), and j 6= 1 then set Y = CommutationRelation(1, x, α, β).
Transform Y into a u-expression, and return the result.
Proof. Here if i = 1 we obtain
X = Tv(EβTβTβr (Eβ)− TβTβr (Eβ)Eβ)
=
q2 − 1
q + q−1
Tv(Tβ(Eβr ))
2 =
q2 − 1
q + q−1
Tu(Eβr )
2.
(In the second to last equality we used Jantzen (1996, Appendix 8(9)).) If i 6= 1, then we
distinguish two cases. If `(vsβr ) > `(v), then we have by recursion
EαTv(Eβr ) = q
(α,vβr)Tv(Eβr )Eα + Σ, (7)
EαTu(Eβr ) = q
(α,uβr)Tu(Eβr )Eα + Ω, (8)
where Σ is a v-expression, and Ω is a u-expression. Now, using Jantzen (1996, 8.17) we
see that (q+q−1)EαTvTβTβr (Eβ) = EαTu(Eβr )Tv(Eβr )−EαTv(Eβr )Tu(Eβr ). Rewriting
this, using (7) and (8) we obtain
(q + q−1)X = q(α,uβr)Tu(Eβr )Σ− ΣTu(Eβr ) + ΩTv(Eβr )− q(α,vβr)Tv(Eβr )Ω
and this last expression is equal to U + Ω′. We note that (6) follows from Jantzen (1996,
Appendix 8(3), (7)).
If `(vβr) < `(v) then we note that Tw(Eβ) = TxTβrTβTβr (Eβ) = Tx(Eβ) (cf. Jantzen,
1996, 8.17(9)). If j = 1 then we have that xβr = α and therefore Tx(Eβr ) = Eα. This
means that X = Tx(EβrEβ − q−2EβEβr ) = TxTβrTβ(Eβr ) = Tu(Eβr ). (In the second to
last equality we used Jantzen (1996, 8.17(5)).) If j 6= 1 then we use that `(xsβ) > `(x)
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(indeed, otherwise `(u) + 2 = `(xsβrsβsβrsβ) = `(xsβsβrsβsβr ) < `(x) + 3 = `(u) + 1).
So the recursive call in 4 is justified. By induction we have that X = EαTx(Eβ) −
q(α,xβ)Tx(Eβ)Eα is an x-expression, which we can transform to a u-expression. 2
(D) Suppose that 〈β, β∨r 〉 = −1 and 〈βr, β∨〉 = −2.
In this case we have (β, βr) = −2, (β, β) = 2 and (βr, βr) = 4. If `(usβ) > `(u) then
we take the following steps.
1. Set Σ = CommutationRelation(1, u, α, β) and
Ω = CommutationRelation(1, u, α, βr).
2. Set Σ′ = Straighten(q(α,uβr)Tu(Eβr )Σ− q−2ΣTu(Eβr )).
3. Set Ω′ = Straighten(ΩTu(Eβ)− q−2+(α,uβ)Tu(Eβ)Ω).
4. Return Σ′ + Ω′.
Proof. Again all recursive calls terminate by induction.
Using Jantzen (1996, 8.17(3)) we have
EαTuTβr (Eβ) = EαTu(Eβr )Tu(Eβ)− q−2EαTu(Eβ)Tu(Eβr ).
Rewriting this using (1) and (2) (which also hold in this case) we obtain
EαTuTβr (Eβ) = q
(α,usβrβ)TuTβr (Eβ)Eα + q
(α,uβr)Tu(Eβr )Σ− q−2ΣTu(Eβr )
+ΩTu(Eβ)− q−2+(α,uβ)Tu(Eβ)Ω.
Here the terms with Σ do not pose any difficulties. Furthermore, the terms with Ω can be
rewritten to Ω′. We have that the Σ′ of 2 is a w-expression, so the output is a w-expression
as well. 2
If `(usβ) < `(u) then we take the following steps.
1. If i = 1 then return (q + q−1)Tu(Eβr ).
2. If i 6= 1 and `(vsβr ) > `(v) then execute the following steps.
(a) Set Σ = CommutationRelation(1, v, α, βr), and
Ω = CommutationRelation(1, v, α, β).
(b) Set Σ′ = Straighten(q(α,vβ)Tv(Eβ)Σ− q−2ΣTv(Eβ)).
(c) Set Ω′ = Straighten(ΩTv(Eβr )− q−2+(α,vβr)Tv(Eβr )Ω).
(d) Set U = Σ′ + Ω′. Transform U to a u-expression and return the result.
3. If i 6= 1, `(vsβr ) < `(v), and j = 1 then set U = Tv(Eβ). Transform U to a
u-expression and return the result.
4. If i 6= 1, `(vsβr ) < `(v) and j 6= 1 then set U = CommutationRelation(1, x, α, β).
Transform U into a u-expression, and return the result.
Proof. If i = 1 then
X = Tv(EβTβTβr (Eβ)− TβTβr (Eβ)Eβ) = (q + q−1)TvTβ(Eβr ) = (q + q−1)Tu(Eβr ).
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(In the second to last equality we used Jantzen (1996, Appendix 8(6)).) If i 6= 1 then we
first suppose that `(vsβr ) > `(v). After Step (a) we have
EαTv(Eβr ) = q
(α,vβr)Tv(Eβr )Eα + Σ, (9)
EαTv(Eβ) = q(α,vβ)Tv(Eβ)Eα + Ω, (10)
where Ω and Σ are v-expressions. Also by Jantzen (1996, 8.17(5)) we have
EαTvTβTβr (Eβ) = EαTv(Eβ)Tv(Eβr )− q−2EαTv(Eβr )Tv(Eβ).
Rewriting this using (9) and (10) we obtain
X = ΩTv(Eβr )− q−2+(α,vβr)Tv(Eβr )Ω + q(α,vβ)Tv(Eβ)Σ− q−2ΣTv(Eβ).
We rewrite the terms with Σ, which results in a vsβ-expression. As Ω has weight α+v(β)
we have that ΩTv(Eβr ) = q
−2+(α,vβr)Tv(Eβr )Ω + Ω
′, where Ω′ is a v-expression. This
means that the terms with Ω can be rewritten to Ω′. So the U in (d) is a vsβ-expression,
which we transform into a u-expression. If `(vsβr ) < `(v), then we have Tw(Eβ) =
TxTβrTβTβr (Eβ) = Tx(Eβ) (Jantzen, 1996, 8.17(6)). If j = 1 then, using Jantzen (1996,
Appendix 8(7)), we obtain X = Tx(EβrEβ − q−2EβEβr ) = TxTβr (Eβ) = Tv(Eβ), which
we transform to a u-expression. If j 6= 1, then we have the same as in case C. 2
Now we have an algorithm for finding the skew-commutator of Eα and Eβ for all
positive roots α, β ∈ Φ. In order to find the skew-commutator of Fα, Fβ we use the
automorphism ω of Uq(g) given by ω(Fα) = Eα, ω(Eα) = Fα and ω(Kα) = K−1α (cf.
Jantzen, 1996, 4.6). By Jantzen (1996, 8.18(5)) we have that
ω(Tw(Eα)) =
(∏
γ∈∆
(−qγ)−mγ
)
Tw(Fα),
where wα − α = ∑γ∈∆mγγ. Using this, and the commutation relation of Eα, Eβ we
easily obtain the commutation relation of Fα, Fβ .
We turn our attention towards finding the skew-commutator of Eα and Fβ , where α, β
are arbitrary positive roots. The following lemma is useful. Here the weight of an element
of U− is defined in the same way as the weight of an element of U+.
Lemma 1. Let α, β ∈ Φ be two positive roots, then EαFβ = FβEα + Σ, where Σ is a
linear combination of monomials of the form FKE, where K ∈ U0, and the weight of
F ∈ U− is of lower level than β and the weight of E ∈ U+ is of lower level than α.
Proof. This can be seen by writing Eα and Fβ as expressions in the generators (i.e.
Eγ , Fγ for γ ∈ ∆). Then we straighten the product EαFβ using the defining relations of
Uq(g). Each time we use a relation of the form EγFη = FηEγ+δγ,η(Kγ−K−1γ )/(qγ−q−1γ ),
we replace one monomial by at most two. However, in the one arising from the second
term, the total level of the E and the total level of the F has dropped. Hence the result
is FβEα plus a linear combination of monomials FKE, where F is an expression in
the generators of lower level than β, and E is an expression in the generators of lower
level than α. We finally rewrite these as linear combinations of monomials in the PBW
generators, which does not change their weight. 2
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In principle the proof of Lemma 1 gives an algorithm for computing the commutation
relation of Eα and Fβ . However, because the expression of Eα, Fβ in the generators can
be rather large, a more efficient algorithm works as follows.
First we suppose that β ∈ ∆ is a simple root. If α is also a simple root, then we
know the commutation relation from the defining relations of Uq(g). If α is not a simple
root, then, because Eα lies in U+, there is at least one commutation relation of the form
EγEδ − q(γ,δ)EδEγ = λEα + Π, where Π involves E for  of lower level than α. This
allows us to write Eα as a linear combination e of monomials involving only Eη where η
is of lower level than α. By recursion we already know the commutation relations of Fβ
with those elements. Finally we straighten eFβ . Lemma 1 ensures that all commutation
relations needed for this are already known.
If β is not a simple root, then we do the same as above, this time writing Fβ as a linear
combination f , involving only Fγ , where γ is of lower level than β. We straighten Eαf
using the relations that we already know. Again Lemma 1 ensures that all commutation
relations we need are already known.
We conclude that we have algorithms for determining a multiplication table of a PBW-
type basis of Uq(g).
Remark. It is possible to show that the output X of the algorithm CommutationRelation
only involves monomials in Tw1Tβ1 · · ·Tβr−1(Eβr ), . . . , Tw1Tβ1(Eβ2) (cf. De Concini and
Procesi, 1993, Theorem 9.1). Roughly the argument given there runs as follows. First
we note that we only have to prove this for the case where `(w1) = 0. For 1 ≤ i ≤ r
we set γi = sβ1 · · · sβr−i(βr−i+1). (We use the same notation as in the statement of the
algorithm.) Suppose that in X there occurs a monomial of the form Em1γ1 · · ·E
mr−1
γr−1 E
m
α ,
where m > 0 (we recall that γr = β1 = α). Then, because the weight of this monomial
must be α + wβ we have that wβ = (m − 1)α +∑r−1i=1 miγi. Now we have w−1α < 0
as `(w−1sα) < `(w−1). Also we have w−1γi < 0. Indeed, write γi = wi(βr−i+1), then
sγi = wisβiw
−1
i , and this implies that `(w
−1sγi) < `(w
−1). Using the above, we infer
that β < 0, which is a contradiction.
3. Highest-Weight Modules and R-Matrices
In this section we denote the weight lattice of Φ by P . Furthermore, the fundamental
weights are denoted by λ1, . . . , λl, so that P = Zλ1 + · · ·+ Zλl.
Let V be an irreducible finite-dimensional module over Uq(g). Then there is a dom-
inant weight λ ∈ P such that V is isomorphic to the finite-dimensional highest-weight
module L(λ) with highest weight λ (cf. Jantzen, 1996, Theorem 5.10). So the problem
of constructing the irreducible modules over Uq(g) boils down to constructing the finite-
dimensional highest-weight modules. These modules are constructed in the following way.
Let λ = r1λ1 + · · · + rlλl be a dominant weight. We let J(λ) be the left ideal of Uq(g)
generated by Eα for α ∈ Φ, along with K±1α − q±(λ,α) for α ∈ ∆. Then we construct the
Verma module M(λ) = Uq(g)/J(λ). This is a Uq(g)-module. But also M(λ) ∼= U− (as
vector spaces), where the isomorphism respects the left action of U−. Let I(λ) be the left
ideal of U− generated by F r1+1α1 , . . . , F
rl+1
αl
. This left ideal is also a Uq(g)-submodule and
by Jantzen (1996, 5.9, Theorem 5.15) we have that L(λ) = U−/I(λ) is the irreducible
highest-weight module over Uq(g) with highest weight λ. In order to construct a basis of
the quotient U−/I(λ), we calculate a Gro¨bner basis of I(λ).
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We consider the problem of calculating Gro¨bner bases of ideals in U−. As before we
fix a reduced expression sαi1 · · · sαit of the longest element in the Weyl group, and for
1 ≤ k ≤ t we set βk = sαi1 · · · sαit−k (αit−k+1), and Fk = Fβk = Tαi1 · · ·Tαit−k (Fαit−k+1 ).
Then U− is spanned by the monomials Fn11 · · ·Fntt . Furthermore, from the properties of
the output of the algorithm CommutationRelation we see that for j > i
FjFi = q(βi,βj)FiFj + Σij ,
where Σij involves only Fi+1, . . . , Fj−1. Now let < be the ordering of the set of monomials
defined in the following way. Let a1 = Fm11 · · ·Fmtt and a2 = Fn11 · · ·Fntt . Then a1 < a2
if and only if the last non-zero coefficient of (m1− n1, . . . ,mt− nt) is negative. Then for
any monomial a appearing in Σij , we have a < FiFj . This shows that U− is a solvable
polynomial ring in the sense of Kandri-Rody and Weispfenning (1990). This means that
there are algorithms to compute Gro¨bner bases of left and two-sided ideals of U− (cf.
Kandri-Rody and Weispfenning, 1990).
Now we can calculate a Gro¨bner basis of I(λ), and construct a basis of L(λ). Further-
more, the weights of L(λ) and their multiplicities are equal to the weights and multiplic-
ities of the irreducible highest-weight module with highest weight λ over g (cf. Jantzen,
1996, Theorem 5.15). This implies immediately that the algorithm for finding a Gro¨bner
basis described in de Graaf (to appear) generalizes to this setting.
Let V be a highest-weight module over Uq(Φ). We now have all the ingredients for
constructing an R-matrix corresponding to V . For this we follow the construction in
Chapter 7 of Jantzen (1996). By Jantzen (1996, Proposition 8.29) we see that a PBW-
type basis immediately yields dual bases as in Jantzen (1996, Section 7.1). Using this,
the operator Θ from Jantzen (1996, Section 7.2) can easily be constructed. For the con-
struction of the map f from Jantzen (1996, Section 7.3), we need a set of representatives
ν1, . . . , νr of P/ZΦ, along with an algorithm that for given µ ∈ P finds a νi and a γ ∈ ZΦ
such that µ = νi + γ. This can be done by calculating the Smith normal form of the
Cartan matrix of Φ, and using Proposition 3.3 of Chapter 8 of Sims (1994). Now by
composing Θ and the map f˜ from Jantzen (1996, Section 7.3), we find an R-matrix
corresponding to V .
4. Examples and Practical Experiences
Let Φ be the root system of type B3. There are three simple roots, which we denote
by α, β and γ. We have that (α, α) = (β, β) = 4, (γ, γ) = 2, (α, β) = −2, (α, γ) = 0 and
(β, γ) = −2. We compute the commutation relation of Eβ and TβTαTγTβTαTγ(Eβ).
We have βr = γ and the β of the algorithm is also β here. So we are in case C.
Also u = sβsαsγsβsα, and `(usβ) = 4. Furthermore v = sβsγsβsα is a reduced ex-
pression such that v ≡ usβ in the Weyl group. Therefore we have that i = 2. Also
`(vsγ) = 5 > `(v). Hence we execute Step 2 of the second piece of the algorithm of
case C. By inductive calls (which we leave to the reader) we have Σ = Tβ(Eγ) and
Ω = (q2 − q−2)TβTα(Eγ)Tβ(Eα). In this case it is straightforward to transform Σ into
a u-expression, as Σ = TβTα(Eγ). Then the straightening operation of Step b gives
U = −(q+q−1)TβTαTγ(Eβ). We perform Step c. After transforming Ω to a vsβ-expression
we obtain Ω = (q2−q−2)TβTγTβTα(Eβ)Tβ(Eγ) = (q2−q−2)Tv(Eβ)Tβ(Eγ). We straighten
ΩTv(Eγ). Using a commutation relation that we obtain from a recursive call we obtain
Tv(Eβ)Tβ(Eγ)Tv(Eγ) = Tv(Eβ)Tv(Eγ)Tβ(Eγ) + (q + q−1)Tv(Eβ)TβTγ(Eβ).
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Table 1. Running times (in seconds) of the algorithms E and FE, for several root systems.
Type A6 B6 C6 D6 D7 D8 E6 E7 E8 F4
E 8 69 66 34 142 519 58 704 11 129 12
FE 5 41 39 19 60 175 53 665 ∞ 26
Table 2. Running times (in seconds) of the algorithm for constructing a highest-weight module, for two
root systems, and several highest weights.
Type λ dimL(λ) time
F4 (0,0,0,1) 26 10
F4 (1,0,0,0) 52 15
F4 (0,0,1,0) 273 1891
E6 (1,0,0,0,0,0) 27 3
E6 (0,0,1,0,0,0) 351 160
E6 (0,0,0,1,0,0) 2925 13725
Transforming the second term into a u-expression we obtain that it is equal to
(q−3 + q−1)TβTαTγTβ(Eα)Tβ(Eα) + (q + q−1)TβTαTγ(Eβ).
By relation (6) we have that the first term is equal to
q−2Tv(Eγ)Tv(Eγ)Tv(Eβ) + Tu(Eγ)Tβ(Eγ).
Using Tβ(Eγ) = TβTα(Eγ) and summing we obtain that
Ω′ = (q2 − q−2)(Tu(Eγ)TβTα(Eγ) + (q−3 + q−1)TβTαTγTβ(Eα)Tβ(Eα)
+(q + q−1)TβTαTγ(Eβ)).
Then in Step d we return
(q2 − 1− q−2)TβTαTγ(Eβ) + (q − q−1)TβTαTγTβTα(Eγ)TβTα(Eγ)
+(1− q−4)TβTαTγTβ(Eα)Tβ(Eα),
which is equal to Eβ · TβTαTγTβTαTγ(Eβ)− q−2TβTαTγTβTαTγ(Eβ) · Eβ .
We have implemented the algorithms described in this paper in the computer alge-
bra system GAP4 (The GAP Group, Aachen, St Andrews, 2000). By E we denote the
algorithm for finding the commutation relations of the Eα, Eβ . By FE we denote the
algorithm for finding the commutation relations of the Eα, Fβ . In Table 1 we display
some computation times† of these algorithms for several root systems.
We remark the following
• The algorithms are efficient enough to be able to deal with most root systems of
rank ≤ 8.
• However, for E8 the algorithm FE did not terminate. Some elements computed by
the algorithm turned out to be so large that the program was not able to do the
computations in 128M of RAM.
• From the computation times for D6,7,8, and by comparing D8 and E8 we see that
the computation time increases rapidly if the number of roots increases.
†The computations were performed on a Pentium 500.
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Table 3. Running times (in seconds) of the algorithm for computing an R-matrix, for several root
systems, and several highest-weight modules.
Type λ dimL(λ) time
G2 (0,1) 14 141
G2 (2,0) 27 2079
C3 (0,1,0) 14 113
C3 (2,0,0) 21 628
D4 (1,0,0,0) 8 15
D4 (0,1,0,0) 28 2227
In Table 2 we list some computation times for the algorithm for constructing a highest-
weight module. Table 3 contains some computation times for the algorithm for computing
an R-matrix. On these tables we remark the following.
• The algorithm for constructing a highest-weight module is efficient enough to be
able to construct rather high-dimensional modules.
• For F4 we constructed a 273-dimensional module, and for E6 a 351-dimensional
module. However, the first construction ran for markedly longer than the second.
This is caused by the fact that the multiplication of PBW elements is much more
time consuming in the F4 case, as the multiplication table is denser (i.e. contains
elements with, on average, more monomials than the table in the E6 case). In the
F4 case a multiplication took on average 0.203 seconds, while this was 0.036 seconds
in the E6 case.
• The construction of R-matrices is only feasible for rather low-dimensional modules.
This is caused by the fact that the endomorphism Θ is the sum of all Θµ, where
µ runs over all weights that are differences of weights of L(λ). For L(λ) of higher
dimension there are many more such µ. Furthermore, the dimension of the spaces
U+µ increases rapidly. Therefore the calculation of Θ becomes rather cumbersome.
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Appendix A.
Here we list multiplication tables for the rank 2 cases. In all cases α, β will be the two
simple roots.
We start with A2, where 〈α, β∨〉 = 〈β, α∨〉 = −1. Here we use the reduced expression
sαsβsα for the longest element of the Weyl group. (By symmetry the other reduced
expression gives exactly the same table.) We have the elements TαTβ(Eα) = Eβ , Eα+β =
Tα(Eβ) and Eα. They satisfy the following relations (cf. Jantzen, 1996, 8.23):
Eα+βEβ = qαEβEα+β
EαEβ = q−1α EβEα + Eα+β
EαEα+β = qαEα+βEα.
In the case of B2 we assume that 〈α, β∨〉 = −1 and 〈β, α∨〉 = −2, which means that
(α, β) = −2, (α, α) = 2 and (β, β) = 4. In this case we have two reduced expressions for
the longest element in the Weyl group, which lead to different multiplication tables. If
we use sαsβsαsβ , then we set TαTβTα(Eβ) = Eβ , TαTβ(Eα) = Eα+β , Tα(Eβ) = E2α+β
and Eα. They satisfy the following relations (cf. Jantzen, 1996, Appendix 8):
Eα+βEβ = q2EβEα+β
E2α+βEβ = EβE2α+β +
q2 − 1
q + q−1
E2α+β
EαEβ = q−2EβEα + Eα+β
E2α+βEα+β = q2Eα+βE2α+β
EαEα+β = Eα+βEα + (q + q−1)E2α+β
EαE2α+β = q2E2α+βEα.
Taking sβsαsβsα as the reduced expression, we set TβTαTβ(Eα) = Eα, TβTα(Eβ) =
E2α+β , Tβ(Eα) = Eα+β and Eβ . In this case we have the following relations:
E2α+βEα = q2EαE2α+β
Eα+βEα = EαEα+β + (q + q−1)E2α+β
EβEα = q−2EαEβ + Eα+β
Eα+βE2α+β = q2E2α+βEα+β
EβE2α+β = E2α+βEβ +
q2 − 1
q + q−1
E2α+β
EβEα+β = q2Eα+βEβ .
Finally we deal with the case of G2. In this case we assume that 〈α, β∨〉 = −1,
〈β, α∨〉 = −3. This means that (α, β) = −3, (α, α) = 2 and (β, β) = 6. The reduced
form of the longest element in the Weyl group that we use is w0 = sαsβsαsβsαsβ . This
leads to six PBW generators in U+, namely Eβ , Eα+β , E3α+2β , E2α+β , E3α+β and Eα.
(Here Eα+β = TαTβTαTβ(Eα) etc.) We computed the multiplication table of the ele-
ments Eγ by computing a Gro¨bner basis of the ideal (of the free algebra generated by
Eα, Eβ) generated by the elements (RE). Below we list the results:
Eα+βEβ = q3EβEα+β
E3α+2βEβ = q3EβE3α+2β + (q6 − q4 − q2 + 1)E(3)α+β
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E2α+βEβ = EβE2α+β + (q3 − q−1)E(2)α+β
E3α+βEβ = q−3EβE3α+β + (q3 − q−1 − q)E3α+2β + (q2 − 1)Eα+βE2α+β
EαEβ = q−3EβEα + Eα+β
E3α+2βEα+β = q3Eα+βE3α+2β
E2α+βEα+β = qEα+βE2α+2β + (q2 + 1 + q−2)E3α+2β
E3α+βEα+β = Eα+βE3α+β + (q3 − q−1)E(2)2α+β
EαEα+β = q−1Eα+βEα + (q + q−1)E2α+β
E2α+βE3α+2β = q3E3α+2βE2α+β
E3α+βE3α+2β = q3E3α+2βE3α+β + (q6 − q4 − q2 + 1)E(3)2α+β
EαE3α+2β = E3α+2βEα + (q3 − q−1)E(2)2α+β
E3α+βE2α+β = q3E2α+βE3α+β
EαE2α+β = qE2α+βEα + (q2 + 1 + q−2)E3α+β
EαE3α+β = q3E3α+βEα.
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