Methods of phylogenetic inference use more and more complex models to generate trees from data. However, even simple models and their implications are not fully understood.
Here, the marginal distribution q ζ corresponds to the initialisation of the process, i.e.
93 q ζ z is the probability that the process attains state z ∈ {0, 1} at the root. The transition 94 matrices (M e ) e∈E describe the way the process progresses along an edge. E.g., for an 95 edge (α, β) ∈ E the term M αβ ab is the probability that the character a at node α is 96 mutated into character b at node β.
97
In summary, the joint probability distribution p Y is given by the marginal 98 distribution q ζ and the transition matrices (M e ) e∈E , and thus such a Markov process is 99 completely characterised by these parameters. We will call q ζ and (M e ) e∈E the process 100 parameters.
101
In general, the actual position of the root node ζ is not important for (1), i.e. ζ 102 can be chosen arbitrarily from V , including a leaf [e.g., 7] .
103
We only have partial knowledge on the realisations of the process Y through the 104 process X on the leaves. The joint distribution p X of X can then be inferred from (1) 105 using the law of total probability. Let x ∈ {0, 1} |L| denote the joint state at the leaves.
106
Then
Note that under the assumption that X comes from a reversible Markov process Y x∈{0,1} |L|
i.e. all probabilities sum to one. This is fittingly called the trivial invariant. Allman and Rhodes [6] provide a complete set of invariants for trees of arbitrary size under a the interior node for the symmetry this provides in the tree equations. algebraic identifiability in order to describe their impact on invariant-based inference.
152
For three taxa the only invariant is the trivial invariant. Thus, one could expect 153 that all triplet distributions are tree decomposable. As we will see later, this is not the 154 case. In fact, we will present polynomials whose roots satisfy the trivial invariant but
155
are not tree decomposable. The symbols p 11Σ and its modifications p 1Σ1 etc. are direct consequences of the 161 application of the law of total probability to the equation system (4). These terms are 162 also known as marginalisations leading to a removal of a random variable from 163 consideration by summing over its states. This linear modification means we can study 164 the tripod equations (4) also in terms of its marginalisations.
165
In the case of the binary model the above symbols ε A for all A ∈ L correspond to 166 the joint mean of the random variables for the taxa in A. Using these definitions we can 167 introduce simple terms which correspond to the covariances between the set of random 168 variables:
with equivalent definitions for τ αγ and τ βγ . Of further interest are the following terms
170
(c ∈ {0, 1})
with equivalent definitions for τ αγ|b , b ∈ {0, 1} and τ βγ|a , a ∈ {0, 1}. These terms are 172 actually multiples of the conditional covariances, Cov[X α , X β |X γ = c] = τ αβ|c /p ΣΣc .
173
Finally, we also introduce the three-way covariances
For a review on covariance for more than two random variables see e.g. these covariances is a very logical way to verify whether or not such an interpretation is admissible. Using these terms we can immediately propose a useful property.
186
Lemma 1. Let p denote the joint probability for binary random variables X α , X β and X γ . If we flip the state in one taxon, then we flip the signs in its pairwise covariances.
189
One immediate consequence of this observation is that the product τ αβ τ αγ τ βγ 190 always has the same sign no matter how much we flip states. non-negative.
199
The non-negativity of the product has already been verified by Lazarsfeld and 
231
Lemma 5. If a triplet distribution p is tree decomposable with parameters
Hence, except for the case where everything is equal to 1/2, there will always be 235 at least two sets of parameters that decompose a triplet distribution p. In terms of Next, we present conditions under which p is algebraically identifiable and present 246 the closed form for the parameters.
247
Theorem 6. Let p denote a triplet distribution and assume
Then p is algebraically identifiable. The associated parameters have the following form:
where χ = τ 2 αβγ + 4τ αβ τ αγ τ βγ .
250
Note that Pearl and Tarsi [4] presented a similar solution for the parameters.
251
Looking at the parameters in (6) we see that algebraically the conditions in (5) prevent 252 division by zero. Together with the trivial invariant we can thus claim that the space of 253 algebraically identifiable triplet distributions is given by S \ (S 0 ∪ S 1 ) with
Considering (5) and Lemma 2(2) we see that triplet distributions with 255 τ αβ τ αγ τ βγ < 0 are only algebraically, but not stochastically identifiable. In fact, for 256 −τ 2 αβγ < 4τ αβ τ αγ τ βγ < 0 we get real-valued parameters , and for 4τ αβ τ αγ τ βγ < −τ 2 αβγ we 257 get a set of complex-valued parameters.
258
The following example presents such distributions.
259
Example 2. Regard the distributions 260 p 1 = (6, 7, 2, 1, 1, 1, 4, 5)/27, p 2 = (6, 7, 1, 2, 1, 1, 4, 5)/27, p 3 = (6, 6, 2, 2, 1, 1, 4, 5)/27. All three distributions satisfy the conditions (5), i.e. they are algebraically identifiable.
261
For p 1 the covariance τ βγ is negative and the other two positive, while for p 2 we have 
264
The parameters for p 1 are real-valued, the parameters for p 2 are complex-valued 265 and p 3 is stochastically identifiable.
266
Though this example is artificial it indicates just how sensitive the model is to 267 misreads in alignments. E.g., the difference between p 1 and p 3 could be seen as reading 
273
Example 2 dealt with τ αβ τ αγ τ βγ < 0. However, as the following example shows, 274 positivity of the product does not necessarily yield stochastic identifiability. 
278
The example contains a pattern of expected zero occurrence. From the tripod equations we conclude that a stochastically identifiable distribution is strictly positive, 280 thus this example is slightly contrived. However, as Example 1 showed, a strictly 281 positive triplet distribution is not necessarily stochastically identifiable either.
282
In order to get necessary and sufficient conditions on a triplet distribution to be 283 stochastically identifiable we need to go back to the parameters in (6) 
In other words, the direction of the correlation between a pair of leaves shall not 288 be influenced by the third leaf. With this we can summarise that a triplet distribution 289 is stochastically identifiable if it is in S \ (S 0 ∪ S 1 ) and there is a state flip such that (7) 290 is satisfied.
291
Example 4. The tripod distribution p from Example 3 has positive pairwise and 292 conditional covariances except for τ αβ|1 = −9/2500. Thus it does not satisfy (7). 
Non-identifiable cases

294
The above considerations dealt with cases where a given triplet distribution p is 295 algebraically identifiable. The final step of the tripod analysis is to regard those 296 distributions that violate the conditions (5). Corollary 4 already discussed the case 297 where one pairwise covariance is zero while the other two are not and we found that 298 they were not tree decomposable. In the following we look at the remaining cases.
299
Proposition 8. Assume that a triplet distribution p obeys τ αβ τ αγ τ βγ = −(τ αβγ /2) 2 but 300 τ αβ τ αγ τ βγ = 0. Then p is not tree decomposable.
301
In other words, we found another set of triplet distributions that are not tree but not algebraically identifiable.
313
Proposition 9. Let p be a triplet distribution with τ αβ = 0 and τ αγ = 0. Then p is tree 314 decomposable with infinitely many parameter sets.
315
The parameter sets are identified by one of the following compositions:
, and for any u, b, c ∈ {0, 1}:
with free parameters
.
318
(ii) τ βγ = 0. Then for all a, b, c, ∈ {0, 1} the free parameters can be distributed as 319 follows:
326
In other words, the distribution is tree decomposable because process parameters 327 exist but it is not algebraically identifiable because we have no means to recover the 328 true parameters or more precisely, there are infinitely many parameters that yield the 329 same distribution.
330
Example 6. The triplet distribution 331 p = (2, 2, 2, 2, 2, 2, 2, 2)/16 yields complete independence of the leaves τ αβ = τ αγ = τ βγ = 0, i.e. the case (ii) in
332
Proposition 9 is to be regarded here. It is not too surprising that such a distribution 333 yields an infinite number of solutions since the state at the root is completely 334 undetermined.
335
Looking again at the cases listed above, we see that X α is not only pairwise 336 independent from (X β , X γ ) (induced by τ αβ = τ αγ = 0), but even completely 337 independent. Then the multiple solutions come from the fact that we can place the root 338 arbitrarily between β and γ. In this section we will explore the implications of extending the results for three 349 taxa to four taxa. For this section we look at the quartet tree Q = (V, E) with 
This invariant is related to the four-point-condition [e.g., 26, p. 146] and thus 366 topologically informative, i.e. it is particular to topology Q. If a distribution π is from 367 another tree than f 1 (π) = 0.
368
To reconstruct the process parameters as well, more invariants are needed. In 2. The parameters for edges (ψ, γ), (ψ, δ) and q ψ obtained from triplet distributions p andp, respectively, must be equal. and one for the root distribution. Thus we need at least four additional conditions or 382 rather invariants. We will use the above observations to derive an equivalent set of 383 invariants.
384
Proposition 11. A quartet distribution π is algebraically identifiable on Q if its tripod 385 marginalisations satisfy conditions (5) and the following invariants vanish on π:
The parameters unique up to state flip at the interior nodes are then given by Theorem 387 6 and
The existence of these invariants means that tree decomposable quartet uniquely identify topology Q. Therefore, f 1 to f 3 are topologically informative.
396
However, only distributions for which f 0 vanishes will be subject to the inferred 397 parameters. In other words, in the set of zero points for f 1 to f 3 there is a set of 398 distributions that returns the same set of parameters for Q, but only for one of these 399 distributions f 0 vanishes. It would be interesting to investigate how this distribution 400 relates to the set it projects from, e.g. if it is related to the possible maximum 401 likelihood optimum.
402
Despite the fact that f 1 to f 3 are sufficient to infer a topology, f 0 is also 403 topologically informative in that it will not vanish for distributions coming from 404 another tree.
405
In the case of the CFN model, all triplet covariances vanish. Hence, only 406 invariants f 0 and f 1 are of interest in that case. Therefore, either invariant is sufficient 407 to identify the associated tree topology.
408
The parameters for the interior edge do not add more non-identifiable cases. 
All other relations are covered due to the fact that the quartet distribution p 
Retrieving the statistics yields:
The last equality immediately shows, that the above distribution will trivially satisfy 422 invariants f 2 and f 3 . However, we get f 1 = −11/1600 and f 0 = −23/375, i.e. our 423 observations do not come from the quartet tree defined by the bipartition αβ|γδ.
424
Looking at the alternative invariants for f 1 , i.e. at 
with analogue assignments for the other leaves. These computations can be visualised 434 by the network in Fig. A.4 With this as a basis we easily infer our pairwise covariances in terms of determinants of 446 dimensional restrictions of P αβγ . E.g., a marginalisation over γ corresponds to 447 P αβΣ = P αβ|0 + P αβ|1 . The determinant of this matrix then corresponds to
Thus, we have invariably obtained an alternative way to compute the covariances. In a 449 similar fashion, if we take the determinant of the conditional kernels P αβ|c , c ∈ {0, 1},
450
we arrive at the (not normalised) conditional covariance τ αβ|c :
It must be noted that the determinant has been used earlier in connection with LogDet 452 families [e.g., 25]. In order to relate these findings to the process parameter, let us 453 denote by Π = diag(q ζ ) the diagonal matrix of the marginal distribution at the root,
454
and with
the transition matrix for leaf α. Then the marginalisation of Equation (2) can be 456 written as
where Π is the marginal distribution at the most recent common ancestor of α and β.
458
If E αβ is defined as the set of edges connecting the root of the tree and the most recent 459 common ancestor of α and β then we compute Π by
If we take the determinant on both sides of Eq. (15) we get
We further observe that the determinant in the two-state-case is equal to
Going back to a tripod tree under the two-state-model this yields the relation
This relation has been observed in Steel [25] and forms the basis for LogDet inference.
464
The covariances τ αβ also form the simplest form of Markov invariants. Sumner et al.
465
[13] define these terms in general by:
with k e ∈ Z denoting the exponent for edge e ∈ E. The term g( p) describes a function 467 depicting the relationship of a reduced structure in the tree. Sumner et al. [13] give one 468 example of such a reduced structure as the tree for which the pendant edges have been 469 reduced to length zero. In the case of the tripod tree this reduced structure corresponds 470 to the interior node ζ, and hence the distribution p is equivalent to q ζ only. In this 471 setting, Markov invariants are one-dimensional "representations" of the stochastic 472 models used for inference, such that the complex structure of these models is retained [14] .
474
In our framework, we rediscover more Markov invariants of type (17) when 475 investigating how the remaining covariances are related to the process parameters under 476 the tripod equations (4). In fact, we find:
with equivalent terms for the other covariances. These equivalences permit a different 478 way to prove Theorem 6 from the one we present in Appendix A.
479
It should be noted that our interpretation of the above Markov invariants as We observe for the (not normalised) conditional covariances
i.e., the transition matrix for leaf γ shall be included into the term g( p) for (17) 
and analogously τ αγ = −τ αγ and τ βγ = τ βγ . Thus, if τ αβ and τ αγ are smaller than zero, 
592
For point 2 regard (19). But this term will be non-negative as long as q ζ 1 is a 593 probability, which is a model condition. This completes the proof.
Proof of Lemma 5. We insert the refined parameters into the tripod equations to get:
i.e. the tripod equations are recovered with flipped parameters. This completes the 607 proof.
608
Proof of Theorem 6. We derive the parameters from the tripod equations. As 
Equations (A.5)-(A.7) yield
and in consequence
We insert (A.9)-(A.10) back into (A.8)
616
(
In the case of q ζ 1 = 1 we get from (A.5) and (A.2) that M α 11 = ε α and ε αβ = ε α ε β . Hence,
617
we remove 1 − q ζ 1 from the above equation without destroying equality. Thus, we get
(A.12)
We insert (A.8) in (A.1) to get
Applying (A.11) and (A.12) to this gives us
We can apply the solution formula for quadratic equations provided τ βγ = 0, i.e. our 621 condition (5) is satisfied. In that case we get
Thus we have established the term for M α 11 . The next step is to derive q ζ 1 . We insert
623
(A.9)-(A.12) into (A.4) and get
and hence we get the quadratic relation
We insert (A.13) and get
We use the equality
and the observation that 
thus inferring the proposed term. The remaining terms are inferred analogously. This 632 completes the proof.
633
Proof of Theorem 7. We bound the parameters from (6) between 0 and 1:
With (5) 
Squaring both inequalities reduces the four inequalities to the following two:
Set ε α := (1 − ε α ) = p 0ΣΣ and look at (A.17):
Hence, we have derived the proposed inequalities.
641
Proof of Proposition 8. The tripod equations (4) imply:
Together with (18) and (16) we see that there is no set of real or complex parameters 643 such that χ = 0 but τ αβ τ αγ τ βγ = 0.
644
Proof of Proposition 9. The cases are easily verified by looking at Equation (16) This completes the proof.
650
Proof of Proposition 11. We recover M ψ by inserting the parameters from (6) into 651 (11). To infer the invariants we first look at the equality conditions. We do this transforms ε αβγδ , ε αβγ , ε αβδ , ε αγδ , ε βγδ , ε αβ , ε αγ , ε αδ , ε βγ , ε βδ , ε γδ , ε α , ε β , ε γ and ε δ .
659
We immediately see that all terms but ε αβγδ are covered by our investigation of 660 the tripod case. We insert the parameters obtained in (6) and (12) 
