An asymptotic approximation for incomplete Gauss sums. II  by Paris, R.B.
Journal of Computational and Applied Mathematics 212 (2008) 16–30
www.elsevier.com/locate/cam
An asymptotic approximation for incomplete Gauss sums. II
R.B. Paris∗
Division of Complex Systems, University of Abertay Dundee, Dundee DD1 1HG, UK
Received 26 July 2006
Abstract
An expansion for the incomplete Gauss sum Sm(x;p) = ∑m−1j=0 exp(ixjp), p> 1 is obtained for x → 0+ for values of
m corresponding to the principal spiral 1m<M0, M0 = (2/px)1/(p−1) (when the terms of the sum are considered as unit
vectors in the complex plane). This expansion results from resumming the terms in the expansion obtained in Paris [An asymptotic
approximation for incomplete Gauss sums, J. Comput. Appl. Math. 180 (2005) 461–477]. The new expansion is specialised to the
quadratic incomplete Gauss sum with p = 2 and x = 2/N , where N is a large positive integer, and compared with that obtained by
Evans et al. [Incomplete higher-order Gauss sums, J. Math. Anal. Appl. 281 (2003) 454–476].
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1. Introduction
We consider the exponential sum
Sm(x;p) =
m−1∑
j=0
exp(ixjp) =
m−1∑
j=0
exp
(
ijp
mp
)
(1.1)
for x > 0 and p> 1, where
= xmp. (1.2)
When x = 2/N , where N is a positive integer, this sum is known as an incomplete Gauss sum of order p; the special
case p = 2 corresponds to the standard quadratic incomplete Gauss sum. When the terms in (1.1) are regarded as unit
vectors in the complex plane, the trace of the terms when x → 0+ consists of a series of spirals (or curlicues). For
general p> 1 (p = 2), the trace consists of a principal spiral together with a series of smaller spirals that exhibit a
chaotic-like distribution; it is only in the special case p = 2 and x = 2/N that the spirals exhibit a regular structure
[2,5,8]. If p is allowed to lie in the interval 0<p< 1 then the trace consists of a single expanding spiral. Examples of
the traces when p2 are shown in Fig. 1.
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Fig. 1. Traces of Sm(x;p) in the complex plane form103 when: (a) p=2, x=2.25×10−3; (b) p=3, x=10−5 and (c) p=4, x=0.83333×10−8.
The principal spiral is the ﬁrst spiral issuing from the origin.
The formation of each curlicue can be understood by consideration of the angular separationj =j+1−j , where
j =xjp, between consecutive segments of the trace of Sm(x;p). For large values of j, we havej  xpjp−1. The
centre (or condensation point) of a curlicue corresponds to a reversal of the direction of the trace and so occurs whenever
j equals an odd multiple of . It follows that the number Nc of curlicues in a particular trace is determined by
Nc = m/(2)   12xpmp−1.
The principal spiral (both the winding up and unwinding parts) is determined byj =2 and so corresponds to values
of m satisfying
1m<M0, M0 =
(
2
px
)1/(p−1)
. (1.3)
The asymptotic problem of interest here is the determination of the behaviour of Sm(x;p) as x → 0+ (or asN → ∞
when x = 2/N ). In [8] (hereinafter referred to as I) it was established that for integer p
Sm(x;p) ∼ m1F1(p−1; 1 + p−1; i) + 12 −
1
2
ei + (x;p) +
∞∑
s=1
B2s
(2s)!
G2s−1(;p)
m2s−1
(1.4)
as x → 0+ throughout the principal spiral (1.3). Here 1F1 is the conﬂuent hypergeometric function and B2s denote
the Bernoulli numbers, of which the ﬁrst few are
B0 = 1, B1 = − 12 , B2 = 16 , B4 = − 130 , . . . , B2s+1 = 0 (s1).
The function (x;p) is deﬁned by the sum
(x;p) =
∞∑
k=1
(ix)k
k! (−kp), (1.5)
where  is the Riemann zeta function. We remark that (x;p) ≡ 0 when p is an even integer on account of the trivial
zeros of (s) at s = −2,−4, . . . and that for p> 1 it is an asymptotic sum for x → 0+. The functions1 Gs(;p) are
speciﬁed by
Gs(;p) =
∞∑
k=0
(i)k
k!
s−1∏
r=0
(kp − r) (1.6)
which equal ei multiplied by a polynomial in  of degree s. Explicit values of the coefﬁcients of these polynomials
for odd s7 are given in I.
1 In I, the functions G2s−1(;p) were called Fs(;p).
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Since Gs(;p) has a polynomial structure, the sum
∞∑
s=1
B2s
(2s)!
G2s−1(;p)
m2s−1
(1.7)
appearing in the expansion (1.4) is a double sum of lower triangular structure. In I, this was evaluated by summing
‘horizontally’: that is, the sum over s was truncated after the term corresponding to s=k.When  is ﬁxed and ﬁnite this
yields a satisfactory approximation to Sm(x;p), but when  is large (corresponding to the end of the principal spiral)
a more satisfactory approach is to evaluate the above double sum by summing ‘vertically’. Our principal aim in this
paper is to carry out the reversal in the order of summation in (1.7), which requires the explicit representation of the
Gs(;p) as functions of s. The form of the resulting expansion in the special case p = 2 and x = 2/N , corresponding
to the classical incomplete Gauss sum, is contrasted with that obtained in [3].
The expansion (1.4) was derived for integer p and values of m satisfying 1m<M0 corresponding to the principal
spiral.A different form of expansion of Sm(x;p) for x → 0+ in the principal spiral valid for noninteger p was obtained
in [7]. It is shown that whenm is large, so that the coefﬁcients in this latter expansion can be expanded in inverse powers
of m, there is formal agreement with (1.4). This argument lends support to the conjecture that the expansion (1.4) also
holds for noninteger values of p. Numerical results are given to demonstrate the accuracy of the new expansion for
both integer and noninteger values of p.
2. The functions Gs(;p)
We commence by deriving an explicit representation for the functions Gs(;p) deﬁned in (1.6) which may be
expressed in the form
Gs(;p) =
∞∑
k=0
(i)k
k!
s−1∏
r=0
(kp − r) =
s−1∏
r=0
(p− r)ei, (2.1)
where  denotes the differential operator d/d and the variable  is deﬁned in (1.2). Employing the properties
[1, p. 824] of the Stirling numbers S(m)n and S(m)n of the ﬁrst and second kinds, respectively, we ﬁnd
Gs(;p) =
s∑
n=0
pnS(n)s 
nei =
s∑
n=0
pnS(n)s
n∑
j=0
S(j)n (− 1) . . . (− j + 1)ei
= ei
s∑
n=0
n∑
j=0
pn(i)j S(n)s S
(j)
n
by virtue of the identity (see [11, p. 109])
(− 1) . . . (− j + 1)ei = j
(
d
d
)j
ei = (i)j ei.
Inversion of the order of summation then leads to
Gs(;p) = ei
s∑
j=0
s∑
n=j
pn(i)j S(n)s S
(j)
n = ei
s∑
j=0
s−j∑
k=0
pk(ip)j S(j+k)s S(j)j+k
= ei
s∑
j=0
P
(s)
j (p)(ip)
s−j
, (2.2)
where the coefﬁcients P (s)j (p) are given by
P
(s)
j (p) =
j∑
k=0
pkS
(s−j+k)
s S
(s−j)
s−j+k, P
(s)
0 (p) = 1, P (s)s (p) = 0. (2.3)
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Table 1
Values of the coefﬁcients (ak,j , bk,j ) for 1j, k6
j\k 1 2 3 4 5 6
1 (1, 1)
2 (2, 1) (3, 3)
3 (6, 1) (20, 10) (15, 15)
4 (24, 1) (130, 25) (210, 105) (105, 105)
5 (120, 1) (924, 56) (2380, 490) (2520, 1260) (945, 945)
6 (720, 1) (7308, 119) (26 432, 1918) (44 100, 9450) (34 650, 17 325) (10 395, 10 395)
It now remains to evaluate the coefﬁcients P (s)j (p) as functions of s. For nonnegative integer n, the Stirling numbers
of the ﬁrst and second kinds have the special values
S(n)n = 1, S(n)n+1 = −
(
n + 1
2
)
, S
(n)
n+2 = 2
(
n + 2
3
)
+ 3
(
n + 2
4
)
,
S(n)n = 1, S(n)n+1 =
(
n + 1
2
)
, S
(n)
n+2 =
(
n + 2
3
)
+ 3
(
n + 2
4
)
.
and in general2
S
(n)
n+j = (−)j
j∑
k=0
ak,j
(
n + j
j + k
)
, S
(n)
n+j =
j∑
k=0
bk,j
(
n + j
j + k
)
. (2.4)
The coefﬁcients ak,j and bk,j are independent of n and j and their values are tabulated in Table 1 for 1k, j6; we
have a0,j = b0,j = 0,j , where k,j is the Kronecker symbol.
Then, from (2.3) and (2.4), we ﬁnd
P
(s)
j (p) =
j∑
k=0
(−)j−kpk
k∑
r=0
j−k∑
t=0
at,j−kbr,k
(
s
j − k + t
)(
s − j + k
k + r
)
. (2.5)
By means of [4, Eq. (0.156)] we can write
(
s
j − k + t
)(
s − j + k
k + r
)
=
(
s
j − k + t
) N0∑
n=0
(
t
n
)(
s − j + k − t
k + r − n
)
=
N0∑
n=0
(
t
n
)(
j + r + t − n
k + r − n
)(
s
j + t + r − n
)
,
where N0 = min{t, k + r}. This last result applied to (2.5) enables us to express P (s)j (p) as a linear combination of
binomial coefﬁcients. Some tedious but straightforward algebra then produces
P
(s)
0 (p) = 1, P (s)1 (p) = (p − 1)
(
s
2
)
,
P
(s)
2 (p) = (p − 1)(p − 2)
(
s
3
)
+ 3(p − 1)2
(
s
4
)
,
2 These representations can be obtained from the expansions [1, p. 824] of {log(1+x)}n and (ex −1)n in ascending powers of x with coefﬁcients
involving S(n)
k
and S(n)
k
, respectively, using Mathematica.
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Table 2
Values of the coefﬁcients Aˆk,j (p) for 1j, k6
j\k 1 2 3
1 1
2 (p − 2) 3
3 (p − 2)(p − 3) 10(p − 2) 15
4 (p − 2) . . . (p − 4) 5(p − 2)(5p − 13) 105(p − 2)
5 (p − 2) . . . (p − 5) 14(p − 2)(p − 3)(4p − 11) 70(p − 2)(7p − 17)
6 (p − 2) . . . (p − 6) 7(p − 2)(p − 3)2(17p − 58) 14(p − 2)(137p2 − 719p + 944)
j\k 4 5 6
4 105
5 1260(p − 2) 945
6 3150(p − 2)(3p − 7) 17 325(p − 2) 10 395
and in general
P
(s)
j (p) =
K0∑
k=0
Ak,j (p)
(
s
j + k
)
, A0,j (p) = 0,j (j0), (2.6)
where K0 = min{j, s − j}. The coefﬁcients Ak,j (p) are polynomials in p of degree j and are found to have the form
Ak,j (p) = (p − 1)kAˆk,j (p),
where the expressions for Aˆk,j (p) for 1j, k6 are presented in Table 2.
3. The expansion for Sm(x;p)
Let us introduce the auxiliary variable
	= p
2m
. (3.1)
From (1.4), the condition that m corresponds to the principal spiral then translates into the condition 	< 1. Use of the
representation (2.2) for the functions Gs(;p) shows that the sum in (1.7) can be written as
∞∑
s=1
B2s
(2s)!
G2s−1(;p)
m2s−1
= ei
∞∑
s=1
B2s
(2s)!
2s−1∑
j=0
P
(2s−1)
j (p)
(ip)2s−j−1
m2s−1
= ei
∞∑
s=1
b2s
2s−1∑
j=0
P
(2s−1)
j (p)
(2m)j
(i	)2s−j−1,
where, for convenience, we have set b2s ≡ (2)2s−1B2s/(2s)!. Then, upon interchanging the order of summation,
we ﬁnd
∞∑
s=1
B2s
(2s)!
G2s−1(;p)
m2s−1
= ei
∞∑
j=0
(2m)−j
∞∑
s=s0
b2sP
(2s−1)
j (p)(i	)
2s−j−1
= e
i
2i
∞∑
j=0
Cj (p)
(2im)j
, (3.2)
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where s0 = (j + 1)/2. From (2.6), the coefﬁcients Cj (p) are
Cj (p)
2i
= ij
∞∑
s=s0
b2sP
(2s−1)
j (p)(i	)
2s−j−1
= ij
∞∑
s=s0
K0∑
k=0
b2sAk,j (p)
(
2s − 1
j + k
)
(i	)2s−j−1 (K0 = min{j, 2s − j − 1})
= ij
j∑
k=0
Ak,j (p)
∞∑
s=s′0
b2s(i	)2s−j−1
(
2s − 1
j + k
)
(3.3)
upon reversal of the order of summation, where s′0 = (j + k + 1)/2.
Now when 	< 1 we have the result3
∞∑
s=1
b2s(i	)2s−1 = 12 +
1
e2i	 − 1 −
1
2i	
≡ f (	)
2i
, (3.4)
where
f (	) ≡  cot 	− 1
	
. (3.5)
Repeated differentiation of (3.4) (when 	< 1) yields
ij
∞∑
s=s′0
b2s
(2s − 1)!
(2s − j − k − 1)! (i	)
2s−j−1 = 	
k
2i
f (j+k)(	). (3.6)
Hence, the coefﬁcients Cj (p) are given by
Cj (p) =
j∑
k=0
Ak,j (p)
(j + k)!	
kf (j+k)(	) (j0), (3.7)
where the ﬁrst few polynomials Ak,j (p) can be obtained from Table 2. The alternative form of the expansion for
Sm(x;p) in (1.4) then becomes
Sm(x;p) ∼ m1F1(p−1; 1 + p−1; i) + 12 −
1
2
ei + (x;p) + e
i
2i
∞∑
j=0
Cj (p)
(2im)j
(3.8)
valid for x → 0+ and integer p in the principal spiral (1.3). This is the main result of the paper.
We remark that the above conﬂuent hypergeometric function can be expressed alternatively in terms of the incomplete
gamma function 
(a, z) as
m1F1(p
−1; 1 + p−1; i) = m
p
(−i)−1/p
(1/p,−i).
From the asymptotics of the complementary incomplete gamma function (a, z) [1, p. 263], the expansion of this
contribution to (3.8) for large values of  (that is, when m?(x)−1/p) is given by
m1F1(p
−1; 1 + p−1; i) ∼ m
p
(1/p) exp
(
i
2p
)
−1/p + e
i
2i	
∞∑
j=0
(1 − 1/p)j
(i)j
. (3.9)
3 This follows from the generating function X/(eX − 1) =∑∞s=0 BsXs/s! which holds for |X|< 2.
22 R.B. Paris / Journal of Computational and Applied Mathematics 212 (2008) 16–30
4. The quadratic case p = 2
In the case of the quadratic incomplete Gauss sum p = 2 considerable simpliﬁcation in the expansion in (3.8) is
possible. If we set x = 2/N , where N is large (not necessarily an integer), then the variables  and 	 become
= m	, 	= 2m
N
.
It can be observed from Table 2 that the polynomials Ak,j (p) vanish when p = 2 except those corresponding to k = j ,
where Aj,j (2) = (2j)!/(2j j !). From (3.7), we surmise that the coefﬁcients Cj (2) then have the form
Cj (2) = 	
j f (2j)(	)
2j j ! (j0); (4.1)
this form for Cj (2) is proved in Appendix A.
Since the sum (x; 2) ≡ 0, the expansion in (3.8) may be written as
Sm(2/N; 2) ∼ m1F1
(
1
2
; 3
2
; i
)
+ 1
2
− 1
2
ei + e
i
2i
∞∑
j=0
f (2j)(	)
j !(2iN)j , (4.2)
where we have replaced m in the denominator of the sum by N	/2 and we recall that f (	) is deﬁned in (3.5). This
expansion is valid forN → ∞ throughout the principal spiral 1m<M0, whereM0=N/2 by (1.3); the corresponding
range of the variable  is 2/N< N/2.
We now examine the form that the expansion (4.2) in the quadratic case takes when  becomes large; that is, when
m?(N/2)1/2 in the principal spiral. From (3.9), we ﬁnd upon some algebraic rearrangement (using  = N	2/2)
that
m1F1
(
1
2
; 3
2
; i
)
∼
√
N(1 + i)
4
+ e
i
2i
∞∑
j=0
(2j)!	−2j−1
j !(2iN)j , (4.3)
as  → ∞. If we let F(	) ≡  cot 	, then from (3.5)
f (2j)(	) = F (2j)(	) − (2j)!
	2j+1
.
Hence, for large values of  in the principal spiral, we ﬁnd from (4.2) and (4.3) that
Sm(2/N; 2) ∼
√
N(1 + i)
4
+ 1
2
− 1
2
ei + e
i
2i
∞∑
j=0
F (2j)(	)
j !(2iN)j (4.4)
as N → ∞. Thus the expansion (4.2), which is valid throughout the principal spiral, goes over into the expansion (4.4)
once m?(N/2)1/2. The expansion (4.4) agrees with that obtained in [3] when expressed in our notation.
5. Expansion of Sm(x;p) for noninteger p
An expansion for Sm(x;p) for noninteger p valid for largem in the principal spiral was derived in [7].We demonstrate
here in a formal manner that expansion of the coefﬁcient functions in this representation in inverse powers of m leads
to the result in (1.4) valid for integer p. This argument leads us to conjecture that the expansions (1.4) and its alternative
form (3.8) are in fact valid for arbitrary p> 0.
Expansion of each exponential series in (2.2) followed by inversion of the order of summation yields4
Sm(x;p) =
∞∑
k=0
(ix)k
k!
m−1∑
j=0
jkp =
∞∑
k=0
(ix)k
k!(kp + 1) {Bkp+1(m) − Bkp+1(1)}, (5.1)
4 In the sum over j we interpret 00 = 1.
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Table 3
The polynomials j () and j () for 0j6
j j () j ()
0 1 1
1  1
2 + 2 2 − 
3 + 42 + 3 6 − 5
4 + 112 + 113 + 4 24 − 26+ 32
5 + 262 + 663 + 264 + 5 120 − 154+ 352
6 + 572 + 3023 + 3024 + 575 + 6 720 − 1044+ 3402 − 153
where we have employed the result [10, p. 23] expressing the inner sum in terms of the Bernoulli function Bkp+1(m).
As has been noted in I, the expansion on the right-hand side of (5.1) is absolutely convergent since the inner sum is
bounded bymkp+1. However, from the behaviour of the Bernoulli functionB(z) ∼ −2 cos (2z− 12)(1+)/(2)
[9, p. 570] for large  and ﬁxed z, the growth of both the terms in braces is controlled by the factor (kp + 1).
Consequently, when the terms are summed separately, both sums converge when 0<p< 1 but diverge when p> 1.
In this latter case, the sums involving Bkp+1(m) and Bkp+1(1) taken separately are asymptotic for x → 0+.
The asymptotic expansion of Bkp+1(m) valid for large m holding uniformly in k ∈ [0,∞) can be substituted into
the right-hand side of (5.1). We have for arbitrary order  and m> 0 [9]
m−B(m) − 1 = m
−(1 + )
2i
∫ (0+)
−∞
emt t−f (t) dt, f (t) = 1
et − 1 −
1
t
.
It is assumed in this integral that no zero of et − 1 (with t = 0) is enclosed by the loop contour and that t is real for
real values of  and t > 0. The dominant factor t−emt in the integrand possesses a saddle point at t = /m ≡ . We
expand f (t) about the point t =  in the form
f (t) =
∞∑
j=0
(−)jj ()(t − )j , j () = j (e
)
j !(e − 1)j+1 −
1
j+1
, (5.2)
where 0() = 1, and introduce the integrals
j () = (−)j
()
2i
∫ (0+)
−∞
e(− )j d

, (5.3)
where 0()= 1. The j and j are polynomials of degrees j and j/2, respectively, and the ﬁrst few values are listed
in Table 3. Higher values can be generated from the easily established recursion relations
j+1() = 
{
(1 − ) d
d
j () + (j + 1)j ()
}
j+1() = (j + 1)j () − jj−1(), −1() ≡ 0
}
(j0). (5.4)
Then Temme [9] has shown that
m−B(m) − 1 ∼ 
∞∑
j=0
j ()j ()m
−j (5.5)
as m → +∞ uniformly in subsets of the interval  ∈ [0,∞).
Substitution of the expansion (5.5), with = 1 + pr , into (5.1) then yields [7]
Sm(x;p) ∼ m1F1(p−1; 1 + p−1; i) + 12 + (x;p) +
∞∑
j=0
Tj ()m
−j (5.6)
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valid for large m when either 0<p< 1 or p> 1 and for values of x satisfying  = o(m); from (3.1), this is seen to
correspond to large m in the principal spiral. The coefﬁcients Tj () have the form
Tj () =
∞∑
r=0
(i)r
r! j ()j (1 + pr) (j0), (5.7)
where j () and j () are deﬁned in (5.2) and (5.3), with  ≡ (r) = /m = (1 + pr)/m. The quantity (x;p) is as
deﬁned in (1.5) and arises from the sum in (5.1) containing the Bernoulli function of unit argument together with the
identity Bkp+1(1) = −(kp + 1)(−kp) [9, p. 566].
With  ≡ d/d and  ≡ 1 + p, we may write the coefﬁcients Tj () in the form
Tj () = j ()Tˆj (), Tˆj () =
∞∑
r=0
(i)r
r! j (). (5.8)
In Appendix B, the coefﬁcient functions Tˆj () are expanded in inverse powers of m where it is shown formally in
(B.4) that
Tˆj () =
∞∑
s=1
Ds,j
Hs−1(;p)
ms−1
,
where the coefﬁcients Ds,j are deﬁned in (B.6) and Hs(;p) denotes the functions
Hs(;p) =
∞∑
r=0
(i)r
r! (1 + pr)
s = sei, (s0). (5.9)
We have explicitly the expansions
Tˆ0() ∼ −12e
i + B2
2!
H1(;p)
m
+ B4
4!
H3(;p)
m3
+ B6
6!
H5(;p)
m5
+ · · · ,
Tˆ1() ∼ −B22! e
i − 3B4
4!
H2(;p)
m2
− 5B6
6!
H4(;p)
m4
+ · · · ,
Tˆ2() ∼ 3B44!
H1(;p)
m
+ 10B6
6!
H3(;p)
m3
+ · · · ,
Tˆ3() ∼ −B44! e
i − 10B6
6!
H2(;p)
m2
+ · · · ,
Tˆ4() ∼ 5B66!
H1(;p)
m
+ · · · , Tˆ5() ∼ −B66! e
i + · · · .
If the terms in the asymptotic sum
∑∞
j=0 Tj ()m−j in (5.6) are now summed diagonally we ﬁnd
∞∑
j=0
Tj ()m
−j = −1
2
ei +
∞∑
j=0
B2s
(2s)!
Fs
m2s−1
,
where, from (B.6) and (5.9),
Fs =
2s−1∑
j=0
(−)j d2s−j,jj ()H2s−1−j (;p) =
2s−1∑
j=0
(−)j
(
2s − 1
j
)
j ()
2s−1−j ei.
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We now make use of the following lemma:
Lemma. Let
Es() =
2s−1∑
j=0
(−)j
(
2s − 1
j
)
j ()
2s−1−j
,
where the polynomials j () are deﬁned by (5.3), s is a positive integer and  denotes an arbitrary variable. Then
Es() = (− 1)(− 2) . . . (− 2s + 1).
Proof. From (5.3) we obtain
Es() =
2s−1∑
j=0
(
2s − 1
j
)
2s−1−j ()
2i
∫ (0+)
−∞
et (t − )j dt
t
=
2s−1∑
j=0
j∑
r=0
(−)j−r2s−1−r
(
2s − 1
j
)(
j
r
)
()
2i
∫ (0+)
−∞
et t−+r dt .
Evaluation of the above integrals by means of Hankel’s loop integral [12, p. 245], followed by inversion of the order
of summation, shows that
Es() =
2s−1∑
r=0
()
(− r)
2s−1−r
2s−1∑
j=r
(−)j−r
(
2s − 1
j
)(
j
r
)
.
But, for nonnegative integers n and r, with nr ,
n∑
j=r
(−1)j−r
(
n
j
)(
j
r
)
=
(
n
r
) n−r∑
k=0
(−)k
(
n − r
k
)
= r,n
where r,n denotes the Kronecker symbol. Hence it follows that
Es() =
2s−1∑
r=0
()
(− r)
2s−1−rr,2s−1 = ()
(− 2s + 1) ,
thereby establishing the result. 
Application of the above lemma immediately shows that
Fs = p(p− 1) . . . (p− 2s + 2)ei = G2s−1(;p)
by (2.1). Hence we obtain the asymptotic identity
∞∑
j=0
Tj ()m
−j = −1
2
ei +
∞∑
j=0
B2s
(2s)!
G2s−1(;p)
m2s−1
which shows that (5.6) is formally equivalent to (1.4). This argument indicates that the expansion for Sm(x;p) in (1.4),
and hence that in (3.8), holds also for large m when 0<p< 1 and in the principal spiral for noninteger p> 1.
6. Numerical results and discussion
We present in Table 4 the values of the absolute error in the computation of Sm(x;p) using six terms of the expansion
in (3.8), with the coefﬁcientsCj (p) given by (3.7), for different values ofm, p and x=2/N . The exact value of Sm(x;p)
was computed from (1.1) and the sum (x;p) (for p not equal to an even integer) was obtained by optimal truncation
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Table 4
The absolute error in the computation of Sm(2/N;p) using (3.8) for different values of p, N and m
p = 2, N = 2000 p = 3, N = 1.2 × 106 p = 4, N = 1.2 × 109
m |Error| m |Error| m |Error|
50 3.812 × 10−20 50 1.813 × 10−22 50 4.984 × 10−21
100 9.800 × 10−20 100 2.741 × 10−19 100 3.997 × 10−20
250 1.130 × 10−18 250 9.730 × 10−18 250 1.046 × 10−18
500 2.203 × 10−16 400 3.428 × 10−15 400 1.123 × 10−16
800 3.277 × 10−11 500 3.517 × 10−12 500 2.382 × 10−14
900 2.618 × 10−7 600 1.786 × 10−4 600 1.327 × 10−9
p = 1.5, N = 100 p = 2.5, N = 105 p = 0.8, N = 103
m |Error| m |Error| m |Error|
500 2.894 × 10−21 50 1.445 × 10−17 500 2.832 × 10−24
1000 3.737 × 10−21 100 6.423 × 10−19 1000 3.828 × 10−26
1500 3.736 × 10−20 250 5.017 × 10−20 2000 5.223 × 10−28
2500 1.197 × 10−17 500 1.763 × 10−18 3000 4.233 × 10−29
3000 6.753 × 10−16 750 5.741 × 10−16 4000 7.116 × 10−30
4000 4.091 × 10−9 1000 6.205 × 10−11 5000 1.784 × 10−30
0.2 0.4 0.6 0.8 1
-20
-17.5
-15
-12.5
-10
-7.5
-5
-2.5
0.46 0.48 0.5 0.52 0.54
-17
-16.5
-16
-15.5
-15
 
χ χ
Fig. 2. Comparison of the absolute errors (on a log10 scale) in the expansions (4.2) (solid curve) and (4.4) (dashed curve) in the principal spiral when
N = 2000 and 	= 2m/N . (The value 	= 12 in (4.4) has been omitted.)
of (1.5) after veriﬁcation that its value was commensurate with the overall computational accuracy. It is seen, by
comparison with similar results reported in I, that much greater accuracy is achieved with (3.8) for large values of m in
the principal spiral. When p> 1, the accuracy of the computations decreases monotonically as m increases. We have
also presented a case with 0<p< 1 where the trace in the complex plane consists of a single, expanding spiral; in this
case the accuracy is found to increase monotonically with increasing m.
In Fig. 2 we compare the absolute errors in the computation of Sm(2/N; 2) using the expansions in (4.2) and (4.4).
Again we have employed six terms in both expansions. It can be observed that the expansion (4.2) holds uniformly
throughout the principal spiral, with the absolute error (at ﬁxed truncation index) decreasing monotonically as m
increases. The expansion (4.4), by contrast, loses its asymptotic character as 	 → 0, since F(	) and its derivatives
become large in this limit. We remark, however, that in the neighbourhood of 	 = 12 , the expansion (4.4) is more
accurate. Indeed, when 	= 12 and N ≡ 0 (mod 4) (that is, when m=N/4) F(	) and its even derivatives all vanish and
the expansion (4.4) is exact, since the quarter Gauss sum in this case has the representation [3]
SN/4(2/N; 2) =
√
N(1 + i)
4
+ 1
2
− 1
2
eiN/8 (N ≡ 0 (mod 4)).
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Similar comparisons of the absolute errors are obtained for other values of N, except that (4.4) is exact when 	 = 12
only when N ≡ 0 (mod 4).
Finally, we remark that the expansion (3.8) holds also in the trivial case p = 1. Then the sum over s reduces to a
single term, since the coefﬁcients Cj (1) = 0,j f (	), and the sum (x; 1) is convergent (when x < 2). We have the
evaluations (with = xm)
m1F1(1; 2; i) = e
i − 1
ix
, (x; 1) = 1
ix
− 1
eix − 1 −
1
2
(x < 2),
whereupon (3.8) correctly reduces to the result
Sm(x;p) = e
imx − 1
eix − 1 (x < 2).
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Appendix A. Derivation of the coefﬁcients Cj(2) for j0
We establish the form of the coefﬁcients Cj (p) (j0) given in (4.1) in the quadratic case p= 2. From (2.1) we ﬁnd
G2s−1(; 2) =
∞∑
k=s
(i)k
k!
(2k + 1)
(2k − 2s + 2) = 2
2s−1(i)s
∞∑
r=0
(i)r
r!
(r + s + 12 )
(r + 32 )
= 22s−1/2(i)s(s + 12 )1F1(s + 12 ; 32 ; i)
upon use of the properties of the gamma function. Kummer’s transformation [1, Eq. (13.1.27)] enables us to express
the above conﬂuent hypergeometric function as ei1F1(1 − s; 32 ;−i), and hence as a polynomial so that
G2s−1(; 2) = 22s−1/2ei(s + 12 )
s−1∑
j=0
(i)s+j
( 32 )j j !
(s)
(s − j)
= 22s−1ei
s−1∑
j=0
(i)2s−j−1
j !
(s)(s + 12 )
(s − j)(s − j + 12 )
= ei
s−1∑
j=0
(2i)2s−j−1
2j j !
(2s)
(2s − 2j) ,
where we have replaced j by s − 1 − j .
Then, if we put b2s ≡ (2)2s−1B2s/(2s)!, the sum (1.7) becomes
∞∑
s=1
B2s
(2s)!
G2s−1(; 2)
m2s−1
= ei
∞∑
s=1
b2s
(2m)2s−1
s−1∑
j=0
(2i)2s−j−1
2j j !
(2s)
(2s − 2j)
= ei
∞∑
j=0
(2m)−j
2j j !
∞∑
s=j+1
b2s(i	)2s−j−1
(2s)
(2s − 2j)
upon interchange of the order of summation, where we recall that the variable 	 is deﬁned in (3.1). From (3.6), the
inner sum can be expressed in terms of derivatives of the function f (	) introduced in (3.4) to yield
∞∑
s=1
B2s
(2s)!
G2s−1(; 2)
m2s−1
= e
i
2i
∞∑
j=0
1
(2im)j
	j f (2j)(	)
2j j ! , (A.1)
thereby establishing the form of the coefﬁcients Cj (2) in (4.1).
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Appendix B. The expansion of Tˆj () for large m
In this appendix we derive expansions when m is large for the coefﬁcient functions Tˆj () deﬁned by
Tˆj () =
∞∑
r=0
(i)r
r! j (), j () =
j (e)
j !(e − 1)j+1 −
1
j+1
, (B.1)
where  ≡ (r) = (1 + pr)/m and j are polynomials of degree j deﬁned in Section 5.
Let us introduce the generalised Bernoulli numbers by [6, p. 28; 9, 10, p. 4]
(
X
eX − 1
)
=
∞∑
s=0
B
()
s
s! X
s (|X|< 2), B()0 = 1, B(+1) = (−)! (B.2)
for positive integer; when=1 the superscript can be omitted.Then by partial fraction decomposition, the polynomials
j () in (5.4) can be shown to satisfy the identity (we omit the derivation)
j∑
s=0
(− 1)s B
(j+1)
s
s!
j−s()
(j − s)! = 1.
From this last result it follows that
j () = −j−1
⎧⎨
⎩
(

e − 1
)j+1
−
j∑
s=0
B
(j+1)
s
s! 
s
⎫⎬
⎭−
j∑
s=1
B
(j+1)
s
s! j−s().
The coefﬁcient functions Tˆj () in (B.1) can now be related to those with index 0, 1, . . . , j − 1 by
Tˆj () =
∞∑
r=0
(i)r
r!
⎧⎨
⎩
(

e − 1
)j+1
−
j∑
s=0
B
(j+1)
s
s! 
s
⎫⎬
⎭ −j−1 −
j∑
s=1
B
(j+1)
s
s! Tˆj−s(). (B.3)
If we substitute the expansion (B.2) and employ the functions Hs(;p) deﬁned in (5.9), we obtain formally the result
Tˆj () =
∞∑
s=1
B
(j+1)
s+j
(s + j)!
Hs−1(;p)
ms−1
−
j∑
s=1
B
(j+1)
s
s! Tˆj−s().
The expansion of Tˆj () can then be written as
Tˆj () =
∞∑
s=1
Ds,j
Hs−1(;p)
ms−1
, (B.4)
where the coefﬁcients Ds,j are deﬁned recursively by
Ds,j =
B
(j+1)
s+j
(s + j)! −
j∑
n=1
Ds,j−n
B
(j+1)
n
n! (s1, j0), (B.5)
where, as usual, the sum is interpreted as zero when j = 0. Then we ﬁnd, for example,
Ds,0 = Bs
s! , Ds,1 =
B
(2)
s+1
(s + 1)! + Ds,0, Ds,2 =
B
(3)
s+2
(s + 2)! +
3
2
Ds,1 − Ds,0
and so on, upon using the values B(2)1 = −1, B(3)1 = − 32 and B(3)2 = 2.
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A detailed numerical investigation reveals that the coefﬁcients Ds,j can be expressed as multiples of Bs+j /(s + j)!
in the form
Ds,j = (−)j ds,j Bs+j
(s + j)! , ds,j =
(
s + j − 1
j
)
(s1, j0). (B.6)
From this we observe that Ds,j = 0 for odd s + j > 1, with D1,0 = B1 = − 12 .
To establish the result (B.6), it will be sufﬁcient to show that
B
(j+1)
s+j
(s + j)! −
j∑
n=0
Ds,j−n
B
(j+1)
n
n! = 0 (j1)
obtained from (B.5). We now multiply each term in the above expression by Xs+j and, assuming |X|< 2 (with
X = 0), sum over s from 0 to ∞. The ﬁrst term yields
∞∑
s=0
B
(j+1)
s+j
(s + j)!X
s+j =
∞∑
s=j
B
(j+1)
s
s! X
s =
(
X
eX − 1
)j+1
−
j−1∑
n=0
B
(j+1)
n
n! X
n (B.7)
upon making use of (B.2). The second term combined with (B.6) yields
j∑
n=0
(−)n+j B
(j+1)
n
n! X
n
∞∑
s=0
(
s + j − n − 1
j − n
)
Bs+j−n
(s + j − n)!X
s+j−n
=
j∑
n=0
(−)n+j B
(j+1)
n X
n
n!(j − n)!
∞∑
s=1
(s − 1)(s − 2) . . . (s − j + n)Bs
s! X
s
=
j∑
n=0
(−)n+j B
(j+1)
n X
j+1
n!(j − n)! D
j−n
(
1
eX − 1
)
+
j−1∑
n=0
B
(j+1)
n
n! X
n
, (B.8)
where in the sum over s the product of factors is unity when n = j and D ≡ d/dX.
Collecting together (B.7) and (B.8), dividing by Xj+1 and introducing E ≡ (ex − 1)−1, we then ﬁnd
Lj ≡ Ej+1 + (−)
j+1
j !
j∑
n=0
(−)n
(
j
n
)
B
(j+1)
n D
j−nE
=Ej+1 + 1
j !
j+1∑
n=1
(−)nS(n)j+1Dn−1E = Ej+1 +
(−)j+1
j !
j∏
n=1
(D + n)E,
where we have employed the result for positive integer k [9, p. 568](
k − 1
n
)
B(k)n = S(k−n)k (0nk − 1)
that connects the generalised Bernoulli numbers with the Stirling numbers of the ﬁrst kind and used the fundamental
property satisﬁed by these latter numbers [1, p. 824]. Since it is easily seen that
j∏
n=1
(D + n)E = (−)j j !Ej+1
it then follows that Lj ≡ 0, thereby completing the proof. 
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