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We present a consistent δN formalism for curvature perturbations in anisotropic cosmological
backgrounds. We employ our δN formalism to calculate the power spectrum, the bispectrum and
the trispectrum in models of anisotropic inflation with the background gauge fields in Bianchi I
universe. Our results coincide exactly with the recent results obtained from in-in formalism. To
satisfy the observational constraints the anisotropies generated on power spectrum are kept small but
large orientation-dependent non-Gaussianities can be generated. We study the Suyama-Yamaguchi
inequality for the amplitudes of the bispectrum and the trispectrum in the presence of anisotropic
shapes.
I. INTRODUCTION
Recently there have been many interests in anisotropic inflation. This is partially motivated from the cosmological
observations indicating some statistical anisotropies on cosmic microwave background (CMB) [1]. Although the
statistical significance of the violation of statistical isotropy is not high [2, 3], but nonetheless the possibility of having
statistically anisotropic seed perturbations are intriguing. One useful method to quantify the statistical anisotropy
is to write the curvature perturbation power spectrum Pζ in Fourier space for mode ~k as [4] Pζ = P0(1 + g∗(kˆ.nˆ)2)
in which nˆ is the preferred direction in sky. Constraints from CMB and large scale structure indicate that |g∗| . 0.4
[5, 6].
The best method to generate anisotropic perturbations is to employ gauge fields during inflation. However, due to
conformal invariance of U(1) gauge fields in FRW background, the background gauge field energy density and their
perturbations will be quickly diluted during inflation. Therefore, one has to break conformal invariance such that
the gauge field energy density will not decay during inflation. One popular method is to consider a time-dependent
gauge kinetic coupling such that the U(1) action has the form ∆L = −f(φ)24 FµνFµν in which φ is the inflaton field
and Fµν is the U(1) gauge field strength. Furthermore, in order for the gauge field perturbations to be scale-invariant
one has to choose f(φ) ∝ a−2 in which a(t) is the scale factor. These models in the context of anisotropic inflation
and magneto-genesis were studied in great details in literature [7–42].
An interesting model of anisotropic inflation was proposed in [16] in which with f(φ) ∝ a−2 the inflationary system
admits an attractor solution in which the gauge field energy density, i.e. the electric field energy density, and the
metric anisotropy reaches a small but cosmologically observable level. The cosmological perturbations for this model
were studied in [43–48]. Similarly, the cosmological perturbation analysis for a different model of anisotropic inflation
[31] involving a complex inflaton field charged under the U(1) gauge field were performed in [49]. These analysis are
based on standard in-in formalism which proved technically difficult due to anisotropic background. On the other
hand, experiences with δN formalism [50–57] in models of inflation with scalar fields showed that δN analysis are
technically much easier to handle when calculating the curvature perturbations and their correlations such as power
spectrum and bispectrum. This is specially the case for models in which there are not much interactions when the
modes of interest leave the horizon and physically interesting effects, such as non-Gaussianities, originate from local
type interactions once the modes are outside the horizon. Therefore it will be very helpful to extend the standard δN
formalism [50–56] to models of anisotropic backgrounds such as [16]. This is one of our main goal in this work. The
applications of δN in models with vector fields were also studied in [58, 59].
There have been works in the literature employing the conventional δN formalism for the models containing vector
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2or gauge fields but the effects of anisotropic background were not taken into account, i.e. the gauge field is treated on
the same footing as the scalar fields in an FRW background. In this work we present a consistent δN formalism for
anisotropic backgrounds such as in [16] in which the background metric is in the form of Bianchi I. After presenting
our δN formalism we calculate the power spectrum and reproduce exactly the results in [45, 48]. We also calculate
the bispectrum which coincides exactly with the results of [48].
Planck is expected to release its data soon. Any detection or otherwise of primordial non-Gaussianities from
Planck will have significant implications for inflationary model buildings. Simple models of inflation predict almost
scale-invariant and almost Gaussian perturbations. Therefore, any detection of primordial non-Gaussianity will go a
long way to rule out or classify different inflationary scenarios. Non-Gaussianity may take different shapes in different
models, for a review see [60, 61]. In models of inflation based on scalar fields the shapes of Bispectrum and Trispectrum
are statistically isotropic. However, in models of anisotropic inflation, one obtains new shapes which are anisotropic.
As an important consistency condition for single field inflation, a detection of local form bispectrum in the squeezed
limit can rule out all single field models of inflation provided the system reaches the attractor solution [62, 63] so one
can neglect the evolution of curvature perturbations on super-horizon scales and the curvature perturbations have
the initial Bunch-Davies vacuum state [64, 65]. As a different consistency condition, the Suyama-Yamaguchi (SY)
inequality [66], [67], [68, 69] between the amplitude of the Bispectrum in the squeezed limit, fNL, and the amplitude of
the trispectrum in the collapsed limit, τNL, are expected to hold generally in models of inflation based on scalar fields.
It is an interesting question to see if the SY inequality holds when the primordial perturbations are not statistically
isotropic. We will study this question in the context of anisotropic inflation.
The rest of the paper is organized as follows. In Section II we present our δN formalism. In Section III we
study a model of anisotropic inflation which provides a non-trivial set up to employ our δN formalism. In Section
IV we present the bispectrum and the trispectrum analysis for the anisotropic inflation model and study the SY
inequality. The conclusion and discussions are given in Section V. We relegates some technical details into Appendices.
Note added: While this work was in its final stages the paper [70] appeared which has overlaps in Bispectrum
and Trispectrum analysis in Section IV with this work.
II. δN FORMALISM FOR ANISOTROPIC BACKGROUNDS
In this section we extend the δN formalism [50–57] to anisotropic backgrounds. First we present the background
fields equations. After presenting the general metric perturbations, we look into the fields equations using a gradient
expansion method, which is an expansion in ǫ defined via
ǫ ≡ k
aH
, (2.1)
in which k represents the wave number in Fourier space. We demonstrate that the separate universe picture works,
that is, in the limit ǫ≪ 1 the background fields equations are locally hold inside each homogenized patch. This proof
is valid to all order in perturbation theory.
A. Background Equations
Our background is the Bianchi I metric with the scale factors a1(t), a2(t) and a3(t)
ds2 = −dt2 + a1(t)2dx2 + a2(t)2dy2 + a3(t)2dz2 . (2.2)
We adopt the notations used in [71] in which
Hi(t) =
a˙i
ai
, H ≡ 1
3
3∑
i=1
Hi , (2.3)
in which Hi is the Hubble expansion rate for the i-th spatial direction, i = 1, 2, 3 and a dot indicates the derivative
with respect to t.
3The components of background Ricci tensor are
R00 = 3H˙ +
∑
k
H2k (2.4)
R0i = 0 (2.5)
Rij = δ
i
j
(
H˙i + 3HHi
)
. (2.6)
The background Ricci scalar is
R = 6H˙ + 18H2 −
∑
k>k′
HkHk′ . (2.7)
To solve the Einstein fields equations we have to specify our energy momentum tensor. The general energy momentum
tensor Tµν for an imperfect fluid has the form [72]
Tµν = (ρ+ p)uµ uν + p gµν + qµ uν + uµ qν + πµν (2.8)
supplemented with the following conditions
qµ u
µ = 0 , πµµ = 0 , πµν = πνµ , πµν u
ν = 0 ,
where uµ is the fluid’s four-vector velocity, ρ is the relativistic energy density, p is the isotropic pressure, πµν is the
trace-free anisotropic pressure (stress) and qµ usually is referred to as “heat conduction”, which is also the energy
flux relative to uµ.
The special case of a perfect fluid is identified with πµν = q
µ = 0 so we recover the standard form of Tµν for the
perfect fluid
Tµν = (ρ+ p)uµ uν + p gµν (perfect fluid) . (2.9)
For the comoving coordinate associated with the fluid we have
uµ = (1,~0) , uµ = (−1,~0), (2.10)
so the Einstein equations can be read as
3H2 ≡
∑
i>j
H¯jH¯j =
ρ¯
M2P
(2.11)
T¯ 0i = q¯i = 0 (2.12)
M2P
˙¯Hi = −3M2P H¯H¯i +
1
2
(ρ¯− p¯) + π¯ii (2.13)
Here we have used the convention that H¯i represents the background Hubble expansion rates while ρ¯, p¯ and so on
represent the background fluid’s properties. We also defined H as the effective Hubble expansion rate appearing in
Friedmann equation, Eq. (2.11). Note, H here should not be confused with the Hubble expansion rate defined for
conformal time usually used in literature.
Finally, the energy conservation equation uµ∇νT µν = 0 results in
− uµ∇νT µν = ˙¯ρ+ 3H(ρ¯+ p¯) + H¯j π¯ijδji = 0. (2.14)
in which again we have H¯ =
∑
i H¯i/3.
Note that, in this model, the Hubble parameter appearing in (0, 0) component of Einstein equation, H, and the
Hubble parameter appearing in continuity equation, H¯, are not equal. The difference between them is given by
H¯2 −H2
H¯2
=
1
6
∑
(H¯ − H¯i)2
H¯2
. (2.15)
As a result H¯ > H.
41. Example: U(1) gauge fields in an expanding background
As an example of non-perfect fluid with anisotropic pressure and heat conduction, consider the standard U(1) gauge
field theory in an expanding background. This theory will be the base of anisotropic inflation in next section. The
action is Lem = −FµνFµν/4 in which Fµν = ∂µAν − ∂νAµ is the field strength associated with the U(1) gauge field
Aµ.
The electric field, Eµ, and the magnetic field, Hµ, are given by,
Eµ = Fµνu
ν (2.16)
and
Hρ =
1
2
ηρµνσu
µF νσ . (2.17)
The electromagnetic energy-momentum tensor, T µνem, is
T µνem = F
σµF νσ −
1
4
gµνFσρF
σρ . (2.18)
For an observer comoving with the fluid T µνem can be written as [73]
T µνem =
1
2
(
E2 +H2
)
uµuν +
1
6
(
E2 +H2
)
hµν + 2u(µην)αβγuαEβHγ + π
µν , (2.19)
where ηµναβ is the four-dimensional totally antisymmetric volume element (η0123 =
√− det g), hµν = gµν + uµuν is
the projection matrix, E2 = EµE
µ and H2 = HµH
µ, respectively, are the magnitudes of the electric and the magnetic
fields and πµν is a traceless and space-like symmetric tensor given by
πµνem =
1
3
(
E2 +H2
)
hµν − EµEν −HµHν . (2.20)
Eq. (2.19) can be compared with the energy momentum tensor for a generic imperfect fluid defined in Eq. (2.8) which
yields
ρem =
1
2
(
E2 +H2
)
, (2.21)
pem =
1
6
(
E2 +H2
)
, (2.22)
qµem = η
µναβuνEαHβ , (2.23)
πµν = πµνem. (2.24)
B. Perturbations
Let us now consider the fields equations with perturbations. In our δN analysis we adopt the notation used in
[56]. The order of spatial derivative or the so-called gradient expansion is denoted by ǫ = k/aH while the order of
smallness of perturbations are denoted by δ. In principle, one has to consider different gradient expansion parameters
ǫi for different directions ǫi = k/aiHi. However, to simplify the analysis we assume ǫi ∼ ǫ so there is no hierarchy for
gradient expansions along different directions.
We use the standard ADM formalism for the metric decomposition as follows
ds2 = −dN 2 + γij
(
dxi + βidt
) (
dxj + βjdt
)
, (2.25)
in which N is the lapse function, βi are the shift vectors, and γij represent the spatial three-dimensional metric. The
spatial indices i = 1, 2, 3 are raised or lowered by the spatial metric γij . Furthermore, we decompose the spatial metric
as follows
γij = ai(t)aj(t)e
ψi(x,t)+ψj(x,t)γ˜ij , (2.26)
5where ai(t) is the average scale factor for the i-th spatial direction and ψi(x, t) are equivalent to curvature perturbation
ψ in the isotropic limit. In linear perturbation theory βi, ψi and γ˜ij are small perturbations at the order O(δ) with
δ ≪ 1. But in our analysis below, we do not use the assumption that δ ≪ 1 so our analysis are valid to all order in
perturbation theory.
Note that in general Bianchi Type-I model we considered here there is no spatial symmetry so all physical degrees
of freedom are in the form of scalar perturbations, encoded in N , βi, ψi and γ˜ij , i 6= j and there is no vector or tensor
perturbations.
An important step in dealing with the gradient expansion ordering of Einstein equations is the order of the shift
functions βi. We note that at the background level βi = 0. As a result one expects that the background metric should
be valid globally in the limit ǫ→ 0 and, as employed in [52], one can assume
βi = O(ǫ). (2.27)
The ordering of βi in Eq. (2.27) was also obtained in [56] with the assumption that the anisotropic pressure is first
order in gradient expansion. We look into ordering of βi more rigorously in Appendix B and verify Eq. (2.27).
Furthermore, as we demonstrated in Appendix C, it can be shown that the non-diagonal spatial metric components,
γij , to all orders in perturbations theory are also at the first order of gradient expansion
γi6=j = O(ǫ) . (2.28)
Now we have all the necessary materials for performing the gradient expansion analysis for the Einstein equations.
Here we emphasis that the following expansions are valid to the first order of gradient expansion ǫ but to all orders
of perturbations δ.
The (0, 0) component of perturbed Einstein tensor is
G00 =
−1
N 2
∑
i>j
(H¯i + ψ˙i)(H¯j + ψ˙j) +O(ǫ2) (2.29)
Combining Eq. (2.29) with the background (0, 0) component equation, Eq. (2.11), yields
−M2P
N 2
∑
i>j
(H¯i + ψ˙i)(H¯j + ψ˙j) = ρ(x, t) +O(ǫ
2) (2.30)
Locally, as a function of (x, t), the above equation takes the form
3M2PH2(x, t) = ρ(x, t) +O(ǫ2), (2.31)
in which
H2(x, t) ≡ 1
3
∑
i>j
Hi(x, t)Hj(x, t) , (2.32)
with the following generalization of local Hubble expansion parameter Hi(x, t)
Hi(x, t) ≡ H¯i(t) + ψ˙i(x, t)N . (2.33)
As a result one can readily associate the average local Hubble expansion rate H(x, t) as
H(x, t) ≡ 1
3
∑
i
Hi(x, t) =
H¯(t) + 13
∑
i ψ˙i(x, t)
N (2.34)
in which the background average Hubble expansion rate H¯ is H¯ =
∑
i H¯i/3.
Now we look at the energy conservation equation in its contracted form uµ∇νT µν = 0. At the background level the
energy conservation equation is given by Eq. (2.14). Defining the fluid’s proper time τ via ddτ = u
µ∇µ ≃ 1N ddt+O(ǫ2),
the perturbed energy conservation equation is
dρ(x, t)
dτ
+ 3H(x, t) (ρ(x, t) + p(x, t)) +
[
−uµ d
dτ
qµ +∇µqµ − uµ∇νπµν
]
= O(ǫ2) , (2.35)
6in which H(x, t) is the average local Hubble expansion rate defined in Eq. (2.34). By using Eq. (B20) and (B18) the
above equation takes the following simple local form
dρ(x, t)
dτ
+ 3H(x, t) ( ρ(x, t) + p(x, t) ) +
∑
i
πii(x, t)Hi(x, t) = O(ǫ2) . (2.36)
in which πii(x, t) = π¯
i
i + δπ
i
i(x, t) to all orders in perturbations.
So again we conclude that our separate universe recipe works and it is enough to replace any background function
f(t) by its local form f(x, t) and also using new local directional Hubble parameters Hi(x, t). Our prescription will
be satisfactory if we can also check the (i = j) components of Einstein equations which are identical to the dynamical
equations of πii . The diagonal spatial components of Ricci tensor can be read as
Rii =
dHi(x, t)
dτ
+ 3H(x, t)Hi(x, t) +O(ǫ2) , (2.37)
so the (i = j) components of Einstein equation simply modifies the corresponding background equation, Eq. (2.13),
as follows (for the off-diagonal components of Einstein equation see Appendix C)
M2P
dHi(x, t)
dτ
= −3M2PH(x, t)Hi(x, t) +
1
2
(ρ(x, t)− p(x, t)) + πii(x, t) (2.38)
Now we have a complete set of local fields equations, Eq. (2.31), Eq. (2.36) and Eq. (2.38), mimicking the
corresponding background equations, Eq. (2.11), Eq. (2.14) and Eq. (2.13), with the local Hubble parameters
Hi(x, t) defined in Eq. (2.33). We emphasize again that this set of equations are valid to all order in perturbations δ
but to the first order of gradient expansion ǫ.
The separate Universe approach discussion is now complete. The δN formalism is also at hand noting that from
the equations above one has
Ni(x, t1, t2) ≡
∫ t2
t1
Hi(x, t)Ndt =
∫ t2
t1
H¯idt+
∫ t2
t1
ψ˙idt (2.39)
So one readily finds
Ni(x, t1, t2)− N¯i(t) = ψi(t2)− ψi(t1) (2.40)
Now defining the average expansion by
N(x, t1, t2) =
1
3
∑
i
Ni(x, t1, t2) =
∫ t2
t1
H(x, t)Ndt (2.41)
one obtains
δN(x, t1, t2) = N(x, t1, t2)− N¯(t) = ψ(t2)− ψ(t1) (2.42)
in which ψ(x, t) is defined as the average of ψ
ψ(x, t) ≡ 1
3
∑
i
ψi(x, t) . (2.43)
We are interested in curvature perturbation on surface of constant energy density. As was demonstrated in Appendix
A, the curvature perturbation ζ defined in Eq. (A9) via
− ζ = ψ − H
ρ˙
δρ , (2.44)
is gauge invariant. But this definition just works to the first order in perturbations δ. The definition of ζ to all orders
of perturbation theory can be found in [52]. However, as it is shown below, we calculate δN on the surface of uniform
energy density so the definition of ζ to nonlinear orders is irrelevant for our purpose.
The relation between ζ and δN therefore is
ζ(x, t) = δN(x, ti, tf ) , (2.45)
7in which the initial surface is a flat surface ψ = 0 and the final surface should be a uniform energy density surface
δρ = 0.
Here a comment is in order. The diagonal components of the anisotropic pressure, δπii (no sum over i), are non-zero
at the background level so their perturbations are expected to play some roles in the curvature perturbation analysis.
However, the non-diagonal spatial components of anisotropic pressure and the heat conduction terms are absent at
the background level so their perturbations will dilute quickly. The diagonal anisotropic pressure plays two different
roles in the curvature perturbation analysis, a direct effect and an indirect effect. The direct effect can be seen from
the continuity equation, Eq. (2.36), in which δπii contributes to the Hubble expansion rate. This effect, by using
Eq.(2.36), can be quantified as follows
N(x, ti, tf ) =
∫ tf
ti
H(x, t)dτ = −1
3
∫ tf
ti
dt
ρ˙(x, t)
ρ(x, t) + p(x, t)
− 1
3
∫ tf
ti
dtQ(x, t) , (2.46)
in which Q(x, t) is defined as
Q(x, t) =
N
ρ+ p
[
−uµ d
dτ
qµ +∇µqµ − uµ∇νπµν
]
=
N (x, t)
ρ(x, t) + p(x, t)
∑
i
Hi(x, t)π
i
i(x, t) +O(ǫ2). (2.47)
The above equation shows that the diagonal anisotropic pressure components δπii contributes to δN through their
effect on continuity equation as captured by the term containing Q in Eq. (2.46).
The indirect effect of anisotropic pressure is more subtle and sometimes can be more important than the contri-
bution from the term containing Q above. This effect can be understood as the back-reactions of fields responsible
for anisotropic pressure on the dynamics of other background fields such as the inflaton field. The δN formalism
automatically includes this indirect effect. We will see this effect in next section in application of our δN formalism
for models of anisotropic inflation.
III. ANISOTROPIC INFLATION
In this section we present the model of anisotropic inflation with a U(1) gauge field originally presented in [45]
which provide a non-trivial setup to employ our δN formalism.
The action is given by
S =
∫
d4x
√−g
[
M2P
2
R− 1
2
∂µφ∂
µφ− f
2(φ)
4
FµνF
µν − V (φ)
]
(3.1)
in which φ is the inflaton field and Fµν = ∂µAν − ∂νAµ is the field strength associated with the U(1) gauge field Aµ.
To employ the δN formalism, as usual we need to have a good control of the background dynamics. We assume
that the gauge field has a non-zero classical value along the x-direction so Aµ = (0, Ax(t), 0, 0). As a result, the
background space-time is in the form of Bianchi I Universe with the metric
ds2 = −dt2 + e2α(t)
(
e−4σ(t)dx2 + e2σ(t)(dy2 + dz2)
)
= −dt2 + a(t)2dx2 + b(t)2(dy2 + dz2) (3.2)
In this view H ≡ α˙ is the average Hubble expansion rate, Ha ≡ a˙/a and Hb ≡ b˙/b are the expansion rates along the
spatial directions x and y and σ˙/H ≡ (Hb −Ha)/H is a measure of anisotropic expansion.
8A. The background dynamics
The fields equations are given by
∂t
(
f2(φ)eα+4σA˙x
)
= 0 (3.3)
φ¨+ 3α˙φ˙+ Vφ − f(φ)f,φ(φ)A˙2xe−2α+4σ = 0 (3.4)
1
2
φ˙2 + V (φ) +
1
2
f2(φ)A˙2xe
−2α+4σ = 3M2P
(
α˙2 − σ˙2) (3.5)
V (φ) +
1
6
f2(φ)A˙2xe
−2α+4σ = M2P
(
α¨+ 3α˙2
)
(3.6)
1
3
f2(φ)A˙2xe
−2α+4σ = M2P (3α˙σ˙ + σ¨) , (3.7)
in which a dot indicates derivative with respect to t.
The equation of motion for Ax (the Maxwell equation) is easily solved as
A˙x = f(φ)
−2e−α(t)−4σ(t)pA , (3.8)
where pA is a constant of integration.
We are interested in the small anisotropy limit, |σ˙/H | ≪ 1, so the background expansion is mainly supported by
the isotropic potential term as in conventional models of inflation. In order for the anisotropy to be small, we demand
that R≪ 1 in which
R ≡ A˙
2f(φ)2e−2α
2V
. (3.9)
In this view R measures the ratio of the electric field energy density, ρem, associated with the gauge field to the total
potential energy density. Therefore, to have small anisotropies, we require ρem ≪ V .
Although the anisotropy is small, R ≪ 1, so the Hubble expansion rate in modified Friedmann equation (3.5) is
mainly dominated by the isotropic potential term, but the back-reactions of the gauge field on the inflaton field induce
an effective mass for the inflaton as given by the last term in Eq. (3.4). This in turn will affect the dynamics of the
inflaton field. As shown in [16] with the appropriate form of f(φ) the the system reaches an attractor solution in
which R reaches a subdominant but nearly constant value. For R to be constant, we need f(φ) ∝ an with n ≃ −2.
Indeed, the background expansion is given by
a ∝ exp
[
−
∫
dφ
V
Vφ
]
. (3.10)
So if one chooses
f ∝ exp
[
−n
∫
dφ
V
Vφ
]
(3.11)
this yields f ∝ an. The exact form of f therefore depends on V (φ). For the chaotic potential used in [16] we have
V =
1
2
m2φ2 → f(φ) = exp
(
cφ2
2M2P
)
(3.12)
with c a constant very close to unity. In our discussion below we take the form of f , in terms of a = eα, to be
f =
(
a
af
)−2c
≃
(
η
ηe
)2c
, (3.13)
in which ae and ηe represent the value of the scale factor and the conformal time at the end of inflation.
As shown in [16] the system reaches the attractor solution in which R is given by
R =
c− 1
2c
ǫH =
1
2
IǫH , (3.14)
9where we have defined I ≡ c−1c and ǫH ≡ H˙/H is the slow-roll parameter. Combined with the definition of R in Eq.
(3.9) we obtain
A˙2f2e−2α = I ǫHV . (3.15)
As we shall see below, this equation will be the key equation to find δN in terms of δφ and δA˙.
Furthermore the anisotropy in expansion is given by
σ˙
α˙
≃ IǫH
3
. (3.16)
During the attractor phase the inflaton evolution is given by
M−2P
dφ
dα
≃ −Vφ
V
+
c− 1
c
Vφ
V
. (3.17)
Interestingly, this means that the back-reactions of the gauge field on the inflation field change the effective mass of
the inflaton field as given by the second term above.
Using Eq. (3.12) in Eq. (3.17) results in the following equation
φ2e − φ2 = 4M2Pα(1− I) (3.18)
in which φe is the value of φ at the end of inflation. We choose the convention such that αe = 0, so during inflation
α < 0. Eq. (3.18) clearly shows the effect of the gauge field back-reactions on the evolution of the inflaton field. The
fact that the evolution of the inflaton field is affected by the gauge field, as given by the correction factor (1 − I) in
Eq. (3.18) is the key to calculate δN in the presence of gauge field. In passing, we comment that in the previous
applications of δN in the literature for models with the gauge fields, this important effect is not taken into account. In
other words, δN in these papers have been written with treating δAµ in the same footing as δφ in an FRW background
without taking into account the back-reactions of the gauge field in the evolution of inflaton field and in the dynamics
of the anisotropic background.
In connection with our discussion in previous section the energy density, pressure, momentum density and stress
associated with the electro-magnetic field are given by
ρem =
1
2
(
E2 +B2
)
=
3
2
IǫHH
2, (3.19)
pem =
1
6
(
E2 +B2
)
=
1
2
IǫHH
2, (3.20)
qiem = η
ijkqujEkBq = 0, (3.21)
(3.22)
and
πνµ =
 0 0 0 00 −2IǫHH2 0 00 0 IǫHH2 0
0 0 0 IǫHH
2
 . (3.23)
Plugging the value of ρem into definition of R and using the attractor value Eq. (3.14) we obtains ρem ≃ RV as
advertised before. Also Eq. (3.19) indicates that E =
√
3IǫHH and B = 0.
B. δN in anisotropic inflation
Our goal here is to calculate the curvature perturbations in this model by employing our δN formalism. As we
argued before the contribution of the gauge field into the Hubble expansion rate and total energy density is sub-
dominant. This means that the surface of end of inflation is controlled only by the inflaton field. However, the gauge
field plays an important role in Klein-Gordon equation and in the evolution of the inflaton field as can be seen in
Eq.(3.18).
Perturbing Eq.(3.18) we have,
2φδφ = −4δN + 4NδI . (3.24)
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As a result
δN = −1
2
φδφ +NδI . (3.25)
Note that, in order to connect to the standard notation we made the replacement α → N so δα = δN from now on.
Also note that R is related to I by Eq. (3.14) so by δI, we actually mean δ(R/ǫ). Since it is easier to work with δI
than δR, we use δI from now on.
The first term in Eq. (3.25) is the contribution of the inflaton field, while the second term is due to the back-reaction
of the gauge field on the inflaton dynamics. Also by perturbing Eq. (3.15) we have
ǫHδI = −12RδN + 4RδA˙x
A˙x
(3.26)
Now combining Eq. (3.25) and Eq. (3.26) we have(
1 +
12RN
ǫH
)
δN = − φ
2M2P
δφ+
4RN
ǫH
δA˙x
A˙x
(3.27)
Now using Eq. (3.14) we have RN/ǫH ∼ IN . As we shall see, we require NI ≪ 1 in order not to produce too much
anisotropy in power spectrum so we can neglect the second term in the left hand side of Eq. (3.27) and
δN ≃ − φ
2M2P
δφ+ 2IN
δA˙x
A˙
. (3.28)
This is our result for δN to linear order in terms of δφ and δA˙. Interestingly, since in this model the leading
contribution into the anisotropic power spectrum comes from the electric field instead of the magnetic field, we see
that in δN only δA˙ and not δA appears. This should be compared with the conventional models of δN involving
scalar fields φI in which δφI and not ∂tδφI appears. This is because for light scalar fields δφ˙I become negligible on
super-horizon scales once the attractor solution has been reached.
To calculate the power spectrum and the higher order correlations, we have to know the behavior of δA˙x
A˙
outside
the horizon. For this purpose, we have to solve the mode function for δAi with the initial Bunch-Davies vacuum deep
inside the horizon. As shown in [48] the canonically normalized gauge field quantum fluctuations are given by
δAi =
∑
λ=±
∫
d3k
(2π)3/2
ei
−→
k .−→x~ǫλ(k)
V̂i
f
, (3.29)
in which
V̂ = aλ(
−→
k )Vλ(k) + a
†
λ(−
−→
k )V ∗λ (k) . (3.30)
Here aλ(
−→
k ) and a†λ(
−→
k ) represent the annihilation and the creation operators and ǫλ for λ = ± represents the
circular polarization with the properties ~k .~ǫ±(~k) = 0 , ~k × ~ǫ±(~k) = ∓ik~ǫ±(~k) ,~ǫλ(−~k) = ~ǫλ (~k)∗, normalized via
~ǫλ(~k) .~ǫλ′(~k
′) = δλλ′ and ∑
λ
ǫλ,i(~k)ǫ
∗
λ,j(
~k) = δij − kˆikˆj . (3.31)
The mode functions satisfy the evolution equation
Vλ(k)
′′ +
(
k2 − f
′′
f
)
Vλ(k) = 0 , (3.32)
where the prime denotes the derivative with respect to conformal time dη = dt/a(t). For f given in Eq. (3.13) the
normalized gauge field mode function is the same as that of a massless scalar field in dS space with
Vλ(k) ≃ 1 + ikη√
2k3/2η
e−ikη . (3.33)
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Using this form of the wave function and the attractor solution Eq. (3.15) one can easily show that on super-horizon
scales
δ ~˙A
A˙
=
∑
λ
~ǫλ
√
3H√
2IǫHk3
(k > aH) (3.34)
In particular, we see that on super-horizon scale, δAx/A˙x is a constant.
Now we are in the position to calculate the total effect of the gauge field in curvature perturbation ζ. From Eq.
(2.46) and Eq. (3.28) we see that there are two different terms that encode the contributions of the gauge field in
ζ. Eq. (3.28) encodes the indirect effects of the gauge field on δN originating from its back-reaction on inflaton field
dynamics. However, the direct contribution of the gauge field in δN is encoded in term Q in Eq. (2.46). As we shall
prove below, the contribution from the Q term in the curvature perturbation is negligible and the leading contribution
of the gauge field in curvature perturbation is from its back-reaction effects in Eq. (3.28).
Calculating Q from Eq. (2.47) yields (note that in this model qµ is proportional to the product of the electric and
magnetic fields and since in this model the magnetic field is zero therefore there is no correction from qµ)
Q =
1
(ρ+ p)
(
Haπ
1
1 + 2Hbπ
2
2
)
=
2H2
(ρ+ p)
(Hb −Ha) IǫH
= I2HǫH , (3.35)
where we have used (ρ+ p) ≃ φ˙2 = 2H2ǫH and Hb −Ha = HIǫH from Eq. (3.16).
Perturbing Eq. (3.35), we have
δQ = 2IHǫHδI
= 2IH
(
−12RδN + 4RδA˙x
A˙
)
. (3.36)
Now integrating Eq. (3.36) over t we have,∫ t2
t1
δQdt =
∫ t2
t1
2HI
(
−12RδN + 4RδA˙x
A˙
)
dt
= 2IN
(
−12RδN + 4RδA˙x
A˙
)
(3.37)
To perform this integral, we have assumed hat H and R are nearly constant in the slow-roll approximation. Further-
more, δA˙x/A˙x is also nearly constant as can be seen from Eq. (3.34).
Eq. (3.37) indicates that the contribution of Q in δN is at the order of INR ∼ NI2. However, as we shall see, in
order not to produce too much anisotropy we require IN2 < 1 so NI2 ≪ 1 and we can safely neglect the contribution
of Q in δN .
In conclusion, the only contribution of the gauge field in curvature perturbations comes in δN as given by the
second term in Eq. (3.28). As a result we have
ζ = δN
= − φ
2M2P
δφ+ 2IN
δA˙x
A˙
. (3.38)
We are interested in curvature perturbation power spectrum Pζ defined via
〈ζˆ~k1 ζˆ~k2〉 = (2π)3δ3(~k1 + ~k2)Pζ(~k1) , Pζ(~k) =
k31
2π2
Pζ(~k) . (3.39)
We decompose the power spectrum into the isotropic part, P0, coming from the δφ contribution in Eq. (3.38) and
the anisotropic power spectrum, ∆P , coming from δA˙ in Eq. (3.38)
Pζ ≡ P0 +∆P . (3.40)
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As usual the isotropic power spectrum is given by
P0 = H
2
8π2M2P ǫH
. (3.41)
To calculate the anisotropic power spectrum we note that δφ and δA˙ are mutually uncorrelated so 〈δφδA˙〉|∗ = 0. As
a results
∆P = k
3
1
2π2
4I2N2
〈
δA˙x(k1)
Ax
δA˙x(k2)
Ax
〉
=
k31
2π2
6IH2
ǫHk31
N2 sin2 θ
= 24 IN2P0 sin2 θ (3.42)
in which the angle θ is defined via cos θ = nˆ.kˆ. Now comparing this with the anisotropy factor g∗ defined via
Pζ(~k) = P0
(
1 + g∗(kˆ.nˆ)
2
)
. (3.43)
we obtained
g∗ = −24IN2 (3.44)
Very interestingly this is the result obtained in [45, 48] using the standard in-in formalism. The advantage of using
δN formalism is that we only needed to use the background attractor solutions with the information about δA˙ at
the time of horizon crossing. This should be compared with the tedious analysis employed in [45, 48, 49] using in-in
formalism to calculate ∆P . Physically, one expects that the δN method to be applicable in this model. The reason
is that all the dynamics between the inflaton field and the gauge field are in the form of local interactions and the
dynamics of modes are trivial inside the horizon and at the time of horizon crossing.
As mentioned in [45, 48], in order to satisfy the observational bound |g∗| < 0.3, and taking N = 60 to solve the
horizon and the flatness problems, we require I < 10−6. As a result c is very close to unity and R≪ 1 as advertised
before.
As emphasized in [48] if one allows N to be too large then the accumulative anisotropies produced from the IR
modes can become too large. Therefore, the total number of e-foldings should not be too large in this model.
IV. BISPECTRUM AND TRISPECTRUM
In this section we calculate the bispectrum and the trispectrum in the anisotropic inflation model studied in previous
section using our δN method and compare the results with the corresponding results in [48] and [70] obtained from
the standard in-in formalism. As we shell see the results for bispectrum and the trispectrum are in exact agreements.
As usual, in order to calculate the bispectrum and the trispectrum in δN formalism, we have to expand δN to
higher orders in perturbations. The expansion of δN to linear order is given in previous section in Eq. (3.38). Here
we generalize it to second order. To this purpose, we perturb the attractor solution Eq. (3.15) to second order in
fields perturbations
δI
I
=
2f,φ
f
δφ+
2δA˙x
A˙
+
[(
f,φ
f
)2
+
f,φφ
f
]
δφ2 +
(
δA˙
A˙
)2
+
4f,φ
f
δA˙x
A˙
δφ
− 2δN
(
1 +
2f,φ
f
δφ+
2δA˙x
A˙
)
+ 2δN2 . (4.1)
This formula gives a relation between δI, δN and different powers of δφ and δA˙. On the other hand, Eq. (3.25) from
the perturbation of the evolution of φ(α) gives a relation between δI, δN and δφ which is valid to all orders in δI and
δN . Now plugging back Eq.(4.1) into Eq.(3.25) and keeping the leading corrections from I ≪ 1 we obtain
δN = Nφδφ+NA˙δA˙+
Nφφ
2
δφ2 +
NA˙A˙
2
δA˙2 +NφA˙δφδA˙x (4.2)
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in which to leading order in I
Nφ ≃ − φ
2M2P
, Nφφ ≃
2f2,φ
f2
+
2f,φφ
f
+
φ2
M4P
+
4φ
M2P
f,φ
f
(4.3)
and
N,A˙ ≃
2IN
A˙
, N,A˙A˙ ≃
2IN
A˙2
, N,φA˙ ≃
4IN
A˙
fφ
f
(4.4)
Having calculated δN to second order in Eq. (4.2), we can calculate the bispectrum Bζ(~k1, ~k2, ~k3) defined via
〈ζ(~k1)ζ(~k2)ζ(~k3)〉 ≡ (2π)3 δ3
(
~k1 + ~k2 + ~k3
)
Bζ(~k1, ~k2, ~k3) (4.5)
There are three contributions into bispectrum; (a): N,φφN,φN,φ〈δφ4〉, (b): N,A˙A˙N,A˙N,A˙〈δA˙4〉 and (c):
N,φA˙N,φN,A˙〈δφ2δA˙2〉. The term (a) is the one expected from scalar field theory and is very small. The term
(b) is purely from the gauge field while the term (c) is from the mixing of inflaton and the gauge field. One expects
that the contribution of term (c) to be sub-leading as compared to the contribution of the term (b). Indeed, a direct
analysis shows that the ratio of (b) to (c) is N so for N ∼ 60 one can safely neglect the contribution from the term
(c). In conclusion, the leading contribution to the bispectrum comes from 〈δA˙4〉 and
〈ζ(k1)ζ(k2)ζ(k3)〉 ≃ 1
2
N,A˙A˙(k1)N,A˙(k2)N,A˙(k3)
∫
d3p
(2π)3
〈δA˙x(~k1)δA˙x(~k2)δA˙i(~p)δA˙i(~k3 − ~p)〉+ 2perm.
= 4I3N(k1)N(k2)N(k3)
∫
d3p
(2π)3
〈δA˙x(~k1)δA˙x(~k2)δA˙i(~p)δA˙i(~k3 − ~p)〉+ 2perm. (4.6)
in which N(ki) represents the time when the mode ki leaves the horizon. Now in the Coulomb gauge A0 = 0, the
gauge field perturbations δAi(~k) are given by [48]
δ ~˙A
A˙
|tk =
∑
λ
~ǫλ
√
3H√
2IǫHk3
(4.7)
Plugging these in Eq. (4.6) yields
〈ζ(k1)ζ(k2)ζ(k3)〉 ≃ 288IN(k1)N(k2)N(k3)
(
C(~k1, ~k2)P0(k1)P0(k2) + 2perm.
)
(2π)
3
δ3
(
~k1 + ~k2 + ~k3
)
, (4.8)
in which the momentum shape function C(~k1, ~k2) is defined via
C(~k1, ~k2) ≡
(
1− (k̂1.n̂)2 − (k̂2.n̂)2 + (k̂1.n̂) (k̂2.n̂) (k̂1.k̂2)
)
(4.9)
To obtain Eq. (4.8) we have used P0(k1) =
H2
4k3
1
ǫHM2P
for the isotropic power spectrum and
〈δA˙i(
~k1)
A˙
δA˙j(~k2)
A˙
〉 = 3H
2
2IǫHk3M2P
(
δij − k̂1ik̂1j
)
(2π)
3
δ3
(
~k1 + ~k2
)
(4.10)
Using Eq. (4.8), one can calculate the bispectrum as
Bζ(~k1, ~k2, ~k3) = 288IN(k1)N(k2)N(k3)
(
C(~k1, ~k2)P0(k1)P0(k2) + 2perm.
)
(4.11)
This completes our results for the bispectrum. As expected, the shape of the bispectrum is anisotropic. Very
interestingly our formula Eq. (4.8) and Eq. (4.11) agree exactly with the result of [48] obtained using the standard
in-in formalism.
To calculate fNL we go to the squeezed limit k1 ≪ k2 ≃ k3 in which
fNL(~k1, ~k2, ~k3) = lim
k1→0
5
12
Bζ(~k1, ~k2, ~k3)
Pζ(k1)P(k2)
. (4.12)
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In this limit we get
fNL = 240IN(k1)N(k2)
2C(~k1, ~k2) (k1 ≪ k2 ≃ k3) (4.13)
≃ 10N |g∗|C(~k1, ~k2) (4.14)
Taking N ∼ 60 and |g∗| ∼ 0.1 and neglecting the orientation-dependence in fNL this leads to large non-Gaussianity
fNL ∼ 60.
Now we are in the position to calculate the trispectrum of our model. The trispectrum is defined via
〈ζ(k1)ζ(k2)ζ(k3)ζ(k4)〉 = (2π)3δ3
(
~k1 + ~k2 + ~k3 + ~k4
)
Tζ(~k1, ~k2, ~k3, ~k4) . (4.15)
In the collapsed limit ~k1 + ~k3 = ~k2 + ~k4 = 0 we can calculate the parameter τNL via
τNK(~ki) = lim
~k1+~k3→0
1
4
Tζ(~k1, ~k2, ~k3, ~k4)
Pζ(|k1 + k3|)Pζ(k1)Pζ(k3) (4.16)
The trispectrum 〈ζ(~k1)ζ(~k2)ζ(~k3)ζ(~k4)〉 have 6 contributions in the forms of
N2,φφN
2
,φ〈δφ6〉 , N2,φA˙N2,φ〈δφ4δA˙2〉 , N2,φA˙N2,A˙〈δφ2δA˙4〉 , N,φA˙N,A˙A˙N,A˙N,φ〈δφ2δA˙4〉 , N,φA˙N,φφN,A˙N,φ〈δφ4δA˙2〉
andN2
,A˙A˙
N2
,A˙
〈δA˙6〉. As in the case of bispectrum, one can easily check that the last term has the dominant contribution
in trispectrum. Therefore to leading order we have
〈ζ(~k1)ζ(~k2)ζ(~k3)ζ(~k4)〉 ≃ N,A˙A˙(k1)N,A˙A˙(k2)N,A˙(k3)N,A˙(k4)
∫
d3p
(2π)3
∫
d3q
(2π)3〈
δA˙x(~k3)δA˙x(~k4)δA˙i(~q)δA˙i(~k1 − ~q)δA˙j(~p)δA˙j(~k2 − ~p)
〉
+ 5perm.
= 3456IN(k1)N(k2)N(k3)N(k4)
(
D(~k3, ~k4, ~k1 + ~k3)P (k3)P (k4)P (|~k1 + ~k3|)
+ 11perm.
)
(2π)
3
δ3
(
~k1 + ~k2 + ~k3 + ~k4
)
, (4.17)
in which D(~k3, ~k4, ~k1 + ~k3) refers to the trispectrum’s shape function and is given by
D(~k3, ~k4, ~k1 + ~k3) = 1− (k̂4.n̂)2 − (k̂3.n̂)2 − (k̂1 + k3.n̂)2 + (k̂3.n̂)(k̂4.nˆ)(k̂3.k̂4) + (k̂4.n̂)(k̂1 + k3.n̂)(k̂1 + k3.k̂4)
+ (k̂3.n̂)(k̂1 + k3.n̂)(k̂1 + k3.k̂3)− (k̂3.n̂)(k̂4.n̂)(k̂1 + k3.k̂3)(k̂1 + k3.k̂4) . (4.18)
Comparing Eq. (4.18) with the definition of trispectrum we obtain
Tζ(~k1, ~k2, ~k3, ~k4) = 3456IN(k1)N(k2)N(k3)N(k4)
(
D(~k3, ~k4, ~k1 + ~k3)Pζ(k3)Pζ(k4)Pζ(|~k1 + ~k3|) + 11perm.
)
.(4.19)
Now going to the collapsed limit ~k1 + ~k3 = ~k2 + ~k4 = 0 and using the definition of τNL given in Eq. (4.16) we obtain
τNL(k1, k2, k3, k4) ≃ 3456IN(k3)2N(k4)2D(~k3, ~k4, ~k1 + ~k3) . (4.20)
As in the case of bispectrum the trispectrum is anisotropic so τNL has direction-dependence. Comparing our
trispcetrum with the results of [70] obtained from in-in formalism, we find the exact agreement between these two
results.
Now we are in the position to check the SY inequality between fNL and τNL which states
τNL ≥
(
6
5
fNL
)2
. (4.21)
The importance of SY inequality as a tool to rule out inflationary scenarios was studied in [61, 67]. The SY inequality
presented in the form of Eq. (4.21) is for the models in which fNL and τNL are either scale-invariant or have the
same scale-dependence. In our case, see also [74, 75], we have complicated shape-dependent for fNL and τNL so the
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original SY inequality as given in Eq. (4.21) is not applicable. Instead, in [69] a general integral representation of SY
is proved which states∫
d3q1d
3q2τNL(~q1, ~k − ~q1, ~q2,−~q2 − ~k)Pζ(q1)Pζ(q2) ≥
(∫
d3q
6
5
fNL(~q,−~q − ~k,~k)Pζ(q)
)2
, (4.22)
in which k → 0. As demonstrated in [70] this integral from of SY inequality does hold in our model if we assume
g∗ < 1. Indeed, the condition g∗ < 1 is necessary from the observational constraints on the power spectrum and the
consistency of our starting assumption that the anisotropic power spectrum is sub-leading so ∆P < P0.
To see qualitatively that the SY inequality in its simple form, Eq. (4.21), does hold in our model, let us neglect the
direction-dependence in fNL and τNL coming from D(~k3, ~k4, ~k1 + ~k3) and C(~k1, ~k2). As a result
τNL(k1, k2, k3, k4)
(65 )
2fNL(k3)fNL(k4)
≃ 1
g∗
(g∗ < 1) (4.23)
in which we have taken N(ki) = N and g∗ ≃ −24IN2 from Eq. (3.44). Demanding that g∗ < 1 from the cosmological
observations and also from the consistency of our analysis we conclude that τNL >
6
5 (fNL)
2 so the SY inequality does
hold.
V. CONCLUSION AND DISCUSSIONS
In this work we have presented the consistent δN formalism in anisotropic backgrounds. We have demonstrated
that the separate universe approach works. In each homogenized patch the local continuity equation and the local
Friedmann equation hold which have the same form as the corresponding background equations. We note that
the Hubble expansion rate appearing in continuity equation, H(x, t), and the Hubble expansion rate appearing in
Friedmann equation, H(x, t), are different.
The anisotropic pressure has two different effects in δN analysis. One is the direct effect encoded by the term
containing Q in Eq. (2.47). The second effect is indirect and comes from the back-reactions of the source of anisotropic
pressure on the dynamics of other fields, such as the inflaton field. We have calculated these two effects in model of
anisotropic inflation containing a U(1) gauge field. We have shown that the second effect, i.e. the back-reaction effect,
is much larger than the direct effect coming from the Q term in δN formula. In previous works in the literature, this
back-reaction effect during inflation was not taken into account. The gauge field contribution δAi is added trivially
as a non-interacting field during inflation.
Taking into account the back-reaction of gauge field on inflaton dynamics, we have calculated δN to linear and to
second order in perturbations. We have demonstrated that our δN formalism exactly reproduces the power spectrum
and the bispectrum results obtained in previous works using standard in-in formalism. This is a non-trivial verification
of the validity of our δN analysis. The advantage in using δN formalism is that all we need to know to calculate the
power spectrum and higher order correlations is the background dynamics and the profile of gauge field fluctuations
on super-horizon scales. This method seems to be considerably simpler than the standard in-in formalism.
We also calculated the bispectrum and the trispectrum in anisotropic inflation model. The bispectrum and the
trispectrum are both orientation-dependent and scale-dependent. As a result the SY inequality in its simple form is
not applicable. However, a generalization of the SY inequality in its integrated form indeed holds.
Large amount of non-Gaussianity with fNL ∼ 60 can easily be generated in this model. It is an interesting exercise
to compare the predictions of this model on CMB and large scale structure formation along [76, 77].
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Appendix A: Metric perturbations and Gauge invariant perturbations
In this Appendix we specify the properties of metric transformations under the general coordinate transformation
and construct the gauge invariant curvature perturbations ζ to linear order in perturbation theory δ.
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The background metric is given in Eq. (2.2). The most general form of the scalar perturbations for the Bianchi I
metric is introduced in Eqs. (2.25) and (2.26). For the later convenience we introduce new variables β˜i and γ˜ij as
∂iβ˜i ≡ βi, ∂i∂j γ˜ij ≡ γij , (A1)
with no sum on repeated indices.
Consider the general coordinate transformation
xµ → xµ + ξµ , ξµ =
(
ξ0 , ∂iξˆ
i
)
(A2)
in which ξ0 and ξi = ∂iξˆ
i for i = 1, 2, 3 are scalars. Under the coordinate transformation Eq. (A2) we have
δgµν → δgµν − g¯µν,κ ξκ − g¯αν ∂µξα − g¯αµ ∂νξα (A3)
in which g¯αµ is the background Bianchi metric given in Eq. (2.2). More explicitly, one can check that
A → A− ∂tξ0 (A4)
β˜i → β˜i − 1
a2i
ξ0 − ∂tξˆi (A5)
ψi → ψi −Hiξ0 − 2∂2i ξˆi (A6)
γ˜ij → γ˜ij − ai
aj
ξˆi − aj
ai
ξˆj (A7)
(A8)
in which N ≡ 1 +A.
If we apply the gradient expansion approximation ∂2i = O(ǫ
2), then ζ defined via
− ζ = (ψ1 + ψ2 + ψ3)
3
− (H1 +H2 +H3)
3
δρ
ρ˙
= ψ −H δρ
ρ˙
(A9)
is gauge invariant and can be interpreted as the average curvature perturbations in our setup. The definition of ζ to
all orders of perturbation theory can be found in [52].
Appendix B: Gradient Expansion Ordering of Perturbations
In this section we estimate the ordering of βi and δqµ and calculate the contributions of δqµ and δπµν in the energy
conservation equation, Eq. (2.35).
First of all let us check the transverse conditions on the heat flow and anisotropic pressure. By definition one has
uµqµ = 0 , u
µπνµ = 0. (B1)
The fluid’s 4-velocity can be read as
uµ =
[
1
N ,
~0
]
+O(ǫ2) , uµ =
[
−N , βiN
]
+O(ǫ2). (B2)
From the background equations we conclude that q¯µ and π¯0µ are zero. Now using the transverse condition (B1) one
concludes that to all order
δq0 = 0 , δπ
ν
0 = 0 (B3)
This also yields δq0 = O(δ2). For the ordering of δπ0i one has
δπ0i = a
2
i δπ
i
0 + βiπ
i
i = βiπ
i
i . (B4)
We will use this equation later in order to find the ordering of the gradient expansion of perturbations.
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Let us now look at the gradient expansion ordering of βi. For this we look at δG0i and δG
i
0 components of Einstein
equations. With some efforts one can show that
δG0i = ǫO(δ) + βO(δ) (B5)
δGi0 = β
i
(
3H¯iH¯ −
∑
i
H¯2i − 3 ˙¯H + ˙¯Hi
)
+ ǫO(δ) + βO(δ)
= βi
(
R¯ii − R¯00
)
+ ǫO(δ) + βO(δ). (B6)
The easiest way to see this is to adopt the local inertial frame in which Γαβγ = 0. Therefore, the corresponding Einstein
equations yield
δT 0i = ǫO(δ) + βO(δ) (B7)
δT i0 = β
i
(
R¯ii − R¯00
)
+ ǫO(δ) + βO(δ). (B8)
Similarly, using the spatial components of energy momentum conservation one can put limits on δT 0i. The continuity
equation ∇µT µi to leading order yields
(∂0 + 3H −Hi)δT 0i − a2iHiδT i0 = −Hiβi
(
T¯ ii − T¯ 00
)
+ ǫO(δ) + βO(δ)
= −Hiβi
(
R¯ii − R¯00
)
+ ǫO(δ) + βO(δ) . (B9)
One can show that the expression, T¯ ii − T¯ 00 = R¯ii − R¯00 is non-vanishing in general and is of the order of H˙ .
Plugging Eqs. (B7) and (B8) into continuity equation Eq. (B9) yields
(∂0 + 3H −Hi)δT 0i = ǫO(δ) + βO(δ). (B10)
This equation shows that δT 0i has decaying solutions approximately like 1/a
2. So one can readily deduce that δT 0i
should be higher order in gradient expansion as
δT 0i = ǫ
2O(δ) + ǫβO(δ) . (B11)
Before discussing about the consequences of the above equation it is more convenient to rephrase Eq. (B8) as follows
− δqi = βi
(
T¯ ii − T¯ 00
)
+ ǫO(δ) + βO(δ), (B12)
Furthermore for δT 0i we have
δT 0i = (ρ¯+ p¯)βi − δqi + δπ0i + ǫO(δ) + βO(δ) (B13)
By using Eq. (B12) to eliminate δqi in favor of βi and Eq. (B4) to express δπ0i as a function of β
i one can show that
the leading order terms of βi cancel each other and one obtains
δT 0i = β
iO(δ) + ǫO(δ) + βO(δ) . (B14)
On the other hand, comparing Eq. (B11) with Eq. (B14), one obtains the following result for the ordering of βi
βi = O(ǫ), (B15)
This also yields
δqi = O(ǫ) (B16)
δπ0i = O(ǫ) (B17)
Now we investigate the contribution of heat flow in continuity equation Eq. (2.35). Using Eq. (B16) and Eq. (B17)
one finds that δqµ ∼ O(ǫ) and by noting that the background value of qµ is also zero, we get
− uµuν∇νqµ +∇µqµ = O(ǫδ, ǫ2) (B18)
As a result one can deduce that heat conduction can be ignored in the continuity equation at the first order of
perturbations and gradient expansion.
Now it is time to calculate the contribution of anisotropic pressure on the continuity equation
uµ∇νπνµ = u¯µ∇¯ν π¯νµ + δ(uµ∂νπνµ + uµΓννρπρµ − uµΓρµνπνρ) (B19)
Noting that uµ =
[
1/N ,~0
]
+O(ǫ2) and δπν0 = 0 to the all orders of perturbations δ, one has
uµ∇νπνµ = −1N Hi(x, t)π
i
i(x, t). (B20)
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Appendix C: (i 6= j) Components of Einstein equation
In this Appendix we look into off-diagonal components of spatial Einstein equationsM2P δG
i
j = δT
i
J for i 6= j. These
equations are trivial at the background level. The leading order perturbation equations lead
(1)γ¨ij + 3H
(1)γ˙ij +
[
3HiHj − 3(H2 + H˙)− 2
∑
i
H2i − |ǫijk|H˙k
]
(1)γij =
2
aiajM2P
(1)δπij , (i 6= j) (C1)
in which ǫijk is the Levi-Civita symbol. As one can see the above equation has decaying solutions. This is due to
the fact that the background metric does not admit off-diagonal spatial components. Weinberg has argued that the
anisotropic stress for a wide class of theories to be some linear combinations of δu, δp and δρ [78]. We partially
extend this assumption and assume that the anisotropic stress can also obtain contributions from gauge fields, Aµ.
So anisotropic stress tensor πij for i 6= j can be some linear combination of ∂i∂jp, ∂i∂jρ, ∂iuj, ∂iAj , ∂iqj , uiuj, uiAj ,
uiqj and finally Aiqj . As A˙iA˙j for i 6= j is forbidden by the background equations, this term does not contribute to
the off-diagonal part of πij . These contributions are at least at the first order of gradient expansion ǫ. So one readily
deduces that
πij = O(ǫ). (C2)
Now, Eq. (C1) can be rephrased as
(1)γ¨ij + 3H
(1)γ˙ij +m
2
ijγij = O(ǫ) , (C3)
with m2ij ∼ H2 so γij has decaying solutions scaling approximately as a3/2. This is a consequence of the fact that
the background equations do not admit γij 6= 0 for i 6= j. At the second order in perturbation variables δ, the
homogeneous equation has the same form, but it can be verified that all possible source terms are at least at the first
order in gradient expansion ǫ. This argument can be repeated for all orders of perturbations. This argument leads to
the conclusion that in the n-th order of perturbation theory, the off diagonal spatial part of metric, after the decaying
solutions become negligible, are of the first order of gradient expansion. As a result, one deduces
γij = O(ǫ) (C4)
This equation is important for gradient expansion of Einstein equations.
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