Abstract. We present here a probabilistic approach to the generation of new polynomials in two discrete variables. This extends our earlier work on the 'classical' orthogonal polynomials in a previously unexplored direction, resulting in the discovery of an exactly soluble eigenvalue problem corresponding to a bivariate Markov chain with a transition kernel formed by a convolution of simple binomial and trinomial distributions. The solution of the relevant eigenfunction problem, giving the spectral resolution of the kernel, leads to what we believe to be a new class of orthogonal polynomials in two discrete variables. Possibilities for the extension of this approach are discussed.
reason to hope that the eigenvalue problems based on one of these might lead to a specially interesting class of solutions illuminating the hitherto rather unstructured world of multivariate special functions.
In this paper we shall describe our first steps in this direction. We consider an extension to two discrete variables of the 'Cumulative Bernoulli Trials', first described in 1983 [10] , and show that this leads to a soluble eigenvalue problem via a transition-kernel involving the bi-and trinomial distributions. The resulting eigenfunctions prove to be an adaptation of the '9 − j symbols' known in theoretical physics, where they form a central idea in the theory of angular momentum. Once again a mathematical structure proves to pervade the natural world in the most surprising places. Here we shall concentrate on the mathematical content of this result, exploring the probability of a non-trivial explicitly soluble multivariate Markov Chain, possibly for the first time, is a most satisfying result in itself. See [5, 11, 12] for related ideas.
The statistical model. The idea behind 'Cumulative Bernoulli Trials' (CBTs) is extraordinarily simple, for all that it seems to have appeared only as late as the 1970s. Whereas ordinary Bernoulli Trials (BTs) represent the outcome of a set of success/failure events with an assigned success probability, Cumulative Bernoulli Trials (CBTs) allow for the possibility that successes in an initial trial can be 'saved' while further trials are carried out with the 'failures' to increase the number of 'successes'. The elementary properties of such a scheme are detailed in [10] . The simplest realization of the CBT process for descriptive purposes involves trials by 'throwing' a set of dice with a defined success criterion.
Consider the case of six 'Poker dice' with faces marked as usual from 'Ace' to 'nine'. Then the occurrence of k 'Ace' on a single throw has the binomial probability
where in the example given N = 6 and α = 1/6. In [14] we showed that, if the 'failed' dice are re-thrown n times with the successes saved, the probability of i successes altogether is: b (n) (i, N ; α) = b(i, N ; 1 − (1 − α) n ), a result that could be generalized to the case where α is not constant on successive throws. This result is not needed in the present paper, but will serve to motivate the present results.
Realization of a bivariate Markov chain. For convenience we shall continue in the language of Bernoulli Trials with dice, though this is not essential to the structure of the problem. Consider thus a set of N dice, each with a given number of faces, n. The faces can be marked in any way, but of these two (or possibly more), for example red and black colours, are designated 'interesting' outcomes and are scored as 'successes' when all or some of N dice are thrown. The chain can be described. Note that they are anti-correlated, since obviously getting more red reduces the chances of getting many black and vice versa. Thus the Markov chain is a non-trivial extension from the single variable, not simply a multi-dimensional case. The sides that turn up which are not red or black are 'failures' and can be called 'blanks'. The probabilities of getting red or black on throwing a single die are assigned as α 1 , α 2 and in the case of the dice are related to n in an obvious way.
Example. Standard 'Poker dice' n = 6; black = 'Ace', red = 'King', α 1 = α 2 = 1/6, N = 5. Possible ranges 0 ≤ i 1 ≤ N − i 2 ; 0 ≤ i 2 ≤ N − i 1 . Thus the possible states of the system are: (0,0), (0,1), (0,2), (0,3), (0,4), (0,5), (1,0), (1, 1) , (1, 2) , (1, 3) , (1, 4) , (2,0), (2,1), (2, 2) , (2, 3) , (3, 0) , (3, 1) , (3, 2) , (4,0), (4,1), (5,0), 21 in all, constituting the state space.
Returning now to a general N, α 1 , α 2 , consider an initial (i 1 , i 2 ) with N − i 1 − i 2 'blanks'.
Step 1. The i 1 'black' dice are thrown, giving k 1 ≤ i 1 'black successes', the i 2 'red' dice are thrown, giving k 2 ≤ i 2 'red successes', and these are saved. The probabilities are the respective binomials b(k 1 , i 1 ; α 1 ) and b(k 2 , i 2 ; α 2 ).
Step 2. The i 1 + i 2 − k 1 − k 2 'blanks' from the previous step are added to the
Step 3. The collected N − k 1 − k 2 'blanks' are thrown and the 'red' and 'black' successes recorded as p 1 , p 2 respectively. These can be at different probabilities β 1 , β 2 . The outcome is given by the trinomial
Step 4. Combine the 'successes' j 1 − k 1 and j 2 − k 2 with the 'successes' held over from Step 1. The 'score' of 'successes' will now be (j 1 , j 2 ), with N − j 1 − j 2 'blanks' and the above process will have led to the transition (i 1 , i 2 ) → (j 1 , j 2 ). The transition probability for this will be the kernel K(j 1 , j 2 ; i 1 , i 2 ), which clearly defines the transition kernel of a bivariate Markov chain giving the probability of arriving at state (j 1 , j 2 ) from state (i 1 , i 2 ).
Step 5. Repeat the whole process Steps 1, to 4, to generate the chain. In the 'Poker dice' example the transition matrix will have 21 2 = 441 elements, many of which will, however, be zero. The sequence of states is Markovian by virtue of the 'memory' carried over from the original to final states as guaranteed by the sequence above. The process will be defined by the transition kernel K(j 1 , j 2 ; i 1 , i 2 ) the form of which follows by summing all possible pathways, leading to the convolution:
where b(·, ·; ·) is the simple binomial as before and the trinomial b 2 (·, ·, ·; ·, ·) is
Thus the kernel is explicitly
Fig. 1 will be helpful in following the steps outlined above. Having established the probabilistic background to the kernel K we shall now consider its eigenvalue problem on the discrete state-space (i 1 , i 2 ) with 0 ≤ i i , i 2 ≤ N .
This is the form we shall take as origin of the eigenvalue problem to be investigated. For the moment we may note the crucial property that K is a function of four parameters 0 ≤ α 1 , α 2 , β 1 , β 2 ≤ 1. Before embarking on this, however, we shall need to spend some time on an excursion, placing the problem in the context of present-day theory of multivariate orthogonal polynomials. Only then can we tackle the eigenfunction problem for K. 
Multivariate orthogonal polynomials of a discrete variable
The modern era of single-variable classical orthogonal polynomials probably began with Wilson's [22, 23] observation that Wilson's 6 − j symbols which are known as the Racah [18] coefficients, are constant multiples of the 4 F 3 polynomial:
x, n = 0, 1, . . . , N , and that they have a q-analogue of the form
2) see also Askey and Wilson [2, 3] . For q-analogue notations see, for example, Gasper and Rahman [9] . An idea that originated in the theory of quantum angular momentum in Physics was taken up by two mathematicians and transformed into a rich new area of research in orthogonal polynomials of a single variable. The q-polynomials (2.2) and their continuous versions have been the object of great interest over the last 25 years in the field of Special Functions. They have found applications in many different fields, including Statistical Mechanics, Quantum Group Theory, Representation Theory, Approximation Theory, and Combinatorics. It is known in the theory of quantum angular momenta that the 6 − j symbols are the coupling coefficients for 3 angular momenta, and that their orthogonality property follows from the unitary nature of the coupling transformations. As a hypergeometric orthogonality this can be written in the form
where the orthonormal functions f m (x) are defined by 5) and
Physicists have also given us the 9 − j symbols, the coupling coefficients for 4 angular momenta, including their orthogonality, which can be written
where
with the "triangle" function: 10) where the implicit assumption is that a, b, c satisfy the triangle inequality, and that the expressions with the factorial symbols in (2.9) and (2.10) are all nonnegative integers. The W -functions above are just the normalized polynomials f n (x) in different notation. The symmetry properties of the 6 − j symbols enable the physicists to transform the W -functions in a number of different ways. These relations are, of course, equivalent to the Whipple formula [21] for the terminating and balanced 4 F 3 functions:
where the "balancedness" is indicated in the condition
Applying (2.11) several times on the W -function in (2.8) we reduce it to a form that is convenient for our purposes
For a detailed account of the 6 − j and 9 − j symbols see, for example, Edmonds [7] . In order to identify these 9 − j symbols as normalized orthogonal polynomials in 2 discrete variables, we replace a + b − x, c + d − y, a + c − m and b + d − n by x, y, m and n, respectively, and set 14) and assume that N takes only nonnegative integer values. Now we rewrite (2.13) in a somewhat more suggestive form:
By repeated use of (2.11) to transform the balanced 4 F 3 series in (2.15) it is possible to reduce the sum over ℓ to a very-well-poised 4 F 3 [; −1] series which can be summed by a standard summation formula, see Bailey [5, 4.4(3) ], thereby transforming the 9 − j symbol to a triple series. But the resulting expression is not very helpful, mainly because the ensuing 4 F 3 series are no longer balanced, as the 4 F 3 series in (2.15) are, and hence are not easily transformable. Besides, for the purposes of this paper reduction to a triple series is not at all useful. For some time the commonly held belief was that an orthogonal polynomial in 2 variables should be expressible as a double series, and so should be the 9 − j symbols. The results of this paper seem to indicate that it is not necessarily true. We can, in fact show, without going into detailed calculation, that even the weight function in 2 variables, or the normalization constant, need not be a compact expression. For example, when m = 0, n = 0, (2.15) gives us the weight function for the polynomials
Because of the self-dual character of the polynomials in (2.15) it is clear that the normalization constant is an expression similar to (2.17) with b ↔ c and x, y replaced by m, n, respectively. No matter how closely one tries to identify the 5 parameters in (2.17) with those of (2.5) it would be stretching one's imagination to think of (2.17) as a 2-dimensional extension of the simple product form that one has in (2.5). In general, the 3 F 2 series in (2.17) is not summable because it is not balanced (balancedness would require the unnatural condition 2b+2d+1 = N ). In view of this reality it is hardly surprising that the 9 − j symbols are, at best, expressible as triple series.
There are a number of limiting cases in which the 3 F 2 series can be summed. The case that corresponds to the Hahn polynomials [13] arises when any one of the 2 parameters a, c approaches ∞ (the same, of course, is true for b or d, but to see that one has to transform the above 3 F 2 series first). For example, if a → ∞, then, by use of Gauss' summation formula [8] one finds the weight function as
which is a 2-dimensional extension of the weight function for the Hahn polynomials. Compare this with those, in, say [19] and [20] .
The limit case we are interested in in this paper is obtained in the limit t → ∞ after setting
We get, as the weight function for the corresponding polynomials, the expression 19) which is a trinomial distribution, with
, (2.20)
Because of the orthonormality of the 9 − j symbols, it is guaranteed that 22) which, of course follows also from (2.20) and (2.21). The corresponding orthonormal functions obtained from the limit of (2.15) are
In Section 3 we will show that
26)
(it is easily verified that 1
.
One can think of the parametersη 1 ,η 2 as dual to η 1 , η 2 , and the polynomials P m,n (x, y) as self-dual. The normalization constant in m, n is (1 −η 1 −η 2 ) −N b 2 (m, n; N ;η 1 ,η 2 ), and that in x, y is b 2 (x, y; N ; η 1 , η 2 ) (1 − η 1 − η 2 ) −N . The polynomials are very different from those obtainable as limits of (3.9) or (3.10) of Rahman [19] , or from the limits of the 2-dimensional case of Tratnik's [20] polynomials. Given η 1 , η 2 and the trinomial distribution (2.25) it would be almost impossible to construct the set of polynomials P m,n (x, y) that has 4 parameters.
After having established (2.24) in Section 3 we shall proceed in Section 4 to show that the eigenfunctions Ψ m,n of (1.5) are precisely the polynomials P m,n and the eigenvalues λ m,n are certain nonlinear functions of the 4 parameters α 1 , α 2 , β 1 , β 2 introduced in Section 1. These functions can be determined from symmetry considerations by requiring that for balance at equilibrium (when λ 0,0 = 1), one must have
where K is defined in (1.4), and hence Ψ 0,0 (i 1 , i 2 ) must be of the form
with
which leads to
33)
A bivariate extension of Krawtchouk polynomials
In order to reduce (2.23) to (2.24)-(2.29) we shall make frequent use of 3 well-known transformation formulas:
2)
is an Appell function, see, for example, Erde'lyi et al. [8] . First, by (3.1)
and
we have as the contribution from (3.6) 8) and that from (3.5):
Collecting the expressions on the right sides of (3.7)-(3.9) we find that the series part of (2.33) equals
Using (3.10) and (3.11) in (2.23), and simplifying the coefficients, we finally obtain (2.24)-(2.29). Note that, by (3.3),
which will be very useful in the next section.
For notational simplicity let us adopt the symbol
for the iterate of F 1 , i.e.
4 Eigenvalues and eigenfunctions of K(i 1 , i 2 ; j 1 , j 2 )
From (1.4) and (2.25) it follows that
where the Appell function F 3 is defined by
Since our objective is to show that P m,n (j 1 , j 2 ) are the eigenfunctions of K(i 1 , i 2 ; j 1 , j 2 ) for certain choices of the parameters t, u, v and w, it sufficies to compute the sum
We shall do the j 1 -sum first. To facilitate the summing process we use the first of the two formulas in (3.12) to obtain
the r.h.s. of (4.3) can be written as
by using the transformation formulas 8) which are direct consequences of (3.3). By (4.8), the F (2) 1 series in (4.6) transforms to
10)
12) 13) where the expressions for t ′ , v ′ in terms of β 1 , β 2 are obtained from (2.32) and (2.33). With (4.9) we may now carry out the sum over j 2 . We have
So the expression in (4.6) can be written as
−m, −n; r + s − N, −r; −N ;
We are just one transformation away from the form where we can do the r and s summations. First, we interchange the first and third parameters, then the second and the fourth, so that the parameters r + s − N and −r are also interchanged (although this step is not necessary), followed by an application of (4.8). The end result is that (4.15) transform to
1 (−m, −n; −r, −s; −N ; λ, µ, ν, ρ),
so that the double sum in (4.16) reduces to
1 (−m, −n; −i 1 , −i 2 ; −N ; α 1 λ, α 2 µ, α 1 ν, α 2 ρ).
34). (4.22)
So the polynomial P m,n (i 1 , i 2 ) is indeed an eigenfunction of K(i 1 , i 2 ; j 1 , j 2 ) with the corresponding eigenvalue
provided we can find solutions for the parameters t, u, v, w in terms of α 1 , α 2 , β 1 , β 2 such that
This is, of course, elementary algebra, which will be carried out in the next two sections. The relations between the parameters, i.e., (4.24) , can be expressed in the form
which, on substitution in (5.2) gives
Combination of (5.6) and (5.1) or (5.2) gives the quadratic relation for t:
If α 1 > α 2 , then both roots are real and positive with the discriminant ∆ given by 8) which is > 0 since the parameters, being probabilities, are necessarily in (0, 1). The roots are
From (5.1) and (5.3) it is clear that v satisfies the same equation as (5.7), so we may take t − α 1 and v − α 1 , having one of the signs indicated in (5.9) (it is immaterial which sign we assign to each). However, if α 1 < α 2 , the equation is
Since K is a transition probability it is necessarily positive and less than 1, and hence 0 < λ m,n < 1. This implies that 1 − β 1 t − β 2 u and 1 − β 1 v − β 2 w must both be in (0, 1). From (5.1)-(5.4) it is clear that
Obviously we have to choose values of t and w such that
A straightforward calculation, however, shows that in both cases the end-result is the same, i.e.
irrespective of whether or not α 1 − α 2 is +ve or −ve. So the eigenvalues are
(5.14)
6 The degenerate case α 1 = α 2
When α 1 = α 2 = α, say, we subtract (5.2) from (5.1) to get
So, either t = u or 1 − β 1 t − β 2 u = α. Since we must assume that 0 < α < 1, the second alternative is impossible as it would require α = 1, which can be seen from either (5.1) or (5.2). So we must conclude that
in which case it follows that ∆ 1/2 = α(β 1 + β 2 ), so from (5.14), we have
Similarly it follows that v = w, and that, ultimately
The eigenfunction in this degenerate case reduces to
by [4, 9.5(1)] It also follows from (5.7) that
So, in this special case, the eigenfunction is essentially a single-variable Krawtchouk polynomial of degree m + n in i 1 + i 2 .
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