Abstract. An elementary definite recursive relation for Möbius function µ(n) is introduced by two simple ways. With this recursive relation, µ(n) can be calculated without directly knowing the factorization of the n. µ(1) ∼ µ(2 × 10 7 ) are calculated recursively one by one. Based on these 2 × 10 7 samples, the empirical probabilities of µ(n) of taking −1, 0, and 1 in classic statistics are calculated and compared with the theoretical probabilities in number theory. The numerical consistency between these two kinds of probability show that µ(n) could be seen as an independent random sequence when n is large. The expectation and variance of the µ(n) are 0 and 6n/π 2 , respectively. Furthermore, we show that any conjecture of the Mertens type is false in probability sense, and present an upper bound for cumulative sums of µ(n) with a certain probability.
Introduction
The Möbius function is defined for a positive integer n by (1) µ(n) =    1 0 (−1) k n = 1 if n is divisible by a prime square if n is the product of k distinct primes It is shown that Möbius function and its associated Möbius transform are important for solving different mathematical and/or scientific problems (eg., Schroeder, 2008) . In physics, the Möbius function and its associated Möbius transform are used in inverse black body radiation problem (eg., Chen, 1987; 1990) , inversion of specific heat data for phonon densities of states (eg., Chen et al., 1990) , solution of integral equations regarding Fermi and Bose systems (eg., Chen, 2010), inverse transmissivity problem (Ji et al., 2006) , and so on. All of these studies are related to how to calculate µ(n) if special methods are not used.
To calculate the Möbius function, many algorithms are presented and most of them base on the factorization of its argument. A famous one is vectorized sieving (eg., Lioen and Lune, 1994; Kuznetsov, 2011) . On the other hand, in their book, Hardy and Wright (2008) showed that the Möbius function is the sum of the primitive n-th roots of unity, ie., (2) µ(n) = 1 ≤ k ≤ n gcd(k, n) = 1 exp( 2πik n ) Formula (2) can be used to calculate the Möbius function without knowing the factorization of n. However, the computational complexity is not low.
Here we introduce a definite recursive relation to calculate the Möbius function without directly knowing the factorization of n as Formula (2) does, but the computational complexity is less. We calculate Möbius function from µ(1) to µ(2 × 10 7 ) with this recursive relation and discuss some statistical properties of the Möbius function.
A definite recursive relation for Möbius function
A definite recursive relation for Möbius function can be introduced by two simple ways. One is from Möbius transform, and the other is from the Redheffer Matrix related to Mertens function which is the cumulative sum of the Möbius function. The more general relation for (poset) Möbius function can be found in the Incidence Algebra (eg., https://en.wikipedia.org /wiki/Incidence algebra).
2.1. The recursive relation from Möbius transfrom. According to pair potential model for cohesive energy (Chen, 1994) , the cohesive energy E for each atom in an infinite linear chain can be expressed as a sum of pairwise potentials,
Using Chen-Möbius formula (e.g., Chen, 2010; Wang, 2013) ,
We can write the following Matrix equality according to expression (3) and (4),
Matrix equality (5) and (6) can be rewritten as the following,
Hence the values of the Möbius function, which are the elements of the first row of the matrix V , can be obtained from the inverse matrix of U . Because the matrix U is a triangular one, in which U = {u ij } with u ij = 1 if and only if i|j, one can get, (10)
Based on recursive relation (10), we can obtain the recursive relation for Möbius function as the following,
2.2. The recursive relation from Redheffer Matrix. It is well known that the Mertens function, which is the cumulative sum of the Möbius function, is the determinant of the Redheffer matrix. The Redheffer matrix R = {r ij } is defined by r ij = 1 if j = 1 or i|j, and r ij = 0 otherwise, ie.,
R can be decomposed as follows:
where S = {s ij } = 1 if and only if j = 1 and i = 1; U is the same to matrix equality (7) with u ij = 1 if and only if i|j.
It can be shown that the inverse of U is V which is in matrix equality (8), that is,
In fact, the ij-th entry of the product of U × V , p ij , is,
According to the definition of U and V in (14), u ik v kj is 0 unless i|k and k|j, which means that p ij = 0 if i ∤ j . If i|j, by using the well known i|n µ(i) = 1 n = 1 0 else one can get,
Therefore, U × V = {p ij } = I and equality (14) holds. With the same procedures in the subsection above, we can obtain the recursive relation (11) for the Möbius function.
Some statistical properties for Möbius function
With the recursive relation (11), we calculated the Möbius function from µ(1) to µ(2 × 10 7 ). These values are used for the numerical test on some statistical properties of Möbius sequence µ(n), if µ(n) is seen as an independent random sequence although it has a deterministic recursive rule. In fact, as n is large enough, the random assumption above is reasonable.
3.1. The expectation and variance of the µ(n). Firstly we calculated the probabilities of µ(n) of taking the values −1, 0 and 1. In this respect, there are two useful results from Hardy and Wright (2008) as follows, 1. µ(n) = ±1 or |µ(n)| = 1 if a number n is squarefree, and the probability (p t ) that a number should be squarefree is 6 π 2 , more precisely,
2. Among the squarefree numbers, those for µ(n) = 1 and those for µ(n) = −1 occur with about the same frequency.
Therefore, if µ(k)(k = 1, 2, . . . n) denotes the k-th value of µ(n) and p t k the probability, the corresponding distribution rule is shown in Table 1 . 
The p t is different from that in the classic statistics (See details in Hardy and Wright (2008), P. 354). To use the methods in classic statistic, it is necessary firstly to test the consistency between them. The classic probability here is,
where p e is the classic probability that µ(n) = m(m = −1, 0, 1), N µ(n)=m is the frequency of µ(n) = m. Table 3 and 4 in the appendix.
We calculate the frequencies and p e s of µ(n) of taking −1, 0, 1 and that of |µ(n)| = µ 2 (n) = 1 in 200 blocks with different length by using 2 × 10 7 µ(n)s above, respectively. Figure 1 shows the comparison of these frequencies observed with those calculated by N ×p t in different blocks of length N . It can be seen that the frequencies observed are consistent with those calculated. Figure 2 shows the numerical comparison of classic probability p e with the p t . It also can be observed that these two kinds of probabilities are numerically consistent. Detail numerical results are shown in Table 3 and 4 in the appendix. These consistencies above show that the p t is equivalent numerically to the classic probability p e as defined in (17). Similar numerical support can be found in Good and Churchhouse (1968) . Based on these numerical results, we can take µ(n) as an independent random sequence although it has a deterministic recursive rule and use classic statistical method to study it. Table 3 and 4 in the appendix.
Accordingly, the expectation and variance of the µ(k) are E(µ(k)) = 0 and D(µ(k)) = 6/π 2 from Table 1, respectively. These results are consistent with the conjecture of Good and Churchhouse (1968) . The expectation and variance of the µ(k) will be used in the following section.
3.2. Mertens conjecture in a statistical point of view. Mertens function of a positive integer n is defined as the cumulative sums of µ(n),
An old conjecture, "Mertens conjecture" , proposed that |M (n)| < n 1/2 for all n. This was disproved by Odlyzko and te Riele (1985) . In this subsection, we recheck Mertens conjecture in a statistical point of view, for µ(n) is seen as an independent random sequence although it has a deterministic recursive rule.
According to central limit theorem, if n is large enough, for any x, we have,
where, E (
as n is large. Figure 3 shows the probability density function for
when n = 500000. It can be observed that the distribution of (20) is reasonable. Another similar numerical support for this can be found in Good and Churchhouse (1968) . With equality (19), the probability of M (n) > √ n can be obtained. Clearly,
That is, the probability of M (n) > √ n is about 0.0998 but not 0, which means that Mertens conjecture is not true. Furthermore, any conjecture of the Mertens type, viz.
where C is any positive constant, is false, unless C is large enough. √ 6n/π 2 when n = 500000.
3.3.
Upper bound of cumulative sums of µ(n) sequence. From (19), one can get when n is large,
Then a confidence interval for expectation u with a known standard variance σ and a probability of 1 − α is,
where,
From (24) and (25), one can infer further that the upper bound of n k=1 µ(k), with u = 0 and σ = 6/π 2 for µ(k), is,
The inequality (26) holds with a probability of 1 − α.
In fact, the inequality of Mertens type is only a special case of (26) with a fixed probability of 1 − α.
Discussions
4.1. The calculation of µ(n) with the recursive relation. In theory, we can calculate µ(n) for any large n recursively with the recursive relation obtained in section 2. However, in order to calculate µ(n), we need to know µ(1), µ(2), µ(3), . . . . . . µ(n − 1). Usually µ(1), µ(2), µ(3), . . . . . . µ(n − 1) are stored in an array which demands much larger amount of computer memory if n is large. In this paper, we only calculate the values of µ(n) from µ(1) to µ(2 × 10 7 ) because of the memory limitation of our desktop computer and computing time. To obtain more numerical results of µ(n) with large n, both the faster and/or optimization algorithm for the recursive relation here and better hardware platform are required. It is a probable way by which the calculations are divided into blocks and are computed with GPU, or quantum computer will be used in the future.
4.2.
The independent randomness of µ(n). Based on the numerical consistency between empirical statistical quantities for only 2 × 10 7 µ(n) and those from number theory (eg., N (Statistical)) and N (Theorical), p e and p t ), we use classic statistical method to study µ(n) regardless of the strict validity of the independent randomness of µ(n). In the respect of the independent randomness of µ(n), there are some discussions (eg., Sarnak, 2012) . Although µ(n) is deterministic from the recursive relation in section 2, it is visually random and independent. Figure 4 shows that the variation of n k=1 µ(k)/n with n when n = 500000. It can be observed that µ(n) has some properties of the independent random variable.
The above can be viewed restrictedly from another definition of µ(n),
if n is non-squarefree if n is squarefree where ω(n) is the number of distinct prime factors. According to Erdös-Kac Theorem, ω(n) is independent and random when n is large, so may be µ(n) for µ(n) = (−1) ω(n) = exp[izω(n)]| z=π when n is squarefree and if we take n in random order.
Furthermore, µ(n) is either (−1) ω(n) or 0 because of its definition of (27), so we have
should be stronger than µ(n) if we take n ′ in random order. Numerical results of Good and Churchhouse (1968) show M (n) in blocks of length N has asymptotically a normal distribution with mean zero and variance of 6N/π 2 (where N is large). These numerical results can be rechecked as follows. From the rules in mathematical statistics, we know that the observed values of a discrete random variable X (X = x 1 , x 2 , . . . , x n ) lie in the following interval with probability p > 1 − α, for real number α with 0 < α < 1,
, p k = 6/π 2 according to subsection (3.1), and further one have,
where n ′ even is squarefree with even number of distinct prime factors, n ′ odd with odd number of distinct prime factors.
Therefore, from (28), we can obtain an upper bound for M (n) similar to (26) as follows, with probability p > 1 − α,
√ n with a probability p > 1 − 6/π 2 ≈ 0.3920, which means that Mertens conjecture is not true.
On the other hand, we can check whether µ(n) is periodic or not by estimating its power spectral density (PSD). We calculate the PSD for µ(n) series from µ(1) to µ(2 × 10 7 ) by taking n as time. The results are shown in Figure 5 . It can be found that µ(n) has no apparent periodicity because the PSD of µ(n) have no distinguished peak(s). Although the independent randomness of µ(n) is a problem unsolved so far, we can analyse µ(n) by way of statistics because µ(n) has a complicate and non-periodic distribution, as those statistical approaches applied to chaos. 4.3. The probability of n k=1 |µ(k)| > Cn. Similarly, we can calculate the probability of n k=1 |µ(k)| > Cn. The distribution law for |µ(n)|can be obtained as shown in Table 2 . 
And E(|µ(k)|) = 6/π 2 and D(|µ(k)|) = 6/π 2 (1 − 6/π 2 ). According to central limit theorem, for any x, we have,
And (30) means,
∼ N (0, 1) Figure 6 shows the probability density function for
when n = 500000.
It can be seen that the distribution of (31) is reasonable.
With equality (30), the probability of n k=1 |µ(k)| > Cn (where C is a constant) can be obtained. Clearly,
With (32), when n is large when n = 500000.
Conclusions
Based on the results and discussion above, some conclusions can be drawn as follows, (1) An elementary definite recursive relation for Möbius function is introduced by two simple ways. One is from Möbius transform, and the other is from Redheffer Matrix. With this recursive relation, µ(n) can be calculated without directly knowing the factorization of n, in which the most complex operation is only the Mod.
(2) With this relation, µ(1) ∼ µ(2 × 10 7 ) are calculated recursively. Based on these 2 × 10 7 samples, we calculate the frequencies and empirical probabilities for µ(n) of taking −1, 0, 1, so does for |µ| = 1. And then compare them with those in number theory. It can be found these two kinds of frequencies and probabilities are numerically consistent.
(3) Based on these numerical results, we take µ(n) as an independent random sequence although it has a deterministic recursive rule. The expectation and variance of the µ(k) are E(µ(k)) = 0 and D(µ(k)) = 6/π 2 , respectively.
(4) We show that the Mertens conjecture, even any conjecture of the Mertens type, is false in a probability sense, and present an upper bound for cumulative sums of µ(n)
6/π 2 K α/2 √ n with a probability of 1 − α. Table 3 : The comparison of empirical probability and frequency with those from number theory when µ(n) = −1/1 (continued) Table 3 : The comparison of empirical probability and frequency with those from number theory when µ(n) = −1/1 (continued) Table 3 : The comparison of empirical probability and frequency with those from number theory when µ(n) = −1/1 (continued) ): Empirical probability; The number in bracket is theoretical probability from number theory p t . N |µ(n)|=1 and N T |µ(n)|=1 are those for |µ(n)| = 1.
