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Abstract
In recent works [1, 2], the authors considered various Lagrangians, which are
invariant under a Lie group action, in the case where the independent variables
are themselves invariant. Using a moving frame for the Lie group action, they
showed how to obtain the invariantized Euler-Lagrange equations and the space of
conservation laws in terms of vectors of invariants and the adjoint representation of
a moving frame.
In this paper, we show how these calculations extend to the general case where
the independent variables may participate in the action. We take for our main
expository example the standard linear action of SL(2) on the two independent
variables. This choice is motivated by applications to variational fluid problems
∗Author supported by PNPD/CAPES – Programa Nacional de Po´s Doutorado, Brazil.
†Author supported by EPSRC, UK, Grant EP/H024018/1.
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which conserve potential vorticity. We also give the results for Lagrangians invariant
under the standard linear action of SL(3) on the three independent variables.
1 Introduction
Noether’s First Theorem states that for systems coming from a variational principle,
conservation laws may be obtained from Lie group actions which leave the Lagrangian
invariant.
Recently in [1, 2], for the case where the invariant Lagrangians may be parametrized
so that the independent variables are each invariant under the group action, the authors
were able to calculate the invariantized Euler-Lagrange system in terms of the standard
Euler operator and a ‘syzygy’ operator specific to the action. Furthermore, they obtained
the linear space of conservation laws in terms of vectors of invariants and the adjoint
representation of a moving frame for the Lie group action. This new structure for the
conservation laws allowed the calculations for the extremals to be reduced and given in the
original variables, once the Euler-Lagrange system was solved for the invariants. These
results were presented in [2] for all three inequivalent SL(2) actions in the complex plane
and in [3] for the standard SE(3) action.
In this paper, we show that the results presented in [2] can be extended to cases
where the independent variables are not invariant under the group action, which is the
case for many physically important models. In Table 1 we list some conservation laws
arising from group actions on the base space. We take as our main expository example the
standard linear action of SL(2) on the two independent variables due to its importance
in variational problems which conserve potential vorticity. Indeed in [4, 5], Bridges et
al. give rigorous connection between particle relabelling, symplecticity and conservation
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of potential vorticity; they show that conservation of potential vorticity is a differential
consequence of a 1-form quasi-conservation law, which is obtained from rewriting the
shallow water equations as a multisymplectic system. Here, we will show that conservation
of potential vorticity is a differential consequence of Noether’s conservation laws for the
SL(2) action.
Group action Conservation law
Time translation Energy
Space translation Linear momentum
Space rotation Angular momentum
Area preserving diffeomorphism Potential vorticity
Table 1: Conservation laws arising from group actions on the base space.
In Section 2, we start by giving some background on moving frames, differential in-
variants, invariant differentiation operators, and invariant forms. We then move on to
the invariant calculus of variations; we show in this section how the invariantized Euler-
Lagrange equations are obtained in a way similar to that of the Euler-Lagrange equations
in the original variables.
In Section 3, we show how the variational symmetry group acts on Noether’s conserva-
tion laws and demonstrate the mathematical structure of Noether’s conservation laws for
invariant Lagrangians with independent variables that are not invariant under the group
action. The conservation laws presented in this section are a generalization of the ones
obtained in [2]; they differ by the product of a matrix which represents the group action
on the (p − 1)-forms. In the particular case of a variational problem with invariant in-
dependent variables, this matrix corresponds to the identity matrix. We end this section
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with the calculation of conservation laws associated to the Monge-Ampe`re equation.
In Section 4, we compute the new version of Noether’s conservation laws which are
associated to two three-dimensional invariant variational problems – the shallow water
equations and Lagrangians invariant under the linear SL(3) action on the base space. We
conclude with some remarks about the form of the Euler-Lagrange equations in terms of
the conservation laws, that follow as a consequence of our main result.
1.1 Motivating example
Consider the following SL(2) group action on the (x, u(x))-plane,
g · x = x˜ =
ax+ b
cx+ d
, g · u = u˜ = u, (1)
where ad− bc = 1. The following expression
σ =
uxxx
u3x
−
3
2
u2xx
u4x
,
is the lowest order differential invariant, where a differential invariant is an invariant for
the prolonged group action of a Lie group on a jet-space. All differential invariants for the
group action (1) are functions of σ and the invariant differentiation operator Dx =
1
ux
D
Dx
.
Under this group action, the one-dimensional variational problem
∫
(2uxxxux − 3u
2
xx)
2
4u7x
dx =
∫
σ2uxdx
has SL(2) as a variational symmetry group. Using the formula for Noether’s conservation
laws, as formulated in §5.4, Proposition 5.98 of [6], we obtain a system of conservation
laws which can be written in matrix form as A(x, ux, uxx)υ(I) = c, where υ(I) is a vector
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of invariants, and c are the constants of integration; more precisely, we have
xuxx + ux
ux
2xux −
uxx(xuxx + 2ux)
2u3x
uxx
2ux
ux −
u2xx
4u3x
−
x(xuxx + 2ux)
2ux
−x2ux
(xuxx + 2ux)
2
4u3x


−4Dxσ
−2σ2 + 2D2xσ
−4σ
 =

c1
c2
c3
 , (2)
where this defines A and υ(I).
The Euler-Lagrange equation for this variational problem is −2D3xσ+6σDxσ = 0, i.e.
(−D3x + 2Dxσ + 2σDx)E
σ(L) +Dx (−L) = 0,
where Eσ is the Euler operator with respect to σ. This invariantized Euler-Lagrange
equation agrees with the invariant form given in Kogan and Olver [7],
A∗E(L)− B∗H(L) = 0, (3)
where E(L) is the invariantized Eulerian, H(L) a suitable invariantized Hamiltonian, and
A∗, B∗, which are named Eulerian and Hamiltonian operators, respectively, are invariant
differential operators.
Once one has solved the Euler-Lagrange equation for σ and substituted σ in the
system of conservation laws (2), one obtains three equations for ux and uxx as functions
of x. Combining and simplifying these yields
ux(c1x− c2x
2 + c3) + 4σ = 0. (4)
Equation (4) can be solved for u, once the solution to σ is known. As shown in [2], for
one-dimensional invariant variational problems, it may be possible for the the system of
conservation laws to be used to solve for the extremals, provided the Adjoint representa-
tion is non trivial.
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The matrix A defined in (2) is equivariant, in other words, letting the group act on its
components, then one can verify that the group action factors out; more precisely,
A(x˜, u˜x, u˜xx) = R(a, b, c)A(x, ux, uxx),
where
R(a, b, c) =

ad+ bc 2bd −2ac
cd d2 −c2
−ab −b2 a2
 , d =
1 + bc
a
.
The matrix R(a, b, c) is a representation of SL(2); the group product in parameter space
is given by
(a, b, c) · (α, β, γ) = (aα + bγ, aβ + bδ, cα + dγ), d =
1 + bc
a
, δ =
1 + βγ
α
,
and it is easily checked that
R(a, b, c) · R(α, β, γ) = R((a, b, c) · (α, β, γ)).
This representation is the well-known adjoint representation, see §3.3 of [1]. In fact, the
map A is a moving frame, i.e. an equivariant map from the space M on which the Lie
group G acts, in this case, the relevant jet bundle, to the group itself.
At first glance the structure of the conservation laws, for invariant variational problems
whose independent variables are also invariant, seems to be identical to the one where the
independent variables participate in the action. However, as will be shown later, some
of the terms in the vector of invariants come from the Lie derivative of the invariant
volume form with respect to the variation parameter; the difference becomes more visible
in higher dimensional variational problems, as the conservation laws will also pick up an
extra matrix term.
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2 Moving frames and invariant calculus of variations
In this section, we will introduce notions and concepts needed to understand our results,
namely, moving frames as formulated by Fels and Olver [8, 9] in the context of differential
algebra, differential invariants of a group action, invariant differential operators, invariant
forms and invariant calculus of variations. For further details on these topics see Fels
and Olver [8, 9], and Mansfield [1]. Also, a different approach to invariant calculus of
variations can be found in Kogan and Olver [7] .
We will start by defining what a moving frame is and then use it to obtain the differ-
ential invariants, the invariant differential operators and the invariant differential forms.
Then we will proceed to the topic of invariant calculus of variations, where we explain
how the invariantized Euler-Lagrange equations are calculated. In the process of obtain-
ing these, a collection of boundary terms are picked up; as will be seen in Section 3, these
will yield part of the new structured version of Noether’s conservation laws in terms of
invariants and a moving frame.
2.1 Moving frames and differential invariants
A smooth group acting on a smooth space induces an action on the set of its smooth
curves and surface elements and on their higher order derivatives in the relevant jet
bundle. These curves and surfaces are known as the prolonged curves and surfaces. In
this paper, the set M on which the group G acts is the set of these prolonged curves and
surfaces.
Let X be the set of independent variables with coordinates x = (x1, ..., xp) and U
the set of dependent variables with coordinates u = (u1, ..., uq). We will represent the
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derivatives of uα with a multi-index notation, e.g.
uαK =
∂|K|uα
∂xk1 · · ·∂xkm
,
where K = (k1, ...., km) is an unordered m-tuple of integers, where the entries 1 ≤ kℓ ≤ p
represent the derivatives with respect to xkℓ ; its order is denoted by |K| = m. Conse-
quently, we will represent the coordinates of M = Jn(X × U) as
z = (x1, ..., xp, u
1, ..., uq, u11, ...).
Furthermore, the operator ∂/∂xi extends to the total differentiation operator
Di =
d
dxi
=
∂
∂xi
+
q∑
α=1
∑
K
uαKi
∂
∂uαK
,
where Di maps J
n into Jn+1.
A group action of G on M is a map
G×M →M, (g, z) 7→ g · z,
which satisfies either g · (h · z) = (gh) · z, called a left action, or g · (h · z) = (hg) · z, called
a right action. To ease exposition, we will denote at times g · z as z˜.
Suppose that G is a Lie group acting smoothly on M and that its action is free and
regular in some domain U ⊂M . This implies that
- the group orbits all have the same dimension and foliate U ,
- the existence of a surface K that intersects these orbits transversally, and for which
the intersection with a given group orbit is a single point. This surface K is known
as cross section, and
- if O(z) is an orbit through z, then the element h ∈ G which maps z to {k} =
O(z) ∩ K is unique.
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Under these conditions we can define an equivariant map ρ : U →M as the map that
sends an element z ∈ U to the unique element ρ(z) ∈ G which satisfies
ρ(z) · z = k.
The map ρ is called the right moving frame relative to the cross section K.
To obtain the right moving frame, in a first instance, we define the cross section K as
the locus of the set of equations ψi(z) = 0, for i = 1, ..., r, where r is the dimension of G.
Then solving the set of equations, known as the normalization equations,
ψi(z˜) = ψi(g · z) = 0, i = 1, ..., r,
for the r parameters describing G yields the frame in parametric form.
Example 2.1 Consider the linear SL(2) action on the space (x, y, u(x, y)) as follows x˜
y˜
 =
 a b
c d

 x
y
 , ad− bc = 1, u˜ = u. (5)
The prolonged actions on ux and uy are given explicitly by g · ux = u˜x = D˜xu˜ and
g · uy = u˜y = D˜yu˜, respectively.
The transformed total differentiation operators D˜i are defined by
D˜i =
d
dx˜i
=
p∑
k=1
((dx˜/dx)−T )ikDk, (6)
where dx˜/dx is the Jacobian matrix. So,
u˜x = dux − cuy, u˜y = −bux + auy.
Taking M to be the space with coordinates (x, y, u, ux, uy, uxx, uxy, uyy, ...), then the action
is locally free near the identity of SL(2) and regular away from the coordinate planes x = 0
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and the locus of xux+ yuy = 0. In this domain, we may take the normalization equations
to be x˜ = 1, y˜ = 0 and u˜y = 0, and thus obtain
a =
ux
xux + yuy
, b =
uy
xux + yuy
, and c = −y, (7)
as the frame in parametric form.
Theorem 2.2 Let ρ be a right moving frame, then the quantity I(z) = ρ(z) · z is an
invariant of the group action (see [8]).
If z is given in coordinates, and the normalization equations are z˜i = ci, for i = 1, ..., r,
then
ρ(z) · z = (c1, ..., cr, I(zr+1), ..., I(zn)),
where
I(zk) = g · zk|g=ρ(z), for k = r + 1, ..., n.
Thus, we denote the invariantized jet bundle coordinates as
J i = I(xi) = x˜i|g=ρ(z), I
α
K = I(u
α
K) = u˜
α
K|g=ρ(z).
These are also known as the normalized differential invariants. This follows the notation
in [9]. Other notations appearing in the literature are ι(z) and ι¯z.
Example 2.1 (cont.) The normalized differential invariants up to order two are as
follows
g · z = (x˜, y˜, u˜, u˜x, u˜y, u˜xx, u˜xy, u˜yy)|g=ρ(z)
= (Jx, Jy, Iu, Iu1 , I
u
2 , I
u
11, I
u
12, I
u
22)
=
(
1, 0, u, xux + yuy, 0, x
2uxx + 2xyuxy + y
2uyy,
xuxuxy − yuyuxy + yuxuyy − xuyuxx
xux + yuy
,
u2xuyy − 2uxuyuxy + u
2
yuxx
(xux + yuy)2
)
. (8)
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The first, second and fifth components correspond to the normalization equations and are
known as the phantom invariants. We will see that the third and eighth components,
u = I(u) and I(uyy) respectively, are the generating invariants and one can obtain all the
higher order invariants in terms of them and their derivatives (we refer to Chapter 5 of
[1] for a discussion of the relevant results that allow such claims to be proved).
2.2 Invariant differential operators and differential forms
The invariant differential operators are calculated in a similar way to that of the normal-
ized differential invariants. We obtain them by evaluating the transformed total differen-
tiation operators at the frame, in other words,
Di = D˜i|g=ρ(z),
where D˜i are as defined in (6). These invariant differentiation operators map differential
invariants to differential invariants.
We know that ∂uαK/∂xi = u
α
Ki, but the same is not true for their invariantized coun-
terparts; in general
DiI
α
K 6= I
α
Ki.
This motivates the following definition.
Definition 2.3 Invariant differentiation of the jet coordinates, J i and IαK, are defined,
respectively, as
DjJ
i = δij +Nij , DjI
α
K = I
α
Kj +M
α
Kj , (9)
where δij is the Kronecker delta, and Nij and M
α
Kj are the correction terms.
Theorem 2.4 provides formulae for the correction terms Nij and M
α
Kj, for which we
need to define the following notion of the infinitesimal of a prolonged group action.
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Let G be a group parametrized by a1, ..., ar, where r = dim(G), in a neighbourhood
of the identity element. The infinitesimals of the prolonged group action with respect to
these parameters are
ξij =
∂x˜i
∂aj
∣∣∣∣
g=e
, φαK,j =
∂u˜αK
∂aj
∣∣∣∣∣
g=e
. (10)
Since ξij and φ
α
K,j are functions of the xi, for i = 1, ..., p, u
α, for α = 1, ..., q, and uαK,
we can define
ξij(I) = ξ
i
j(J
i, Iβ)
and
φαK,j(I) = φ
α
K,j(J
i, Iβ, IβL),
where the arguments have been invariantized.
Theorem 2.4 For a left action on the base space and a right moving frame, the p × r
correction matrix K, which provides the correction terms, is given by
Kjℓ = D˜jρℓ(z˜)
∣∣∣
g=ρ(z)
=
(
(TeRρ)
−1)Djρ
)
ℓ
,
where the frame ρ = (ρ1, ..., ρr)
T is in parameter form and Rρ : G → G is right multipli-
cation by ρ. The formulae for the correction terms are
Nij =
r∑
ℓ=1
Kjℓξ
i
ℓ(I), M
α
Kj =
r∑
ℓ=1
Kjℓφ
α
K,ℓ(I),
where ℓ is the index for the group parameters and r = dim(G).
The proof of this theorem can be found in page 134 of [1].
The error terms can be calculated without explicit knowledge of the frame, requiring
merely information on the normalization equations and infinitesimals – symbolic software
exists which computes these, see [10] among others. From Equation (9), one can verify
that the processes of invariantization and differentiation do not commute. If we consider
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two generating invariants, IαJ and I
α
L , and let JK = LM such that I
α
JK = I
α
LM, then we
obtain the so-called syzygies or differential identities
DKI
α
J −DMI
α
L = M
α
JK −M
α
LM. (11)
For more information on syzygies, see Chapter 5 in [1]. A full discussion of the finite
generation of invariant differential algebras and their syzygy modules is given in [11, 12].
Example 2.1 (cont.) The invariant differential operators for this action are
Dx=x
d
dx
+ y
d
dy
, (12)
Dy =−
uy
xux + yuy
d
dx
+
ux
xux + yuy
d
dy
. (13)
It can now be seen that in the list of differential invariants given in Equation (8), that
the fourth comnponent is Dx(u), the sixth component is D
2
x(u)− Dx(u), and the seventh
component is DyDx(u). It is not possible, however, to obtain the eighth component, I(uyy)
by invariant differentiation of u, since Dy(u) = 0. All other differential invariants of the
form I(uK) can be obtained from u and I(uyy) by invariant differentiation and algebraic
operations, and thus these two invariants generate the algebra of invariants.
The syzygy between I(u) and I(uyy) is
Dx(I(uyy))−D
2
yDx(u) = −4I(uyy) +
1
Dx(u)
(
I(uyy)D
2
x(u)− 2 (DyDx(u))
2) . (14)
Example 2.5 We now extend the previous example by adding an extra, dummy, inde-
pendent variable τ , which we declare to be invariant under the group action. In the sequel,
we will use differentiation by τ to effect the variation, a step which will allow us to use
the invariant calculus to achieve our results. As τ is a dummy variable, the normalisation
equations will never contain τ derivatives. The new generating invariants will therefore
be first order in τ , and there will be new syzygies. Set u = u(x, y, τ). Let g ∈ SL(2) act
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on (x, y, u(x, y, τ)) as in Example 2.1 and set τ˜ = τ . Taking the normalization equations
as before, we obtain
u˜τ |g=ρ(z) = I
u
3 = uτ ,
u˜xx|g=ρ(z)= I
u
11= x
2uxx + 2xyuxy + y
2uyy,
u˜xy|g=ρ(z)= I
u
12=
xuxuxy − yuyuxy + yuxuyy − xuyuxx
xux + yuy
,
u˜yy|g=ρ(z)= I
u
22=
u2xuyy − 2uxuyuxy + u
2
yuxx
(xux + yuy)2
.
From Figure 1, we can see that there are two ways to reach Iu113 and since these must yield
the same result, we get the following syzygy between Iu3 and I
u
11:
DτI
u
11 = D
2
xI
u
3 −DxI
u
3 . (15)
Similarly, there are two possibilities to obtain Iu223, which give rise to the following syzygy
between Iu3 and I
u
22:
DτI
u
22 = D
2
yI
u
3 −
2Iu12
Iu1
DyI
u
3 +
Iu22
Iu1
DxI
u
3 . (16)
Finally, there are several ways in which to reach Iu123; there are two syzygies between I
u
3
and Iu12, which are as follows:
DτI
u
12= DyDxI
u
3 −
(
Iu11
Iu1
+ 1
)
DyI
u
3 , (17)
DτI
u
12= DxDyI
u
3 +
(
1−
Iu11
Iu1
)
DyI
u
3 +
Iu12
Iu1
DxI
u
3 . (18)
From Equations (17) and (18) in Example 2.5, one can verify that the invariant oper-
ators Dx and Dy do not commute. In general, the invariant total differentiation operators
do not commute. In [9], Fels and Olver gave a formula for the commutators of these invari-
ant operators, which only relies on the correction matrix K and the infinitesimals of the
group action. Denote the invariantized derivatives of the infinitesimals ξkℓ , for k = 1, ..., p
and ℓ = 1, ..., r, by
Ξkℓi = D˜iξ
k
ℓ (z˜)|g=ρ(z).
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Iu
Iu2
=
0
Iu22
Iu1
Iu11
Iu3
Iu12
Iu123
Iu223
Iu113
Figure 1: Paths to the Iu
K3
in Example 2.5, where K represents the index of
differentiation with respect to the xi, for i = 1, ..., p.
Then the commutators are given by
[Di,Dj] =
∑
k
AkijDk, A
k
ij =
r∑
ℓ=1
KjℓΞ
k
ℓi − KiℓΞ
k
ℓj. (19)
Invariant Lagrangians are invariant volume forms, which are obtained by taking the
wedge product of invariant zero and one-forms. We define the latter next, and their
behaviour under the invariant Lie derivative operators.
Definition 2.6 The invariant one-forms obtained via the moving frame are denoted as
I(dxi) = dx˜i|g=ρ(z) =
(
p∑
j=1
Dj(x˜i)dxj
)∣∣∣∣∣
g=ρ(z)
. (20)
As for differential invariants, the invariant total differentiation operators send invariant
differential forms to invariant differential forms.
Let the invariant differential operator Di be associated to the vector field Vi as follows
Di = f1(z)D1 + · · · fp(z)Dp ←→ Vi = (f1(z), ..., fp(z)). (21)
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Consider the invariant total differentiation Di of a form ω, denoted as Di(ω), to be
the Lie derivative
Di(ω) = d(Viyω) +Viy (dω), (22)
where d is the usual exterior derivative, and y is the interior product of a vector field with
a form. In fact if ω = I(dxj), then (22) simplifies to
Di (I(dxj)) = Viy (d I(dxj)) , (23)
by the following lemma.
Lemma 2.7 Let Vi be the vector associated to the invariant total differentiation operator
Di. Then
Viy I(dxj) = δij, (24)
where δij is the Kronecker delta, in other words {I(dx1), ..., I(dxp)} forms a basis to the
dual space of TM |x˜, whose basis is {D1, ...,Dp}.
Proof Let J denote the Jacobian matrix dx˜/dx|g=ρ(z). Then
Viy I(dxj) =
(
(J −T )i1, ..., (J
−T )ip
)
y
( p∑
ℓ=1
(J )jℓdxℓ
)
=
(
(J −1)1i, ..., (J
−1)pi
)
y
( p∑
ℓ=1
(J )jℓdxℓ
)
= (J −1)1i(J )j1 + · · ·+ (J
−1)pi(J )jp
= δij .
✷
It is possible to calculate the Lie derivative of the I(dxj) with respect to the Di
knowing only the infinitesimals and the normalization equations, that is, without explicit
knowledge of the frame. The following theorem shows exactly this.
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Theorem 2.8 Let g ∈ G act on x ∈ X and let f be a function in M , and denote the set
of invariant total differentiation operators by {Di}, and the set of invariant one-forms,
{I(dxj)}. Then setting
Di(I(dxj)) =
p∑
k=1
BkijI(dxk) (25)
we have
Bjki = A
i
jk,
and
[Dj,Dk](f) =
p∑
i=1
AijkDi(f)
where the Aijk are given explicitly in (19).
Proof We next prove that for any function f ∈M ,
df =
p∑
i=1
Di(f)I(dxi).
Let dx = (dx1, ..., dxp)
T and D = (D1, ..., Dp)
T ; further, set I(dx) = (I(dx1), ..., I(dxp))
T
and D = (D1, ...,Dp)
T . We know that I(dx) = J dx, where J is the Jacobian matrix
dx˜/dx|g=ρ(z), so that dx = J
−1I(dx), D = J −TD and D = J TD, then
df =
p∑
n=1
∂f
∂xn
dxn
=
p∑
n=1
[
p∑
m=1
(
J T
)
nm
Dm(f)
(
p∑
i=1
(J −1)niI(dxi)
)]
=
p∑
i=1
p∑
m=1
p∑
n=1
(J )mn(J
−1)niDm(f)I(dxi)
=
p∑
i=1
p∑
m=1
δmiDm(f)I(dxi)
=
p∑
i=1
Di(f)I(dxi).
Next, since d2 ≡ 0, we have
0 = d2f = d
(
p∑
i=1
Di(f)I(dxi)
)
=
p∑
i=1
[d(Di(f)) ∧ I(dxi) +Di(f)d(I(dxi))].
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Let Vk be the vector associated to Dk as defined in (21). From Vky d
2f = 0, it follows
that
0=
p∑
i=1
[(Vky d)(Di(f))I(dxi)− d(Di(f))(Vky I(dxi)) +Di(f)(Vky d)(I(dxi))]
=
p∑
i=1
[Dk(Di(f))I(dxi)− δkid(Di(f)) +Di(f)Dk(I(dxi))]
=
p∑
i=1
[
Dk(Di(f))I(dxi) +Di(f)
p∑
m=1
BmkiI(dxm)
]
− d(Dk(f)),
where we have used the properties of the interior product in the first line, the equality
(23) in the second line, and the definition of Bkij , (25), in the third line. Note this proves
that Di(I(dxj)) is linear in the I(dxℓ).
Finally, we have further that Vjy (Vky d
2f) = 0, and thus
0=
p∑
i=1
[Dk(Di(f))δij +Di(f)B
m
kiδmj ]− (Vjy d)Dk(f)
= Dk(Dj(f))−Dj(Dk(f)) +
p∑
i=1
Di(f)B
j
ki
= [Dk,Dj](f) +
p∑
i=1
Di(f)B
j
ki,
where we have used the properties of the interior product in the first line and the equality
(23) in the second line. Rewriting the above we obtain
[Dj ,Dk](f) =
p∑
i=1
Di(f)B
j
ki.
Since [Dj,Dk](f) =
∑p
i=1A
i
jkDi(f), where A
i
jk is defined in Equation (19), this implies
that
Aijk = B
j
ki,
as required. ✷
Example 2.9 Recall that τ is an invariant dummy independent variable introduced to
effect variation, a textcolorbluedevice that will enable us to use the invariant calculus
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necessary for our results. Let g ∈ SL(2) act on (x, y, τ) as in Example 2.5. Then the Lie
derivatives of I(dxj) with respect to Di are as shown in Table 2.
Lie derivative I(dx) I(dy) I(dτ)
Dx
Iu12
Iu1
I(dy) 2I(dy) 0
Dy −
Iu12
Iu1
I(dx)−
Iu23
Iu1
I(dτ) −2I(dx) 0
Dτ
Iu23
Iu1
I(dy) 0 0
Table 2: Lie derivatives of the I(dxj) with respect to the Di.
Note that in Example 2.9, the Lie derivatives Di of I(dτ) are all equal to zero. This
is no coincidence as is shown in the following lemma.
Lemma 2.10 Let g ∈ G act on the set of independent variables {xi}, for i = 1, ..., p+1.
If g · xp+1 = xp+1, then
Di (I(dxp+1)) = 0,
for all i = 1, ..., p+ 1.
Proof The Lie derivative of a form can be written as
Di (I(dxp+1)) =
p+1∑
ℓ=1
Bℓi,p+1I(dxℓ).
According to Theorem 2.8, the coefficients Bℓi,p+1 are equal to
Ap+1ℓi =
r∑
n=1
KinΞ
p+1
nℓ − KℓnΞ
p+1
ni .
Since xp+1 is invariant, ξ
p+1
n = 0, and therefore, Ξ
p+1
nℓ = Ξ
p+1
ni = 0. Thus, for ℓ = 1, ..., p+1,
Bℓi,p+1I(dxℓ) = 0.
✷
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As we are interested in calculating the invariantized Euler-Lagrange equations and
its associated conservation laws for variational problems whose independent variables
are not invariant, it will at times be necessary to apply recursively the commutators
[Dp+1,Di] =
∑p+1
k=1A
k
p+1,iDk, for i = 1, ..., p, where xp+1 is a dummy invariant independent
variable and Akp+1,i are as defined in (19) . Lemma 2.11 provides a formula for the
commutators [Dp+1,DK], where K is a multi-index of differentiation with respect to xi,
for i = 1, ..., p.
Lemma 2.11 Let g ∈ G act on the set of independent variables {xi}, for i = 1, ..., p+1.
If g · xp+1 = xp+1 and ω is some differential form on M , then
Dp+1DK(ω) =
(
DKDp+1 +
m∑
ℓ=1
p∑
n=1
DKℓ
(
Anp+1, kℓDn
)
DK\(Kℓ,kℓ)
)
(ω), (26)
where K = (k1, ..., km) is a multi-index of differentiation with respect to xi, for i = 1, ..., p,
of order m and, Kℓ and K\(Kℓ, kℓ) are tuples of differentiation of the following form
Kℓ = (k1, ..., kℓ−1), with K1 = (0), and K\(Kℓ, kℓ) = (kℓ+1, ..., km).
Proof To obtain (26), we use the equation for the commutators (19) recursively as follows,
Dp+1DK(ω)
=
(
Dk1Dp+1 +
p+1∑
n=1
Anp+1, k1Dn
)
Dk2 · · ·Dkm(ω)
= Dk1
(
Dk2Dp+1 +
p+1∑
n=1
Anp+1, k2Dn
)
Dk3 · · ·Dkm(ω) +
p+1∑
n=1
Anp+1, k1DnDk2 · · ·Dkm(ω)
= Dk1Dk2Dp+1Dk3 · · ·Dkm(ω) +
2∑
ℓ=1
p+1∑
n=1
DKℓ(A
n
p+1, kℓ
Dn)DK\(Kℓ,kℓ)(ω), (27)
and so on. Note that as x˜p+1 = xp+1, then ξ
p+1
j = 0, for all j = 1, ..., r, and therefore, from
(19) we have that Ap+1p+1, kℓ = 0 for all ℓ. After applying the commutators (19) recursively
and setting Ap+1p+1, kℓ to zero for all ℓ, (27) becomes
DKDp+1(ω) = DKDp+1(ω) +
m∑
ℓ=1
p∑
n=1
DKℓ(A
n
p+1, kℓ
Dn)DK\(Kℓ,kℓ)(ω).
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✷2.3 Invariant Calculus of Variations
Consider Lagrangians to be smooth functions of x, u and finitely many derivatives of
uα and denote them as L¯ [u] =
∫
L¯[u] dpx, where dpx = dx1 . . . dxp. Moreover, assume
these to be invariant under some group action and let the κj, for j = 1, ..., N , denote the
generating differential invariants of that group action; in [12] Hubert and Kogan prove
that there exists a finite number of generating invariants. We can then rewrite L¯ [u]
as L [κ] =
∫
L[κ] I(dpx), where I(dpx) = I(dx1) . . . I(dxp) is the invariant volume form
obtained via the moving frame.
Kogan and Olver in [7] obtained formulae for the invariantized Euler-Lagrange equa-
tions through the construction of a variational bicomplex; we arrive at these using calcu-
lations that are similar to those employed to obtain the Euler-Lagrange equations in the
original variables (x,u).
Recall that if x 7→ (x,u(x)) extremizes the functional L¯ [u], then a small perturbation
of u yields
0 =
d
dε
∣∣∣∣
ε=0
L¯ [u+ εv]
=
∫ q∑
α=1
[
Eα(L¯)vα +
p∑
i=1
d
dxi
(
∂L¯
∂uαi
vα + · · ·
)]
dpx
after differentiation under the integral sign and integration by parts, where
Eα =
∑
K
(−1)m
dm
dxk1 . . .dxkm
∂
∂uαK
is the Euler operator with respect to the dependent variables uα and K = (k1, ..., km).
To obtain the invariantized analogue of d
dε
∣∣
ε=0
L¯ [u+εv], where the Lagrangian is given
in terms of the differential invariants and an invariant volume form, we must first introduce
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a dummy invariant independent variable xp+1, where p is the number of independent
variables.
The introduction of this new independent variable results in q new invariants Iαp+1 =
g · ∂uα/∂xp+1|g=ρ(z) and a set of syzygies Dp+1κ = HI(up+1), that is
Dp+1

κ1
...
κN
 = H

I1p+1
...
Iqp+1
 , (28)
where H is an N × q matrix of operators depending only on the Di, for i = 1, ..., p, the
κj, for j = 1, ..., N , and their invariant derivatives. Since the independent variables are
not necessarily invariant, the operators Di, for i = 1, ..., p, and Dp+1 do not commute in
general.
We know that, symbolically,
d
dε
∣∣∣∣
ε=0
L¯ [u+ εv] =
d
dτ
∣∣∣∣
uτ=v
L¯ [u].
Proceeding as for the calculation of the Euler-Lagrange equations in the original vari-
ables, we obtain the following, after differentiating under the integral sign and performing
integration by parts,
0 =Dp+1
∫
L[κ]I(dpx)
=
∫ [∑
j,K
∂L
∂DKκj
Dp+1DKκjI(d
px) + LDp+1(I(d
px))
]
=
∫ [∑
j,K
∂L
∂DKκj
(
DKDp+1 +
m∑
ℓ=1
p∑
i=1
DKℓ(A
i
p+1,kℓ
Di)DK\(Kℓ,kℓ)
)
(κjI(d
px)) + LDp+1(I(d
px))
]
=
∫ [∑
j,K
(
(−1)mDK
( ∂L
∂DKκj
I(dpx)
)
Dp+1κj
✿✿✿✿✿✿✿
+
∂L
∂DKκj
m∑
ℓ=1
p∑
i=1
DKℓ(A
i
p+1,kℓ
Di)DK\(Kℓ,kℓ) (κjI(d
px))
)
+L
p∑
j=1
I(dx1)...Dp+1I(dxj)...I(dxp)
]
+ B.T.’s, (29)
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where B.T.’s stands for boundary terms, m is the order of the multi-index of differentiation
K, and Kℓ and K\(Kℓ, kℓ) correspond to the tuples defined in Lemma 2.11. Note that we
have used Lemma 2.11 in (29).
Next, we substitute the underlined Dp+1κj by (28) and use Theorem 2.8 to differentiate
the invariant one-forms, which yields
0 =
∫ [∑
j,K
(∑
α
(
(−1)mDK
( ∂L
∂DKκj
I(dpx)
)
Hj, αI
α
p+1
)
+
∂L
∂DKκj
m∑
ℓ=1
p∑
i=1
DKℓ(A
i
p+1,kℓ
Di)DK\(Kℓ,kℓ)κjI(d
px)
)
+ L
p∑
j=1
Bjp+1,jI(d
px)
]
+ B.T.’s.
(30)
Note that the terms Aip+1, kℓ , DKℓ(A
i
p+1,kℓ
), and Bjp+1,j involve sums of terms which include
IαK,p+1. Unless |K| = 0, then one needs to substitute the I
α
K,p+1, by their respective
differential formulae DKI
α
p+1 −M
α
p+1,K – where M
α
p+1,K are the error terms obtained by
applying DK to I
α
p+1. Note that if the M
α
p+1,K involve terms of the form I
α
J,p+1, then these
must also be substituted by their respective differential formulae. Performing a second
set of integration by parts to (30) yields
0 =
∫ (∑
α
Eα(L)Iαp+1I(d
px) +
p∑
i=1
Di
( p+1∑
j=1
Fij I(dx1)...Î(dxj)...I(dxp+1)
))
, (31)
where Eα(L) are the invariantized Euler-Lagrange equations as defined in (3), Fij depend
on IαK,p+1 and I
α
J with K and J multi-indices of differentiation with respect to xi, for
i = 1, ..., p, and
I(dx1)...Î(dxj)...I(dxp+1) = I(dx1)...I(dxj−1)I(dxj+1)...I(dxp+1).
Note that after the second set of integration by parts has been performed in (30), all
p-forms involving I(dxp+1), which sit outside the boundary terms, have been discarded as
there is no integration along xp+1. In the next theorem, we will show that the boundary
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terms of (31) do not contain any (p− 1)-forms involving I(dxp+1), and therefore as they
crop up in the calculation we can simply just discard them. Furthermore, an important
point of the next theorem is to show that the resulting boundary terms are linear in IαK,p+1.
Theorem 2.12 The process of calculating the invariantized Euler-Lagrange equations
produces boundary terms that can be written as
∫ p∑
i=1
d
(
(−1)i−1
(∑
K,α
IαK,p+1C
α
K,i
)
I(dx1)...Î(dxi)...I(dxp)
)
, (32)
where
I(dx1)...Î(dxi)...I(dxp) = I(dx1)...I(dxi−1)I(dxi+1)...I(dxp),
K is a multi-index of differentiation with respect to xi, for i = 1, ..., p, and C
α
K,i are
functions of IαJ , with J a multi-index of differentiation with respect to xi.
Proof Consider the boundary terms in (31)
∫ p∑
i=1
Di
(
p+1∑
j=1
Fij I(dx1)...Î(dxj)...I(dxp+1)
)
. (33)
Since Di is a derivation, we obtain
Di
(
p+1∑
j=1
Fij I(dx1)...Î(dxj)...I(dxp+1)
)
=
p+1∑
j=1
(
Di(Fij)I(dx1)...Î(dxj)...I(dxp+1) + FijDi(I(dx1)...Î(dxj)...I(dxp+1))
)
. (34)
For j = 1, ..., p+ 1, Di(I(dx1)...Î(dxj)...I(dxp+1)) in (34) can be written as
Di(I(dx1))...Î(dxj)...I(dxp+1) + · · ·+ I(dx1)...Î(dxj)...Di(I(dxp+1)). (35)
For j = 1, ..., p, the last term in (35) is zero by Lemma 2.10, also all remaining terms in
(35) disappear as they all possess a I(dxp+1) form and there is no integration along xp+1.
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Furthermore, for j = 1, ..., p, the terms Di(Fij)I(dx1)...Î(dxj)...I(dxp+1) in (34) dis-
appear as there is no integration along xp+1. Hence, (34) reduces to
Di(Fi,p+1)I(d
px) + Fi,p+1Di(I(d
px))
= Di(Fi,p+1I(d
px))
= d(ViyFi,p+1I(d
px)) +Viy d(Fi,p+1I(d
px)). (36)
The invariant volume form, I(dpx), can be written as |J | dpx, where as before J =
dx˜/dx|g=ρ(z), and therefore (36) becomes
d((−1)i−1Fi,p+1I(dx1)...Î(dxi)...I(dxp)) +Viy
∂ (Fi,p+1|J |)
∂xp+1
dxp+1 d
px.
Since Di, which is associated to Vi, does not involve any Dp+1, we will be left in the
second summand with a form involving dxp+1 and as there is no integration along xp+1
we obtain
d((−1)i−1Fi,p+1I(dx1)...Î(dxi)...I(dxp)). (37)
From Theorem 2.8, we know that Bkij = A
i
jk, which is equal to
∑r
ℓ=1 KkℓΞ
i
ℓj − KjℓΞ
i
ℓk.
Since some of the terms in Fi,p+1 are products of the form I
α
K,p+1I
β
JB
k
ij , where k 6= p + 1,
and the Bkij in these products never involve invariants of the form I
γ
L,p+1, the Fi,p+1 are
linear combinations of the IαK,p+1.
Thus, the boundary terms (33) simplify to
∫ p∑
i=1
d((−1)i−1Fi,p+1I(dx1)...Î(dxi)...I(dxp))
=
∫ p∑
i=1
d
(
(−1)i−1
(∑
K,α
IαK,p+1C
α
K,i
)
I(dx1)...Î(dxi)...I(dxp)
)
, (38)
where CαK,i are coefficients of the I
α
K,p+1. ✷
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Example 2.13 Consider the variational problem
∫∫
u(uxxuyy − u
2
xy) dxdy, which is in-
variant under the action presented in Example 2.1. To find the invariantized Euler-
Lagrange equation, introduce a dummy invariant independent variable τ and set u =
u(x, y, τ). The introduction of this new independent variable results in the new invariant
u˜τ |g=ρ(z) = I
u
3 and a set of syzygies, as computed in Example 2.5. Rewriting the above
variational problem in terms of the invariants of the group action yields∫∫
Iu(Iu11I
u
22 − (I
u
12)
2)I(dx)I(dy).
In the process of calculating the invariantized Euler-Lagrange equation and its boundary
terms, we differentiate under the integral sign and obtain
Dτ
∫∫
Iu(Iu11I
u
22 − (I
u
12)
2)I(dx)I(dy)
=
∫∫ [(
Dτ (I
u)(Iu11I
u
22 − (I
u
12)
2) + IuIu22DτI
u
11 + I
uIu11DτI
u
22
−2IuIu12DτI
u
12
)
I(dx)I(dy) + Iu(Iu11I
u
22 − (I
u
12)
2)Dτ (I(dx)I(dy))
]
.
Using Table 2 we find that Dτ (I(dx)I(dy)) = 0. Then substituting DτI
u
11, DτI
u
22, and
DτI
u
12 by (15), (16), and (17), respectively, and performing integration by parts yields∫∫
3
(
Iu11I
u
22 − (I
u
12)
2
)
Iu3 I(dx)I(dy)
+
∫∫ [
Dx
(((
IuIu22 − I
u
1 I
u
22 + I
uIu122 −
IuIu11I
u
22
Iu1
)
Iu3 + I
uIu22I
u
13
)
I(dx)I(dy)
)
+Dy
(((
IuIu11I
u
12
Iu1
− IuIu112
)
Iu3 − 2I
uIu12I
u
13 + I
uIu11I
u
23
)
I(dx)I(dy)
)]
,
where all forms involving I(dτ) have been discarded as there is no integration along τ .
Thus, we obtain the invariantized Euler-Lagrange equation
Eu(L) = 3
(
Iu11I
u
22 − (I
u
12)
2
)
= 3(uxxuyy − u
2
xy),
as expected, and according to (38), the boundary terms can be written as∫∫
d
(((
IuIu22 − I
u
1 I
u
22 + I
uIu122 −
IuIu11I
u
22
Iu1
)
Iu3 + I
uIu22I
u
13
)
I(dy)
−
((
IuIu11I
u
12
Iu1
− IuIu112
)
Iu3 − 2I
uIu12I
u
13 + I
uIu11I
u
23
)
I(dx)
)
, (39)
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where the summands are linear in the IαK3 as expected. We will continue this example and
obtain the conservation laws, see Example 3.10.
Finding the Euler-Lagrange equation in the original variables for this particular vari-
ational problem is a simple task and in this case, the invariantized version of the Euler-
Lagrange equation does not simplify its calculation. However, the conservation laws con-
tain many terms and using invariants to rewrite them, reduces them. We note that we
have not used the translation invariance of this Lagrangian, and indeed we could have
used the equiaffine action to study this problem. This would have led to three normalized
derivative terms instead of just the one. However, we would also have had three generating
differential invariants and two generating syzygies.
Remark 2.14 Note that in Example 2.13 we could have substituted DτI
u
12 by Equation
(18) instead of Equation (17), or we could even have used a combination of the two; in
any case, no matter which syzygy is used the seemingly different boundary terms yield
equivalent conservation laws.
3 Structure of Noether’s conservation laws
In [2] it was shown that, for invariant Lagrangians that may be parametrized so that the
independent variables are each invariant under the group action, Noether’s conservation
laws could be written in terms of the differential invariants of the group action and the
adjoint representation of a moving frame for the Lie group action. Here we generalise this
result to variational problems with independent variables that are not invariant; in this
case Noether’s conservation laws have a similar form as the ones presented in [2], but with
an extra factor – the matrix representing the group action on the space of (p− 1)-forms,
where p is the number of independent variables.
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Example 3.1 Consider the SL(2) action as in Example 2.1 and the variational problem
of Example 2.13. Applying Noether’s Theorem to the variational problem and rewriting
the three conservation laws in terms of the differential invariants of the group action yields
d


Ad(ρ)−1
a
xux − yuy
xux + yuy
−
2uxuy
(xux + yuy)2
−2xy
b
yux
xux + yuy
u2x
(xux + yuy)2
−y2
c
xuy
xux + yuy
−
u2y
(xux + yuy)2
x2


υ1 υ2
Iu1 I
u
22(I
u − Iu1 ) I
u
1 I
u
12(I
u − Iu1 )
−IuIu1 I
u
12 −I
uIu1 I
u
11
0 0

×
 x −yuy
xux + yuy
ux
xux + yuy

︸ ︷︷ ︸
MJ
 dy
dx

︸ ︷︷ ︸
d1x̂

= 0, (40)
where Ad(ρ)−1 is the inverse of the Adjoint representation of SL(2) with respect to its
generating vector fields evaluated at the frame (7), υ1 and υ2 are vectors of invariants,
and MJ is the matrix of first minors of the Jacobian matrix J , as defined in the proof of
Lemma 2.7, evaluated at the frame (7). The quantity MJd
1x̂ is in fact invariant, as will
be shown in the proof of Theorem 3.9, Equation (60).
3.1 The group action on the conservation laws
Before we proceed to generalising the result in [2], we shall look in detail at the group
action on the conservation laws, for which we will need the following definitions and
identities.
Definition 3.2 The Adjoint action Ad of g ∈ G on the vector field vj =
∑
α,i(ξ
i
j∂xi +
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φαj ∂uα) is given as follows
Adg
(∑
α,i
(ξij∂xi + φ
α
j ∂uα)
)
=
∑
α,i
(ξij(x˜, u˜)∂x˜i + φ
α
j (x˜, u˜)∂u˜α),
so that (
Ad(Ξj) Ad(Φj)
)
=
(
Ξj(x˜, u˜) Φj(x˜, u˜)
)(
∂(x˜, u˜)
∂(x,u)
)−T
, (41)
with Ξj = (ξ
1
j , ..., ξ
p
j ) and Φj = (φ
1
j , ..., φ
q
j), and for all vj, by Theorem 3.3.10 of [1], we
have that
Ad(g)
(
Ξ(x,u) Φ(x,u)
)
=
(
Ξ(x˜, u˜) Φ(x˜, u˜)
)(
∂(x˜, u˜)
∂(x,u)
)−T
, (42)
where Ad(g) is an r × r matrix, giving the Adjoint action, depending only on the group
parameters, with r = dim(G).
Lemma 3.3 Let x = (x1, ..., xp) and u(x) = (u
1(x), ..., uq(x)). The q × p matrix ∂u/∂x
can be written as
∂u
∂x
=
(
∂u˜
∂u
−
du˜
dx˜
∂x˜
∂u
)−1(
du˜
dx˜
∂x˜
∂x
−
∂u˜
∂x
)
. (43)
Proof We have
du˜
dx˜
dx˜
dx
=
du˜
dx
and
dz˜
dx
=
∂z˜
∂x
+
∂z˜
∂u
∂u
∂x
, z = x,u.
The result follows from expanding the first equation, and collecting terms in ∂u/∂x. ✷
Definition 3.4 Given the vector field vj =
∑
α,i(ξ
i
j∂xi + φ
α
j ∂uα), the column vector Qj
with components
Qαj (x,u,ux) = φ
α
j (x,u)−
p∑
i=1
uαi ξ
i
j(x,u), α = 1, ..., q,
is referred to as the characteristic of the vector field vj.
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Letting g ∈ G act on Qj , we have
Qj(x˜, u˜, u˜x) =
(
−
du˜
dx˜
Iq
) ΞTj (x˜, u˜)
ΦTj (x˜, u˜)
 .
Using (41) and (43) this can be written as
Qj(x˜, u˜, u˜x)=
(
∂u˜
∂u
−
du˜
dx˜
∂x˜
∂u
)(
Ad(ΦTj )−
∂u
∂x
Ad(ΞTj )
)
=
(
∂u˜
∂u
−
du˜
dx˜
∂x˜
∂u
)
Ad(Qj) (44)
where this defines
Ad(Qj) = Ad(Φ
T
j )−
∂u
∂x
Ad(ΞTj ). (45)
The following lemma provides a result on the action of an element g ∈ G on the
p−1-forms, which will be needed to determine the action on Noether’s conservation laws.
Lemma 3.5 If
(−1)k−1dx˜1...d̂x˜k...dx˜p =
p∑
ℓ=1
(−1)ℓ−1Zkℓ dx1...d̂xℓ...dxp
defines Zkℓ , then
(−1)ℓ−1Zkℓ =
((
dx˜
dx
)−1)
ℓk
det
(
dx˜
dx
)
. (46)
The proof of this lemma can be found in Appendix A.
Theorem 3.6 Let L [u] =
∫
Ω
L(x,u, uαK)d
px be a variational problem, which is invariant
under the action of a Lie group symmetry G given by
x 7→ g · x = x˜(x,u),
u 7→ g · u = u˜(x,u),
uαK 7→ g · u
α
K = u˜
α
K :=
∂|K|u˜α
∂x˜k1 ...∂x˜km
,
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so that
L(x,u, uαK) = L(x˜, u˜, u˜
α
K) det
(
dx˜
dx
)
.
If
p∑
k=1
(−1)k−1Cjk(x,u, u
α
K,Ξj(x,u),Φj(x,u))dx1...d̂xk...dxp, for j = 1, ..., r,
are Noether’s conservation laws, with Ξj = (ξ
1
j , ..., ξ
p
j ) and Φj = (φ
1
j , ..., φ
q
j) being the
infinitesimals as defined in (10), then for all g ∈ G
p∑
k=1
(−1)k−1Cjk(x˜, u˜, u˜
α
K,Ξj(x˜, u˜),Φj(x˜, u˜))dx˜1...d̂x˜k...dx˜p
=
p∑
k=1
(−1)k−1Cjk(x,u, u
α
K , Ad(Ξ
T
j ), Ad(Φ
T
j ))dx1...d̂xk...dxp.
To simplify the proof of Theorem 3.6, we shall need the following lemma.
Lemma 3.7 It is sufficient to demonstrate Theorem 3.6 for a first order Lagrangian with
a Lie group symmetry. That is, any Lagrangian invariant under an action of a Lie group
G is equivalent to a first order Lagrangian that is also invariant under an extended action
of G.
Proof Any Lagrangian can be written as a first order Lagrangian by introducing La-
grangian multipliers and a new dependent variable, vαK for every derivative of u
α appearing
as an argument of L. Specifically, define
L¯ = L(x,u, vαK, (v
α
J )ℓ)−
∑
α,ℓ
λαℓ (u
α
ℓ − v
α
ℓ )−
∑
α,ℓ,|K|>0
λαKℓ((v
α
K)ℓ − v
α
Kℓ),
where K = (k1, ..., kN) is an ordered multi-index of differentiation which is at most equal
31
to J = (j1, ..., jn). The Euler-Lagrange equations for L¯ are
Eu(L¯) =
{
∂L
∂uα
+
p∑
i=1
Di(λ
α
i )
∣∣∣ α} ,
Ev(L¯) =
{
∂L
∂vαK
+ λαK +
∑
ℓ≥kN
Dℓ(λ
α
Kℓ)
∣∣∣ α,K} ∪{ ∂L
∂vαJ
−
∑
ℓ≥jn
Dℓ
(
∂L
∂(vαJ )ℓ
)
+ λαJ
∣∣∣ α, J} ,
Eλ(L¯) = {uαℓ − v
α
ℓ | α, ℓ} ∪ {(v
α
K)ℓ − v
α
Kℓ | α,K, ℓ} .
Eliminating the v’s and the λ’s yields the Euler-Lagrange system for L. We now induce
an action on the additional dependent variables as follows. Set
g · vαK = (g · u
α
K)|{uαM=vαM | |M|>0},
g · λαℓ =
((
g · uαℓ − g · v
α
ℓ
uαℓ − v
α
ℓ
)
det
(
d(g · x)
dx
))−1
λαℓ ,
g · λαKℓ =
((
g · (vαK)ℓ − g · v
α
Kℓ
(vαK)ℓ − v
α
Kℓ
)
det
(
d(g · x)
dx
))−1
λαKℓ,
and thus, by construction L¯dpx is invariant. This is indeed a group action: the action on
the vαK is symbolically that of the action on the derivatives, u
α
K, which is a right action.
Further,
h · (g · λαℓ ) = h ·
((
g · uαℓ − g · v
α
ℓ
uαℓ − v
α
ℓ
)
det
(
d(g · x)
dx
))−1
λαℓ
=
((
gh · uαℓ − gh · v
α
ℓ
h · uαℓ − h · v
α
ℓ
)
det
(
d(gh · x)
d(h · x)
))−1
h · λαℓ
=
((
gh · uαℓ − gh · v
α
ℓ
uαℓ − v
α
ℓ
)
det
(
d(gh · x)
dx
))−1
λαℓ
= gh · λαℓ
by the chain rule and using the fact that the determinant is multiplicative.
The argument for λαK is similar. Finally, we note that obtaining Noether’s conservation
laws for L¯ and eliminating the vαK and λ
α
K using the Euler-Lagrange equations E
v(L¯) and
Eλ(L¯), yields the conservation laws for L. ✷
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Proof of Theorem 3.6 By Lemma 3.7, it is enough to prove the result for a first order
Lagrangian. A first order Lagrangian with a Lie symmetry has Noether’s conservation
laws in the form
p∑
k=1
d
dxk
Cjk = 0, for j = 1, ..., r,
where
Cjk = L(x,u, u
α
K)ξ
k
j (x,u) +
q∑
α=1
Qαj (x,u,ux)
∂L
∂uαk
and Qαj is as defined in Definition 3.4.
Step 1 Now considering the operator used for the kth component of the conservation law
q∑
α=1
Qαj (x,u,ux)
∂
∂uαk
where k is fixed, we will show that the action of g ∈ G on the operator is equal to
q∑
α=1
Qαj (x˜, u˜, u˜x)
∂
∂u˜αk
=
∑
α,ℓ
Ad(Qαj )
(
dx˜
dx
)
kℓ
∂
∂uαℓ
.
Since we know what the action of g ∈ G is on Qj (see (44)), we just need to find how
g ∈ G acts on ∂/∂uαk . Schematically, we have that
∇u˜x =
(
du˜x
dux
)−T
∇ux ,
and to obtain the components of this Jacobian matrix, we consider Equation (43) and
calculate
lim
ε→0
∂u
∂x
∣∣∣∣du˜
dx˜
+ εH
=
(
∂u˜
∂u
−
du˜
dx˜
∂x˜
∂u
)−1
H
dx˜
dx
= A−1HB = V (H),
where this defines A, B and V (H). By construction, the coefficient of Hαk in the (β, ℓ)
component of this matrix equals
∂uβℓ
∂u˜αk
.
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Direct calculation shows that if eij is the matrix with (eij)kℓ = δikδjℓ, then
V (eij) =

(A−1)1i
(A−1)2i
...
(A−1)qi

(
Bj1 Bj2 · · · Bjp
)
,
and thus
∂uβℓ
∂u˜αk
=
((
∂u˜
∂u
−
du˜
dx˜
∂x˜
∂u
)−1)
βα
(
dx˜
dx
)
kℓ
.
We have then, for k fixed,
q∑
α=1
Qαj (x˜, u˜, u˜x)
∂
∂u˜αk
=
∑
β,ℓ,n,α
AαnAd(Q
n
j )(A
−1)βαBkℓ
∂
∂uβℓ
=
∑
β,ℓ
Ad(Qβj )
(
dx˜
dx
)
kℓ
∂
∂uβℓ
,
using (44), and noting that the matrix appearing as a factor of Q(x˜, u˜, u˜x) is A.
Step 2 Now we evaluate
∑
αQ
α
j (x˜, u˜, u˜x)∂/∂u˜
α
k on
L(x˜, u˜, u˜x) = L(x,u,ux) det
(
dx˜
dx
)−1
, (47)
which is the invariance condition on the Lagrangian. From
dx˜
dx
=
∂x˜
∂x
+
∂x˜
∂u
∂u
∂x
it can be shown that
∂
∂uβℓ
det
(
dx˜
dx
)
=
p∑
j=1
∂x˜j
∂uβ
(
(j, ℓ) first minor of
dx˜
dx
· (−1)j+ℓ
)
=
p∑
j=1
∂x˜j
∂uβ
((
dx˜
dx
)−1)
ℓj
det
(
dx˜
dx
)
.
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Thus, we obtain, recalling k is fixed, that
q∑
α=1
Qαj (x˜, u˜, u˜x)
∂
∂u˜αk
(L(x˜, u˜, u˜x))
= det
(
dx˜
dx
)−1(∑
β,ℓ
Ad(Qβj )
(
dx˜
dx
)
kℓ
∂
∂uβℓ
L(x,u,ux)−
∑
β
Ad(Qβj )
∂x˜k
∂uβ
L(x,u,ux)
)
.
(48)
Step 3 We are now in a position to consider the kth component of the conservation law
in the transformed variables, namely,
g · Cjk = L(x˜, u˜, u˜x)ξ
k
j (x˜, u˜) +
∑
α
Qαj (x˜, u˜, u˜x)
∂
∂u˜αk
L(x˜, u˜, u˜x).
Using Equations (41), (47) and (48), and collecting terms, yields
g · Cjk = det
(
dx˜
dx
)−1(
dx˜
dx
)
kℓ
(
L(x,u,ux)Ad(ξ
k
j ) +
∑
α
Ad(Qαj )
∂
∂uαℓ
L(x,u,ux)
)
. (49)
Step 4 We now consider
g ·
(
p∑
k=1
(−1)k−1Cjkdx1... d̂xk... dxp
)
=
p∑
k=1
(−1)k−1(g · Cjk)dx˜1... d̂x˜k... dx˜p,
Combining Equation (49) and Lemma 3.5 yields
g ·
(
p∑
k=1
(−1)k−1Cjk(x,u,ux,Ξj ,Φj)dx1...d̂xk...dxp
)
=
p∑
k=1
(−1)k−1Cjk(x,u,ux, Ad(Ξj), Ad(Φj))dx1...d̂xk...dxp, (50)
which completes the proof. ✷
Since we can write the Adjoint action on the generating vector fields in matrix form
(see (41)) and the conservation laws are linear in ξ and φ, the action of g ∈ G on the
conservation laws can be written as
Ad(g)

p∑
k=1
(−1)k−1C1k
...
p∑
k=1
(−1)k−1Crk

, (51)
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where Ad(g) is the Adjoint representation of G which can be easily computed as shown
in the following example.
Example 3.8 Consider the infinitesimal vector fields
x∂x − y∂y, y∂x and x∂y,
which generate the linear SL(2) action. The adjoint action of g ∈ SL(2) on these in-
finitesimal vector fields is as follows
g · (α(x∂x − y∂y) + βy∂x + γx∂y)
= α(x˜∂x˜ − y˜∂y˜) + βy˜∂x˜ + γx˜∂y˜
=
(
α β γ
)

ad+ bc 2bd −2ac
cd d2 −c2
−ab −b2 a2

︸ ︷︷ ︸
Ad(g)

x∂x − y∂y
y∂x
x∂y
 , (52)
where ad− bc = 1.
For more details on the adjoint representation of G with respect to the generating vector
fields, see Gonc¸alves and Mansfield [1, 2].
3.2 Noether’s Laws in terms of the invariants and the Adjoint
action of a moving frame
The following result states the structure of Noether’s conservation laws for the general
case, where the independent variables are not necessarily invariant under the Lie group
action.
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Theorem 3.9 Let
∫
L(κ1, κ2, ...)I(d
px) be invariant under G ×M → M , where M =
Jn(X ×U), with generating invariants κj, for j = 1, ..., N . Introduce a dummy invariant
variable τ to effect the variation and then integration by parts yields
Dτ
∫
L(κ1, κ2, ...)I(d
px)
=
∫ [∑
α
Eα(L)Iατ I(d
px) +
p∑
k=1
d
(
(−1)k−1
(∑
J,α
IαJτC
α
J,k
)
I(dx1)...Î(dxk)...I(dxp)
)]
,
where this defines the vectors Cαk = (C
α
J,k). Recall that E
α(L) are the invariantized Euler-
Lagrange equations and IαJτ = I(u
α
Jτ), where J is a multi-index of differentiation with
respect to the variables xi, for i = 1, ..., p. Let (a1, ..., ar) be the coordinates of G near the
identity e, and vi, for i = 1, ..., r, the associated infinitesimal vector fields. Furthermore,
let Ad(g) be the Adjoint representation of G with respect to these vector fields. For each
dependent variable, define the matrices of characteristics to be
Q
α(z˜) = (D˜K(Q
α
i )), α = 1, ..., q,
where K is a multi-index of differentiation with respect to the xk and
Qαi = φ
α
i −
p∑
k=1
ξki u
α
k =
∂u˜α
∂ai
∣∣∣∣
g=e
−
p∑
k=1
∂x˜k
∂ai
∣∣∣∣
g=e
uαk
are the components of the q-tuple Qi known as the characteristic of the vector field vi.
Let Qα(J, I), for α = 1, ..., q, be the invariantization of the above matrices. Then, the r
conservation laws obtained via Noether’s Theorem can be written in the form
d
(
Ad(ρ)−1 (υ1, · · · ,υp)MJ d
p−1x̂
)
= 0,
where
υk =
∑
α
(−1)k−1 (Qα(J, I)Cαk + L(Ξ(J, I))k) , (53)
are the vectors of invariants, with (Ξ(J, I))k the k
th column of Ξ(J, I), MJ is the matrix
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of first minors of the Jacobian matrix evaluated at the frame, J = dx˜/dx|g=ρ(z), and
dp−1x̂ =

d̂x1dx2...dxp
dx1d̂x2dx3...dxp
...
dx1...dxp−1d̂xp

=

dx2dx3...dxp
dx1dx3...dxp
...
dx1dx2...dxp−1

.
Proof The infinitesimal criterion of invariance tells us that G is a variational symmetry
group of
∫
L¯(z)dpx if and only if
pr(n)vi(L¯) + L¯DivΞi = 0,
for all z ∈ M and every infinitesimal generator vi; the n
th prolongation of vi is defined
as pr(n)vi =
∑
k ξ
k
i ∂xk +
∑
α,J φ
α
J,i∂uαJ . This criterion can also be written as
pr(n)vQi(L¯) + Div(L¯Ξi) = 0,
where pr(n)vQi =
∑
α,JDJQ
α
i ∂uαJ . Calculating
∫
pr(n)vQi(L¯)d
px yields
∫ (
Qi · E(L¯) + Div(A)
)
dpx,
which is exactly what d/dε|ε=0L¯ [u
α+εvα] produces, where vα correspond to the infinites-
imals. Since we know that
d
dε
∣∣∣∣
ε=0
L¯ [uα + εvα] and
d
dτ
∣∣∣∣
uατ=v
α
L¯ [uα]
yield the same symbolic result,
Dτ |D˜τ u˜α|g=ρ(z)=vα L [κ]
provides us with the invariantized Euler-Lagrange system and the boundary terms
p∑
k=1
d
(
(−1)k−1
(∑
J,α
IαJτC
α
J,k
)
I(dx1)...Î(dxk)...I(dxp)
)
. (54)
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By definition, IαJτ is equal to
IαJτ = D˜τ u˜
α
J |g=ρ(z).
Hence by the chain rule,
(Iατ I
α
J1τ
IαJ2τ · · · ) = (D˜τu
α D˜τu
α
J1
D˜τu
α
J2
· · · )|g=ρ(z)
∂(u˜α, u˜αJ1, u˜
α
J2
, ...)
∂(uα, uαJ1, u
α
J2
, ...)
∣∣∣∣∣
T
g=ρ(z)
, (55)
where the Jk are multi-indices of differentiation with respect to xi, for i = 1, ..., p.
We know that the Jacobian matrix J = dx˜/dx|g=ρ(z) can be written as a partitioned
matrix
J =

∂x˜1
∂x1
∣∣∣
g=ρ(z)
· · · ∂x˜1
∂xp
∣∣∣
g=ρ(z)
∂x˜1
∂τ
∣∣
g=ρ(z)
...
. . .
...
...
∂x˜p
∂x1
∣∣∣
g=ρ(z)
· · · ∂x˜p
∂xp
∣∣∣
g=ρ(z)
∂x˜p
∂τ
∣∣∣
g=ρ(z)
∂τ˜
∂x1
∣∣∣
g=ρ(z)
· · · ∂τ˜
∂xp
∣∣∣
g=ρ(z)
∂τ˜
∂τ
∣∣
g=ρ(z)

=
 AT bT
0 1
 ,
where this defines A and b, and that
D˜τu
α
Jℓ
|g=ρ(z) = −bA
−1

∂x1
...
∂xp
 u
α
Jℓ
+
∂uαJℓ
∂τ
=
∂uαJℓ
∂τ
−
∂x1
∂τ
uαJℓ1 − · · · −
∂xp
∂τ
uαJℓp.
Next consider
∂u˜α
∂τ
∣∣∣∣
g=e
−
∂x˜1
∂τ
∣∣∣∣
g=e
uα1 − · · · −
∂x˜p
∂τ
∣∣∣∣
g=e
uαp = u
α
τ
= Qαi = φ
α
i −
p∑
k=1
ξki u
α
k =
∂u˜α
∂ai
∣∣∣∣
g=e
−
∂x˜1
∂ai
∣∣∣∣
g=e
uα1 − · · · −
∂x˜p
∂ai
∣∣∣∣
g=e
uαp ,
(56)
and
∂u˜αJℓ
∂τ
∣∣∣∣∣
g=e
−
∂x˜1
∂τ
∣∣∣∣
g=e
uαJℓ1 − · · · −
∂x˜p
∂τ
∣∣∣∣
g=e
uαJℓp = u
α
Jℓτ
= DJℓQ
α
i = φ
α
Jℓ,i
−
p∑
k=1
ξki u
α
Jℓk
=
∂u˜αJℓ
∂ai
∣∣∣∣∣
g=e
−
∂x˜1
∂ai
∣∣∣∣
g=e
uαJℓ1 − · · · −
∂x˜p
∂ai
∣∣∣∣
g=e
uαJℓp,
(57)
so that τ is considered to be the group parameter, ai.
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Furthermore, from Theorem A.1 we know that
Ad(ρ)−1Qα(J, I) = Qα(z)
(
∂u˜αJ
∂uαJ
)T ∣∣∣∣∣∣
g=ρ(z)
(58)
where Qα(z) = (DK(Q
α
i )).
Substituting the vector (Iατ I
α
J1τ
IαJ2τ · · · ) in (54) by its expression in Equation (55)
yields
p∑
k=1
d
(−1)k−1
∑
α
(D˜τu
α D˜τu
α
J1 D˜τu
α
J2 · · · )|g=ρ(z)
∂u˜αJ
∂uαJ
∣∣∣∣∣
T
g=ρ(z)
Cαk
 I(dx1) · · · Î(dxk) · · · I(dxp)
 .
By (56) and (57), the vector (D˜τu
α D˜τu
α
J1
D˜τu
α
J2
· · · ) in the above equation can be
substituted by every single row of the matrix of characteristics Qα(z). Hence, for each
independent group parameter ai we obtain
p∑
k=1
d
(−1)k−1
∑
α
Q
α
i (z)
∂u˜αJ
∂uαJ
∣∣∣∣∣
T
g=ρ(z)
Cαk
 I(dx1) · · · Î(dxk) · · · I(dxp)
 , i = 1, ..., r,
where Qαi (z) corresponds to row i in Q
α(z).
If we have r group parameters describing group elements near the identity of the group,
we can write the r equations in matrix form as
p∑
k=1
d
(−1)k−1
∑
α
Q
α(z)
∂u˜αJ
∂uαJ
∣∣∣∣∣
T
g=ρ(z)
Cαk
 I(dx1) · · · Î(dxk) · · · I(dxp)
 .
Using the equality (58), we obtain
p∑
k=1
d
(
(−1)k−1
(
Ad(ρ)−1
∑
α
Q
α(J, I)Cαk
)
I(dx1) · · · Î(dxk) · · · I(dxp)
)
. (59)
Next, it is a standard computation in differential exterior algebra to show that
Î(dx1)I(dx2) · · · I(dxp)
I(dx1)Î(dx2) · · · I(dxp)
...
I(dx1) · · · I(dxp−1)Î(dxp)

=

M11 M12 · · · M1p
M21 M22 · · · M2p
...
...
. . .
...
Mp1 Mp2 · · · Mpp

︸ ︷︷ ︸
MJ

d̂x1dx2 · · ·dxp
dx1d̂x2 · · ·dxp
...
dx1 · · ·dxp−1d̂xp

︸ ︷︷ ︸
dp−1x̂
,
(60)
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where MJ is the matrix of first minors of the Jacobian matrix J . Thus, (59) reduces to
p∑
k=1
d
(
Ad(ρ)−1
(∑
α
(−1)k−1Qα(J, I)Cαk
)
MJd
p−1x̂
)
, (61)
and we have thus found the invariantized version of Div(A). We must now find the
invariantized version of the term Div(L¯Ξi) in the infinitesimal criterion of invariance, for
i = 1, ..., r. We know from Theorem 3.6 that
p∑
k=1
(−1)k−1C1k(x˜, u˜, u˜x,Ξ1(x˜, u˜),Φ1(x˜, u˜))dx˜1... d̂x˜k... dx˜p
...
p∑
k=1
(−1)k−1Crk(x˜, u˜, u˜x,Ξ1(x˜, u˜),Φ1(x˜, u˜))dx˜1... d̂x˜k... dx˜p

= Ad(g)

p∑
k=1
(−1)k−1C1k(x,u,ux,Ξ1(x,u),Φ1(x,u))dx1... d̂xk... dxp
...
p∑
k=1
(−1)k−1Crk(x,u,ux,Ξ1(x,u),Φ1(x,u))dx1... d̂xk... dxp

.
Thus,
p∑
k=1
(−1)k−1L¯(x˜, u˜,˜ uαK)(Ξ(x˜, u˜))kdx˜1... d̂x˜k... dx˜p
= Ad(g)
p∑
k=1
(−1)k−1L¯(x,u, uαK)(Ξ(x,u))kdx1... d̂xk... dxp,
where (Ξ(x,u))k is the k
th column of Ξ(x,u). Evaluating this at the frame and rearranging
produces the boundary term, Div(L¯(Ξ)k),
d
(
Ad(ρ)−1
p∑
k=1
(−1)k−1L[κ](Ξ(J, I))kI(dx1)... Î(dxk)... I(dxp)
)
. (62)
Thus, adding the boundary terms (61) and (62) yields
d
(
Ad(ρ)−1 (υ1, · · · ,υp)MJ d
p−1x̂
)
= 0,
as required. ✷
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In terms of calculating the conservation laws in the form
d
(
Ad(ρ)−1(υ1, ...,υp)MJd
p−1x̂
)
= 0,
the vectors of invariants can be obtained by either
1. invariantization of the components of the law in the original coordinates, or
2. using the formula (53).
As there exists software which calculates the conservation laws (Maple package JetCalcu-
lus), it will usually be easier to invariantize the conservation laws to obtain the vectors of
invariants, rather than perform the invariantized integration by parts.
Example 3.10 Here we illustrate how the different components of the conservation laws
in Example 3.1 are obtained. We have already obtained the Adjoint representation Ad(g)
for SL(2) in Example 3.8. Inverting Ad(g) in (52) and evaluating it at the frame (7)
yields Ad(ρ)−1.
Theorem 3.9 tells us that to obtain the vectors of invariants, we need to compute the
invariantized matrix of characteristics, Qu(J, I), and the vectors Cui . The latter have
already been calculated in Example 2.13; the elements of Cui correspond to the coefficients
of the IαJτ in (39). The invariantized matrix of characteristics is
Q
u(J, I) =

Qu Dx(Qu) Dy(Qu)
a −Iu1 −I
u
1 − I
u
11 −I
u
12
b 0 0 −Iu1
c 0 −Iu12 −I
u
22

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and the (Ξ(J, I))i, for i = 1, 2, are
(Ξ(J, I))1 =

ξx
a 1
b 0
c 0
, (Ξ(J, I))2 =

ξy
a 0
b 0
c 1
,
Thus, the vectors of invariants are
υ1 =

Iu1 I
u
22(I
u
1 − 2I
u)− IuIu1 I
u
122 + I
u(Iu11I
u
22 − (I
u
12)
2)
0
−IuIu12I
u
22
 ,
υ2 =

−IuIu1 (2I
u
12 + I
u
112)
IuIu1 I
u
11
−Iu(Iu12)
2
 .
Finally, the Jacobian matrix J is
∂x˜
∂x
∣∣∣∣
g=ρ(z)
∂x˜
∂y
∣∣∣∣
g=ρ(z)
∂y˜
∂x
∣∣∣∣
g=ρ(z)
∂y˜
∂y
∣∣∣∣
g=ρ(z)
 =

ux
xux + yuy
uy
xux + yuy
−y x
 ,
and its matrix of first minors ,MJ , is x −yuy
xux + yuy
ux
xux + yuy
 .
Although the vectors of invariants obtained here are not the same as those obtained in
Example 3.1 (these were obtained by invariantizing the laws), the resulting conservation
laws are equivalent, i.e. the conservation laws differ by a trivial conservation laws. These
are of two types: the first kind, where the trivial conservation law vanishes on all solutions
of the given system, or, second kind, where it holds for any smooth function u = f(x).
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To conclude this example, we summarise the information made available by employing
the invariant calculus for this group action. For the frame with normalisation equations
x˜ = 1, y˜ = 0 and u˜y = 0, the differential algebra of invariants is generated by u and
I(uyy). In addition to the Euler-Lagrange equation, which is now seen to be one equation
for the two generators, there is also the syzygy, Equation (14), providing a second equation
connecting the generating invariants. In this case we can calculate the frame which is given
in Equation (7). The invariant differentiation operators are given in Equations (12) and
(13), and setting the frame into the standard 2× 2 matrix form we have
Dxρρ
−1 =
 1 DyDx(u)Dx(u)
0 1
 , Dyρρ−1 =
 0 I(uyy)Dx(u)
−1 0
 . (63)
The differential compatibility of these equations also yields the syzygy between the gener-
ating invariants. Finally, we have the conservation laws, which when differentiated yield
the Euler-Lagrange equation. Finally, we note that the frame, its Adjoint representation,
the differential operators, the syzygies and the equations connecting the derivatives of the
frame with the invariants, all remain unchanged as the Lagrangian is varied, so that these
are a “one time” calculation once the equations for the frame are chosen.
4 Two variational problems with area and volume
preserving symmetries
In this section, we present two exampless which illustrate how to obtain the conservation
laws in this new format. The first example regards the conservation laws for the shallow
water equations, due to the importance that conservation of potential vorticity plays in
meteorology. In the second application we look at conservation laws arising from a linear
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SL(3) action on the base space, as it exemplifies the basic volume preserving action on a
three-dimensional base space.
4.1 Conservation laws for the shallow water equations
The conservation laws for the shallow water equations are well-known [13]; we are par-
ticularly interested in the conservation laws arising from the linear SL(2) action on the
particle labels.
To ease the exposition, some notation is introduced. In the two-dimensional shallow
water theory [14], a particle is represented by the Cartesian coordinates
x = x(a, b, t), y = y(a, b, t), (64)
where (a, b) ∈ R2 are the particle labels and t ∈ R+ is time. At the reference time, t = 0,
x(a, b, 0) = a, y(a, b, 0) = b.
Usually we regard liquids, such as water, to be incompressible; the incompressibility
hypothesis requires that
h(a, b, 0)
h(a, b, t)
=
∂(x, y)
∂(a, b)
,
where h is the fluid depth, and the Jacobian on the right is the one corresponding to the
map (64). In this paper we assume that h(a, b, 0) = 1, so the incompressibility hypothesis
becomes
h(a, b, t) =
1
xayb − xbya
. (65)
As shown by Salmon [15], the following first order Lagrangian
L¯ dadbdt =
(
(u− R¯)x˙+ (v + P¯ )y˙ −
1
2
(u2 + v2 + gh)
)
dadbdt, (66)
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where g is a nonzero constant (corresponding to the combined effect of acceleration of
gravity and a centrifugal component from the Earth’s rotation), P¯ = P¯ (x, y) and R¯ =
R¯(x, y) satisfy
P¯x + R¯y = f, with the Coriolis parameter, f = constant,
has the shallow water equations
x˙ = u, (67)
y˙ = v, (68)
u˙+ gh(ybha − yahb)− fv = 0, (69)
v˙ + gh(xahb − xbha) + fu = 0, (70)
as the associated Euler-Lagrange equations.
To simplify we will consider P¯ and R¯ to be linear functions of x and y, i.e.
P¯ = c1x+ c2y + c3 and R¯ = c4x+ c5y + c6.
The following vector field
−Sb(a, b)∂a + Sa(a, b)∂b, Sb = −ξ, Sa = η,
where ξ and η are the infinitesimals of the group action on the base space, generates the
particle relabelling symmetry group [13]. The generators of the linear SL(2) action are of
this type; the action is a˜
b˜
 =
 α β
γ δ

 a
b
 , t˜ = t, αδ − βγ = 1.
We now find the associated conservation laws.
We start by calculating the moving frame using as normalization equations
a˜ = 0, b˜ = 1, x˜a = 0,
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which yields
α = b, β = −a, γ =
xa
axa + bxb
, (71)
as the moving frame in parametric form.
We already have the adjoint representation for SL(2) (see (52)); so evaluating it at
the frame (71) and inverting it gives Ad(ρ)−1 (see first matrix of (72)). Next we need to
compute the vectors of invariants. For this, we introduce a dummy variable τ and set
x = x(a, b, t, τ), y = y(a, b, t, τ), u = u(a, b, t, τ), and v = v(a, b, t, τ). Proceeding as in
Section (3), we rewrite the Lagrangian (66) in terms of the invariants; then differentiating
and integrating by parts yields the invariantized shallow water equations
fI
y
3 − I
u
3 +
gI
y
2
(Ix2 )
3(Iy1 )
3
(Iy11I
x
2 − I
x
11I
y
2 + I
x
12I
y
1 ) +
g
(Ix2 )
3(Iy1 )
2
(Ix12I
y
2 − I
y
12I
x
2 − I
x
22I
y
1 ) = 0,
− fIx3 − I
v
3 −
g
(Ix2 )
2(Iy1 )
3
(Iy11I
x
2 − I
x
11I
y
2 + I
x
12I
y
1 ) = 0,
Ix3 − I
u = 0,
I
y
3 − I
v = 0,
as expected, and the boundary terms
Da
((
gI
y
2 I
x
4
2(Ix2 )
2(Iy1 )
2
−
gI
y
4
2Ix2 (I
y
1 )
2
)
I(da)I(db)I(dt)
)
+Db
((
−
gIx4
2(Ix2 )
2I
y
1
)
I(da)I(db)I(dt)
)
+Dt (((I
u −R)Ix4 + (I
v + P )Iy4 ) I(da)I(db)I(d)t) = 0,
where P and R are the invariantized versions of P¯ and R¯, respectively.
Thus, the vectors of invariants are
υ1(J, I) =

Ix2
0
0

︸ ︷︷ ︸
Qx
gIy2
2(Ix2 )
2(Iy1 )
2
−

Iy2
−Iy1
0

︸ ︷︷ ︸
Qy
g
2Ix2 (I
y
1 )
2
+ L

0
1
0

︸ ︷︷ ︸
(Ξ)1
=

0
L+
g
2Ix2 I
y
1
0
 ,
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υ2(J, I) =

Ix2
0
0

︸ ︷︷ ︸
Qx
g
2(Ix2 )
2Iy1
− L

−1
0
0

︸ ︷︷ ︸
(Ξ)2
=

L+
g
2Ix2 I
y
1
0
0
 ,
υ3(J, I) =

Ix2
0
0

︸ ︷︷ ︸
Qx
(Iu −R) +

Iy2
−Iy1
0

︸ ︷︷ ︸
Qy
(Iv + P ) + L

0
0
0

︸ ︷︷ ︸
(Ξ)3
=

Ix2 (I
u − R) + Iy2 (I
v + P )
−Iy1 (I
v + P )
0
 .
The matrix of first minors of the Jacobian matrix ∂(a˜,˜b,t˜)
∂(a,b,t)
evaluated at the frame (71)
is
MJ =

xb
axa + bxb
xa
axa + bxb
0
−a b 0
0 0 1
 .
Thus, the conservation laws are
d


bxb − axa
axa + bxb
2ab
2xaxb
(axa + bxb)2
−
bxa
axa + bxb
b2 −
x2a
(axa + bxb)2
−
axb
axa + bxb
−a2
x2b
(axa + bxb)2

×

0 L+
g
2Ix2 I
y
1
Ix2 (I
u −R) + Iy2 (I
v + P )
L+
g
2Ix2 I
y
1
0 −Iy1 (I
v + P )
0 0 0

×

xb
axa + bxb
xa
axa + bxb
0
−a b 0
0 0 1


dbdt
dadt
dadb

 = 0.
(72)
Note that L = L¯(I).
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In [5] Bridges et al. proved that conservation of potential vorticity is a differential
consequence of some of the components of the 1-form quasi-conservation law, which relies
on writing the shallow water equations as a multisymplectic system. Below we show
that conservation of potential vorticity is a differential consequence of the system of
conservation laws (72).
Multiplying (72) through, we obtain
d
(
(aF1) dbdt + (bF1) dadt +
(
bxb − axa
axa + bxb
F2 − 2ab F3
)
dadb
)
= 0, (73)
d
(
(bF1) dbdt +
(
−
bxa
axa + bxb
F2 − b
2 F3
)
dadb
)
= 0, (74)
d
(
− (aF1) dadt +
(
−
axb
axa + bxb
F2 + a
2 F3
)
dadb
)
= 0, (75)
where F1 = L+g/(2I
x
2 I
y
1 ), F2 = I
x
2 (I
u−R)+Iy2 (I
v+P ), and F3 = I
y
1 (I
v+P ). Performing
the following operations, Da (b · (75)) − Db (a · (74)) + (73), on the above equations we
obtain (
Da (Db(abF1)− aF1) +Da
(
bDt
(
−axb
axa + bxb
F2 + a
2F3
)))
dadbdt
−
(
Db(Da(abF1)− bF1) +Db
(
aDt
(
−
bxa
axa + bxb
F2 − b
2F3
)))
dadbdt
+
(
Da(aF1)−Db(bF1) +Dt
(
bxb − axa
axa + bxb
F2 − 2abF3
))
dadbdt
= Dt
(
Da
(
−abxb
axa + bxb
F2 + a
2bF3
)
+Db
(
abxa
axa + bxb
F2 + ab
2F3
))
dadbdt
= Dt
(
ab
Ix12
Ix2
F2 + 2abF3 − abDaF2 + abDbF3
)
dadbdt
= −abDt (I
u
1 I
x
2 + I
y
2 I
v
1 − I
y
1 I
v
2 − I
x
2 I
y
1 f) dadbdt
= −abDt(Ω) = 0,
where Ω = 1/h(∂y˙/∂x− ∂x˙/∂y+ f) represents the potential vorticity. Note that we have
used the product rule and the definitions of the invariantized differential operators Da and
Db. Thus, conservation of potential vorticity is a differential consequence of Noether’s
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conservation laws for the linear SL(2) action. More to the point, it does not require the
full pseudogroup. This was also observed by Hydon, [4], who found the conservation of
potential vorticity as a differential consequence of the conservation of the linear momenta.
4.2 Invariant variational problems under the SL(3) action
Consider the linear SL(3) action on the base space (x, y, z),
x˜
y˜
z˜
 =

a11 a12 a13
a21 a22 a23
a31 a32 a33

︸ ︷︷ ︸
A

x
y
z
 , detA = 1, (76)
which leaves the dependent variables, (u, v, w), invariant.
Let g ∈ SL(3) act on the Jacobian B = ∂(u,v,w)
∂(x,y,z)
and define the cross section by
g ·
∂(u, v, w)
∂(x, y, z)
=

1 0 0
0 1 0
0 0 Iw3
 , (77)
where Iw3 = (g · wz)|frame. Thus, the moving frame in parametric form is
(a11, a12, a13, a21, a22, a23, a31, a32) =
(
ux, uy, uz, vx, vy, vz,
wx
|B|
,
wy
|B|
)
. (78)
Consider an invariant variational problem, written in terms of the invariants of the
group action (76), such as
∫∫∫
L(Iw,DzI
w)I(dx)I(dy)I(dz). (79)
To calculate the invariantized Euler-Lagrange equations and its associated conservation
laws, we introduce a dummy variable τ and set u = u(x, y, z, τ), v = v(x, y, z, τ), and
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w = w(x, y, z, τ). Differentiating the functional (79) in terms of τ and integrating by
parts, we obtain
Dτ
∫∫∫
L(Iw,DzI
w)I(dx)I(dy)I(dz)
=
∫∫∫ [
−Dx
(
∂L
∂DzIw
)
Iw3 I
u
4 −Dy
(
∂L
∂DzIw
)
Iw3 I
v
4 +
(
∂L
∂Iw
−
(
∂L
∂DzIw
))
Iw4
]
I(dx)
+
∫∫∫ [
Dx
(
∂L
∂DzIw
Iw3 I
u
4 I(dx)
)
+Dy
(
∂L
∂DzIw
Iw3 I
v
4 I(dx)
)
+Dz
(
∂L
∂DzIw
Iw4 I(dx)
)]
,
(80)
where we have used the equality DzI
w = Iw3 , the commutator
[Dτ ,Dz] = −DzI
u
4Dx −DzI
v
4Dy + (DxI
u
4 +DyI
v
4 )Dz,
and the Lie derivatives of the invariant one-forms presented in the following table.
I(dx) I(dy) I(dz) I(dτ)
Dx −Iu14I(dτ) −I
v
14I(dτ) −
(
Iu11 + I
v
12 +
Iw13
Iw3
)
I(dz) 0
−
Iw14
Iw3
I(dτ)
Dy −Iu24I(dτ) −I
v
24I(dτ) −
(
Iu12 + I
v
22 +
Iw23
Iw3
)
I(dz) 0
−
Iw24
Iw3
I(dτ)
Dz −Iu34I(dτ) −I
v
34I(dτ)
(
Iu11 + I
v
12 +
Iw13
Iw3
)
I(dx) 0
+
(
Iu12 + I
v
22 +
Iw23
Iw3
)
I(dy)
+(Iu14 + I
v
24)I(dτ)
Dτ Iu14I(dx) + I
u
24I(dy) I
v
14I(dx) + I
v
24I(dy)
Iw14
Iw3
I(dx) +
Iw24
Iw3
I(dy) 0
Iu34I(dz) I
v
34I(dz) −(I
u
14 + I
v
24)I(dz)
Table 3: Lie derivatives of the invariant one-forms.
Notice that the coefficients of Iu4 , I
v
4 , and I
w
4 in (80), which are not in the boundary
terms, correspond to the invariantized Euler-Lagrange equations with respect to u, v, and
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w, respectively.
Proceeding as in Section 3, we let g ∈ SL(3) act linearly on its generating vector fields
x∂x − z∂z , y∂x, z∂x, x∂y , y∂y − z∂z , z∂y , x∂z , y∂z.
This yields the adjoint representation, Ad(g), for SL(3)
M11A−M31[R3, 0, 0]
T −M12A+M32[R3, 0, 0]
T M13[C1, C2]−M33
( a31 a32
0 0
0 0
)
−M21A−M31[0, R3, 0]
T M22A+M32[0, R3, 0]
T −M23[C1, C2]−M33
( 0 0
a31 a32
0 0
)
M31[R1, R2]
T −M32[R1, R2]
T M33
(
a11 a12
a21 a22
)
 ,
(81)
where the column vectors Ri, for i = 1, 2, 3, and Cj, for j = 1, 2, represent, respectively,
the rows and columns of matrix A defined in (76), the Mmn, for m,n = 1, 2, 3, represent
the first minors of A, and the amn are elements of the matrix A. Evaluating Ad(g)
−1 at
the frame (78) yields Ad(ρ)−1.
The vectors of invariants, υi = (−1)
i−1 (
∑
α Q
α(J, I)Cαi + L(Ξ(J, I))i), are
υ1(J, I) =

Jx
(
L− Iw3
∂L
∂DxIw
)
Jy
(
L− Iw3
∂L
∂DxIw
)
Jz
(
L− Iw3
∂L
∂DxIw
)
0
0
0
0
0

, υ2(J, I) =

0
0
0
Jx
(
−L+ Iw3
∂L
∂DxIw
)
Jy
(
−L+ Iw3
∂L
∂DxIw
)
Jz
(
−L+ Iw3
∂L
∂DxIw
)
0
0

,
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υ3(J, I) =

Jz
(
−L+ Iw3
∂L
∂DxIw
)
0
0
0
Jz
(
−L+ Iw3
∂L
∂DxIw
)
0
Jx
(
L− Iw3
∂L
∂DxIw
)
Jy
(
L− Iw3
∂L
∂DxIw
)

,
where we have used
Q
u(J, I) =

−Jx
−Jy
−Jz
0
0
0
0
0

, Qv(J, I) =

0
0
0
−Jx
−Jy
−Jz
0
0

, Qw(J, I) =

JzIw3
0
0
0
JzIw3
0
−JxIw3
−JyIw3

,
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(Ξ(J, I))1 =

Jx
Jy
Jz
0
0
0
0
0

, (Ξ(J, I))2 =

0
0
0
Jx
Jy
Jz
0
0

, (Ξ(J, I))3 =

−Jz
0
0
0
−Jz
0
Jx
Jy

.
Finally, we calculate the last component of the conservation laws, the matrix of first
minors of the Jacobian J = ∂(x˜,y˜,z˜)
∂(x,y,z)
∣∣∣
frame
. Thus,
MJ =

vywz − vzwy
|B|
vxwz − vzwx
|B|
vxwy − vywx
|B|
uywz − uzwy
|B|
uxwz − uzwx
|B|
uxwy − uywx
|B|
uyvz − uzvy uxvz − uzvx uxvy − uyvx

.
Hence, the conservation laws are
d
(
Ad(ρ)−1 (υ1(J, I),υ2(J, I),υ3(J, I))MJd
2x̂
)
= 0.
5 Conclusion
In Theorem 3 of [2], it was shown that for Lagrangians which are invariant under a
certain group action, and whose independent variables are left unchanged by that action,
the conservation laws can be written as the product of the adjoint representation of a
moving frame for the Lie group action and vectors of invariants; in this new format, the
laws are handled and analysed more easily.
In this paper we have generalised this result to include cases where the independent
54
variables of a Lagrangian participate in the action. The structure of these conservation
laws differs from the ones in Theorem 3 of [2] by a matrix factor, which represents the
action on the (p − 1)-forms, and by some invariant terms in the vectors of invariants,
υi(J, I).
It is interesting to note that from (36) we know that
d
(
Adρ−1(υ1, ...,υp)MJd
p−1x̂
)
= 0
is equivalent to
p∑
i=1
Di
(
Ad(ρ)−1υiI(d
px)
)
= 0,
which simplifies to an equivalent form of the Euler-Lagrange system,
p∑
i=1
(
Di(υi)−Di(Ad(ρ))Ad(ρ)
−1υi + ci(J, I)υi
)
= 0,
where Di(Ad(ρ))Ad(ρ)
−1 is known as the curvature matrix (see [16] for further details),
which is invariant, and ci(J, I) is the coefficient of I(d
px) in Di(I(d
px)).
This new version of Noether’s conservation laws brings insight into the structure of the
laws. Using invariants and a frame usually condenses the number of terms needed to write
down the laws, and makes explicit their structure by using the same invariants as those
needed to write down the Euler-Lagrange equations. As for Theorem 3 in [2], Theorem 3.9
can simplify finding the solution for the extremals for one-dimensional invariant variational
problems, as was shown in our motivating example, provided the Adjoint representation
is non trivial.
A Appendix
In this appendix, we give the proof of Lemma 3.5 which shows how an element g ∈ G acts
on a differential form. Furthermore, we present a result on the Adjoint action as induced
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on the generating infinitesimal vector fields, which is equivalent to Theorem 3.3.10 of [1],
but whose format allows to prove Theorem 3.9.
Proof of Lemma 3.5 We have
dx˜j ∧ (−1)
k−1dx˜1... d̂x˜k... dx˜p =

dx˜1... dx˜p = det
(
dx˜
dx
)
dx1... dxp, j = k,
0, else.
Note that we can write
(−1)k−1dx˜1... d̂x˜k... dx˜p
as
p∑
ℓ=1
(−1)k+ℓ−2Zkℓ dx1... d̂xℓ... dxp
and therefore,
dx˜j ∧ (−1)
k−1dx˜1... d̂x˜k... dx˜p =
p∑
ℓ=1
dx˜j
dxℓ
(−1)k−1Zkℓ dx1... dxp = δjk det
(
dx˜
dx
)
dx1... dxp,
i.e.
p∑
ℓ=1
dx˜j
dxℓ
(−1)k−1Zkℓ = δjk det
(
dx˜
dx
)
. (82)
Now (82) implies that
(−1)k−1Zkℓ =
((
dx˜
dx
)−1)
ℓk
det
(
dx˜
dx
)
,
as
(
dx˜
dx
)−1
dx˜
dx
=
dx˜
dx
(
dx˜
dx
)−1
= I. ✷
Theorem A.1 Let (a1, ..., ar) be coordinates on the Lie group G and let the infinitesimal
vector field with respect to the coordinate aj be given as
vj = ΞjDx + Qj∇uα
J
,
where Ξj = (ξ
1
j , ..., ξ
p
j ), Qj = (Q
1
j , ..., Q
q
j , D1Q
1
j , ...), Dx = (D1, ..., Dp) and ∇uαJ =
(∂u1 , ..., ∂uq , ∂u11 , ...). Let Ad(g) be the Adjoint representation of G with respect to the
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vj. Then the action of g ∈ G on vj is
g ·
( Ξj(z) Qj(z) )
 Dx
∇uα
J

 = ( Ξj(z˜) Qj(z˜) )
×


(
dx˜
dx
)−T
O
−
(
∂u˜αJ
∂uαJ
)−T (
∂x˜
∂uαJ
)T
X−1
(
∂u˜αJ
∂uαJ
)−T (
∂x˜
∂uαJ
)T
X−1
(
duαJ
dx
)T
+ Y−1




Dx
∇uα
J


,
(83)
where
X =
(
∂x˜
∂x
)T
−
(
∂u˜αJ
∂x
)T (
∂u˜αJ
∂uαJ
)−T (
∂x˜
∂uαJ
)T
,
Y =
(
∂u˜αJ
∂uαJ
)T
−
(
∂x˜
∂uαJ
)T (
∂x˜
∂x
)−T (
∂u˜αJ
∂x
)T
,
O = zero matrix.
Furthermore,
Ad(g)Ξ(z) = Ξ(z˜)
(
dx˜
dx
)−T
−Q(z˜)
(
∂u˜αJ
∂uαJ
)−T (
∂x˜
∂uαJ
)T
X−1 (84)
and
Ad(g)Q(z) = Q(z˜)
(∂u˜αJ
∂uαJ
)−T (
∂x˜
∂uαJ
)T
X−1
(
duαJ
dx
)T
+ Y−1
 . (85)
Proof We know that
g ·
 ∇x
∇uα
J
 =

∂x˜
∂x
∂x˜
∂uαJ
∂u˜αJ
∂x
∂u˜αJ
∂uαJ

−T  ∇x
∇uα
J
 , (86)
where
∂x˜
∂x
∂x˜
∂uαJ
∂u˜αJ
∂x
∂u˜αJ
∂uαJ

−T
=

X−1 −
(
∂x˜
∂x
)−T (
∂u˜αJ
∂x
)T
Y−1
−
(
∂u˜αJ
∂uαJ
)−T (
∂x˜
∂uαJ
)T
X−1 Y−1
 ,
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which was calculated using a result in [17, 18] since we assume ∂x˜/∂x and ∂u˜αJ/∂u
α
J are
nonsingular.
Letting g ∈ G act on Dx, we obtain
g ·Dx =∇x˜ +
(
du˜αJ
dx˜
)T
∇
u˜α
J
= X−1∇x −
(
∂x˜
∂x
)−T (
∂u˜αJ
∂x
)T
Y−1∇uα
J
+
(
dx˜
dx
)−T (
du˜αJ
dx
)T −(∂u˜αJ
∂uαJ
)−T (
∂x˜
∂uαJ
)T
X−1∇x + Y
−1
∇uα
J

=
(
dx˜
dx
)−T (((
∂x˜
∂x
)T
+
(
duαJ
dx
)T (
∂x˜
∂uαJ
)T)
−
(∂u˜αJ
∂x
)T
+
(
duαJ
dx
)T (
∂u˜αJ
∂uαJ
)T(∂u˜αJ
∂uαJ
)−T (
∂x˜
∂uαJ
)TX−1∇x
+
(
dx˜
dx
)−T (∂u˜αJ
∂x
)T
+
(
duαJ
dx
)T (
∂u˜αJ
∂uαJ
)T
−
((
∂x˜
∂x
)T
+
(
duαJ
dx
)T (
∂x˜
∂uαJ
)T)(
∂x˜
∂x
)−T (
∂u˜αJ
∂x
)TY−1∇uα
J
=
(
dx˜
dx
)−T (
XX−1∇x +
(
duαJ
dx
)T
YY−1∇uα
J
)
=
(
dx˜
dx
)−T
Dx.
Note that we have used Dx =∇x + (du
α
J/dx)
T
∇uα
J
and the chain rule.
From (86) we already know what the action of g ∈ G is on ∇uα
J
; we just need to
substitute ∇x by Dx − (du
α
J/dx)
T
∇uα
J
to obtain
g ·∇uα
J
= −
(
∂u˜αJ
∂uαJ
)−T (
∂x˜
∂uαJ
)T
X−1Dx
+
(∂u˜αJ
∂uαJ
)−T (
∂x˜
∂uαJ
)T
X−1
(
duαJ
dx
)T
+ Y−1
∇uα
J
.
This completes the proof of (83).
Since vj = ΞjDx + Qj∇uα
J
can be written as Ξj∇x + Φj∇uα
J
, by Theorem 3.3.10 in
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[1] we know that
Ad(g)
(
Ξ(z) Q(z)
) Dx
∇uα
J
 = ( Ξ(z˜) Q(z˜) )
×


(
dx˜
dx
)−T
O
−
(
∂u˜αJ
∂uαJ
)−T (
∂x˜
∂uαJ
)T
X−1
(
∂u˜αJ
∂uαJ
)−T (
∂x˜
∂uαJ
)T
X−1
(
duαJ
dx
)T
+ Y−1




Dx
∇uα
J


;
from this we can easily read the results (84) and (85). ✷
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