We define Radon transform and its inverse on the two-dimensional anti-de Sitter space over local fields using a novel construction through a quadratic equation over the local field. We show that the holographic bulk reconstruction of quantum fields in this space can be formulated as the inverse Radon transform, generalizing the case over the reals, studied earlier.
Introduction
Local fields with non-Archimedean valuations extend the fields of real and complex numbers, which are encountered more commonly in Physics. A variety of physical theories have been generalized to local fields, starting with the observation that the Veneziano amplitude of open bosonic strings is amenable to generalizations as integrals over p-adic numbers [1] . Such generalizations received attention [2] primarily because they often bring out the intricate consistency of physical theories, going beyond their original raison d'être. Various aspects of holography in the antide Sitter space over the field of p-adic numbers have been studied recently [3] [4] [5] [6] [7] .
In the present article, we treat the bulk-reconstruction as the inverse Radon transform from the appropriate boundary to the bulk of the "local" version of the two-dimensional anti-de Sitter space which we shall denote as AdS(2, k), k denoting a local field. It is given, in analogy with its counterpart over the reals, as the set of solutions to a quadratic equation in three variables over the local field. This generalizes earlier work where the HKLL formula [8] on the Euclidean anti-de Sitter space was obtained as the inverse Radon transform [9] . While the results are consistent with the recent proposals [3] [4] [5] [6] [7] , a major difference of the present treatment is that in here AdS(2, k) is treated as an analytic manifold without allusion to the tree structure. In this sense, it generalizes the construction of the two-dimensional anti-de Sitter space as a group manifold [10] and Radon transform on it.
Radon transform on local fields has been defined and studied earlier [11, 12] . Inverse Radon transform has also been defined on local fields [13] . Indeed, the inverse of the discrete Radon transform has been used effectively in image processing, elevating it from being exotic to useful [14] . These studies dealt with affine spaces only. In the case at hand, we have to deal with defining the Radon transform on AdS(2, k), in which case the affine variables satisfy a quadratic equation. Using a recent construction of the AdS(2, k) over a local field [15] we seek to generalize the formulation over the reals [9] . This mimics the procedure followed in formulating the Radon transform and its inverse from the Euclidean affine space to Lobachevskian space [16] .
The advantage of this formulation is firstly in its parallelity with the case of the real field [9] , which is indeed contained as a special case in here. Moreover, its connection to the group-theoretic structure makes it quite geometric. Inversion of Radon transform is a classical ill-posed problem in Mathematics in that, it requires dealing with regularized integrals. Relating the boundary to bulk map to Radon transform also justifies the appearance of zeta functions in the formulas [5] . Finally, while the result agrees with the previous proposals, it clarifies certain aspects of the choice of bulk and boundary variables and demonstrates the difficulty in extending the procedure to higher dimensions. We also note that, like its real counterpart, the fields are required to have a particular scaling dimension on the null cone. Let us stress that the results obtained here are valid for all locally compact fields, including the field of p-adic numbers, Q p , and its ramifications, when p is an odd prime. The explicit formulas are written for Q p to simplify notation; the generalization to other fields being straightforward, if cumbersome.
AdS(2, k) is looked upon as the set of solutions of a quadratic equation in the three-dimensional affine space k 3 . Solutions of the equation fall on the orbit of the orthogonal group preserving the quadratic form. Analyzing the orbits using the transitive action of the orthogonal group it is found that the orbit splits into two disjoint lobes separated by the null cone, the latter given by the zeroes of the quadratic form. One of the lobes, as for the reals, is chosen to be AdS(2, k). The Radon transform of functions on the AdS(2, k) is defined by restricting the functions on the analogue of a two-dimensional plane intersecting the null cone. It is then shown, again parallel to the reals [9] , that if the restricted functions scale with a specific exponent, alias, scaling dimension, on the null cone, then the inverse Radon transform provides the kernel for obtaining functions in the bulk AdS(2, k) from the boundary.
In the next section, we recall the aspects of a recent construction of the upperhalf plane over local fields using a quadratic equation [15] . In section 2.1 we use the transitivity of the group preserving the associated quadratic form to parametrize the plane. In section 3 we define the Radon transform and its inverse and derive the boundary-to-bulk kernel as the inverse transform. The bulk reconstruction formula in terms of a kernel acting on boundary fields is obtained in section 4. Some computations are postponed to the Appendix.
Construction of AdS(2, k)
In this section, we review a construction of the two-dimensional anti-de Sitter space over a locally compact field, namely, AdS(2, k) as the set of solutions of a quadratic equation using the classification of orbits of the group of special orthogonal transformations preserving the corresponding quadratic form [15] . The group theoretic considerations are then used to parametrize AdS(2, k). We shall restrict to the case of p-adic fields later, but the discussion turns out to be easier for general local fields.
Let k denote a locally compact non-discrete field with characteristic different from 2. The only such fields that are also connected are the fields of real and complex numbers. If the characteristic of k is zero, then it is a finite extension of the field Q p of p-adic numbers, for a prime, p, p = 2. If it has a non-zero characteristic q, then k is a finite extension of the field of power series over the residue class field modulo q.
The absolute value of an element x of k is denoted |x|. The absolute value |x| = 0 if and only if x = 0. It also possesses the properties that |xy| = |x||y| and |x + y| max |x|, |y| , for both x and y in k. The norm of a vector x = (x 1 , x 2 , · · · , x n ) ∈ k n is defined to be x = max |x 1 |, |x 2 |, · · · , |x n | . The integers of k is the set O of elements of k for which |x| 1. We denote by P the prime ideal of elements x of O such that |x| < 1. The residue class field is F = O/P. The prime ideal P is principal, that is, P contains an element ̟ such that P = ̟O. The absolute value of ̟ is |̟| = q −1 , where q is the order of the residue class field F. The multiplicative group k ⋆ contains an element ε such that ε q−1 = 1, implying |ε| = 1. Hence, ε ∈ F. A complete set of representatives of F is given by {0, ε, ε 2 , · · · , ε q−2 , ε q−1 = 1}. Every element of x of k can be uniquely expressed as a convergent series
The order of
2 is equal to the product of the orders of the quotients Z/Z 2 ,
is 2. Assuming q to be odd, which also guarantees that ε is a non quadratic residue,
is also 2. The form of the squares of (1 + a 1 ̟ + a 2 ̟ 2 + · · · ) remain the same, so that
. It is partitioned into four equivalence classes,
We shall describe the construction of the anti-de Sitter space AdS(2, k) given in terms of a quadratic form over k. Let us consider symmetric 2 × 2 matrices
and g T denotes the transpose of g. The determinant of S 2 defines a quadratic form on k
where we define
We shall consider the set of solutions to
From (3) we learn that it suffices to consider κ as any of the numbers 1, ̟, ε, ̟ε, up to homotheties. The set of isotropic vectors ξ ∈ k 3 , namely those satisfying Q(ξ) = 0, is the null cone C of Q. If k = R, the reals, then for κ < 0 the set of solutions to (8) is a connected space, a single sheet. For κ > 0, on the other hand, the set of solutions is the union of two disconnected lobes, as shown in Figure 1 . The upper lobe is identified as the Euclidean anti-de Sitter space. We consider (8) under the group of transformations preserving the quadratic form Q(x). It is to be proved that the solution to (8) breaks into two disconnected subsets trapped within the appropriate components of the null cone and then define AdS(2, k) from among them, through a choice of an appropriate "positive" component.
The group of transformations preserving the quadratic form, Q is denoted SO(Q). By (6) it is the group of matrices M in SL(3, k) satisfying M T QM = Q. An element (5) of GL(2, k) corresponds to the linear transformation
where
which is isomorphic to the special orthogonal group SO(Q) keeping the quadratic form Q invariant.
We have the following exact sequences [18]
In the first row, zI denotes the set of scalar transformations and I the identity matrix. The last row, under the action of the adjoint then yields the isomorphism
An element of SO(Q) can be decomposed as N + N − H, where
with x, y ∈ k and z ∈ k ⋆ [15] . Each of these is of the form (10). Next, we study the null cone C . It breaks into a disjoint union of semi-cones, one of which is to be identified as the positive one. Let us consider a non-zero vector on the null cone, ξ ∈ C \ {0}. Since ξ 0 ξ 2 = ξ 
Since the product of two numbers is a square, they are equal, modulo a square. Hence, there exists σ ∈ k ⋆ , such that both ξ 0 and ξ 2 belong to [σ] . This motivates the definition of semi-cones corresponding to each class
Thus any point on the null cone belongs to one and only one of the semi-cones, ξ ∈ C [σ] . There are four semi-cones corresponding to the classes in (3). Let Stab C [σ] denote the stabilizer group of the semi-cone
To see this, we first show that N ± stabilizes each semi-cone
In accordance with (15) , ξ ∈ C [ξ 2 ] . It transforms under N + (x) to another non-zero point on the null cone,
satisfying Q(ξ ′ ) = 0. Three cases arise. If none of the components of ξ vanishes, then since ξ
. Secondly, if ξ 0 = 0, ξ 2 = 0 and ξ 1 = 0, then
Clearly, [ξ 
Since the action of H on ξ is 
which is isomorphic to (k ⋆ ) 2 . Hence,
Using this and the isomorphism (13) we identify Ad(P SL(2, k)) and Stab C [1] . We now have a decomposition of the null cone into semi-cones. We need to understand the decomposition of the hyperboloids, obtained as solutions to (8) 
in k 3 solves (8), hence belongs to the hyperboloid. We study the orbits SO(Q) · v 0 . Using the isomorphism Ad(P SL(2, k)) ∼ = Stab C [1] , we classify these orbits in terms of the orbits Ad(P SL(2, k)) · v 0 .
Since −1 does not belong to the class [κ] by assumption, the orbit SO(Q) · v 0 decomposes into two disjoint subsets under P SL(2, k). These are the analogues of the two lobes of (8) 
These can be verified by writing an element of Stab v 0 in SO(Q) in the parametric form
where θ ∈ k. If v ⊥ intersects the null cone, then Q(v ⊥ ) = −κa 2 − b 2 = 0, which in turn signifies κ = −b 2 /a 2 . But since −1 does not belong to [κ], this is impossible. Hence, the vector v ⊥ does not intersect the null cone. In order to obtain a plane stabilized by Stab v 0 which intersects the null cone we shift the origin of the orthogonal plane and consider the affine plane Σ of vectors
Eliminating a relates the components of X. Thus X ∈ Σ ∩ C if and only if
Transitivity of the action of Stab v 0 on Σ ∩ C guarantees the existence of a class
are equal. Here B(x, y) denotes the polar bilinear form defined as
Finally. the local version of the anti-de Sitter space, AdS(2, k), is then given as the "upper" subset of
Parametrization
Transitivity of the action of SO(Q) on AdS(2, k) allows writing any point on the latter in a parametric form. A generic point on AdS(2, k) is obtained from v 0 as
The coordinates of the semi-cone C [1] are parametrized as
Using these parametrizations we have, by (32)
In order for this to be in the norm subgroup k ⋆ κ , the variable z must be a square,
Given a point ξ on the null cone C [1] , written as (35), we shall consider the family of curves in H [κ] , given by
where s ∈ k is a parameter and
where we used (34) and (35). With these parametrization of AdS(2, k) and C [1] we now proceed to define the Radon transform.
Radon Transform in AdS(2, k) and its inverse
Radon transform [12] and its inverse [13] have been studied in affine spaces over local fields, in particular, on Q n p . In this section we generalize these to AdS(2, k) following the generalization of the the transforms from the affine Euclidean space to the Euclidean anti-de Sitter space [16] , used earlier to obtain the bulk reconstruction formulas [9] . Indeed, the expressions for the Radon transform and its inverse over the latter carry over, mutatis mutandis, to AdS(2, k). However, for concreteness we shall assume, from now on, k = Q p . This will allow us to write explicit formulas like (44).
For a smooth function f on AdS(2, k) we define its Radon transform by restricting it on a curve Σ κ , given by (38),
where restriction on the surface Q(X) = κ is given by the Gel'fand-Leray form
using the parametrized expression (34). The measure is invariant under SO(Q) transformations. In terms of this parameterization
The holographic boundary is located at x =x, as z −→ 0 on Σ κ . The inverse Radon transform is given as the integral off over the null cone,
exactly as in the real case [9] , with the modulus changed to the valuation of k in the case at hand, with Q(X) = κ and
where ζ(x) denotes the p-adic zeta function. Let us prove that (43) is the inverse of (40). For this to hold, the former plugged in the latter should give back f (X), that is,
or, equivalently,
where the Dirac distribution on the RHS is on AdS(2, k). Let us demonstrate this for a pair of nearby points. Following the treatment in the case of reals, let us choose X ′ = v 0 . Any other point (34) on AdS(2, k) can be transformed to
by an appropriate element of Stab v 0 , given in (25). Let us note that X goes to X ′ as y limits to κ. Inserting X and X ′ in the integral on the LHS of (46) we have
By a change of variableξ
such that the numerator becomes δ(ξ − κ), we can perform the integration onξ. Further defining σ = ξ 2 /2, the integral becomes
Let us recall that the delta distribution in two dimensions, Q 2 p , is defined as the limit of the Riesz kernel [19] 
Furthermore, X − X ′ = |y − κ| max 1, 0, . In order to determine the constant c it suffices to work in the limit y −→ κ. The integral in J is then evaluated in terms of
worked out in (A.7). Plugging the expressions for J and δ (2) (X − X ′ ) in the left and right sides of (46), respectively, yields (44).
Bulk reconstruction
We use the inverse Radon transform for the boundary to bulk reconstruction, following the strategy in the case of reals [9] . Using the Gel'fand-Leray form of the measure on the null cone (43), we obtain
where we used the parametrization (35). We now assume that the functionf on the null cone has a scaling dimension ∆, that iš
where we denotedφ(x) =f (x 2 ,x, 1). This is a function on the boundary. This assumption is essential in interpreting the fieldφ as a conformal field on the boundary. Substituting this form and defining a new variable
(53) yields the bulk function
where we use [20] 
and write φ(z, x) for f (X). Let us note that since p > 2, |2| = 1. The integral I is defined in the Appendix. From (A.7) we derive
Supposing that the above properties of functions hold good for quantum fields, (56) yields a scalar field φ(z, x) in the bulk of AdS(2, k) in terms of the boundary field φ(x) though a kernel. This generalizes the formula over the reals, k = R [9].
Summary
To summarize, we have considered the realization of the two-dimensional anti-de Sitter space over a local field k as the set of by the solutions of a quadratic equation (8) over k. Upon identifying the appropriate portion of the null cone containing one of the two disjoint lobes of the set identified as AdS(2, k), we define the Radon transform of functions in it. This is facilitated by the transitive action of SO(Q) on AdS(2, k), since it allows us to parametrize the latter as well as the null cone.
We also obtain the inverse of the Radon transform. Assuming that these definitions are valid for local fields on local fields and that the scalar fields have specific scaling behavior (54) on the null cone, we derive a kernel that takes a boundary field to the AdS bulk (56). The kernel obtained here is similar to the one proposed earlier [5] . One important difference is that the present treatment does not refer to the tree structure. It thus deals with analytic expressions, and are valid for any local field. Using the identification of the AdS(2, k) with the hyperbolic disk, obtained by projecting it on a sphere, AdS(2, k) may be related to the tree [15] . This can be used to compare the two approaches. The present treatment also clarifies the difficulties of extending the computations to higher dimensional anti-de Sitter spaces over k. In n dimensions, the quadratic form becomes (8) is to be accordingly generalized. However, unless k = R, the arguments leading to the existence of α in (15) fails. Furthermore, the derivation of the norm subgroup (30) from (27) is restricted to p = 2 in the instance k = Q p . It will be interesting to see how going over to the tree may avoid these difficulties, if at all. The present treatment, however, is in exact analogy with the bulk reconstruction over the reals [9] . The identification of the boundary in the present approach is, in our opinion, more intuitive. We hope that this approach will be useful in carrying out analytic computations of holographic duality over local fields.
A Evaluation of I(α, β, γ)
In this appendix we evaluate the various integrals written in the text. Here k = Q p . We have [21, 22] , for x ∈ Q p , where we used (A.1), (A.2), (A.5) and (A.3) in the final step. Let us note that the exact values of ε 1 and ε 2 are not important for evaluating the integral as long as they are unequal.
