With the growing number of published scientific papers world-wide, the need to evaluation and quality assessment methods for research papers is increasing. Scientific fields such as scientometrics, informetrics, and bibliometrics establish quantified analysis methods and measurements for evaluating scientific papers. In this area, an important problem is to predict the future influence of a published paper. Particularly, early discrimination between influential papers and insignificant papers may find important applications. In this regard, one of the most important metrics is the number of citations to the paper, since this metric is widely utilized in the evaluation of scientific publications and moreover, it serves as the basis for many other metrics such as h-index. In this paper, we propose a novel method for predicting long-term citations of a paper based on the number of its citations in the first few years after publication. In order to train a citation count prediction model, we employed artificial neural network which is a powerful machine learning tool with recently growing applications in many domains including image and text processing. The empirical experiments show that our proposed method outperforms state-of-the-art methods with respect to the prediction accuracy in both yearly and total prediction of the number of citations.
Introduction
Nowadays, many researchers are working on scientific projects world-wide and writing research papers. As a result, many papers are being published everyday with different scientific qualities and impacts. Therefore, the need to evaluating published papers and assessing their quality is overwhelming. A variety of criteria exist in the literature for evaluating the quality of a scientific paper, but one of the most important evaluation metrics is the number of citations to the considered paper. The citation count is a significant indicator since it is widely used for measuring the impact of a paper (Garfield, 1998; Moed, 2005; Oppenheim, 1995) and moreover, it has been used as the basis for many other metrics such as h-index (Hirsch, 2005) , impact factor (Garfield, 2006) , i-10 index, and other evaluation metrics for journals, conferences, researchers, and research institutes (Wildgaard et al., 2014; Moed et al., 2012) .
We consider the problem of predicting the citation count of a scientific paper. This problem has many applications in different domains. With the increasing amount of published papers, researchers need to recognize the more influential papers in advance, so that they can plan their research direction (Yan et al., 2012; Amjad et al., 2017) . Moreover, by predicting the citation count of a paper, we can evaluate the future impact of the paper authors, with potential applications in hiring researchers and faculties, and granting awards and funds. Various efforts exist in the literature for gaining such insights about the future impact of researchers (Chan et al., 2018; Havemann and Larsen, 2015; Revesz, 2014; Fiala and Tutoky, 2017) .
In this paper, we propose a method for predicting the citation count of a scientific paper based on its citations during the early years of publication. In other words, the proposed method takes the citation count of a paper in a few years after its publication (namely three to five years), and then predicts its citations in a more long-term period (e.g. from 5th to 15th year after publication). In this problem, we do not investigate other sources of information such as author features, journal properties, and the content (text) of the paper. Although some existing works include more sources of information as the inputs of the citation prediction method, we limit the inputs as simple as the citation pattern of the early publication year, in order to keep the problem definition simple, general, and also applicable in other domains. This problem has already gained attention in the literature, and various methods are proposed to solve this problem (Cao et al., 2016; Wang et al., 2013) .
It is worth noting that citation prediction is not a trivial task, since scientific papers show different patterns of citations. For example, some papers remain unnoticed for many years and then, attract a lot of attention (this phenomenon is called "sleeping beauty in science") (Li and Ye, 2016; Ke et al., 2015; van Raan, 2004) . Some other publications gradually gain less citations due to emergence of new methods or losing applicability. Consequently, a single rule or a simple model can not effectively predict the future citations of a paper, and more powerful methods are needed.
In the terminology of machine learning methods, we considered the citation prediction as a regression learning problem, and then we utilized artificial neural networks as a powerful model for learning the prediction task. Based on the citation patterns of many existing scientific papers, the proposed neural network is trained to predict the citation count of papers in the future. Artificial neural networks are inspired by the human brain networks, and has found many successful applications in regression and classification learning. In recent years, neural networks (particularly deep networks) have been effectively applied in various problems such as voice recognition , object recognition (Schmidhuber, 2012; Krizhevsky et al., 2012) , image processing (Wan et al., 2014; He et al., 2016) , and text processing (Severyn and Moschitti, 2015a; Sutskever et al., 2011) . We designed a customized recurrent neural network which is appropriate for learning the sequence of the citations. We have also run comprehensive experiments to show the effectiveness of the proposed method over the existing state-of-the-art baseline methods.
The rest of this paper is organized as follows: In section 2 we review the related work. In section 3 we formulate the problem and present the proposed method. Section 4 describes the prepared dataset which is utilized in our experiments. In section 5 we evaluate the proposed method and compare it with the state-of-the-art baselines. Finally, we conclude the paper in section 6 and describe the future works.
Related Work
Many studies exist in the literature for predicting the impact and success of scientific works. The existing works aim different goals such as citation count prediction for scientific papers (Dong et al., 2015; Cao et al., 2016; Wang et al., 2013; Yu et al., 2014; Yan et al., 2011; Mazloumian, 2012; Dong et al., 2016; Yan et al., 2012; Castillo et al., 2007; Lamb et al., 2018; Pobiedina and Ichise, 2016; Bornmann et al., 2014) , predicting highly cited papers (McNamara et al., 2013; Newman, 2014; Sarigöl et al., 2014) , predicting h-index of the researchers (Ayaz et al., 2018; Dong et al., 2016; Acuna et al., 2012) , and predicting the impact factor of scientific journals (Ketcham, 2007; Wu et al., 2008; Rocha-e Silva, 2016) .
We may categorize the existing works based on their utilized sources of information for scientific impact prediction. In the first category, the graph of the scientific papers is used as the main source of information (Sarigöl et al., 2014; Pobiedina and Ichise, 2016; Daud et al., 2017; Bütün et al., 2017; McNamara et al., 2013; Klimek et al., 2016) . Sarigol et al. use the co-authorship network of the scientists and the author centrality measures for predicting highly cited papers (Sarigöl et al., 2014) . Many existing works tackle this problem as a link prediction problem in the citation network of the papers (Pobiedina and Ichise, 2016; Daud et al., 2017; Bütün et al., 2017) . McNamara et al. also investigate the paper neighborhood properties in the citation network in order to forecast the highly cited papers (McNamara et al., 2013) . Klimek et al. construct a bipartite network of papers and words (only the words in the papers abstract), and analyze this network to find the papers with the highest impact potential (Klimek et al., 2016) .
The second category of the existing works utilize information that are available right after the publication of the papers. This information includes the content of the paper (paper text), the publication venue (e.g., the journal or conference), information related to the authors, the subject (research area) of the paper, and the references. Such data which are available right after the publication of a paper, may help gain insight about the impact of the paper in the future. For example, Dong et al. (2016) propose to use the following six information sources for predicting whether a paper will increase the h-index of the author in a five-year period after publication: author, topic, references, publication venue, the social network, and the temporal attributes. Mazloumian (2012) utilizes the information related to the paper authors such as published papers count, the research experience years count, the average annual citations count, and h-index, in order to predict the total author citation count in k successive years. Some methods also utilize the topic of the paper (e.g. its rank and freshness), the authors properties (e.g. rank and h-index), and the publication venue for predicting the paper citation count in the future (Yan et al., 2012 (Yan et al., , 2011 . Yu et al. utilize 24 features including information about the authors and the publication venue (Yu et al., 2014) . Castillo et al. utilize information about the past publications of the authors and the co-authorship network to predict the citation count in the first few years after publication (Castillo et al., 2007) . Bornmann et al. utilize the journal impact factor, number of the authors, and number of the references (Bornmann et al., 2014) .
The third category of information which is utilized in existing works includes data gathered after the publication of the paper. For example, Lamb et al. (2018) investigate the popularity of a paper in the web (e.g., in the news and Wikipedia) and social networks (such as Twitter and Facebook), and then show a correlation between this popularity and the amount of citation to the paper. As the main class of interest, many existing works utilize short-term citation count of a paper for predicting its long-term citations (Newman, 2014; Wang et al., 2013; Cao et al., 2016; Yu et al., 2014) . The citation count of the early years after publication is an important feature which may contribute to improve the accuracy of citation count prediction methods (Kosteas, 2018; Bornmann et al., 2014) . For example, Newman (2014) predicts highly cited papers based on the short-term citation count of the papers and the computation of z-score of the citations of the papers of the same research field. In a significant research, Wang et al. designed a general relationship (formula) which predicts the citation count of a paper in the years after publication (Wang et al., 2013) . In this method, the prediction formula is fitted to a specific paper by tuning the formula parameters based on the citation count of the paper in the early years of its publication. This work, which served as a leading research for citation count prediction, followed a manual designed formula which is developed by human experts. But in recent years, artificial intelligence and machine learning methods are widely utilized to replace human-inspired constant models. For example, Cao et al. predict citation count of a paper using the citation pattern of the most similar existing papers according to the citations of the early years after publication (Cao et al., 2016) . This method first clusters the papers according to their similarity in short-term citation patterns, and then predicts the citation count based on the average and the centroid of the clusters. This method outperforms state of the art related works and thus is considered as one of the main baselines in our experimental evaluations.
It is worth noting that three described categories overlap, i.e., some methods belong to more than one category. For example, some existing works utilize both short-term citation counts and the author properties (Yu et al., 2014; Castillo et al., 2007) and therefore, they belong to both the second and the third illustrated categories.
In this paper, we only consider the short-term citation count (no other features) for predicting the long-term citations of scientific papers. Significant recent studies have defined the same problem statement with the same input information (i.e., only short-term citations pattern) (Cao et al., 2016; Wang et al., 2013) . This is an important problem since it does not utilize extra information such as the paper text or the authors background and therefore, the results are applicable when the input data is limited. c i Citation count of the target paper in its ith year of publication c i The predicted citation count of the target paper in its ith year of publication k The number of years after publication in which the citation counts are known n The number of years after publication in which the citation count should be predicted C Total citations of the target paper from the (k + 1) th to n th years after its publication C Total predicted citations of the target paper in the period of (k + 1) th to n th years after its publication
Methodology
In this section, we formulate the problem and the assumptions and then, we describe our proposed method along with the details of the employed techniques.
Problem Statement
Suppose that the target paper has received c 0 , c 1 , ... , c n citations respectively in the years after its publication. In other words, c i shows the citation count of the paper in the ith year after publication. Assume that we know c 0 , c 1 , ... , c k and we want to predict c k+1 , c k+2 , ..., c n for a paper (k < n). In other words, the problem is to predict the citation count of a paper until the nth year of its publication when we already know its citation count only for the first k + 1 years (0 th to k th year) after its publication. As we described in the Section 2, we only consider the citations of the first k + 1 years as the input of the algorithm, and no other information (such as author properties or journal attributes) is utilized. The actual citation count for the ith year is called c i , and the predicted citation count for the ith year is calledĉ i . Moreover, we define C as the total citations of the paper from (k + 1) th to n th year of publication, andĈ as the corresponding total predicted citations of the same period, which are described in Equations 1 and 2 respectively.
A citation prediction method is evaluated according to the accuracy of bothĈ andĉ i values. This is because an effective prediction method should estimate both yearly citations and total citations of a paper in the considered time period. Consequently, the problem is to minimize the error ofĈ andĉ i values, i.e.,ĉ i values should be as close and correlated as possible to c i values, and so forĈ and C quantities. Table 1 summarizes the defined symbols.
Citation Count Prediction
We utilize machine learning methods in order to build a model that learns to predict citation count of a paper in the future based on its citation history. The model should predict the citation count as a non-negative integer number and therefore, the defined problem is regarded as a "regression problem" in the context of machine learning methods. Artificial neural network is one of the most powerful and effective methods for regression learning and thus, we designed a special neural network as the main component of our proposed method. A neural network is built up of several layers of neurons, and it learns to find a relationship (function) between the inputs and the outputs of the training data. In recent years, neural network has found significant applications in text processing (Mikolov et al., 2010; Lai et al., 2015; Severyn and Moschitti, 2015b) , image processing (Simonyan and Zisserman, 2014; Karpathy and Fei-Fei, 2017; Krizhevsky et al., 2012) , voice processing (Graves et al., 2013) , and many other fields. Particularly, the so called "deep learning" techniques are developed in recent years with surprising power for learning complex functions (Goodfellow et al., 2016) .
A neural network is first trained in the training phase, and then it is used for prediction in the sampling phase. In our proposed method, a neural network is trained which having the citation count history of a paper in its early years of publication as the input, predicts the citation count in the future years as the output. In other words, the proposed neural network learns to predictĉ k+1 ,ĉ k+2 , ...,ĉ n values based on c 0 , c 1 , ..., c k values. The neural network is first trained using a dataset of existing papers with known citations history, and then it can be utilized as the citations estimator in the future based on the pattern of the previous citations of the considered paper. As the datasets of training and test data, we utilize many published papers with known citations history in their first n years after publication. We employ some of those papers as the training set in order to train the neural network, and then we utilize the rest of the papers as the test set in order to evaluate the accuracy of the trained neural network.
In the defined citation count prediction problem, both the inputs and the outputs form sequence of consecutive values. In such problems, Recurrent Neural Networks (RNN) (Werbos, 1990; Rumelhart et al., 1986 ) are known to be effective for learning the sequence of the values and therefore, we utilized RNNs in our proposed method. RNNs are capable of learning tasks in which the inputs conform an inherent sequence. For example, speech to text (Graves et al., 2013) , sentiment analysis (Severyn and Moschitti, 2015b) , and machine translation (Bahdanau et al., 2014; methods are frequently trained by RNNs since their input data are inherently sequential (rather than a set of independent features). As an alternative to RNNs, simple feedforward neural networks are unable to effectively realize the sequence nature of the input and therefore, result in less accuracy. RNNs process the input sequence in their inherent order and as the sequence is being processed, a hidden memory is built based on the so-far-visited input data and therefore, the sequence of the input is effectively considered (Chollet, 2017) . In the defined citation prediction problem, the input sequence includes k + 1 values (c 0 , ..., c k ), and the output sequence includes n − k values (ĉ k+1 , ...,ĉ n ). Thus, a many-to-many RNN architecture is designed in our proposed method (RNNs are classified into four categories based on the length of the input and output data: 1-one-to-one, 2-one-to-many, 3-many-to-one, and 4-many-to-many).
As the main building block in the architecture of our proposed method, we employed a deep neural network technique called sequence-to-sequence model which has already found many successful applications in the literature . This technique trains models to convert sequences from one domain to sequences in another domain (e.g., to translate a French sentence to English). The model is composed of two independent neural networks called the "encoder" and the "decoder" networks. As illustrated in Figure 1 , the inputs are fed to the encoder and the outputs are obtained from the decoder. The encoder network aims to process the input sequence, and create its corresponding representation in another dimensional space. This representation is then forwarded to the decoder network which converts it to the output sequence. In order to predict each output neuron, the decoder utilizes all its input neurons along with the formerly predicted output neurons (see Figure 1) . In this manner, the output neurons are also fed into the network to enable learning the sequence pattern of the input data.
The proposed neural network should be trained in order to predict the citation count of the papers in the future. In the training phase, the training dataset is utilized in order to optimize the parameters of the neural network. Each tuple of the training set corresponds to the citation information of one published paper, which includes the citation count of the paper from the 0 th to k th year of its publication as the input, and the actual citation count from (k + 1) th to n th year as the output. Therefore, the inputs (citation count values for k + 1 years) are fed to the encoder and the actual outputs (citation counts from the year k + 1 to n) are presented to the network for training. As illustrated in Figure 1 , c 0 to c k are the inputs of the neural network which are fed to the encoder, and c k+1 to c n are its outputs which are obtained from the decoder. It is worth noting that the decoder network takes c k as an input in the decoder network in order to predict c k+1 , and then c k+1 is needed for predicting c k+2 and so forth.
After the training phase, the sampling phase aims to predict the citation count for the papers which are not employed in the training phase, having the citation count of their first k years of the paper after publication. Figure 2 illustrates the sampling phase, in which the decoder estimates the c x for x > k values. Since the neural network does not access the actual c x data in the sampling phase,ĉ x predicted values are also fed to the next neuron of the decoder neural network in the sampling phase (this technique is called "teacher forcing" (Goodfellow et al., 2016) ). In Figure 1 and Figure 2 , a <0> illustrates the initial hidden memory (hidden state) of the encoder network. We have set this initial memory to an all-zero vector which is fed to the encoder network (this initialization is common in deep learning tasks).
The proposed method, learns to predict the future citation count of a paper based on the history of its early years citations. The employed recurrent neural network with the sequence-to-sequence model technique, enables the method to effectively learn the sequence pattern of the citations, and to predict the future citations more accurately than the baseline methods, as illustrated in section 5.
Implementation Details
In this section, we overview the implementation details of our experiments in order to make the research results reproducible. Particularly, we describe the implemented neural network and its parameters which resulted in the best outcomes based on our experiments. Such implementation details are worth noting because designing an effective deep neural network is a challenging task for this application which requires investigating many hyperparameters and design choices.
We utilized "Keras" framework (https://keras.io) which is a well-known and widely used implementation for artificial neural networks and deep learning techniques. In addition, we used the "SimpleRNN" module of Keras for implementing the proposed neural network. In order to make the neural network capable of learning a complex function, the recurrent layers include 512 values, which means the encoder network generates a vector output with 512 dimensions. In the decoder sector, a "Dense" layer is utilized to generate the output (predicted citation count) namelyĉ i . We did not normalize the inputs and outputs of the neural network. The "Rectified Linear Unit" (ReLU) is used as the activation function in all layers of the neural network, which is defined as f (x) = max(0, x). The ReLU activation function is widely being used in recent years because it results in better precision in many applications (Glorot et al., 2011) . In order to avoid overfitting, the "Dropout" technique (Srivastava et al., 2014 ) is used with the rate of 0.2 in the RNN layers. This technique enables more epochs (100 epochs in our experiments) in the training phase while minimizing the risk of overfitting. We implemented the RMSProp optimization algorithm, which is an effective method for training neural networks, with the learning rate of 10 −5 . Data are fed to the Batch size 256 network in batches 256 papers (batch-size = 256). More than half a million of parameters are trained and tuned in the training phase of the proposed method. Table 2 summarizes the implementation details of the proposed method.
Baseline Methods
We selected three baselines in order to compare the evaluation results against. First, the "Mean of Early Years" method (MEY) is a naïve and simple prediction function which always returns the average of the known citation count in the first years of paper publication as the predicted citation count in the future. Equation 3 shows the MEY prediction method. For many papers, the citation count in the early years of publication is similar to longterm citations. Although MEY is a simple prediction function, it shows relatively good prediction accuracy in some situations, and outperforming MEY is not a trivial task for citation prediction methods.ĉ
The second and the third baselines are proposed by Cao et al. (2016) . As illustrated in Section 2, this research has already outperformed important existing methods, such as (Wang et al., 2013) , and thus we considered it as one of the main baselines in our experiments. The second baseline, which is called AVR, finds the most similar papers published in the same journal according to the citation count of the paper in the early years of publication and then, utilizes the average citations of those found papers in the subsequent years as the predicted citation count of the paper. The third baseline, which is called GMM, also finds the most similar papers published in the same journal according to the citation count of the early publication years but then, clusters the found papers in three groups using Gaussian Mixture Model (GMM) algorithm and then, the most similar centroid to the target paper is selected. The citation pattern of that centroid is utilized as the prediction function for the citation count of the target paper. Finally, our proposed method is called NNCP (NeuralNetwork-based Citations Prediction) in the evaluation reports.
It is also worth noting that AVR and GMM methods utilize an L parameter which indicates the number of nearest neighbor papers in the dataset to the target paper. In other words, AVR and GMM methods first find L papers,
, from the database of past papers D with smallest matching error e x (y), where x is the target paper which we want to predict its citations. In order to optimize L parameter for the baseline methods, we considered the papers published in Nature, and using cross-validation technique, we selected L = 20 which resulted in the best average accuracy in AVR and GMM methods for L < 100 values.
Data
We extracted a dataset of published papers along with their citations from the Web of science (WoS) citation database which is a well-known online scientific citation indexing service. In this dataset, we considered the publications of five prestigious journals: Nature, Science, NEJM (The New England Journal of Medicine), Cell and PNAS (Proceedings of the National Academy of Sciences). The dataset covers the papers which are published from 1980 and before 2003, and it includes 14 years of the citations for each paper (all citations before 2017). The mentioned journals are high-impact publications with a long history. Moreover, one of our main baseline methods (Cao et al., 2016 ) also included similar journals and therefore, we considered such journals for fair comparison of evaluations.
In order to separate training and test data, we considered the published papers between 1980 and 1997 as the training set, and the papers published in the five subsequent years (from 1998 to 2002) as the test set for evaluations. Table 3 illustrates the considered journals in this dataset along with the number of extracted papers from each journal and the size of the training-set and the test-set.
Our prepared dataset includes the following information for each paper: Paper identifier (a number between one and 175,432), journal identifier, publication year, and the citation counts from the 0 th to 14 th year after publication (c 0 to c 14 citation count values). Actually we set n = 14 (according to Table 1 , n is the last year after publication in which the citation count is predicted). Table 4 illustrates a small window of the dataset for five sample papers. As it can be seen from the samples, extracting a simple pattern of citations is not trivial, and an intelligent method is necessary for citation pattern prediction. 
Results
In this section, we illustrate the results of our comprehensive experiments, empirical evaluations, and a comparison to the baselines.
Measurement Criteria
We utilized two popular criteria in order to evaluate the proposed method and compare it with the baselines. First, Root Mean Square Error (RMSE) and second, the coefficient of determination (R 2 ). RMSE measures the variation of the predicted values to the actual values and thus, lower values of RMSE are desirable. R 2 -score measures the correlation between the actual and the predicted values. The R 2 value is always less than or equal to 1, where R 2 = 0 means no correlation and R 2 = 1 shows a perfect correlation between the predicted and actual values and therefore, higher values of R 2 are desirable. Equations 4 and 5 illustrate RMSE and R 2 measurements respectively, in which y is the set of actual values,ŷ is the set of the predicted values, and y is the average of y i values.
Evaluation Results
We set up different experiments in order to evaluate the proposed method. According to the training-set and the test-set (described in Section 4), we computed the accuracy of the proposed method and the baselines according to two criteria of RMSE and R 2 . As the first motivating experiment, we employed the proposed method and the baselines in order to predict the citation count of 15 randomly selected papers among the 100 highly cited papers of our dataset. Figure 3 illustrates the actual citation counts (the ground truth) along with the predictions of different methods when k = 5, i.e., the citation count history up to the fifth year after publication is utilized as the input of the prediction algorithms. As the figures show, there is no simple and trivial pattern of citations in different sampled papers and therefore, predicting the future citations of a paper is not an easy task. Moreover, the proposed method outperforms the baselines (NNCP is usually the most close line to the ground-truth) for most of the sampled papers. After this motivating experiment, comprehensive and quantitative experiments are following.
In the second experiment, we set n = 14 and k = 5 (refer to Table 1 ) which means the citation counts up to the fifth year after publication are used to predict the citation count until the 14th year after publication. In this experiment, the accuracy of the methods are measured in two modes: First, the accuracy ofĈ and second, the average accuracy of c i values. In other words, the average accuracy of the yearly predictions is measured (ĉ i ) along with the aggregated accuracy of the predicted values (Ĉ). Figure 4 illustrates the evaluation results of this experiment. As the figure shows, the proposed method (named NNCP) results in higher values of R 2 in both yearly and aggregated (total) modes, and this fact is consistent for all of the considered journals. Moreover, the proposed method results in less RMSE value for all the journals in both yearly and total modes. Therefore, the proposed method outperforms all the baseline methods in k = 5 for all of the considered journals.
In the third experiment, we limit the input information to the citation count up to the third year of publication, and we repeat the second experiment but for k = 3. In this experiment, only the citation history up to the third year after publication is used in order to predict the citation counts in the rest of the subsequent years until the 14th year of publication. Figure 5 shows the evaluation results of this experiment. As the figure shows, the proposed method still outperforms all the baselines in the k = 3 mode according to both RMSE and R 2 criteria for all journals of the dataset. It is also worth noting that the prediction results of all the methods are more accurate in the k = 5 than those of the k = 3 mode according to both RMSE and R 2 scores, because with k = 5 more input information is available for the methods (citation counts of five years after publication, instead of only three years citation history) in order to investigate the citation counts in the future.
One of the important applications of citation count prediction methods is to detect highly cited papers in advance. Some efforts exist in the literature for early detection of highly cited papers (Newman, 2014; Sarigöl et al., 2014) . Therefore, in the next experiment, we evaluate the ability of the proposed method and the baselines regarding their accuracy in predicting citations of highly cited papers. We considered top 100 highly cited papers of each journal in our dataset published between 1998 and 2002 according to their total citations up to 2018. Then, we utilized the proposed method and the baselines in order to predict the citation count of those highly cited papers. We ran the experiment in two phases of k = 3 and k = 5, and we computed the error of the methods according to the RMSE criterion. Finally, we ranked different methods according to their accuracy of citation prediction. Figures 6 and 7 show the fraction of samples (highly cited papers) that each method has resulted the best prediction for k = 5 and k = 3 respectively. For example, the first bar of the Figure 6 shows that the proposed method (NNCP) is much more accurate than the baselines when they are employed to predict the citation count of the 100 highly cited papers of Nature. In other words, this bar shows that our proposed method results in the best citation count prediction accuracy among the baselines (in 56 out of 100 samples) for the highly cited papers of Nature. Figure 7 shows the result of a similar experiment but for k = 3 (when only the citation count up to the third year after publication is utilized as the input). As Figures 6 and 7 show, in most cases, the proposed method outperforms the baseline methods in predicting the citation count of the highly cited papers, and this fact is valid in both k = 5 and k = 3 cases. But in the case of PNAS and Cell journals, our proposed method is not ranked first among the baselines. This is mainly because Cell and PNAS include fewer samples in our dataset (fewer number of papers). In other words, while Figures 4 and 5 showed that our proposed method outperforms all the baselines when we consider all the papers, Figures 6 and 7 show that in the case of highly-cited papers, our proposed method is more effective than the baselines when we have enough data in the experiments (e.g, in the case of Nature, Science, and NEJM, but not for Cell and PNAS). This fact is also consistent with the results of the sampled papers illustrated in Figure 3 .
Sensitivity Analysis
As the final experiment, we analyzed the overall accuracy of the considered methods according to different values of k (0 ≤ k ≤ 7). In this experiment, all the papers of the dataset published in the five journals within 1980 to 1997 are considered as the training set, and all the papers of the dataset published from 1998 to 2002 are used as the test set. Therefore, this experiment also includes the largest training set and test set utilized in this research. In this evaluation scenario, different methods are utilized in order to predict the citation count of the papers in the test set from the 7th to 14th year after the publication. In other words, the methods are employed to predict c 7 , c 8 , ..., c 14 values. Figure 8 shows the overall accuracy of different methods according to the R 2 score and RMSE with respect to different values of k. When k = 0 the citation count of the papers only in the publication year is utilized as the input of the methods, and when k = 6, citation count history of the publication year until the 6 year after publication is utilized. As the figure shows, by increasing k, more information about the citation history of the papers in the early years of publication is fed to the methods and therefore, the accuracy of different methods improves, as expected. Moreover, the proposed method can outperform baselines when the citation history of the papers is available at least for the first three years (when k ≥ 3). Therefore, when sufficient information about citation history of the papers is obtainable, the proposed method outperforms the baselines.
Discussion
We reviewed several experiments which show effectiveness of the proposed method when it compared with the baseline methods. Among the baselines, MEY is a naïve prediction method, but its accuracy is considerable in some limited situations. For example, when we have a small dataset with limited number of sample data and we want to predict the citation count of highly cited papers, MEY method is effective in comparison to other examined methods (see the case of Cell and PNAS journals in Figures 6 and 7) . MEY baseline helps investigate situations in which basic heuristics are effective in citation prediction and moreover, it serves as a simple baseline to evaluate other more complicated methods.
AVR and GMM baselines, follow a local modeling technique called lazy learning in which no model is actually learned from the training data, but the training data are memorized instead. One disadvantage of lazy learning techniques, such as the cases of AVR and GMM, is the need to a large space for storing the entire training dataset. Moreover, noisy training data may decrease the accuracy of such methods. Additionally, AVR and GMM methods actually utilize the citation pattern of only a few (similar) existing papers in order to predict the citation count of the target paper, while NNCP makes use of the whole dataset of papers in order to learn the citation pattern of the scientific papers. It is also worth noting that lazy learning methods are usually slower than their eager learning counterparts. AVR and GMM methods have to compare the input data (the citation pattern of the target paper in its early publication years) with many samples of the dataset in order to find the most similar papers, and this process is repeated for each new query (new target paper). On the other hand, our proposed method once learns a prediction model from the training data and then, applying the model for a new data sample (a new target paper) will be an easy and fast task. In other words, NNCP is considerably faster than AVR and GMM methods in predicting the citation counts, because NNCP has passed a training phase and it has learned a prediction model which is needless to re-examine a large set of training data. Therefore NNCP outperforms AVR and GMM with respect to both efficiency and accuracy.
Conclusion
In this paper, we proposed a novel method for citation count prediction, which is based on artificial neural networks. We employed modern deep learning techniques (such as RNNs and sequence-to-sequence model) in order to learn a prediction method based on the sequence pattern of the citations from early years of publication of a paper. The comprehensive evaluations show that the proposed method outperforms state-of-the-art methods of citation count prediction with respect to the accuracy of the prediction and the ability to predict the citations of highly-cited papers. Many challenges arise when applying deep learning to the problem of citation prediction. Those challenges include: Mapping the citation problem into a deep learning problem, designing the learning and experimentation scenarios for this specific problem, choosing the evaluation criteria, selecting the best fitting deep learning architecture for this specific application, and tuning the hyperparameters of the selected neural network architecture.
As the future works, we will include more features as the inputs of the prediction algorithm and deeper layers as the hidden layers of the proposed neural network. We will also investigate applying the proposed method for higher-level tasks, such as predicting highly cited papers and authors, and estimating the h-index of the authors in the future.
