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Lattice Green’s function approach to the solution of the spectrum of an array of quantum dots and
its linear conductance
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In this paper we derive general relations for the band-structure of an array of quantum dots and compute its
transport properties when connected to two perfect leads. The exact lattice Green’s functions for the perfect
array and with an attached adatom are derived. The expressions for the linear conductance for the perfect array
as well as for the array with a defect are presented. The calculations are illustrated for a dot made of three atoms.
The results derived here are also the starting point to include the effect of electron-electron and electron-phonon
interactions on the transport properties of quantum dot arrays. Different derivations of the exact lattice Green’s
functions are discussed.
PACS numbers: 72.10.Bg, 72.10.Fk, 73.21.-b, 73.21.La, 73.21.Hb, 73.23.-b, 73.40.Gk, 73.63.Kv, 73.63.Nm
I. INTRODUCTION
Quantum dots, quantum wires, and molecular structures
are among the most studied low-dimensional condensed mat-
ter systems due to their importance to nanoelectronics,1 and
recently to biology.2 In the field of molecular electronics,
molecules are used to control the current flow when they
are assembled in between metal contacts.3 Among the sev-
eral physical properties exhibited by low-dimensional elec-
tron systems, interesting ones can be found in the transport
properties of these systems, such as conductance quantization
and conductance oscillations,4 the latter effect depending on
the number of atoms in the wire. Some of these effects have
been found in the related field of carbon nanotubes, where ex-
periments have shown that the conductance of a single wall
carbon nanotube is quantized5 and shows Fabry-Perot inter-
ference patterns, a signature of coherent transport in the car-
bon wire.
The above systems all fall under the study of low-
dimensional physics and are best described starting from the
tight-binding approximation. When we address the physical
properties of these low-dimensional systems there are two dif-
ferent questions to address. One is concerned with the elec-
tronic spectrum,6 and the other with the transport properties.7
The first of these properties is of importance for the optical re-
sponse of the system and the second for its use in nanoscopic
devices.
The need of an efficient method of computing both the spec-
trum and the conductance of these systems is therefore obvi-
ous. Both these problems can be traced back to the calcu-
lation of the lattice Green’s function of the system. In the
case of the spectrum, the Green’s function should be com-
puted for the isolated system, whereas when considering the
transport properties, the Green’s function must be computed
taking into account the effect of the coupling between the
system and the metallic leads. The lattice Green’s func-
tion method was used to describe the appearance of surface
modes (Tamm states) in a finite one-dimensional chain and
its interaction with a non-linear impurity.8 The generalization
to a semi-infinite square lattice was also discussed.9 Several
different methods of computing transport properties of one-
dimensional quantum wires, using lattice Green’s functions,
are available in the literature. A tutorial overview on some of
the used methods was recently written by Ryndyk et al..10 Us-
ing the Keldysh method, the coherent transport through a one-
dimensional lattice was studied by Zeng et al..11 Li et al. stud-
ied the transport through a quantum dot ring with four sites.12
The inclusion of time dependent potentials on the transport
properties of one-dimensional chains was done by Arrachea.13
The inclusion of electron-electron interactions in the transport
properties of a small system was discussed by Oguri14 and of a
quantum wire was done by Karrach et al.,15 using a functional
renormalization group method. The extension to a quasi-one-
dimensional Kagomé wire, where the feature of a multiband
system is present, was considered by Ishii and Nakayama.16
The interesting situation where the metallic wire is connected
to a Heisenberg chain was studied by Reininghaus et al..17 The
above results are just a very small subset of the existing rep-
resentative literature on quantum transport, where the concept
of lattice Green’s function plays a central role.
Historically, the first approach to electronic transport in a
one-dimensional finite system was done in a series of elegant
papers published by Caroli et al..18,19,20 In these works the au-
thors addressed the question of how defects affect the charge
transport of the quantum wire. Indeed, the question of how
localized defects change the otherwise perfect transport prop-
erties of the system has been addressed by several authors in
the framework of tight-binding systems.21,22,23
Guinea and Vergés21 used a Green’s function method to
study the local density of states and the localization length
of a one-dimensional chain coupled to small pieces of a poly-
mer. They showed that at the band center there is a complete
suppression of the transmission coefficient due to a local an-
tiresonance. Sautet and Joachim22 studied the effect of a sin-
gle impurity on the transport properties of a one-dimensional
chain. The impurity was assumed to change both the on-site
energy and the hopping to the next-neighbor atoms. Mizes and
Conwell23 considered the effect of a single impurity in two
2coupled-chains, showing that a change on the on-site energy
has a more pronounced effect in reducing the transmission in
the one-dimensional chain than it has in this system. Finally,
Peres and Sols studied analytically the effect of a localized
defect in the transport properties of polyacene (a multi-band
system), putting in evidence a parity effect, that was also used
by Akhmerov et al.25 to formulate a theory of the valley-valve
effect in graphene nanoribbons.26,27,28 Also the study of va-
cancies in transport of quasi-two-dimensional systems is an
important area of research.29 The study of a linear array of
quantum dots, represented by a single site with an s−orbital
was carried out by Teng et al..30
The book by Ferry and Goodnick has a very good introduc-
tory section to lattice Green’s functions.31 Also the recursive
Green’s function method is there presented. The method we
present in this paper has strong similarities to the recursive
Green’s function method.31 The important difference to stress
here is that the recursive Green’s function method is imple-
mented as a numerical method, whereas our approach does
solve the same type of problems in an analytical way. The link
between Green’s functions and transport properties of nanos-
tructures and mesoscopic systems is well covered in the book
by Datta.32
In this work we give a detailed account of a method, based
on the solution of the Dyson equation, to compute the lat-
tice Green’s function of an array of quantum dots, where the
dot is represented by an arbitrary number of sites with arbi-
trary values of the site energies and of the hopping parame-
ters. The method is developed within the approximation that
there is only one hopping channel between the dots in the ar-
ray. This constrain is used to keep the level of the formalism at
its minimum. The formalism is easily generalized to include
the effect of defects (both on-site and adatoms defects) and to
describe the transport properties of both the clean and the per-
turbed system. The method exploits the fact that the Dyson
equation for the lattice Green’s function can be solved exactly
for bilinear problems as long as the hoppings are not of arbi-
trary long range. Also the developed formalism can be used to
describe surface states and non-linear impurities effects8 in a
finite array of quantum dots, but we will not pursue these two
aspects in this paper. Although developed within a quasi-one-
dimensional perspective, we will show in a forthcoming publi-
cation how the method can be generalized to two-dimensional
ribbons.
II. DETERMINATION OF THE LATTICE GREEN’S
FUNCTION
In this section we develop a general method for determining
the Green’s function of an array of quantum dots. From it both
the electronic spectrum and the rule for momentum quantiza-
tion are obtained. As a warming up we first revisit the solution
of the finite chain problem.
The traditional approach33,34,35 to determine the Green’s
function in real space requires the previous solution of the
Schrödinger equation, with the corresponding determination
of its eigenvalues and eigenvectors. After this is done, the
Green’s function is computed using
G(r, r′, z) =
∑
n
ψ∗n(r)ψn(r
′)
z − λn (1)
where ψn(r) and λn are, respectively, the eigenstates and
eigenvalues of the eigenproblem Hψn(r) = λnψn(r), where
H stands for the Hamiltonian of the problem and the summa-
tion over n means a discrete sum (for discrete eigenvalues),or
an integration (for continuous eigenvalues), or both, over the
quantum numbers of the problem.
The evaluation of the sum in Eq. (1) may be a very hard
task, depending on the mathematical complexity of both the
wave functions and the eigenvalues. Even for relatively simple
cases the evaluation of the summation is far from obvious (see
appendices of Ref. 36).
An alternative approach, used for lattice systems, starts
from the definition of the resolvent operator
Gˆ =
1
z −H , (2)
and computes the matrix elements of the resolvent by eval-
uating directly a number of determinants associated with the
matrix (z−H).30,37 This method has the obvious drawback of
being limited by the possibility of computing analytically the
necessary determinants.38,39
We present in what follows a method that overcomes the
technical difficulties above mentioned.
A. The single chain case
In order to understand how the method works, we revisit the
problem of determining the Green’s function of a finite one-
dimensional chain of atoms, with a single orbital per atom.
This simple example will help us to fix the notation and state
the general arguments about the solution of this type of prob-
lems. Let us assume that the system has N atoms, with the
motion of the electrons described by the tight-binding Hamil-
tonian
H = H0 + V , (3)
with
H0 = ǫ0
N∑
i=1
|i〉〈i| , (4)
and
V = −t
N−1∑
i=1
(|i〉〈i + 1|+ |i+ 1〉〈i|) . (5)
Clearly, Eq. (4) represents the on-site energy of the electrons
in the atoms and Eq. (5) represents the hopping of the elec-
trons between neighboring atoms. This may seem as an im-
portant restriction, but it can in fact be relaxed and the ap-
proach extended to more general hopping processes.40 Alter-
natively the Green’s function of a more complex Hamilto-
nian may be generated using the extension theory for lattice
Green’s functions.41
3Let us now introduce two different resolvent operators, the
free resolvent
Gˆ0 =
1
z −H0 , (6)
and the full resolvent Gˆ, given by Eq. (2) with H given by Eq.
(3). The strategy is to determine Gˆ by solving exactly Dyson’s
equation,33 considering the hopping term V as perturbation.
In terms of the resolvents and of V , the Dyson equation takes
the form
Gˆ = Gˆ0 + Gˆ0V Gˆ . (7)
Forming matrix elements with the basis vectors and using 1ˆ =∑N
i=1 |i〉〈i|, one obtains
1
G0
〈i|Gˆ|j〉 = δij − t(〈i− 1|Gˆ|j〉+ 〈i+ 1|Gˆ|j〉) , (8)
with G0 = (z − ǫ0)−1 . Apart from the term δi,j , this is the
equation for the wavefunction of a particle of coordinate iwith
the tight binding Hamiltonian (3), and eigenvalue G0(z). It is
obvious that the difference of two solutions of this equation
will be a solution of the equation without the δi,j term. So
Gi,j ≡ 〈i|Gˆ|j〉 can be determined by adding a general solu-
tion of the homogeneous equation to one particular solution
of the full equation. The latter can then be determined by the
boundary conditions.
The solutions of the homogeneous equation are superposi-
tions of plane waves, 〈n|Gˆ|m〉 = Ameiθn, where Am is an
arbitrary function of m, and θ is defined by
1
G0
= −2t cos θ , (9)
the usual dispersion relation for a 1D tight-binding problem
with nearest neighbor hopping. To find one particular solution
of the full equation, we use the fact that it has to satisfy the
homogeneous equation for i < j and i > j and therefore be
a linear combination of plane waves of wavevectors ±θ—the
solutions of Eq.(9)—or, equivalently, of sin(iθ) and cos(iθ):
G<ij = A
j cos(iθ) +Bj sin(iθ), for i ≤ j , (10a)
G>ij = C
j cos(iθ) +Dj sin(iθ), for i > j . (10b)
In the linear system of equations obtained by fixing j in Eq.
(8) ,
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(11)
all but two equations are automatically satisfied by the fact
that G<ij and G>ij solve the homogeneous equation, leaving
only two conditions mixing G<ij with G>ij :
1
G0
G<jj = 1− t
(
G>j+1j +G
<
j−1j
)
, (12a)
1
G0
G>j+1j = −t
(
G>j+2j +G
<
jj
)
. (12b)
These are easily shown to be equivalent (using the fact that
the Green’s function is also a solution of the homogeneous
equations) to
G>jj = G
<
jj , (13a)
G>j+1j −G<j+1j =
1
t
. (13b)
The Equation (13a) corresponds to the continuity of the
Green’s function, whereas Eq. (13b) corresponds to the dis-
continuity of the derivative of the Green’s function in the the-
ory of second order differential equations.34
Inserting Eqs.(10) in Eqs.(13) , one can obtain a rather sim-
ple solution (valid in both domains i ≤ j and i > j) as
Gij =
1
2t sin θ
sin (θ |i− j|) (14)
The general solution is obtained by adding an arbitrary solu-
tion of the homogeneous equation,
Gij = A
j cos(θi) +Bj sin(θi) +
1
2t sin θ
sin (θ |i− j|) .
(15)
The free coefficients, Aj and Bj , are determined by boundary
conditions. For a finite chain we must enforce,
〈0|Gˆ|j〉 = 〈N + 1|Gˆ|j〉 = 0 (16a)
〈i|Gˆ|0〉 = 〈i|Gˆ|N + 1〉 = 0. (16b)
It is straightforward to show that these lead to
Gij(z) =
1
2t
cos(Nθ + θ)
sin(Nθ + θ) sin θ
[cos(iθ − jθ)− cos(iθ + jθ)]
− 1
2t
[
sin(iθ + jθ)
sin θ
− sin |iθ − jθ|
sin θ
]
. (17)
Noticing that the Chebyshev polynomials obey the finite dif-
ferences equation
fn−1(x) + fn+1(x) = 2xfn(x) (18)
and have the representation42
Tn(cos θ) = cos(nθ) , (19a)
Un(cos θ) =
sin(nθ + θ)
sin θ
, (19b)
we see that our solution (17) is the same obtained for a finite
one-dimensional harmonic lattice,43 as it should be. It is worth
noticing that the rule for momentum quantization (that is θ) is
4obtained from the poles of the Green’s function (17), leading
to
sin(N + 1)θ = 0:θℓ =
πℓ
N + 1
, (20)
with ℓ = 0, 1, 2, . . . , N − 1.
Rewriting G0 = (z − ǫ0)−1 as G0 = (E − ǫ0 + i0+)−1,
where E stands for the energy of the electron, the energy de-
pendence of the Green’s function is obtained;33 this allows the
calculation of the local density of states from
ρii(E) = − 1
π
ℑGii(E + i0+) . (21)
It is clear that ρii(E) is site dependent for a finite chain. It
is an elementary calculation to find an explicit expression for
ρii(E), by writing both cos(2iθ) and sin(2iθ) in terms of sin θ
and cos θ and using Eq. (9). We conclude by stressing that the
matrix elements of the resolvent were obtained without the
need of evaluating the sum over the eigenstates, as in Eq. (1),
which constitutes the major advantages of this method over
most of the existing ones.
As a final comment in this section, we remark that the final
solution forGij is quite symmetrical in both coordinates, even
though the method we followed treats the two coordinates on
a rather different footing. In Appendixes A and B we give
two other derivations of the Green’s function of a finite chain
which treats both coordinates equally from the beginning.
B. The general case
We now consider the case where N quantum dots, repre-
sented by hexagons in Fig. 1, are coupled together by an
hopping parameter t. Although having just a single hopping
channel between the dots may seem rather restrictive, we used
it nevertheless to illustrate the method. Also, if we choose to
position the dot in such a way that is has oriented edges such
that a particular site of the dot is closer to the next dot than any
other point, as in the case of Fig. 1, the used approximation
is somewhat justified. The generalization of this possibility to
multi-hopping hopping processes does not changes the gen-
eral idea, but adds some complexity to the final solution. In
addition, we assume that the dot is also described by a lat-
tice model. Although this an apparent restriction, it can also
be relaxed. We now address the question of determining the
Green’s function of the quantum dot array.
1 2 3 N
t t
l r l r
Figure 1: An array of N quantum dots coupled together by an hop-
ping integral t. The dot is represented by the hexagon. The points
l and r are those that are coupled between dots due to t, and the
choice of the letters stand for most left and most right points in the
dot, respectively.
The Hamiltonian for the problem defined by Fig. 1 is writ-
ten as
HT = H
D + V , (22)
were
HD =
N∑
i=1
HDi , (23)
with HDi the Hamiltonian of the i dot (which is not necessary
to specify at this point), and
V = −t
N−1∑
i=1
(|i, r〉〈i + 1, l|+ |i+ 1, l〉〈i, r|) . (24)
As before we define Gˆ0 = (z −HD)−1, and note that |i, β〉
are the basis states with i = 1, 2, . . . , N and β labeling the
sites in the quantum dot; we will need two different β’s only,
β = r, l.
The matrix elements of the Dyson’s equation (8), given the
Hamiltonian (22), reads
〈i, α|Gˆ|j, β〉 = δi,jG0αβ − t(G0αl〈i− 1, r|Gˆ|j, β〉
+ G0αr〈i+ 1, l|Gˆ|j, β〉) , (25)
with G0αβ = 〈i, α|Gˆ0|i, β〉. It is easy to see, by direct replace-
ment, that the homogeneous Dyson’s equation (that is when
i 6= j) is solved by an Ansatz of the form Gnmαβ = Amαβeinθ
when θ is chosen such that
1 + 2tG0lr cos θ + t
2(G0lr)
2 = t2G0llG
0
rr , (26)
an expression that gives the band structure once the quan-
tized values of θ have been determined. We see from Eq.
(25) that 〈i, α|Gˆ|j, β〉 is only coupled to 〈i− 1, r|Gˆ|j, β〉 and
〈i + 1, l|Gˆ|j, β〉. Therefore we will solve the Dyson’s equa-
tion (25) for the particular case of α, β = l, r. To start with
we make the Ansatz (a linear combination of terms of the form
Amαβe
inθ)
G<,ijαβ = A
<
αβ cos(iθ) +B
<
αβ sin(iθ), for i < j , (27a)
G>,ijαβ = A
>
αβ cos(iθ) +B
>
αβ sin(iθ), for i > j , (27b)
where G≶,ijαβ = 〈i, α|Gˆ|j, β〉, and the multiplicative coeffi-
cients of the trigonometric functions depending on j. The
finiteness of the chain is imposed by the conditions
〈0, r|Gˆ|j, β〉 = 〈N + 1, l|Gˆ|j, β〉 = 0 , (28)
and time reversal symmetry implies that
〈i, α|Gˆ|j, β〉 = 〈j, β|Gˆ|i, α〉 . (29)
The solution of the non-homogeneous Dyson’s equations (that
is, when i = j) leads to a linear system of equations of the
form
Mv = b , (30)
5with the transpose vectors given by vT = [A>ll , A
>
lr, B
<
rr]
bT = [G0ll, G
0
rr, 0] . The matrix M is easily constructed from
the non-homogeneous Dyson’s equations and is given in the
Appendix C. The solution of the linear system is best accom-
plished by Cramer’s rule, leading to
A>ll = −
G0ll
PL
sin(Nθ + θ)P˜j−1 , (31a)
A>lr =
tG0llG
0
rr
PL
sin(Nθ + θ) sin(jθ) , (31b)
B<rr = −
G0rr
PL
P˜N−j , (31c)
with PL = tG0lr sin θP˜L and P˜x = tG0lr sin(xθ−θ)+sin(xθ).
Combining the homogeneous and non-homogeneous equa-
tions we can derive the following results
G<,m−1mrl −G>,m−1mrl = t−1 ,
G>,m+1mlr −G<,m+1mlr = t−1 , (32a)
which combined with time reversal symmetry and one of the
non-homogeneous equations leads to the linear system
V u = q , (33)
with uT = [A>rl, B
>
rl, B
<
lr ], and V and q given in Appendix C.
The solution of the linear system gives
A>rl = (tPL)
−1P˜LP˜m−1 , (34a)
B>rl = −(tPL)−1[cos(Lθ) + tG0lr cos(Lθ − θ)]P˜m−1 ,(34b)
B<lr = (tPL)
−1[cos θ + tG0lr cos(2θ)]P˜L−m . (34c)
As we saw before the poles of the Green’s function gives
the rule of momentum quantization. In this case the poles
correspond to the zeros of PL, which leads to an equation for
the quantization of θ that reads
tG0lr sin(Nθ − θ) + sin(Nθ) = 0 . (35)
Contrary to the case of the single finite chain, Eq. (35) de-
pends on the energy, and therefore it has to be solved together
with Eq. (26). The knowledge of A>ll , A>lr , A>rl, B>rl, B<lr , and
B<rr is all that is necessary to determine all the Green’s func-
tions for this problem. The full form of the Green’s functions
is given in Appendix D.
C. Explicit results for a particular example
Let us now consider a specific example and work out the
energy spectrum and the momentum quantization. For the
Hamiltonian of the quantum dot we consider the case where
the dot is made of three sites very close together, with a single
local orbital30 associated to each site. The sites are coupled
together by a hopping matrix element t△. The simpler case of
representing the dot by a single site was considered by Teng
et al..30 The Hamiltonian of the dot we are considering reads
HDi = −t△
3∑
α=1
(|i, α〉〈i, α + 1|+ |i, α+ 1〉〈i, α|)
+ǫ0
3∑
α=1
|i, α〉〈i, α| , (36)
with the boundary condition 〈i, 4| = 〈i, 1| . What is now nec-
essary is to compute the Green’s function for this system. It
just happens that the Green’s function for this system is given
by the Green’s function of a finite chain (three sites) with pe-
riodic boundary conditions. This can be obtained from the
procedure of Sec. II A by replacing the boundary conditions
(16a) by
〈1|Gˆ|j〉 = 〈N + 1|Gˆ|j〉 , (37)
which leads to
Gij = − 1
2t△
sin(Nθ)
cos(Nθ) sin θ − sin θTi−j(cos θ)
+
1
2t△
U|i−j|−1(cos θ) . (38)
For the Hamiltonian (36) we have N = 3 and the Green’s
functions computed from (38) are given by
G0rr = G
0
ll = G
0
11 =
1
2t△
1 + 2λ
−1 + λ+ 2λ2 , (39a)
G0lr = G
0
rl = G
0
12 =
1
2t△
1
1− λ− 2λ2 , (39b)
with λ = (E − ǫ0)/(2t△). We should note that G011 can be
written as
G011 =
1
2t△
(
2
3
1
λ− 1/2 +
1
3
1
λ+ 1
)
, (40)
which means that the eigenvalue λ = −1/2 is bidegenerate,
and that is the fundamental reason why the denominator of the
Green’s function is not a cubic polynomial.
We shall now consider the physical relevant case where
t△ ≫ t. Within this approximation the solutions of Eq. (26)
are given by (λ 6= 1)
λ1 ≃ −1− t
3t△
cos θ , (41a)
λ2 ≃ 1
2
+
t cos θ
6t△
− t
6t△
√
3 + cos2 θ , (41b)
λ3 ≃ 1
2
+
t cos θ
6t△
+
t
6t△
√
3 + cos2 θ , (41c)
The values of θ are obtained from the solution of Eq. (35),
which requires the knowledge of G012, which in the approxi-
mation of Eq. (41) are given by
6G012(λ1) ≃ −
t−1
2 cos θ
, (42a)
G012(λ2) ≃
t−1
− cos θ +√3 + cos2 θ (42b)
G012(λ3) ≃ −
t−1
cos θ +
√
3 + cos2 θ
(42c)
The Eq. (35) is trivially solved for the case λ = λ1, giving
θℓ =
πℓ
N + 1
, (43)
with ℓ = 0,±1,±2, . . . , N . The other values of θ for λ2 (top
sign in Eq. (44)) and λ3 (bottom sign in Eq. (44)) are obtained
as solutions of
cos(Nθ) sin θ = ± sin(Nθ)
√
3 + cos2 θ , (44)
which for large N reduces to
θℓ ≃ πℓ
N
, (45)
with ℓ = 0,±1,±2, . . . , N . This result can be appreciate
graphically, by plotting both sides of Eq. (44) on the same
graph. Naturally, when N → ∞, θ becomes a continuous
variable in the interval θ ∈ [−π, π[. In Figure 2 we plot
the eigenvalues λi, given by Eq. (41), using t/t△ = 0.1.
The three sites composing the dot originate three energy mini-
bands (since t△ ≫ t) in the dot array.
0
θ/pi
-1.04
-1.02
-1
-0.98
-0.96
λ i
0
θ/pi
0.46
0.48
0.5
0.52
0.54
Figure 2: Eigenvalues λi, when i = 1 (left) and i = 2, 3 (right)
as function of θ/pi, for large values of N . We have used the ratio
t/t△=0.1.
It should be now clear that this method allowed us to deter-
mine the energy spectrum, the quantization rule for θ, in the
case of a finite N , and the Green’s functions for the array of
quantum dots, with essentially the same effort it would take
us to solve the Schrödinger equation for this problem.
III. THE TRANSPORT PROPERTIES
We next want to work out the transport properties of the fi-
nite system described in Sec. II C. We first derive the general
results and latter use them to study the system introduced in
Sec. II C. We will consider that our system is connected to
two semi-infinite perfect leads. The leads to which we will
connect the system will be described in similar terms to those
used in the Newns model45,46 and the connection between the
Green’s function and the transmission across the system is de-
scribed using a formalism similar to that introduced by Mujica
et al.,47,48,49 which, it turns out, it is similar to the approach de-
veloped by Fisher and Lee.50 The general relation between the
transfer matrix approach and the Green’s function method is
described in Ref. [44], in the context of continuous models.
A. The general formalism
Next we present the general formalism including some par-
ticular important results, associated with the concept of sur-
face Green’s function. We represent the Hamiltonian of the
perfect leads by one-dimensional semi-infinite tight-binding
models reading
HL = −βL
0∑
i=−∞
(|i − 1, L〉〈i, L|+ |i, L〉〈i− 1, L|) ,(46a)
HR = −βR
∞∑
i=N+1
(|i+ 1, R〉〈i, R|+ |i, R〉〈i+ 1, R|) ,(46b)
where βL,R are the hopping parameters of the left (L) and
right (R) leads. Although we are representing the leads by
a one-dimensional model, this is of no consequences in the
characterization of the transport properties of the dots, being
only essential that βL,R are such that metal bands in the leads
have very large band-width. Since the effective band width of
our dot structure is proportional to t, the only condition is that
βL,R ≫ t. The coupling between the leads and the dots is
made by the Hamiltonians
VL = tL(|0, L〉〈1, l|+ |1, l〉〈0, L|) , (47a)
VR = tR(|N + 1, R〉〈N, r|+ |N, r〉〈N + 1, R|) ,(47b)
where tL,R are the hopping parameters coupling the left (L)
and right (R) leads to the array of quantum dots. We are ne-
glecting the possibility of direct coupling between the left and
right leads, a simplification of no physical consequences, cor-
responding to the fact that the array of dots has many of these.
The approach we are formulating with Eqs. (46) and (47) dif-
fers somewhat from that of Refs. [45,47], but in general terms
the two approaches are perfectly equivalent.
The important aspect of the tunneling approach proposed
in Ref. [47] is the need to compute the off-diagonal Green’s
function G1Nlr (z) for accessing the tunneling properties of
the system, including in the calculation the coupling to the
semi-infinite leads. This can be done in many different
ways [24,30,47,51,52,53], leading in the end to results sim-
ilar to those obtained using non-equilibrium Green’s function
methods.54,55
The full Hamiltonian of the problem is the sum of Eqs. (22),
(46), and (47). Among the several ways available to compute
7G1Nlr (z), one possibility is to use again the Dyson’s equation
approach. This requires that we know the exact Green’s func-
tion of the leads, before the coupling to the system is estab-
lished, this is we need to compute the Green’s function of the
problem defined by Eq. (46). The calculation of the Green’s
function of the leads can be done using the same method we
used in Sec. II A, but now with the boundary conditions
〈1|GˆL|m〉 = 〈N |GˆR|m〉 = 0 . (48)
In this case, however, it is much easier to obtain the Green’s
function from the usual definition (1). The wave function of
the electrons is given by (let us consider the left lead only)
|θ〉 =
√
2
NL + 1
0∑
n=−NL
sin[(n− 1)θ]|n〉 , (49)
where NL is a normalization length that is taken to infinity
in the end of the calculation. Using the definition (1) and
the wave function (49) the matrix elements of the resolvent
is given by the integral in the complex plane (where C defines
a contour over the unit circle w = eiθ)
Gnm,L(z) =
1
2πi
∮
C
w|n−m| − w|m+n−2|
βLw2 + zw + βL
dw . (50)
The integral in (50) can be evaluated using the same method
it has been used to solve for the Green’s function of a chain
with periodic boundary conditions33, leading to
Gretnm,L(E) =
1
2iβL
(1− x2)−1/2
(
w
|n−m|
2 − w|m+n−2|2
)
,
(51)
with Gretnm,L(E) standing for the retarded Green’s function,
w2 = −x + i
√
1− x2 and x = E/(2βL), such that |x| <
1. The result (51) is a generalization of the particular results
given in Ref. [56] [the same is true for Eq. (52)]. Repeating
the same arguments for the right lead we obtain
Gretnm,R(E) =
1
2iβR
(1− x2)−1/2
(
w
|n−m|
2 − w|m+n−2N |2
)
,
(52)
and x = E/(2βR). Central to our study are the surface
Green’s functions Gret00,L(E) and GretN+1N+1,R(E) which we
obtain from Eqs. (51) and (52).
In order to determine G1Nlr (z) we introduce H0 = HL +
HT + HR and the full Hamiltonian H = H0 + VL + VR,
the free resolvent is Gˆ0 = (z − H0)−1. As before, G1Nlr (z)
is determined solving the Dyson’s equation, which due to the
short range nature of VL and VR has an analytical solution,
reading
G1Nlr (z) = 〈1l|Gˆ0|Nr〉D−1 , (53)
with
D = (1− t2L〈1l|Gˆ0|1l〉G00,L)
× (1− t2R〈Nr|Gˆ0|Nr〉GN+1N+1,R)
− t2Lt2R〈1l|Gˆ0|Nr〉〈Nr|Gˆ0 |1l〉G00,LGN+1N+1,R .(54)
A formally equivalent result to Eq. (53) was first derived
by Caroli et al.,18 in the context of tunneling across a one-
dimensional wire, which was the first application of the
Keldysh55 formalism to tunneling problems.
Let us now describe briefly the calculation of the linear con-
ductance, for which Eq. (53) is needed. The central quantity
in this approach is the T−matrix. Starting from the Dyson’s
equation (7) and introducing an iterative solution, we arrive at
an equivalent form for Gˆ, given by
Gˆ = Gˆ0 + Gˆ0Tˆ Gˆ0 , (55)
where Tˆ is the T−matrix given by
Tˆ = V + V Gˆ0Tˆ = V + V GˆV , (56)
which describes the scattering of an electron from an initial
state |i〉 = |0L〉 in the left lead, to a final state |f〉 = |N+1R〉
in the right lead. Assuming that the chemical potential dif-
ference between the to leads (electron reservoirs) is µR =
µL + eV , with e the modulus of the electron charge and V the
electromotive potential between the two reservoirs, the trans-
mission rate is given by
1
τ
=
2π
~
∑
α,β
f(ELα − µL)[1− f(ERβ − µR)]×
|T0L,N+1R|2δ(ELα − ERβ ) , (57)
where
T0L,N+1R = 〈0L|Tˆ |N +1R〉 = 〈0L|V GˆV |N +1R〉 , (58)
leading to a linear current
j = − e
τ
= V 2πe
2
~
∑
α,β
(−) ∂f(x)
∂x
∣∣∣∣
x=Eβ−µL
×
|T0L,N+1R|2δ(ELα − ERβ ) . (59)
As usual, the conductance is given by g = j/V . At low tem-
perature, g reads
g(µL) =
2πe2
~
|T0L,N+1R|2ρL(µL)ρR(µL) (60)
=
2πe2
~
t2Rt
2
L|G1Nlr (µL)|2ρL(µL)ρR(µL) . (61)
Naturally, the density of states ρL(µL) and ρR(µL) should be
interpreted as the local density of states at sites 0 and N + 1,
respectively. Equation (61) is formally equal to that derived
by Caroli et al.,18 using the Keldysh formalism, and should be
multiplied by a factor of two due to the spin of the electrons.
We should stress here that our approach to the tunneling
problem is similar to that developed by Mujica et al.,47,48,49
but not exactly identical. These authors used the Newns
coupling45 of the system to the leads, and their approach to
the solution of the Green’s function is based on the properties
of tridiagonal determinants after using Löwdin’s partitioning
technique,57 whereas we explicitly solve the Dyson’s equa-
tion.
8B. Application to a three-sites quantum dot
As an application of the formalism that can be worked
out analytically in full detail, we study the transport across
a three-sites quantum dot, as that shown in Fig. 3. Although
this is a very simple model, it is relevant enough for the our
illustrative purposes.
tL tR
tmetal
lead
metal
lead
Figure 3: A three-sites quantum dot characterized by t△. This is
coupled to two metal leads by the couplings tR and tL.
The Green’s functions of the quantum dot depicted in Fig.
3 has been computed in Eq. (39), for the case where the cou-
pling to the leads was neglected. Next, we need to compute
Eq. (53) for this problem. To this end we need the surface
Green’s functions G00,L and G22,R, which lead to
Gret00,L(E) = G
ret
22,R(E) =
x
βi
− i
βi
√
1− x2 , (62)
with x = E/(2βi), with i = L,R. Interesting enough, the lo-
cal density of states computed from (62), does not diverge at
the band edge, as it happens with the density of states of an in-
finite one-dimensional tight-binding model.33 The calculation
of the matrix element of the T−matrix leads to
|G1Nlr (µL)|2 = 16t2△β8(t△ + E − ǫ0)2D−1 , (63)
with D given by
D = 4(4β2 − E2) [(t2R + t2L)β2(t2△ − (E − ǫ0)2)
+t2Rt
2
LE(E − ǫ0)
]2
+
[
2Eβ2(t2L + t
2
R)(−t2△ + (E − ǫ0)2)
−2t2Lt2R(E2 − 2β2)(E − ǫ0)
+4β4(t△ + E − ǫ0)2(2t△ − E + ǫ0)
]2
. (64)
The algebraic form ofD suggests that for an array of quantum
dots, giving a simple analytical form as Eq. (53) may not be
possible in general, and the last steps of a given particular
calculation may have to be done numerically.
C. Defects
In this section we describe the effect of defects on the elec-
tronic spectrum of the array of dots as well as on its trans-
port properties. Let us again consider the generic situation
described in Fig. 1, and consider as a simple and specific ex-
ample that at the site (x, l) (1 ≤ x ≤ N ) there is an adatom.
We want to study what is the effect of this adatom on the spec-
trum of the system and latter on its transport properties. A
particular study of the effect of an adatom on the conductance
of a quantum wire was done by Kwapin´ski.4 The presence of
the adatom adds an extra term to the Hamiltonian (22) of the
form
HAD = H
0
AD + VAD , (65)
with
H0AD = ǫ⊙|AD〉〈AD| , (66a)
VAD = t⊙(|AD〉〈xl|+ |xl〉〈AD|) (66b)
where |AD〉 is the electronic state in the adatom, t⊙ is the
electronic hopping between the adatom and the (x, l) site of
the array, and ǫ⊙ is the local electronic energy in the adatom.
It is again straightforward to apply the Dyson equation for-
malism to compute the exact Green’s function in the presence
of the impurity, leading to
〈nα|Gˆ|mβ〉 = 〈nα|Gˆ0|mβ〉+ 〈nα|Gˆ0|xl〉T 〈xl|Gˆ0|mβ〉 ,
(67)
with the T matrix given by
T = t2⊙[z − ǫ⊙ − t2⊙〈xl|Gˆ0|xl〉]−1 , (68)
and the matrix elements 〈nα|Gˆ0|mβ〉 are computed from the
resolvent Gˆ0 = (z − HT )−1, with HT defined by Eq. (22).
From Equation (67) we can compute Eq. (53) and from this
the conductance given by Eq. (61).
In addition, we can compute the Green function of the im-
purity, determining how the energy level is modified due to the
coupling to the bath of electrons propagating along the array.
This is given by (GAD ≡ 〈AD|Gˆ|AD〉)
GAD = [z − ǫ⊙ − t2⊙〈xl|Gˆ0|xl〉]−1 . (69)
From Equation (69), the local density of states at the impurity
can be computed as ρAD = −1/πℑGretAD. The accepted θ
values are now the solution of 1/GAD = 0.
D. Defects: an application
Again we make a simple application of the formalism of
Sec. III C considering the system depicted in Fig. 4.
The G0 Green’s functions entering in Eq. (53) are given in
this example by
G0ll = (λ− 1/2)(1 + 2λ)(2t△λ+∆ǫ)D−1 , (70a)
G0rr = [(λ− 1/2)(1 + 2λ)(2t△λ+∆ǫ)
− λt2⊙/t△]D−1 , (70b)
G0lr = −(2t△λ+∆ǫ)D−1 , (70c)
with D given by
D = (λ−1/2)[2t△(−1+λ+2λ2)(2t△λ+∆ǫ)−t2⊙(1+2λ)] ,
(71)
with ∆ǫ = ǫ0− ǫ⊙. It is interesting to note that the eigenvalue
λ = 1/2 of the non-perturbed triangular dot is not modified
by the adatom. The calculation of the conductance is now just
a matter of using Eq. (70) in Eq. (53).
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Figure 4: A triangular dot with the atoms coupled together by t△,
which in turn is coupled to two metal leads by the coupling constants
tR and tL. An add atom (represented by the square) is connected to
one of the atoms of the dot via the hopping t⊙.
IV. DISCUSSION
We have presented in full detail a method to compute the
lattice Green’s functions of an array of quantum dots for the
cases when the array is isolated as well as when it is coupled
to two metallic leads. The effect of the leads is to produce
a self-energy which has both a real (ℜΣ) and an imaginary
(ℑΣ) parts. In the case of a single quantum dot, ℜΣ will
renormalize the energy levels in the dot whereas ℑΣ makes
the energy levels non-stationary. Both terms contribute to the
charge transport through the dot.
The formalism is general and flexible enough to allow for
the study of how localized defects affect both the energy spec-
trum and the transport properties. We can consider both the
case when the defect acts as local potential, i.e., diagonal dis-
order, and when the defect changes locally the values of the
hopping integrals, i.e., off-diagonal disorder. Also more than
one defect can be attached to the quantum dot array, at differ-
ent positions in the lattice. In the case of a random distribu-
tion of impurities an approximate treatment such as the CPA33
can be used to compute the full lattice Green’s function self-
consistently.26
The generalization of the present approach to two dimen-
sions should present no difficulties, allowing for the possi-
bility to proceed analytically in the calculation of the en-
ergy spectrum and transport properties of finite size two-
dimensional ribbons. This possibility will be explored in a
forthcoming publication. The more restrictive aspect of the
method could be related to the calculation of the allowed val-
ues of θ, since these are to be computed at the same time the
values of the energy eigenvalues are determined. For an array
of N dots, each dot having Ns sites, the determination of the
spectrum following a brute force approach would require the
diagonalization of a matrix of dimension (Ns × N)2. In our
approach this is reduced to the determination of the zeros of a
polynomial of degree Ns. If we consider the case of periodic
boundary conditions, the θ values are given by θℓ = 2πℓ/N ,
with ℓ = 0,±1,±2, . . .N/2 (assuming N even), and the
equation giving the energy spectrum is the same which we
would have obtained if we had done a Fourier transform in
the initial Hamiltonian.
It important to stress that our approach can easily include
the case where the quantum dot is represented by a continuous
model. In this case the Green’s function of the dot has the
form G(r, r′, E), where r and r′ are two-dimensional vectors
characterizing the position in the dot. In order to apply the
developed formalism we only need to choose the values of r
to which the dots connect among themselves.
Finally we note that our description of the transport is eas-
ily generalized to include finite values of the potential bias be-
tween the leads. In this case, an appropriate treatment of the
problem requires to solve for the Green’s function together
with an iterative solution of the Poisson’s equation. For quasi-
one-dimensional systems this does not require powerful com-
putational facilities. This will be addressed in a forthcoming
publication.
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Appendix A: AN ALTERNATIVE SOLUTION OF THE
FINITE CHAIN PROBLEM I
We develop here an approach to the solution of the finite
chain problem that builds the symmetries between the two co-
ordinates of the Green function form the start. This method
can also be used to tackle the more general problem of the
quantum dot array. In terms of the resolvents and of V ,
Dyson’s equation can take two alternative forms,
Gˆ = Gˆ0 + Gˆ0V Gˆ , (A1a)
Gˆ = Gˆ0 + GˆV Gˆ0 . (A1b)
Forming matrix elements with the basis state vectors and us-
ing 1ˆ =
∑N
n=1 |n〉〈n|, one obtains
〈n|Gˆ|m〉 = G0δnm
− tG0(〈n− 1|Gˆ|m〉+ 〈n+ 1|Gˆ|m〉) ,(A2a)
〈n|Gˆ|m〉 = G0δnm
− tG0(〈n|Gˆ|m− 1〉+ 〈n|Gˆ|m+ 1〉) ,(A2b)
withG0 = (z−ǫ0)−1. By taking the sum and the difference of
these equations, one derives equivalent conditions which are
more symmetrical in the two coordinates of the Green func-
tion,
1
G0
〈n|Gˆ|m〉 = δnm − t
2
(
〈n− 1|Gˆ|m〉+ 〈n+ 1|Gˆ|m〉
+ 〈n|Gˆ|m− 1〉+ 〈n|Gˆ|m+ 1〉
)
, (A3a)
0 = 〈n− 1|Gˆ|m〉+ 〈n+ 1|Gˆ|m〉
− 〈n|Gˆ|m+ 1〉 − 〈n|Gˆ|m+ 1〉. (A3b)
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Apart from the Kronecker delta term δnm, Eq. (A3a) defines
the wavefunction of two particles with a tight-binding Hamil-
tonian and an eigenvalue 1/G0. It is obvious that the differ-
ence of two solutions of this set of equations will be a solution
of the corresponding homogeneous system (without the δnm
term). Our strategy for finding 〈n|Gˆ|m〉 ≡ Gnm is the follow-
ing: (i) we construct the general solution of the homogeneous
system assuming plane waves in the two “particle” coordi-
nates; (ii) we find one solution of the full non-homogeneous
system, by allowing different plane wave solution for n ≤ m
and n > m, very much in the spirit of the Bethe solution for
two particles with local interactions, moving in one dimen-
sion; (iii) the general solution is just the particular solution
of (ii) added to a general linear combinations of the solutions
of (i). To determine the latter we require additional boundary
conditions, which, for a finite chain are:
G0m = 0 , (A4a)
GN+1m = 0 , (A4b)
Gn0 = 0 , (A4c)
GnN+1 = 0 . (A4d)
We begin by writing a general solution of the homogeneous
system in the form
ψnm = Ae
iθ1n+iθ2m. (A5)
Inserting this trial solution in Eq. (A3b) we get the condition
cos θ1 − cos θ2 = 0; we must have θ1 = ±θ2 ≡ θ. With this
condition, ψnm is a solution of the homogeneous version of
Eq. (A3a) provided
1
G0
= −2t cos θ . (A6)
So the solution of the homogeneous equations is a linear su-
perposition of waves
ψnm(θ) = Ae
iθ(n−m) +Beiθ(n+m), (A7)
where θ solves Eq. (A6).
We now address the determination of one solution of the
full non-homogeneous Eqs. (A3), which we write in the form
φnm = ψ
<
nm, for n ≤ m, and φnm = ψ>nm, for n > m, where
ψ<nm and ψ>nm are two different solutions of the homogeneous
system. There are only two conditions that mix ψ< and ψ>,
namely
1
G0
ψ<nn = 1−
t
2
(
ψ>n+1n + ψ
<
n−1n + ψ
<
nn+1 + ψ
>
nn−1
)
,
1
G0
ψ>n+1n = −
t
2
(
ψ>n+2n + ψ
<
nn + ψ
<
n+1n+1 + ψ
>
n+1n−1
)
.
Because ψ< and ψ> are solutions of the homogeneous sys-
tem, we can easily transform these conditions into
1 =
t
2
(
ψ>n+1n − ψ<n+1n + ψ>nn−1 − ψ<nn−1
)
, (A8a)
0 = ψ<nn − ψ>nn + ψ<n+1n+1 − ψ>n+1n+1 . (A8b)
These conditions cannot be fulfilled by solutions which are
function of n+m, so we must have:
ψ<nm = A
<eiθ(n−m) +B<e−iθ(n−m) ,
ψ>nm = A
>eiθ(n−m) +B>e−iθ(n−m) .
Inserting these trial functions in Eqs. (A8) and solving the
corresponding linear equations for the constants, one gets,
A< = −B< = −A> = B> = − 1
4it sin θ
,
leading to a solution
φnm =
1
2t sin θ
sin (θ |n−m|) ,
exactly as found in section II A, eq,(14) We have now carried
out points (i) and (ii) outlined above, and obtained the general
solution of Eqs. (A3), as
Gnm = ψnm +
sin (θ |n−m|)
2t sin θ
,
where ψnm is superposition of waves of the form (A7) with
θ satisfying Eq. (A6). To enforce the boundary conditions
it proves more convenient to write the solution in sines and
cosines as
Gnm = A cos [θ (n−m)] +B sin [θ (n−m)]
+ C cos [θ (n+m)] +D sin [θ (n+m)]
+
sin (θ |n−m|)
2t sin θ
.
To derive the values of these constants, we insert this solution
in the Eqs. (A4), use the linear independence of the sine and
cosine functions and arrive at the final result:
Gnm(z) =
1
2t
cos [θ (N + 1)]
sin [θ (N + 1)] sin θ
× {cos [θ (n−m)]− cos [θ (n+m)]}
− 1
2t
{
sin [θ (n+m)]
sin θ
− sin [θ |n−m|]
sin θ
}
,(A9)
which is the same solution as Eq. (17).
Appendix B: AN ALTERNATIVE SOLUTION OF THE
FINITE CHAIN PROBLEM II
In the previous appendix, the Dyson equation was written
in two alternative forms, see Eqs. (A1) and (A2).
In Eq. (A2a), the ket is unchanged and it can be thought
of as a tight-binding equation for the bra of 〈n|G|m〉 with an
inhomogeneity at site m. Since we are dealing with a real
Hamiltonian, we can make the following ansatz for Gn,m =
〈n|G|m〉:
Gnm =
{
G<nm = a1(m) cos θn+ a2(m) sin θn , n < m
G>nm = b1(m) cos θn+ b2(m) sin θn , n ≥ m
(B1)
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where ai(m) and bi(m) (i = 1, 2) are arbitrary functions of
m.
In Eq. (A2b), the bra is unchanged and it can be thought of
as a tight-binding equation for the ket of 〈n|G|m〉 with an in-
homogeneity at site n. We can thus make the following ansatz:
Gnm =
{
G<nm = c1(n) cos θm+ c2(n) sin θm , m > n
G>nm = d1(n) cos θm+ d2(n) sin θm , m ≤ n
(B2)
where ci(n) and di(n) (i = 1, 2) are arbitrary functions of n.
Combining Eqs. (B1) and (B2), we arrive to the following
ansatz for the Green’s function:
Gnm =
{
G<n,m = a1 cos θn cos θm+ a2 cos θn sin θm+ a3 sin θn cos θm+ a4 sin θn sin θm , n < m
G>nm = b1 cos θn cos θm+ b2 cos θn sin θm+ b3 sin θn cos θm+ b4 sin θn sin θm , n ≥ m (B3)
Notice that now the coefficients are site-independent.
From the boundary conditions G<0m = G>n0 = 0, we obtain
a1 = a2 = b1 = b3 = 0. From the boundary conditions
G<N+1m = G
>
nN+1 = 0, we have a3 = −a4 tan θ(N+1) and
b2 = −b4 tan θ(N + 1). The matching condition at n = m−
1 yields G<mm = G>mm (continuity of the Green’s function)
and thus a4 = b4. The matching condition at n = m yields
G<m−1m − G>m−1m = t−1 (discontinuity of the derivative of
the Green’s function) and thus a4 = (sin θ tan θ(N +1)t)−1.
The final result can therefore be written as
G<nm =
1
t
− tan θ(N + 1) sin θn cos θm+ sin θn sin θm
tan θ(N + 1) sin θ
= −1
t
sin θ(N + 1−m) sin θn
sin θ(N + 1) sin θ
, (B4)
G>nm = G
<
mn . (B5)
Again θ is determined by the dispersion relation Eq. (A6).
This yields an alternative (but equivalent) representation of the
Green’s functions of a tight-binding chain with open bound-
aries.
The extension to the more general case is analogous, but
one has to take special care by defining the matching condi-
tions because the unperturbed Green’s function is now a ma-
trix. It then follows that the Green’s function for the non-
diagonal matrix elements which are not constrained by the
boundary conditions will be discontinuous for energies which
are not eigenenergies of the unperturbed system.
Appendix C: MATRIX M OF EQ. (30) AND MATRIX V OF
EQ. (33)
The matrix M of Eq. (30) is given by
M =

 L0 + tG0lrL1 tG0llL2 00 tG0rrL4 L5 + tG0lrL3
tG0rrL4 tG
0
lr(L2 − L4) −tG0llL3

 ,
(C1)
with the functions Li, with i = 0, . . . , 5 given by
L0 = cos(mθ) − cot(Nθ + θ) sin(mθ) , (C2a)
L1 = cos(mθ + θ)− cot(Nθ + θ) sin(mθ + θ) ,(C2b)
L2 = [cot(mθ)− cot(Nθ + θ)] sin(mθ − θ) , (C2c)
L3 = sin(mθ − θ) , (C2d)
L4 = cos(mθ + θ)− cot(Nθ + θ) sin(mθ + θ) ,(C2e)
L5 = sin(mθ) . (C2f)
The matrix V of Eq. (33) is given by
V =

 cos(mθ) sin(mθ) 0cos(mθ − θ) sin(mθ − θ) 0
cos(mθ + θ) a(θ) b(θ)

 , (C3)
with the functions a(θ) and b(θ) given by
a(θ) = cos(mθ + θ) tan(mθ) , (C4a)
b(θ) = sin(mθ + θ)− cos(mθ + θ) tan(mθ) . (C4b)
The vector qT = [q1, q2, q3] entering in Eq. (33) has its com-
ponents given by
q1 = (tPL)
−1[tG0rlPL − t3G0rlG0rrG0ll sin(mθ − θ)
× sin(Nθ + θ −mθ)
+ t2G0rrG
0
ll sin(Nθ −mθ)P˜m−1)] , (C5a)
q2 = (tPL)
−1[−PL + t2G0rrG0ll sin(Nθ + θ −mθ)
× sin(mθ − θ) , (C5b)
q3 = (tPL)
−1[−PL + t2G0rrG0ll sin(Nθ −mθ)
× sin(mθ) . (C5c)
Appendix D: FULL ANALYTICAL EXPRESSIONS FOR THE
GREEN’S FUNCTIONS
After using the boundary conditions and three of the four
time reversal conditions, the Ansatz for the Green’s functions
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for n < m is
Gnmll = A
<
ll [cos(nθ)− cot(mθ) sin(nθ)]
+ A>ll [cot(mθ)− cot(Nθ + θ)] sin(nθ) , (D1a)
Gnmrl = A
>
lr[cot(mθ)− cot(Nθ + θ)] sin(nθ) , (D1b)
Gnmlr = A
<
lr cos(nθ) +B
<
lr sin(nθ) , (D1c)
Gnmrr = B
<
rr sin(nθ) , (D1d)
and for n > m is
Gnmll = A
>
ll [cos(nθ) − cot(Nθ + θ) sin(nθ)] ,
Gnmrl = A
>
rl cos(nθ) +B
>
rl sin(nθ) , (D2a)
Gnmlr = A
>
lr[cos(nθ)− cot(Lθ + θ) sin(nθ)] , (D2b)
Gnmrr = A
>
rr[cos(nθ)− cot(mθ) sin(nθ)]
+ B<rr sin(nθ) . (D2c)
Following the method described in the bulk of the paper, the
full analytical expressions for the Green’s functions are given
by
Gijrr =
{
−G0rrPL sin(iθ)P˜L−j , i < j ,
−G0rrPL sin(jθ)P˜L−i, i > j ,
(D3)
Gijll =
{
−G0llPL sin[(N + 1− j)θ]P˜i−1, i < j ,
−G0llPL sin[(N + 1− i)θ]P˜j−1, i > j ,
(D4)
Gijrl =
{
tG0rrG
0
ll
PL
sin(iθ) sin[(N + 1− j)θ], i < j ,
1
tPL
P˜L−iP˜j−1 i ≥ j ,
(D5)
and
Gijlr =
{
1
tPL
P˜L−jP˜i−1 i ≤ j ,
tG0rrG
0
ll
PL
sin(jθ) sin[(N + 1− i)θ], i > j . (D6)
Note that Gijlr = G
ji
rl and that the diagonal Green’s functions
obey
G>,i+1ill −G<,i+1ill =
G0ll
tG0lr
, (D7)
G<,i−1irr −G>,i−1irr =
G0rr
tG0rl
, (D8)
which is similar to Eqs. (13b) and (32a), which is the general-
ization to the lattice of the discontinuity of the first derivative
of a Green’s function.
Similar results to those given in this Appendix have been
also obtained in Ref. [58] in the context of organic molecular
systems, but no hints about the method used to derive them
was given.
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