The reflection equation [6] of Cherednik is a counterpart to the celebrated Yang-Baxter equation, with importance in the theory of integrable systems. We obtain several new solutions of the reflection equation using braces building on the work of Smoktunowicz, Vendramin and Weston [21] . In particular, we show that every brace yields several simple solutions and that a natural class of solutions is a near-ring. We find more solutions for factorizable rings. Some of our solutions apply to the original parameter-dependent equation.
Introduction
The celebrated Yang-Baxter equation [23, 1] has intrigued mathematicians and physicists for over five decades, with connections to many fields of pure and applied mathematics having been drawn, from knot theory [10] and Hopf algebras [8] to quantum computing [13] . Since Drinfeld's suggestion [7] much research has focused on the set-theoretic variant of the equation, the study of which benefited from the seminal works of Etingof, Schedler and Soloviev [9] and Gateva-Ivanova and Van den Bergh [11] .
We recall that the Yang-Baxter equation (YBE for short) is (R ⊗ I)(I ⊗ R)(R ⊗ I) = (I ⊗ R)(R ⊗ I)(I ⊗ R)
where R : V ⊗ V → V ⊗ V for V a vector space, and the set-theoretic YBE is r 2 r 1 r 2 = r 1 r 2 r 1 where r 1 = r × id, r 2 = id × r and r : X × X → X × X for a set X. For a set-theoretic solution (X, r) of the YBE, the set-theoretic (or combinatorial) reflection equation is rk 2 rk 2 = k 2 rk 2 r for k : X → X, which is called a reflection of (X, r) if it satisfies the equation. The (general) reflection equation was first formulated by Cherednik [6] in the study of quantum scattering on the half line, and Sklyanin [18] described the role of the parameter-dependent reflection equation in quantum integrable systems. Caudrelier and Zhang [2] first formulated the set-theoretic reflection equation and provided the first examples of reflections. In [3] the reflection equation was studied systematically and the reflections for a specific class of solutions of the YBE were classified.
In this paper we describe new solutions to the reflection equation using the theory of braces. Braces, which generalise Jacobson radical rings, were introduced by Rump [22] in a seminal paper to study the set-theoretic YBE, where he showed that every non-degenerate involutive solution to the settheoretic YBE can be embedded into a brace. The definition of a brace was further crystalised in later work [5] . Noninvolutive solutions are described by skew braces [12] . Our work builds on the work of Smoktunowicz, Vendramin and Weston [21] who first used a brace-theoretic approach to the reflection equation.
The paper is organised as follows. In section 2 we give the necessary background to braces and the reflection equation and describe some simple examples of reflections. In section 3 we find several simple reflections for an arbitrary brace and show that the class of G(X, r)−equivariant maps, a subset of the reflections first introduced in [21] , is a near-ring. Next in section 4 we find reflections for factorizable rings, a specific class of braces coming from nilpotent rings. Lastly in section 5 we show that some of the reflections from section 3 yield solutions to the parameter-dependent reflection equation.
Preliminaries

Introducing the Reflection Equation
Related to the Yang-Baxter equation is the reflection equation: Definition 2.1 (Equation (10), [6] ). Let V be a C-vector space and R : 
where K 2 = I ⊗ K.
As with the Yang-Baxter equation, we can define a combinatorial analogue of the reflection equation:
We also say that k is a set-theoretic solution to the reflection equation for (X, r).
Example 2.3. Let (X, r), X = Z n and r(x, y) = (y + 1, x). It is easy to see r is a solution of the set-theoretic YBE. Let (a, b) ∈ X × X and k : X → X be arbitrary. Then the RHS of (3) evaluates to
and the LHS evaluates to
so k is a reflection if and only if
hence there are precisely n reflections, each one fixed by the value of k(0).
Remark 2.4. In theorem 1.8 of [21] it is shown that if (X, r) is a nondegenerate involutive solution to the set-theoretic YBE then to check whether a map k is a reflection of (X, r) it suffices to check that only the first coordinates of either side of the reflection equation match. Example 2.3 shows that the assumption that r is involutive is necessary.
Example 2.5. If we take n = 2 in example 2.3 the only reflections are the identity and the transposition (12) .
The following example is well-known in the integrable physics community:
Example 2.6. Consider the non-degenerate set theoretic solution (X, r) with r(x, y) = (φ(y), φ −1 (x)) where φ : X → X is a bijection. Then for arbitrary (a, b) ∈ X × X and k : X → X both sides of equation (3) evaluate to (φkφ −1 (a), k(b)) as the following calculation shows:
And for the other side of (3) we have
Hence any map k : X → X is a reflection.
Braces
Braces were introduced by Rump [22] to study the YBE. The definition we present here was distilled in [5] . • for x, y, z ∈ B,
For x ∈ B we denote the inverse of x in (B, +) by −x and the inverse in (B, •) by x −1 .
A set-theoretic solution (X, r), r(x, y) = (σ x (y), τ y (x)) of the YBE is called involutive if r 2 = id X×X and it is called nondegenerate if σ x , τ y are bijective X → X maps for every x, y ∈ X. Rump showed in [22] that every nondegenerate, involutive set-theoretic solution to the YBE can be embedded in a brace. The next theorem is implicit in [22] and explicit in [5] .
Theorem 2.8. Let (B, +, •) be a brace and for x, y ∈ B define r(x, y) = (σ x (y), τ y (x)), the Yang-Baxter map of (B, +, •), where
Then (B, r) is a nondegenerate involutive solution of the set-theoretic YBE. Conversely, for every nondegenerate involutive solution of the set-theoretic YBE (X, r), there is a brace (B, +, •) such that X ⊆ B and r is the restriction of the Yang-Baxter map of (B, +, •) to X × X. Notation 2.9. In several parts of the paper we will encounter results that start as "Let (B, +, •) be a brace with Yang-Baxter map r and a subset X ⊆ B such that (X, r) is a nondegenerate set-theoretic solution to the YBE". By (X, r) strictly speaking what is meant is (X, r X ), r X := r X×X . For the sake of brevity and to keep notation simple we write r instead of r X .
Straightforward calculations prove the following well-known identities. The proof of the first two can be found in lemma 2.6 of [4] . • σ x is a (B, +) group homomorphism.
•
Similarly, we can define right braces by replacing condition (4) by
. If for a brace both (4) and (8) hold it is called a two-sided brace.
Two important examples of braces are nilpotent rings and the wider class of Jacobson radical rings. Recall that a ring (N, +, * ) is nilpotent if and only if there is a n ∈ N 1 such that a 1 * a 2 * ... * a n = 0 for any a 1 , a 2 , ..., a n ∈ N. A ring (R, +, * ) is Jacobson radical if and only if for any x ∈ R there is a unique y ∈ R such that x + y + x * y = 0. Another characterisation of Jacobson radical rings is that, when R is embedded into a ring with multiplicative identity 1 * , the elements of the form r + 1 * , r ∈ R, have an inverse of the same form. Jacobson radical rings are braces with multiplication the adjoint multiplication of the ring x • y := x + y + x * y and addition the ring addition. It is not hard to see that Jacobson radical rings are precisely two-sided braces.
Motivated by ring multiplication, we consider the following operation on braces:
Obviously, ⋆ = * for a Jacobson radical ring (R, +, * ). One may ask whether ⋆ is associative if the brace is single-sided. Ivan Lau recently showed that this is not the case [16] ; it must necessarily be two sided.
We will use the following basic identity:
Lemma 2.12 (Page 4, [5] ). Let (B, +, •) be a brace and x, y, z ∈ B. Then
We will also make use of the following identities:
1 by N we mean the integers ≥ 1.
Lemma 2.13. Let (B, +, •) be a brace, x, y, y 1 , ..., y n ∈ B and n ∈ N. Then the following are true:
Proof.
1. Using distributivity (4) we have:
and rearranging gives the desired result.
2. This follows from distributivity (4) by induction.
3. This follows from identity 2 on the list by setting y 1 = y 2 = ... = y n = y.
This follows from identities 1 and 3 on the list.
The following is an important subset of a brace:
For more on braces and their relationship to the Yang-Baxter equation the reader is pointed to [4] .
Reflections for Braces
A particular class of maps, first identified in [21] , gives a very simple criterion for being a reflection.
We denote the set of G(X, r)−equivariant maps of (X, r) by G(X, r). In this section we obtain G(X, r)−equivariant maps for an arbitrary brace, hence obtaining reflections of the brace by 3.2.
First we observe that the G(B, r)−equivariant maps of a brace (B, +, •) form a right near-ring. Definition 3.3. Let S be a set with two operations + and ·. Then we call (S, +, ·) a right near-ring if
We remind the reader that (S, ·) is called a semi-group when the operation · is associative. Thus a right-near ring is the same as a ring, with the leftdistributivity assumption dropped. Proof. It is easy to see that the zero map and the identity map are indeed G(B, r)−equivariant and they are the units for + and . respectively.
The fact that . right-distributes over + follows directly from the definitions of . and addition of maps.
To show G(B, r) is closed under addition, let f, g ∈ G(B, r) and x, y ∈ B.
We have:
which shows that G(B, r) is closed under + To show G(B, r) is closed under . we calculate:
Finally to show −f ∈ G(B, r) observe that the map x → −x is G(B, r)−equivariant:
thus its composition with f , −f , is G(B, r)−equivariant.
Remark 3.5. In the above theorem instead of B itself we could have considered X ⊆ B. The minimal requirements on X are that X is an additive subgroup of B (which is equivalent to f + g being an X → X map, for f, g : X → X) and that (X, r) is a set-theoretic solution to the YBE (so that G(X, r) makes sense). The latter amounts to r(X, X) ⊆ X. But these together imply that X is a subbrace, as the next proposition shows. Proof. Since (X, +) ≤ (B, +) it suffices to show (X, •) ≤ (B, •). Since the multiplicative and the additive unit of a brace coincide, we just need to show X is closed under • and multiplicative inverses.
Since r(X, X) ⊆ X, for x, y ∈ X we have σ x (y) ∈ X, whence
which proves the former. To show closure under inverses, let a ∈ X. For a fixed x 1 ∈ X to be determined later we can find a single y 1 ∈ X such that σ x 1 (y 1 ) = a, since r is nondegenerate. It is easy to show that for any x, y ∈ X we can write
We know τ y 1 (x 1 ) ∈ X, hence taking x 1 = a gives −a −1 ∈ X and since X is an additive subgroup we have a −1 ∈ X.
The next theorem gives two particular G(X, r)−equivariant maps for an arbitrary X ⊆ B. Then the map
is G(X, r)−equivariant, assumming k 1 (X) ⊆ X. Moreover the map
is G(X, r)−equivariant, assumming k 2 (X) ⊆ X, if and only if 2 c • x = 2x + 2c, for all x ∈ X.
Proof. Fix x ∈ X and let y ∈ X be arbitrary. For k 1 we have
For k 1 σ x we have
We see that for c central in (B, •) both sides are equal. For k 2 we proceed similarly:
And for k 2 σ x (y) we have:
Hence k 2 is G(X, r)−equivariant if and only if 
Example 3.9. Let (N, +, * ) be a nilpotent ring. Then (N, +, •) where • is the adjoint multiplication is a brace and ⋆ is the ring multiplication. Since N is nilpotent, we can find n ∈ N such that a 1 * ... * a n = 0 for all a 1 , ..., a n ∈ N. Since ⋆ is the ring multiplication, the condition (11) is satisfied for c = a 1 * ... * a n−1 for any a 1 , ..., a n−1 ∈ B. Let X ⊆ N such that the Yang-Baxter map r associated to the brace (N, +, •) when restricted to X × X makes (X, r) a solution of the set-theoretic YBE. Then the maps k 1 (x) = c • x + c and k 2 (x) = c • x − c are reflections of (X, r).
The soccle of the brace gives rise to simple reflections: Proof. Since a ∈ Soc(B), we have a
Thus for x, y ∈ B arbitrary we have:
For the latter claim for x, y ∈ B arbitrary we have:
where for the last equality we used 2.12. We see the two expressions are equal if and only if −x = −x • c + c i.e.
In view of the closure under pointwise addition and function composition of G(B, r), we can obtain several more solutions to the reflection equation. 
If we moreover assume that
then the following maps are also G(B, r)−equivariant:
2.
3.
4.
1. This is just the sum of k 1 with n copies of id for n ≥ 0 (k 1,0 = k 1 ) and the sum of k 1 with −n copies of the function (x → −x) for n < 0. Since all summands are in G(B, r), their sum is also in G(B, r), by virtue of theorem 3.4.
2. This is just the sum of k 2 with n copies of id for n ≥ 0 (k 2,0 = k 2 ) and the sum of k 2 with −n copies of (x → −x) for n < 0.
Let
For the base case we have:
And for the inductive step:
as desired.
4. We define k(x) = k 2 k 1 (x) and one can show, very similarly to the calculation above, that k m = k m .
We have
and then substitute 2 c • x = 2c + 2x.
Reflections for Factorizable Rings
In this section we obtain solutions to the reflection equation that apply specifically to factorizable rings, i.e. nilpotent rings whose adjoint group factorises. As the next proposition shows, such nilpotent rings are braces also with a multiplication that is not the adjoint ring multiplication. . Then define for x, y ∈ N where x = x 1 • x 2 and x 1 ∈ B, x 2 ∈ C, the operation
Then (N, +, ⊙) is a brace.
We can find such B, C explicitly in terms of the ring operations: 
Let f : X → X be a G(X, r)−equivariant map and k : X → X be
Then k is a reflection of (X, r) if and only if
The following theorem is a consequence of 4.3 for nilpotent rings. 
and
for all x, y ∈ X, c ∈ C. Then
are reflections of (X, r) assuming
Proof. To show k 1 is a reflection of (X, r), set ⊙ = * and f = id in theorem 4.3 so that k 1 coincides with the reflection k of theorem 4.3. Then equation (20) of theorem 4.3 is precisely equation (21) of the proposition we want to prove. Hence it suffices to show equation (18) from theorem 4.3 is satisfied .
That is, for k 1 to be a reflection of (X, r) it suffices to show
where σ x is such that r(x, y) = (σ x (y), τ y (x)), x, y ∈ X. For k 2 (x) = x * g(x) + x we set x⊙y = x+ x * y and f = id in theorem 4.3. Then equation (20) of theorem 4.3 is equivalent to (21) in the proposition under consideration and again it suffices to prove equation (18) 
where we used that σ x is a (X, +) homomorphism by 2.10. We now prove that σ x (y * g(z)) = σ x (y) * g(z), x, y, z ∈ X. Let x = b • c, b ∈ B, c ∈ C. For any w ∈ X we have
For w = y * g(z), using that c * g(z) = g(z) * c by (22) , the above yields
where in the last equality we used the calculation for σ x (w) above. This proves our claim.
Our next goal is to adapt corollary 2.8 of [21] to factorised rings. The main step of the proof is to prove that
where (B, +, •) is a two-sided brace and X is a two-sided ideal of the Jacobsonradical ring B. The following technical lemma gives us conditions under which the last equation is true for factorised rings. Let X ⊆ N be such that (X, r) is a solution to the YBE. Assume J ⊆ I∩X is a two-sided ideal of the ring (N, +, * ) and
Proof. Firstly notice that it follows immediately that N = S • I from 4.2, so (N, +, ⊙) is indeed a brace by 4.1. Write r(x, y) = (σ x (y), τ y (x)), x, y ∈ N for the Yang-Baxter map associated to (N, +, ⊙).
The equation for τ involves a multiplicative inverse, which makes it hard to work with. So instead we will exploit the structure of the factorised ring and the properties of the ideals as much as we can using σ and then we will relate this information to τ with (7) which says that
Similarly
Hence
and J is a two-sided ideal of the ring J. Moreover, notice that
If we embed N into a ring N 1 with multiplicative identity 1 * the latter gives
But s + 1 * has an inverse in N 1 of the form α + 1 * , α ∈ N; multiplying by its inverse yields (i − i ′ ) ∈ J, since if
We claim this further implies i −1 − i ′−1 ∈ J , where the exponent −1 denotes the inverse with respect to •, not ⊙. To see this, notice that because N is a nilpotent ring, for r ∈ N we have
which proves our claim. Therefore, so far we know that s = s
is a brace we know, as mentioned in the beginning of the proof, that
where we used that s
and let j, j ′ ∈ J be such that
The existence of j is guaranteed by the assumption k(y) − y ∈ J and the existence of j ′ by i −1 − i ′−1 ∈ J which was proved above.
Then
and τ y (x) − τ k(y) (x) ∈ J follows directly from the next claim:
Claim. Let (R, +, * ) be a Jacobson radical ring and let (R, +, •) be the brace with the adjoint multiplication. Let J be a two-sided ideal of R. Moreover let a, w, b, c ∈ R and j, j ′ ∈ J be arbitrary. Then
Thus it suffices to prove A ∈ J. We have
We expand each term in terms of * . The terms with the same colour cancel out and the remaining ones are in J:
Since the only remaining terms are in J, A ∈ J, as desired.
Nilpotent rings are Jacobson radical, hence the above claim applies. Thus τ y (x) − τ k(y) (x) ∈ J, x, y ∈ X, as desired. Let X ⊆ N be such that (X, r) is a solution to the YBE. Assume J ⊆ I ∩X is a two-sided ideal of the ring (N, +, * ) and g : X → X are such that:
If we further assume that g(x) ∈ J, x ∈ X (Assumption 3), then the map
is a reflection of (X, r), assuming k(X) ⊆ X.
If we replace Assumption 3 with x * g(x) − x ∈ J, x ∈ X, then the map
Proof. Firstly notice that it follows immediately that N = S • I from 4.2, so (N, +, ⊙) is indeed a brace by 4.1. We want to apply theorem 4.4. Because of Assumption 1 equation (22) of theorem 4.4 is satisfied trivially. Thus it remains to show (21) is true. For that, it suffices to show τ k(y) (x) − τ y (x) ∈ J, since then by Assumption 2 we have g(τ k(y) (x)) = g(τ y (x)) whence equation (21) from theorem 4.4 above is satisfied and our result follows. So we need to show that τ k(y) (x) − τ y (x) ∈ J.
Notice that for both k(x), we have that k(x) − x ∈ J for all x ∈ X, by the additional assumption we make for each map k. Hence we can apply lemma 4.5 to deduce that τ k(y) − τ y (x) ∈ J, x, y ∈ X, as desired.
By avoiding using theorem 4.4, we can prove a more general theorem for factorizable rings using directly the assumptions of 4.3 and adapting some so that lemma 4.5 applies: Let X ⊆ N be such that (X, r) is a solution to the YBE. Assume J ⊆ I ∩ X is a two-sided ideal in N. Let f, g : X → X and
. If all of the following are true
is a reflection of (X, r).
Proof. By theorem 4.3 it suffices to show
as all other assumptions of the theorem are trivially satisfied. Because by assumption we have k(x) − x ∈ J, x ∈ X, lemma 4.5 yields
by the assumption g(x + J) = g(x). Then equation (23) follows.
The Parameter-dependent Reflection Equation
Recall the parameter-dependent YBE:
(R(u)⊗I)(I ⊗R(u+v))(R(v)⊗I) = (I ⊗R(v))(R(u+v)⊗I)(I ⊗R(u)) (24)
where R : C → (V ⊗ V → V ⊗ V ) for some vector space V and (24) must be true for all u, v ∈ C.
As with the YBE, the reflection equation has a parameter-dependent version: The parameter-dependent reflection equation is of particular interest in the theory of quantum integrable systems [18, 6, 15] .
The following theorem from [21] shows how involutive solutions to the set-theoretic reflection equation extend to solutions of (25). We remind the reader that for a set X and some map f : X → X we can extend f to F : C(X) → C(X), where C(X) is the C-vector space with basis X, by defining F (x) = f (x), x ∈ X and then extending linearly to linear combinations of x ∈ X. It is easy to see that C(X × X) = C(X) ⊗ C(X).
Theorem 5.2 (Theorem 5.1, [21] ). Let (X, r) be an involutive non-degenerate solution to the set-theoretic YBE and k a reflection of (X, r). Let V = C(X) and let K be the linear extention of k to V and R the linear extension of r to V ⊗ V . Define K ′ : C → (V → V ) and R ′ : C → (V ⊗ V → V ⊗ V ) by K ′ (u)(x) = uK(x), u ∈ C, x ∈ V and R ′ (u)(x) = I + uR(x), u ∈ C, x ∈ V.
Then K ′ satisfies the parameter-dependent reflection equation for (V, R ′ ).
In the next theorem we show that two special solutions of theorem 3.7 are involutive and thus by 5.2 yield solutions to the parameter-dependent reflection equation. assuming k 1 (X) ⊆ X, is an involutive reflection of (X, r) if c 2 ∈ Soc(B). In particular, it is an involutive reflection if c is involutive.
If we assume that 2 c • x = 2c + 2x, for all x ∈ X, and c is involutive, then the map
is an involutive reflection of (X, r), assuming k 2 (X) ⊆ X.
Proof. The maps k 1 , k 2 are special cases of the maps in 3.7, where we showed they are G(X, r)−equivariant and thus reflections of (X, r) by 3.2. Thus it suffices to prove that k 
