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ABSTRACT 
The fundamental theorem of the title refers to a spectral resolution for the 
inverse of a lambda-matrix L(X) = IX{ = a A,X i where the Aj are n X n complex matrices 
and detA, #O. In this paper general solutions are formulated for difference equations 
of the form C~=oAju,+,=f,, r=l,2 ,... . The use of these solutions is illustrated in a 
new proof of Franklin’s results describing the sums of powers of the eigenvahres of 
L(X) (the generalized Newton identities), and in obtaining convergence proofs for the 
application of Bernoulli’s method to the solution of Ct = a Ai S i = 0 for matrix S. 
1. INTRODUCTION 
The fundamental theorem referred to in the title is Theorem 2 of 
reference [7]. It is assumed that the reader has the paper to hand and 
appreciates the construction and notations leading up to the main theorem. 
Equation references of the form (-), will refer to that paper. 
The basic equation to be treated in this paper has the form 
Aan,+Aiu,+,+ .-. +&,+,=f,, r=l,2,..., (I) 
whereA,,,...,&EC,.,, {f,>Z"=lcC, are given, and a sequence { ur} FY 1 in 
C, is to be found. As in the case of differential equations in the preceding 
paper, we first treat the homogeneous problem, fr = 0, r = 1,2,. . . , under the 
broad hypothesis that detL(h)&O, where L(h)=Z:,,&X’. In the case of 
differential equations, the homogeneous problem was handled rather briefly, 
but we shall take more care on this occasion. 
2. GENERAL SOLUTIONS 
Let S be the complex vector space of all sequences {x7};_ 1 where 
X? EC, for each r, and let 5 be the subspace of S consisting of all solutions 
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of (1) in the case fi=O, r= 1,2 ,... . Let v be the degree of the polynomial 
detL(A). 
LEMMA (cf. Theorem 3 of [3]). The dimension of 5 is v. 
Proof. It is easily seen that there is a one-one correspondence between 
solutions of the homogeneous problem (1) and those of the “first order” 
equation 
CU, + Dv, + 1 = 0, 
where D=diag{Z ,..., Z,A,}, 
0 -Z 0 . . . 
0 0 -I . . 
c= : : *, . . 
;, ;, . :. 0 . 
A, A, a.. AZ-, 
r=l,2,. 
-l 
0 
0 9 
-I 
AI-q 
(2) 
Furthermore, det(C+AD) = +det L(A), so that v is the degree of det(C+ 
m). 
We now apply Theorem XII.3 of [5] to write down a canonical form for 
C+ XD under equivalence transformations. Assume that C+m has s (t) 
finite (infinite) elementary divisors. Then there exist nonsingular P, Q E 
C lflxln such that 
PCQ = C,,, PDQ = D,,, 
where 
In the expression for Do each Hi corresponds to an infinite elementary divisor 
and has elements hpq = 0 or 1 according as p # q - 1 or p = q - 1. The size of 
each Hi is just the degree of the divisor. The identity is a v X v matrix. In the 
expression for C,, Z is the identity of size In - v, so that X @_Zj is v X v. The Ji 
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are Jordan blocks (having the form Ii& + Hi), one for each finite elementary 
divisor of C + AD. 
Making the transformation v, = Qu;~ and multiplying (2) on the left by P 
reduces the problem to 
Cow, + Dow,, I= 0, r=1,2,..., (3) 
which still has (a) the same characteristic equation as (1) and (b) a solution 
space isomorphic to 5. 
But in the canonical form (3) the solution sequences are “uncoupled” and 
we have only to consider equations for separate elementary divisors and sum 
the dimensions of each of their solution spaces. For an infinite elementary 
divisor we have typically 
w,+ Hw,+~=O, t-=1,2,..., 
which implies w, =0 for all r. So the infinite elementary divisors make no 
contribution to the dimension of 5. A finite elementary divisor gives, 
typically, Jzu, + w7+ i = 0 for T = 1,2, . . . ; hence 
W~=(--J)r-lW1, t-=1,2 )... . 
It follows that a finite elementary divisor of degree k (when J is k X k) will 
yield k linearly independent solutions. Summing over the degrees of all finite 
elementary divisors gives the result. n 
Using Jordan chains for L we now construct matrices Xi, one for each 
finite elementary divisor, as in (3),, (4),. Let J= Cs= i@.Zi, X = [X1,X,, . . . ,XJ 
EC,,,* 
THEOREM 1. Euey solution of (1) in the case f,=O, r=I,2,... can be 
written in the form 
u, = x.r ‘z, r=l,2,..., (4) 
for sm ZEC,. 
Proof. Using Eq. (7), we easily verify that every sequence defined by (4) 
is in ‘5. Using the lemma we have only to show that there is a set of v 
linearly independent vectors of this type. 
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Define solutions u,?, i = 1,2 , , . . , v, by setting z= e,, a unit vector, for each 
i. Then ~~_ioi~,!i)=O for e very r implies X./-L = 0 for r = 1,2,. . . . In 
particular, if we define the In X v matrix 
X 
Q=” ) I* Ix1’-’ 
then Qo = 0. But the columns of Q are made up of Jordan chains of a linear 
pencil A +xB [see (13), and (14),] and are necessarily linearly independent. 
Hence Q has full rank, and QLY = 0 implies (Y = 0. 
Now let X, Y be defined as in the fundamental theorem, and write 
r7=x.Pyr, r=1,2,... . n 
THEOREM 2. If L(h) is a regular h-matrix, then every solution of (1) can 
be written in the form u1 = Xc, 
r-l 
u,=x.r’c+ 2 r,_kfk, r=2,3,..., (5) 
k=l 
for some c E c,. 
Proof. Since L is regular, we now have v = En, and the first term 
represents a solution by Theorem 1. However, using the fundamental theo- 
rem and its Corollary it is easily verified that 
r-l 
vi=0 and v,= x I’,_&, r=2,3 ,..., 
k=l 
(6) 
also defines a solution and that it satisfies the initial conditions vi = v, 
= . . . = q = 0. It is clear, then, that the sum of these solutions is a solution, 
as asserted, and that all solutions are representable in this way, since c ECU 
admits the maximal possible number of free parameters. H 
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COROLLARY. The solution of (1) (when L(X) is regular) which satisfies 
prescribed initial conditions u, = a,, r = 1,2,. . . ,I is given by putting 
c,[yT JyT . . . 
1’ 4 
A2 
4 
0 
. . . 
. . . 
A, a, 
0 a2 
b i$ 
in the solution of Theorem 2. 
Proof. We have seen that the vectors u, [see Eq. (6)] satisfy tar = o2 
= . . . = or = 0. So inserting the initial conditions in (5), we have 
or, more briefly, QC = a. Thus, c = Q -‘a and the result 
writing Q -I= R rB [Eq. (11)J and using (13), and (16),. 
Suppose, finally, that F, EC,, k for r = 1,2,. . . , and we 
{ U,}T_,, for which 
is obtained by 
n 
seek sequences 
A,,U,+ArU,+r+... +A,U,+,=F,, r-1,2,... . 
This can be broken down into k separate relations for the columns of the U, 
-each being determined by corresponding columns of the F,,. Thus, this 
apparently more general problem is completely solved by our analysis of 
difference equations for (column) vector sequences. However, for use in the 
next sections we make the following formal statement. 
THEOREM 3. Let L(h) be a regular n X n h-matrix with det L(X) *O. 
Then every sequence { U,} T_ 1 c C, X n for which 
AoU,+AIU,+,+.e. +A,U,+,=O, r=l2 , ,..., (7) 
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can be written in the form 
u,= x./-lz, r=l,2,... 
for some Z EC,,, (and X,J are as defined in Theorem 1). 
We shall now make two important applications of our results. The first is 
not new, but provides an enlightening proof of Franklin’s earlier theorem [4]. 
The theorem has been applied recently by Turan [B]. The second application 
establishes a conclusion of Dennis, Traub, and Weber [2] under much 
weaker hypotheses. In the finite dimensional case our result is also more 
general than that of Busby and Fair [ 11. 
3. THE GENERALIZED NEWTON IDENTITIES 
We first define matrices S,, S,, . . . , S, which will serve as initial values for 
a solution of (7 ). : They are given by the solution of 
A, A, ..a A, 
A, .-’ 0 
AZ 
A, 0 a.. b 
=- 
and we observe that, in practice, they would most readily be computed 
recursively beginning with S,, S,, and so on. Note that the matrix on the left 
is B of (13), and is nonsingular if and only if L is regular. Now define { St}T=i 
as the unique solution of (7) determined by the solution of (8). 
Let a, be the sum of the rth powers of the eigenvalues of L (including 
multiplicities), and let Tr denote the trace function. 
THEOREM 4. If L(h) is regular and { S,}F= 1 is defined as above, then 
u,=Tr(S,), r=l,2 ,... . 
Proof. Using Theorem 3 we may write S, = XJV-lZ, where the matrix Z 
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is to be determined by the initial conditions (8): 
s, &I 
%2 
QZ= . ; Z=-Q-‘B-1 zi . 
l-2 
Al-1 
Now RrBQ=Z [Eq. (ll)r] implies Q-‘B-‘=RT=[YT,...,J’-‘YT], and so 
s,= -XJ’_‘[ YT,JYT,...,.PIYT] 
s,= -(IT,A,+*.. +~~,+I_,A~-,+~,+I-,AI-,), (9) 
where I?, = X_I- ‘Y T as before. 
Now we also have [see Eq. (15),] 
r,Ao+r,+,Ar+. *. +rr+p4,=0, r=l2 9 ,**.> 
and this implies that (9) can be written 
S,=r,+,Ar+2r,+aAz+..* +zA,r,+,, r= 1,2 (... . (10) 
To approach the eigenvalues of L we observe that they are also the 
eigenvalues of the matrix in “block companion” form: M = - D - ‘C [Eq. (2)], 
which can also be expressed as M= - B -‘A [Eq. (13)rJ. Now Q is a 
complete matrix of eigenvectors for A +hB, and hence for M, and J is a 
Jordan form for M; therefore M = Q.TQ - ‘. Since Q - ’ = R TB, 
r r+l rr+2 ... r,,, A, A, *.+ A, 
r 
M’s QJrRT+ r+z 
rr+3 - rr+l+l 4 . . 0 
4 
i r+Z b,+lcl . . * br+2,-l A, 0 *.* b 
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and hence 
=Tr(r,+rAi+2r,+sA,+. *. + &+,A,) 
=Tr(S,) 
by Eq. (10). 
4. BERNOULLI’S METHOD 
In its simplest form, Bernoulli’s algorithm is designed to compute the 
zero of a scalar polynomial function of largest absolute value, where such a 
zero exists (see [6], for example). For matrix polynomials the problem is to 
find matrices S E C, x n for which 
A,+AlS+A2S2+ a-. +A$=O. 
If there exists a solution matrix S, then by writing it in Jordan normal 
form, S = XsJsXs-‘, it is easily seen that Jordan chains of S must also be 
Jordan chains of L(X) and that eigenvalues of S must be eigenvalues of L(A). 
Such a matrix S is called a right solvent of L. 
A solvent S of L is said to be a dominant solvent if every eigenvalue of S 
exceeds in absolute value every eigenvalue of L which is not also an 
eigenvalue of S. Thus, if S is a dominant solvent, we may assume without loss 
of generality that matrices X and J for L (as used in the fundamental 
theorem) have the form 
THEOREMS Let L(X) be n x n with det L(X) +O, and assume that L has 
a dominant solvent S EC,,,. 
partitioned fbrm Z, 
[ I 
Let the In x n matrix Z of Theorem 3 have the 
z , and assume that Z, is rwnsingulur. Then, U,,,U,-’ 
t 
exist3 for sufficiently large r, and Ur+,UrP1+S a.s r+oO. 
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Proof We have 
u, = x.l-‘2 = x,.l;-‘2, + x,./;-12, 
Write M = X, Z, and E, = Xt.l{Zt, r = 1,2,, . . , so that 
U,=(S’-‘+E,_,M-‘)M 
= I+E,_,M-‘S-‘+‘)S’-‘M. ( 
Now the fact that S is a dominant solvent, together with Lemma 2.1 of [l], 
implies that E,MS -‘-+O in norm as r+cc, so that for large enough r, U, will 
be invertible. Furthermore, when this is the case, 
and it is clear, by use of the same lemma (together with the Banach lemma) 
that U, + r U,- ‘-+S as r-cc. H 
COROLLARY. If L is regular, then the solution of (7) defined by setting 
u,= u,=--* = ul_l=o, U, = A,- ’ 
has the property that U,+,U,-‘+S as r-+co. 
Proof We know that the sequence r,( = rcJ’- ‘Y ‘) is a solution of (7) 
and, by the corollary to the fundamental theorem, satisfies the initial 
conditions of this corollary. Thus, the matrix Z of Theorem 5 is just Z = Y ‘, 
and so Z, = Y,’ Since Y, is a complete matrix of Jordan chains for ST, it is 
nonsingular, and so the result is obtained. n 
The initial conditions used here are those investigated in [2]. The 
appropriate generalization of initial conditions proposed in Theorem 7.4 of 
[6] leads to Eq. (8). 
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