Abstract. The Goto number of a parameter ideal Q in a Noetherian local ring (R, m) is the largest integer q such that Q : m q is integral over Q. The Goto numbers of the monomial parameter ideals of
Introduction
Quasi-socle ideals are ideals of the form I = Q : m q in a Noetherian local ring (R, m)
with dimension d > 0, where Q = (a 1 , a 2 , . . . , a d ) is a parameter ideal. In response to a conjecture of Polini and Ulrich (1998) rooted in linkage theory, Wang (2007) proved the following: Let R be Cohen-Macaulay with d ≥ 2, d > 2 when R is regular. If Q ⊂ m q and I = R, then I ⊂ m q , m q I = m q Q, and I 2 = QI. Recently have inquired about a modification of this result for the one-dimensional case. They began by studying Gorenstein numerical semigroup rings. One component involved in making this modification is determining when Q : m q is integral over Q. Heinzer and Swanson (2008) made the following definition.
Definition 1.1. Let g(Q) be the largest integer q such that Q : m q is integral over Q.
This is called the Goto number of Q.
In this paper the Goto numbers of the parameter ideals in a numerical semigroup ring Let e be the multiplicity of R. In section 2, Corollary 2.7 states that there is an etuple of integers (σ(1), σ(2), . . . , σ(e)) called the Goto vector of S such that {g(u) | 0 = u ∈ S} ⊂ {σ(1), σ(2), . . . , σ(e)} where g(u) is the Goto number of x u R. In addition, min{g(Q) | Q is a parameter ideal of R} = min{σ(1), σ(2), . . . , σ(e)}. If the Goto vector of S is known, then the computation of g(u) is reduced to determining the set {α ∈ {1, 2, . . . , e} | u − α ∈ S}. Using this set, several results about g(u) are obtained. Bounds for the Goto numbers of R are given in Proposition 2.16.
Section 3 introduces a class of numerical semigroups called M-pure semigroups. For (R, m) = k [[S] ], the M-purity of S is closely connected to the Gorenstein property of the associated graded rings gr m (R) = i≥0 m i /m i+1 and grm(R) = i≥0m i /m i+1 wherē R = R/x a 1 R andm = m/x a 1 R. The definition of M-purity involves the Apéry set of the semigroup S and the m-adic order of R. The following equivalencies are proven in Theorem 3.14: (i) grm(R) is Gorenstein if and only if S is M-pure symmetric, (ii) gr m (R) is Gorenstein if and only if S is M-pure symmetric and g(a 1 ) = r, where g(a 1 ) is the Goto number of x a 1 R and r is the reduction number of m (with respect to x a 1 R).
This section is ended by showing that in general there are no implications among the conditions symmetry, M-purity, and M-additivity. A semigroup S is M-additive if and only if gr m (R) is Cohen-Macaulay. Section 4 is largely concerned with the inequalities δ ≤ γ ≤ ord(C) ≤ τ ≤ g(a 1 ) ≤ r where ord(C) is the m-adic order of the conductor C = R : k [[x] ] and τ = min{g(Q) | Q is a parameter ideal of R}. δ and γ are invariants that are derived from the Apéry set of S. Sufficient conditions are provided for many of these inequalities to be equalities. A guiding question for this work has been: when is τ = g(a 1 )? Some partial results are the following equivalencies stated in Theorem 4.4: (i) S is M-pure if and only δ = g(a 1 ), (ii) S is M-pure and gr m (R) is Cohen-Macaulay if and only if δ = r, and (iii) gr m (R) is Gorenstein if and only if S is symmetric and δ = r. Furthermore τ = g(a 1 ) for every semigroup with multiplicity less than 5 with the exception of S =< 4, 5, 7 >, and for every symmetric semigroup with multiplicity less than 7 with the exceptions S =< 5, 6, 9 > and S =< 6, 7, 10, 11 >.
In the last section Goto numbers are expressed in terms of the minimal generators of the semigroup. This enables one to consider a class of semigroups (e.g., those with embedding dimension 2) instead of considering semigroups on a case-by-case basis. The contents of Theorems 5. 8, 5.10, 5.11, 5.12, and 5.13 are the computations for the following classes: (i) S is symmetric and generated by an arithmetic sequence, (ii) S is symmetric and of almost maximal embedding dimension, (iii) S is of maximal embedding dimension, (iv) S has multiplicity less than 5, (v) S is symmetric with multiplicity equal to 5. Moreover, in Theorem 5.4 the Goto numbers of an arbitrary semigroup S are expressed in terms of the Apéry set of S.
The Goto Numbers of a Numerical Semigroup
A numerical semigroup, or semigroup, S is a subsemigroup of N 0 that contains 0 and has a finite complement in N 0 . For two elements u and u ′ in S, u u ′ if there exists an s ∈ S such that u + s = u ′ . This defines a partial ordering on S. The minimal elements in S \ {0} with respect to this ordering form the unique minimal set of generators for S, which is denoted by {a 1 , a 2 , . . . , a ν } where a 1 < a 2 < · · · < a ν .
is represented using the notation S = a 1 , ..., a ν . Since the minimal generators of S are distinct modulo a 1 , the set of minimal generators is finite. Furthermore, having finite complement in N 0 is equivalent to gcd{a i | 1 ≤ i ≤ ν} = 1. S has the following invariants:
• f = f (S) = max{z ∈ Z \S} is the Frobenius number of S • e = e(S) = min{u ∈ S | u = 0} is the multiplicity of S • ν = ν(S) = #{a 1 , . . . , a ν } is the embedding dimension of S Notice that we always have e = a 1 and ν ≤ e.
The Apéry set of S with respect to n ∈ N is Ap(S; n) = {w ∈ S | w − n ∈ S}. This is a finite set and it is immediate from the definition that if w ∈ Ap(S; n) and s w for some s ∈ S, then s ∈ Ap(S; n). For u ∈ S, # Ap(S; u) = u and no two elements of Ap(S; u) are congruent modulo u. Ap(S) = Ap(S; e) and is usually called the Apéry set of S. There are two natural ways to order the elements of Ap(S). One is Ap(S) = {w 0 , . . . , w e−1 } where w 0 < w 1 < · · · < w e−1 , and the other is Ap(S) = {v 0 , . . . , v e−1 } where v n ≡ n mod e. Notice that we always have w 0 = v 0 = 0.
We will allow the subscript of v n to be any integer by agreeing that v n = v m if and only if n ≡ m mod e. This will allow us to perform arithmetic operations on the subscripts of the v i 's as in Lemma 2.1. Recall that the floor function ⌊x⌋ denotes the greatest integer less than or equal to x, and that the ceiling function ⌈x⌉ denotes the least integer greater than or equal to x. Lemma 2.1. Let S = a 1 , ..., a ν be a semigroup with Ap(S) = {v 0 , . . . , v e−1 }. Then
(1) v n + v m = v n+m + ta 1 where t ≥ 0. (2) v n − v m = v n−m − ta 1 where t ≥ 0.
is a positive multiple of a 1 when v n = 0. Since both v n − a 1 vn a 1 and v −n − a 1 v −n a 1 are positive and strictly less than a 1 , we have v n − a 1
Statements (1) and (2) of Lemma 2.1 are also given by Madero-Craven and Herzinger (2005, Lemma 2.6 ). The next definition facilitates the use of both notations for Ap(S).
Definition 2.2. For i ∈ {0, 1, . . . , e − 1}, let ı ∈ {1, 2, . . . , e} denote the integer such that
Lemma 2.1 and Definition 2.2 will be used extensively in Section 5. However, they are occasionally used throughout the paper and hence recorded here. Notice that ı ∈ {1, 2, . . . , e} instead of {0, 1, . . . , e−1}. This will be useful in Section 5 where we compute σ( ı ) (see Definition 2.6).
The numerical semigroup ring corresponding to
k is a field. This is a one-dimensional local domain with maximal ideal m = (x a 1 , . . . , x aν ).
The multiplicity and embedding dimension of S coincide with the ring-theoretic notions for the ring R. Unless stated otherwise, it is assumed that R = k [[x] ]. For the semigroup S, this means that S = N 0 , or equivalently ν ≥ 2. A parameter ideal Q of R is a principal ideal generated by a nonzero, nonunit element. Although ultimately all of the parameter ideals of R are of interest (and some results with this generality are provided), the focus is on monomial parameter ideals. These are principal ideals generated by a monomial. The benefit is that one can work directly with the numerical semigroup.
For the remainder of this paper g(u) denotes the Goto number of x u R and {g(u) | 0 = u ∈ S} is the set of Goto numbers of S. Moreover ord(n) = ord(
. This is the m-adic order of x n . To simplify statements, we will accept the convention that ord(n) = −1 if n ∈ S. Theorem 2.4 and Corollary 2.7 are the main results of this section. The former characterizes the Goto number of a nonzero element of S using the Apéry sets Ap(S; α) where 1 ≤ α ≤ e, and the latter introduces the Goto vector of S. We begin by defining the following sets. Definition 2.3.
Results about T can be found in (Fröberg, Gottlieb and Häggkvist, 1987) and (Barucci, Dobbs and Fontana 1997) . A(u) is introduced here for its usefulness in studying Goto numbers. Both have interesting connections to the Apéry set of S as shown in Lemma 3.2 and Corollary 5.2.
Theorem 2.4. Let S = a 1 , ..., a ν be a semigroup and 0 = u ∈ S. Then the following integers are equal.
] be the ring corresponding to S. The integral closure of x u R is
We first show that g(u) ≤ N. For some α ∈ A(u), N = max{ord(w) | w ∈ Ap(S, α)}. We have s − α ∈ S for all s ∈ S with ord(s) ≥ N + 1. But α = u − b where b ∈ S and b < u. So s + b ∈ u + S for all s ∈ S with ord(s) ≥ N + 1. Therefore x b ∈ x u R : m N +1 and it follows that x u R : m N +1 is not contained in the integral closure of x u R. This proves that
. By the definition of N there exists an s ∈ S with ord(s) ≥ N such that s − u + b + ka 1 ∈ S. Thus we have s + b + ka 1 ∈ u + S which implies that s + b ∈ u + S. So x b ∈ x u R : m N . Since b was an arbitrary element of S strictly less than u, we conclude that
Recall that by convention, if p + α ∈ Ap(S; α), then ord(p + α) = −1. Thus we need only consider the case when p + α ∈ Ap(S; α), and the inequality "≥" holds. For the reverse inequality "≤", let w ∈ Ap(S; α) have the largest order among the elements in Ap(S; α). Then w − α ∈ S, but w − α + s ∈ S for all 0 = s ∈ S. Therefore w − α = p ∈ T and w = p + α.
Remark 2.5. A nice way to think of Theorem 2.4(3) is that g(u) = ord(p + α) for some α ∈ A(u) and p ∈ T satisfying the following conditions.
(1) For any q ∈ T , ord(p + α) ≥ ord(q + α) (2) For any α ′ ∈ A(u), there exists a p
Notice that every Goto number of S is determined by the order of p + α for some p ∈ T and α ∈ A(S). Moreover, for a fixed α, we need only know the maximum order of p + α as p ranges over the elements of T . If these values have been computed for S, then determining g(u) is reduced to determining A(u). This motivates the following definition. Definition 2.6. Let S = a 1 , ..., a ν be a semigroup. For each α ∈ A(S) let σ(α) = max{ord(w) | w ∈ Ap(S; α)} = max{ord(p + α) | p ∈ T }. Then gv(S) = (σ(1), . . . , σ(e)) will be called the Goto vector of S. Sometimes it is convenient to work with a set rather than a vector, so let gs(S) = {σ(1), . . . , σ(e)} be the Goto set of S.
The next corollary follows immediately from Theorem 2.4.
Corollary 2.7. Let S be a semigroup, gv(S) = (σ(1), . . . , σ(e)) the Goto vector of S, and 0 = u ∈ S. Then g(u) = min{σ(α) | α ∈ A(u)}.
Example 2.8. This example demonstrates how the Goto vector of a semigroup can be used to find the Goto numbers. Let S =< 4, 5, 7 >= {0, 4, 5, 7, →} where the → indicates that all integers greater than 7 are in S. Then T = {3, 6} and A(S) = {1, 2, 3, 4}. We have σ(1) = max{ord(4), ord(7)} = 1, σ(2) = max{ord(5), ord(8)} = 2, σ(3) = max{ord(6), ord(9)} = 2, and σ(4) = max{ord(7), ord(10)} = 2. Notice that 6 ∈ S, so by convention ord(6) = −1. Now the Goto vector of S is gv(S) = (1, 2, 2, 2). For 0 = u ∈ S, if 1 ∈ A(u), then g(u) = 1 and otherwise g(u) = 2. Therefore g(4) = 2 g(7) = 2 g(u) = 1 for all other 0 = u ∈ S The rest of this section is devoted to some immediate consequences of Theorem 2.4. Propositions 2.10, 2.11, and 2.14 use the set A(u) to obtain results about g(u). For a semigroup S we set
] be the ring corresponding to S. We always have τ = min{g(Q) | Q is a parameter ideal of R}, but in general we only have ρ ≤ max{g(Q) | Q is a parameter ideal of R} (Heinzer and Swanson, 2008 , Theorem 4.1, Example 4.4).
Proposition 2.10. Let S = a 1 , ..., a ν be a semigroup. Then g(a 1 ) = max{ord(w) | w ∈ Ap(S)}.
Proof. A(a 1 ) = {e}, and so the result follows from Theorem 2.4(2).
Proposition 2.11. Let S = a 1 , ..., a ν be a semigroup. Also let u, u ′ , and u i for all i ∈ I for some index set I be nonzero elements of S.
(
(2) This follows from (1) since
c i a i where c j > 0 for at least one j. But then by (2), g(u) ≤ g(a j ). This shows that ρ = max{g(a i ) | 1 ≤ i ≤ ν}. Furthermore g(a i ) < ∞ for all i and the set of minimal generators is finite, so max{g(
There exists a β such that σ(β) = min{σ(α) | α ∈ A(S)} and by hypothesis β ∈ A(u j ) for some u j . Thus τ = g(u j ) = min{g(u i ) | i ∈ I}.
(7) This follows from (6) since A(a 1 ) = {e} and A(f + a 1 ) = {1, 2, . . . , e − 1}.
Statement (2) of Proposition 2.11 is a special case of (Heinzer and Swanson, 2008 , Corollary 1.7), and (3) and (4) were also shown by Heinzer and Swanson (2008, Proposition 4 .3, Theorem 4.1).
Next we consider symmetric semigroups.
Definition 2.12. A semigroup S with Frobenius number f is called symmetric if whenever x + y = f for x, y ∈ Z, then exactly one of x and y belongs to S. Equivalently, S is symmetric if exactly half of the elements in {0, 1, . . . , f } are in S.
Several characterizations of the symmetric property are given in Proposition 3.6. For Proposition 2.13, which follows immediately from Corollary 2.7, it suffices to know that S is symmetric if and only if T = {f }.
Proposition 2.13. Let S be a symmetric semigroup with Frobenius number f and 0 = u ∈ S. Then gv(S) = (ord(f +1), ord(f +2), . . . , ord(f +a 1 )) and g(u) = min{ord(f +α) | α ∈ A(u)}.
The next proposition is similar to Proposition 2.11 with the additional assumption that S is symmetric.
Proposition 2.14. Let S = a 1 , ..., a ν be a symmetric semigroup with Frobenius number f and 0 = u ∈ S. (4) Using Proposition 2.11(6), it suffices to show that A(f + α) = {A(S) \ α}. Clearly α ∈ A(f + α). If α = β ∈ A(S), then β − α < a 1 and β − α = 0. So β − α ∈ S and since (f + α − β) + (β − α) = f , we have f + α − β ∈ S. Therefore β ∈ A(f + α).
(5) We only need to check for g(s) when f < s < f + a 1 + 1. In this case, s = f + α for some α ∈ A(S). As in (4), we have that A(s) = A(S) \ {α}. Since the Goto vector has more than one least entry, there exists β ∈ A(s) such that σ(β) = min{σ(1), . . . , σ(a 1 )}.
(6) Let σ(β) be the unique least entry of the Goto vector. Then g(f +β) = min{σ(α) | α ∈ A(S) \ {β}} > τ . For any other element s ∈ S with s > f , β ∈ A(s). Thus g(s) = τ . Theorem 2.4 (or Remark 2.5) enables us to establish bounds for the Goto numbers by bounding the order of an element of S. For s ∈ S, ord(s) = max{
, we say that it is a maximal representation. The next lemma gives some bounds on ord(s).
Lemma 2.15. Let S = a 1 , ..., a ν be a semigroup and s ∈ S.
(1) If j > 0 is an integer such that there exists a maximal representation
Proposition 2.16. Let S = a 1 , ..., a ν be a semigroup with Frobenius number f and 0 = u ∈ S. Also let u be the largest element in S that is strictly smaller than u.
Proof. Let g(u) = ord(p + α) as in Remark 2.5. Notice that f is the largest element of T and u − u is the least element of A(u). For (1), we have
and (3) follows from (1). Similarly for (4), we have
However, a ν − α ∈ S and so f = (f + α − a ν ) + (a ν − α) ∈ S which is a contradiction. Now
and (6) Remark 2.17. In fact we have
, not just the monomial parameter ideals. This follows from (Heinzer and Swanson, 2008 , Theorem 4.1, Theorem 4.7) combined with Proposition 2.16(6). This upper bound is not always sharp (Heinzer and Swanson, 2008, Remark 4.9) . Likewise the example S =< 5, 8, 12 > with Frobenius number 19 shows that this lower bound is also not always sharp since f a 3 = 2 and τ = 3.
, the Goto number of every parameter ideal is 0. This is the case for any regular local ring of dimension 1.
, then a ν and f are positive and hence f aν ≥ 1. So the Goto number of any parameter ideal in R is always greater than or equal to 1. Corso and Polini (1995, Theorem 2.2) showed that this holds for all CohenMacaulay local rings that are not regular. If R is Gorenstein with multiplicity greater than 2, then a ν < f . So f aν ≥ 2 and the Goto number of any parameter ideal in R is always greater than or equal to 2. This was also shown by Goto, Kimura and Matsuoka (2007, Proposition 2.5) , and more generally for local Gorenstein rings with positive dimension and multiplicity greater than 2 by Goto, Matsuoka and Takahashi (2007, Theorem 1.1).
M-pure Semigroups and the Gorenstein Property
Given a partial ordering on S, we can consider the minimal and maximal elements of Ap(S) \ {0}. For the partial ordering defined in the beginning of Section 2 (recall that u u ′ if u + s = u ′ for some s ∈ S), these are denoted by minAp(S) and maxAp(S).
In this section a different partial ordering is also used, namely M where
The corresponding sets are denoted by minAp M (S) and maxAp M (S). A remark should be made about notation. Here M = S \ {0} denotes the maximal ideal of S, see (Barucci, Dobbs and Fontana, 1997) for more information about ideals of semigroups. M is used in the notation because the ord(u) = k such that u ∈ kM \(k+1)M, and hence this order function is induced by the M-adic filtration S ⊃ M ⊃ 2M ⊃ . . . . In general a partial ordering can be defined using an order function induced by any filtration on S.
Definition 3.1.
(1) S is called pure if every element in maxAp(S) has the same order.
(2) S is called M-pure if every element in maxAp M (S) has the same order.
Proposition 3.4 states the connection between purity and M-purity. First we need two lemmas. Statement (2) of Lemma 3.2 is also given by Fröberg, Gottlieb and Häggkvist (1987, Theorem 7) .
Proof. (1) Let w ∈ minAp(S) and suppose that w = a i for some 2 ≤ i ≤ ν. Since a 1 ∈ Ap(S) and 0 ∈ minAp(S), we also have that w is nonzero and not equal to a 1 . Thus there exists 0 = u ∈ S with u < w such that u w. However, u must be in Ap(S) contradicting that w ∈ minAp(S). Conversely suppose that w ∈ minAp(S). Then there exists 0 = u ∈ Ap(S) with u < w such that u w. Therefore w cannot be a minimal generator.
(2) If w ∈ maxAp(S), then w − a 1 ∈ S. However w + u ∈ Ap(S) for all 0 = u ∈ S so that w − a 1 + u ∈ S. Thus w − a 1 ∈ T . The converse is clear.
Proposition 3.4. Let S = a 1 , ..., a ν be a semigroup. Then
Hence w ∈ minAp(S). Now let w ∈ minAp M (S) and suppose that ord(w) ≥ 2. Then there is a maximal representation w =
By Lemma 3.3, w i M w which is a contradiction. Therefore ord(w) = 1 and w is a minimal generator of S. By Lemma 3.2, w ∈ minAp(S).
For (2), if w ∈ maxAp M (S), then w i + w = w j for some w i , w j ∈ Ap(S) \ {0}. Hence w ∈ maxAp(S).
To see (3), first assume S is M-pure. Since maxAp(S) ⊂ maxAp M (S), S is pure. Moreover maxAp(S) contains every element of Ap(S) with the largest order among the elements in Ap(S). Again since maxAp(S) ⊂ maxAp M (S), every element of maxAp M (S) has this largest order and is thus in maxAp(S). The reverse implication is trivial.
Example 3.5. Let S =< 5, 6, 9 >. Then Ap(S) = {0, 6, 9, 12, 18}, minAp(S) = {6, 9}, maxAp(S) = {18}, and maxAp M (S) = {9, 18}. So S is pure, but not M-pure.
Notice, as in the example, that every symmetric semigroup is pure, but not necessarily M-pure. The next proposition is a collection of well-known equivalent formulations of symmetry, and proofs are provided for completeness. In Proposition 3.7 an analogous result is given for M-pure symmetry.
Proposition 3.6. Let S = a 1 , ..., a ν be a semigroup with Frobenius number f and Ap(S) = {w 0 , w 1 , . . . , w e−1 }. Then the following are equivalent.
Proof. (1) ⇒ (2) Let w ∈ maxAp(S). Then (w − a 1 ) + y = f for some y ∈ S and by Lemma 3.2, w − a 1 ∈ T . Thus y = 0 and w = f + a 1 .
(2) ⇒ (3) Clear.
(3) ⇒ (4) maxAp(S) = {w e−1 }, and so w e−1 − w ∈ Ap(S) if and only if w ∈ Ap(S). Therefore Ap(S) = {w e−1 − w e−1 , w e−1 − w e−2 , . . . , w e−1 − w 0 }. Now we can see that w i = w e−1 − w e−1−i .
(4) ⇒ (5) Clear.
(5) ⇒ (1) Let x + y = f for x, y ∈ Z and suppose that x ∈ S. Choose k > 0 such that x+ ka 1 ∈ Ap(S). Then (x+ ka 1 ) + (y −(k −1)a 1 ) = f + a 1 = w e−1 and (y −(k −1)a 1 ) ∈ S.
Proposition 3.7. Let S = a 1 , ..., a ν be a semigroup with Frobenius number f and Ap(S) = {w 0 , w 1 , . . . , w e−1 }. Then the following are equivalent.
(1) S is M-pure symmetric (2) maxAp M (S) = {f + a 1 } (3) # maxAp M (S) = 1 (4) w i + w j = w e−1 and ord(w i ) + ord(w j ) = ord(w e−1 ) whenever i + j = e − 1 (5) w i M w e−1 for 0 ≤ i ≤ e − 1.
Proof. (1) ⇒ (2) maxAp M (S) = maxAp(S) since S is M-pure, and maxAp(S) = {f + a 1 } since S is symmetric.
, # maxAp(S) = 1. By Proposition 3.6 w i + w j = w e−1 whenever i + j = e − 1 and maxAp M (S) = maxAp(S) = {f + a 1 }. But f + a 1 = w e−1 , so ord(w i ) + ord(w j ) = ord(w e−1 ).
(5) ⇒ (1) Since w i M w e−1 implies that w i w e−1 , by Proposition 3.6 S is symmetric. Moreover, clearly maxAp M (S) = {w e−1 }, and so S is M-pure.
Let S be an M-pure symmetric semigroup, g = g(a 1 ), and
. This is in fact a sufficient condition for M-purity when S is symmetric as shown in the next proposition. Proposition 3.8 is a key result for showing that S is M-pure symmetric if and only if the associated graded ring grmR, whereR = R/x a 1 R andm = m/x a 1 R, is Gorenstein.
Proposition 3.8. Let S be a symmetric semigroup. Then we have the following.
(1)
Proof. Let
By Proposition 3.6, C i is a subset of Ap(S). We always have
there exists a w ′ ∈ Ap(S) such that w = w e−1 − w ′ , and since w ∈ B i we have ord(w ′ ) ≤ i.
Therefore w ∈ C i . Lastly let w ∈ C i . That is w + w ′ = w e−1 where w ′ ∈ Ap(S) and ord(w ′ ) ≤ i. Suppose there exists w ′′ ∈ Ap(S) with ord(w ′′ ) > i such that w+w ′′ ∈ Ap(S).
Then by Proposition 3.6, w ′′ w ′ , which is a contradiction. So w ∈ B i .
Assume that we have
for all i. Let w i + w j = w e−1 and note that if w ∈ Ap(S) with ord(w) > ord(w j ), then w i + w ∈ Ap(S). Thus w i ∈ B ord(w j ) = A ord(w j ) and ord(w i ) ≥ g − ord(w j ). Since we always have ord(w i ) ≤ g − ord(w j ), it follows that ord(w i ) + ord(w j ) = ord(w e−1 ) and S is M-pure by Proposition 3.7.
Remark 3.9. It is necessary to assume that S is symmetric. If S is not symmetric, then M-purity implies that β 0 < β g . On the other hand consider the semigroup S =< 4, 5, 11 >. Then Ap(S) = {0, 5, 10, 11} and maxAp M (S) = {10, 11}. Since ord(10) = 2 and ord(11) = 1, S is not M-pure. However, β 0 = 1, β 1 = 2, and β 2 = 1.
Just as S being symmetric is equivalent to R being Gorenstein (Kunz, 1970) , again an analogous statement holds for M-pure symmetric. We consider this now. More generally, it is determined how the M-purity of S is reflected in the corresponding numerical semi-
First some results about Goto numbers and indices of nilpotency are needed.
As noted by Heinzer and Swanson (2008, Remark 3. 3) sometimes the Goto number of a parameter ideal in a Noetherian local ring is equal to the index of nilpotency of the maximal ideal with respect to that parameter ideal. The next lemma states that this is the case precisely when Q is a reduction of the maximal ideal. Proof. Since Q :
Corollary 3.11. Let S = a 1 , ..., a ν be a semigroup with corresponding ring R = k[[S]], maximal ideal m, and Q = x a 1 R. Then Q is a reduction of m and g(a 1 ) = s Q (m).
Proposition 3.12. Let S = a 1 , ..., a ν be a semigroup and g = g(a 1 ).
be the corresponding ring with maximal ideal m. Then the following are equivalent.
where w i ∈ Ap(S). By hypothesis there exists w j ∈ Ap(S) such that w i + w j ∈ Ap(S) and ord(w i ) + ord(w j ) = g. Since x w i ∈ (x a 1 ) : m n , ord(w j ) < n. Therefore ord(w i ) = g − ord(w j ) > g − n, and so
S)}, and S is pure. Now suppose that w i ∈ maxAp M (S) \ maxAp(S). Then the set U = {w ∈ Ap(S) \ {0} | w i + w ∈ Ap(S)} is nonempty. Let w j ∈ U be an element with the largest order among the elements of U. By our choice of w j ,
, and we have g = ord(w i ) + ord(w j ) ≤ ord(w i + w j ) ≤ g. This implies that w i M w i + w j which is a contradiction. Therefore by Proposition 3.4, the implication follows.
The following results of Garcia (1982) are needed in Theorem 3.14.
Lemma 3.13. (Garcia, 1982, Theorem 7, Remark 8 i > g follows from Corollary 3.11. Also let β i = #{w ∈ Ap(S) | ord(w) = i}. It is not difficult to see that β i = dim k G i . Now S is M-pure symmetric ⇐⇒ R is Gorenstein and
⇐⇒R is Gorenstein and dim
. This last statement is equivalent to the Gorensteiness of grm(R) (Heinzer, Kim and Ulrich, 2005 , Theorem 3.1) or (Ooishi, 1993, Theorem 1.5) .
(2) First note that r is the least integer k such that both of the following conditions hold:
(i) ord(u + a 1 ) = ord(u) + 1 whenever ord(u) ≥ k.
(ii) u ∈ Ap(S) whenever ord(u) > k.
Indeed if ord(u + a 1 ) = r + n+ 1 for some n ≥ 0, then
Thus x u ∈ m r+n , and ord(u) = r + n = ord(u + a 1 ) − 1. Moreover if ord(u) > r, then
This implies that u = a 1 + s for some s ∈ S, and so u ∈ Ap(S).
This establishes that r satisfies these conditions. If r ′ satisfies (i) and (ii), then it is clear that m
If gr m (R) is Cohen-Macaulay, by Lemma 3.13, condition (i) is satisfied for all integers k ≥ 0. Thus r is least integer k satisfying condition (ii), which is g by Proposition 2.10. To see that the converse holds when S is M-pure let w i + ka 1 ∈ S for some k ≥ 0. Then there exists an element w j ∈ Ap(S) such that w i + w j ∈ maxAp M (S). Notice that r = ord(w i + w j ). We now have
Thus ord(w i ) + k = ord(w i + ka 1 ) and gr m (R) is Cohen-Macaulay.
(3) Using (1) and (2), S is M-pure symmetric and g(a 1 ) = r ⇐⇒ grm(R) is Gorenstein and gr m (R) is Cohen-Macaulay ⇐⇒ gr m (R) is Gorenstein.
Examples 3.15. With notation as in Theorem 3.14,
(1) Let S =< 10, 17, 35 >. Then Ap(S) = {0, 17, 34, 35, 51, 52, 68, 69, 86, 103} and their orders are {0, 1, 2, 1, 3, 2, 4, 3, 4, 5}. So S is M-pure symmetric. Moreover, r = 5, so g(a 1 ) = r. Therefore gr m (R) is Gorenstein. (2) Let S =< 6, 7, 15 >. Then Ap(S) = {0, 7, 14, 15, 22, 29} and their orders are {0, 1, 2, 1, 2, 3}. So S is M-pure symmetric. However, r = 5, so g(a 1 ) < r. Thus grm(R) is Gorenstein, but gr m (R) is not. So S is symmetric, but not M-pure. Hence R is Gorenstein, but grm(R) is not.
Example 3.16. With notation as in Theorem 3.14, the example S =< 7, 8, 9, 19 > shows that g(a 1 ) = r is not in general equivalent to the Cohen-Macaulayness of gr m (R). We have g(a 1 ) = r = 3, but gr m (R) is not Cohen-Macaulay by Lemma 3.13 since ord(7 + 19) = ord(8+(2)9) = 3. Shen (2008, Theorem 4.12) has also recently considered the relationship between the equality g(a 1 ) = r and the Cohen-Macaulayness of gr m (R).
We get the following corollaries by combining Proposition 3.12 and Theorem 3.14, and Proposition 3.8 and Theorem 3.14 respectively. The first contains special cases of (Heinzer, Kim and Ulrich, 2005 , Theorem 3.1(3)) (or (Ooishi, 1993 , Theorem 1.5)) and (Heinzer, Kim and Ulrich, 2005 , Theorem 3.9).
Corollary 3.17. With notation as in Theorem 3.14,
(1) grm(R) is Gorenstein ⇐⇒ R is Gorenstein and (x a 1 ) : Some definitions are needed so that we can continue to work in the semigroup setting. The terminology in Definition 3.19(1) makes reference to the property of the order function as stated in Lemma 3.13. Corollary 3.20 follows from Theorem 3.14. The next task is to find M-pure semigroups. First consider the following list of Madditive semigroups.
Proposition 3.21. (Barucci, 2006, Theorem 3.12) If the semigroup S satisfies one of the following conditions, then it is M-additive.
(1) S has embedding dimension 2.
(2) S is of maximal embedding dimension (i.e. ν = e). (3) S is of almost maximal embedding dimension (i.e. ν = e − 1) and #T < e − 2. (4) S is generated by an arithmetic sequence. (5) e ≤ 4, except the case S =< 4, a 2 , a 3 > such that a 3 = 3a 2 − 4. (6) S is symmetric and ν = e − 2.
This list is not exhaustive, but it provides many good examples. As the next proposition shows, many of these semigroups are also M-pure. Proof. By Proposition 3.21 S is M-additive.
(1) Ap(S) = {0, a 2 , 2a 2 , . . . , (a 1 − 1)a 2 }. Clearly ia 2 M (a 1 − 1)a 2 for all 0 ≤ i ≤ e − 1. Thus maxAp M (S) = {(a 1 − 1)a 2 }, and S is M-pure.
(2) Ap(S) = {0, a 2 , a 3 , . . . , a ν } and maxAp M (S) = {a 2 , a 3 , . . . , a ν }. Since every element of maxAp M (S) has order 1, S is M-pure.
(3) Ap(S) = {0, a 2 , a 3 , . . . , a ν , a i + a j } where i + j = ν + 2. Clearly a i M a i + a j for all 2 ≤ i ≤ ν. Thus maxAp M (S) = {a 2 + a ν }, and S is M-pure.
(4) Let e − 1 = q(ν − 1) + m where 0 ≤ m < ν − 1. Also let 2 ≤ n ≤ ν and 0 ≤ k ≤ q. Then Ap(S) = {0, a n + ka ν } where 2 ≤ n + k(ν − 1) ≤ e. For u = a n + ka ν ∈ Ap(S), this representation is unique for u. Hence ord(a n + ka ν ) = k + 1. We consider two cases.
The first case is when m = 0. Clearly {a n +(q−1)a ν | 2 ≤ n ≤ ν} ⊂ maxAp M (S). Since (a n +kaν)+(q−k −1)a ν = a n +(q−1)a ν and ord(a n +kaν)+ord((q−k −1)a ν )) = (k +1)+ (q −k −1) = q = ord(a n +(q −1)a n u), we have {a n +(q −1)a ν | 2 ≤ n ≤ ν} = maxAp M (S). So S is M-pure.
The second case is when m > 0. Clearly {a n + qa ν | 2 ≤ n ≤ m + 1} ⊂ maxAp M (S). Since, for k < q, a n + ka ν + a ν−n+2 + (q − k − 1)a ν = a 2 + qa ν and ord(a n + ka ν ) + ord(a ν−n+1 + (q − k − 1)a ν ) = (k + 1) + (q − k) = q + 1 = ord(a 2 + qa ν ), we have {a n + qa ν | 2 ≤ n ≤ m + 1} = maxAp M (S). So S is M-pure.
(5) If S =< 4, a 2 , a 3 > and S is not symmetric, then Ap(S) = {0, a 2 , 2a 2 , a 3 } or Ap(S) = {0, a 2 , a 3 , 2a 2 }. Either way, maxAp M (S) = {a 3 , 2a 2 }. Since the orders of the elements in maxAp M (S) are not equal S is not M-pure. The rest follows from (1), (2) and (3).
Corollary 3.23. If the semigroup S satisfies one of the following conditions, then S is M-symmetric.
(2) S is symmetric and of almost maximal embedding dimension. (3) S is generated by an arithmetic sequence and (e − 2)/(ν − 1) is an integer. (4) e ≤ 4 and S is symmetric.
Proof. By Proposition 3.22 and Corollary 3.20, we need only show that S is symmetric. This is assumed to be true for (2) and (4). For (1) and (3) we can use Proposition 3.6 since we know the Apery set of S for these cases (see the proof of Proposition 3.22).
In general there are no implications among the conditions symmetry, M-purity and M-additivity. In other words there exists a semigroup satisfying any combination of these conditions. Eight such examples with the least multiplicity and embedding dimension possible will be given. The next few lemmas will be helpful, some of which are interesting in their own right. These lemmas will give some idea of how the conditions are connected, at least for small multiplicities.
Lemma 3.24. Let S be a semigroup. Then
Proof.
(1) We have # Ap(S) = e and the orders of the elements of Ap(S) are the consecutive integers 0, 1, . . . , g(a 1 ). Since the minimal generators all have order 1, g(a 1 ) ≤ e − 1 − (ν − 2) = e − ν + 1.
(2) If S is M-pure symmetric and 2 < ν < e−1, then there are ν −1 elements of Ap(S) with order g(a 1 ) − 1 that are distinct from the minimal generators. Thus, similar to (1), g(a 1 ) ≤ e−1−2(ν−2) = e−2ν+3. For the second statement notice that 2 < ν = e−k and so k + 3 ≤ e. Moreover, g(a 1 ) ≥ 3. So g(a 1 ) ≤ e − 2ν + 3 ⇒ e ≤ 2k + 3 − g(a 1 ) ≤ 2k. (1) S is M-pure.
Proof. (1) ⇒ (3) Since all of the nonzero elements of Ap(S) are minimal generators (with order 1) with the exception of one element w with order 2, maxAp M (S) = {w}. Therefore by Proposition 3.7, S is M-symmetric.
(3) ⇒ (2) Clear.
(2) ⇒ (1) Proposition 3.22.
Lemma 3.26. A semigroup S is symmetric and of maximal embedding if and only if e = 2.
Proof. Let S by symmetric and of maximal embedding. By Proposition 3.6, # maxAp(S) = 1. On the other hand, if S is of maximal embedding dimension, then # maxAp(S) = e−1. Thus e = 2. The converse is clear.
Lemma 3.27. Let S be a symmetric semigroup with embedding dimension 3.
(1) If e = 5, then S is not M-pure.
(2) If e = 6, then S is M-pure.
(3) If e = 7, then S is not M-pure.
Proof. (1) This follows from Lemma 3.24(2).
(2) 3 ≤ ord(w e−1 ) = g(a 1 ) ≤ 4 by Propositions 3.6, 2.10, and Lemma 3.24(1). Suppose that ord(w e−1 ) = 4. Then w e−1 is equal to 4a 2 , 3a 2 + a 3 , 2a 2 + 2a 3 , a 2 + 3a 3 , or 4a 3 . All of these cases lead to a contradiction. If w e−1 = 4a 2 , then Ap(S) = {0, a 2 , , , 3a 2 , 4a 2 } where a 3 and 2a 2 fill the blanks. But then 2a 2 + a 3 = 4a 2 ⇒ a 3 = 2a 2 . If w e−1 = 3a 2 + a 3 , then Ap(S) = {0, a 2 , , , 2a 2 + a 3 , 3a 2 + a 3 } where a 3 , 2a 2 , and a 2 + a 3 fill the blanks. If w e−1 = 2a 2 + 2a 3 , then Ap(S) = {0, a 2 , , , a 2 + 2a 3 , 2a 2 + 2a 3 } where a 3 , 2a 3 , and a 2 + a 3 fill the blanks. If w e−1 = a 2 + 3a 3 , then Ap(S) = {0, a 2 , , , 3a 3 , a 2 + 3a 3 } where a 3 , 2a 3 , a 2 + a 3 , and a 2 + 2a 3 fill the blanks. Lastly if w e−1 = 4a 3 , then Ap(S) = {0, a 2 , a 3 , 2a 3 , 3a 3 , 4a 3 }. But then 2a 2 ≡ 4a 3 mod 6 and 2a 2 < 4a 3 . So we have ord(w e−1 ) = 3 and the orders of the elements of Ap(S) are 0, 1, 1, 2, 2, 3 (not necessarily in that order). By Proposition 3.8 S is M-pure.
(3) The Apéry set of S can be either {0, a 2 , a 3 , 2a 2 , 2a 3 , 3a 2 , 4a 2 = 3a 3 } (< 7, 9, 12 >) {0, a 2 , a 3 , 2a 2 , a 2 +a 3 , 3a 2 = 2a 3 , 4a 2 = a 2 +2a 3 } (< 7, 8, 12 >), or {0, a 2 , 2a 2 , a 3 , 3a 2 , 4a 2 , 5a 2 = 2a 3 } (< 7, 8, 20 >). The orders of the elements are {0, 1, 1, 2, 2, 3, 4}, {0, 1, 1, 2, 2, 3, 4}, {0, 1, 2, 1, 3, 4, 5} respectively. By Proposition 3.8, S is not M-pure.
To see that these are the only possibilities, Let Ap(S) = {0, a 2 , , , , , }. If a 3 fills any of the last three blanks, then Ap(S) = {0, a 2 , 2a 2 , 3a 2 , 4a 2 , 5a 2 , 6a 2 }. So a 3 is a multiple of a 2 , which is a contradiction. The only other possibility that requires some justification to exclude is Ap(S) = {0, a 2 , a 3 , a 2 + a 3 , 2a 2 + a 3 , a 2 + 2a 3 , 2a 2 + 2a 3 }. Since 2a 2 ∈ Ap(S), 2a 2 ≡ a 3 mod 7, and since 2a 3 ∈ Ap(S), 2a 3 ≡ a 2 mod 7. Thus a 2 ≡ 4a 2 mod 7, which implies that a 2 ≡ 0 mod 7. This is a contradiction.
Question 3.28. Let S be a symmetric semigroup with embedding dimension 3, in which case e ≥ 4. It can be shown by combining Proposition 3.22, Lemma 3.26 and Lemma 3.27 that if 4 ≤ e ≤ 7, then S is M-pure if and only if e is even. Does this hold for all e ≥ 4?
The next lemma is an immediate consequence of (Barucci, 2006, Theorem 3.14) .
Examples 3.30. These examples show that in general there are no implications among the conditions symmetry, M-purity, and M-additivity. In addition each example has the least multiplicity and embedding dimension possible.
(1) S =< 2, 3 > is symmetric, M-pure, and M-additive (2) S =< 3, 4, 5 > M-pure and M-additive, but not symmetric (3) S =< 4, 5, 7 > is M-additive, but not symmetric or M-pure (4) S =< 4, 5, 11 > is not symmetric, M-pure, or M-additive (5) S =< 5, 6, 9 > is symmetric and M-additive, but not M-pure (6) S =< 5, 6, 13 > is M-pure, but not symmetric or M-additive (7) S =< 6, 7, 15 > is symmetric and M-pure, but not M-additive (8) S =< 7, 8, 20 > is symmetric, but not M-pure or M-additive Proof. That the embedding dimension cannot be lowered is clear for all the examples by Corollary 3.23.
(1) Corollaries 3.20 and 3.23. That the multiplicity is minimal is clear.
(2) Proposition 3.22 and Lemma 3.26. The multiplicity is minimal since every semigroup with e = 2 is M-symmetric by Corollary 3.23.
(3) It is easy to check that S is not symmetric, so we apply Lemmas 3.25 and 3.29. The multiplicity is minimal since every semigroup with 2 ≤ e ≤ 3 is M-pure by Proposition 3.22.
(4) Same as (3). (5) It is easy to check that S is symmetric, so we apply Proposition 3.21 and Lemma 3.27. The multiplicity is minimal since every symmetric semigroup with 2 ≤ e ≤ 4 is M-pure by Proposition 3.22.
(6) It is easy to check that S is M-pure, but not symmetric. By Lemma 3.29 S is not M-additive. The multiplicity is minimal since every M-pure semigroup with 2 ≤ e ≤ 4 is M-additive by Proposition 3.22, using Lemma 3.25 as well for the case S =< 4, a 2 , a 3 >.
(7) It is easy to check that S is symmetric, so we apply Lemmas 3.27 and 3.29. The multiplicity is minimal since every M-pure symmetric semigroup with 2 ≤ e ≤ 5 is Madditive by Proposition 3.22, using Proposition 3.21 as well for the case S =< 5, a 2 , a 3 >.
(8) It is easy to check that S is symmetric, so we apply Lemmas 3.27 and 3.29. The multiplicity is minimal since every symmetric semigroup with 2 ≤ e ≤ 6 is either M-pure or M-additive by Proposition 3.21, using Lemma 3.27 for the case S =< 6, a 2 , a 3 >.
The Minimal Goto Number of a Numerical Semigroup Ring
Now we consider the minimal Goto number of a semigroup S, which is denoted by τ . Recall that τ is also the minimal Goto number of R = k [[S] ] (Heinzer and Swanson, 2008, Theorem 4.1 ). An open problem is to determine when τ = g(a i ) for some minimal generator a i of S. In particular, when is τ = g(a 1 )? It was shown by Heinzer and Swanson (2008, Theorem 5.10 ) that g(a 1 ) = τ if ν = 2. On the other hand, S =< 7, 11, 20 > and S =< 11, 14, 21 > are examples due to Shen (2008) of semigroups for which τ < g(a i ) for all i. Notice that the latter is symmetric and M-additive.
Definition 4.1. Let S be a semigroup with Ap(S) = {w 0 , w 1 , . . . , w e−1 }.
For a semigroup S with corresponding ring (R, m) = k[[S]], one has the inequalities
where ord(C) = min{ord(t) | 0 = t ∈ C} = min{ord(f + 1), . . . , ord(f + a 1 )} is the m-adic
and r = r(m) is the reduction number m (with respect to x a 1 R).
Indeed by Lemma 2.15, δ ≤ γ. Now consider γ ≤ ord(C). For 1 ≤ α ≤ a 1 we have f + α = w i + ka 1 for some w i ∈ Ap(S) and k ≥ 0. Let w j ∈ S such that w i + w j = w n ∈ Ap(S) and ord(w i ) + w j a 1 ≥ γ. Then f + α + w j = w n + ka 1 . There are two cases. First if f < w n , then w n = f + β for some 1 ≤ β ≤ a 1 . We set β ′ = a 1 − β. Then we
)a 1 is a positive multiple of a 1 , and so k ≥
The second case is when f > w n . We have f + α + w j + v −b n = (1 +
≥ γ. This establishes the second inequality. Now consider ord(C) ≤ τ . If (σ(1), . . . , σ(a 1 )) is the Goto vector of S, then ord(f + α) ≤ σ(α) for 1 ≤ α ≤ a 1 . Thus ord(C) = min{ord(f + 1), . . . , ord(f + a 1 )} ≤ min{σ(1), . . . , σ(a 1 )} = τ , and we have the third inequality.
The fourth inequality τ ≤ g(a 1 ) is trivial, and the last inequality g(a 1 ) ≤ r follows easily from Definition 1.1 since x a 1 R : m r+1 = R. The following examples show that all of these inequalities can be strict.
Examples 4.2.
(1) Let S =< 5, 8, 12 >, then δ = 2 and γ = ord(C) = τ = g(a 1 ) = r = 3.
(2) Let S =< 4, 7, 9 >, then δ = γ = 1 and ord(C) = τ = g(a 1 ) = r = 2.
(3) Let S =< 5, 6, 14 >, then δ = γ = ord(C) = 1, τ = 2, g(a 1 ) = 3, and r = 4.
The next proposition gives sufficient conditions for some of the inequalities in ( * ) to be equalities. Proposition 4.3. Let S be a semigroup and Ap(S) = {w 0 , w 1 . . . , w e−1 }.
for some w i ∈ Ap(S) such that δ e−1−i = δ ⇐⇒ δ = γ.
Proof. (1) follows from Proposition 2.14, and (2) follows from Theorem 3.14(2). (3) The integer δ was introduced because it provides a lower bound for the minimal Goto number of S (in fact for the m-adic order of the conductor ideal C), and because of its connection with the M-purity of S. The latter is the content of the next proposition. Proof. (1) If S is M-pure, then for any w i ∈ Ap(S) there exists w j ∈ Ap(S) such that w i + w j ∈ Ap(S) and ord(w i ) + ord(w j ) = g(a 1 ). Thus δ i = g(a 1 ) for all 0 ≤ i ≤ e − 1. Conversely, let δ = g(a 1 ). Then for any w i ∈ Ap(S) there exists w j ∈ Ap(S) such that w i + w j = w ∈ Ap(S) and ord(w i ) + ord(w j ) = ord(w) = g(a 1 ). Thus S is M-pure.
(2) If S is M-pure and S is M-additive, then by (1) δ = g(a 1 ) and by Theorem 3.14 g(a 1 ) = r. Conversely if δ = r, then in fact δ = g(a 1 ) = r. By (1) S is M-pure and hence by Theorem 3.14 gr m (R) is Cohen-Macaulay.
(3) This follows from Corollary 3.20 and (2).
Corollary 4.5. Let S be a semigroup with corresponding ring
Proof. Theorems 3.14 and 4.4.
Corollary 4.6. For the following semigroups we have δ = γ = ord(C) = τ = g(a 1 ) = r.
(1) S is of maximal embedding dimension.
(2) S is generated by an arithmetic sequence.
Proof. Corollary 3.20, Proposition 3.22, and Theorem 4.4.
We have seen that if gr m (R) is Gorenstein, then τ = g(a 1 ). The next proposition deals with the converse statement. ( Shen (2008, Corollary 2.6 ) was able to show that ord(C) = τ = g(a 1 ) = r when gr m (R) is Gorenstein and ν ≤ 4.
The hypothesis that S is M-pure can be weakened and still have τ = g(a 1 ) if it is assumed that a 2 is sufficiently large.
Proposition 4.10. Let S be pure and
Proof. It suffices to show that γ = g(a 1 ). Let w i ∈ Ap(S). If w i = 0, choose w ∈ maxAp(S). Then γ i = w e−1 a 1 ≥ w a 1 ≥ ord(w) = g(a 1 ). If 0 = w i ∈ maxAp(S), then there exists some w j ∈ Ap(S) such that γ i = ord(w i ) +
By Proposition 3.22 and Theorem 4.4, τ = g(a 1 ) for every symmetric semigroup with e ≤ 4 (in fact in Theorem 5.12 we show that S =< 4, 5, 7 > is the only semigroup with e ≤ 4 such that τ < g(a 1 )). The next theorem concerns symmetric semigroups, in which case more can be proven using Proposition 4.10.
Theorem 4.11. The equality τ = g(a 1 ) holds for every symmetric semigroup with e ≤ 6 except the following semigroups.
(1) S =< 5, 6, 9 > (2) S =< 6, 7, 10, 11 > Proof. We want to find all the symmetric semigroups with e ≤ 6 such that τ < g(a 1 ). By Proposition 3.22, Lemma 3.27, and Theorem 4.4 we need only consider the cases S =< 5, a 2 , a 3 > and S =< 6, a 2 , a 3 , a 4 >.
If S =< 5, a 2 , a 3 >, then Ap(S) = {0, a 2 , a 3 , 2a 2 , 3a 2 = 2a 3 }. Also a 2 ≤ 9 by Proposition 4.10. The only semigroups that satisfy these requirements are S =< 5, 6, 9 > and S =< 5, 8, 12 >. Now it is easy to check that ord(C) = τ = 2 < 3 = g(a 1 ) for S =< 5, 6, 9 >, and that ord(C) = τ = 3 = g(a 1 ) for S =< 5, 8, 12 >.
If S =< 6, a 2 , a 3 , a 4 >, than Ap(S) = {0, a 2 , a 3 , a 4 , 2a 2 , 3a 2 = a 3 + a 4 }. Also a 2 ≤ 11 by Proposition 4.10. The only semigroups that satisfy these requirements are S =< 6, 7, 10, 11 >, S =< 6, 11, 13, 20 >, and S =< 6, 11, 14, 19 >. Again it is easy to check that ord(C) = τ = 2 < 3 = g(a 1 ) for S =< 6, 7, 10, 11 >, and that ord(C) = τ = 3 = g(a 1 ) for the others.
So far in this section, many of the results have been concerned with the equality τ = g(a 1 ). By Proposition 3.22, S is M-pure and τ = g(a 1 ) if ν = 2 or ν = e. Also by this proposition S is M-pure and τ = g(a 1 ) if it is symmetric and e ≤ 4. The next two examples show that this is the best we can do when we are considering all semigroups with a fixed multiplicity and embedding dimension, or a fixed multiplicity when S is symmetric.
Example 4.12. If 2 < ν < e, then the semigroup S =< e, e + 1, . . . , e + ν − 2, 2e − 1 > has embedding dimension ν, multiplicity e, and τ < g(a 1 ). The only claim that requires some justification is that τ < g(a 1 ).
There are two kinds of elements in Ap(S), so we write Ap(S) = A ∪ B where A = {(e + h) + k(e + ν − 2) | 1 ≤ h ≤ ν − 2, 0 ≤ k} and B = {l(2e − 1) | 1 ≤ l}. Likewise there are two kinds of elements in Ap(S; 1), so we write Ap(S; 1) = A ′ ∪ B ′ where A ′ = {l(2e − 1) | 1 ≤ l} and B ′ = {l(2e − 1) + e | 1 ≤ l}. Now let L ≥ 1 be the largest integer m such that {me, me + 1, . . . , me + e − 1} ⊂ S. We consider two cases. In both cases we have τ = min{σ(1), σ(2), . . . , σ(e)} ≤ σ(1) < σ(e) = g(a 1 ), where (σ(1), σ(2), . . . , σ(e)) is the Goto vector of S. If L = 2n − 1, then max{ord(w) | w ∈ A} = L + 1 = 2n and max{ord(w) | w ∈ B} = n. Thus σ(e) = 2n. On the other hand max{ord(w) | w ∈ A ′ } = n and max{ord(w) | w ∈
If L = 2n, then max{ord(w) | w ∈ A} = L + 1 = 2n + 1 and max{ord(w) | w ∈ B} = n + 1. Thus σ(e) = 2n + 1. On the other hand max{ord(w) | w ∈ A ′ } = n and max{ord(w) | w ∈ B ′ } = n + 1. Thus σ(1) = n + 1.
Example 4.13. If e ≥ 5, then the semigroup S =< e, e + 1, e + 4, e + 5, . . . , 2e − 1 > is symmetric, has multiplicity e, and τ < g(a 1 ). We have S = {0, e, e + 1, e + 4, e + 5, . . . , 2e − 1, 2e, 2e + 1, 2e + 2, 2e + 4, →} Clearly the multiplicity of S is e. Moreover, f = 2e + 3 and in the set {0, 1, . . . , 2e + 3} exactly half are in S and half are not in S. Thus S is symmetric. Lastly τ = min{ord(f + 1), ord(f + 2), . . . , ord(f + a 1 )} ≤ ord(f + 1) = ord(2e + 4) = 2 < 3 = ord(3e + 3) = ord(f + a 1 ) = g(a 1 ).
In the next proposition τ is related to the multiplicity and embedding dimension in special cases.
Proposition 4.14. Let S be a semigroup.
(1) τ ≤ e − ν + 1 (2) τ ≤ e − 2ν + 3 if S is M-pure symmetric and 2 < ν < e − 1.
if S is generated by an arithmetic sequence.
Proof. (1) and (2) follow from Lemma 3.24. For (3) and (4), we have τ = g(a 1 ) by Corollary 4.6. In the proof of Proposition 3.22 we have the Apéry sets for these semigroups, from which we can determine g(a 1 ) by Proposition 2.10. The result follows.
The next proposition gives a class of numerical semigroup rings R for which every parameter ideal Q of R has the same Goto number. It is important to note that this result is not restricted to the monomial parameter ideals. This extends a result of Goto, Kimura and Matsuoka (2007, Theorem 3.3) . . Let 2 ≤ n ≤ ν and 0 ≤ k ≤ q. Then Ap(S) = {0, a n + ka ν } where 2 ≤ n + k(ν − 1) ≤ e. If m = 0, then f = qa ν − a 1 = qa 1 − 1. So
Computing the Goto Numbers of a Numerical Semigroup
In this section we consider computing all the Goto numbers of a semigroup S in terms of its minimal generators. As an intermediate step, we will compute them in terms of the elements of the Apéry set of S. Recall that by Definition 2.2, Ap(S) = {w 0 , w 1 , . . . , w e−1 } = {v 0 , v 1 , . . . , v e−1 } and w i = v b ı ≡ ı mod e where 1 ≤ ı ≤ e. Moreover, we will allow the subscript of v n to be any integer by agreeing that v n = v m if and only if n ≡ m mod e. We begin by noting that ı = w i − (
With this representation of ı, A(u) for u ∈ S is determined in Lemma 5.1. We make use of Lemma 2.1, and properties of ceiling and floor functions throughout this section. For more about ceiling and floor functions see (Graham, Knuth and Patashnik, 1995 , Chapter 3).
Lemma 5.1. Let S be a semigroup and u ∈ S. Choose w h to be the largest element of Ap(S) such that w h < u, and write u = w p + ka 1 where w p ∈ Ap(S) and k ≥ 0. Then
Proof. First we show that A(u) = {u−w q −( u−wq a 1 −1)a 1 | w q < u}. Indeed let α ∈ A(u). Then α = u − u ′ for some u ′ ∈ S, and we can write u ′ = w q + ( u−wq a 1 − 1)a 1 where w q ∈ Ap(S). Thus α = u − w q − ( u−wq a 1 − 1)a 1 where w q < u. Conversely, if w q < u, then set α = u − w q − ( u−wq a 1 − 1)a 1 . We have 1 ≤ α ≤ a 1 and u − α ∈ S, thus α ∈ A(u). Now we have
Corollary 5.2. Let S be a semigroup and u ∈ S. Then
Let S = {λ 0 , λ 1 , λ 2 , . . . } be an enumeration of S and let π i = # A(λ i ). Corollary 5.2 shows that the sequence (π i ) has the structure 0, 1, . . . , 1, 2, . . . , 2, · · · , a 1 − 1, . . . , a 1 − 1, a 1 , . . .
and the jumps occur at elements of Ap(S).
Lemma 5.3 gives a workable description of the elements of the Goto set of a semigroup. Recall that the Goto set of S is the Goto vector taken as a set. The following proposition expresses the Goto number of a nonzero element in terms of the Apéry set. If S is symmetric this can be refined, and even more so if S is M-additive symmetric. Proposition 5.4 is the intermediate step referred to at the beginning of Section 5.
Lemma 5.3. Let S be a semigroup and gs(S) = {σ( ı ) | 0 ≤ i ≤ e − 1}. Then
, and by Lemma 3.2 {p + a 1 | p ∈ T } = maxAp(S). This shows the first equality. For the second, notice that w + w 0 − a 1
by Lemma 2.1.
Proposition 5.4. Let S be a semigroup and 0 = u ∈ S. Set u = w p + ka 1 for some w p ∈ Ap(S) and k ≥ 0, and let w h be the largest element of Ap(S) strictly smaller than u. Then
If S is symmetric this reduces to
and if S is M-additive symmetric we further have
Proof. The first two equalities follow from Lemmas 5.1 and 5.3. When S is symmetric, maxAp(S) = {w e−1 }. Also w e−1 − v n = v e−1−n for all v n ∈ Ap(S). Thus we have the next three equalities. The last equality follows from Lemma 3.13.
Recall from Section 4 that for a semigroup S, we always have γ ≤ ord(C) ≤ τ ≤ g(a 1 ) ≤ r. By Proposition 4.3, ord(C) = τ if S is symmetric and g(a 1 ) = r if S is M-additive. We can say more if S is M-additive symmetric. 
The next proposition and its corollary also give the Goto numbers of S in terms of the Apéry set of S. This time we consider an M-additive symmetric semigroup with the added condition that τ = g(a 1 ). This includes the case when S is M-symmetric, which is the subject of its corollary.
Proposition 5.6. Let S be M-additive symmetric and τ = g(a 1 ). Then
(2) g(u) = ord(w e−1 ) = τ for all other u ∈ S.
Proof. (1) follows from Proposition 5.4, and (2) follows from Propositions 2.10 and 2.11.
Proof. Using Proposition 5.6, we only need to notice that ord(v e−1+b ı−b  ) = ord(w e−1 −
Finally we come to the the main results of this section. Theorems 5.8 and 5.10, regarding symmetric semigroups generated by an arithmetic sequence and symmetric semigroups of almost maximal embedding dimension, make use of Corollary 5.7; whereas Theorem 5.11 considers semigroups of maximal embedding dimension and makes use of Lemma 5.3. The last two results, Theorems 5.12 and 5.13, provide a complete computation of the Goto numbers of the semigroups with multiplicity less than 5, and with multiplicity equal to 5 if the semigroup is symmetric.
Theorem 5.8. Let S be a semigroup generated by an arithmetic sequence such that q = (e − 2)/(ν − 1) is an integer. Then
Proof. By Corollary 3.23, S is M-symmetric and we can apply Corollary 5.7. Thus g(w i ) = min 0≤j<i {τ + and g(u) = τ for all other u ∈ S. Let 2 ≤ n ≤ ν and 0 ≤ k ≤ q. We have Ap(S) = {0, a n + ka ν } for 2 ≤ n + k(ν − 1) ≤ e, and ord(a n + ka ν ) = k + 1. So τ = ord(w e−1 ) = ord(a 2 + qa ν ) = q + 1, giving us (3). For (1) and (2), we need the following claims which we verify at the end of the proof Claims.
(2)
, and by Claim (2) we have
for 1 ≤ i ≤ e − 1. Now let w i = a n + ka ν . By Claim (3) i = k(ν − 1) + n − 1, and so e − i = q(ν − 1) + 2 − (k(ν − 1) + n − 1) = (q − k)(ν − 1) − n + 3. We have two cases. If n = 2, then e − i = (q − k)(ν − 1) + 1 and w e−i = a 2 + (q − k)a ν . If 3 ≤ n ≤ ν, then e − i = (q − k − 1)(ν − 1) + ν − n + 2 and w e−i = a ν−n+3 + (q − k − 1)a ν . Thus we have
and for 3 ≤ n ≤ ν g(a n + ka ν ) = τ + w e−i a 1 − ord(w e−i )
This proves (1) and (2) of the proposition. Now it remains to verify the claims. Claim (3) is clear. For Claim (1), note that there exists a d such the a n = e + (n − 1)d for 2 ≤ n ≤ ν. If w i = a n + ka ν , then
, let w i = a n + ka ν . We consider two cases. First assume that w i+1 = a n+1 + ka ν . Then ord(w i ) = ord(w i+1 ), and thus the result follows. For the second case assume that w i+1 = a 2 + (k + 1)a ν . Then we have w i = a ν + ka ν . Thus ord(w i )+1 = ord(w i+1 ) and
. So
Corollary 5.9 considers the special case when S =< a 1 , a 2 >. This case was also considered by Heinzer and Swanson (2008, Theorem 5.5) , and the corollary extends their theorem.
Corollary 5.9. Let S =< a 1 , a 2 > be a semigroup. Then
Proof. S is generated by an arithmetic sequence and q = e − 2/ν − 1 = e − 2. So we can apply Theorem 5.8. Thus for 1 ≤ k ≤ a 1 − 1,
This proves (1). Now for any other 0 = u ∈ S, u ∈ Ap(S). Thus g(u) = q + 1 = a 1 − 1, and this proves (2).
Theorem 5.10. Let S be symmetric and of almost maximal embedding dimension. Then
Proof. By Corollary 3.23, S is M-symmetric and we can apply Corollary 5.7. We have Ap(S) \ {0} = {a 2 , a 3 , . . . , a ν , a i + a j } where i + j = ν + 2. (4) follows from noting that for u ∈ Ap(S), g(u) = g(a 1 ) = ord(a 2 + a ν ) = 2. For (1), we note that g(a 2 ) = 2
Similarly for (3), we have g(a 2 + a ν ) = 1 + a k a 1
where a k = min{v b − e−1 | 0 ≤ j < e − 1} = a 2 .
Theorem 5.11. Let S have maximal embedding dimension. if 1 ≤ i ≤ e − 1. Now (1), (2), and (3) follow from Lemma 5.1, and (4) follows from Proposition 2.10 since for u ∈ Ap(S), g(u) = g(a 1 ) = ord(a ν ) = 1.
To apply Theorems 5.10 and 5.11, the equations a k = v − b 1 and a k = min{v b −b ı | 0 ≤ j < i} must be solved. The proof of part (3) of Theorem 5.12 illustrates how this can be done. The proofs of the other parts of Theorems 5.12 and 5.13 for which Theorems 5.10 and 5.11 apply follow similarly and are omitted. The same idea also works when Proposition 5.6 is used for part (2) of Theorem 5.13.
Theorem 5.12. Let S be a semigroup with e ≤ 4. Then one of the following assertions holds. e = 2
(1) S =< 2, a 2 > g(a 2 ) = a 2 2 g(u) = 1 for all other u ∈ S e = 3
(2) S =< 3, a 2 > g(a 2 ) = a 2 − a 2 3 − 1 g(2a 2 ) = a 2 − 2a 2 3 g(u) = 2 for all other u ∈ S (3) S =< 3, a 2 , a 3 > g(a 2 ) = For (5b) we have Ap(S) = {0, a 2 , 2a 2 , a 3 } or Ap(S) = {0, a 2 , a 3 , 2a 2 }. In either case maxAp{a 3 , 2a 2 }. Let w j = a 3 and w k = 2a 2 where {j, k} = {2, 3}. We have σ( 0 ) = ord 2a 2 = 2. The other elements of the Goto set can be determined using Lemma 5.3. First notice that v − b 1 = a 3 , v −b  = a 2 , and v − b k = 2a 2 . Thus σ( 1 ) = Clearly σ( 0 ) is less than or equal to both σ(  ) and σ( k ). Moreover, by the assumption that S =< 4, 5, 7 >, σ( 0 ) is less than or equal to σ( 1 ). Thus g(a 1 ) = σ( 0 ) = τ , and for u ∈ Ap(S), g(u) = g(a 1 ) = σ( 0 ) = 2. Now to compute the Goto numbers for the nonzero elements of Ap(S), we consider some cases. Using Lemma 5.1 we have Now (5b) follows from Corollary 2.7 once we observe that if a 3 < a 1 + a 2 , then a 3 = a 2 + 2.
Theorem 5.13. Let S be a symmetric semigroup with e = 5. Then one of the following assertions holds.
(1) S =< 5, a 2 > g(a 2 ) = a 2 − a 2 5 − 1 g(2a 2 ) = a 2 − (1) follows from Corollary 5.9; (2) follows from Proposition 5.6, which can be applied due to Proposition 3.21 and Theorem 4.11; and (4) follows from Theorem 5.10.
(3) S =< 5, 6, 9 >= {0, 5, 6, 9, 10, 11, 12, 14, →} where the → indicates that all integers greater than 14 are in S. Then T = {13} and A(S) = {1, 2, 3, 4, 5}. We have σ(1) = ord(14) = 2, σ(2) = ord(15) = 3, σ(3) = ord(16) = 3, and σ(4) = ord(17) = 3. Now the Goto vector of S is gv = (2, 3, 3, 3, 3) and we see that for 0 = u ∈ S, if 1 ∈ A(u), then g(u) = 2 and otherwise g(u) = 3. Thus the result follows.
