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Abstract
In the framework of ARMA models, we consider testing the reliability of the standard asymptotic co-
variance matrix (ACM) of the least-squares estimator. The standard formula for this ACM is derived under
the assumption that the errors are independent and identically distributed, and is in general invalid when the
errors are only uncorrelated. The test statistic is based on the difference between a conventional estimator
of the ACM of the least-squares estimator of the ARMA coefﬁcients and its robust HAC-type version. The
asymptotic distribution of the HAC estimator is established under the null hypothesis of independence, and
under a large class of alternatives. The asymptotic distribution of the proposed statistic is shown to be a
standard 2 under the null, and a noncentral 2 under the alternatives. The choice of the HAC estimator is
discussed through asymptotic power comparisons. The ﬁnite sample properties of the test are analyzed via
Monte Carlo simulation.
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1. Introduction
The standard statistical inference of time-series models relies on methods for ﬁtting ARMA
models by model selection and estimation followed by model criticism through signiﬁcance tests
and diagnostic checks on the adequacy of the ﬁtted model. The large sample distributions of the
statistics involved in the so-called Box–Jenkins methodology have been established under the
assumption of independent white noise. Departure from this assumption can severely alter the
large sample distributions of standard statistics, such as the empirical autocovariances considered
in [37,2], the estimators of the ARMA parameters considered in [10] or the portmanteau statistics
considered in [28,14]. Unfortunately, ARMA models endowed with an independent white noise
sequence, referred to as strongARMAmodels, are often found to be unrealistic in applications. On
the other hand,weakARMAmodels (i.e. inwhich the noise is not required to be independent nor to
be amartingale difference) have found increasing interest in the recent statistical literature (see [14]
and references therein). Relaxing the strong assumptions on the noise allows for a great generality.
Indeed, a large variety of well-known nonlinear processes admit (weak) ARMA representations.
Other examples of weak ARMA processes are obtained from usual transformations (such as
aggregation) of strong ARMA processes. Of course weak ARMA models do not capture the
whole dynamics of the series. Only optimal linear predictions can be deduced from nonstrong
ARMA and improvements can be expected from using nonlinear models.
One important consequence of the nonindependence of the errors in ARMA models is that
the standard formula for the asymptotic covariance matrix (ACM) of the least-squares estimator
(LSE) generally becomes invalid. Our aim in this paper is to develop a procedure for testing
the reliability of this standard ACM. An informal presentation of the test is as follows, precise
notations and assumptions being introduced in the next section. Let  denote the vector of the
ARMA coefﬁcients, and let ˆn denote the LSE of  for a sample of size n. Then, under appropriate
conditions, the
√
n-difference between ˆn and the true parameter value converges in distribution
to a N (0,(1)), where (1) depends only on  when the ARMA is strong. When the noise is
not independent, the asymptotic distribution turns out to be N (0,(2)) where (2) involves the
fourth-order structure of the noise. The ACM (1) and (2) coincide in case of a strong ARMA
process, but they will be different, in general, in the weak situation. The aim of the paper is to test
H0 : (1) = (2) against H1 : (1) = (2).
It should be noted that H0 is not equivalent to the noise independence. Hypothesis H0 is the
consequence of independence that matters as far as the asymptotic precision of the LS estimator
is concerned. The test proposed in this paper is built on the difference between consistent es-
timators of the two ACM. Scaled in an appropriate way, this difference will have two different
behaviors: it will converge to a nondegenerate distribution if the ARMA process is strong and
to inﬁnity under H1. The matrix (2) involves a long-run variance (LRV) matrix I of the form
limn→∞ 1n
∑n
s,t=1 Cov(Vt , Vs). Many papers in statistics or econometrics deal with LRV esti-
mation. Examples include the estimation of the optimal weighting matrix for general method of
moments estimators deﬁned in [18], the estimation of the covariance matrix of the error term in
unit root tests deﬁned in [34], the estimation of the asymptotic variance of sample autocovariances
of nonlinear processes considered e.g. in [2]. Other important contributions are [31,15,1,17,8].
Heteroskedasticity and autocorrelation consistent (HAC) estimation of LRV matrices are gen-
erally based on kernel methods, which have been developed earlier in the literature of spectral
density estimation. It is worth noting that the LRV matrix I is also 2 times the spectral density
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matrix of the multivariate process (Vt ) evaluated at frequency zero. For this reason it is natural
to try to use the existing results on spectral density estimation (see [36] for a major reference).
However, such results require linearity of the process (Vt ) (generally in the strong sense 1 ), which
is not the case in this paper. For this reason we do not rely on the literature devoted to the spectral
density estimation.
The asymptotic distribution of the ACM estimators is rarely considered in the literature dealing
with HAC estimation. This is not very surprising since ACM are mainly used to build conﬁdence
intervals, the asymptotic validity of which is guaranteed by the weak consistency of the ACM
estimators. For the testing problem of this paper weak consistency does not sufﬁce. See [35]
for the asymptotic distribution for a HAC estimator in the framework of robust regression. The
main difﬁculty of the present paper is to derive the asymptotic distributions of the HAC estimator
of (2), under both assumptions of weak and strong ARMA. Those distributions are needed to
construct the asymptotic critical region of our test and to analyze its asymptotic power. It should
be noted that we set primitive assumptions on the noise of the ARMA representation, not on the
process Vt . Hence our results do not apply to general HAC estimation.
The order of the paper is as follows. Section 2 introduces the notion of weak ARMA repre-
sentations and displays an example. Section 3 presents notations and brieﬂy overviews results
concerning the asymptotic behavior of the LSE in the weak ARMA framework. Section 4 estab-
lishes the asymptotic distribution of the above-mentioned HAC estimator. Section 5 introduces
the test statistic and derives its asymptotic properties under the null of strong ARMA, and under
the alternative of weak ARMA model. In Section 6, the choice of the HAC estimator is discussed
through asymptotic power comparisons. The ﬁnite sample performance of the tests is studied.
Proofs and additional notations are in Section 7. Section 8 concludes.
2. Weak ARMA models
It is not very surprising that number of nonlinear processes admit an ARMA representation.
Indeed, theWoldTheoremstates that any purely nondeterministic, second-order stationary process
(Xt ) can be represented by an inﬁnite MA representation. When the inﬁnite MA polynomial is
obtained as the ratio of two ﬁnite-order polynomials, the nonlinear process also admits a ﬁnite-
order ARMA representation. This representation is weak because the noise is only the linear
innovation of (Xt ) (otherwise (Xt ) would be a linear process). This distinction has important
consequences in terms of prediction. The predictors obtained from a weak ARMA model are
only optimal in the linear sense. They are particularly useful if the nonlinear dynamics of (Xt ) is
difﬁcult to identify, which is often the case given the variety of nonlinear models. It is also crucial
to take into account the differences between weak and strong ARMA models in the different steps
of the methodology of Box and Jenkins. When the noise is only uncorrelated, the tools provided
by the standard Box–Jenkins methodology can be quite misleading. Recent papers cited in the
introduction have been devoted to the correction of such tools and have attempted to develop tests
and methods allowing to work with a broad class of ARMA models. It is, however, of importance
to know, in practical situations, when these new methods are required and when the classical ones
are reliable. Needless to say that the latter procedures are simpler to use, in particular because
they are widely implemented in all standard statistical softwares. It is precisely the purpose of the
present paper to develop a test of the reliability of such procedures.
1 See however [23] for HAC estimation results in a context of nonindependent, conditionally homoskedastic, errors.
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Examples of ARMA representations of bilinear processes,Markov switching processes, thresh-
old processes, processes obtained by temporal aggregation of a strong ARMA, or by linear com-
bination of independent ARMA processes can be found in [37,10,11]. To construct a simple
example of weak ARMA model obtained by transformation of a strong ARMA process, let us
consider the following bivariate MA(1) model:(
X1t
X2t
)
=
(
1t
2t
)
+
(
b11 b12
b21 b22
)(
1t−1
2t−1
)
,
where
{
1t , 2t
}′
t
is a centered iid sequence with covariance matrix (ij ). It is easy to see that the
ﬁrst component of the strong bivariate MA(1) model satisﬁes a univariate MA(1) model of the
form X1t = t + t−1, where  ∈ (−1, 1) is such that

1 + 2 =
EX1tX1t−1
EX21t
= 11b11 + 12b12
11(1 + b211) + 22b212 + 212b11b12
.
From t + t−1 = 1t + b111t−1 + b122t−1, we ﬁnd
t = (b11 − )(1t−1 − 1t−2) + b12(2t−1 − 2t−2) + Rt ,
where Rt is centered and independent of X1t−1. Therefore
EX21t−1t = (b11 − )
{
(1 − b211)E31t − b212E1t22t − 2b11b12E21t2t
}
+ b12
{
(1 − b211)E21t2t − b212E32t − 2b11b12E1t22t
}
.
The random variable X21t−1 belongs to {s , s < t}. It can be seen that, in general, EX21t−1t =
E[X21t−1E(t |t−1, . . .)] = 0. Thus, (t ) is not a martingale difference. So the MA(1) for X1t is
only weak.
3. Notations and preliminary asymptotic results
In this section we introduce the main notations and recall some results established in [10,11].
Let X = (Xt )t∈Z be a real second-order stationary ARMA(p, q) process such that, for all t ∈ Z,
Xt +
p∑
i=1
iXt−i = t +
q∑
i=1
	it−i . (1)
We consider the estimation of parameter  = (1, . . . , p+q)′ ∈ Rp+q with true value 0 =
(1, . . . ,p,	1, . . . ,	q)
′
. Let (z) = 1 + 1z+ · · · + pzp and(z) = 1 + p+1z+ · · · +
p+qzq be the AR and MA polynomials. 2 For any 
 > 0, let the compact set

 = { ∈ Rp+q; the zeros of (z) and (z) have moduli1 + 
}.
2 For ease of presentation we have not included a constant in the ARMA model. This can be done without altering the
asymptotic behaviors of the estimators and test statistics introduced in the paper. The subsequent analysis apply to data
that have been adjusted by subtraction of the mean.
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We make the following assumptions.
A1.  = (t ) is a strictly stationary sequence of uncorrelated random variables with zero mean
and variance 2 > 0, deﬁned on some probability space (, A, P ).
A2. 0 belongs to the interior of 
, and the polynomials 0(z) and 0(z) have no zero in
common.
A3. p and 	q are not both equal to zero (by convention 0 = 	0 = 1).
For all  ∈ , let t () = −1 (B)(B)Xt , where B denotes the backshift operator. Given
a realization X1, X2, . . . , Xn of X, the t () can be approximated, for 0 < tn, by et () =
−1 (B)(B)(Xt11 tn).
The random variable ˆn is called LSE if it satisﬁes, almost surely,
Qn(ˆn) = min
∈

Qn() where Qn() = 12n
n∑
t=1
e2t (). (2)
Deﬁne the strong ARMA assumption:
A4. The random variables t are independent and identically distributed (iid) and Xt = −10 (B)
0(B)(t ) for t ∈ Z.
In the ARMA models statistical literature, most results are obtained under A4. Less restrictive
hypotheses rely on the -mixing (strong mixing) coefﬁcients {(h)}h0 for (t ), or {X(h)}h0
for (Xt ).
A5. The mixing coefﬁcients of the sequence (t ) verify
∑∞
h=0 {(h)}

2+ < ∞, for some  > 0,
and Xt = −10 (B)0(B)(t ) for t ∈ Z.
A5′. We have Xt = −10 (B)0(B)(t ) for t ∈ Z, and the mixing coefﬁcients of the sequence
(Xt ) verify
∑∞
h=0 {X(h)}

2+ < ∞, for some  > 0.
These assumptions will allow us to use a Central Limit Theorem for triangular arrays proved in
[12]. See for instance [16,27] for other types of dependence assumptions in the framework of
ARMA models. It is well known that A5 and A5′ are not equivalent. In [33,6] it was shown that,
for a wide class of processes, the mixing conditions A5 and/or A5′ are satisﬁed. Let
J () = lim
n→∞
2
′
Qn() a.s. I () = lim
n→∞ Var
(√
n


Qn()
)
.
The following theorem gives already-established results concerning the asymptotic behavior of
the LSE. The symbol d denotes convergence in distribution as the sample size n goes to inﬁnity.
Theorem 1. Assume that A1–A3 hold. If E2t < ∞ and A4 holds, then ˆn is strongly consistent
and
√
n(ˆn − 0) d N (0,(1)) where (1) = 2J−1(0). (3)
If E4+2t < ∞ and either A5 or A5′ holds, then ˆn is strongly consistent and
√
n(ˆn − 0) d N (0,(2)) where (2) = J−1(0)I (0)J−1(0). (4)
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Obviously the moment assumptions on  could be replaced by the same assumption on X. The
convergence under A4 is standard (see e.g. [5]). In [10], the convergence (4) is established under
A5′. It can be shown that the result remains valid under A5. Note that the ﬁniteness of E4t is
required for the existence of (2). 3
Remark 1. Straightforward computations show that
I () =
+∞∑
i=−∞
i () where i () = Eut ()u′t+i (), ut () = t ()
t

().
Remark 2. Under A4 the asymptotic variances (1) and (2) are clearly equal. However it may
also be the case that (1) = (2) under A5 or A5′. More precisely we have
(1) = (2) ⇔ I (0) = 2J (0)
⇔
+∞∑
i=−∞
Eut (0)u
′
t+i (0) = 2E
(
t

(0)
)(
t

(0)
)′
,
where all quantities are taken at 0. In particular, the asymptotic variances are equal when the
process
(
t
t

)
is a noise and 2t is uncorrelated with
(
t

) (
t

)′
. In the case of a martingale
difference the former condition holds but, in general, the latter condition does not. More precisely
we have, when (t ) is a martingale difference
(1) − (2) = E
(
2t
t

t
′
)
− E
(
2t
)
E
(
t

)(
t

)′
.
For example if the model is an AR(1) with true value 0 = 0, then t = Xt−1 = t−1. Thus
we have (1) − (2) = Cov(2t , 2t−1), which is not equal to zero in presence of conditional het-
eroskedasticity. When (t ) is not a martingale difference, the sequence
(
t
t

)
is not uncorrelated
in general and the difference between (1) and (2) can be substantial, as illustrated in Fig. 1.
Interestingly, it is also seen on this example that (1) −(2) is not always positive deﬁnite. There-
fore, for some linear combinations of the ARMA parameters, a better asymptotic accuracy may
be obtained when the noise is weak than when it is strong. The same remark was made in [37] on
another example.
Consistent estimation of the matrix J = J (0) = E  t (0) ′ t (0) involved in (3) and (4)
is straightforward, for example by taking
Jˆ = Jˆn(ˆn), Jˆn() = 1
n
n∑
t=1


et ()

′
et (). (5)
3 When the strong mixing coefﬁcients decrease at an exponential rate (which is the case for a large class of processes)
 can be chosen arbitrarily small in A5 or A5′. Thus E4+2t < ∞ is a mild assumption.
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Fig. 1. (2)(1, 1)/(1)(1, 1) as function of b ∈ [−0.9, 0.9] and p ∈ [0.1, 1] for the model
∀t ∈ Z,
{
Xt + aXt−1 = t + bt−1
t = t + (c − 2ct )t−1,
where a = −0.5 and c = 1, (t ) is an i.i.d. N (0, 1) sequence, (t ) is a stationary Markov chain, independent of (t ),
with state space {0, 1} and transition probabilities p = P(t = 1|t−1 = 0) = P(t = 0|t−1 = 1) ∈ (0, 1). It can be
shown that (t ) is a white noise.
Estimation of the matrix I = I (0) is a much more intricate problem and is the object of the next
section.
4. Asymptotic distribution of the HAC estimator of the covariance matrix I
The formula displayed in Remark 1 motivates the introduction of a HAC estimator of I of the
general form
Iˆ = Iˆn(ˆn) =
+∞∑
i=−∞
(ibn)ˆi (ˆn), (6)
involving the ARMA residuals et (ˆn) through the functions
ˆi () = ˆ−i ()′ =
⎧⎨
⎩
1
n
∑n−i
t=1 et ()

et ()

′ et+i ()et+i (), 0 i < n,
0, in.
In (6), (·) is a kernel function belonging to the set K deﬁned below, and bn is a size-dependent
bandwidth parameter. When i is large relative to n, i (0) is in general poorly estimated by
ˆi (ˆn) which is based on too few observations. Consistency of Iˆ therefore requires that the
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weights (ibn) be close to one for small i and close to zero for large i. In particular, the naive
estimator
∑∞
i=−∞ ˆi (ˆn) is inconsistent. 4 The set K is deﬁned by
K = {(·) : R → R | (0) = 1, (·) is even,
has a compact support [−a, a] and is continuous on [−a, a]} . (7)
Various kernels(·) belonging toK are available for use in (6). Standard examples are the rectan-
gular kernel (x) = 1[−1,1](x), the Bartlett kernel (x) = (1− |x|)1[−1,1](x), the Parzen kernel
(x) = (1−6x2 +6|x|3)1[0,1/2](|x|) + 2(1−|x|)31(1/2,1](|x|) or the Tukey–Hanning kernel(x)
= 0.5 {1 + cos(x)} 1[−1,1](x). The properties of kernel functions have been extensively studied
in the time-series literature (see e.g. [36]). For a given kernel (·) in K, let 2 = ∫ 2(x)dx.
We denote by A ⊗ B the Kronecker product of two matrices A and B, vecA denotes the vec-
tor obtained by stacking the columns of A, and vechA denotes the vector obtained by stacking
the diagonal and subdiagonal elements of A (see e.g. [19]) for more details about these matrix
operators). Let D denote the (p + q)2 × (p + q)(p + q + 1)/2 duplication matrix, 5 and let
D+ = (D′D)−1D′. Thus D+vec(A) = vech(A) when A = A′.
4.1. Under the assumption of strong ARMA
Our ﬁrst asymptotic normality result on Iˆ requires 6
lim
n→∞ bn = 0, limn→∞ nb
4
n = +∞. (8)
Theorem 2. Let A1–A3 hold and let (8) be satisﬁed. If E4+t < ∞ and A4 holds, then Iˆ deﬁned
by (6), with (·) ∈ K, is consistent and
√
nbn vech
(
Iˆ − I
)
d N
(
0, 22D+(I ⊗ I )D+′
)
.
Next, we give a corresponding result for the estimator of the difference between the ACM under
the two set of assumptions, (1) − (2), upon which the test of the next section will be based.
Let ˆ
(1) = ˆ2Jˆ−1, ˆ(2) = Jˆ−1Iˆ Jˆ−1, ˆ2 = Qn(ˆn).
Theorem 3. Let the assumptions of Theorem 2 hold. Then
√
nbn vech
(
ˆ
(2) − ˆ(1)
)
d N
(
0, 22D+((1) ⊗ (1))D+′
)
:= N (0,) .
4 Indeed, we have
∑
i
ˆi (ˆn) = n−1
{∑
t
et (ˆn)


et (ˆn)
}2
= 0.
5 D transforms vech(A) into vec(A), for any symmetric (p + q) × (p + q) matrix A.
6 Recent papers [24,25] have suggested the use of kernels with bandwidth equal to the sample size, i.e. bn = 1/n in our
notations. It is well known that this choice of bandwidth results in inconsistent LRV estimators. However, in [24,25] it is
shown that, because the LRV matrix plays the role of a nuisance parameter, asymptotically valid tests statistics (nuisance
parameter free) can be constructed based on such inconsistent estimators. In our framework it is of course crucial to have
a consistent estimator of the matrix I .
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The asymptotic distribution of
√
nbn vech
(
ˆ
(2) − ˆ(1)
)
is nondegenerate. The nonsingularity
of (1) results from Theorem 1 and the determinant of  is, up to a constant, equal to the
determinant of (1) at the power (p + q)2 + 1 (see [29, Theorem 3.14]). Moreover, we have
−1 = (242)−1D′(J ⊗ J )D = (22)−1D′((1) ⊗ (1))−1D. (9)
Explicit expressions for the asymptotic covariance matrices appearing in Theorems 1 and 3 can
be obtained for the MA(1) and AR(1) models.
Corollary 1. Let Xt = t + 	1t−1, where t iid (0, 2), 2 > 0 and |	1| < 1. Then Theorem 1
holds with (1) = (2) = 1 − 	21 and√
nbn
(
ˆ
(2) − ˆ(1)
)
d N (0, 22(1 − 	21)2).
The same results hold for the stationary solution of the AR(1) model Xt + 1Xt−1 = t with
1 = 	1 and under the same noise assumptions.
4.2. Under the assumption of weak ARMA
Next we state additional assumptions on the kernel at zero and on ut (0) to obtain asymptotic
results for the HAC estimator when the ARMA is not strong. Following [32], deﬁne for any kernel
(·),
(r) = lim
x→0
1 − (x)
|x|r for r ∈ [0,+∞).
The largest exponent r such that (r) exists and is ﬁnite characterizes the smoothness of (·) at
zero. 7 Let the matrix
I (r) =
∞∑
i=−∞
|i|ri (0) for r ∈ [0,+∞).
Let
ut = ut (0) = t t (0) := (ut (1), . . . , ut (p + q))
′.
Denote by 1,...,8(0, j1, . . . , j7) the eighth-order cumulant of (ut (1), ut+j1(2),
. . . , ut+j7(8)) (see [4, p. 19]), where 1, . . . , 8 are positive integers less thanp+q and j1, . . . , j7
are integers. We consider the following assumptions.
A6. E(16t ) < ∞ and for all 1, . . . , 8
+∞∑
j1=−∞
· · ·
+∞∑
j7=−∞
∣∣1,...,8(0, j1, . . . , j7)∣∣ < ∞.
7 As noted in [1], for the rectangular kernel, (r) = 0 for all r0. For the Bartlett kernel, (1) = 1 and (r) = ∞ for
all r > 1. For the Parzen and Tukey-Hanning kernels, (2) = 6 and 2/4, respectively, (r) = 0 for r < 2, (r) = ∞
for r > 2.
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A7. For some r0 ∈ (0,+∞),
lim
n→∞ nb
2r0+1
n =  ∈ [0,+∞), (r0) < ∞ and ‖I (r0)‖ < ∞.
The following result is a consequence of Theorem 1 in [1] (and partly of [10,11]).
Theorem 4. Let A1–A3 and A6–A7 hold with  > 0. Then for (·) ∈ K,
lim
n→∞ nbnE
{
vec
(
Iˆ − I
)}′
vec
(
Iˆ − I
)
= 2(r0)
{
vec I (r0)
}′ {
vec I (r0)
}
+ 22tr {DD+(I ⊗ I )} . (10)
Note that this result is not in contradiction with Theorem 2. Indeed, under A4, I (r) = 0 for
r > 0, so the ﬁrst term on the right-hand side of (10) vanishes.
As noted in [1], it seems likely that Assumption A6 could be replaced by mixing plus moment
conditions, such as Assumption A5, or A5′, and the moment condition E16+t < ∞. We will
do so in the next theorem. We introduce the following mixing and moment assumptions on the
process u = (ut ).
A5′′. A7 holds with  = 0, ‖ut‖8+ < ∞ and ∑∞h=0 hr {u(h)} 8+ < ∞, for some  > 0 and
some r such that r2, r > (3− 8)/(8 + ) and rr0.
The extensions of Theorems 2 and 3 to weak ARMA can be formulated as follows.
Theorem 5. Let A1–A3 and A5′′ hold. Assume there exists  > 6 such that lim infn→∞ nbn > 0.
Then the convergence in distribution of Theorem 2 holds, and that of Theorem 3 becomes
√
nbn vech
(
ˆ
(2) − ˆ(1) − (2) + (1)
)
d N
(
0, 22D+((2) ⊗ (2))D+′
)
.
Theorem 5 applies for kernels which are very smooth at zero. Indeed, the conditions limn→∞
nb
2r0+1
n = 0 and lim infn→∞ nb6n = 0 imply r0 > 5/2. The following theorem shows that this
smoothness condition can be weaken when moment assumptions are added. The proof is similar
to that of Theorem 5 and is therefore skipped.
Theorem 6. Let A1–A3 and A5′′ hold with  = ∞. Assume there exists  > 4 such that
lim infn→∞ nbn > 0. Then the convergences in distribution of Theorem 5 hold.
For instance this theorem applies with the Parzen and Tukey-Hanning kernels, for which r0 = 2
(see footnote 7), provided that  ∈ (4, 5).
The results of this section will now be used to derive the asymptotic level of our test statistic.
5. Testing adequacy of the standard asymptotic distribution
The results of Section 3 show that the asymptotic variances of the LSE under strong and weak
assumptions can be dramatically different. Standard statistical routines estimate the asymptotic
variance corresponding to strong ARMA models and it is of importance to know if the resulting
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tests (or conﬁdence intervals) are reliable. The aim of the present section is therefore to test the
assumptions presented in the introduction, which we recall for convenience:
H0 : (1) = (2) against H1 : (1) = (2).
It should be clear that under both assumptions the ARMA model is well-speciﬁed. In particular,
the case of serial correlation of (t ) is not considered. A statistic derived from Theorem 3 is
n = nbn
{
vech
(
ˆ
(2) − ˆ(1)
)}′
ˆ
−1 {
vech
(
ˆ
(2) − ˆ(1)
)}
, (11)
where ˆ
−1
is any consistent estimator of −1. In view of (9) we can take
ˆ
−1 = (2ˆ42)−1D′(Jˆ ⊗ Jˆ )D,
which does not require any matrix inversion. Then we have
n = nbn(2ˆ42)−1
{
vec
(
ˆ
(2) − ˆ(1)
)}′
(Jˆ ⊗ Jˆ )
{
vec
(
ˆ
(2) − ˆ(1)
)}
.
But since{
vec ˆ
(1)}′
(Jˆ ⊗ Jˆ )vec ˆ(1) = ˆ4
{
vec Jˆ−1
}′
vec Jˆ = ˆ4tr(Jˆ−1Jˆ ) = ˆ4(p + q),
{
vec ˆ
(1)}′
(Jˆ ⊗ Jˆ )vec ˆ(2) = ˆ2
{
vec Jˆ−1
}′
vec Iˆ = ˆ2tr(Jˆ−1Iˆ ),
{
vec ˆ
(2)}′
(Jˆ ⊗ Jˆ )vec ˆ(2) =
{
vec Jˆ−1Iˆ Jˆ−1
}′
vec Iˆ = tr{(Jˆ−1Iˆ )2},
we get
n = nbn(2ˆ42)−1
{
ˆ4(p + q) − ˆ2tr(Jˆ−1Iˆ ) + tr{(Jˆ−1Iˆ )2}
}
and therefore, denoting by Ip+q the (p + q) × (p + q) identity matrix, we obtain
n = nbn22 tr
(
Ip+q − 1
ˆ2
Jˆ−1Iˆ
)2
. (12)
Note that when the ARMA is strong, 1
ˆ2
Jˆ−1Iˆ converges to the identity matrix.
The next result, which is a straightforward consequence of Theorem 3 and (11), provides a
critical region of asymptotic level  ∈ (0, 1).
Theorem 7. Let the assumptions of Theorem 2, in particular H0, hold. Then
lim
n→∞P
{
n > 
2
m,1−
}
= ,
where m = 12 (p + q)(p + q + 1) and 2r, denotes the -quantile of the 2r distribution.
The following theorem gives conditions for the consistency of our test.
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Theorem 8. Assume that A1–A3 and A5 (or A5′) hold and that E|Xt |4+2 < ∞. Let (·) ∈ K,
and (bn) satisfying limn→∞ bn = 0 and limn→∞ nb4+10/n = +∞. Then, under H1 we have, for
any  ∈ (0, 1),
lim
n→∞P
{
n > 
2
m,1−
}
= 1.
The test procedure is quite simple. For a given time series it consists in: (i) ﬁtting anARMA(p, q)
model (after an identiﬁcation step of the orders p and q, which is not the subject of this paper);
(ii) estimating the matrices I and J by (6) and (5); (iii) computing the statistic n by (12) and
rejecting H0 whenn > 2m,1−. Choice of the bandwidth and kernel used to deﬁne the estimator
of matrix I will be discussed in the next section.
Remark 3. The test proposed here bears some resemblance to the information matrix (IM) test
introduced by [39] and further investigated by [7,26]. The latter test exploits the fact that, in the
context of iid observations, when the model is misspeciﬁed, the ACM of the quasi-maximum
likelihood estimator is not equal to the inverse of Fisher’s information matrix.
Remark 4. Our test is also related to other tests recently introduced in the time-series literature.
None of them, however, is really designed for the purpose of distinguishing between weak and
strong ARMA models. Some of them are goodness-of-ﬁt tests (which is not the case of ours, since
under both H0 and H1 the ARMA model (1) is well-speciﬁed). Let us mention that [21] proposes
a test, based on a kernel-based spectral density estimator, for uncorrelatedness of the residuals
of AR models with exogeneous variables. Its asymptotic distribution is established under the
null assumption of independent errors and is consistent for serial correlation of unknown form.
In the framework of ARMA models, [14] proposes a modiﬁcation of the standard portmanteau
test for serial correlation, when the errors are only assumed to be uncorrelated (not independent)
under the null hypothesis. The test of the present paper can be viewed as complementary to those
goodness-of-ﬁt tests.
Remark 5. When p or q are large, m becomes large and the test may lack of power. Following
the suggestion of a referee, it is possible to avoid this problem by performing tests on a subset of
coefﬁcients of the ACM, as is done for the IM test (see [39]). For instance if one is only interested
in the validity of the standard conﬁdence intervals, coefﬁcient by coefﬁcient, one could base the
test on the difference between the diagonals of (1) and (2).
6. Choice of the bandwidth and kernel, and ﬁnite sample performances of the test
To make the test procedure fully operational, it is necessary to specify how to choose the kernel
and bandwidth parameters.
6.1. Asymptotic approaches
In view of (12), under the assumptions of Theorem 8,
1
nbn
n → 122 tr
(
Ip+q − 1
2
J−1I
)2
(13)
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in probability as n → ∞. Let (1)n and (2)n be two test statistics of the form n, with respective
kernels 1 and 2. The p-value of the tests can be approximated by 1 − F2m((i)n ), where F2k
denotes the cumulative distribution function of the 2k distribution. Assume we are under the
alternative. Let {n1(n)}n and {n2(n)}n be two sequences of integers tending to inﬁnity such that
lim
n→∞
log
{
1 − F2m(
(1)
n1(n)
)
}
log
{
1 − F2m(
(2)
n2(n)
)
} = 1 a.s.
One can say that, for large n, the two tests require respectively n1(n) and n2(n) observations to
reach the same (log) p-value. The Bahadur asymptotic relative efﬁciency (ARE) of (1)n with
respect to (2)n is deﬁned by ARE((1)n ,(2)n ) = limn→∞ n2(n)/n1(n). To make the comparison
meaningfulweuse the samebandwidth for the two tests.Assume thatbn = cn−, c > 0,  ∈ (0, 1).
Using log
{
1 − F2k (x)
}
∼ −x/2 as x → ∞, we obtain ARE((1)n ,(2)n ) =
(
22/
2
1
)1/(1−)
,
where 2i =
∫
2i (x)dx. Thus, one can consider that the asymptotic superiority of the ﬁrst test
over the second test hold if 21 < 
2
2. In this sense, it is easy to see that the tests based on
the truncated, Bartlett, Tukey-Hanning and Parzen kernels are ranked by increasing asymptotic
efﬁciencies. A similar argument shows that, when the kernel is ﬁxed and  varies, the Bahadur
efﬁciency decreases when  increases. Thus, in the Bahadur sense, there is no optimal choice of
bn: the slower bn tends to zero, the asymptotically more efﬁcient the tests are.
Another popular approach used to compare the asymptotic powers of tests is that of Pitman.
Considering local alternatives of the form H1n : I = 2J + /√nbn, where  = 0 is a
symmetric positive deﬁnite matrix, calculations not reported here lead to the same conclusion as
for the Bahadur approach: tests with small2i and large bn are preferred.Unfortunately, this result
does not give indication on how to choose bn in ﬁnite samples. If bn tends to zero too slowly
and/or if 2i is too small, the ﬁnite sample bias of Iˆ is likely to be important, and the convergence
in (13) is likely to be very slow.
6.2. Finite sample performance
To assess the ﬁnite sample performances of the tests proposed in this paper, we ﬁrst simulate
1000 replications of several strong ARMA models of size n = 200, 400 and 800. We use the
estimated optimal bandwidth given by Andrews [1] and 3 different kernels. The relative rejection
frequencies are given in Table 1. All the empirical sizes are less than the nominal 5% level. It
seems that the tests are slightly conservative, and that, in terms of control of type I error, the
performance of the three kernels is very similar.
Now we turn to experiments under the alternative of nonindependent errors. Four models were
considered. Precise speciﬁcations are displayed in Table 2. All these examples have been shown
to provide ARMA models with nonindependent errors: an ARMA(1,1) for Models 5 and 6, an
AR(1) for Model 4, and a MA(1) for Model 7. It should be emphasized that we only need to
estimate the ARMA representation, not the DGP. Andrews [1] showed that, for HAC estimation,
the Bartlett kernel is less efﬁcient than the two other kernels. In these examples, the power of the
test does not appear to be very sensitive to the kernel choice. There is no particular user-chosen
kernel that is the most satisfactory for all cases. For each sample size, the best performance is
obtained for Model 6. For this model, the tests almost always take the right decision, at least
when n500. Slower convergences to 1 are obtained for the powers in Models 4 and 7. The
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Table 1
Empirical size in percentage ofn-tests with estimated optimal bandwidth
Model n Kernel
Bartlett Parzen Tukey-Hanning
200 2.3 1.5 2.2
Strong AR(1)a 500 2.0 3.8 2.3
800 2.9 2.1 2.6
200 1.3 3.1 1.3
Strong MA(1)b 500 1.9 2.7 2.1
800 2.2 2.5 3.0
200 1.9 3.0 3.3
Strong ARMA(1,1)c 500 3.2 4.8 3.8
800 3.6 4.4 4.0
The nominal signiﬁcance level is  = 5%. The number of replications is N = 1000.
aXt = 0.5Xt−1 + t , t iid Student with  = 5 degrees of freedom.
bXt = t + 0.7t−1, t iid with centered exponential density.
cXt − 0.5Xt−1 = t + 0.7t−1, t iid N (0, 1).
Table 2
Empirical power in percentage ofn-tests with estimated optimal bandwidth
Model n Kernel
Bartlett Parzen Tukey-Hanning
200 14.1 18.9 19.7
AR(1)-GARCH(1,1)a 500 53.5 50.0 51.0
800 74.6 72.2 70.4
200 9.4 9.4 9.7
Square of a GARCH(1,1)b 500 23.6 24.9 26.8
800 38.8 39.0 36.1
200 75.8 81.1 79.8
MS-ARMA(1,1)c 500 98.4 98.4 98.3
800 99.9 99.9 99.9
200 32.6 30.5 36.2
MA(1) marginald 500 70.4 73.1 78.8
800 86.0 89.4 94.1
The nominal signiﬁcance level is  = 5%. The number of replications is N = 1000.
aXt = 0.5Xt−1 + t , t = √htt , ht = 1 + 0.122t−1 + 0.85ht−1, t iid N (0, 1).
bXt = 2t , where t is as in a.
cXt − 0.5Xt−1 = t + 0.7t−1, t = t + (1 − 2t )t−1, (t ) is a Markov Chain with statespace {0, 1} and transition
probabilities P(t = 1|t−1 = 0) = P(t = 0|t−1 = 1) = 0.01, t iid N (0, 1).
dX1t = 1t + 0.81t−1 − 0.92t−1, where 1t = 21t − 1, 2t = 22t − 1, and
(
1t
2t
)
∼ N
{
0,
(
1 0.9
0.9 1
)}
.
very slow power convergence in Model 5 can be explained as follows. The weak ARMA(1, 1)
representation of 2t is 2t − 0.972t−1 = 1 + ut − 0.85ut−1 for some white noise ut . It is seen
that the AR and MA parts have close roots, making statistical inference difﬁcult. As continuous
functions of the ARMA estimators, the estimators of I and J inherit their poor accuracy. Another
explanation, which also holds for Model 4, is that, in models based on GARCH errors, the noise
is a martingale difference. Thus, departure from the strong assumption can be more difﬁcult to
detect than in cases when the noise is only uncorrelated (as in Models 6 and 7).
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7. Proofs
7.1. Additional notations and sketch of the proof for Theorem 2
Throughout this section, the letter K (resp. ) will be used to denote positive constants (resp.
constants in (0, 1)) whose values are unimportant and may vary. We will use the norm ‖A‖ =∑ |aij | for any matrix A = (aij ). Let
ut () = t () t (), ut = ut (0), vt () = et ()


et (), vt = vt (0).
Hence, for 0 i < n, and for i0, respectively,
ˆi () = ˆ′−i () =
1
n
n−i∑
t=1
vt ()v
′
t+i (), i () = ′−i () = E{ut ()u′t+i ()}.
We set, for 0 i < n,
ˆ
u
i () =
{
ˆ
u
−i ()
}′ = 1
n
n−i∑
t=1
ut ()u
′
t+i (), Iˆun () =
[a/bn]∑
i=−[a/bn]
(ibn)ˆ
u
i (),
assuming without loss of generality that a/bnn. Similarly, we can write ˆi () = ˆvi () and
Iˆn() = Iˆ vn (). In the notation of all those quantities the parameter  will be removed when equal
to 0.
It will also be convenient to modify the number of terms taken into account in the deﬁnition of
ˆ
u
i (0) = ˆ
u
i . Deﬁne, for i ∈ N = {0, 1, . . . },
ui = (u−i )′ =
1
n
n∑
t=1
utu
′
t+i , Iun =
[a/bn]∑
i=−[a/bn]
(ibn)
u
i ,
and the centered matrix
I
u
n = Iun − u0 =
∑
0<|i| [a/bn]
(ibn)
u
i =
∑
0<i [a/bn]
(ibn)
{
ui + (ui )′
}
.
It will be shown that
√
nbn
(
Iˆ − I
)
= √nbn
{
Iˆ vn (ˆn) − I
}
and
√
nbn I
u
n have the same asymp-
totic distribution (see Lemma 8).
Deﬁne the sequences (ck,)k by  t =
∑∞
k=1 ck,t−k . Since a central limit theorem for r-
dependent sequences will be used, it will be useful to consider the following truncated variables.
For any positive integer r , let
r
(


t
)
=
r∑
k=1
ck,t−k, rut = t
r
(


t
)
, rut = ut − rut , (14)
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and for m < M
r
u
i,(m,M) =
{
r
u
−i,(m,M)
}′ = 1
M − m + 1
M∑
t=m
rut ru
′
t+i (i ∈ N),
rI
u
n,(m,M) =
∑
0<|i| [a/bn]
(ibn)r
u
i,(m,M).
When m = 1 and M = n we will write rui,(m,M) = rui and r Iun,(m,M) = r Iun. By a standard
argument, we will obtain the limit distribution of
√
nbn I
u
n by taking the limit as r → ∞ of the
asymptotic distribution, as n → ∞, of √nbn rIun. We also denote
rJ = E
r
(


t
)
r
(

′
t
)
.
Now note that r I
u
n =
∑n
t=1 Zn,t , where
Zn,t = 1
n
∑
0<i [a/bn]
(ibn)
(
rut ru
′
t+i + rut+i rut ′
)
.
Process (Zn,t )t is mn-dependent, with mn = [ab−1n ] + r . Next we split the sum
∑n
t=1 Zn,t into
alternate blocks of length Mn − mn and mn (with a remaining block of size n − pnMn + mn):
r I
u
n = rSn +
⎛
⎝pn−2∑
=0
Zn,(+1)Mn−mn+1 + · · · + Zn,(+1)Mn
⎞
⎠
+Zn,pnMn−mn+1 + · · · + Zn,n, (15)
rSn =
pn−1∑
=0
Zn,Mn+1 + · · · + Zn,(+1)Mn−mn
= Mn − mn
n
pn−1∑
=0
r I
u
n,(Mn+1,(+1)Mn−mn),
where Mn is an integer in (mn, n) to be speciﬁed later and pn = [n/Mn], the integer part of n/Mn
(assuming thatn is sufﬁciently large, so thatmnn). Itwill be shown that,whenmn = o(Mn−mn)
and pn → ∞, the asymptotic distributions of √nbn rIun and
√
nbn rSn are identical (part (b) of
Lemma 12).
To avoid moment assumptions of excessive order, we then introduce variables that are truncated
in level. For any positive constant  let
t = t1{|t |} − Et1{|t |},
r
(


t
)
=
r∑
k=1
ck,

t−k,
ru

t = t
r
(


t
)
, r ut = rut − rut ,
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and for m < M let ru,i,(m,M) (resp. r I
u,
n,(m,M)) be the matrix obtained by replacing the variables
rut ru
′
t+i by rut ru
′
t+i in r
u
i,(m,M) (resp. r I
u
n,(m,M)). Let also
rSn
 = Mn − mn
n
pn−1∑
=0
r I
u,
n,(Mn+1,Mn+Mn−mn).
We will show that, when n → ∞, the asymptotic distributions of √nbn rSn and √nbn rSnn are
identical (see part (c) of Lemma 12). The Lindeberg central limit theorem will be used to show
the asymptotic normality of
√
nbn rS
n
n .
7.2. Lemmas and proofs for Theorem 2
In all subsequent lemmas, the assumptions of Theorem 2 hold. The ﬁrst four lemmas are
concerned with some fourth-order properties of the process (ut ), which we do not prove here
for the sake of brevity. A proof can be found in an extended version of this paper
(see [13]).
Lemma 1. Let k ∈ N∗ = {1, 2, . . . }, t1, t2, . . . , tk ∈ Z = {. . . ,−1, 0, 1, . . . } and i1, i2, . . . , ik
∈ N∗. If the indexes t1, t2, . . . , tk are all distinct and the indices i1, i2, . . . , ik are all less than or
equal to 4, then E
∏k
j=1 |tj |ij Mk < ∞.
Lemma 2. For all i, j, h ∈ Z, the matrix Cov {u1 ⊗ u1+i ,u1+h ⊗ u1+h+j} is well deﬁned in
R(p+q)2 × R(p+q)2 and is bounded in norm by a constant independent of i, j and h.
Lemma 3. For i, h ∈ Z = {. . . ,−1, 0, 1, . . . },
Cov {u1 ⊗ u1+i ,u1+h ⊗ u1+h+i} =
⎧⎪⎪⎨
⎪⎪⎩
0 when ih = 0,
O(|h|) when i = 0,
4J ⊗ J + O(|i|) when h = 0.
Lemma 4. For |i| = |j |,
+∞∑
h=−∞
∥∥Cov {u1 ⊗ u1+i ,u1+h ⊗ u1+h+j}∥∥ K|i||j |. (16)
Lemma 5.
lim
n→∞ nbn Var
{
vech Iun
} = 242D+(J ⊗ J )D+′ .
Proof. By stationarity of the processes (ut ), and by the elementary relations vech(A) = D+
vec(A), for any p + q × p + q symmetric matrix A, and vec(uiu′j ) = uj ⊗ ui ,
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we have nbn Var
{
vech Iun
} = ∑5k=1∑(i,j,h)∈Ik An(i, j, h) where
An(i, j, h) = bn
n
(ibn)(jbn)(n − |h|)D+Cov
{
u1 ⊗ u1+i ,u1+h ⊗ u1+h+j
}
D+′
and the Ik’s are subsets of Z2 × {−n + 1, . . . , n − 1} deﬁned by
I1 = {i = j, h = 0}, I2 = {i = −j = h = 0},
I3 = {|i| = |j |}, I4 = {i = j, h = 0}, I5 = {i = −j, h = i = 0}.
In view of Lemma 3,
∑
(i,j,h)∈I1
An(i, j, h) = 4bn
+∞∑
i=−∞
{
2(ibn)D
+(J ⊗ J )D+′ + O(|i|)
}
n→∞−→ 42D+(J ⊗ J )D+′ .
We have Cov {u1 ⊗ u1+i ,u1+i ⊗ u1} = Cov {u1 ⊗ u1+i ,u1 ⊗ u1+i}Kp+q where Kp+q is the
(symmetric) commutation matrix such that Kp+q vecA = vecA′ for any (p + q) × (p + q)
matrix A. Thus,
∑
(i,j,h)∈I2
An(i, j, h) = 4bn
n−1∑
i=−n+1
n − |i|
n
{
2(ibn)D
+(J ⊗ J )Kp+qD+′ + O(|i|)
}
n→∞−→ 42D+(J ⊗ J )Kp+qD+′ .
From Lemmas 4 and 3,∑
(i,j,h)∈I3
An(i, j, h) = O(bn) n→∞−→ 0,
∑
(i,j,h)∈I4
An(i, j, h) = bn
∑
0<|h|<n
|h| n→∞−→ 0,
∑
(i,j,h)∈I5
An(i, j, h) = 0.
Therefore
lim
n→∞ nbn Var
{
vech Iun
} = 42D+(J ⊗ J )(I(p+q)2 + Kp+q)D+′ .
The conclusion follows from the relation
(I(p+q)2 + Kp+q)D+
′ = 2DD+D+′ = 2D+′ (see [29, Theorem 3.12]). 
Lemma 6.
E
∥∥∥∥ ′ (vec ˆui )
∥∥∥∥ < K|i| + K√n.
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Proof. Because ˆ
u
i = ˆ
u′
−i , we will only consider the case 0 i < n. We have

′
(vec ˆ
u
i ) =
4
n
n−i∑
t=1
ut+i
′
⊗ ut + ut+i ⊗ ut′
= 4
n
n−i∑
t=1
t
(
t+i

t+i
′
)
⊗ t

+ 4
n
n−i∑
t=1
t t+i
2t+i
′
⊗ t

+4
n
n−i∑
t=1
t+i
t+i

⊗
(
t

t
′
)
+ 4
n
n−i∑
t=1
t t+i
t+i

⊗ 
2t
′
.
Considering the ﬁrst sum on the right-hand side, we will prove that, for any 1, 2, 3∈
{1, . . . , p + q}
E
∥∥∥∥∥1n
n−i∑
t=1
t
t+i
1
t+i
2
t
3
∥∥∥∥∥ < Ki + K√n. (17)
The other sums can be handled in a similar fashion. For i = 0 or i = 1, (17) holds straightforwardly
because the L1 norm of the term inside the sum exists. Now, for i > 1 write
t+i

=
(
i−1
t+i

)
+
(i−1 t+i

)
,
with the notation in (14). Note that the truncated derivative, i.e. the ﬁrst term on the right-hand
side, is independent of t−j , j0.
Wewill ﬁrst prove that (17) holds when t+i/1 and t+i/2 are replaced by the truncated
derivatives. It will be sufﬁcient to show that
E
{
1
n
n−i∑
t=1
t
(
i−1
t+i
1
) (
i−1
t+i
2
) t
3
}2
<
K
n
. (18)
By stationarity the left-hand side in (18) is bounded by
1
n
+∞∑
h=−∞
∣∣∣∣E
(
1
(
i−1
1+i
1
) (
i−1
1+i
2
) 1
3
×1+|h|
(
i−1
1+|h|+i
1
) (
i−1
1+|h|+i
2
)1+|h|
3
)∣∣∣∣
 1
n
+∞∑
h=−∞
i−1∑
k1,k2,k4,k5=1
∞∑
k3,k6=1
∣∣ck1,1ck2,2ck3,3ck4,1ck5,2ck6,3 ∣∣
× ∣∣E (11+i−k11+i−k21−k31+|h|1+|h|+i−k41+|h|+i−k51+|h|−k6)∣∣ .
It is easily seen that in the last expectation at most four indexes can be equal which, by Lemma 1
ensures its existence. Moreover, when h = 0 the expectation vanishes. Therefore (18) holds.
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It remains to show that (17) holds when t+i/1 and/or t+i/2 are replaced by the
complements of the truncated derivatives. For instance
E
∥∥∥∥∥1n
n−i∑
t=1
t
(i−1 t+i
1
)t+i
2
t
3
∥∥∥∥∥  ‖t‖4
∥∥∥∥ (i−1 t+i1
)∥∥∥∥
4
∥∥∥∥t+i2
∥∥∥∥
4
∥∥∥∥ t3
∥∥∥∥
4
< K × Ki × K × K.
The proof of (17) is completed. Hence the Lemma is proved. 
Lemma 7.
√
nbnE
{
sup
∈

∥∥∥Iˆn() − Iˆun ()∥∥∥
}
n→∞−→ 0.
Proof. The matrix norm being multiplicative, the supremum inside the brackets is bounded by
2
n
[a/bn]∑
i=0
(ibn)
n−i∑
t=1
i,t ,
where
i,t = sup
∈

{‖ut () − vt ()‖‖ut+i ()‖ + ‖ut+i () − vt+i ()‖‖vt ()‖}.
Note that
max
{
sup
∈

|t () − et ()| , sup
∈

∥∥∥∥ t () − et ()
∥∥∥∥
}
K
∑
m1
t+m |1−m| .
Hence
sup
∈

‖ut () − vt ()‖
 sup
∈

{
|t () − et ()|
∥∥∥∥ t ()
∥∥∥∥+ |et ()|
∥∥∥∥ t () − et ()
∥∥∥∥
}
K
∑
m1,m21
t+m1+m2
∣∣1−m1 ∣∣ ∣∣t−m2 ∣∣ .
It follows that, for i0
i,tK
∑
m1,m2,m3,m41
t+m1+m2+m3+m4
∣∣1−m1 ∣∣ ∣∣t−m2 ∣∣ ∣∣t+i−m3 ∣∣ (∣∣t+i−m4 ∣∣+ ∣∣t−m4 ∣∣).
Therefore, in view of E4t < ∞, we get E(i,t )Kt , from which we deduce
√
nbnE
{
sup
∈

∥∥∥Iˆn() − Iˆun ()∥∥∥
}
 K
√
bn
n
[a/bn]∑
i=0
(ibn)
∞∑
t=1
t K√
nbn
= o(1). 
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Lemma 8.√
nbn
(
Iˆ − I − Iun
)
= oP (1).
Proof. We prove this lemma by showing that:
(i)
√
nbn
(
Iˆ − Iˆun (ˆn)
)
= oP (1); (ii) √nbn
(
Iˆun (ˆn) − Iˆun
)
= oP (1);
(iii) √nbn
(
Iˆun − Iun
)
= oP (1); (iv) √nbn
(
Iun − I − Iun
)
= oP (1).
Result (i) is a straightforward consequence of Lemma 7. To prove (ii) we proceed by applying the
mean-value theorem to the (1, 2)th component of Iˆun . For some  between ˆn and 0 we have
Iˆun (ˆn)(1, 2) − Iˆun (1, 2) = (ˆn − 0)′


Iˆun ()(1, 2).
Since ‖ˆn − 0‖ = OP (n−1/2), it is sufﬁcient to prove that
sup
∈

∥∥∥∥  Iˆun ()(1, 2)
∥∥∥∥ = OP (1). (19)
Straightforward algebra shows that

′
[
vec
{

′
vec ˆ
u
i ()
}]
= 1
n
n−i∑
t=1
(

′
vec
ut+i
′
)
⊗ ut () + 1
n
n−i∑
t=1
vec
(
ut+i
′
)
⊗ ut
′
()
+1
n
n−i∑
t=1
ut+i
′
⊗ vec
(
ut
′
)
() + 1
n
n−i∑
t=1
ut+i ⊗
(

′
vec
ut
′
)
(). (20)
Using the Cauchy–Schwarz inequality and the ergodic theorem, we have, almost surely,
lim
n→∞ supi
sup
∈

∥∥∥∥∥1n
n−i∑
t=1
(

′
vec
ut+i
′
)
⊗ ut ()
∥∥∥∥∥
 lim
n→∞ supi
1
n
n−i∑
t=1
sup
∈

∥∥∥∥
(

′
vec
ut+i
′
()
)∥∥∥∥ sup
∈

‖ut ()‖
 lim
n→∞
{
1
n
n∑
t=1
sup
∈

∥∥∥∥
(

′
vec
ut
′
()
)∥∥∥∥
2}1/2 {1
n
n∑
t=1
sup
∈

‖ut ()‖2
}1/2
< ∞.
Treating in the same way the three other sums of (20), we deduce
lim
n→∞ supi
sup
∈

∥∥∥∥ ′
[
vec
{

′
vec ˆ
u
i ()
}]∥∥∥∥ < ∞ a.s. (21)
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Now a Taylor expansion gives, for any 1, 2, 3

3
ˆ
u
i ()(1, 2) =

3
ˆ
u
i (1, 2) + (− 0)′


{

3
ˆ
u
i (
∗)(1, 2)
}
, (22)
where ∗ is between  and 0. From (22), (21), Lemma 6 and the Cesaro Lemma we obtain∥∥∥∥  Iˆun ()(1, 2)
∥∥∥∥  K
[ab−1n ]∑
i=−[ab−1n ]
∥∥∥∥  ˆui (1, 2)
∥∥∥∥
+K ‖− 0‖
[ab−1n ]∑
i=−[ab−1n ]
sup
i
sup
∗∈

∥∥∥∥∥ 
2
′
ˆ
u
i (
∗)(1, 2)
∥∥∥∥∥
= OP (1) + OP (n−1/2b−1n ) + OP (b−1n ‖− 0‖). (23)
Hence (19), and thus (ii) is proved.
Next we prove (iii). We have
vec(Iˆun − Iun ) =
[a/bn]∑
i=1
(ibn)
1
n
n∑
t=n−i+1
ut+i ⊗ ut + ut ⊗ ut+i .
Hence, by Lemma 2
nbn Var
{
vec (Iˆun − Iun )
}
= bn
n
[a/bn]∑
i,j=1
(ibn)(jbn)
×
n∑
t=n−i+1
n∑
s=n−j+1
Cov
{
ut+i ⊗ ut + ut ⊗ ut+i ,us+j ⊗ us + us ⊗ us+j
}
Kbn
n
[a/bn]∑
i,j=1
ij = O
(
1
nb3n
)
= o(1),
which establishes (iii).
Note that, under A4, we have I = E(Iun − Iun) = Eu0 . To prove (iv) it sufﬁces therefore to
show that
√
n vec
{
Iun − I − Iun
}
= 1√
n
n∑
t=1
{ ut ⊗ ut − E(ut ⊗ ut )}
is bounded in probability. This is straightforward from Lemma 3. 
Lemma 9.
lim
n→∞ Var
[√
nbn vec (I
u
n − r Iun)
]
= O(r ) as r → ∞.
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Proof. We start by writing
vec(I
u
n − r Iun) =
∑
0<|i| [a/bn]
(ibn)
1
n
n∑
t=1
rut+i ⊗ ut + ut+i ⊗ rut − rut+i ⊗ rut .
This double sum can obviously be split into six parts (distinguishing i > 0 and i < 0), and it will
be sufﬁcient to show for instance that
lim
n→∞ Var
⎡
⎣√nbn [a/bn]∑
i=1
(ibn)
1
n
n∑
t=1
rut+i ⊗ ut
⎤
⎦ = O(r ) (24)
since the other terms can be treated in precisely the same way. The variance in (24) can be
written as
bn
n
[a/bn]∑
i,j=1
(ibn)(jbn)
∑
|h|<n
(n − |h|)Cov { ru1+i ⊗ u1, ru1+h+j ⊗ u1+h} . (25)
The existence of these covariances is shown by a straightforward extension of Lemma 2. Pro-
ceeding as in the proofs of Lemmas 3 and 4 we ﬁnd, for i, j > 0
Cov
{
ru1+i ⊗ u1, ru1+h+i ⊗ u1+h
}=
{
0 when h = 0,
O(r ) when h = 0,
uniformly in i, and
+∞∑
h=−∞
∥∥Cov { ru1+i ⊗ u1, ru1+h+j ⊗ u1+h}∥∥  Kijr when i = j.
It follows from (25) that (24) holds, which concludes the proof. 
Lemma 10. For m < M , there exists K independent of m,M, n,  such that
Var
[√
(M − m + 1)bn vec ( rIun,(m,M) − r Iu,n,(m,M))
]
K−/2.
Proof. We have
vec ( rI
u
n,(m,M) − r Iu,n,(m,M))
=
∑
0<|i| [a/bn]
(ibn)
1
M − m + 1
M∑
t=m

r ut+i ⊗ rut + rut+i ⊗ r ut − r ut+i ⊗ r ut .
Again, this double sum can be split into six parts and, as in the above lemma, it will be sufﬁcient
to show for instance that
Var
⎡
⎣√ bn
M − m + 1
[a/bn]∑
i=1
(ibn)
M∑
t=m

r ut+i ⊗ rut
⎤
⎦ K−/4. (26)
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Let t = t − t . Recall that Et = Et = Et = 0. Note that the th components of r ut+i
and rut are

r ut+i () =
r∑
k1=1
ck1,
( t+it+i−k1 + t+i t+i−k1) and rut () =
r∑
k2=1
ck2,t t−k2 .
It is clear that in Lemma 2, some or all of the t ’s can be replaced by the truncated variables t
or t . Thus the variance in (26) is well deﬁned. In addition, by
‖t‖4
∥∥t1{|t |>}∥∥4 + ∣∣Et1{|t |}∣∣ 
{
1

E |t |4+
}1/4
+ ∣∣Et1{|t |>}∣∣  K/4
and by the Hölder inequality we get
∣∣Cov (1+i1+i−k111−k2 , 1+i1+i−k311−k4)∣∣ ‖t‖24‖t‖64 K/2 .
The same inequality holds when the indexes are permuted and/or when the t ’s are replaced by
the t ’s. Therefore we have, for i, j > 0∣∣Cov { r u1+i ⊗ ru1, r u1+i+h ⊗ ru1+h}∣∣ 
{
0 when h = 0,
K−/2 when h = 0,
+∞∑
h=−∞
∥∥Cov { r u1+i ⊗ ru1, r u1+j+h ⊗ ru1+h}∥∥  Kij−/2 when i = j
and the conclusion follows as in Lemma 9. 
Lemma 11. For any  ∈ R(p+q)2 ,  = 0, there exists K independent of m,M, n,  such that∥∥∥√bn ′ vec ( r Iu.n,(m,M))∥∥∥4 K2b−1/4n .
Proof. The variable on the left-hand side can be written as 1
M−m+1
∑M
t=m Ut where
Ut =
√
bn
∑
0<i [a/bn]
(ibn)
′ (
ru

t+i ⊗ rut + rut ⊗ rut+i
)
.
It is clear that ‖rut ‖K2. Hence |Ut |K4b−1/2n and EU4t K8EU2t b−1n .
By arguments used in the proof of Lemma 3,
Cov
(
ru

t ⊗ rut+i , rut ⊗ rut+j
)
= 0
for i, j > 0 and i = j . Therefore
Var (Ut ) = bn
∑
0<i [a/bn]
2(ibn)
′ Var
(
ru

t+i ⊗ rut + rut ⊗ rut+i
) = O(1)
uniformly in  and r . The conclusion follows. 
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Lemma 12. The following hold
(a) limr→∞ limn→∞ Var
{√
nbn vec
(
I
u
n − r Iun
)}
= 0,
(b) if Mnbn → ∞ and Mnn−1 → 0, √nbn vec
(
r I
u
n − rSn
)
= oP (1),
(c) if ,moreover, n → ∞, √nbn vec
(
rSn − rSnn
) = oP (1).
Proof. Part (a) is a direct consequence of Lemma 9. Next we turn to (b). Observe that, in view
of (15),√
nbn vec
(
r I
u
n − rSn
)
=
pn−2∑
=0
√
bn√
n
∑
0<i [a/bn]
(ibn)
(+1)Mn∑
t=(+1)Mn−mn+1
rut+i ⊗ rut + rut ⊗ rut+i
+
√
bn√
n
∑
0<i [a/bn]
(ibn)
n∑
t=pnMn−mn+1
rut+i ⊗ rut + rut ⊗ rut+i
is a sum of pn − 1 independent random matrices (for n large enough so that Mn − mn > mn).
Now, by the arguments of the proofs of Lemmas 3 and 4, we have for i, j > 0
∣∣Cov ( rut ⊗ rut+i , rus ⊗ rus+j )∣∣ 
{
0 when t + i = s + j,
Kij when t + i = s + j.
Therefore
Var
⎧⎨
⎩
√
bn√
n
∑
0<i [a/bn]
(ibn)
m∑
t=k
rut+i ⊗ rut + rut ⊗ rut+i
⎫⎬
⎭
= O
(
bn(m − k + 1)
n
)
= O
(
m − k + 1
n
)
.
Then
nbn Var
{
vec
(
r I
u
n − rSn
)}
= O
(
(pn − 1)mn
n
)
+ O
(
n − pnMn + mn
n
)
= o(1).
Hence, since E
{
vec
(
r I
u
n − rSn
)}
= 0, (b) is proved.
For part (c), we note that √nbn vec
(
rSn − rSnn
)
is a sum of pn i.i.d. variables whose common
variance is
Mn − mn
n
Var
{√
(Mn − mn)bn vec
(
r I
u
n,(1,Mn−mn) − r I
u,n
n,(1,Mn−mn)
)}
.
Thus, in view of Lemma 10
Var
{√
nbn vec
(
rSn − rSnn
)} = O
(
pn(Mn − mn)
n/2n
)
= O
(
1
/2n
)
= o(1) (27)
when n → ∞. This establishes (c) and completes the proof of Lemma 12. 
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Lemma 13.√
nbn vech
(
r I
u
n
)
d N
(
0, 242D+( rJ ⊗ rJ )D+′
)
.
Proof. The random matrices
√
nbn vech r I
u
n are centered. By a trivial extension of part (iv) of
the proof of Lemma 8,
√
nbn vech r I
u
n and
√
nbn vech
(
r I
u
n − ErIun
)
have the same asymptotic
distribution. Is is easy to see that Lemmas 3 and 4 still hold when (ut ) and J are replaced by (rut )
and rJ . Therefore, by the proof of Lemma 5,
lim
n→∞ Var
{√
nbnvech r I
u
n
}
= 242D+( rJ ⊗ rJ )D+′ .
By Lemma 12(b) and (c), vech r Iun, vech rSn and vech rSnn have the same asymptotic distribu-
tion for appropriately chosen sequences (Mn) and (n).
To establish the asymptotic normality of
√
nbn vech rSnn , wewill use theCramér–Wold device.
Therefore we will show the asymptotic normality of
Xn :=
√
nbn 
′ vec rSnn
=
pn−1∑
=0
Mn − mn√
n
√
bn 
′ vec r I
u,n
n,(Mn+1,Mn+Mn−mn) :=
pn−1∑
=0
Xn,
for any nontrivial  ∈ R(p+q)2 .
Observe that Xn is a sum of pn i.i.d. centered variables with common variance
vnn = Var
⎧⎨
⎩
√
bn√
n
∑
0<i [a/bn]
(ibn)
Mn−mn∑
t=1
′
(
ru
n
t+i ⊗ runt + runt ⊗ runt+i
)⎫⎬⎭ .
By (27), vnn is asymptotically equivalent, when n → ∞, to
vn = Var
⎧⎨
⎩
√
bn√
n
∑
0<i [a/bn]
(ibn)
Mn−mn∑
t=1
′ ( rut+i ⊗ rut + rut ⊗ rut+i )
⎫⎬
⎭ .
The arguments used to prove Lemmas 3 and 4 show that vn = O
(
Mn−mn
n
)
. Next, we will verify
the Lindeberg condition. For any ε > 0,
pn−1∑
=0
1
pnv
n
n
∫
{
|Xn|ε
√
pnv
n
n
}X2ndP = 1
v
n
n
∫
{
|Xn1|ε
√
pnv
n
n
}X2n1dP

EX4n1
ε2pn(v
n
n )
2 .
Now Lemma 11 implies that EX4n1 = O
(
M4n
8
n
n2bn
)
. Therefore
pn−1∑
=0
1
pnv
n
n
∫
{
|Xn|ε
√
pnv
n
n
}X2ndP = O
(
M3n
8
n
nbn
)
.
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To fulﬁll the Lindeberg condition, it therefore sufﬁces that M
3
n
8
n
nbn
→ 0. From Lemma 12(c), it is
also required that n → ∞. Therefore, in view Lemma 12(b), it remains to show that we can
ﬁnd Mn such that M
3
n
nbn
→ 0 and Mnbn → ∞. This is obvious because M
3
n
nbn
= (Mnbn)3
nb4n
and it is
supposed that nb4n → ∞. 
Proof of Theorem 2. It comes from Lemmas 8, 13, 12(a), and a standard argument (see e.g.
[3, Theorem 25.5]). 
7.3. Lemmas and proofs for Theorems 3, 5 and 8
In all subsequent lemmas, the assumptions of Theorem 2 hold.
Lemma 14. Under the assumptions of Theorem 3,√
nbn vec
(
Jˆ − J
)
= oP (1).
Proof. By arguments already employed, we have
Var
{√
n vec
(
Jˆ − J
)}
= 1
n
∑
|h|<n
(n − |h|)Cov
(
1

⊗ 1

,
1+h

⊗ 1+h

)
+ o(1)
= O(1).
Since bn → 0, the conclusion follows. 
Proof of Theorem 3. From Lemma 14 and straightforward algebra, we have√
nbn vech
(
ˆ
(2) − ˆ(1)
)
=√nbn vech {J−1 (Iˆ − I) J−1}+ oP (1)
= D+
(
J−1 ⊗ J−1
)
D vech
√
nbn
(
Iˆ − I
)
+ oP (1).
The conclusion follows from Theorem 2, by application of the relation
DD+(I ⊗ I )D = (I ⊗ I )D (see [29, Theorem 3.13]). 
The proof of the following lemma is omitted and can be found in the extended version of this
paper ([13]).
Lemma 15. Let (ut ) be any stationary centered process satisfying A5′′. Then
n∑
i1,i2,i3,i4=1
∥∥∥E {u⊗4t ⊗ ut+i1 ⊗ ut+i2 ⊗ ut+i3 ⊗ ut+i4}∥∥∥ = O(n2).
Proof of Theorem 5. It can be shown by adapting the proof of (i)–(iii) in Lemma 8, that√
nbn vech
(
Iˆ − I
)
= √nbn vech (Iun − I)+ oP (1).
Write
√
nbn vech
(
Iun − I
) := a1,n + a2,n where
a1,n =
√
nbn vech
(
Iun − EIun
)
, a2,n =
√
nbnvech
(
EIun − I
)
.
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We will show that
(i) a1,n converges to the normal distribution of the theorem,
(ii) a2,n = oP (1).
For any  ∈ Rm,  = 0, we have ′a1,n = n−1/2∑nt=1 xn,t where
xn,t = yn,t − Eyn,t , yn,t =
√
bn
∑
|i| [a/bn]
(ibn)
′D+ut+i ⊗ ut . (28)
For each n2 deﬁne the sequence {n(h)}1hn−1 of the strong mixing coefﬁcients of xn,1, . . . ,
xn,n as
n(h) = sup
1 tn−h
sup
A∈An,t , B∈Bn,t+h
|P(A ∩ B) − P(A)P (B)| ,
whereAn,t = 
(
xn,u : 1u t
)
andBn,t = 
(
xn,u : tun
)
. By convention, we set n(h) =
1/4 for h0 and n(h) = 0 for hn.
To show (i) we will use a Central Limit Theorem for triangular arrays given in [12]. This
theorem states that if the following conditions are satisﬁed
sup
n1
sup
1 tn
‖xn,t‖4 < ∞, (29)
lim
n→∞ n
−1 Var
(
n∑
t=1
xt,n
)
= 2 > 0, (30)
there exist a sequence of integers (Tn) and a sequence {(h)}h1 such that
n(h)(h − Tn) for all h > Tn, (31)
Tn = O(n1/) for some  > 6, (32)
∞∑
k=1
k{(k)}1/2 < ∞, (33)
then ′a1,n = n−1/2∑nt=1 xn,t d N (0, 2).
We have, by the Davydov [9] inequality
∥∥Eyn,t∥∥ K√bn ∑
|i| [a/bn]
(ibn)‖ut‖28+ {u(i)}
6+
8+ = o(1).
Moreover, since  is bounded,
‖yn,t‖44  Kb2n
∑
j1,...,j8
∑
|i1|,...,|i4| [a/bn]
∣∣Eut(j1) . . . ut (j4)ut+i1(j5) . . . ut+i4(j8)∣∣ = O(1),
where the last equality follows from Lemma 15. Hence (29) holds since
‖xt,n‖4‖yn,t‖4 +
∥∥Eyn,t∥∥ = O(1).
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From Lemma 1 in [1], Assumption A5′′ implies that, for all 1, . . . , 4
+∞∑
j1,j2,j3=−∞
∣∣∣u1,...,4(0, j1, j2, j3)
∣∣∣ < ∞,
where the u1,...,4(0, j1, j2, j3)’s denote the fourth-order cumulants of
(ut (1), ut+j1(2), ut+j2(3), ut+j3(4)). Hence n−1 Var
(∑n
t=1 xt,n
)
converges to 22′D+(I⊗
I )D+′ > 0, by Proposition 1(a) of [1]. Thus (30) holds.
Note that xn,t is a measurable function of the ut−[a/bn], . . . ,ut+[a/bn]. Thus (31) holds with
((h))h1 = (u(h))h1, the sequence of the strong mixing coefﬁcients of the process (ut ), and
Tn = 2[a/bn].
By an argument used in [12], A5′′ implies {u(k)} 8+ = O(k−(r+1)), from which we deduce
∞∑
k=1
k {u(k)}1/2 K
∞∑
k=1
k1−
(r+1)(8+)
2 < ∞.
Thus (33) holds. Clearly, lim inf nbn > 0 implies Tn = O(n1/). Therefore (32) holds. Having
veriﬁed (29)–(33), (i) is proved by the CLT in [12].
To show (ii), write
a2,n =
√
nbn
∑
|i| [a/bn]
{(ibn) − 1} vechi −
√
nbn
∑
|i|>[a/bn]
vechi .
Since ‖i‖K‖ut‖28+ {u(i)}
6+
8+ and {u(i)} is a decreasing sequence, AssumptionA5′′ implies
that ‖i‖ = O(i−(r+1)(1+6/)). Therefore√
nbn
∑
|i|>[a/bn]
‖vechi‖ = O
(√
nb2r+1n
)
= O
(√
nb
2r0+1
n
)
= o(1).
Now ∥∥∥∥∥∥
√
nbn
∑
|i| [a/bn]
{(ibn) − 1} vechi
∥∥∥∥∥∥

∑
|i| [a/bn]
√
nb
2r0+1
n
(ibn) − 1
(ibn)r0
ir0 ‖vechi‖ = o(1)
in view of the Lebesgue theorem, ‖I (r0)‖ < ∞, lim nb2r0+1n = 0 and since the function ((x) −
1)x−r0 is bounded. Hence (ii) is shown and the proof is complete. 
Proof of Theorem 8. Under the assumptions of Theorem 8, Francq and Zakoïan [11, Theorems
2 and 3] have shown that Iˆ and Jˆ are weakly consistent estimators of I and J . We deduce that
ˆ
(1)
, ˆ
(2)
and ˆ
−1
are weakly consistent estimators of (1), (2) and −1. Therefore n =
nbn (c + oP (1)) , with c = vech
(
(2) − (1))′ −1 vech ((2) − (1)) . Since (1) = (2) and
−1 is positive deﬁnite we have c > 0. Because nbn tends to inﬁnity, we have
lim
n→∞P
{
n > 
2
m(1 − )
}
= lim
n→∞P
{
nbn (c + oP (1)) > 2m(1 − )
}
= 1,
for any  ∈ (0, 1). 
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8. Conclusion
In this paper we have proposed a test of strong linearity in the framework of weak ARMA
models. We have derived the asymptotic distribution of the test statistic under the null hypothesis
and we have shown the consistency of the test. The usefulness of this test is the following. When
the null assumption is not rejected, there is no evidence against standard strong ARMA models. In
this case, there is no reason to think that the ARMApredictions are not optimal in the least-squares
sense. When the null assumption is rejected, two different strategies can be considered. A weak
ARMA model can be ﬁtted, following the lines of [10,11], and used for optimal linear prediction.
Another approach is to ﬁt a nonlinear model to provide the (nonlinear) optimal prediction, though
it can be a difﬁcult task to determine the most appropriate nonlinear model.
Finally, we believe that the asymptotic distribution of the HAC estimator established in this
paper has its own interest, apart from the proposed test. Other assumptions on the ACM could be
tested, such as noninvertibility which may indicate some misspeciﬁcation of the model.
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