On global and local minimizers of prestrained thin elastic rods by Cicalese, Marco et al.
ON GLOBAL AND LOCAL MINIMIZERS OF PRESTRAINED THIN
ELASTIC RODS
MARCO CICALESE, MATTHIAS RUF, AND FRANCESCO SOLOMBRINO
Abstract. We study the stable configurations of a thin three-dimensional weakly prestrained
rod subject to a terminal load as the thickness of the section vanishes. By Γ-convergence
we derive a one-dimensional limit theory and show that isolated local minimizers of the limit
model can be approached by local minimizers of the three-dimensional model. In the case of
isotropic materials and for two-layers prestrained three-dimensional models the limit energy
further simplifies to that of a Kirchhoff rod-model of an intrinsically curved beam. In this
case we study the limit theory and investigate global and/or local stability of straight and
helical configurations. Through some simple simulations we finally compare our results with
real experiments.
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1. Introduction
Subject to proper boundary conditions or body forces, elastic materials undergo deforma-
tions strongly depending on their shapes. For thin three-dimensional bodies, low-energy defor-
mations depend on the shape to such an extent that elastic theories for lower dimensional bodies
like rods, plates or shells have been developed (see for instance [7, 21]). The rigorous ansatz-free
variational derivation of such theories from three-dimensional nonlinear elasticity is a very well
established research field. In few words the problem one aims to solve is the derivation of the elas-
tic energy of a thin object by taking a suitable limit of the elastic energy of the three-dimensional
body as its thickness vanishes. Fundamental issues, like the convergence of global minimizers
and of critical points in the limit process have been discussed in the literature and a hierarchy
of theories depending on the scaling of the energies (or the forces) in terms of the thickness has
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been derived since the pioneering papers by Le Dret and Raoult [16] and by Friesecke, James
and Mu¨ller [11, 12] by many authors [1, 27, 28, 29, 33, 34] under different modelling assumptions.
More recently the problem above has gained increasing attention in the case of prestrained
bodies. A number of results have appeared in the case of 3-d to 2-d dimension reduction in
[4, 10, 17, 18, 35] and many interesting questions have been raised. On one hand the above
problem has been left undiscussed in the case of 3-d to 1-d dimension reduction (see [2, 3] for a
similar problem in the theory of nematic elastomers where the dimension reduction is performed
in two subsequent steps 3-d to 2-d and 2-d to 1-d), on the other hand recent experiments in
[19] suggest to consider it from a rigorous mathematical point of view. In few words in [19] the
authors take two long strips of elastomer of the same initial width, but unequal length. The
short strip is stretched uniaxially to be equal in length to the longer one. The initial heights
are chosen so that after stretching the bi-strip system has a rectangular cross section. The two
strips are then glued together side-by-side along their length. The bi-strips appear flat and the
initially shorter strip is under a uniaxial prestrain. As a last step of the experiment, the external
force needed to stretch the ends of the bi-strip is gradually released so that the initially flat bi-
strip starts to bend and twist out of plane. It may evolve towards either a helical or hemihelical
shape (more complex structure in which helices with different chiralities seem to periodically
alternate), depending on the cross-sectional aspect ratio. In particular, a big enough aspect ratio
favors the formation of a helix, whereas a small aspect ratio favors that of a hemihelix.
The analysis in [19] is simplified first assuming that the system is one-dimensional, so that
a Kirchhoff-rod approximation is used, and then analyzing stability of configurations close to
the straight rod by matching asymptotics in a restricted class of competitors. On one hand the
results appear to be mathematically unsatisfying, on the other hand a rigorous derivation of
the complete observed behavior seems to be quite challenging. In this paper we aim at par-
tially bridging this gap by first providing the 1-d limit theory by Gamma-convergence and then
proving approximation of isolated local minima of the 1-d energy by local minima of the 3-d
energy. In our opinion the second aspect constitutes the real novelty of this paper together with
some second order criteria for strict local minimality of 1-d configurations. Second order criteria
for Kirchhoff-rod energies already appeared in the literature [22, 24, 25] but lacking any rigor-
ous relation to the 3-d problem (see below for other differences between the two approaches).
Furthermore we make use of our criteria to test the stability of the 1-d straight and helical con-
figurations in terms of critical forces. By means of numerical experiments we make some rough
comparison between our analysis and the experimental results in [19].
We now detail our setting. We consider a prestrained thin 3-dimensional stripe subject to
terminal loads. Given a small parameter h > 0, a stripe of thickness h , mid-fiber (0, L) and
cross section S ⊂ R2 is denoted by Ωh := (0, L) × hS , with S being a symmetric, smooth
enough open set of unit area. To model the prestrain we introduce a measurable matrix-valued
field Ah : Ωh → M3×3 (note that here we do not assume any further regularity on Ah as for
instance in [17, 18] as we are interested in discontinuous prestrain to compare our results with
the experiments in [19]). Denoting by Γh ⊂ {0, L} × hS a portion of the boundary of the beam
with positive two-dimensional measure, we consider a force field fh : Γh → R3 acting on the
beam. Further denoting by W : M3×3 → [0,+∞] the strain energy density we introduce the
total energy of the system stored by a deformation u : Ωh → R3 as
Eh(u) =
∫
Ωh
W (∇u(x)Ah(x)) dx−
∫
Γh
〈fh(x), u(x)〉 dH2.
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As usual in the analysis of thin elastic objects, we perform a change of variables to rewrite the
energy on a fixed domain. We set Ω = Ω1, Γ = Γ1 and define the new variable v : Ω→ R3 , the
rescaled prestrain Ah : Ω→M3×3 and force fh : Γ→ R3 as
v(x) = u(x1, hx2, hx3), Ah(x) = Ah(x1, hx2, hx3), fh(x) = fh(x1, hx2, hx3).
In terms of the rescaled gradient ∇hv = ∂1v ⊗ e1 + 1h(∂2v ⊗ e2 + ∂3 ⊗ e3), the energy can be
rewritten as Eh(u) = h
2Eh(u), where
Eh(u) =
∫
Ω
W (∇hv(x)Ah(x)) dx−
∫
Γ
〈fh(x), u(x)〉dH2.
We will be interested in the case where
fh
h2
⇀ f in L2(Γ)
suggesting that a meaningful scaling for Eh is Eh/h
2 . Energies Eh of order h
2 correspond
to bending flexures and torsions and lead to a rod theory. To prevent the energy functional
to be unbounded from below due to the invariance under translations we will further assume
v(0, x2, x3) = R0(0, hx2, hx3) for some R0 ∈ SO(3). Under standard frame indifference, non-
degeneracy and regularity assumptions on W (see the next section for the precise set of as-
sumptions) and assuming the rescaled prestrain to be a small perturbation of the identity in the
sense of (2.9), we consider the Γ-limit as h → 0 of Eh/h2 under several boundary conditions
comprising clamped and weak clamped beams (at both ends the beam is free to rotate on a
plane orthogonal to a fixed direction as in [19] or [26]). We notice that such kind of boundary
conditions may involve some additional technical difficulties (see for instance Section 4) and, to
the best of our knowledge, their role in the variational analysis of stability via Γ-convergence
has not been studied. The quadratic scaling has been first studied by Mora and Mu¨ller in [27, 28]
in the case Ah is the identity matrix (see also [33, 34]). Under the assumptions above, for such
energies one can prove a Γ-convergence result and characterize the limit energy density follow-
ing the same steps as in [27]. Using the notation R(x1) = (∂1v(x1)|d2(x1)|d3(x1)), Theorem 3.6
shows that the limit energy E0 : W
1,2(Ω,R3)× (L2(Ω,R3))2 → [0,+∞] is finite on the space
A :=
{
(v, d2, d3) ∈W 2,2(Ω,R3)× (W 1,2(Ω,R3))2 depend only on x1, v(0) = 0,
(∂1v|d2|d3) ∈ SO(3) a.e.
}
.
where it has the form
E0(R) :=
1
2
∫ L
0
Q2
(
x1, R
T (x1)R
′(x1)
)
dx1 −
∫
Γ
〈f(x), v(x)〉dH2 (1.1)
with Q2(x1, A) being a quadratic function of the entries of A which is obtained by a minimization
problem involving the quadratic form of linear elasticity (see Proposition 3.4).
The formula for Q2 can be simplified when the energy density W is isotropic. Having in mind
the experiments in [19], we assume additional symmetry of S , covering the case of a rectangular
cross section as in the experimental set-up. Furthermore we consider a prestrain matrix which
describes locally an incompressible deformation (detAh = 1) and has a two-layer structure of
the form
Ah(x) :=
{
diag(1 + hχ, 1√
1+hχ
, 1√
1+hχ
) if x3 > 0,
I if x3 < 0,
(1.2)
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where χ > 0 is the effective strength of the stretching. Under this assumptions, in Proposition 3.8
we prove that there exist positive coefficients c12, c13, c23 such that, up to an additive constant,
the density Q2 in (1.1) is given by
Q2(A) = c12a
2
12 + c13(a13 − k)2 + c23a223, (1.3)
where
k = χ
∫
S+ x3 dH2∫
S x
2
3 dH2
(1.4)
is the intrinsic curvature. This implies in particular that, without external forces, a uniformly
curved beam is a global minimizer (and actually, up to rotations, the unique global minimizer)
of the limit functional. As a result, by the general theory of Γ-convergence, for h small enough,
global minimizers of the energy Eh with zero external forces are close to a curved beam (see
Proposition 3.8 and subsequent remarks).
The analysis of the convergence of global minimizers has been complemented in literature
with results on the convergence of critical points of the 3-d functional to critical points of the
1-d limit energy. For models without prestrain we may mention the papers [28], where more
regular energy densities are taken into account, or [29], for a stronger scaling. Since instead
we are also interested in validating the usage of stable states of the one-dimensional limit as
approximations of stable states of the three-dimensional energy, we further analyse the problem
from the reverse point of view. We namely show that, for a given (strict) local minimizer of
the 1-d functional in the W 1,2 -topology, it exists a sequence of local minimizers of the 3-d one
converging to it. The choice of the topology, as we also discuss in Section 4, complies well with
simple criteria for showing local minimality, which we also provide.
Going into detail, we first prove that, thanks to the quadratic structure of the limit func-
tional E0 , if R is a strict local minimizer with respect to the W
1,2 -topology, then it is also a
strict local minimizer with respect to the L2 -topology where it is possible to apply the results
in [15] (see also [6]) about approximation of strict local minima by Γ-convergence. However the
advantage of working in W 1,2 (instead of directly considering L2 ) is that it is possible to char-
acterize local minima of E0 by means of its second variation. To this end in Proposition 4.3 we
compute first and second variations of the functional E0 and eventually prove in Theorem 4.7
that if the second variation of E0 at a critical point R is a positive-definite quadratic form, then
R is a strict local minimizer in L2 . We remark that we do not use Euler angles to rewrite E0 in
contrast to [22, 24, 25]. On one hand this makes our problem mathematically more complicated
since the domain of our energy functional is not a linear space, on the other we gain in gener-
ality since we have to pose no a-priori restrictions to the configurations in order to avoid polar
singularities. It is worth noticing that the proof of our local minimality criterion is simplified
by the possibility of extending the limit energy functional E0 in a neighborhood of SO(3) to
a functional E˜0 twice continuously Fre´chet-differentiable in W
1,2 . Such a strong property is a
consequence of two facts: the quadratic dependence of E˜0(M) on M
′ and its smooth dependence
on M . The first is due to the quadratic structure of the limit energy while the second to the
dimensionality of the problem: being E˜0 defined on one-dimensional W
1,2 functions, Sobolev
embeddings give L∞ -compactness for M which turns out to provide a smooth dependence of
E˜0 on M (see Lemma 4.5).
In the last section of the paper we investigate the local stability of straight and helical
configurations under terminal loads. A similar problem, with the already discussed restrictions
and in absence of prestrain, appeared in [22, 24, 25]. In Theorem 5.2 we compute a critical value
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(explicitly depending on the boundary conditions) f crit of the terminal load f such that, for
f > f crit the straight configuration is a L2 local minimizer, while for f < f crit it is not. This
result also enable us to prove that the straight configuration is the unique global minimizer
of E0 for sufficiently large loads f ≥ fg > f crit . A stability analysis, based on a conjugate
point method, is performed in Section 5.2 for helical solutions. The results of this section are
also exploited to provide numerical evidence of some of the experimentally observed behavior
of the physical model in [19]. At the critical force, under some condition on the parameters of
the problem, helical solutions arbitrarily close at the origin to the straight configuration emerge
as a branch of local minima of the energy E0 with respect to their own boundary conditions.
If instead the same boundary conditions are kept, both in the clamped-clamped and in the
weak-clamped case, Theorem 5.6 shows that for f = f crit there exist a branch of critical points
bifurcating from the identity.
The last part of the paper is devoted to simple numerical experiments in which we show
that two factors can influence the stability of helical solutions, namely the aspect ratio of the
rectangular cross section and the intrinsic curvature of the rod through the prestrain parameter
χ in (1.2).
2. Notation and preliminaries on the model
We denote by {e1, e2, e3} the standard basis in R3 , by M3×3 the set of all real-valued
3× 3 matrices and by I the identity matrix. Given a matrix M we denote by MT its adjoint
matrix (this convention will be also used for row and column vectors). The entries of M will be
denoted by mij . We further set sym(M) =
1
2(M+M
T ). We let SO(3) be the set of all rotations,
while M3×3sym and M3×3skew denote the symmetric and skew-symmetric matrices, respectively. Given
A ∈M3×3skew we define ωA as the unique vector such that Av = ωA × v for all v ∈ R3 .
All euclidean spaces will be endowed with the canonical euclidean norm. Given two vectors
v, w ∈ R3 we denote by 〈v, w〉 the scalar product and by v ⊗ w the dyadic product. Moreover,
we define diag(v) ∈ M3×3 as the diagonal matrix with entries diag(v)ij = viδij . All over the
paper C denotes a generic constant that may change from line to line. The derivative of one-
dimensional absolutely continuous functions will be denoted by ′ .
2.1. Mathematical modeling of prestrained elastic materials. We will consider a pre-
strained thin 3-dimensional stripe. Given a small parameter h > 0, a stripe of thickness h ,
mid-fiber (0, L) and cross section S ⊂ R2 is denoted by Ωh := (0, L) × hS . On S we will
assume that it is a bounded open connected set having unitary area and Lipschitz boundary.
We moreover assume that S satisfies the following symmetry properties:∫
S
x2x3 dx2dx3 =
∫
S
x2 dx2dx3 =
∫
S
x3 dx2dx3 = 0. (2.1)
The prestrain is defined as a measurable matrix-valued field Ah : Ωh → M3×3 . We require
the orientation preserving condition
det(Ah(x)) > 0 a.e. in Ωh. (2.2)
We consider a hyperelastic material and assume a multiplicative decomposition for the strain
(see [17]). Denoting by W : M3×3 → [0,+∞] the strain energy density, the stored energy of a
deformation u : Ωh → R3 is expressed by
Eh(u) =
∫
Ωh
W (∇u(x)Ah(x)) dx.
Throughout the paper we make the following standard assumptions on the density W :
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(i) W (RF ) = W (F ) ∀R ∈ SO(3) (frame indifference),
(ii) W (F ) ≥ cdist2(F, SO(3)) and W (I) = 0 (non-degeneracy),
(iii) W is C2 in a neighborhood U of SO(3).
In addition to the stored energy we want to consider an external boundary force of the type
described below. Given a portion Γh ⊂ {0, L}×hS with H2(Γh) > 0 and a force field fh : Γh →
R3 we define the total energy as
Eh(u) =
∫
Ωh
W (∇u(x)Ah(x)) dx−
∫
Γh
〈fh(x), u(x)〉 dH2.
As it is customary when dealing with the variational analysis of thin objects, we perform a
change of variables to rewrite the energy on a fixed domain. Setting Ω = Ω1, Γ = Γ1 , we define
the new variable v : Ω→ R3 and the rescaled prestrain Ah : Ω→ M3×3 and force fh : Γ→ R3
as
v(x) = u(x1, hx2, hx3), Ah(x) = Ah(x1, hx2, hx3), fh(x) = fh(x1, hx2, hx3).
Introducing the rescaled gradient ∇hv = ∂1v⊗ e1 + 1h(∂2v⊗ e2 + ∂3v⊗ e3), the energy takes the
form Eh(u) = h
2Eh(u), where
Eh(u) =
∫
Ω
W (∇hv(x)Ah(x)) dx−
∫
Γ
〈fh(x), u(x)〉dH2. (2.3)
We will be interested in the case where
fh
h2
⇀ f in L2(Γ) (2.4)
suggesting that a meaningful scaling for Eh is Eh/h
2 .
As a matter of fact, for a generic force term Eh/h
2 might negatively diverge since it does not
control translations. To rule this out we supplement the problem with the following boundary
condition allowing at one end only rotations:
v(0, x2, x3) = R0
 0hx2
hx3
 for some R0 ∈ SO(3). (2.5)
Stronger boundary conditions of Dirichlet type can be also considered and will be discussed in
Section 3.3, namely
Clamped:
v(0, x2, x3) = R0
 0hx2
hx3
 for a fixed R0 ∈ SO(3) (2.6)
Clamped-Clamped: in addition to (2.6) it also holds
v(L, x2, x3)−
∫
S
v(L, x2, x3) dH2 = RL
 0hx2
hx3
 for a fixed RL ∈ SO(3). (2.7)
We will see in Corollary 3.12 that the above constraints will imply Dirichlet boundary conditions
for the limit strains.
A weaker constraint, which we call weak clamping (at one or both ends) has been also con-
sidered in literature (see for instance [19]). In this case one leaves the ends free to rotate in
the plane orthogonal to a fixed direction. Assuming for simplicity this direction to be e1 and
considering the more general case of a weak clamping at both ends, it amounts to requiring
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v(0, x2, x3) = M0
 0hx2
hx3
 for some M0 ∈ SO(3) satisfying M0e1 = e1
v(L, x2, x3)−
∫
S
v(L, x2, x3) dH2 = ML
 0hx2
hx3
 for some ML ∈ SO(3) satisfying MLe1 = e1.
(2.8)
The analysis of the energy Eh will entail bending and torsion effects as a result of the h
2
scaling. Accordingly, in order to obtain a proper limiting theory as the thickness h tends to
zero, we assume throughout this paper that the rescaled prestrain is a (not necessarily smooth)
perturbation of the identity in the following sense:
‖Ah − I‖∞ ≤ C0 h, 1
h
(Ah − I)→ A a.e. (2.9)
for some A ∈ L∞(Ω,M3×3). Note that these assumptions already imply (2.2) if h > 0 is small
enough.
Now we can introduce the precise variational framework for our model. We consider admis-
sible deformations of the class
ASO(3)(Ω) := {v ∈W 1,2(Ω,R3) : v fulfills (2.5) in the sense of traces.} (2.10)
and define (with a slight abuse of notation) the energies Eh : W
1,2(Ω,R3)→ (−∞,+∞] as
Eh(v) :=
{∫
ΩW (∇hv(x)Ah(x)) dx−
∫
Γ〈fh(x), v(x)〉dH2 if v ∈ ASO(3)(Ω),
+∞ otherwise. (2.11)
3. Convergence of global minimizers
In this Section we study the global minimizers of our model problem analyzing the Γ-
convergence of the sequence of energies Eh as h→ 0. The analysis will be performed for general
strain energy densities first and then specialized to the isotropic case.
3.1. Γ-convergence of general prestrained energies. We start recalling Proposition 4.1 in
[28], which is based on the geometric rigidity estimate in [11] and show strong compactness for
sequences with finite energy of order h2 .
Proposition 3.1. Let vh ∈W 1,2(Ω,R3) be such that∫
Ω
dist2(∇hvh, SO(3)) dx ≤ Ch2.
Then there exists an associated sequence Rh ∈ C∞((0, L), SO(3)) such that
(i) ‖∇hvh −Rh‖L2(Ω) ≤ Ch,
(ii) ‖∂1Rh‖L2(0,L) ≤ C ,
If in addition vh fulfills vh(0, x2, x3) = (0, hx2, hx3), then
(iii) |Rh(0)− I| ≤ C
√
h
Remark 3.2. If a clamped boundary condition (2.6) holds, statement (iii) in the previous
proposition reads
(iii’) |Rh(0)−R0| ≤ C
√
h .
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This follows immediately by frame indifference if we consider the new sequence v˜h = R
T
0 vh and
apply the above proposition.
Using Proposition 3.1 we deduce the analogous compactness property for our model. In the
statement we consider the space of admissible limit deformations defined as
A :=
{
(v, d2, d3) ∈W 2,2(Ω,R3)× (W 1,2(Ω,R3))2 depend only on x1, v(0) = 0,
(∂1v|d2|d3) ∈ SO(3) a.e.
}
.
Proposition 3.3. Let vh ∈ ASO(3)(Ω) be such that
Eh(vh) ≤ C h2,
then (up to subsequences) vh → v strongly in W 1,2(Ω), ∇hvh → (∂1v|d2|d3) strongly in L2(Ω)
for some (v, d2, d3) ∈ A.
Proof. We first show that
sup
h>0
1
h2
∫
Ω
dist2(∇hvh, SO(3)) dx < +∞. (3.1)
Exploiting Poincare´’s inequality and (2.4) we get∣∣∣∣ 1h2
∫
Γ
〈fh, vh〉 dH2
∣∣∣∣ ≤ ‖h−2fh‖L2(Ω)‖vh‖L2(Ω) ≤ C(‖∇vh‖L2(Ω) + h). (3.2)
Since |∇hjvj |2 ≥ |∇vj |2 one can use the elementary inequality |A − B|2 ≥ 12 |A|2 − |B|2 and
(2.9) to show that, for h small enough,∫
Ω
dist2(∇hvh(x)Ah(x), SO(3)) dx ≥ 1
C
‖∇vh‖2L2 − C,
hence the energy bound and (3.2) imply suph ‖∇vh‖L2(Ω) < +∞ . Since, by the boundary condi-
tion (2.5), vh(0, x2, x3) vanishes with h , we deduce that vh is weakly compact in W
1,2(Ω) and
that the limit v satisfies
v(0, x2, x3) = 0 a.e. (x2, x3) ∈ S. (3.3)
From the assumption (ii) on W and (2.9) we also have that∫
Ω
dist2(∇hvh(x), SO(3)) ≤
∫
Ω
|∇hvh(x)|2|I−Ah(x)|2 +dist2(∇hvh(x)Ah(x), SO(3)) dx ≤ C h2,
so that (3.1) holds and we can apply Proposition 3.1. Up to subsequences the family of rotations
Rh ∈ C∞((0, L), SO(3)) converges weakly in W 1,2((0, L)) and uniformly on [0, L] to some
R ∈ W 1,2((0, L), SO(3)). By property (i) in Proposition 3.1, ∇hvh → R strongly in L2(Ω).
Since R is depending only on x1 the limit functions depend only on x1 . From this fact, the rest
of the statement follows. In particular v(0) = 0 follows from (3.3). 
We will now derive a one-dimensional limit theory. Given a matrix M ∈ M3×3 we let Q3
be the quadratic form defined by
Q3(M) :=
∂2W
∂F 2
(I)[M,M ].
Further we set Q2 : (0, L)×M3×3skew → [0,+∞) as
Q2(x1, A) = inf
α∈W 1,2(S,R3)
g∈R3
∫
S
Q3
((
A(x2e2 + x3e3) + g ∂2α ∂3α
)
+A(x)
)
dx2dx3. (3.4)
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In the next proposition we will collect some useful properties of Q2 .
Proposition 3.4. Let Q2 be as in (3.4). Then the following holds true:
(i) Q2(x1, A) is given by the equivalent minimum problem
min
α∈W 1,2(S,R3)
∫
S
Q3
((
A(x2e2 + x3e3) + gmin ∂2α ∂3α
)
+A(x)
)
dx2dx3, (3.5)
where gmin ∈ L∞((0, L),R3) is given by
gmin(x1) = −
(∫
S
a11(x1, x2, x3) dx2dx3
)
e1.
(ii) The problem (3.5) has a minimizer of the form αmin = α
0 + αˆ , where α0 minimizes
(3.4) for A = 0 and αˆ solves
min
α∈W 1,2(S,R3)
∫
S
Q3
((
A(x2e2 + x3e3) ∂2α ∂3α
))
dx2dx3. (3.6)
(iii) Q2(x1, A) is a quadratic function of the matrix entries of A, that is
Q2(x1, A) = Qˆ2(A) +K(x1) : A+ q(x1) (3.7)
for a coercive quadratic form Qˆ2 , a matrix-valued function K ∈ L∞((0, L),M3×3) and
a scalar-valued function q ∈ L∞((0, L),R). In particular Qˆ2(A) only depends on the
solution αˆ of (3.6).
Proof. (i) Given any pair (g, α) ∈ R3×W 1,2(S,R3), for almost every x1 ∈ (0, L) we may define
α˜(x2, x3) = α(x2, x3)− x2p− x3r
where p, r ∈ R3 are defined as
p = p(x1) :=
∫
S
∂2α dx2dx3 +
∫
S
(
a21 + a12, a22,
a23 + a32
2
)T
dx2dx3,
r = r(x1) :=
∫
S
∂3α dx2dx3 +
∫
S
(
a31 + a13,
a23 + a32
2
, a33
)T
dx2dx3.
Then we can write(
A(x2e2 + x3e3) + g ∂2α ∂3α
)
=
(
g − gmin p r
)
+
(
A(x2e2 + x3e3) + gmin ∂2α˜ ∂3α˜
)
= : M1 +M2.
Note that M1 depends only on x1 and M2 is constructed in such a way that, by (2.1), the
symmetric part of M2 +A has zero average on S . Thus, expanding the quadratic form Q3(M)
(which depends only on the symmetric part of M ) we deduce that∫
S
Q3
((
A(x2e2 + x3e3) + g ∂2α ∂3α
)
+A(x)
)
dx2dx3 =
∫
S
Q3
(
M1 +M2 +A(x)
)
dx2dx3
≥ 2
∫
S
D2W (I)[sym(M1), sym(M2 +A(x))] dx2dx3 +
∫
S
Q3(M2 +A(x)) dx2dx3
=
∫
S
Q3
((
A(x2e3 + x3e3) + gmin ∂2α˜ ∂3α˜
)
+A(x)
)
dx2dx3.
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(ii) As the problem defining Q2(x1, A) is convex, we can characterize the minimizers by the
Euler-Lagrange equation. Those read as
∑3
j=2 ∂j∂mijQ3
((
A(x2e2 + x3e3) + gmin ∂2α ∂3α
)
+A(x)
)
= 0 in S,∑3
j=2 ∂mijQ3
((
A(x2e2 + x3e3) + gmin ∂2α ∂3α
)
+A(x)
)
= 0 on ∂S,
i = 1, . . . , 3,
where we denote by ∂mij the partial derivatives of the map M 7→ Q3(M) with respect to the
matrix entries. As ∂mijQ3(·) is linear for all i, j , it follows that αmin = α0 + αˆ solves the Euler-
Lagrange equation, where α0 is the corresponding minimizer for A = 0 and αˆ is the minimizer
for A = g = 0.
(iii) Note that αˆ depends linearly on A (see also Remark 3.4 in [27]) and α0 is independent
of A . Introducing the linear map A 7→ M(A)(x2, x3) =
(
A(x2e2 + x3e3) ∂2αˆ ∂3αˆ
)
, the
structure of Q2(x1, A) then follows by (ii) on setting
Qˆ2(A) =
∫
S
Q3 (M(A)(x2, x3)) dx2dx3,
K(x1) : A = 2
∫
S
D2W (I)
[
M(A)(x2, x3),
(
gmin ∂2α
0 ∂3α
0
)
+A(x)
]
dx2dx3,
q(x1) =
∫
S
Q3
((
gmin ∂2α
0 ∂3α
0
)
+A(x)
)
dx2dx3.
The coercivity of Qˆ2(A) can be checked directly, so we omit the details. Measurability of K
and q follows from Lemma A.1 and Fubini’s theorem, while the integrability assertions can be
deduced from (i), the boundedness of A and (A.3) as the latter implies ‖∇α0‖L2 ≤ C . 
Remark 3.5. Given a function A ∈ L2((0, L),M3×3skew), one can choose a function α ∈ L2(Ω,R3)
with ∂kα ∈ L2(Ω,R3) (k = 2, 3) such that α(x1, ·) solves (3.5) with A = A(x1, ·) for a.e. x1 ∈
(0, L). This fact is proved in the appendix (see Lemma A.1) since in particular the measurability
of α in the product space Ω = (0, L)× S requires some care.
Here and henceforth we will use the notation R(x1) = (∂1v(x1)|d2(x1)|d3(x1)). We define
the limit energy E0 : W
1,2(Ω,R3)× (L2(Ω,R3))2 → [0,+∞] as
E0(v, d2, d3) :=
{
1
2
∫ L
0 Q2
(
x1, R
T (x1)R
′(x1)
)
dx1 −
∫
Γ〈f(x), v(x)〉 dH2 if (v, d2, d3) ∈ A,
+∞ otherwise.
(3.8)
Note that the definition above is well-posed since, by the separability of W 1,2(S,R3), the function
Q2 is measurable and, since R ∈ SO(3) almost everywhere, the matrix RTR′ is skew-symmetric.
We further notice that the limit functional does depend only on R . In fact, since for admissible
functions v(x1) =
∫ x1
0 R(x1)e1 dx1 , one can rewrite the force term as∫
Γ
〈f(x), v(x)〉dH2 =
〈∫
Γ
f(L, x2, x3) dH2,
∫ L
0
R(x1)e1 dx1
〉
. (3.9)
We now can state the main theorem of this section.
Theorem 3.6. Let hj → 0 and assume that (2.4) and (2.9) hold. Then we have the following
Γ-convergence result:
(i) For every sequence vj → v in W 1,2(Ω,R3) and 1hj (∂2vj , ∂3vj) → (d2, d3) in L2(Ω), it
holds that
E0(v, d2, d3) ≤ lim inf
j
1
h2j
Ehj (vj).
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(ii) For every v ∈W 1,2(Ω,R3), d2, d3 ∈ L2(Ω,R3) there exists a sequence vj ∈W 1,2(Ω,R3)
such that vj → v in W 1,2(Ω) and 1hj (∂2vj , ∂3vj)→ (d2, d3) in L2(Ω) fulfilling
lim
j
1
h2j
Ehj (vj) = E0(v, d2, d3).
Proof. The proof follows the lines of Theorem 3.1 in [27]. We will therefore only sketch those
arguments of the proof which do not require substantial modifications. Since by our assumptions
the force term in Ehj is continuous with respect to the chosen convergence, we can assume that
fh = f = 0.
Lower bound (i): We can assume that
lim inf
j
1
h2j
Ehj (vj) = lim
j
1
h2j
Ehj (vj) = C < +∞.
Let Rj = Rhj with Rhj the sequence of smooth rotations constructed in Proposition 3.3. We
define the sequence Gj : Ω→M3×3 as
Gj(x) :=
RTj (x1)∇hjvj(x)− I
hj
.
Due to the bound (i) in Proposition 3.1, up to subsequences (not relabeled) we have Gj ⇀ G
in L2(Ω). Using frame-indifference we rewrite the relevant part of the energy as
Ehj (vj) =
∫
Ω
W
(
I + hj
(
RTj ∇hjvj
(Ahj − I)
hj
+Gj
))
dx. (3.10)
Since, by (i) in Proposition 3.1, RTj ∇hjvj → I in L2(Ω), we deduce from (2.9) that
RTj ∇hjvj
(Ahj − I)
hj
+Gj ⇀ A+G in L
2(Ω).
The compactness above together with standard linearization arguments (see the proof of Propo-
sition 6.1 (i) in [11]) imply that
lim inf
j
1
h2j
Ehj (vj) ≥
1
2
∫
Ω
Q3(G(x) +A(x)) dx.
It remains to identify the matrix G in terms of R = (∂1v, d2, d3). Reasoning as in the proof of
Theorem 3.1 (i) in [27] one infers that
G(x)e1 = G(x1, 0, 0)e1 +R
T (x1)R
′(x1)(x2e2 + x3e3). (3.11)
To obtain the remaining columns we argue as follows. Let us define the functions
αj(x) =
RTj (x1)
1
hj
vj(x)− x2e2 − x3e3
hj
,
so that ∂kαj(x) = Gj(x)ek for k = 2, 3. Defining the partially averaged function αj(x1) =∫
S αj(x) dx2dx3 we infer from the Poincare´ inequality that, for almost every x1 ∈ (0, L),∫
S
|αj(x)− αj(x1)|2 dx2dx3 ≤ C
∫
S
|∂2αj |2 + |∂3αj |2 dx2dx3.
Integrating the above inequality over (0, L) yields∫
Ω
|αj(x)− αj(x)|2 dx ≤ C
∫
Ω
|∂2αj |2 + |∂3αj |2 dx ≤ C,
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where we used the L2 -bound on Gj . Passing to a subsequence we may suppose that αj−αj ⇀ α
in L2(Ω) for some α ∈ L2(Ω,R3). Note that in the sense of distributions we have ∂kα = Gek .
Moreover, for almost every x1 ∈ (0, L) we have that the map αx1 : (x2, x3) → α(x1, x2, x3)
belongs to W 1,2(S,R3). Therefore, for almost every x1 ∈ (0, L) the pair (G(x1, 0, 0)e1, αx1) ∈
R3 ×W 1,2(S,R3) is admissible in the minimum problem (3.4) for A = RT (x1)R′(x1). By this,
integrating with respect to x1 and using (3.11), we get
1
2
∫
Ω
Q3(G(x) +A(x)) dx ≥ 1
2
∫ L
0
Q2
(
x1, R
T (x1)R
′(x1)
)
dx1,
thus concluding the proof of the lower bound.
Upper bound (ii): For any (v, d2, d3) ∈ A , by Proposition 3.4 (i) and Remark 3.5 we can
choose α ∈ L2(Ω,R3) with ∂kα ∈ L2(Ω,R3) for k = 2, 3 such that (abusing notation)
E0(R) =
1
2
∫
Ω
Q3
((
RT (x1)R
′(x1)(x2e2 + x3e3) + gmin(x1) ∂2α ∂3α
)
+A(x)
)
dx.
We will approximate R,α and g in a similar way as done in the proof of Theorem 3.1 (ii) in
[27]. First we define γn(x1) =
∫ x1
0 gn(s) ds , where gn ∈ C([0, L],R3) is a sequence of functions
converging to gmin in L
2((0, L)). In order to approximate α we consider the standard approxi-
mation αn obtained by convolution, where we make use of Remark A.2 to have convergence up
to the boundary. Then it holds that αn → α and ∂kαn → ∂kα in L2(Ω) for k = 2, 3. We can
furthermore keep the boundary condition (2.5) replacing αn by α˜n(x) = αn(x)θn(x1), where
θn ∈ C∞([0, 1]), [0, 1]) is a suitable cut-off function. This still preserves the convergence of α˜n
and of its partial derivatives ∂kα˜n in L
2(Ω) to α and ∂kα for k = 2, 3, respectively. Note
that since W 1,2((0, L)) is compactly embedded into C([0, L]) we can construct by projection
onto SO(3) also a sequence of smooth functions Rn ∈ C∞([0, L], SO(3)) such that Rn → R in
W 1,2(0, L) and uniformly on [0, L] . Setting
yn(x1) :=
∫ x1
0
Rn(s)e1 ds, (dk)n(x1) = Rn(x1)ek, k = 2, 3,
then for fixed n we have yn, (dk)n ∈ C∞([0, L],R3) for k = 2, 3. Moreover, up to a subsequence
(not relabeled) we may suppose by continuity that
1
2
∫
Ω
Q3
((
RTn (x1)R
′
n(x1)(x2e2 + x3e3) + gn(x1) ∂2α˜n ∂3α˜n
)
+A(x)
)
dx ≤ E0(R) + 1
n
.
We set
vnh(x) := yn(x1) + hx2(d2)n(x1) + hx3(d3)n(x1) + hγn(x1) + h
2Rn(x1)α˜n(x). (3.12)
The regularity of vnh allows a Taylor expansion of the energy density around the identity. By
(2.9) and the dominated convergence theorem one obtains (see [27] for more details)
lim
h→0
1
h2
Eh(v
n
h) =
1
2
∫
Ω
Q3
((
RTn (x1)R
′
n(x1)(x2e2 + x3e3) + gn(x1) ∂2α˜n ∂3α˜n
)
+A(x)
)
dx.
Given any sequence hj → 0, there exists a subsequence hjn such that, if we define the sequence
vnh as in (3.12) with h ≤ hjn , it fulfills (2.5) and by the previous reasoning it holds that
1
h2
Eh(v
n
h) ≤ E0(R) + 2n . Finally we set vj := vnhj if jn ≤ j < jn+1 . Then lim supj 1h2jEhj (vj) ≤
E0(v, d2, d3) and vj → v in W 1,2(Ω) as well as 1/hj(∂2vj , ∂3vj)→ (d2, d3) in L2(Ω). 
Remark 3.7. The Γ-convergence result still holds if we consider bulk forces of the type∫
Ω〈fh(x), v(x)〉dx instead of forces acting on the end. The proof is analogous.
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3.2. The isotropic case: intrinsically curved rods. In this section we treat the case of
isotropic materials showing that the asymptotic formula (3.4) can be further simplified to a
Kirchhoff rod-model with intrinsic curvature if we assume for the prestrain matrix Ah a special
structure arising from a two-layer model (see (3.19)). We begin with some general consideration
about isotropic materials. Through all this section we assume that the isotropy assumption
(iv) W (FR) = W (F ) ∀R ∈ SO(3)
is satisfied. It is well-known that in this case the quadratic form Q3 in (3.4) simplifies to
Q3(M) = 2µ|sym(M)|2 + λtr(M)2, (3.13)
for two positive constants µ, λ that are known as Lame´ constants.
For the sake of simplicity, we assume that the prestrain describes locally an incompressible
deformation, that means det(Ah) = 1. This implies that
tr(A(x)) = 0 a.e. in Ω. (3.14)
We recall that, due to Proposition 3.4 (ii), the problem (3.5) has a minimizer of the form
αmin = α
0+αˆ , where α0 minimizes (3.4) for A = 0 and αˆ is a solution of (3.6). Since the coercive
quadratic form Qˆ2 in the decomposition (3.7) only depends on αˆ , the direct computation in
[27, Remark 3.5] shows that
Qˆ2(A) = µ
3λ+ 2µ
λ+ µ
(
a212
∫
S
x22 + a
2
13
∫
S
x23
)
+ µτSa
2
23, (3.15)
where the constant τS is the so-called torsional rigidity. Introducing the torsion function ϕ of
S , defined as solution of {
∆ϕ = 0 in S,
∂νϕ = −〈(x3,−x2)T , ν〉 on ∂S,
(3.16)
the torsional rigidity is given by
τS :=
∫
S
(x22 + x
2
3 + x3∂2ϕ− x2∂3ϕ) =
∫
S
[(x3 + ∂2ϕ)
2 + (∂3ϕ− x2)2] , (3.17)
where the equivalence between the two definitions follows from (3.16) and integration by parts.
On the other hand, using the trace-free condition (3.14), a direct computation shows that
α0 solves the following system of Euler-Lagrange equations:
−∆α1 = div(a12 + a21, a13 + a31) in S,
div((2µ+ λ)∂2α2 + λ∂3α3, µ∂2α3 + µ∂3α2) = div(−2µa22 − λg1,−a23 − a32) in S,
div(µ∂2α3 + µ∂3α2, λ∂2α2 + (2µ+ λ)∂3α3) = div(−a23 − a32,−2µa33 − λg1) in S,
∂να1 = −〈(a12 + a21, a13 + a31)T , ν〉 on ∂S,
〈((2µ+ λ)∂2α2 + λ∂3α3, µ∂2α3 + µ∂3α2)T , ν〉 = 〈(−2µa22 − λg1,−a23 − a32)T , ν〉 on ∂S,
〈(µ∂2α3 + µ∂3α2, λ∂2α2 + (2µ+ λ)∂3α3)T , ν〉 = 〈(−a23 − a32,−2µa33 − λg1)T , ν〉 on ∂S.
(3.18)
We now focus on the particular case when the prestrain has a special two-layer structure.
This assumption is motivated by the experiments in [19]. There the authors stretch a shorter
thin piece of rubber with rectangular cross section until it has the same length as a second
one and then they glue them along one side. To describe the effects when an additional force
is applied at one end, they use a Kirchhoff model with intrinsic curvature. Here we derive this
model from three-dimensional elasticity. The result we present does only depend on the structure
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of the limit function A , so that more general hypotheses on the prestrain are possible. For the
sake of simplicity we suppose the prestrain Ah to be of the form
Ah(x) :=
{
diag(1 + hχ, 1√
1+hχ
, 1√
1+hχ
) if x3 > 0,
I if x3 < 0,
(3.19)
where χ > 0 describes the effective strength of the stretching. If Ah is of the form (3.19), then
Ah fulfills (2.9) with
A(x) :=
{
diag(χ,−χ2 ,−χ2 ) if x3 > 0,
0 if x3 < 0
(3.20)
and in particular (3.14) holds. We set
S+ := S ∩ {x3 > 0}
and, in addition to (2.1), we further assume the following symmetry condition:∫
S+
x2 dH2 = 0. (3.21)
Proposition 3.8. Assume that (3.20) and (3.21) hold and that W is isotropic. Then, there
exist positive coefficients c12, c13, c23 such that, up to an additive constant, the density Q2 in
(3.4) is given by
Q2(A) = c12a
2
12 + c13(a13 − k)2 + c23a223, (3.22)
where
k = χ
∫
S+ x3 dH2∫
S x
2
3 dH2
(3.23)
is the intrinsic curvature.
Proof. From (3.4) and (3.20) we deduce that limit density does not depend on x1 . Referring to
(3.7), we notice that Qˆ2 is given by (3.15), q affects the energy only by an additive constant,
while the linear term is given by K : A with K independent of x1 because of the previous
considerations. Using the notation from the proof of Proposition 3.4, (3.13) and (3.14) yield
K : A =4µ
∫
S
sym (M(A)(x2, x3)) : sym
((
gmin ∂2α
0 ∂3α
0
)
+A(x)
)
dH2
+ 2λ
∫
S
tr(M(A)(x2, x3)) tr
((
gmin ∂2α
0 ∂3α
0
))
dH2. (3.24)
First notice that by [27, Remark 3.5] the second and third components of αˆ are given by(
αˆ2(x2, x3)
αˆ3(x2, x3)
)
= −1
4
λ
λ+ µ
(
a12x
2
2 − a12x23 + 2a13x2x3
−a13x22 + a13x23 + 2a12x2x3
)
. (3.25)
It follows that sym(M(A)(·))23 = sym(M(A)(·))32 = 0. Moreover, the solution α0 to the system
(3.18) can be taken with first component α01 = 0 since the non-diagonal terms in A are zero,
and so are then the right-hand sides in the equation and the boundary condition for α01 . By
Proposition 3.4 and (3.20) we further have gmin = −χL2(S+)e1 . From all this facts we conclude
that in the matrix scalar-product in (3.24) only the diagonal entries give a contribution. Thus,
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plugging in (3.25), the expression in (3.24) simplifies as
K : A =4µ
∫
S
(a12x2 + a13x3)(−χL2(S+) + a11(x)) dH2
−
∫
S
2µλ
λ+ µ
(a12x2 + a13x3)(∂2α
0
2 + ∂3α
0
3 + a22(x) + a33(x)) dH2
+
∫
S
2λµ
λ+ µ
(a12x2 + a13x3)(∂2α
0
2 + ∂3α
0
3 − χL2(S+)) dH2
=2χµ
3λ+ 2µ
λ+ µ
∫
S+
(a12x2 + a13x3) dH2 = 2χµ3λ+ 2µ
λ+ µ
∫
S+
a13x3,
where we used (2.1), (3.20) and (3.21). Note that the explicit expression of α02 and α
0
3 is not
needed in the previous calculation, since the corresponding term cancels. The general formula
(3.22), as well as the formula for k , now follows from the above computation and (3.15) by
completing the squares. 
Remark 3.9. The coefficients of the density (3.22) can also be easily obtained from (3.15). We
will use their explicit form in the final section.
Remark 3.10. The function Q2 in (3.22) is minimized pointwise by skew-symmetric matrices
of the form
Amin = k(e1 ⊗ e3 − e3 ⊗ e1).
Defining the function (v, d2, d3) ∈ A implicitly via
R(x1) :=
 cos(kx1) 0 sin(kx1)0 1 0
− sin(kx1) 0 cos(kx1)
 , (3.26)
we have
RT (x1)R
′(x1) = Amin.
Hence, with the boundary condition (2.5) or (2.6) we have a curved beam as global minimizer.
On the other hand, if (v, d2, d3) ∈ A is a minimizer, then R′ = RAmin has a unique solution
up to a constant rotation prescribing the initial value R(0). We infer that up to rotation, the
curved beam constructed above is the unique minimizer when there are no external forces. By
the general theory of Γ-convergence, it follows that for h small enough, minimizers of the energy
Eh are close to a curved beam in the chosen topology.
3.3. Different kind of boundary conditions. In this paragraph we shortly discuss the effect
of the clamped and weak-clamped boundary conditions (2.6)-(2.8) on the limit model. While the
limit formula for the energy remains the same as in (3.8), its domain takes instead into account
some Dirichlet-type boundary conditions for the strain as the next lemma shows.
Lemma 3.11. Let vh, v and R = (∂1v, d2, d3) be as in Proposition 3.3.
(i) If vh fulfills (2.6), then R(0) = R0 ,
(ii) If vh fulfills (2.6) and (2.7), then R(0) = R0 and R(L) = RL ,
(iii) If vh fulfills (2.8), then R(0)e1 = R(L)e1 = e1 .
Proof. Claim (i) follows immediately from Proposition 3.1 and Remark 3.2.
We now prove (iii) as the argument for (ii) turns out to be a special case. We start with
the boundary condition at x1 = 0. Let M0,h be the corresponding rotations in (2.8). Defining
m0h = M
T
0,hvh , it follows from frame indifference that Eh(m
0
h) ≤ Ch2 and m0h fulfills
m0h(0, x2, x3) = (0, hx2, hx3)
T .
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Applying Proposition 3.3 and Proposition 3.1 we infer that (up to subsequences) ∇hm0h con-
verges to a function R˜ ∈ W 1,2((0, L), SO(3)) with R˜(0) = I . On the other hand, by com-
pactness of vh , we have that the sequence of matrices M0,h converges to M0 ∈ SO(3) with
M0e1 = e1 , due to (2.8). By construction it holds: R(x1) = M0R˜(x1), so that we deduce
R(0)e1 = M0R˜(0)e1 = e1 .
To prove that R(L)e1 = e1 , we set F = diag(−1,−1, 1) ∈ SO(3) and Ω′ = FΩ +Le1 . Note
that the cross section of Ω′ still has unitary area and fulfills (2.1). We define a new sequence
mLh : Ω
′ → R3
mLh (x1, x2, x3) = FM
T
L,h
(
vh(Fx+ Le1)−
∫
S
v(L, x2, x3) dH2
)
.
Then we have mLh (0, x2, x3) = (0, hx2, hx3)
T and arguing as before we deduce that (up to
subsequences) ∇hmLh converges to a function Rˆ ∈ W 1,2((0, L), SO(3)) with Rˆ(0) = I . By
construction it holds now R(x1) = F
TMLRˆ(L − x1)F , with ML the limit of the rotations
ML,h . It therefore holds MLe1 = e1 , which implies the conclusion by a direct computation. 
As a corollary of Theorem 3.6 we have the following convergence result about prescribed
boundary conditions.
Corollary 3.12. Let hj → 0 and assume that (2.9) and (2.4) hold. It holds that
(i) under the boundary conditions (2.6), the Γ-limit of Eh/h
2 is finite only for (v, d2, d3) ∈
A with R(0) = R0 ,
(ii) under the boundary conditions (2.6) and (2.7), the Γ-limit of Eh/h
2 is finite only for
(v, d2, d3) ∈ A with R(0) = R0 and R(L) = RL .
(iii) under the boundary conditions (2.8), the Γ-limit of Eh/h
2 is finite only for (v, d2, d3) ∈
A with R(0)e1 = R(L)e1 = e1 .
In all cases the limit energy is given by E0(v, d2, d3) on the corresponding domain.
Proof. Lower bound: In all the considered cases the lower bound inequality is a consequence
of Theorem 3.6 and of Lemma 3.11.
Upper bound In all cases it suffices to modify the recovery sequence given by Theorem
3.6 close to {0, L}×S . We demonstrate it for (ii) and (iii). As the construction will be local the
argument for (i) is contained in (ii).
(ii): Let (v, d2, d3) ∈ A such that R(0) = R0 and R(L) = RL . By well-known properties
of Sobolev functions with prescribed trace, there exists a sequence Rn ∈ C∞((0, L), SO(3))
converging to R in W 1,2 which additionally satisfies Rn = R0 in (0, δn) as well as Rn = RL
in (L − δn, L) for some δn > 0. We now construct the recovery sequence vh as in the proof of
Theorem 3.6, that is
vnh(x) = yn(x1) + hx2(d2)n(x1) + hx3(d3)n(x1) + hγn(x1) + h
2Rn(x1)α˜n(x) . (3.27)
By (2.1), this sequence fulfills the boundary condition (2.6) and (2.7) if
(yn, (d2)n, (d3)n)(0) = (0, R0e2, R0e3), α˜n(0, x2, x3) = 0, γj(0) = 0,
((d2)n, (d3)n)(L) = (RLe2, RLe3), α˜n(L, x2, x3) = 0.
One can directly check that all the above equalities, up to the last one, hold now by construction.
For the condition α˜n(L, x2, x3) = 0 it suffices to modify the sequence α˜n in a neighborhood of
L by multiplication with a cutoff only depending on x1 . As in the proof of Theorem 3.6 this
does not affect neither the convergence of α˜n nor of the derivatives in the x2 and x3 directions.
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(iii): In order to fulfill the boundary condition (2.8) for a recovery sequence of the type
(3.27), we can ensure that {(d2)n(0), (d3)n(0), (d2)n(L), (d3)n(L)} ∈ e⊥1 again by choosing a
suitable approximation Rn of a Sobolev function with prescribed trace.
In both cases the modification of the recovery sequence does not change the argument for
the energy estimates, so that we conclude.

4. Approximation of isolated local minimizers
Having identified the Γ-limit of the three-dimensional model in the chosen scaling regime,
we can apply the well-known results on convergence of (almost) global minimizers. However, in
practice also local minimizers are of interest. In this subsection we prove that under some lower
semicontinuity assumptions for the sequence of energies Eh any strict local minimizer R of the
limit energy E0 with respect to the W
1,2 -topology can be obtained as limit of a sequence of
local minimizers vh of the three-dimensional energy Eh . Local minimality of the deformations
vh has in this case to be understood with respect to the L
2 -topology on the scaled gradients
∇hv , which, as seen in Proposition 3.3, arises naturally on the sublevel sets of 1h2Eh .
To prove this result, we will mainly rely on the general theory on local minimizers and
Γ-convergence (see [6, Chapter 5]). At least at a first glance, this would however need a weaker
topology and therefore a stronger notion of minimality, quite hard to be checked in practice.
The key observation to overcome this difficulty is that the L2 -convergence together with the
quadratic structure of the energy E0 imply W
1,2 -convergence in the limit variable R (see
Proposition 4.1 below). The advantage of this approach is that we can provide simple criteria
based on the second variation of the limit functional E0 to check local minimality of R exactly
in the W 1,2 -topology, thus completely bridging the gap between the 3-dimensional and the
one-dimensional energy.
We start by fixing some notation in order to deal also with the additional constraints in
Corollary 3.12. We will see the limit energy E0 as defined on W
1,2((0, L), SO(3)), since it
depends only on R . For ASO(3) as in (2.10) we will denote with Ah ⊆ ASO(3) the domain of
the energy Eh . This notation accounts both for the case where only (2.5) is assumed and then
Ah = ASO(3) , as well as for additionally considering the boundary conditions (2.6), (2.6)-(2.7),
and (2.8), respectively. Accordingly, the domain Aˆ of the limit energy E0 will be either simply
given by W 1,2((0, L), SO(3)), or will also incorporate the Dirichlet-type boundary conditions in
(i), (ii), or (iii) in Corollary 3.12, respectively.
The next proposition is of high importance since it guarantees that strict local minimizers
of E0 in the strong topology are also strict local minimizers in a weaker topology.
Proposition 4.1. Let E0 be defined as in (3.8) and let R be a strict local minimizer of E0
in Aˆ with respect to the strong topology of W 1,2((0, L), SO(3)). Then R is also a strict local
minimizer of E0 in Aˆ with respect to the L2 -topology.
Proof. We argue by contradiction. Assume that there is a sequence Rn ∈ W 1,2((0, L), SO(3))
such that Rn → R in L2((0, L)) and E0(Rn) ≤ E0(R). It is enough to show that Rn → R
strongly in W 1,2((0, L)). By taking advantage of Proposition 3.4 (iii) we have
Q2(x1, A) = Qˆ2(A) +K(x1) : A+ q(x1),
where Qˆ2 is a coercive quadratic form and K, q ∈ L∞((0, L)). By this, the definition of E0
and the equality |RTR′| = |R′| , we obtain that Rn ⇀ R in W 1,2((0, L)). From the assumption
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E0(Rn) ≤ E0(R) and lower semicontinuity we get to
lim
n
E0(Rn) = E0(R) .
Since the force term converges we deduce that also
lim
n
∫ L
0
Q2(x1, R
T
n (x1)R
′
n(x1)) dx1 =
∫ L
0
Q2(x1, R
T (x1)R
′(x1)) dx1. (4.1)
Applying L2 -weak convergence of RTnR
′
n we further infer from (4.1) that
lim
n
∫ L
0
Qˆ2(R
T
n (x1)R
′
n(x1)) dx1 =
∫ L
0
Qˆ2(R
T (x1)R
′(x1)) dx1.
By the properties of Qˆ2 the convergence above implies that R
T
nR
′
n → RTR′ also strongly in
L2((0, L)). Again using the equalities |RTnR′n| = |R′n| and |RTR′| = |R′| and uniform convexity,
it follows that R′n → R′ strongly in L2((0, L)). This proves the claim. 
From the previous proposition we deduce the convergence to isolated local minimizers.
Theorem 4.2. Assume that the functional Eh defined in (2.3) is lower semicontinuous with
respect to weak convergence in W 1,2(Ω,R3). Moreover let E0 be defined as in (3.8) and R =
(∂1v|d2|d3) ∈ W 1,2((0, L), SO(3)) be a strict local minimizer of E0 in Aˆ with respect to the
strong W 1,2 -topology. Then there exists a sequence vh of local minimizers of Eh in Ah such
that vh → v strongly in W 1,2(Ω,R3) and ∇hvh → R strongly in L2(Ω,M3×3).
Proof. The proof follows in the footsteps of [6, Theorem 5.1]. By Proposition 4.1 we deduce from
the assumptions that R is a strict local minimizer in the L2 -topology. Hence there exists δ > 0
such that E0(R
′) > E0(R) for all ‖R′ −R‖L2 ≤ δ . We now set
Uhδ := {v ∈ Ah : ‖∇hv −R‖L2 < δ} .
Note that, by compactness of SO(3), for fixed h the set Ah is closed with respect to weak
convergence in W 1,2(Ω,R3). It also follows that the weak and strong closure of Uhδ coincide by
convexity. Since the functionals Eh are lower semicontinuous and coercive with respect to weak
convergence by our assumptions, there exists a sequence vh such that vh is a minimizer of Eh
on Uhδ . By Proposition 3.3, or Lemma 3.11, the scaled gradients ∇hvh converge to some R′ ∈ Aˆ
strongly in L2 . It follows that ‖R′ −R‖L2 ≤ δ .
Assume now by contradiction that R′ 6= R . We infer that
E0(R) < E0(R
′) ≤ lim inf
h
1
h2
Eh(vh) ≤ lim sup
h
1
h2
inf
v∈Uhδ
Eh(v) ≤ lim sup
h
1
h2
Eh(vˆh) ≤ E0(R),
where vˆh is a recovery sequence for R in the sense of Theorem 3.6. Thus we obtain a contradiction
and R′ = R . It follows that ∇hvh ∈ Uhδ for h small enough, which is an open set of Ah in the
W 1,2(Ω,R3)-topology. Hence vh is indeed a local minimizer. The convergence of vh → v follows
from the convergence of ∇hvh to R and the condition (2.5) which rules out translations. 
In the rest of the Section we aim to show that a solution R of the Euler-Lagrange equations
for E0 with positive second variation is a strict local minimizer of E0 with respect to the strong
W 1,2 -topology. This result cannot be directly deduced from [5, Theorem 11], which deals with
more general integrands and consequently requires W 1,∞ -regularity of the solution and proves
local minimality only with respect to the W 1,∞ -topology.
We start by recalling the expressions for the first and second variation of the limit energy. A
quick derivation is presented for the reader’s convenience, although some of the calculations are
already present in [28] (for the first variation) and a formal derivation of the second variation
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has been shown in [8]. For notational convenience, we introduce the function q2 : (0, L)×R3 →
[0,+∞) defined implicitly by q2(x1, ωA) = Q2(x1, A) and denote by ∇yq2(x1, A) the derivative
of q2 with respect to the second variable. We also recall that the tangent space to the space of
admissible deformations Aˆ at a configuration R is given by T R , where T is a space of test
functions depending on Aˆ . In the unconstrained case when Aˆ = W 1,2((0, L), SO(3)), it is well-
known that T = W 1,2((0, L),M3×3skew). If the additional constraints in Corollary 3.12 are taken
into account, the following characterizations hold:
(i) when Aˆ = {R ∈W 1,2((0, L), SO(3)) : R(0) = R0} for a fixed R0 ∈ SO(3), then
T = {B ∈W 1,2((0, L),M3×3skew) : B(0) = 0} ;
(ii) when Aˆ = {R ∈ W 1,2((0, L), SO(3)) : R(0) = R0 and R(L) = RL} for fixed R0 ,
RL ∈ SO(3), then T = W 1,20 ((0, L),M3×3skew);
(iii) when Aˆ = {R ∈W 1,2((0, L), SO(3)) : R(0)e1 = R(L)e1 = e1} , then
T = {B ∈W 1,2((0, L),M3×3skew) : B(0)e1 = B(L)e1 = 0} .
In all these cases, T is a linear subspace of W 1,2((0, L),M3×3skew).
Proposition 4.3. Let E0 be defined as in (3.8) and R ∈ W 1,2((0, L), SO(3)) be a local min-
imizer of E0 in Aˆ with respect to the strong W 1,2 -topology. Then R satisfies the following
first-order necessary condition for every B ∈ T :∫ L
0
〈∇yq2(x1, ωA(x1)), RT (x1)ωB′(x1)〉 − 2〈f, (ωB(x1)×R(x1)e1)〉 dx1 = 0 , (4.2)
where A = RT R′ .
Furthermore, if R ∈ Aˆ solves (4.2), the second variation of E0 at R is given by
D2E0(R)[BR,BR] =
1
2
∫ L
0
[〈CRTωB′ , RTωB′〉 − 〈R∇yq2(x1, ωA), BωB′〉 − 2〈f,B2Re1〉] dx1
(4.3)
for every B ∈ T , where C := D2yq2(x1, v) is a constant matrix.
Proof. Fix a local minimizer R ∈ Aˆ . Given B ∈ T , for ε small there exists a smoothly varying
one-parameter family γε ∈ Aˆ such that γ0 = R and γ˙0 = BR , where γ˙ denotes differentiation
with respect to the parameter ε . We set Aε := γ
T
ε γ
′
ε as well as Bε = γ˙εγ
T
ε ∈ T , and observe
that A0 = A and B0 = B . Exchanging the order of differentiation we get
γεA˙εγ
T
ε = B
T
ε
(
γε(γ
′
ε)
T
)T
+ γεγ
T
ε γ˙
′
εγ
T
ε = Bεγε(γ
′
ε)
T + γ˙′εγ
T
ε = γ˙ε(γ
′
ε)
T + γ˙′εγ
T
ε = B
′
ε,
where used that Bε and γεγ
′
ε are skew-symmetric almost everywhere. Using the general equality
ωR˜T A˜R˜ = R˜
TωA˜ , valid for all R˜ ∈ SO(3) and A˜ ∈M3×3skew , we have
ωA˙ε = γ
T
ε ωB′ε . (4.4)
Due to Proposition 3.4 (iii) and the estimate (A.1) we may indeed differentiate inside the integral
in E0(γε) with respect to ε . We then obtain
d
dε
1
2
∫ L
0
Q2(x1, γ
T
ε (x1)γ
′
ε(x1))− 2〈f, γε(x1)e1〉dx1
=
1
2
∫ L
0
〈∇yq2(x1, ωAε(x1)), ωA˙ε(x1)〉 − 2〈f, γ˙ε(x1)e1〉 dx1.
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Evaluating the above expression at ε = 0 where it must vanish by local minimality and using
(4.4), we obtain (4.2).
For the second part of the statement, first notice that the claim about C follows from
Proposition 3.4 (iii). Now consider R ∈ Aˆ (for the moment, not necessarily a minimizer) and let
γε be a one-parameter family as above. Again we may differentiate inside the integral to obtain
d2
dε2
E0(γε) =
1
2
∫ L
0
〈CωA˙ε , ωA˙ε〉+ 〈∇yq2(x1, ωAε), ωA¨ε〉 − 2〈f, γ¨εe1〉 dx1. (4.5)
By (4.4) and a direct computation we have
ωA¨ε = γ˙
T
ε ωB′ε + γ
T
ε ωB˙′ε
, γ¨ε = B˙εγε − γ˙εγ˙Tε γε,
which implies by definition of γε that
ωA¨0 = R
T (ωB˙′0
−BωB′), γ¨0 = (B˙0 +B2)R.
Hence evaluating (4.5) at ε = 0 we infer by the above equalities and (4.4) that
D2E0(R)[BR,BR] =
1
2
∫ L
0
〈CRTωB′ , RTωB′〉 − 〈R∇yq2(x1, ωA), BωB′〉 − 2〈f,B2Re1〉 dx1
+
∫ L
0
〈∇yq2(x1, ωA), RTωB˙′0〉 − 2〈f, (ωB˙0 ×Re1)〉dx1
If R solves now (4.2), then the last integral vanishes since B˙0 ∈ T . This proves (4.3). 
Remark 4.4. Note that (4.2) is the weak formulation of the system{
(R(x1)∇yq2(x1, ωA(x1)))′ = 2f ×R(x1)e1,
R′(x1) = R(x1)A(x1),
(4.6)
endowed with boundary conditions that depend on the choice of Aˆ . In the unconstrained case
when we only assume (2.5), system (4.6) has to be coupled with the natural boundary conditions
∇yq2(0, ωA(0)) = ∇yq2(L, ωA(L)) = 0. (4.7)
If we consider the clamped-clamped case (2.6)-(2.7), then (4.7) is simply replaced by the Dirichlet
boundary conditions R(0) = R0 and R(L) = RL for fixed R0 and RL ∈ SO(3).
In the case of weak clamping (2.8), we have R(0)e1 = R(L)e1 = e1 while ωB(0) and ωB(L) are
parallel to e1 for all test functions B ∈ T . We therefore get the mixed boundary conditions
R(0)e1 = R(L)e1 = e1 and 〈∇yq2(0, ωA(0)), e1〉 = 〈∇yq2(L, ωA(L)), e1〉 = 0 . (4.8)
The proof of the announced local minimality criterion is in our case considerably simplified,
since we can extend E0 in a neighborhood of SO(3) to a functional E˜0 ∈ W 1,2((0, L),M3×3)
(see (4.10) below) that proves to be twice continuously Fre´chet-differentiable in W 1,2 . This
is crucially due to a very special structure: E˜0 is quadratic in the derivative M
′ , while the
L∞ -compactness provided by the Sobolev embedding allows us to consider a general smooth
dependence on M . Notice that C2 Fre´chet-differentiability is a very strong property, which in
general fails for integral functionals on W 1,2 , also if the integrand is smooth (see [31, Example
2.3]). It is indeed a known fact in the literature that a quadratic structure is needed (see again
[31, Introduction], which also refers to [30]). Since however we did not find a precise statement
for the case we will consider, we prefer to give a self-contained proof in the lemma below.
ON GLOBAL AND LOCAL MINIMIZERS OF PRESTRAINED THIN ELASTIC RODS 21
Lemma 4.5. Let U ⊂ W 1,2((0, L),Mm×n) be an open set and F : U → R be a functional of
the type
F (M) =
∫ L
0
φ(t,M(t),M ′(t)) dt ,
for a Carathe´odory integrand φ(t, V,W ) which is smooth in the last two variables, is quadratic
in W and fulfills
|∂V φ(t, V,W )|+ |∂2V φ(t, V,W )| ≤ C(1 + |W |2),
|∂Wφ(t, V,W )|+ |∂V ∂Wφ(t, V,W )| ≤ C(1 + |W |),
∂2Wφ(t, V,W ) = f(t, V )
(4.9)
with f(t, ·) bounded and continuous uniformly in t. Then F is twice continuously Fre´chet-
differentiable on U .
Proof. It is a standard fact that the assumptions imply F ∈ C1(U) with first derivative
DF (M)[h] =
∫ L
0
∂V φ(t,M(t),M
′(t))h(t) + ∂Wφ(t,M(t),M ′(t))h′(t) dt.
We continue with the second derivative. The natural candidate is given in compact form by
D2F (M)[h1, h2] =
∫ L
0
[
D2φ(t,M(t),M ′(t))(h2(t), h′2(t))
]
: (h1(t), h
′
1(t)) dt,
where the term inside the brackets has to be understood as the product of a tensor and a
matrix. Using the bounds (4.9) and the Sobolev embedding theorem it follows that D2F (M) is
a continuous bilinear form on W 1,2((0, L),Mm×n). Rewriting the difference
A(h) := (DF (M + h1)−DF (M))[h2]−D2F (M)[h1, h2]
as a double integral we infer from Fubini’s theorem and Ho¨lder’s inequality that
|A(h)| ≤
∫ 1
0
∫ L
0
∣∣[(D2φ(t,M + sh1,M ′ + sh′1)−D2φ(t,M,M ′)) (h2, h′2)] : (h1, h′1)∣∣ dt ds
≤ ‖h1‖∞‖h2‖∞
∫ 1
0
∫ L
0
∣∣∂2V φ(t,M + sh1,M ′ + sh′1)− ∂2V φ(t,M,M ′)∣∣ dt ds
+ 2 max
i 6=j
(‖hi‖∞‖h′j‖L2) ∫ 1
0
(∫ L
0
∣∣∂V ∂Wφ(t,M + sh1,M ′ + sh′1)− ∂V ∂Wφ(t,M,M ′)∣∣2 dt) 12 ds
+ ‖h′1‖L2‖h′2‖L2 sup
t,s
|f(t,M(t) + sh1(t))− f(t,M(t))|
Since we have to estimate the operator norm we can assume that ‖h2‖W 1,2 ≤ 1. When ‖h1‖W 1,2 →
0, the integrals vanish again by the bounds (4.9) and the general Lebesgue dominated conver-
gence theorem applied twice. The supremum in the last line vanishes by the assumptions on f .
Hence F is indeed twice Fre´chet-differentiable in M .
It remains to show that the second derivative is continuous on U . To this end take any
h1, h2 such that ‖h1‖W 1,2 , ‖h2‖W 1,2 ≤ 1 and suppose that Mn → M in W 1,2((0, L),Mm×n).
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Then, as above, the difference ∆n(h) :=
(
D2F (Mn)−D2F (M)
)
[h1, h2] can be estimated as
|∆n(h)| ≤
∫ L
0
∣∣[(D2φ(t,Mn,M ′n)−D2φ(t,M,M ′)) (h2, h′2)] : (h1, h′1)∣∣ dt
≤C
∫ L
0
|∂2V φ(t,Mn,M ′n)− ∂2V φ(t,M,M ′)| dt+ C sup
t
|f(t,Mn(t))− f(t,M(t))|
+ C
(∫ L
0
|∂V ∂Wφ(t,Mn,M ′n)− ∂V ∂Wφ(t,M,M ′)|2 dt
) 1
2
.
Again the right hand side is independent of (h1, h2) and vanishes when n→∞ by the Sobolev
embedding theorem and the bounds (4.9) combined with the general Lebesgue dominated con-
vergence theorem. Hence we proved the continuity. 
Remark 4.6. The statement of Lemma 4.5 remains valid if F is defined on an open set U with
respect to an affine subspace of W 1,2((0, L),Mm×n). This will be useful to include boundary
conditions.
Now we can state our main result of this section:
Theorem 4.7. Assume that the functional Eh defined in (2.3) is lower semicontinuous with
respect to weak convergence in W 1,2(Ω,R3). Moreover let R = (∂1v|d2|d3) ∈ Aˆ be a solution of
(4.2). Assume that D2E0(R)[BR,BR] ≥ c‖BR‖2W 1,2 for some c > 0 and all B ∈ T . Then R is
a strict local minimizer of E0 with respect to the L
2 -topology on Aˆ and there exists a sequence
vh of local minimizers of Eh in Ah such that vh → v strongly in W 1,2(Ω,R3) and ∇hvh → R
strongly in L2(Ω,M3×3).
Proof. Due to Proposition 4.1 and Theorem 4.2 it is enough to show that under the assumptions
R is a strict local minimum of E0 in Aˆ with respect to the W 1,2 -topology.
We prove the statement only in the case of the boundary conditions (2.8) since they involve
some additional difficulties. We introduce the closed affine space
V =
{
M ∈W 1,2((0, L),M3×3) : M(0)e1 = M(L)e1 = e1,
〈M(0)ei, e1〉 = 〈M(L)ei, e1〉 = 0, i = 2, 3
}
.
Note that Aˆ ⊂ V since for R ∈ SO(3) the condition Re1 = e1 implies the conditions in
the second line. Let us denote by Π3 the smooth projection onto SO(3) defined on an open
neighborhood U0 of SO(3). We may assume that det(M) > 0 for all M ∈ U0 . Setting 2δ :=
dist(SO(3), ∂U0) > 0 we introduce the auxiliary functional E˜0 : U ⊂ V → R given by
E˜0(M) = E0(Π3(M)) +
1
2
‖M −Π3(M)‖2W 1,2 , (4.10)
where U := {M ∈ V : dist(M(x1), SO(3)) < δ} . Note that by the choice of δ we can assume
that the derivatives up to any finite order of the projection operator Π3 are uniformly bounded.
In particular, by Lemma A.3 and the chain rule and it holds that Π3(M) ∈ Aˆ for all M ∈ U with
(Π3(M))
′ = DΠ3(M)M ′ , so that E˜0 is well-defined and finite. Moreover, as |(Π3(M))′| ≤ C|M ′|
and
E˜0(M) =
1
2
∫ L
0
Q2(Π3(M)
TDΠ3(M)M
′) + |M ′ −DΠ3(M)M ′|2 + |M −Π3(M)|2 dx1,
using Proposition 3.4 (iii) one can check that E˜0 fulfills the assumptions of Lemma 4.5. By
Remark 4.6, it is twice continuously Fre´chet-differentiable on the open set U . Thus it is enough
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to show that the first derivative vanishes while the second is strictly positive definite in R . Using
standard variations of the form R+εM with M ∈ V−R we can relate the Fre´chet-derivative of
E˜0 to the Euler-Lagrange equation of the functional E0 . Indeed, since R is a solution of (4.2)
we obtain
DE˜0(R)[M ] =
d
dε
E˜0(R+ εM)|ε=0 =
d
dε
E0(Π3(R+ εM))|ε=0 = 0.
Similarly for the second derivative we deduce
D2E˜0(R)[M,M ] =
d2
dε2
E˜0(R+ εM)|ε=0 =
d2
dε2
E0(Π3(R+ εM))|ε=0 + ‖M − (DΠ3(R))M‖2W 1,2
≥ c‖(DΠ3(R))M‖2W 1,2 + ‖M − (DΠ3(R))M‖2W 1,2 ≥
c
c+ 1
‖M‖2W 1,2 .
By standard results of calculus the functional E˜0 has a strict local minimum at R , and so does
the constrained functional E0 . 
Remark 4.8. A necessary condition for R to be a W 1,2 -local minimizer in Aˆ is given by
D2E0(R)[BR,BR] ≥ 0. This follows for instance by applying [5, Theorem 11].
5. Stable configurations in the isotropic case
In this section we apply the previous results to the case of an isotropic material with a
prestrain of the form (3.19) and a cross section fulfilling (3.21). We will investigate the stability
of the straight and the helical configurations as the material is subject to a force fe1 applied at
the free end {L} × S and to suitable boundary conditions. Using (3.22) the limit total energy,
now denoted by Ef0 to highlight the dependence on the force parameter f , reads as
Ef0 (R) =
1
2
∫ L
0
c12a12(x1)
2 + c13(a13(x1)− k)2 + c23a23(x1)2 − 2f〈e1, R(x1)e1〉dx1, (5.1)
where A(x1) = R
T (x1)R
′(x1) and f ∈ R . To reduce notation we set C = diag(c23, c13, c12).
Note that in this case we have
q2(v) = 〈Cv, v〉 − 2k〈Ce2, v〉+ k2〈Ce2, e2〉. (5.2)
5.1. Stability of the straight configuration. We start by briefly discussing the boundary
conditions under which the straight configuration is a local minimizer for the energy in (5.1). If
we only assume the boundary condition (2.6) with R0 = I , the straight configuration R(x1) = I
cannot be a local minimizer since the natural boundary conditions in (4.6) require a13(L) = k .
Instead, if we consider the boundary conditions R(0)e1 = R(L)e1 = e1 that correspond to (2.8)
at both ends, it follows again by Remark 4.4 that the straight configuration is a critical point
of E0 . In particular such a configuration is a critical point of the energy E0 under Dirichlet
boundary data corresponding to the clamped-clamped conditions (2.6) and (2.7) with R0 =
RL = I .
In the following Theorem 5.2 we give sufficient and necessary conditions for local stability
of the straight configurations in terms of f . We notice that in the weak-clamping case (2.8) we
recover the same critical value of the force which was obtained in [19] by means of a formal
perturbation argument.
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In the statement we will make use of the following auxiliary functions
g1(x) =
(
x− c12c23
(c13kL)2
x3
)
sin(x) + 2(cos(x)− 1),
g2(x) =
(
x− c12c23
(c13kL)2
x3
)
(cos(x) + 1)− 2 sin(x).
(5.3)
and of the following simple lemma.
Lemma 5.1. Let the functions g1, g2 be defined in (5.3) and let a =
c12c23
(c13kL)2
. If 1 − 4pi2a ≥ 0
then the functions do not have any common zero in the interval (pi, 2pi). If instead 1− 4pi2a < 0
then there exists a unique common zero x∗ in the interval (pi, 2pi).
Proof. First note that 1 − 4api2 ≥ 0 implies that x − ax3 ≥ 0 for all x ∈ (pi, 2pi), whence
g2(x) > 0 so that there is no zero in (pi, 2pi). It remains the case when 1 − 4pi2a < 0. It holds
that g2(pi) = 0, g
′
2(pi) = 2 and g2(2pi) = 4pi(1− 4pi2a) < 0. Therefore there exists x∗ ∈ (pi, 2pi)
such that g2(x∗) = 0. Then (x∗−ax3∗) = 2 sin(x∗)cos(x∗)+1 which yields g1(x∗) = 0. We claim that there
exists only one zero in (pi, 2pi). Assume by contradiction that there are at least two zeros. Since
g1, g2 can be extended to holomorphic functions these zeros are isolated. Let x1 < x2 be the
two smallest zeros in (pi, 2pi). Note that 1− ax21 < 0 and
g′1(x) = g2(x)− (x− ax3) + sin(x)(1− 3ax2),
g′2(x) = −g1(x)− 2 + (cos(x) + 1)(1− 3ax2),
Hence g′1(x1) = −(x1 − ax31) + sin(x1)(1 − 3ax21) > 0 and we conclude that g1 > 0 for all
x ∈ (x1, x2) (as g1(x) = 0 implies g2(x) = 0 for x ∈ (pi, 2pi)). It follows that, for all x ∈ (x1, x2),
g′2(x) ≤ −2 + (cos(x) + 1)(1− 3ax2) < −2,
which is a contradiction. 
Theorem 5.2. Let Ef0 be as in (5.1) and let x∗ be as Lemma 5.1. Then there exists a critical
force f crit such that for f > f crit the straight configuration is a strict local minimizer of Ef0
in the L2 -topology with the respective boundary conditions. If instead f < f crit the straight
configuration is not a local minimizer. Moreover, it is given by
f crit =


(c13k)
2
c23
− 4pi
2c12
L2
if
(c13kL)
2
4pi2c12c23
≥ 1
max
{
(c13k)
2
c23
− x
2∗c12
L2
,−pi
2c13
L2
}
otherwise
for the b.c. R(0) = R(L) = I,
max
{
(c13k)
2
c23
− pi
2c12
L2
,−pi
2c13
L2
}
for the b.c. R(0)e1 = R(L)e1 = e1.
Proof. We start observing that, by Proposition 4.3 the second variation of Ef0 at I is given by
the functional
F f (ω) =
∫ L
0
〈Cω′, ω′〉 − c13k(ω1ω′3 − ω′1ω3) + f(ω22 + ω23) dx1. (5.4)
Above, to reduce subscripts and referring to formula (4.3), we have set ω = ωB and observed
that ω′ = ωB′ .
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We first discuss the case of Dirichlet boundary conditions R(0) = R(L) = I . In this case
ω ∈W 1,20 ((0, L),R3). Thanks to Theorem 4.7 and Remark 4.8 we have that
f crit = inf{f ∈ R : inf
ω∈W 1,20 ,‖ω‖=1
F f (ω) > 0}. (5.5)
Notice that the quadratic structure of F f implies that, for f > f crit F f (ω) ≥ c‖ω‖2
W 1,20
, so
that, by Theorem 4.7, the conclusion holds true. It now simply remains to characterize f crit as
in the statement of the theorem.
We begin by claiming that f crit can be characterized as the unique f ∈ R such that
inf
ω∈W 1,20 ,‖ω‖=1
F f (ω) = min
ω∈W 1,20 ,‖ω‖=1
F f (ω) = 0.
We first show that there exists ω 6= 0 such that F fcrit(ω) = 0. Indeed, (5.5) implies that
F f
crit ≥ 0. Moreover, if F fcrit(ω) ≥ c‖ω‖W 1,2 for some c > 0, then one can use the Poincare´
inequality to show that f crit violates (5.5). Hence there exists a sequence ωn ∈W 1,20 ((0, L),R3)
such that ‖ωn‖W 1,2 = 1 and
lim
n
∫ L
0
〈Cω′n, ω′n〉 − c13k(ω1,nω′3,n − ω′1,nω3,n) + f crit(ω22,n + ω23,n) dx1 = 0. (5.6)
Up to subsequences, we have that ωn ⇀ ω in W
1,2((0, L)) and uniformly on [0, L] . By lower
semicontinuity, the claim follows if ω 6= 0. Suppose ω = 0, then passing to the limit in (5.6),
we deduce from uniform and weak convergence that also ω′n → 0 strongly in L2((0, L)) which
contradicts the fact that ‖ωn‖W 1,2 = 1. To prove uniqueness of such f , take a minimizer ω with
‖ω‖ = 1. Then it follows that for any f < f crit we have F f (ω) ≤ (f − f crit) ∫ L0 ω22 +ω23 dx1 < 0
(otherwise F f
crit
(ω) > 0). The same argument shows that there exists no f > f crit such that
F f (ω) = 0 for some ω 6= 0.
It is now convenient to decouple the functional F f (ω) = F f1 (ω1, ω3) + F
f
2 (ω2), where
F f1 (ω1, ω3) =
∫ L
0
c23(ω
′
1)
2 + c12(ω
′
3)
2 − c13k(ω1ω′3 − ω′1ω3) + fω23 dx1,
F f2 (ω2) =
∫ L
0
c13(ω
′
2)
2 + fω22 dx1.
By similar arguments used for F f (ω) there exist unique f crit1 , f
crit
2 ∈ R characterized as those
f1, f2 ∈ R such that
inf
‖(ω1,ω3)‖=1
F f1(ω1, ω3) = min‖(ω1,ω3)‖=1
F f11 (ω1, ω3) = 0,
inf
‖ω2‖=1
F f22 (ω2) = min‖ω2‖=1
F f22 (ω2) = 0,
(5.7)
where ‖ · ‖ denotes ‖ · ‖
W 1,20
. We now claim that f crit = max{f crit1 , f crit2 } . Indeed, in the case
f crit1 ≤ f crit2 we take any minimizer ω2 6= 0 for F f
crit
2 and define ω = (0, ω2, 0). Then ‖ω‖ = 1
and F f
crit
2 (ω) = 0. Moreover, as F
fcrit2
1 ≥ 0 it follows that F f
crit
2 ≥ 0, thus by uniqueness we
get f crit2 = f
crit . A symmetric argument proves the claim in the remaining case.
Applying the Poincare´ inequality to ω2 , it is immediate to see that f
crit
2 = −pi
2c13
L2
. Hence
it remains to calculate f crit1 . Using integration by parts and the Poincare´ inequality with sharp
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constant for ω3 we obtain
F f1 (ω) ≥
∫ L
0
c23(ω
′
1)
2 +
(
pi2
L2
c12 + f
)
ω23 + 2c13kω
′
1ω3 dx1,
so that if
(
pi2
L2
c12 + f
)
c23 > (c13k)
2 , then F f1 (ω1, ω3) > 0 for all ω1, ω3 with ‖(ω1, ω3)‖W 1,20 = 1.
Thus f crit1 ≤ (c13k)
2
c23
− pi2c12
L2
.
Now we use the Euler-Lagrange equation to calculate f crit1 . Note that if ω 6= 0 is such that
F
fcrit1
1 (ω) = 0, then it is a global minimizer. Hence it solves the following differential equations:{
c23ω
′′
1 + c13kω
′
3 = 0,
c12ω
′′
3 − c13kω′1 − f crit1 ω3 = 0.
The general solutions of the above system are
ω1(x1) = a1 + a2x1 + a3e
λx1 + a4e
−λx1 ,
ω3(x1) = b1 + b2x1 + b3e
λx1 + b4e
−λx1 ,
where
λ =
√
f crit1
c12
− (c13k)
2
c12c23
or equivalently f crit1 = c12λ
2 +
(c13k)
2
c23
. (5.8)
Note that by the a priori upper bound f crit1 ≤ (c13k)
2
c23
− pi2c12
L2
we have λ ∈ iR+ and |λ|L ≥ pi .
Plugging this ansatz into the equation and taking into account boundary conditions we get a
linear system which admits non-trivial solutions under the following zero determinant condition:
c23λ(e
λL − 1)
eλL
(
−2(c13k)2(eλL − 1) + c23λLf crit1 (eλL + 1)
)
= 0.
Using (5.8) in the previous equation we get that either |λ|L ∈ 2piN or
λL
(
c12c23λ
2
(c13k)2
+ 1
)
(eλL + 1)− 2(eλL − 1) = 0. (5.9)
Checking the real and imaginary part of (5.9) we infer that
|λ|L
(
c12c23λ
2
(c13k)2
+ 1
)
sin(|λ|L) + 2(cos(|λ|L)− 1) = 0, (5.10)
|λ|L
(
c12c23λ
2
(c13k)2
+ 1
)
(cos(|λ|L) + 1)− 2 sin(|λ|L) = 0.
Using Lemma 5.1 we conclude that
f crit1 =
{
(c13k)2
c23
− 4pi2c12
L2
if 1− 4pi2 c12c23
(c13kL)2
≥ 0,
(c13k)2
c23
− x2∗c12
L2
if 1− 4pi2 c12c23
(c13kL)2
< 0.
where the first line follows from (5.8) by taking the minimal possible value for |λ| ∈ 2piL N in the
case when system (5.10) has no solutions. By comparing the values of f crit1 and f
crit
2 we get the
claim.
We now discuss the case of weak-clamped boundary conditions. In this case the test functions
ω ∈ W 1,2((0, L),R3) are such that ω2(0) = ω3(0) = ω2(L) = ω3(L) = 0. Since the second
variation is not sensitive to translations in the variable ω1 , we may further suppose that ω1(0) =
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0. As a result we can follow the same lines as in the previous case, the only difference being
the Neumann boundary condition ω′1(L) = 0. Again we split the functional in two parts and
we define the two critical forces f crit1 , f
crit
2 as in (5.7) for the new space of test functions. The
value for f crit2 is the same as in the previous case. The zero determinant condition of the new
linear system for critical forces gives λL ∈ piiZ . Since λ = 0 gives only the trivial solution,
the critical force f crit1 corresponds to λL = pii and, by (5.8) (observe that this condition was
derived independently of the boundary data) it reads f crit1 =
(c13k)2
c23
− pi2c12
L2
. 
Using the above stability result, we can conclude that if the force is large enough, then the
straight configuration becomes even the unique global minimizer.
Theorem 5.3. Under the boundary conditions R(0)e1 = R(L)e1 = e1 or R(0) = R(L) = I ,
there exists fg such that for all f > fg the straight configuration R = I is the unique global
minimizer of Ef0 .
Proof. We prove the statement in the case R(0)e1 = R(L)e1 = e1 which in particular implies
the result in the case R(0) = R(L) = I . We argue by contradiction. Assume that there exists
a sequence fn → +∞ and an associated sequence Rn such that Efn0 (Rn) ≤ Efn0 (I). We know
from Theorem 5.2 that for f > f crit , the straight configuration is a strict local minimum in
L2((0, L), SO(3)). As an elementary first step, we note that the L2 -neighborhood in which
R(x1) = I is stable can be taken independent of the forces for all f ≥ f crit + 1. This simply
follows since increasing the force adds a positive contribution to the energy difference. Hence it
is enough to show that Rn → I in L2((0, L)). Since 〈(R − I)e1, e1〉 ≤ 0 for every R ∈ SO(3),
we deduce
0 ≤ E00(Rn) ≤ E00(I) + fn
∫ L
0
〈(Rn(x1)− I)e1, e1〉 dx1 ≤ E00(I), (5.11)
so that E00(Rn) is bounded. Thus, up to subsequences, we can assume that Rn ⇀ R∞ in
W 1,2((0, L)). Moreover, since fn → +∞ and the integral in (5.11) is sign-definite, it follows
that Rne1 → e1 in L1((0, L)) and thus uniformly by the Sobolev embedding. Passing to the
weak limit of An := R
T
nR
′
n , it holds that An ⇀ A∞ = RT∞R′∞ in L2((0, L)). As R′∞e1 = 0, the
matrix-valued function A∞ takes the form
A∞(x1) = a23(x1)(e2 ⊗ e3 − e3 ⊗ e2).
Passing to the limit in (5.11) and using weak lower semicontinuity yields E00(R∞) ≤ E00(I),
which by a direct comparison is only possible for a23 = 0, hence A∞ = 0 and R∞ = I . 
Remark 5.4. In general there is a gap between the critical forces where the straight configu-
ration becomes a local and a global minimizer. For example, if kL = 2pi and c213 < c12c23 , then
the straight configuration is a strict local minimizer for f = 0 according to Theorem 5.2. Since
for such value of the parameters the curved beam defined in (3.26) is also an admissible config-
uration for the Dirichlet boundary data R(0) = R(L) = I , it turns out that this is the unique
global minimizer by Remark 3.10. Using formula (3.15) together with (5.25), it can be seen that
a limit model satisfying the condition c213 < c12c23 can be obtained by taking a rectangular cross
section with wz << wy .
We close this section with a bifurcation result. Our aim is to prove that at the critical force
another branch of solutions of (4.6) emerges. We make use of the Crandall-Rabinowitz-Theorem
[9] which reads as follows:
Theorem 5.5 (Crandall-Rabinowitz). Let X,Y be Banach spaces, V a neighbourhood of (0, λ0)
in X × R and G : V → Y have the properties
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(i) G(t, 0) = 0,
(ii) the partial derivatives Gx, Gt, Gtx exist and are continuous,
(iii) Gx(λ0, 0) is a Fredholm operator with zero index and N(Gx(λ0, 0)) = span{v},
(iv) Gtx(λ0, 0)v /∈ R(Gx(λ0, 0)).
If Z is any complement of N(Gx(λ0, 0)) in X , then there is a neighbourhood U of (λ0, 0) in
R × X , an interval (−a, a) and continuous functions ϕ : (−a, a) → R and ψ : (−a, a) → Z
such that ϕ(0) = 0, ψ(0) = 0 and
G−1(0) ∩ U = {(λ0 + ϕ(t), tv + tψ(t)) : |t| < a} ∪ {(t, 0) : (t, 0) ∈ U}.
If G ∈ Cn(V ), then ϕ,ψ ∈ Cn−1((−a, a)).
We will use this theorem in order to show that for a generic value of f crit the couple
(f crit, I) is a bifurcation point. We state the result in the general case and prove it for weak-
clamping boundary conditions. The proof in the clamped-clamped case, which requires only
slight modifications, is left to the reader.
The restriction on the critical forces in the statement below excludes the case of a two-
dimensional null space. Note that for non-negative critical forces such a restriction is always
satisfied.
Theorem 5.6. Let Ef0 be the functional defined in (5.1) and let f
crit be as in Theorem 5.2.
Assume that
(i) if R(0) = R(L) = I either (c13kL)
2
4pi2c12c23
> 1 or1 (c13k)
2
c23
− x2∗c12
L2
6= −pi2c13
L2
,
(ii) if R(0)e1 = R(L)e1 = e1 it holds
(c13k)2
c23
− pi2c12
L2
6= −pi2c13
L2
.
Then there exists a sequence (fn, Rn) ∈ R × C∞((0, L), SO(3)) such that (fn, Rn) → (f crit, I)
in R× C2((0, L)) with Rn 6= I being critical points of the energy Efn0 .
Proof. As in the proof of Theorem 4.7, we let U ⊂ M3×3 be a small neighborhood of SO(3)
and let Π3 : U → SO(3) be the smooth projection onto SO(3). We define the vector space
V ′ := {ϕ ∈ C2([0, L],M3×3skew) : ϕ(0) = 0, 〈ϕ′(0)e3, e2〉 = 0, ϕ(L)e1 = 0}
and choose an open neighborhood V ′ of 0 in the C2([0, L])-topology such that I+ϕ(x) ∈ U for
all ϕ ∈ V ′ . To reduce notation we introduce the auxiliary affine function T : M3×3 → R3 defined
as T (M) = −c23m23e1 + c13(m13 − k)e2 − c12m12e3 . We set G : R× V ′ → C((0, L),R3)×R as
G(t, ϕ) =
( (
Π3(I + ϕ)T (Π3(I + ϕ)
TDΠ3(I + ϕ)ϕ
′)
)′ − te1 ×Π3(I + ϕ)e1
〈(Π3(I + ϕ)TDΠ3(I + ϕ)ϕ′)(L)e3, e2〉
)
,
so that due to the definition of T and (5.2), G(t, ϕ) = 0 if and only if R = Π3(I+ϕ) solves (4.6)
and (4.8) with f = t . Indeed, the boundary conditions (4.8) follow from Lemma A.3, the second
component of G and the chain rule. Note that G(t, 0) = 0 and G has the required regularity of
Theorem 5.5 (ii). Next we calculate
Gϕ(f
crit, 0)[h] =
( −c13kh′e2 + T (h′′) + c13ke2 − f crite1 × he1
〈h′(L)e3, e2〉
)
, (5.12)
where we used that DΠ3(I) is the projection onto M
3×3
skew . We now define Tˆ : V ′ → C((0, L),R3)×
R as Tˆ (h) = (T (h′′) + c13ke2, 〈h′(L)e3, e2〉) and we notice that this is a Fredholm operator of
1We convene that x∗ = 2pi if
(c13kL)
2
4pi2c12c23
= 1
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index zero since it is bijective. Since all the remaining terms in (5.12) are a compact perturba-
tion of Tˆ , it follows that Gϕ(f
crit, 0) is a Fredholm operator with index zero, too. Moreover, if
Gϕ(f
crit, 0)[h] = 0, then the axial vector ωh of h solves the system
c23ω
′′
1 + c13kω
′
3 = 0,
c13ω
′′
2 − f critω2 = 0,
c12ω
′′
3 − c13kω′1 − f critω3 = 0
(5.13)
together with the boundary conditions ω(0) = 0, ω2(L) = ω3(L) = 0 and ω
′
1(L) = 0. The
solutions are given by
ωcrit(x1) =
Lc13k(1− cos( piLx1))0
−pic23 sin( piLx1)
 .
if f crit = (c13k)
2
c23
−pi2c12
L2
, while in the case f crit = −pi2c13
L2
it is given by ωcrit(x1) = (0, sin(
pi
Lx1), 0).
Since we have assumed that (c13k)
2
c23
− pi2c12
L2
6= −pi2c13
L2
the kernel of the system (5.13) is one-
dimensional and ωh ∈ span{ωcrit} .
It now remains to check the transversality condition (iv). Note that Gtϕ(f
crit, 0)[h] = (−e1×
he1, 0). We distinguish between two cases: If f
crit = −pi2c13
L2
, then we have to be sure that the
following system of differential equations has no solutions:
−c13kh′e2 + T (h′′) + c13ke2 − f crite1 × he1 = sin
(pi
L
x1
)
e2.
The second component reads as
c13h
′′
13 +
pi2c13
L2
h13 = sin
(pi
L
x1
)
.
Multiplying the equation with the right hand side and integrating by parts then gives a contradic-
tion as the left hand side vanishes since h13(0) = h13(L) = 0. In the case f
crit = (c13k)
2
c23
− pi2c12
L2
,
we obtain the differential equation
−c13kh′e2 + T (h′′) + c13ke2 − f crite1 × he1 = −pic23 sin
(pi
L
x1
)
e3
and the additional condition h′23(L) = 0. Hence, using also the other boundary conditions in
V ′ we can integrate the first component and obtain c23h′23 = −c13kh12 , which turns the third
component into
−pi
2c12
L2
h12 − c12h′′12 = −pic23 sin
(pi
L
x1
)
.
Again multiplying the equation with the right hand side and integrating by parts leads to a
contradiction as the left hand side vanishes due to the boundary conditions h12(0) = h12(L) = 0.
Now we can apply Theorem 5.5 to obtain a sequence (tn, ϕn) converging to (f
crit, 0) such
that G(tn, ϕn) = 0. Hence setting fn = tn and Rn = Π3(I + ϕn) we have that Rn are critical
points of Efn0 . Notice that, since ϕn(x) ∈ M3×3skew , ϕn 6= 0 and M3×3skew is the tangent space of
SO(3) at I , it follows that Π3(I + ϕn) 6= I . The C∞ -regularity of Rn follows by a standard
bootstrap argument in (4.4). 
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5.2. Stability of helical solutions. In this section we apply the results of Section 4 to discuss
the stability of helical solutions to (4.4) in the clamped-clamped case under their own Dirichlet
boundary conditions. By this we mean that we will consider as boundary data R0 and RL in (2.7)
as R0 = R(0) and RL = R(L). It is worth noticing that these are the only possible boundary
data for proper helices (by this we mean configurations having both non-trivial curvature and
torsion) which in general do not satisfy the natural boundary conditions in (4.7) (see Remark
5.8 below).
As in the previous section we focus on the isotropic case, thus considering the functional
(5.1). In terms of the limit variable R we define a helix to be a function of the form
R(x1) = R0e
Ax1Q(βx1 + c), (5.14)
where A ∈ M3×3skew is a constant matrix, Q(θ) = (e1| cos(θ)e2 + sin(θ)e3| cos(θ)e3 − sin(θ)e2),
R0 ∈ SO(3), β, c ∈ R . The definition is motivated by the fact that under these assumptions the
first column of R(x1) is the tangent vector of a curve having constant curvature and torsion (a
property characterizing helices). In (5.14) the matrix R0 (which does not affect the energy) is
responsible of a constant rotation of the coordinates system while Q , through the twist parameter
β and the phase shift c , accounts for the possibility of rotating the vectors d2, d3 at constant
velocity in the plane orthogonal to the helix. We mention that a first effect of having intrinsic
curvature in the functional (5.1) is that of ruling out (proper) helical solutions with β 6= 0. This
effect has been already observed in the literature (see the appendix in [26]). Here for reader’s
convenience such a feature will be shortly discussed in the proof of Lemma 5.7 among other
properties.
In this case it is an easy computation to get that
ωRTR′(x1) =
 β − a23a13 cos(βx1 + c)− a12 sin(βx1 + c)
−a12 cos(βx1 + c)− a13 sin(βx1 + c)
 . (5.15)
Moreover we remark that the following equivalent formula for (5.14) holds by the definition of
exponential of a matrix and since Q ∈ SO(3):
R(x1) = R0Q(βx1 + c)e
(QT (βx1+c)AQ(βx1+c))x1 (5.16)
We have the following proposition we discuss some stationarity conditions for helical solu-
tions.
Proposition 5.7. Assume that an helix R as in (5.14) is a stationary point of the functional Ef0
defined in (5.1) subject to its own boundary conditions at x1 = 0, L. Then there exist A ∈M3×3skew
such that R(x1) = R(0)e
Ax1 . Furthermore, if additionally f 6= 0, then AR(0)T e1 = 0.
Proof. Let us consider R as in (5.14) and set ω = ωRTR′ for notational simplicity. First notice,
that the first part of the statement is satisfied in the case a12 = a13 = 0, which corresponds to
a twisted straight rod. Indeed, by (5.15), in this case the matrix A˜ := RTR′ is constant, and
the statement follows upon replacing A with A˜ and with R(0) = R0Q(c), since the initial and
differential condition together uniquely determine R(x1). We can therefore additionally assume
that
a212 + a
2
13 > 0 . (5.17)
Requiring R to be a stationary point of Ef0 subject to its own boundary conditions amounts to
solving the following Euler-Lagrange equation:
(R(x1)C(ω(x1)− ke2))′ = fe1 ×R(x1)e1. (5.18)
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On multiplying the differential equation above by RT (x1) and taking the first component we
have
−c13ω3(x1)(ω2(x1)− k) + c12ω2(x1)ω3(x1) = 0.
This implies that, for all x1 ∈ [0, L] , it holds either ω3(x1) = 0 or (c12 − c13)ω2(x1) = −c13k .
Since k 6= 0, it follows that either ω3(x1) or ω2(x1) has to be constant on a non-empty interval:
looking at (5.15) and (5.17), this is only possible when β = 0. Then, using (5.16), the first part
of the statement follows upon replacing A with QT (c)AQ(c) and for R(0) = R0Q(c).
For the second part of the statement, we begin by observing that, for R(x1) = R(0)e
Ax1 ,
(5.18) further simplifies to
A(−c23a23e1 + c13(a13 − k)e2 − c12a12e3) = fRT (x1)e1 × e1.
As we assume that f 6= 0, differentiating the above equation again yields
e−Ax1AR(0)T e1 × e1 = 0. (5.19)
For x1 = 0 we get that there exists θ ∈ R such that AR(0)T e1 = θe1 . Therefore we are only
left to show that θ = 0. If we assume by contradiction that this does not hold, inserting again
into (5.19) gives e−Ax1e1 × e1 = 0; since e−Ax1 ∈ SO(3), this implies e−Ax1e1 = e1 for all x1 ,
and consequently Ae1 = 0. Since A is skew-symmetric we then have a11 = a12 = a13 = 0.
This entails that the first component of the vector AR(0)T e1 must be zero, and contradicts the
assumption θ 6= 0. The proof is therefore concluded. 
Remark 5.8. Let us consider the energy (5.1). For a possibly twisted helix as in (5.15) the nat-
ural boundary conditions (4.7) corresponding to weak clamping imply that the first component
in (5.15) must vanish, that is β = a23 . On the other, as shown in the previous proposition, a
helix having non-trivial curvature can be stable only if β = 0. Hence only a curved beam can
be stable. This justifies our choice of Dirichlet boundary conditions in order to consider proper
helices.
We now derive from Theorem 4.7 a sufficient condition for strict local minimality of helices.
Proposition 5.9. Let an helix R(x1) = R(0)e
Ax1 be a stationary point of the functional Ef0 in
(5.1) subject to its own boundary conditions. Let ΩA,k ∈ M3skew be the matrix having as axial
vector C(ωA − ke2) and let r = R(0)T e1 . Setting
D =
1
2
ΩA,k −AC,
B = ATCA+
1
2
(ΩA,kA+AΩA,k) + fr1(e2 ⊗ e2 + e3 ⊗ e3)− fr2
2
(e1 ⊗ e2 + e2 ⊗ e1),
(5.20)
consider the linear system with constant coefficients
Cξ′′ = (D −DT )ξ′ +Bξ. (5.21)
If for all t ∈ (0, L] (5.21) has only the trivial solution ξ = 0 within the space W 1,20 ((0, t),R3),
then R(x1) is a strict local minimizer of E
f
0 .
Proof. According to Section 4, the class of admissible test functions for Dirichlet boundary
conditions is W 1,20 ((0, L),M
3×3
skew). For B in such a space we set ξ = R
TωB which belongs to
W 1,20 ((0, L),R3). Since the helix R is fixed, one can easily show that there exists a constant
(that is uniform whenever R′ is in a bounded set of L2 ) such that
‖ξ‖W 1,2 ≥ c‖BR‖W 1,2 . (5.22)
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We first consider the case f 6= 0. In this case Theorem 5.7 implies that RT (x1)e1 = r for all
x1 ∈ [0, L] . By this, the second variation D2Ef0 (R)[BR,BR] in (4.3) can be written in terms of
ξ as
F (ξ) :=
∫ L
0
〈C(ξ′ +Aξ), ξ′ +Aξ〉+ 〈ξ,ΩA,k(ξ′ +Aξ)〉+ f〈ξ × r, ξ × e1〉dx1.
By Theorem 4.7 and (5.22), we simply need to show that F (ξ) ≥ c‖ξ‖2W 1,2 . Using that the
matrix B is symmetric, one can collect the terms in the above expression to get
F (ξ) =
∫ L
0
〈Cξ′, ξ′〉+ 2〈ξ,Dξ′〉+ 〈Bξ, ξ〉dx1.
Since C is positive definite, the stability of such a quadratic functional can be studied via the
method of conjugate points, that is we search for non-trivial solutions ξ ∈W 1,20 ((0, t),R3) of the
equation (5.21) where t ∈ (0, L] . It is well-known that if there is no such t , then the required
estimate holds (see for example [14] §6.3, Theorem 6 and the corresponding corollary). This
concludes the proof in the case f 6= 0.
In the case f = 0, the proof follows the same line as above. Notice that the property
R(x1)
T e1 = r may be no longer satisfied, but at the same time r does not intervene in the
definition of B since f = 0. 
The existence of non-trivial solutions to the system (5.21) is equivalent to an algebraic
condition. In the next proposition we give a precise statement for such a condition.
Proposition 5.10. Let an helix R(x1) = R(0)e
Ax1 be a stationary point of the functional Ef0
in (5.1) subject to its own boundary conditions. For D and B as in (5.20) and t ∈ R consider
the matrix M(t) ∈M3×3 , defined through
M(t) =
(
ξ1(t) ξ2(t) ξ3(t)
)
,
where for i = 1, 2, 3 the function ξi(t) is the unique solution of (5.21) with the initial data
ξi(0) = 0 and ξ
′
i(0) = ei . If for all t ∈ (0, L] it holds that det(M(t)) 6= 0, then R(x1) is a strict
local minimizer of Ef0 .
Proof. Since every solution ξ of (5.21) satisfying ξ(0) = 0 can be written as a linear combination
of ξ1 , ξ2 , and ξ3 , the condition ξ(t) = 0 is equivalent to det(M(t)) = 0. The conclusion follows
by Proposition 5.9. 
5.3. Numerical results. By using the results of the previous section, we here aim to provide
some numerical evidence for an experimentally observed behavior of the physical model we
are considering (see [19]). At the critical force f crit (here assumed to be non zero) provided in
Theorem 5.2, under some condition on the parameters of the problem, helical solutions arbitrarily
close at the origin to the straight configuration emerge as a branch of local minima of the energy
Ef0 with respect to their own boundary conditions. Our stability analysis can be related to the
results in [19] at least for the experiments that are conducted in a quasi-static regime (see [20,
S2.2]).
More precisely we look for helical local minima of Ef0 under Dirichlet boundary conditions
close to the identity matrix.
We start by proving that for every given f 6= 0 there exists a sequence of stationary helical
solutions for the energy Ef0 converging uniformly to the straight configuration.
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Proposition 5.11. Assume that f 6= 0. Then there exists a family Rδ(x1) := Rδ(0)eAδx1
of helical stationary points of Ef0 with Dirichlet boundary conditions such that Rδ → I in
C∞([0, L], SO(3)).
Proof. Given |δ| << 1 we consider Rδ(0) such that
rδ = Rδ(0)
T e1 = (1− δ)e1 +
√
2δ − δ2e2. (5.23)
We look for a stationary point to Ef0 under the ansatz ωAδ = θδrδ for some θδ to be suitably
chosen. Such an ansatz is indeed motivated by the necessary condition in Proposition 5.7. We
first notice that, under the assumption (5.23), it holds that RTδ (x1)e1 = Rδ(0)
T e1 . Moreover the
differential equation (5.18) becomes an algebraic equation:a12(c13(a13 − k)− c12a13)(c23 − c12)a12a23
a23(c23a13 − c13(a13 − k))
 =
 00
−f√2δ − δ2
 . (5.24)
where we have also taken into account that the third component of rδ is zero by (5.23). It is
readily seen that the only condition on the coefficients fulfilling the first and second equation
which are at the same time compatible with f 6= 0 in the third one, is a12 = 0. By using
the explicit expression of ωAδ in (5.15) (notice that here β = 0 as observed in the proof of
Proposition (5.7)) the third equation is satisfied if θδ is a root of the following second order
polynomial
pδ(θ) = (c23 − c13)
√
2δ − δ2(1− δ)θ2 + c13k(1− δ)θ − f
√
2δ − δ2.
Since k 6= 0 the roots of the polynomial are reals. The case c13 = c23 leads to θδ ' C
√
δ → 0
as δ → 0. If instead c13 6= c23 the former asymptotic behavior is satisfied by the root with
smaller absolute value. Using (5.15) the helix corresponding to θδ via the ansatz is such that
aδ13, a
δ
23 = O(θδ). Hence it converges to the straight configuration uniformly on [0, L] as δ → 0.
By the formula Rδ(x1) = Rδ(0)e
Aδx1 the same convergence holds for all derivatives. 
Remark 5.12. For f = 0, one can still derive the algebraic system (5.24). As for a proper
helix a23 6= 0, we obtain a13 = − c13kc23−c13 whenever this is well-defined (otherwise there exists no
helix). Note that this will not converge to the straight configuration.
Equipped with the results of Propositions 5.10 and 5.11, in what follows we investigate the
stability of helical solutions in the vicinity of the straight configuration and f close to f crit by
testing numerically the condition det(M(t)) 6= 0 for all t ∈ (0, L] . We warn the reader that our
numerical tests do not aim at providing a complete description of the physical phenomenon (as
they are limited to small ranges of the parameters), but more to provide some insight on the
dependence of the model on some of the parameters.
In what follows we consider the case of a rectangular cross section S = (−wy, wy)×(−wz, wz)
of fixed area |S| = 1. We recall that in this case the torsion constant τS appearing in formula
(3.15) describing the quadratic part of the energy admits a series representation. Indeed a
separation of variables ansatz leads to the following formula for the torsion function ϕ solving
(3.16):
ϕ(x2, x3) = x2x3 −
∑
n≥0
Zn sin(ζnx3) sinh(ζnx2),
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where ζn =
(2n+1)pi
2wz
and Zn =
4(−1)n
wzζ3n cosh(ζnwy)
. Differentiating inside the sum and using (3.17) we
calculate
τS = 16wyw
3
z
1
3
− 64wz
pi5wy
∑
n≥0
tanh(ζnwy)
(2n+ 1)5
 . (5.25)
To perform the numerical computations we need to set the following free parameters of the
model:
λ, µ : Lame´ constants of the material,
L,wz : Length of the rod and width of the rectangular cross section,
χ : Effective strength of the prestrain,
f : External force along the e1 -direction,
δ : parameter in the boundary condition (5.23).
In the case of a rectangular cross section these parameters determine analytically C and the
given intrinsic curvature k (we approximate the torsional rigidity with a suitable partial sum
of the series in formula (5.25)). To consider rubber materials, we choose the Lame´ constants as
λ = 0.326 GPa and µ = 0.654 · 10−3 GPa (p. 78 in [32]) and we divide the energy by µ to
introduce more stable scales. The functions ξ1(t), ξ2(t), and ξ3(t) entering in the definition of
M(t) can be calculated rewriting (5.21) into the equivalent first-order linear system with matrix
Γ =
(
0 I
C−1B C−1(D −DT )
)
(5.26)
In the following we plot the values of the function ∆(t), defined as the smallest eigenvalue
in modulus of the matrix M(t), for t ∈ (0, L] . We recall that the helix has a strictly positive
second variation (in the sense of Theorem 4.7) if and only if ∆(t) > 0 for all t ∈ (0, L] .
Before discussing the results of our computations, we have to warn the reader that considering a
broader range of the parameters than we did involves the solution of some non-trivial numerical
issues. For instance, when increasing the value of the prestrain χ , the matrix Γ in (5.26) turns
out to have a large positive eigenvalue. Since the solution of (5.21) involves combinations of
exponential functions, this can heavily affect the accuracy of the computations. While a more
complete analysis of the stability would require a delicate treatment for this problem, we decide
to confine our plots to ranges of parameters where the issue does not appear, keeping ourself
content with highlighting some qualitative behavior of the system.
The next plots single out two factors that can influence the stability of helical solutions,
namely aspect ratio wy/wz and intrinsic curvature k (through the prestrain parameter χ). By
looking at the presence of conjugate points in the interval (0, L] the following behavior is ob-
served.
Aspect ratio (see Figure 1): as the aspect ratio wy/wz =
|S|
4w2z
= 1
4w2z
increases conjugate points
leave the interval (0, L] showing phase transitions from unstable helices to stable helices. On
the other hand, stability can be lost again for too big aspect ratios when not compensated by a
big enough prestrain (see the case of wz = 0.45 and χ = 10, 15, 20 in Figure 2).
Intrinsic curvature (see Figure 2): a bigger prestrain χ , which is to say by formula (3.23) a
bigger intrinsic curvature k , favors stability of helical solutions.
Acknowledgement The authors would like to thank G. Albi for some useful discussions on the
numerical results contained in the paper.
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Figure 1. Numerical simulations of ∆(t) for the choice of parameters L = 1,
δ = 0.05, f = 0.999 ·f crit , χ = 6 and wz decreasing from 2.1 to 0.6 (from left to
right). As wz decreases (increasing aspect ratio) a conjugate point moves to the
right end of the interval (0, L] , finally leaving it, thus showing the transition from
unstable to stable helices. The bottom picture is a zoomed view of the second
one.
Appendix A
Here we prove that the functions (g, α) can be assumed to be measurable with respect to
the product σ -algebra.
Lemma A.1. Let A ∈ L2((0, L),M3×3skew) and A ∈ L∞(Ω,M3×3). Then, for almost every x1 ∈
(0, L) there exists a minimizer αx1 of (3.5). Moreover one can choose α ∈ L2(Ω,R3) such that
∂kα ∈ L2(Ω,R3) for k = 2, 3 and α(x1, ·) = αx1 .
Proof. Note first that it is convenient to restrict the admissible set to the subspace
M := {α ∈W 1,2(S,R3) :
∫
S
α = 0,
∫
S
∂2α3 − ∂3α2 = 0},
On M a minimizing pair exists since Q3(M) ≥ c |sym(M)|2 , hence minimizing sequences are
weakly compact in W 1,2(S,R3) by Korn’s inequality (note that S is connected). The class M is
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Figure 2. Numerical simulations of ∆(t) for the choice of parameters L = 1,
δ = 0.05, f = 0.999 · f crit , wz = 0.45. As the prestrain χ increases from 10 to
20, a conjugate point exits the interval (0, L] leading to the stability of helical
solutions.
closed by this convergence and by weak lower semicontinuity the limit is a minimizer. Since Q3
is strictly convex on symmetric matrices it follows that the minimizer in the set M is unique.
Testing α = 0 in the infimum problem and using the fact that Q3(M) ≤ C|M |2 , we deduce
that
Q2(x1, A(x1)) ≤ C(|A(x1)|2 + ‖A‖2∞), (A.1)
while the lower bound Q3(M) ≥ c|sym(M)|2 together with the inequality |a+ b|2 ≥ 12 |a|2− |b|2
yields
Q2(x1, A(x1)) ≥ c‖∇α‖2 − 1
c
(|A(x1)|2 + ‖A‖2∞), (A.2)
where we have again used Korn’s inequality for a minimizer (α2, α3). Combining (A.1) and (A.2)
and the Poincare´ inequality we find that
‖α‖2W 1,2 ≤ C(|A(x1)|2 + ‖A‖2∞). (A.3)
We now prove joint measurability. For the moment assume that A and A are both piecewise
constant (to be more precise we consider the case where A is constant on intervals of the form
k/n+ (0, 1/n) with k ∈ Z and A is constant on cells of the form z/n+ (0, 1/n)3 with z ∈ Z3 ).
Then the minimizer in M constructed for every x1 ∈ (0, L) will be piecewise constant in x1 ,
too. Hence in this case α and the weak derivatives are indeed jointly measurable. Integrating
(A.3) we obtain that α ∈ L2(Ω). Notice also that the pointwise obtained weak derivative of
α(x1, ·) ∈ W 1,2(S,R3) is also the weak derivative of α ∈ L2(Ω,R3) by Fubini’s theorem, hence
∂kα ∈ L2(Ω,R3) for k = 2, 3.
We conclude with an approximation argument. Let An ∈ L2((0, L),M3×3skew) and An ∈
L∞(Ω,R3×3) be piecewise constant functions converging to A and A respectively in the L2 -
norm and pointwise almost everywhere. We can assume that ‖An‖∞ ≤ ‖A‖∞ . For each n ∈ N
and every x1 ∈ (0, L) let αn(x1, ·) ∈ M be the solution defining Q2(x1, An(x1)). By (A.3) and
the Sobolev embedding theorem we may assume that αn(x1, ·) → α(x1, ·) in L2(S) for almost
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every x1 ∈ (0, L). Note that indeed the whole sequence converges. This follows from the fact
that for almost every x1 ∈ (0, L) the functionals
Fn(α) :=
{∫
S Q3
((
An(x1)(x2e2 + x3e3) + gn(x1) ∂2α ∂3α
)
+An(x)
)
dx if α ∈M,
+∞ otherwise
Γ-converge with respect to the strong topology on L2(S,R3) to the functional
F (α) :=
{∫
S Q3
((
A(x1)(x2e2 + x3e3) + g(x1) ∂2α ∂3α
)
+A(x)
)
dx if α ∈M,
+∞ otherwise.
To conclude the measurability of α note that due to (A.3), up to subsequences we have αn ⇀ α
in L2(Ω,R3). Then there exists a convex combination of the αn that converges strongly to α
in L2(Ω,R3). From Fubini’s theorem we deduce that for almost every x1 ∈ (0, L) it holds that
α(x1, ·) = α(x1, ·). The measurability of the partial derivatives for k = 2, 3 can be proven the
same way. 
Remark A.2. If we consider a bounded extension of A to R and A to R×S and then extend
the solutions obtained for the piecewise constant approximations in the proof of Lemma A.1 for
fixed x1 ∈ R such that αn(x1, ·) ∈ W 1,2(R2,R3) in such a way that (A.3) still holds, then we
can prove that α ∈ L2(Ω′,R3) and ∂kα ∈ L2(Ω′,R3) for k = 2, 3 with Ω ⊂⊂ Ω′ .
Here below we prove a compatibility property of the projection on SO(3) with the weak
clamping boundary conditions.
Lemma A.3. Assume that M ∈ M3×3 is such that det(M) > 0 and Me1 = e1 as well as
〈Me2, e1〉 = 〈Me3, e1〉 = 0. Then Π3(M)e1 = e1 .
Proof. Let M = UP be the unique polar decomposition of M . It is well known that dist(M,O(3)) =
|U−M | (see [13]). As det(M) > 0 we have U ∈ SO(3), hence Π3(M) = U . Setting M11 ∈M2×2
as the submatrix of M where the first column and row have been removed, we have det(M11) > 0
and thus there exists also a unique polar decomposition M11 = U˜ P˜ with U˜ ∈ SO(2). It is now
easy to verify that
M =
1 0 00 u˜11 u˜12
0 u˜21 u˜22
1 0 00 p˜11 p˜12
0 p˜21 p˜22
 ,
hence by uniqueness Ue1 = e1 . 
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