Altimetric data from the TOPEX/POSEIDON mission will be used for studies of global ocean circulation and marine geophysics. However, it is first necessary to remove the ocean tides, which are aliased in the raw data. The tides are constrained by two distinct types of information: the hydrodynamic equations which the tidal fields of elevations and velocities must satisfy, and direct observational data from tide gauges and satellite altimetry. Here we develop and apply a generalized inverse method, which allows us to combine rationally all of this information into global tidal fields best fitting both the data and the dynamics, in a least squares sense. The resulting inverse solution is a sum of the direct solution to the astronomically forced Laplace tidal equations and a linear combination of the representers for the data functionals. The representer functions (one for each datum) are determined by the dynamical equations, and by our prior estimates of the statistics of errors in these equations. Our major task is a direct numerical calculation of these representers. This task is computationally intensive, but well suited to massively parallel processing. By calculating the representers we reduce the full (infinite dimensional) problem to a relatively lowdimensional problem at the outset, allowing full control over the conditioning and hence the stability of the inverse solution. With the representers calculated we can easily update our model as additional TOPEX/POSEIDON data become available. As an initial illustration we invert harmonic constants from a set of 80 open-ocean tide gauges. We then present a practical scheme for direct inversion of TOPEX/POSEIDON crossover data. We apply this method to 38 cycles of geophysical data records (GDR) data, computing preliminary global estimates of the four principal tidal constituents, M 2, S2, K1, and O1. The inverse solution yields tidal fields which are simultaneously smoother, and in better agreement with altimetric and ground truth data, than previously proposed tidal models. Relative to the "default" tidal corrections provided with the TOPEX/POSEIDON GDR, the inverse solution reduces crossover difference variances significantly (=20-30%), even though only a small number of free parameters (=1000) are actually fit to the crossover data.
Introduction
Almost 30 years ago, in their discussion of the application of new time series methods to tidal spectroscopy, Munk and Cartwright [1966, p. 536 ] admitted "it can be said that we are here attempting to improve the one geophysical prediction that works tolerably well already; to this charge we plead guilty." A similar plea must be entered here. Of the many factors which must be considered and accounted before satellite altimetric data can be usefully applied to studies of global ocean circulation or marine geophysics, the ocean tides are perhaps the best understood. Certainly among all altimetric corrections, the fides have the longest and most extensive history as a subject of scientific research (see Cartwright [1977] and Hendershott [1981] for reviews). However,
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Paper number 94JC01894 0148-0227/94/94JC-01894505.00 the tides also represent far and away the largest single correction to the altimetry data. In an analysis of Geosat data, Ray et al. [1991] (see also Ray [1993] ) found that ocean tidal corrections represented 82% (94% if solid Earth tides are included) of the total reduction in variance in collinear differences, resulting from all standard corrections.
The sheer size of the tidal correction thus places severe demands on the relative accuracy of tidal models. In a review of the situation on the eve of the TOPEX/POSEIDON (T/P) launch, Ray [1993] concluded that no available global ocean tide model was sufficiently accurate to satisfy mission goals. Thus while the physics of ocean tides is comparatively well understood, and while numerical models which reproduce most of the principal tidal features have been available for some time, there is still a great need for significant improvement in the modeling of global ocean tides. The ocean fides are constrained by two distinct types of information. First, we have the laws of physics (i.e., the continuum equations for momentum and mass conservation, together with the astronomical tide-generating data, Schwiderski [1978] adjusted his a priori assumptions about the dynamics. However, a more formal treatment of the inverse problem offers many advantages. The trade-off between fitting the data and satisfying the dynamics is made explicit, and realistic a priori weighting schemes for data and dynamics can be incorporated. Using formal inversion methods, it is straightforward to incorporate data of different types, and of varying quality. For instance, as we show below, we can directly invert time domain altimetry data, yielding spatially smooth frequency domain tidal fields for all constituents simultaneously. We could also incorporate harmonically analyzed tide gauge data and current meter data in the same inverse calculation. Furthermore, with the inverse approach developed in this paper we have complete control over conditioning, so that we can minimize the degree to which noise (or nontidal oceanography) in the data is propagated into our tidal solution. Finally, the inverse formalism provides a natural framework in which to analyze the stability of the solution with respect to the data.
The paper is organized as follows. In section 2 we give a general overview of the data, the assumed dynamics, and our general approach to the inverse problem. In section 3 we consider the comparatively simple case of inverting dynamics and harmonically analyzed data for a single tidal constituent. We illustrate these initial results by inverting harmonic constants from a set of 80 openocean tide gauges [Ray, 1993] . Finally, in section 4 we build on the results of section 3 to develop a practical scheme for direct inversion of T/P data for multiple tidal constituents. We apply this method to 38 cycles of TOPEX data, computing preliminary global estimates of the four principal tidal constituents (M2, S2, K•, and O•) on a 512x256 grid (--80x65 km at the equator).
We are currently extending and refining our calculations to include additional tidal constituents, coastal tide gauges, and pelagic current meter data, in an inverse solution on a 1024x512 grid. Results of these calculations, together with a more derailed analysis of posterior errors (in the data and the dynamics) will be given elsewhere.
The Tidal Inverse Problem
To set notation we begin with a general formulation of the tidal inverse problem, defining the state space and its relation to observable data. We then set out the hydrodynamic model which forms the basis of our prior information concerning the tides. We close this section with a summary overview of our general approach to the tidal inverse problem, based on explicit calculation of the representers of the dam functionals [e.g., Bennett, 1992] . For this initial overview we keep the discussion fairly general. Further details are provided in the next two sections where we treat two specific examples: inversion of data from a set of 80 pelagic tide gauges [Ray, 1993] (Figure 1) , and inversion of the initial T/P altimetry data.
We will be rather casual about technical mathematical details and only state the necessary results from generalized inverse theory. Where possible we use the notation of Bennett [1992] , who gives a systematic development of the theory used here.
The State Space and the Observable Data
In general, our model of the ocean tide will be limited to a finite number L of principal harmonic constituents, with frequencies 001, I = 1, L. These are also designated traditionally by M2, S2, K1, O1 etc. For constituent l, the ocean tide is described by the complex amplitudes of the zonal and meridional components of volume transport u l and v I respectively, plus sea level elevation h I These 
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where Vl(to) is the astronomical argument at time to for constituent l. We denote the full space of possible tidal states by •; see Appendix A for a more precise definition. For any u• we will always refer to the three-component vector associated with a single tidal constituent using the superscript l, that is u l. Note also that for some purposes it will be useful to treat the real and imaginary parts of u l, v I and h l separately, and represent tidal states explicitly as 6L-dimensional real vector fields. We will denote the corresponding real vector state space as For tide gauge data at a fixed x the individual constituents h/(x) in (2) can be separated by harmonic analysis, provided a long enough time series is available. For shorter time series, and especially for satellite altimetry data, a full harmonic analysis of all significant constituents may not be feasible. In this case a slight modification of (2) is useful. Assuming that the oceanic response to the tide-generating potential (i.e., the tidal admittance; see Munk and Cartwright [1966] ) varies smoothly with frequency, additional minor constituents can be (at least approximately) taken into account in the truncated harmonic expansion of (2) 
where •l(t) is the exponential function of (2), with long-period (dominantly 18.6 years) modulations in amplitude and phase [Cartwright and Tayler, 1971] (Appendix B). From a frequency-domain perspective, For the initial illustrative applications discussed in this paper we focus on the four dominant tidal constituents (M2, S2, K1, and O1), so that L = 4. For the direct inversion of T/P crossover differences discussed in section 4 we use a simple linear interpolation of the admittance in frequency to approximately include thirteen additional tidal constituents. The coefficients Otl(t) appropriate for this model (which also incorporates nodal corrections) are given in Appendix B. In future work we intend to expand the state space to include the additional constituents N2, K2, Q1, and P1 directly (so that L = 8), with minor constituents included with a more complicated interpolation scheme. With altimetric observations of sea level, there are two further complications which must be addressed. First, the altimeter observes the geocentric tide h' (x, t). Due to the elastic yielding of the Earth, this differs from the Earth-relative (water-depth) tide h(x, t) measured by a conventional tide gauge. The levels h and h' are related via [e.g., Ray and Sanchez, 1989] h'= G r* h + ht• ,
where the convolution operator G r * corrects sea level for tidal loading effects on the elastic Earth [Farrell, 1972; Francis and Mazzega, 1990] , and hb is the solid Earth body tide. The level hb is readily calculated in terms of the equilibrium tides [e.g., Ray and Sanchez, 1989] and is provided as a data item on the T/P geophysical data record (GDR However, the value of this complication is questionable, particularly if our primary goal is to develop a tidal model for correcting altimetric data. In this case the simple scalar correction factor can be used consistently both for estimating the tidal state u, and for calculation of the corrections h "(x, t) which will be applied to the altimetry data. With the solid Earth tide corrections, the geocentric sea level observed by the altimeter is related an error term oeim to represent all nontidal sources of signal and noise. We take (6) as the fundamental relation between the altimeter data (crossover differences, corrected for solid Earth body tides) and the state space (complex tidal amplitudes for L major tidal constituents).
Other sorts of along-track or crossover differences can clearly be expressed in the same general form. Note that the model used by CR for harmonic analysis of Geosat altimetry data is qualitatively similar to (6).
CR used least squares to estimate the coefficients of an "orthotide" expansion of the tidal admittance [Groves and Reynolds, 1975] which best fit all along-track differences in løxl.5 ø bins. We refer to this model in the following as CR91. However, the approach used by CR did not take advantage of the hydrodynamics or smoothness of the ocean tides in any way. Spatial smoothing of local estimates of tidal amplitude and phase must be accomplished as a separate step [Cartwright, 1991] . In contrast, with the inverse approach developed here, no preliminary harmonic analysis is required. Optimal, dynamically consistent (in a sense to be made precise below), spatially smooth complex amplitudes hi(x) are fit directly to the time domain crossover data using (6) In this paper we consider both harmonically analyzed tide gauge data and T/P crossover differences. 1991], or reciprocal shooting using acoustic tomography, may also be expressed in this form [Bennett, 1985] . For the general development in the remainder of this section we take the full data set to be a vector d of length K which satisfies fi-u t = 0 on i}O½, viscosity from the tidal equations and use the scalar approximation for tidal loading and self-attraction.
The Penalty Functional
We have two sorts of information concerning the true tidal state UTrue: the hydrodynamics and the data. Together these can be expressed as
While it is in theory possible to find an exact (and unique) solution u0 to the hydrodynamic system Su = f0, in general no tidal state will satisfy exactly the full set of equations (15). More formally, the operator formed by combining the data functionals and the hydrodynamic equations is singular. The generalized inverse method essentially amounts to constructing a generalized inverse of this singular operator [Reid, 1968] . Because no u exactly satisfies (15), this inverse calculation must be recast as a fitting problem, in which we try to satisfy both the data constraints and the hydrodynamic constraints "well enough." Observational data such as the T/P crossover differences will always include nontidal signals and noise, so the data should not be fit exactly. Indeed, observing the nontidal signal is the object of the T/P mission; discovering a stable perfect fit to the T/P data using only a tidal state would be unfortunate. Moreover, because of the approximate parameterizations of dissipation and load tides, errors in the bathymetry, and the practical requirement that the system be solved numerically on a discrete grid, we should not expect the true tides to satisfy exactly the assumed hydrodynamic equations. Letting UTrue be the (unknown) [el ul(x)= I Cf(x, x')u(x')d2x '. Our approach to the inverse tidal problem is based on explicitly calculating the representers for the data functionals, forming the representer matrix, and then solving (25). Further details of these calculations will be given in the following sections. As we shall see, this calculation is still quite formidable. However, even for a very large data set, such as the T/P crossover differences for all orbit cycles, we can arrange things so that K is no more than about 105. This is already 1 order of magnitude smaller than the number of parameters needed to describe eight constituents on a 1 degree grid. Furthermore, as we shall show below, the representer analysis allows us to further reduce the size of the inverse problem, to an effective value of K of the order of 103 -104, without significantly sacrificing model resolution or unduly restricting our choice of dynamical error covariances. In addition, the representer theory leads naturally to a complete analysis of the stability and conditioning of the inverse solution. In particular, the posterior error covariance provides us with estimates of the magnitude and spatial structure of errors in the inverse solution [Bennett, 1992] .
Inversion of Harmonically Analyzed Tide Gauge Data
In this section we discuss the somewhat simpler inverse problem appropriate for harmonically analyzed tide gauge data so that we can treat each tidal constituent separately. We take the data to be K point estimates of 
Differential Equations and Boundary Conditions for the Representers
As we consider only a single constituent at a time in this section (i.e., we take L = 1), we will omit the constituent identifier I from all quantities. To begin, we explicitly separate the inner product which defines the dynamical misfit penalty into interior and boundary Inevitably, our model for the dynamical error covariance must represent a compromise between fidelity to the true situation (which is at best incompletely understood) and computational tractability. When in doubt, we opt for simplicity. In particular, as noted already, we take errors in the boundary conditions to be independent of errors in the dynamical equations. We thus consider Ci, Cc and Co separately in the following. Also, for now we treat only a single constituent at a time, ignoring any possible interconstituent correlation of dynamical errors. We will extend our dynamical error covariance model to allow for this complication in the next section, where we treat the more general multiple-constituent tidal inverse problem.
Dynamical Error Covariance C i
Because a more complicated model would be difficult to establish, we assume that the components of the dynamical error (two for the momentum equations, and one for the continuity equation It is difficult to provide a rigorous justification for the chosen decorrelation length scale, much less the exact form of •. However, we have to assume a certain degree of smoothness in the dynamical errors to make our inverse problem formally well posed [Yosida, 1980; Bennett, 1990 We turn now to a specification of the spatially inhomogeneous dynamical error variances. By defining the discretized variables (u, v) and h to represent, respectively, the total mass flux across the edges of a numerical grid cell, and the sea surface elevation (relative to the bottom) averaged over that cell, the exact conservation of mass is assured for the discretized system. We adopt this point of view, and take the forcing error covariance for the continuity equation to be identically zero. In making this assumption we are of course neglecting The matrix R may be shown [Bennett, 1992] at K'<K without significantly affecting the fit to the data. More precisely, the fraction of the (expected) tidal signal variance in the data which may be fit using only the first K' of the array modes r'k is
The eigenvalue spectra of Figure So far our analysis of the tidal inverse problem has not used, and indeed does not depend upon, the actual values of the observations. The representer matrix depends on the dynamics, on the assumed properties of the dynamical errors, and the locations of the tide gauges. We now consider fitting the actual data. For our prior solution u0 we use the solution of the system (9)-(12) computed numerically on a 512x256 grid. The RMS misfits of the 80 pelagic constants to u0 are summarized in Table 1 . In Figure 6 we plot the RMS error for the M2 and K• constituents as a function of the number K' of array modes r'), fit to the data. By fitting the leading 15 array modes, the RMS misfits for M2 are reduced from 13.8 cm to -=4 cm, comparable to RMS misfits to the same data set achieved by the SCH80 and CR91 models [Ray, 1993] 
If Rr = R, which should hold as long as the initial grid is not too coarse, the matrix on the left-hand side of (63) will be very nearly the identity, and convergence of the conjugate gradient algorithm will be rapid. For our 80 tide gauge inversion example, the conjugate gradient scheme converged, with a relative error 
II(RF + COb-(d-L[uo])ll

Direct Inversion of Altimetry Crossover Differences
We are now ready to consider direct inversion of the T/P crossover difference data. To do this we must work with all L constituents simultaneously. We thus return to the notation used in our initial definition of the state space (equation (1)), which combines the complex threedimensional vector fields for single constituents (e.g., tidal elevation and transport fields, representers, dynamical errors)into 3L-dimensional complex vector fields. At the end of this section we apply the methods developed in this paper to crossover differences from M=38 orbit cycles of TOPEX data.
Representers for Multiple Constituents
In the previous section we calculated the representers for evaluation of a single constituent I at xi. The assumption that dynamical errors were not correlated between constituents was implicit in this calculation. In fact, tidal elevations and transports vary smoothly with forcing frequency, and it seems more reasonable to assume that forcing errors will also, since they represent inadequacies in parameterizations of dissipation and tidal loading, and in numerical approximations of the equations. This expectation is confirmed by results from our inversion of the 80 pelagic sites. We estimated the correlation between dynamical errors for pairs of constituents, by averaging cross products of the estimated errors (i.e., ½f•l from (60)) over the ocean (Table 2) .
These globally averaged sample correlations are high for constituents all of the same species (i.e., both diurnal or both semidiurnal), and close to zero for constituents of different species. To capture this interconstituent correlation in a simple manner we extend the singleconstituent dynamical error covariance model of (42) to
Cov[fJ(x), f],'(x')] = 15ffoJ(x)oJ:(x')•(•,)ptr. (64)
Here Ptr is the (globally averaged) correlation between forcing errors for constituents I and l', which is assumed to be the same for all components j (i.e., u, v, h). For our initial application of the four-constituent model to the T/P crossover data we use the simplified correlation model given in parentheses in Table 2 . This more complex dynamical error covariance forces us to treat all constituents simultaneously. The representer calculation is now slightly more complicated even for harmonically analyzed data. We partition the full covariance operator, and the forcing error vectors for the L constituents, respectively, as Interconstituent correlation for dynamical errors estimated from 80-site pelagic tide gauge data set. Actual sample correlations, computed by averaging interconstituent cross products of the estimated dynamical errors over the ocean, are given below the diagonal. The complex correlation matrix is Hermitian. The entries above the diagonal (in parentheses) give the simplified correlation structure used for the full multiple constituent dyanamical error covariance. 
Representers for Time Domain Data
Our goal is to invert altimetry differences from I crossover points, each sampled during some or all of M orbit cycles (see Figure 2) . As above, the total number of data points will be denoted by K < IM (in general, some data will be discarded or missing). However, for most purposes it will be more convenient to use the double subscript im to refer to individual crossover differences. Thus crossover differences, which are related to the unknown complex tidal amplitudes for L constituents through (6), are denoted explicitly as dim.
The functional Lim (defined implicitly in (6) 
Practical Strategies for Large Data Sets
In theory, (76) and (77) provide a complete solution to the inverse problem for crossover differences. Unfortunately, R' is still too large for a direct application of these equations to be practical. Simply storing R' for the T/P crossover differences would require of the order of 2.5x10 •ø bytes (25 Gb) of computer memory. More seriously, calculation of all elements of the matrix P requires solving the full (multiple-constituent) forward and backward systems IL times each. Even with a supercomputer, such as the CM-200 used for this project, computing representers at all crossover points is not really practical.
In fact, it seems a priori unlikely that the calculation of representers at each and every crossover point is truly necessary. As discussed above, and illustrated in Plate 1, the representers are dominated by basin-scale features which are generally very similar for nearby measurement functionals. The redundancy of representers for the tidal inverse problem is clearly illustrated by the SVD analysis of the pelagic tide gauge representer matrix.
The globally distributed set of 80 harmonic constants could be fit quite well (e.g., 92% of the variance explained for M2) using only the dominant 15 array modes. In a very real sense, the full set of representers is not necessary for a reasonable solution to the inverse problem.
Parker As a preliminary reduction of the problem, we first winnowed the densely spaced high-latitude crossovers so that a minimum spacing of approximately 1 degree in latitude was maintained. Crossover points over land, or over seas not connected (on our numerical grid) to the open ocean were also eliminated from the inversion at this stage. This gave us a grid of I = 6355 crossover points, (the "full set") for which differences will be fit (see Figure 8) . From these we then chose an approximately uniform subgrid of I' = 986 points (Figure 8 F'"•,.-.,.., '., ,..,..,..,..,.-,.-.,  ß  ,-..-, .,-...,.-.,.-.,.-...--- ordered so that the first F constitute the subgrid used for the representer calculation. For some purposes it may be useful to further reduce the set of FL(= 3944) calculated representers. To discuss how this might best be done, it is useful to first partition the full ILxlL harmonically analyzed complex representer matrix P as P = P• P = P21 P22 ' 
Then, assuming an isotropic data error covariance, and proceeding as in (75)- (76) In summary, we have found linear combinations of the crossover differences for which the inverse problem is reduced to the "standard form" (i.e., the same number of data functionals as representer coefficients). Now, however, the dimension of the reduced data vector d' is much smaller than the actual number of linearly independent data. This additional reduction is accomplished by throwing out the portion of the state space which we expect to have only a weak effect on any observable data. The reduction is accomplished in two steps. First, we winnow the full set of I = 6355 ocean crossovers to an evenly spaced set of I' = 986 crossovers, at each of which representers for L = 4 constituents are calculated. Second, using the SVD of the resulting representer matrix we select N=1000 dominant array modes as a basis for the subspace in which to seek the inverse solution. The full data vector (I crossovers, M orbit cycles) and the dynamics are then fit using the 2N degrees of freedom selected in these two steps.
Initial Crossover Inversion Results
We now give results of an initial application of our inversion scheme to T/P data. In many respects the results given here are preliminary. Numerous refinements are currently underway: increasing L from 4 to 8, allowing for nonuniform and correlated data errors, computing the final solution on an even finer (1024x512) grid, and including coastal tide gauges in the inversion. Reductions in residual crossover variance achieved by TPXO. 1, SCH80, and CR91 are summarized in Table 3 .
Note that only crossovers available for all models Table 4 . Relative to CR91, TPXO. 1 significantly improves the fit to the tide gauges for all constituents. Compared to SCH80, TPXO. 1 reduces the misfit for all constituents except S2. TPXO.S2 and TPXO.S provide even better fits to the validation data set, particularly for the semidiurnal species. The improvement in fit is particularly noticeable for S2, which Table 4 suggests is the most poorly resolved of the four constituents in TPXO. 1. ^ more detailed comparison to the pelagic gauges reveals that the largest discrepancies for the S2 constituent of TPXO. 1 occur at equatorial latitudes. It is possible that we have failed to resolve adequately S2 at low latitudes with the inversion due to limitations of the within-cycle crossover difference data set. An analysis of phase shifts of tidal constituents between ascending and descending tracks at The relatively better fit of TPXO.S2 and TPXO.S to both the crossover and the tide gauge validation data raises several important issues. While TPXO. 1 is completely independent of the tide gauge data, SCH80 is not (some of the validation gauges were used as boundary conditions for this model). Thus TPXO.S and (to a lesser extent) TPXO.S2 are also intertwined with the tide gauge validation data set in a manner which is difficult to unravel.
It is thus not clear that the results of Table 4 should be taken to mean that TPXO.S is closer to the truth than TPXO. 1. After all, directly inverting these pelagic gauges resulted in a much better fit than is achieved by any of the models of Table 4 (see Table 1 ). Note that this same complication exists for validating and comparing other tidal models estimated as corrections to SCH80 [e.g., Schrama and Ray, this issue].
Interpretation of the differences in RMS crossover residuals seen in Table 3 is perhaps clearer. These results suggest that TPXO.S and TPXO.S2 should provide a slightly more accurate tidal correction for the T/P altimetry data and point to a significant shortcoming of TPXO. 1. So far we have only directly included M2, S2, K1, and O1 in our inversion, with all of the remaining tidal constituents accounted for by straight-line interpolation in frequency (see Appendix B). The reduction in RMS crossover difference, when the admittance approach is not used to account for these secondary constituents (model TPXO.S2), strongly suggests that this approach is too crude. This is perhaps not too surprising, when one considers that there are resonant frequencies in, or at least very near the frequency band we are interpolating through [Platzman et al., 1981] . Indeed, for the semidiurnal constituents the differences between TPXO. 1 and TPXO.S bear a very strong resemblance to the two nearly semidiurnal frequency modes 34 and 35 of Platzman et al. [1981] . We will almost certainly be able to significantly improve our inverse solution by including more constituents in the state space, thus allowing for a more complex variation with frequency of the admittance curve. Tables 3 and 4 suggest that tidal models which make use of SCH80 as a starting point might be more accurate than the "pure" inverse model TPXO. 1, it is far from clear that such models would provide a better tidal correction for the T/P GDR. TPXO.1 is demonstrably smoother than either of TPXO.S or TPXO.S2. Any roughness in SCH80 (see Plate 2 for example) will remain in the final solution. Since it is the gradient of the surface elevation which is ultimately diagnostic of the ocean circulation, smoothness of the tidal correction is critical.
While the comparisons of
For this reason TPXO. 1 is our preferred model for now.
Conclusions
We have presented a general and practical approach to inversion of very large large data sets for global ocean tides. The method allows us to combine rationally both dynamical information and direct observational data in a single tidal solution. All efforts to use altimetry data to improve empirically our knowledge of the open-ocean tides depend critically on the long-known temporal properties of the tides: at a fixed location the temporal variation of the tides is well approximated as a linear combination of a very small number of sines and cosines. This property, which derives from the nature of the forcing, says nothing about spatial variations of the tides. By using in addition information about the nature of the dynamics, we can derive a rational, dynamically consistent spatio-temporal set of basis functions for fitting the fides. In effect, this is what we have accomplished with the representer approach developed here. Using the dynamics, and estimates of the inadequacies in these dynamics, we have a priori reduced the free parameters which are fit to the altimetry data to a very small number. For TPXO. 1, only 2048 real parameters (i.e., the 2N representer coefficients of (84) were fit to the data. In fact, eigenvalues of R' below the assumed measurement error variance (•2 = 2x10-2m2 was used for TPXO. 1) correspond to array modes which are essentially not fit to the data. Thus for TPXO. 1 the effective number of parameters fit is approximately 1000 (see Figure 10) . This corresponds to only 125 complex numbers per constituent for the full global solution. Because we fit so few free parameters, and because the spatiotemporal basis functions used have been "tuned" for the appropriate tidal dynamics, we minimize the possibility that nontidal sources of oceanographic signal (the true focus of the T/P mission) will be aliased into the tidal corrections. Specifically, we are rejecting shallow water reduced gravity disturbances, having either nontidal frequencies or else phase speeds other than the external speed.
There are several further advantages to our inversion approach, which we can only list here. In addition to sea level, our solutions provide direct estimates of tidal currents. We can provide realistic maps of prior and posterior error covariances for tidal elevations (and currents), and we can assess the value of particular additional observations in improving our knowledge of the ocean tides. In a similar vein, prior and posterior data error covariances can be calculated to more quantitatively assess the degree to which our inversion removes nonoceanographic signal. We can also use the dynamical residuals (a byproduct of the inversion which we have not discussed in detail) to improve our understanding of inadequacies in the hydrodynamic model and to map dissipation in the ocean. Finally, additional sources of data (in particular, coastal and pelagic tide gauges) can be readily incorporated into our inverse solution. These issues will be addressed more fully in future work.
Our initial inverse solution TPXO. 1 is very smooth.
Based on the reduction of RMS crossover differences and comparison to pelagic gauges, we believe that this solution represents a significant improvement over the tidal models SCH80 and CR91 which are currently on the GDR. With refinements currently underway (increasing the number of modeled constituents, including tide gauge data and additional altimetry, calculations on higher resolution grids), further improvements are expected in the near future. 
It is trivial to check that with this inner product, '1; is a Hilbert space (completeness is "inherited" from L2). It is also straightforward to verify that the inner product <',-> given in (A3) is equivalent to that defined in (22).
The requirement that 3r be one-to-one deserves a brief comment. Uniqueness of the solution to the (dissipative!) LTEs implies that 3r will be one-to-one provided convolution with C« A (equivalently Cf) is also one-toone (or invertible). Clearly, this condition is also necessary for the inner product defined in (22) to make sense.
In fact, by making the constraints on the continuity equation hard, we violate this condition. However, since the (assumed exact) continuity equation determines h once the transports u and v are given, we can eliminate the h component from the state vectors (and from the LTEs). 
X=(•l [ix•] '--•t [ix•t]) ß (D3)
As in section 4 we denote the complex representer (relative to the 3L-dimensional state space) of evaluation of h I at xi by Pil, we let Lim be the linear functional for crossover datum dim, and we take aiml to be the complex constants defined in (6). Then, using the notation defined above, a simple calculation shows 
