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Die vorliegende Arbeit befasst sich mit der übergeordneten Frage nach dem Ein-
ﬂuss der Multikollinearität bei der Speziﬁkation und Schätzung von latenten nicht-
linearen Eﬀekten in Strukturgleichungsmodellen.
Da das Multikollinearitätsproblem in latenten nicht-linearen Strukturgleichungs-
modellen bisher in der Literatur kaum Beachtung gefunden hat, wird als erstes die
Frage beantwortet, welche Relevanz das Vorliegen von Multikollinearität in nicht-
linearen Strukturgleichungsmodellen hat. Dabei wird aufgezeigt, dass Multikolline-
arität von Prädiktoren nicht nur bei linearen Strukturgleichungsmodellen ein Pro-
blem darstellt, sondern vor allem bei nicht-linearen Strukturgleichungsmodellen auf-
grund des Vorhandenseins nicht-linearer Terme. Da nicht-lineare Terme untereinan-
der in einem höheren Zusammenhang stehen können als lineare Terme eines Struk-
turmodells, kann es zu Scheineﬀekten und zu verzerrten Schätzungen der nicht-
linearen Eﬀekte kommen. Ein Teststärkeverlust tritt immer ein.
Als zweites wird gezeigt, dass die am stärksten vertretene Ansatzklasse zur simul-
tanen Schätzung von Interaktionseﬀekten und quadratischen Eﬀekten, nämlich die
Klasse der Produkt-Indikator-Ansätze, seit ihrer Erstpublikation durch Kenny und
Judd (1984) Speziﬁkationsfehler aufweist, welche in ähnlicher Form auch in jüngeren
Publikationen enthalten sind (z.B. bei Lee, Song & Poon, 2004). Speziﬁkationsfehler
machen die ganze Ansatzklasse für Multikollinearität „anfällig“, so dass es theore-
tisch zu verzerrten Schätzungen oder Scheineﬀekten kommen muss. Es wird gezeigt,
wie man die Speziﬁkationsfehler korrigieren kann, d.h. wie man die bestehenden
Ansätze erweitern muss. Da die latente Prädiktorkorrelation Bestandteil der Spezi-
ﬁkationsfehler ist, stellt sich die Frage, wie groß die Verzerrungen sind, die sich bei
der Anwendung der (unkorrigierten) Produkt-Indikator-Ansätze ergeben, wenn die
Multikollinearität steigt. Um diese Frage zu beantworten, wird eine Simulationsstu-
die durchgeführt. Sie zeigt, dass der Zwei-Stufen-Ansatz von Ping (1996) verzerrte
Schätzungen der nicht-linearen Eﬀekte produziert. Dieser Ansatz ist ein Vertreter
der Produkt-Indikator-Ansätze und enthält die besagten Speziﬁkationsfehler. In der
Simulationsstudie wird außerdem gezeigt, dass die korrekte Erweiterung des Ansat-
zes von Jöreskog und Yang (1996) zu erwartungstreuen Schätzungen führt.
Als drittes wird der Frage nachgegangen werden, welche theoretischen und em-
pirischen Unterschiede zwischen den neuen verteilungsanalytischen Ansätzen LMS
(Klein & Moosbrugger, 2000) und QML (Klein & Muthén, 2007), einerseits, und
den klassischen Produkt-Indikator-Ansätzen, andererseits, zu erwarten sind. Dazu
werden die theoretischen Eigenschaften der verteilungsanalytischen Verfahren, LMSund QML, untereinander und mit der Klasse der Produkt-Indikator-Ansätze vergli-
chen. Ihre theoretischen Eigenschaften werden beim Vorliegen von Multikollinearität
betrachtet. Illustriert werden die theoretischen Unterschiede anhand einer Simula-
tionsstudie, die die Ansätze hinsichtlich ihrer Schätzeigenschaften bei steigender
Multikollinearität miteinander vergleicht. In der Simulationsstudie werden die theo-
retisch herausgearbeiteten Vorteile der verteilungsanalytischen Verfahren, LMS und
QML, bestätigt.
In der Zusammenschau der theoretischen Überlegungen und der Ergebnisse aus
den Simulationsstudien zeigt sich, dass Multikollinearität für alle Ansätze zur si-
multanen Schätzung multipler nicht-linearer Eﬀekte eine Herausforderung ist. Die
forschungspraktische und inhaltliche Relevanz des Multikollinearitätsproblems wird
anhand eines Beispiels veranschaulicht. Für in jüngster Zeit diskutierte komplexere
Modelle (z.B. moderierte Mediatormodelle) wird Multikollinearität ein Kernproblem
sein, dem sich alle Ansätze werden stellen müssen oder für das neue Ansätze ent-
wickelt werden müssen.
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Interaktionseﬀekte, Wechselwirkungseﬀekte, quadratischer Eﬀekt, Restriktionen,
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In den empirischen Sozialwissenschaften ﬁnden sich unzählige Beispiele für nicht-
lineare Interaktionshypothesen, für nicht-lineare quadratische Hypothesen oder für
beide Hypothesenformen (e.g. Ajzen, 1987; Cronbach & Snow, 1977; Karasek, 1979;
Lusch & Brown, 1996; Snyder & Tanke, 1976).
1.1.1 Interaktionseﬀekt
Ein Interaktionseﬀekt liegt dann vor, wenn sich der quantiﬁzierbare Zusammenhang
zwischen zwei Variablen (z.B. X und Y ) in Abhängigkeit von der Ausprägung einer
Drittvariablen (z.B. Z) verändert. Die Drittvariable (hier Z) wird auch Moderator-
variable genannt 1. Abbildung 1.1 veranschaulicht einen Interaktionseﬀekt graphisch
als ein einfaches Pfaddiagramm, bei dem der Zusammenhang von zwei Variablen X
und Y (als Pfeil zwischen den Variablen X und Y ) von der Variable Z verändert
wird.
Es wird angenommen, dass sich der Zusammenhang zwischen X und Y sowie
zwischen Z und Y in Form einer Regressionsgleichung beschreiben lässt:
Y = 0 + 1X + 2Z + !12XZ +  (1.1)
wobei 0 eine Regressionskonstante, 1 und 2 Regressionskoeﬃzienten der Varia-
blen X und Z sowie  der Vorhersagefehler der Regression sind. Es liegt dann ein
1Da der statistische Begriﬀ der Moderation (oder auch Wechselwirkung) konzeptuell identisch






Abbildung 1.1: Pfaddiagramm einer einfachen Interaktion zwischen Variable X und
Variable Z
Interaktionseﬀekt vor, wenn der Koeﬃzient !12 6= 0 ist. Er beschreibt den Einﬂuss
des nicht-linearen Produktterms XZ auf Y , der über die linearen Einﬂüsse 1 und
2 der beiden Prädiktoren X und Z hinausgeht. Neben der einfachen Veranschau-
lichung anhand eines Pfaddiagramms lässt sich dies auch räumlich illustrieren (s.
Abbildung 1.2).
Abbildung 1.2: Graph eines Interaktionseﬀektes mit 0 = 0, 1 = 2 = 0:3 und
!12 = 0:175
Wie man Abbildung 1.2 entnehmen kann, wird die Zusammenhangsebene zwi-
schen den Variablen X und Y sowie zwischen den Variablen Z und Y gekrümmt.
!12 repräsentiert das Ausmaß der Krümmung.3
1.1.2 Quadratischer Eﬀekt
Ein quadratischer Eﬀekt ist als Spezialfall des Interaktionseﬀektes zu betrachten.
Hierbei beeinﬂusst eine Variable X in Abhängigkeit von ihrer eigenen Ausprägung




Abbildung 1.3: Pfaddiagramm eines einfachen quadratischen Eﬀektes
Man beschreibt einen solchen Zusammenhang mit der folgenden Regressions-
gleichung:
Y = 0 + 1X + !11X
2 +  (1.2)
Es liegt ein quadratischer Eﬀekt genau dann vor, wenn der Koeﬃzient !11 6= 0 ist.
!11 repräsentiert den Einﬂuss des nicht-linearen Produktterms X2 auf Y , der über
den linearen Einﬂuss 1 des Prädiktors X hinausgeht.
Neben der Darstellung anhand eines Pfaddiagramms lässt sich ein quadratischer
Eﬀekt als U-förmige Beziehung in einem Graphen veranschaulichen (s. Abbildung
1.4).
1.1.3 Interaktionseﬀekt und zwei quadratische Eﬀekte
Liegt der Zusammenhang zwischen X und Y sowie zwischen Z und Y in Form eines
Interaktionseﬀektes und zweier quadratischer Eﬀekte vor, so folgt der Zusammen-
hang der Regressionsgleichung:
Y = 0 + 1X + !12XZ + !11X
2 + !22Z
2 +  (1.3)
Hier kann man sich die im Raum aufgespannte Zusammenhangsebene wie eine „Hän-
gematte“ vorstellen, die eine zusätzliche Rotation erfahren hat (s. Abbildung 1.5).4
Abbildung 1.4: Graph eines quadratischen Eﬀektes mit 0 = 0, 1 = 0:3 und
!11 = 0:158
Abbildung 1.5: Graph eines Interaktionseﬀektes und zweier quadratischer Eﬀekte
mit 0 = 0, 1 = 2 = 0:3, !12 = 0:175 und !11 = !22 = 0:1585
1.2 Ein inhaltliches Beispiel für ein Modell mit ei-
nem Interaktionseﬀekt und zwei quadratischen
Eﬀekten
Ein anschauliches Beispiel für ein Modell mit einem Interaktionseﬀekt und zwei qua-
dratischen Eﬀekten ﬁndet sich bei Ganzach (1997). Er testet in seiner Arbeit die
Hypothese einer komplexen interaktiven und quadratischen Beziehung zwischen der
elterlichen Bildungserwartung an ihr Kind und den tatsächlichen Bildungsniveaus
der Eltern (jeweils in Schuljahren). Ganzach zeigt darin, dass die Erwartungen der
Eltern an das Bildungsniveau des Kindes hoch sind, wenn zumindest ein Elternteil
einen hohes Bildungsniveau hat. Dabei ist es unerheblich, ob beide ein hohes Bil-
dungsniveau haben. Für eine hohe elterliche Bildungserwartung an das Kind reicht
es also aus, wenn ein Elternteil ein hohes Bildungsniveau hat. Im nicht-linearen
Modell wird dieser kompensatorische Zusammenhang durch zwei positive quadrati-
sche Eﬀekte (für das jeweilige Bildungsniveau jedes Elternteils) und einen negativen
Interaktionseﬀekt repräsentiert. In einem manifesten Regressionsmodell lässt sich
dies wie folgt ausdrücken (siehe Aiken & West, 1991):
EBK = 0 + 1MB + 2V B + !12MB  V B + !11MB
2 + !22V B
2 +  (1.4)
wobei EBK die elterlichen Bildungserwartungen an das Kind, MB das mütterliche
Bildungsniveau, V B das väterliche Bildungsniveau und  ein Regressionsresiduum
sind. Dabei sind die Regressionskoeﬃzienten: !12 < 0 sowie !11 > 0 und !22 > 0
(auf dieses Beispiel wird in der Diskussion nochmals ausführlicher eingegangen).
1.3 Nicht-lineare Strukturgleichungsmodelle
Wenn man die oben genannten Zusammenhänge untersuchen möchte, so hat der
empirisch arbeitende Forscher stets das Problem mangelnder Messgenauigkeit sei-
ner Beobachtungen zu berücksichtigen (Reliabilitätsproblem). Liegt keine perfekte
Reliabilität vor, so sind die Regressionskoeﬃzienten der nicht-linearen Eﬀekte auf
der Ebene manifester Regressionsmodelle verzerrt (Bohrnstedt & Marwell, 1978;
MacCallum & Mar, 1995). Anhand von Strukturgleichungsmodellen lassen sich hin-
gegen theoretisch unverzerrte, d.h. erwartungstreue Schätzungen der nicht-linearen
Eﬀekte von latenten Variablen produzieren (Marsh, Wen & Hau, 2006; Schumacker
& Marcoulides, 1998). Obgleich man sich in der frühen Literatur zur Schätzung von6
nicht-linearen latenten Eﬀekten eher auf Modelle mit einzelnen Eﬀekttypen (etwa In-
teraktionseﬀekte) beschränkt hat (e.g. Jöreskog & Yang, 1996; Kenny & Judd, 1984),
so ﬁndet man in jüngerer Zeit eine Zunahme des Interesses für komplexere Modelle
zur simultanen Schätzung von Interaktionseﬀekten und quadratischen Eﬀekten (Ke-
lava, Moosbrugger, Dimitruk & Schermelleh-Engel, 2008; Klein & Muthén, 2007; Lee
et al., 2004; Lee, Song & Tang, 2007; MacCallum & Mar, 1995). Gleichung (1.5)
drückt Ganzachs Bildungserwartungsmodell in der Notation der latenten Struktur-
gleichungsmodelle aus (vgl. Gleichung (1.4)):
 =  + 
11 + 




2 +  (1.5)
In Gleichung (1.5) ist  das latente Kriterium, 1 und 2 sind die latenten Prädikto-
ren, das Produkt 12 repräsentiert den Interaktionsterm, 2
1 und 2
2 sind quadratische
Terme,  ist ein latentes Interzept, 
1 und 
2 sind lineare Eﬀekte der Prädiktoren, !12
ist der nicht-lineare Eﬀekt des Interaktionstermes, !11 und !22 sind die nicht-linearen
quadratischen Eﬀekte und  ist der Modellfehler. Die allgemeine Matrixschreibweise
des nicht-linearen Modells ist nachfolgend gegeben (siehe Gleichung (1.6)):
 =  +   + 
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In Gleichung (1.6) ist   der Koeﬃzienten-Vektor der linearen Eﬀekte der n latenten
Prädiktoren (zusammengefasst im -Vektor) und 
 ist die Koeﬃzienten-Matrix der
nicht-linearen Eﬀekte (mit den quadratischen Eﬀekten in der Diagonalen und den
Interaktionseﬀekten oberhalb der Diagonale)2. Abbildung 1.6 veranschaulicht ein
latentes Strukturgleichungsmodell mit einem Interaktionseﬀekt und zwei quadrati-
schen Eﬀekten (ohne Messmodelle).
1.4 Fragestellungen der Arbeit
Die übergeordnete Fragestellung der vorliegenden Arbeit fragt nach dem Einﬂuss der
Multikollinearität bei der Speziﬁkation und Schätzung von latenten nicht-linearen
Eﬀekten in Strukturgleichungsmodellen. Dabei stehen drei Teilfragestellungen im
Vordergrund:
2Die in dieser Arbeit verwendete Notation orientiert sich an der LISREL-Notation und für die
nicht-linearen Eﬀekte an der Notation von Klein und Moosbrugger (2000). Die genaue Symbolver-

























Abbildung 1.6: Pfaddiagramm eines latenten Strukturmodells mit einem Interak-
tionseffekt und zwei quadratischen Eﬀekten (ohne Messmodelle)
1. Da das Multikollinearitätsproblem in latenten (nicht-linearen) Strukturgleich-
ungsmodellen bisher in der Literatur kaum Beachtung gefunden hat, soll als
erstes die Frage beantwortet werden, welche allgemeine Bedeutung Multikolli-
nearität in nicht-linearen Strukturgleichungsmodellen hat.
In Kapitel 3 wird gezeigt, dass Multikollinearität von Prädiktoren nicht nur
bei linearen Strukturgleichungsmodellen ein Problem darstellt, sondern vor al-
lem bei nicht-linearen Strukturgleichungsmodellen aufgrund der Präsenz nicht-
linearer Terme. Da nicht-lineare Terme untereinander in einem höheren Zusam-
menhang stehen können als lineare Terme eines Strukturmodells, kann es zu
Scheineﬀekten kommen (im Sinne eines Fehlers erster Art) oder zu verzerrten
Schätzungen der nicht-linearen Eﬀekte.
2. In Kapitel 4 wird erstmalig gezeigt, dass die am stärksten vertretene Ansatz-
klasse zur simultanen Schätzung von Interaktionseﬀekten und quadratischen
Eﬀekten, nämlich die Klasse der Produkt-Indikator-Ansätze, seit ihrer Erst-
publikation durch Kenny und Judd (1984) Speziﬁkationsfehler aufweist, welche
in ähnlicher Form auch in jüngeren Publikationen enthalten sind (z.B. bei Lee
et al., 2004). Speziﬁkationsfehler machen die ganze Ansatzklasse für Multi-
kollinearität „anfällig“, so dass es theoretisch zu verzerrten Schätzungen oder
Scheineﬀekten kommen muss. Es wird gezeigt, wie man die Speziﬁkationsfehler
korrigieren kann, d.h. wie man die bestehenden Ansätze erweitern muss.8
Da die latente Prädiktorkorrelation Bestandteil der Speziﬁkationsfehler ist, soll
als zweites die Frage beantwortet werden, wie groß die Verzerrungen sind, die
sich bei der Anwendung der (unkorrigierten) Produkt-Indikator-Ansätze erge-
ben, wenn die Multikollinearität steigt.
Um diese Frage zu beantworten, wird in Kapitel 4 anhand einer Simulations-
studie gezeigt, dass der Zwei-Stufen-Ansatz von Ping (1996) verzerrte Schät-
zungen der nicht-linearen Eﬀekte produziert. Dieser Ansatz ist ein Vertreter
der Produkt-Indikator-Ansätze und enthält die besagten Speziﬁkationsfehler.
In der Simulationsstudie wird außerdem gezeigt, dass die korrekte Erweiterung
des Ansatzes von Jöreskog und Yang (1996) zu erwartungstreuen Schätzungen
führt.
3. Als drittes soll der Frage nachgegangen werden, welche theoretischen und em-
pirischen Unterschiede zwischen den neuen verteilungsanalytischen Ansätzen
LMS (Klein & Moosbrugger, 2000) und QML (Klein & Muthén, 2007), einer-
seits, und den klassischen Produkt-Indikator-Ansätzen, andererseits, zu erwar-
ten sind.
Dazu werden in Kapitel 5 die theoretischen Eigenschaften der verteilungs-
analytischen Verfahren, LMS und QML, untereinander und mit der Klasse
der Produkt-Indikator-Ansätze verglichen. Ihre theoretischen Eigenschaften
werden beim Vorliegen von Multikollinearität betrachtet. Illustriert werden
die theoretischen Unterschiede anhand einer Simulationsstudie, die die An-
sätze hinsichtlich ihrer Schätzeigenschaften bei steigender Multikollinearität
miteinander vergleicht. Dabei treten die Vorteile der verteilungsanalytischen
Verfahren, LMS und QML, hervor.
Für wesentliche theoretische Darstellungen in dieser Arbeit wird auf drei Schriften
zurückgegriﬀen, nämlich
(A) Dimitruk, P., Schermelleh-Engel, K., Kelava, A. & Moosbrugger, H. (2007).
Challenges in nonlinear structural equation modeling. Methodology, 3, 100-114.
(B) Kelava, A., Moosbrugger, H., Dimitruk, P. & Schermelleh-Engel, K. (2008).
Multicollinearity and missing constraints: A comparison of three approaches
for the analysis of latent nonlinear eﬀects. Methodology, 4, 51-66.
(C) Kelava, A., Werner, C., Schermelleh-Engel, K., Moosbrugger, H., Zapf, D.,
Ma, Y. & West, S. G. (zur Veröﬀentlichung eingereicht). Advanced nonlinear9
structural equation modeling: Theoretical properties and empirical application
of the distribution-analytic LMS and QML estimators. Structural Equation
Modeling.
1.5 Übersicht über die Arbeit
Um den Leser inhaltlich weiter einzuführen, wird in Kapitel 2 zunächst ein Über-
blick über die Ansätze zur Schätzung nicht-linearer Eﬀekte in latenten Struktur-
gleichungsmodellen gegeben. In Kapitel 3 wird das Multikollinearitätsproblem und
dessen Relevanz betrachtet. Dazu wird auf Schrift (A) und Schrift (B) zurückge-
griﬀen. Kapitel 4 zeigt auf, dass die Produkt-Indikator-Ansätze Speziﬁkationsfehler
aufweisen und korrigiert sie. Veranschaulicht wird dies anhand einer Simulations-
studie. Die Ausführungen sind Schrift (B) entnommen. In Kapitel 5 werden die
theoretischen Eigenschaften der verteilungsanalytischen Verfahren, LMS und QML,
den Eigenschaften der Produkt-Indikator-Ansätze gegenübergestellt. Die Schätzei-
genschaften bei steigender Multikollinearität werden anhand einer Simulationsstudie
untersucht. Kapitel 5 ist eine Zusammenfassung von Schrift (C). Kapitel 6 ordnet
die gewonnenen Erkenntnisse in die Literatur zu nicht-linearen Strukturgleichungs-
modellen ein und diskutiert sie kritisch. Abschließend gibt Kapitel 6 einen Ausblick
auf zukünftige Fragestellungen.Kapitel 2
Ansätze zur Schätzung nicht-linearer
Eﬀekte in latenten
Strukturgleichungsmodellen
In den vergangenen zwei Jahrzehnten haben sich eine ganze Reihe von Ansätzen zur
Schätzung nicht-linearer Eﬀekte in latenten Strukturgleichungsmodellen herausge-
bildet (für einen Überblick Marsh, Wen & Hau, 2004; Schumacker & Marcoulides,
1998). Zu den zwei verbreitetsten Ansätzen gehören die sog. Produkt-Indikator-
Ansätze sowie die verteilungsanalytischen Ansätze.
2.1 Produkt-Indikator-Ansätze
2.1.1 Der Kenny und Judd-Ansatz
Die Produkt-Indikator-Ansätze sind auf eine Arbeit von Kenny und Judd (1984)
zurückzuführen. Darin beschreiben die Autoren zunächst die Speziﬁkation zweier
latenter Strukturgleichungsmodelle: Das erste Modell ist ein Interaktionsmodell, das
einen nicht-linearen Term 12 beinhaltet, der aus aus zwei latenten Prädiktoren 1










1 +  (2.2)
1Aus Gründen der Konsistenz wurde die Originalnotation der Notation dieser Schrift angepasst.
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Der wesentliche Beitrag dieser Publikation besteht darin, dass erstmalig die Speziﬁ-
kation des Messmodells der nicht-linearen Terme (z.B. 12 oder 2
1) vorgenommen
wird. Als Indikatoren der nicht-linearen Terme werden die Produkte der Indikatoren
des linearen Messmodells verwendet.
Im Folgenden wird die Speziﬁkation des Messmodells bei einem latenten Interak-
tionsmodell veranschaulicht: Seien X1 und X2 Indikatoren des latenten Prädiktors
1 sowie X3 und X4 Indikatoren des Prädiktors 2, mit
X1 = 
X
111 + 1 X2 = 
X
211 + 2 (2.3)
X3 = 
X
322 + 3 X4 = 
X
422 + 4 (2.4)
dann sind die Produkte X1X3, X1X4, X2X3 und X2X4 Indikatoren des Interak-
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Abbildung 2.1: Interaktionsmodell nach Kenny und Judd (1984) mit den linearen
und nicht-linearen Messmodellen

















5312 + 5 (2.6)12
Die Varianzzerlegung des Produkt-Indikators X1X3, die man zur Schätzung des
Modells benötigt, ist dabei nicht trivial, da die Varianz des Produkt-Indikators ei-
ne nicht-lineare Funktion der Parameter des linearen Messmodells darstellt. Die
















V ar(12) = 33 = 1122 + 
2
21 (2.9)























Wie man erkennen kann, hat diese nicht-lineare Abhängigkeit zur Folge, dass zur
Parameterschätzung nicht-lineare Restriktionen formuliert werden müssen. Da ihre
Formulierung allerdings sehr fehleranfällig ist, ist dieser Ansatz bisher nur selten an-
gewendet worden. Tabelle 2.1 gibt einen Überblick über die Parameterrestriktionen
des Interaktionsmodells und des quadratischen Strukturgleichungsmodells, wenn
man die Menge der Indikatoren der nicht-linearen Terme nicht vollständig mitein-
ander einkreuzt.
Ein weiterer Grund für die seltene Anwendung dieses Ansatzes liegt außerdem
darin, dass latente Produktterme (etwa 12 oder 2
1) nicht normalverteilt sind.
Dies ist selbst dann der Fall, wenn die manifesten und latenten Prädiktorvariablen
normalverteilt sind (Aroian, 1944). In der Folge werden, wenn man die übliche Ma-
ximum Likelihood Schätzung der Parameter durchführt, die Standardfehlerschätz-
ungen der nicht-linearen Eﬀekte (z.B. !12 im Falle eines Interaktionseﬀektes) un-
terschätzt, sodass darauf basierende Signiﬁkanztests und Konﬁdenzintervalle nicht
korrekt sind (Jöreskog & Yang, 1996). Bereits Kenny und Judd (1984) weisen dar-
auf hin, dass der Verletzung der multivariaten Normalverteilungsannahme am bes-
ten dadurch zu begegnen ist, dass man Kleinstquadrateschätzungen vornimmt. Sie
schlagen dazu GLS (generalized least squares) vor.
2.1.2 Weiterentwicklungen
In der Folgezeit hat der von Kenny und Judd (1984) vorgeschlagene Ansatz eine
Vielzahl von Weiterentwicklungen erfahren. An dieser Stelle wird ein kurzer und
nicht erschöpfender Überblick über diese Entwicklungen geben, da es sich bei den























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Während Kenny und Judd (1984) die nicht-linearen Abhängigkeiten der Parame-
ter untereinander nur unter großem Aufwand anhand der COSAN-Prozedur (Fraser,
1980) modellieren konnten, gelang Hayduk (1987) eine Implementierung des Ansat-
zes in die LISREL Version 7-Software (Jöreskog & Sörbom, 1989). Diese Imple-
mentierung macht allerdings die Modellierung einer ganzen Reihe von zusätzlichen
latenten Variablen (sog. Phantomvariablen) notwendig. Jaccard und Wan (1995)
erweiterten das Messmodell des latenten Kriteriums auf mehr als eine Indikator-
variable.
Mit der Einführung von LISREL Version 8 (Jöreskog & Sörbom, 1996) ließen
sich nicht-lineare Restriktionen erstmalig direkt speziﬁzieren. Diesen Fortschritt nut-
zend konnten Jöreskog und Yang (1996) den Kenny und Judd-Ansatz für Struktur-
gleichungsmodelle mit einem Interaktionseﬀekt dahingehend verallgemeinern, dass
die linearen Indikatoren nun nicht mehr als zentriert angenommen werden mussten.
Dazu nahmen sie latente Interzepte (z.B. X
1 für X1) in die Messmodellgleichungen


















422 + 4 (2.12)
Zudem führten Sie in das Strukturmodell das latente Interzept  ein (Gleichung
(2.13)), das von Kenny und Judd (1984) zuvor „vergessen“ wurde (vgl. Gleichung
(2.1)). Die Aufnahme des Interzepts  ist notwendig, da die Erwartungswerte der
nicht-linearen Terme (z.B. 12) nicht Null sein müssen. Selbst dann nicht, wenn alle
latenten Prädiktoren zentriert und normalverteilt sind.
 =  + 
11 + 
22 + !1212 +  (2.13)
Die Erweiterung des Ansatzes von Kenny und Judd (1984) zur Schätzung eines
Interaktionseﬀektes bringt es mit sich, dass die Zahl der Restriktionen stark ansteigt.
Einen Überblick über die Restriktionen geben Jöreskog und Yang (1996). Wie auch
Kenny und Judd (1984) anmerken, empfehlen Jöreskog und Yang (1996) statt einer
ML-Schätzung der Parameter eine Kleinstquadrateschätzung vorzunehmen. Hierzu
verweisen sie auf die Alternativen WLS (weighted least squares) und WLSA (WLS
based on augmented moment matrix). Die Eigenschaften dieser Schätzer werden
weiter unten besprochen.
Algina und Moulder (2001) veränderten den Ansatz von Jöreskog und Yang (1996)
dahingehend, dass die Indikatoren der latenten Prädiktoren (wie im Jaccard-Wan-
Modell) zentriert werden, aber die Erwartungswerte innerhalb des latenten Struktur-15
modells speziﬁziert werden. Auch wenn ihr Ansatz im Wesentlichen gegenüber dem
Ansatz von Jöreskog und Yang (1996) unverändert ist, fanden sie, dass er leichter
konvergiert.
Eine weitere Erweiterung nahmen Wall und Amemiya (2001) vor. Vor dem Hin-
tergrund, dass mit der Anwendung eines Produkt-Indikator-Ansatzes stets die An-
nahme der Normalverteilung der latenten Prädiktoren einhergeht, untersuchten sie
die Verletzung dieser Annahme. In ihrer Publikation zeigen sie, dass im Falle nicht-
normalverteilter Prädiktoren die Korrelation der linearen Prädiktoren und des Inter-
aktionstermes (z.B. Cov(1;12)) nicht Null ist. Zudem entspricht die Varianz des
Interaktionstermes dann nicht mehr 1122 + 2
21. Eine Nichtberücksichtigung die-
ses Umstandes führt – wie sie zeigen – zu verzerrten Parameterschätzungen des
Interaktionseﬀektes. Um dieses Problem zu beheben, schlagen Wall und Amemiya
(2001) den „generalized appended product indicator (partially constrained)“ An-
satz (GAPI) vor. Der GAPI-Ansatz beinhaltet die Aufhebung der Restriktionen
innerhalb der Kovarianzmatrix der latenten Prädiktoren und eine freie Schätzung
sämtlicher Elemente in ihr. Alle anderen Restriktionen des Messmodells bleiben von
der Aufhebung unberührt. Durch diese Abänderung wird die Einsetzbarkeit des An-
satzes auf nicht-normalverteilte Konstrukte erweitert.
Marsh et al. (2004) gingen bei Ihrem Ansatz einen Schritt weiter und hoben
alle Restriktionen auf. Das bedeutet, dass keine Restriktionen für die Parameter der
Kovarianzmatrix der latenten Prädiktoren und des Interaktionstermes bestehen. Au-
ßerdem heben sie sämtliche Restriktionen der Messfehlervarianzen auf (vgl. im Ge-
gensatz dazu Tabelle 2.1). Alle zuvor restringierten Parameter werden in diesem An-
satz frei geschätzt. Marsh et al. (2004) zeigen, dass ein einfaches Interakationsmodell
mit zwei Produkt-Indikatoren identiﬁziert ist. Um keine Messfehler-Kovarianz der
beiden Produkt-Indikatoren schätzen zu müssen, bilden sie in ihrem Ansatz Produkt-
Indikatoren, die aus sich nicht wiederholenden Indikatoren bestehen [Anmerkung:
Wenn z.B. wie bei Kenny und Judd (1984) X1 und X2 die Indikatoren von 1 sind so-
wie X3 und X4 die Indikatoren von 2, dann sind X1X3 und X2X4 nicht-redundante
Produkt-Indikatoren. Während X1X4 in dieser Produkt-Indikatoren-Menge redun-
dante Informationen enthalten würde.].
Little, Bovaird und Widaman (2006) stellten jüngst einen Ansatz vor, bei dem
jeder nicht-lineare Produkt-Indikator (z.B. X1X4) auf alle linearen Indikatoren (hier
X1;X2;:::) regressiert wird. Danach werden die Residuen dieser Regression als In-
dikator des latenten Produkttermes (12) verwendet. Dieser Ansatz besteht also
aus zwei Schritten und gestaltet sich daher etwas aufwendiger. Er besteht aus ei-16
nem Orthogonalisierungsschritt, bei dem die Residuen bestimmt werden und einem
zweiten Schritt, der die Schätzung des Gesamtmodells auf Grundlage der Residuen
beinhaltet.
Den Gedanken der zweistuﬁgen Vorgehensweise ﬁndet man allerdings auch bei
Ping (1996). Er schlägt ein Verfahren vor, das im Gegensatz zu den anderen Ansät-
zen der Produkt-Indikator-Ansätze für Anwender relativ einfach zu handhaben ist
und als einziger Ansatz auch für die simultane Schätzung von Interaktionseﬀekten
und quadratischen Eﬀekten entwickelt wurde. Dabei wird im ersten Schritt zunächst
ein lineares Messmodell der latenten Prädiktoren berechnet (in Form einer konﬁr-
matorischen Faktorenanalyse). Danach werden im zweiten Schritt die geschätzten
Parameter verwendet, um die Parameter des eigentlichen Strukturmodells zu schät-
zen. Dazu werden die Ladungsparameter und Messfehlervarianzen der nicht-linearen
Indikatoren (z.B. X1X4) des nicht-linearen Messmodells auf Werte ﬁxiert, die sich
aus Gleichungen gemäß (2.7) - (2.10) ergeben. Man muss dann nicht mehr die Re-
striktionen im Gesamtmodell formulieren, sondern setzt die Messfehlervarianzen und
Ladungen als bekannt in das Messmodell der nicht-linearen Terme ein.2
2.2 Verteilungsanalytische Ansätze
2.2.1 Der Latent Moderated Structural Equations Ansatz
(LMS)
Allen Produkt-Indikator-Ansätzen ist gemein, dass sie aufgrund der Restriktionen
für Anwender relativ kompliziert zu speziﬁzieren sind und ihre Standardfehler unter-
schätzt werden (Jöreskog & Yang, 1996). Um die Nachteile der Produkt-Indikator-
Ansätze zu überwinden, entwickelten Klein und Moosbrugger (2000) einen vertei-
lungsanalytischen Ansatz zur Schätzung nicht-linearer Interaktionseﬀekte und qua-
dratischer Eﬀekte. Der sogenannte Latent Moderated Structural Equations Ansatz
(LMS) basiert auf der Analyse der Verteilung des multivariaten Indikatorvektors
(X;Y). Dieser Vektor ergibt sich, wenn man die q manifesten X-Indikatorvariablen
der latenten Prädiktoren und die p manifesten Y -Indikatoren des latenten Kriteri-
ums zusammenfasst: (X;Y) = (X1;:::;Xq;Y1;:::Yp). Die multivariate Verteilung des
2Bereits jetzt sei angemerkt, dass dieser Ansatz wie auch alle anderen Ansätze der Produkt-
Indikator-Ansatzklasse, die für die Schätzung nicht-linearer Terme höherer Ordnung konstruiert
worden sind, Speziﬁkationsfehler aufweisen. Diese werden in Kapitel 4 beschrieben und Lösungs-
möglichkeiten beschrieben.17
Indikatorvektors (X;Y) ist nicht-normal. LMS approximiert diese durch eine ﬁni-
te Mischverteilung von bedingten Normalverteilungen. LMS beruht dabei auf dem
Kerngedanken, dass man die nicht-linearen Eﬀekte (z.B. den Eﬀekt von 12) des
Interaktionsmodells oder des quadratischen Modells durch lineare Eﬀekte darstellen
kann, wenn man die Verteilung von (X;Y) auf den einzelnen Stufen einer Kompo-
nente (z.B. auf den Stufen von 1) betrachtet. Um die unbekannten Modellparameter
zu schätzen, wird in LMS der Expectation Maximization (EM) Algorithmus (Demps-
ter, Laird & Rubin, 1977) angewendet, der Maximum Likelihood Schätzungen liefert.
In späteren Abschnitten wird vertiefend auf diesen Ansatz eingegangen.
2.2.2 Der Quasi-Maximum Likelihood Ansatz (QML)
Da es sich bei LMS konstruktionsbedingt um ein sehr rechenintensives Verfahren
handelt, haben Klein und Muthén (2007) den Quasi-Maximum Likelihood Ansatz
(QML) entwickelt, um multiple Interkationseﬀekte und quadratische Eﬀekte schät-
zen zu können. Bei der Entwicklung von QML stand das Ziel im Vordergrund, ein
theoretisch robusteres Verfahren zu schaﬀen, wenn die Prädiktorvariablen nicht-
normalverteilt sind. Wie auch im Falle von LMS, trägt QML dem Gesichtspunkt
Rechnung, dass das latente Kriterium und seine Indikatoren nicht-normalverteilt
sind, indem es die Zahl der nicht-normalverteilten Komponenten der Indikator-
vektorverteilung f(X;Y) reduziert. Dabei wird das Quasi-Likelihood Prinzip an-
gewendet, welches die Verteilung f(X;Y) des Indikatorvektors (X;Y) durch ein
Produkt einer normalverteilten und einer bedingt normalverteilten Dichtefunkti-
on approximiert3. Durch diese Transformation der multivariaten Verteilung erreicht
man, dass die Parameter des latenten nicht-linearen Modells sehr viel einfacher zu
schätzen sind (z.B. mit dem Newton-Raphson Algorithmus).
2.3 Sonstige Ansätze
Wie bereits zu Beginn dieses Kapitels erwähnt, ist es nicht möglich, eine erschöp-
fende Zusammenfassung sämtlicher Ansätze zu bieten. Dennoch seien einige weitere
Ansätze genannt, die sich nicht einfach in die beiden obigen Klassen einordnen las-
sen.
Von Bollen (1995) wurde ein zwei-stuﬁger Kleinstquadrateansatz (two stages least
3Dem Leser sei in Erinnerung gerufen, dass im Unterschied zu QML bei LMS die multivariate
Indikatorverteilung f(x;y) durch eine Mischverteilung approximiert wird.18
squares, 2SLS) vorgeschlagen. Er basiert im Wesentlichen darauf, dass die latenten
Prädiktoren durch ihre Indikatoren in der latenten Strukturmodellgleichung (vgl.
Gleichung (2.13)) ersetzt werden. Die Indikatoren werden ihrerseits durch sog. in-
strumentelle Variablen geschätzt. Instrumentelle Variablen sind Indikatorvariablen,
die mit den zuvor eingesetzten Indikatorvariablen zwar in Zusammenhang stehen,
jedoch nicht mit ihren Fehlertermen korrelieren. Die resultierende Strukturgleichung
erfüllt die Voraussetzungen einer OLS-Schätzung, sodass die Koeﬃzienten berech-
net und beurteilt werden können. Allerdings hat sich der 2SLS-Ansatz bei kleinen
Stichproben als weniger eﬃzient im Vergleich zu anderen Verfahren erwiesen (z.B.
Jöreskog, 1998;Klein, Moosbrugger & Schermelleh-Engel, unveröﬀentlicht). Moulder
und Algina (2002) weisen nach, dass bei niedriger Reliabilität der Indikatoren die
Parameterschätzungen nicht erwartungstreu geschätzt werden und die Teststärke
vergleichsweise gering ist.
Wall und Amemiya (2000) entwickelten ebenfalls einen zweistuﬁgen Ansatz, der
als „two-step method of moments (2SMM)“ für ein polynomiales Strukturmodell
höherer Ordnung entwickelt wurde. Im ersten Schritt des 2SMM-Ansatzes werden
die Parameter des Messmodells anhand einer faktorenanalytischen Herangehenswei-
se geschätzt. In einem zweiten Schritt werden bedingte Momente der Produkte der
latenten Variablen berechnet. Diese werden dann zur Schätzung der unbekannten
Strukturmodellparameter verwendet. Bei diesem Ansatz kann insbesondere die An-
nahme der normalverteilten latenten Variablen gelockert werden, wenn verteilungs-
freie Factor-Score-Schätzer im ersten Schritt berechnet werden. Theoretisch kann
der 2SMM-Ansatz auf sehr viel komplexere nicht-lineare Modelle erweitert werden,
allerdings wurde er bisher aufgrund seiner Komplexität kaum untersucht (Klein &
Muthén, 2007).
Bayessche Anätze wurden insbesondere von Arminger und Muthén (1998) und
Lee et al. (2007) veröﬀentlicht. Sie erlauben auf Grundlage des Bayesschen Theorems
ﬂexible Modellierungen relativ komplexer Likelihoodfunktionen von nicht-linearen
Zusammenhängen. Allerdings wird die Anwendung solcher Ansätze dadurch sehr er-
schwert, dass man fundiertes a-priori Wissen über die Verteilungen der unbekannten
Parameter braucht, um die Vorteile dieser Ansätze ausnutzen zu können. Dies ge-
staltet sich bei Interaktionsmodellen auf latenter Ebene schwierig, da nicht-lineare
Modelle bis vor etwa zehn Jahren von Anwendern nicht schätzbar waren.4
4Mit dem Aufkommen sehr leistungsstarker Software in jüngster Zeit ist auch prinzipiell die
Schätzung nicht-linearer Strukturgleichungsmodelle möglich geworden, so dass hier in Zukunft a
priori Wissen zu erwarten ist.19
2.4 Schätzeigenschaften der Verfahren
Die Ergebnisse größerer Simulationsstudien zur Schätzung von Interaktionseﬀekten
(Marsh et al., 2004; Moulder & Algina, 2002; Schermelleh-Engel, Klein & Moos-
brugger, 1998; Yang Jonsson, 1997) zu den Produkt-Indikator-Ansätzen lassen sich
wie folgt zusammenfassen: Die zwei Hauptprobleme der Produkt-Indikator-Ansätze
liegen einerseits darin, dass Konvergenz- und Schätzprobleme auftreten, anderer-
seits aber auch, dass bei erfolgreicher Parameterschätzung die Standardfehler der
Parameterschätzungen erheblich unterschätzt werden, weil die Normalverteilungs-
annahme der Indikatoren verletzt ist. Dies ist auf die Verwendung von Produkten
von Variablen zurückzuführen (Aroian, 1944). Die Unterschätzung ist dabei umso
gravierender, je größer der nicht-lineare Eﬀekt ist. Konﬁdenzintervalle der Parame-
terschätzungen, die auf der Basis dieser unterschätzten Standardfehler bestimmt
werden, sind folglich zu klein, was zu falschen Schlussfolgerungen führen kann (in
Form von Scheineﬀekten). Die Verwendung von korrigierten Standardfehlern (Sator-
ra & Bentler, 2001) führt dabei zu einer Überkorrektur (Moulder & Algina, 2002),
so dass sich eher die Verwendung unkorrigierter Standardfehler empﬁehlt.
Um dieses Problem der Verzerrung der Standardfehler bei ML-Schätzungen zu
umgehen, kann eine Robust Maximum Likelihood-Schätzung (RML) durchgeführt
werden, die eine asymptotische Kovarianzmatrix verwendet. Dabei erhält man bei
nicht-normalverteilten Variablen korrekte Standardfehler und 2-Werte (vgl. Jöres-
kog, Sörbom, Du Toit & Du Toit, 1999). Allerdings scheinen für unverzerrte RML-
Parameterschätzungen relativ große Stichproben benötigt zu werden (Yang Wallen-
tin, Schmidt, Davidov & Bamberg, 2003). Systematische Untersuchungen zu dieser
Methode wurden bisher noch nicht durchgeführt.
Alternativ gibt es die Möglichkeit, das auf Produkt-Indikatoren basierende Struk-
turgleichungsmodell anhand verteilungsfreier Verfahren, wie z.B. Weighted Least
Squares (WLS) oder Weighted Least Squares based on the Augmented Moment
Matrix (WLSA) (Jöreskog & Yang, 1996) zu schätzen. WLS und WLSA Schätzun-
gen bedürfen allerdings sehr großer Stichproben, um zu erwartungstreuen Parame-
terschätzungen zu gelangen (vgl. Schermelleh-Engel et al., 1998; Yang Jonsson,
1997). Ihre Parameterschätzer sind lediglich asymptotisch unverzerrt. Im Vergleich
zu ML weisen sie eine geringere Eﬃzienz auf, so dass prinzipell der Eﬃzienznachteil
durch größere Stichproben ausgeglichen werden muss.
Klein und Moosbrugger (2000) zeigen, dass LMS verglichen mit 2SLS, ML und
WLSA eﬃzientere Parameterschätzungen von Interaktionseﬀekten und zuverlässi-20
gere Modelldiﬀerenztests (Likelihood-Ratio-Tests) berechnet. Zudem sind die Stan-
dardfehler von LMS relativ unverzerrt. Klein und Muthén (2007) zeigen in einer
Simulationsstudie, dass QML- und LMS-Schätzungen sehr eng bei einander liegen
und dass QML Schätzungen substantiell eﬃzienter sind als Schätzungen auf Grund-
lage des 2SMM Ansatzes von Wall und Amemiya (2000). Bei nicht-normal verteilten
Prädiktoren sind QML-Schätzungen nach einer Simulationsstudie von Marsh et al.
(2004) leicht verzerrt, was von Klein und Muthén (2007) in der Form nicht bestä-
tigt werden konnte. Klein und Muthén (2007) zeigen, dass QML höchst eﬃzient bei
nicht-normalen Prädiktoren und sein Modelldiﬀerenztest der nicht-linearen Eﬀekte
robust ist. QML erweist sich im Vergleich zu anderen Produkt-Indikator-Ansätzen
(GAPI, unconstrained Ansatz) als leistungsfähiger.
Simulationsstudien zur simultanen Schätzung von Interaktionseﬀekten und qua-
dratischen Eﬀekten mit QML und LMS werden auch in Schrift (C) durchgeführt,
die dieser Arbeit zugrundeliegt. Die Ergebnisse werden in Kapitel 5 dargestellt.Kapitel 3
Zum Problem der Multikollinearität
und seiner Relevanz für nicht-lineare
Strukturgleichungsmodelle
Die übergeordnete Fragestellung der vorliegenden Arbeit fragt nach dem Einﬂuss der
Multikollinearität bei der Speziﬁkation und Schätzung von latenten nicht-linearen
Eﬀekten in Strukturgleichungsmodellen. Da das Multikollinearitätsproblem in laten-
ten (nicht-linearen) Strukturgleichungsmodellen bisher in der Literatur kaum Beach-
tung gefunden hat, soll als erstes die Frage beantwortet werden, welche allgemeine
Bedeutung Multikollinearität in nicht-linearen Strukturgleichungsmodellen hat. Zu-
nächst soll auf den Begriﬀ der Multikollinearität kurz eingegangen werden. Wesent-
liche Inhalte dieses Kapitels ﬁnden sich in Schrift (A) und Schrift (B).
3.1 Zum Begriﬀ der Multikollinearität
Multikollinearität ist dann ein Problem, wenn Prädiktorvariablen in einem Modell
stark korrelieren (z.B. zu .80). Eine hohe Prädiktorenkorrelation bedeutet, dass die
Prädiktoren redundante Informationen enthalten. Im Extremfall liegt Singularität
vor. Dann ist eine der Prädiktorvariablen eine (Linear-)Kombination von zwei oder
mehreren anderen Variablen. Mutlikollinearität erweist sich bei der Schätzung von
Modellparametern als störend, da die Schätzungen bei steigender Multikollineari-
tät unpräziser werden. Singularität macht eine Schätzung der betreﬀenden Modell-
parameter sogar unmöglich.
Was die Ursache für das Vorliegen von Multikollinearität ist, kann auf verschie-
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denen Ebenen diskutiert werden. Eine Ebene beinhaltet jedenfalls die empirisch-
inhaltliche Auseinandersetzung mit der Konstruktvalidität der untersuchten Kon-
strukte. Hier sei lediglich angemerkt, dass beispielsweise die Verwendung von gleich-
artigen Messmethoden (etwa Selbsteinschätzungen anhand von Fragebögen) zu einer
erhöhten Korrelation der Maße führen kann. Um eine Beurteilung der konvergenten
und diskriminanten Validität der Konstrukte vorzunehmen, wurden in den letz-
ten Jahrzehnten seit Campbell und Fiske (1959) sehr diﬀerenzierte Möglichkeiten
geschaﬀen, die unter dem Stichpunkt der „Multitrait-Multimethod“-Ansätze ihren
Eingang in die Literatur gefunden haben (für eine Übersicht s. Eid & Diener, 2006;
für eine Einführung: Schermelleh-Engel & Schweizer, 2007). Auf diese Problemebene
soll im weiteren Verlauf nicht eingegangen werden. Vielmehr soll jene Ebene im
weiteren Verlauf betrachtet werden, die beinhaltet, dass Konstrukte oder andere
Variablen zusammenhängen können und sich dieser Zustand in einer vorliegenden
Forschungssituation nicht ohne weiteres beseitigen lässt (bis auf statistische Arte-
fakte, die weiter unten dargestellt werden). Dies ist zum Beispiel dann denkbar,
wenn man Angst und Depression als Konstrukte untersuchen möchte, die selbst
dann einen „Restzusammenhang“ aufweisen, wenn sehr aufwändige Formen der Se-
parierung von Varianzquellen vorgenommen worden sind (Nussbeck, Eid, Geiser,
Courvoisier & Cole, 2007).
3.2 Folgen, Diagnostik und Abhilfen
3.2.1 Allgemeine Folgen der Multikollinearität
Prinzipiell hat das Vorliegen von Multikollinearität zur Folge, dass sich Regressions-
koeﬃzienten in ihrem Betrag und in ihrem Vorzeichen – also der partiellen Zusammen-
hangsrichtung – ändern können (vgl. Cohen, Cohen, West & Aiken, 2003, für an-
schauliche Beispiele). Zudem wird der Standardfehler einer Parameterschätzung und
das eine Schätzung umgebende Konﬁdenzintervall größer. Damit nimmt die Genau-
igkeit der Parameterschätzung ab, da sich der wahre Wert des Parameters in ei-
nem größeren Intervall beﬁnden kann. Letztlich führt auch die Vergrößerung des
Konﬁdenzintervalls dazu, dass Parameterschätzungen nicht (mehr) bedeutsam von
Null verschieden sein können, wenn zusätzliche Prädiktoren aufgenommen werden,
die mit den zuvor im Modell enthaltenen Prädiktoren korrelieren. Dies impliziert
also einen Teststärkeverlust.23
3.2.2 Multikollinearitätsdiagnostik
Damit es nicht zu solchen negativen Eﬀekten von Multikollinearität kommt, sollte
vor den eigentlichen Analysen eine intensive Multikollinearitätsdiagnostik betrieben
werden. Diese umfasst z.B. für jeden Prädiktor Xj die Bestimmung seiner Varianz
R2
j, die durch die anderen Prädiktoren erklärten wird, die Bestimmung der Toleranz
1 R2
j oder die Bestimmung des Variance Inﬂation Factors (VIF) 1
1 R2
j (Cohen et al.,
2003). Ein V IF  10 wird im allgemeinen als ernsthaftes Multikollinearitätsproblem
betrachtet (Marquardt, 1970).
Desweiteren kann man die Eigenwerte der Prädiktorvariablenmatrix bestimmen




max. Dabei wird das Verhältnis des höchsten Eigenwertes max zum nied-
rigsten Eigenwert min bestimmt. Eine condition number von 1 bedeutet, dass die
Prädiktoren gänzlich unabhängig voneinander sind. Je höher der Wert, desto größer
ist die Multikollinearität. Als Faustregel kann man einen Wert zwischen 5 und 10
als akzeptabel betrachten. Eine condition number von größer 30 zeigt sehr starke
Multikollinearität an.
3.2.3 Abhilfen bei Vorliegen von Multikollinearität
Gelegentlich kann Multikollinearität ein Artefakt der Stichprobenziehung sein. Das
bedeutet im einfachsten Falle, dass die Stichprobe und die an ihr erhobenen Merk-
male nicht die Merkmalsrelationen in der Population adäquat abbilden. Eine solche
Ursache kann man – abgesehen von praktischen Hindernissen – am einfachsten da-
durch beheben, indem man weitere Fälle erhebt.
Wenn die Stichprobe hingegen repräsentativ für die Population ist, bestehen wei-
tere Möglichkeiten der Multikollinearitätsbeseitigung darin, dass man Prädiktor-
variablen aus dem Modell entfernt (also ein anderes Modell speziﬁziert) oder aber Va-
riablen, die redundante Informationen beinhalten, zusammenfasst. Das kann durch
die Bildung von Indices erreicht werden, indem man z.B. zwei Variablen zunächst
z-transformiert und dann miteinander addiert oder aber Faktorscores berechnet, die
eine Repräsentation der kollinearen Variablen darstellen.
In Situationen, in denen eine Respeziﬁkation eines Modells nicht möglich ist,
kann man auch die Erwartungstreue der Parameterschätzungen aufgeben und unter
Inkaufnahme einer kleinen Verzerrung der Parameterschätzungen eine sog. Ridge
Regression durchführen (Darlington, 1978). Diese beinhaltet, dass eine Konstan-
te zu jeder Prädiktorenvarianz hinzuaddiert wird, so dass die Kollinearität (in der24
Kovarianzmatrix) abgeschwächt wird. Der Vorteil der Ridge Regression liegt dar-
in, dass die Standardfehler kleiner werden und somit die auf Konﬁdenzintervallen
basierenden Inferenzen belastbarer sind.
3.3 Zur Bedeutung der Multikollinearität in nicht-
linearen Strukturgleichungsmodellen
Betrachtet man die oben beschriebenen Gesichtspunkte auf der Ebene manifester
Regressionsmodelle, so ist die Bedeutsamkeit des Multikollinearitätsproblems of-
fensichtlich. Weniger oﬀensichtlich, aber umso schwerwiegender ist das Multikolli-
nearitätsproblem auf der Ebene latenter Modelle. Berücksichtigt man nämlich, dass
Indikatoren in der Regel messfehlerbehaftet gemessen werden, sind selbst moderate




























Abbildung 3.1: Veranschaulichung der Multikollinearitätsproblematik im Kontext
unreliabler Prädiktoren (Attenuation)
Hierzu ein Beispiel: Seien zwei latente Merkmale 1 und 2 mit jeweils drei Indika-
toren (s. Abbildung 3.1) gegeben; wobei X1;X2 und X3 Operationalisierungen von25
1 sowie X4;X5 und X6 Operationalisierungen von 2 seien. Dann entspricht eine
(manifeste) Korrelation von .50 zwischen zwei Indikatoren X3 und X4 bei Faktor-
ladungen von .80 einer latenten Korrelation von .781 (also etwa .80). Auf der Ebene
latenter Variablen weisen die Prädiktoren 1 und 2 des Strukturmodells also weitaus
größere Zusammenhänge auf.
In nicht-linearen Strukturgleichungsmodellen ist die Bedeutsamkeit der Multi-





Unter nicht-essentieller Multikollinearität versteht man jene Korrelation zwischen
Variablen, die auf das Ausbleiben der Zentrierung der Prädiktoren vor der Produkt-
bildung der nicht-linearen Terme (e.g. 12) zurückzuführen ist. Diese Form der
Multikollinearität ist somit vermeidbar. Seien z.B. 1 und 2 normalverteilte latente
Prädiktoren mit E(1) = E(2) 6= 0, dann sind
Cov(1;12) = E(2)11 + E(1)21 (3.1)
Cov(1;
2
1) = 2E(1)11 (3.2)
Wie man erkennen kann, werden Bestandteile der Kovarianzen zwischen der li-
nearen latenten Variablen 1 und den nicht-linearen Termen (12 oder 2
1) auch dann
nicht Null, wenn die Korrelation zwischen 1 und 2 Null ist. Diese dritten Momente
werden bei normalverteilten linearen Variablen allerdings Null, wenn die Variablen
vor der Produkttermbildung zentriert werden, so dass die Erwartungswerte der Va-
riablen Null sind.
3.3.2 Essentielle Multikollinearität
Abgesehen von der nicht-essentiellen Multikollinearität gibt es Formen von Multi-
kollinearität, die nicht durch lineare Transformationen beseitigt werden können. Die-
se Formen zählen zur essentiellen Multikollinearität. Eine Form resultiert daraus,
dass die in die Produkte eingehenden Variablen nicht-normal verteilt sind. Sind die26
Ausgangsvariablen (z.B. 1 und 2) nicht normalverteilt, so sind die dritten Momen-
te (z.B. Cov(1;12)) auch dann nicht Null, wenn die Korrelation der Ausgangs-
variablen Null ist. Die Korrelation zwischen 1 (resp. 2) und den Produkttermen
12 und 2
1 bleibt auch nach einer Zentrierung erhalten.
Eine weitere Form essentieller Multikollinearität besteht darin, dass nicht-lineare
Terme grundsätzlich untereinander in Zusammenhang stehen, sobald die linearen
Ausgangsvariablen korrelieren. Dies gilt auch für den Fall, dass die Ausgangsvariablen
normalverteilt und zentriert sind. Erschwerend kommt hinzu, dass die Korrelation
der nicht-linearen Terme untereinander sogar höher ist als die Korrelation der linea-
ren Ausgangsvariablen.
Hierzu ein Beispiel: Seien 1 und 2 normalverteilte und zentrierte Variablen,




1) = 21121 (3.3)
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Dies ist in Abbildung 3.2 anhand einer latenten Prädiktorkorrelation von .50 ver-
anschaulicht (vgl. Bohrnstedt & Goldberger, 1969). Wie man der Abbildung ent-
nehmen kann, beträgt die Korrelation zwischen dem Interaktionsterm 12 und den
quadratischen Termen 2
1 und 2
2 jeweils .63. Die quadratischen Terme 2
1 und 2
2
korrelieren zu .25 miteinader.
3.3.3 Implikationen des Multikollinearitätsproblems
Die Tatsache, dass nicht-lineare Terme zunehmend miteinander in Zusammenhang
stehen, je höher die Korrelation der latenten Prädiktoren ist, bedeutet letztlich, dass
sie zunehmend mehr gemeinsame Varianz aufweisen. Dies hat folgende Implikatio-
nen:
1. Je höher die Multikollinearität, desto schwieriger ist es, nicht-lineare Eﬀekte
getrennt voneinander aufzudecken, wenn sie gleichzeitig speziﬁziert werden
(Ganzach, 1997; MacCallum & Mar, 1995).
2. Als Konsequenz der gemeinsamen Varianz, können zudem konkurrierende nicht-
speziﬁzierte „wahre“ nicht-lineare Eﬀekte nicht aufgedeckt werden und statt

























Abbildung 3.2: Multikollinearität im Strukturmodell: Korrelationen der latenten
nicht-linearen Terme untereinander, wenn die Prädiktorkorrelation .50 beträgt
Art signiﬁkant werden. Dies ist z.B. dann der Fall, wenn ein Interaktionseﬀekt
anstelle eines wahren quadratischen Eﬀektes speziﬁziert wird und letzterer in
der Folge nicht aufgedeckt wird.
Zusammenfassend lässt sich festhalten, dass Multikollinearität der Prädiktoren
bei der Schätzung nicht-linearer Modelle per se ein größeres Problem darstellt als
bei der Schätzung linearer Modelle. Daher müssen alle Verfahren zur Schätzung
nicht-linearer Eﬀekte daraufhin beurteilt werden, ob sie der Anforderung steigender
Multikollinearität gerecht werden.
Wie im nachfolgenden Kapitel 4 gezeigt wird, enthält die Klasse der Produkt-
Indikator-Ansätze Speziﬁkationsfehler, die zu Scheineﬀekten führen, wenn man nicht
alle wahren nicht-linearen Eﬀekte in ein Modell aufnimmt. Und selbst wenn alle po-
tentiellen nicht-linearen Eﬀekte in einem Modell enthalten sind, führt Multikollinea-
rität – wie sich zeigen wird – zu Verzerrungen der Parameterschätzungen bei diesen




Im vorhergehenden Kapitel 3 wurde gezeigt, dass Multikollinearität per se ein Pro-
blem darstellt, weil nicht-lineare Eﬀekte (z.B. 12 und 2
1) gemeinsame Varianz
aufweisen, sobald die latenten Prädiktoren (z.B. 1 und 2) mit einander korrelie-
ren. Dies erschwert die Aufdeckung der Eﬀekte, wenn sie simultan geschätzt werden
sollen, oder führt zu Scheineﬀekten, wenn statt der wahren nicht-linearen Eﬀekte
falsche nicht-lineare Eﬀekte speziﬁziert werden.
In diesem Kapitel soll darüber hinausgehend dargestellt werden, dass bereits die
Ursprungspublikation von Kenny und Judd (1984) Speziﬁkationsfehler des Produkt-
Indikator-Ansatzes enthält. Diese Speziﬁkationsfehler wurden nach Wissen des Au-
tors bisher nicht entdeckt bzw. korrigiert. Vielmehr wurde der Ansatz in einer Er-
weiterung von Lee et al. (2004) zur simultanen Schätzung von Interaktionseﬀekten
und quadratischen Eﬀekten ebenfalls nicht korrekt speziﬁziert. Speziﬁkationsfehler
– und besonders solche aus der Ursprungsarbeit von Kenny und Judd (1984) – ma-
chen die ganze Ansatzklasse für Multikollinearität „anfällig“, so dass es zu verzerr-
ten Schätzungen oder Scheineﬀekten kommen muss. Speziﬁkationsfehler erschweren
über das allgemeine Multikollinearitätsproblem hinausgehend die Aufdeckung und
die korrekte Schätzung der nicht-linearen Eﬀekte.
Die Ziele dieses Kapitels lassen sich wie folgt zusammenfassen:
1. Zunächst wird aufgezeigt, welche Speziﬁkationsfehler in den Produkt-Indikator-
Ansätzen enthalten sind und wie man die Ansätze korrigieren bzw. korrekt er-
weitern muss, wenn eine simultane Schätzung von nicht-linearen Interaktions-
eﬀekten und quadratischen Eﬀekten erfolgen soll.
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2. Da die latente Prädiktorkorrelation Bestandteil der Speziﬁkationsfehler ist, soll
danach die zweite Fragestellung der Arbeit beantwortet werden, wie groß die
Verzerrungen sind, die sich bei der Anwendung der (unkorrigierten) Produkt-
Indikator-Ansätze ergeben, wenn die Multikollinearität steigt.
Diese Frage wird anhand einer Simulationsstudie mit dem Zwei-Stufen Ansatz
von Ping (1996) und dem Ansatz von Jöreskog und Yang (1996) beantwortet,
der vom Autor dieser Schrift korrekt erweitert wurde. Im Falle des Ansat-
zes von Ping ergeben sich verzerrte Schätzungen und Scheineﬀekte der nicht-
linearen Eﬀekte, da dieser die beschriebenen Speziﬁkationsfehler ausweist. Der
korrekt erweiterte Ansatz von Jöreskog und Yang (1996) weist erwartungstreue
Schätzungen auf. Die Schätzeigenschaften beider Ansätze werden vergleichend
mit den Eigenschaften des verteilungsanalytischen LMS Ansatzes von Klein
und Moosbrugger (2000) beurteilt.
Wesentliche Inhalte dieses Kapitels entstammen Schrift (B).
4.1 Zu den Speziﬁkationsfehlern der Produkt-Indi-
kator-Ansätze und ihrer Korrektur
4.1.1 Zu den Speziﬁkationsfehlern bei Kenny und Judd (1984)
und ihrer Korrektur
Wie man Kapitel 2 (Ansätze zur Schätzung latenter nicht-linearer Eﬀekte) ent-
nehmen kann, haben alle Produkt-Indikator-Ansätze gemein, dass sie Restriktionen
über die Messfehlervarianzen formulieren. Dazu betrachten alle Autoren zunächst
die linearen und die aus ihnen gebildeten nicht-linearen Indikatorvariablen.
Diesen Gedankengang wollen wir im Folgenden nachvollziehen: Seien im Kenny
und Judd-Ansatz X1 und X2 normalverteilte, zentrierte Indikatoren des latenten
Prädiktors 1 sowie X3 und X4 normalverteilte, zentrierte Indikatoren des Prädik-
tors 2 (s. Abbildung 2.1), dann dient X1X3 als ein Produkt-Indikator des latenten

















5312 + 5 (4.2)30
















V ar(12) = 33 = 1122 + 
2
21 (4.5)























Diese Restriktionen der Messfehlervarianzen sind korrekt. Allerdings haben Ken-
ny und Judd (1984) vergessen, Messfehlerkovarianzen bei der Schätzung eines er-
weiterten Strukturgleichungsmodells zu speziﬁzieren. Das von ihnen speziﬁzierte
Strukturgleichungsmodell1 enthält u.a. einen Interaktionsterm 12 und einen qua-
dratischen Term 2
1. Die nicht-enthaltenen Messfehlerkovarianzen ergeben sich sofort,
wenn man die zwei Indikatoren X1X3 und X2

























Wie man den Gleichungen (4.7) und (4.8) entnehmen kann, ist 21 Bestand-
teil von X1X3 und 11 Bestandteil von X2
1. Deren Kovarianz Cov (21; 11) ist
im Allgemeinen nicht Null und damit die Nicht-Speziﬁkation dieser Kovarianz ein
Speziﬁkationsfehler. Kenny und Judd haben übersehen, dass
Cov (21; 11) = 21

11 (4.9)
ungleich Null ist, wenn 21 6= 0 ist. Wenn eine latente Prädiktorkorrelation (Multi-
kollinearität) besteht, dann führt dieser Speziﬁkationsfehler zwangsläuﬁg zu Verzer-
rungen in Form von nicht-erwartungstreuen Schätzungen der nicht-linearen Eﬀekte,
zu Scheineﬀekten oder zu nicht-signiﬁkanten Eﬀekten und damit potentiell zu gravie-
renden inhaltlichen Folgen. Wenn man nach Kenny und Judd (1984) ein erweitertes
nicht-lineares Strukturgleichungsmodell schätzen möchte, muss man also entgegen
ihrer Anweisung auch die Kovarianzen der Messfehlerkomponenten berücksichtigen.
1Das Originalmodell hatte bei Kenny und Judd (1984) auch einen kubischen Term, der aber
für die weitere Betrachtung nicht relevant ist. Außerdem wurde erneut in der vorliegenden Schrift
aus Konsistenzgründen eine Anpassung der Notation vorgenommen.31
4.1.2 Zu den Speziﬁkationsfehlern bei Lee et al. (2004) und
ihrer Korrektur
Schrift (B) kann man entnehmen, dass Lee et al. (2004) im Zuge der Durchfüh-
rung einer ansatzvergleichenden Simulationsstudie ebenfalls ein Speziﬁkationsfehler
unterläuft, der mit dem zuvor beschriebenen zusammenhängt2. In ihrer Simulations-
studie vergleichen sie die Schätzeigenschaften diverser Ansätze bei der Schätzung des
folgenden Strukturmodells (Gleichung (4.10)):
 =  + 
11 + 




2 +  (4.10)
Der LISREL-Notation folgend speziﬁzieren sie die Messfehlervarianzen der nicht-
linearen Indikatoren (z.B. bei X1X3 siehe Gleichung (4.6)). In der sog. -Matrix,
die die Messfehlervarianzen und -kovarianzen enthält, speziﬁzieren sie jene Mess-
fehlerkovarianzen nicht, die zu Produkt-Indikatoren unterschiedlicher nicht-linearer
Indikatoren gehören. Seien z.B. wieder X1X3 ein Produkt-Indikator des Interaktions-
termes 12 und X2
1 ein Produkt-Indikator von 2
1, dann muss man die folgende













Auch hier führt die Nicht-Speziﬁkation der Messfehlerkovarianzen zwangsläuﬁg zu
verzerrten Schätzergebnissen bei der simultanen Schätzung von Interaktionseﬀekten
und quadratischen Eﬀekten, wenn die Multikollinearität ansteigt, weil die laten-
te Prädiktorkorrelation Bestandteil dieses Kovarianzen ist. Die Ergebnisse von Lee
et al. (2004) verlieren daher an Aussagekraft. Um die theoretischen Darstellungen
dieses Abschnitts zu veranschaulichen, wurde eine Simulationsstudie durchgeführt.
4.2 Eine Simulationsstudie zur Veranschaulichung
des Eﬀekts der Speziﬁkationsfehler bei steigen-
der Multikollinearität
Um zu veranschaulichen, wie sich die Speziﬁkationsfehler der Produkt-Indikator-
Ansätze bei steigender Multikollinearität auf die Schätzungen der nicht-linearen
Eﬀekte auswirken, wurde eine Simulationsstudie durchgeführt. Die Durchführung
2Die in Abschnitt 4.1.1 beschriebenen Spezﬁkationsfehler bei Kenny und Judd (1984) sind nicht
in Schrift (B) enthalten.32
und ihre Ergebnisse sind in Schrift (B) detailliert beschrieben. In der vorliegenden
Arbeit soll nur eine zusammenfassende Darstellung erfolgen.
4.2.1 Methode
In der Studie wurden drei Verfahren einander gegenübergestellt:
1. Der Zwei-Stufen Ansatz von Ping (1996)
2. Der korrekt erweiterte constrained Ansatz von Jöreskog und Yang (1996)
3. Der LMS Ansatz von Klein und Moosbrugger (2000)
Um die Auswirkung der Speziﬁkationsfehler zu überprüfen, wurde der Zwei-Stufen
Ansatz verwendet. Dieser wurde von Ping (1996) mit dem Anspruch publiziert, auch
für Terme höherer Ordnung (z.B. 3
1) geeignet zu sein. Im Zwei-Stufen Ansatz sind
die oben beschriebenen Speziﬁkationsfehler enthalten. Um eine Bezugsgröße inner-
halb der Klasse der Produkt-Indikator-Ansätze zu haben, wurde der Ansatz von
Jöreskog und Yang (1996) korrekt erweitert. Als Vergleich diente darüber hinausge-
hend der verteilungsanalytische LMS Ansatz von Klein und Moosbrugger (2000).
In der Studie wurden drei verschiedene Stufen von Multikollinearität untersucht,
nämlich Prädiktorkorrelationen von .00, .50 und .80. Zudem wurden die wahren
Modelle variiert. Es wurden innerhalb jeder Multikollinearitätsstufe Daten mit einer
Stichprobengröße von N = 400 und eine Samplingrate von 500 generiert, die jeweils
drei wahren Modellen folgten:
 einem Modell mit einem Interaktionsterm 12 oder
 einem Modell mit zwei quadratischen Termen 2
1 und 2
2 der latenten Prädik-
toren 1 und 2 oder




Alle linearen Variablen (d.h. Indikatoren, Prädiktoren und Messfehler) wurden nor-
malverteilt und zentriert generiert. Analysiert wurde stets ein Modell mit beiden
Eﬀekttypen, ungeachtet dessen, welche und wie viele nicht-lineare Eﬀekte in dem
wahren Modell enthalten waren. Tabelle 4.1 fasst die Bedingungen und die wahren










































































































































































































































































































































































































































































































































































































































































































































































































































































































































Die Ergebnisse lassen sich für das wahre Interaktionsmodell wie folgt zusammenfas-
sen (vgl. Tabelle 2 Schrift (B)): Solange die latenten Prädiktoren unkorreliert sind,
wirkt sich die Nicht-Speziﬁkation der Messfehlerkovarianzen nicht nachteilig aus. Al-
le drei Ansätze, der Zwei-Stufen Ansatz, der erweiterte Jöreskog und Yang Ansatz
und der LMS Ansatz kommen zu erwartungstreuen Schätzungen. Alle drei Ansätze
sind teststark und halten die Typ-I-Fehlerrate von ca. 5 % ein.
Sobald die Korrelation der Prädiktoren ansteigt, erweisen sich die Schätzungen
des Zwei-Stufen Ansatzes als instabil. Je nach Ausprägung der Prädiktorkorrelati-
on kommt es zu Unter- oder Überschätzungen der nicht-linearen Eﬀekte. Die Über-
und Unterschätzungen der nicht-linearen Eﬀekte sind dabei innerhalb des Modells
entgegengerichtet. Werden z.B. die quadratischen Eﬀekte unterschätzt, wird der In-
teraktionseﬀekt überschätzt (z.B. bei 21 = :80). In der Folge weist der Zwei-Stufen
Ansatz eine erhöhte Rate von Scheineﬀekten auf. LMS und der erweiterte Jöreskog
und Yang Ansatz zeigen hinsichtlich der Erwartungstreue vernachlässigbare Unter-
schiede. Beim erweiterten Jöreskog und Yang Ansatz kommt es infolge der verletz-
ten multivariate Normalverteilungsannahme zu unterschätzten Standardfehlern der
Parameterschätzungen. Die Unterschätzung bringt nur augenscheinliche, d.h. irre-
führende Vorteile hinsichtlich der Teststärke und ist nicht als Eﬃzienzvorteil zu
werten.
Quadratisches Modell
Bei der Schätzung des wahren quadratischen Modells kommt man zum selben Bild
(vgl. Tabelle 3 Schrift (B)): Solange die latenten Prädiktoren unkorreliert sind, kom-
men alle drei Ansätze zu erwartungstreuen Schätzungen und sind teststark.
Bei steigender Korrelation der Prädiktoren werden beim Zwei-Stufen Ansatz aller-
dings die nicht-linearen Eﬀekte stets entgegengesetzt über- oder unterschätzt. Dabei
kommt es sogar zu unterschiedlichen Vorzeichen. Im Fall der Prädiktorkorrelation
von .50 werden die quadratischen Eﬀekte überschätzt und der (nicht-existierende)
Interaktionseﬀekt mit einem negativen Vorzeichen geschätzt. In der Folge zeigt der
Zwei-Stufen Ansatz also Scheineﬀekte mit falschem Vorzeichen oder günstigsten Falls
verzerrte Eﬀekte. LMS und der erweiterte Jöreskog und Yang Ansatz erweisen sich
als gleichermaßen erwartungstreu. Allerdings ﬁndet man wieder zugunsten von LMS
die präziseren Standardfehlerschätzungen.35
Modell mit einem Interaktionseﬀekt und zwei quadratischen Eﬀekten
Für das wahre Modell mit allen Eﬀekttypen erbringen alle drei Ansätze erwartungs-
treue Schätzungen, wenn die latenten Prädiktoren unkorreliert sind (vgl. Tabelle
4.2). Die Teststärke der drei Ansätze ist hoch, nahezu 100 %. Dabei zeigt der Zwei-
Stufen Ansatz die größten Unterschätzungen der Standardfehler.
Bei steigender Prädiktorkorrelation zeigen sich erneut verzerrte und instabile Pa-
rameterschätzungen für den Zwei-Stufen Ansatz. Während bei einer Korrelation von
.50 der Interaktionseﬀekt beim Zwei-Stufen Ansatz unterschätzt und die quadrati-
schen Eﬀekte überschätzt werden, zeigen LMS und der erweiterte Jöreskog und Yang
Ansatz erwartungstreue Schätzungen. Dabei sinkt die Teststärke des Zwei-Stufen
Ansatzes stark im Vergleich zu den beiden anderen Verfahren ab, nicht-lineare Ef-
fekte zu entdecken.
Bei einer Korrelation von .80 kommt es zu einer hohen Überschätzung des In-
teraktionseﬀektes und zu einer starken Unterschätzung der quadratischen Eﬀekte
beim Zwei-Stufen Ansatz. Auch hier weisen LMS und der erweiterte Jöreskog und
Yang Ansatz erwartungstreue Schätzungen auf. Der Zwei-Stufen Ansatz zeigt im
Gegensatz zu den beiden anderen Verfahren verstärkt Scheineﬀekte, was sich in ei-
ner erhöhten Signiﬁkanzrate der Interaktionseﬀekte äußert (keine korrekte Teststär-
ke). LMS und der erweiterte Jöreskog und Yang Ansatz zeigen korrelationsbedingt
Testärkeverluste, wobei erneut die vom erweiterten Jöreskog und Yang Ansatz ge-
schätzten Standardfehler zu klein ausfallen.
Die nachfolgende Abbildung 4.1 ist Schrift (B) entnommen und veranschaulicht
die verzerrten Parameterschätzungen des Zwei-Stufen Ansatzes im Vergleich zu den
Parameterschätzungen der beiden anderen Ansätze.36
Tabelle 4.2: Simulationsstudie aus Schrift (B): Ergebnisse der wahren Modelle mit






Bias % SD SE SE/SD Typ-I-
Fehlerrate
Teststärke
Korrelation der latenten Prädiktoren: .00
Pings (1996) Zwei-Stufen Ansatz
!12 0.224 0.222 0.90% 0.062 0:049y 0:795y NA 100:00%y
!11 0.158 0.161 1.90% 0.036 0.035 0.969 NA 100.00%
!22 0.158 0.171 8.23% 0.041 0:035y 0:851y NA 98:90%y
erweiterter Jöreskog & Yang (1996) Ansatz
!12 0.224 0.216 -3.57% 0.049 0.046 0.935 NA 99.20%
!11 0.158 0.157 -0.63% 0.036 0.033 0.919 NA 99.40%
!22 0.158 0.156 -1.27% 0.038 0:033y 0:853y NA 98:80%y
Klein & Moosbruggers (2000) LMS Ansatz
!12 0.224 0.221 -1.34% 0.050 0.049 0.986 NA 98.80%
!11 0.158 0.161 1.90% 0.036 0.035 0.975 NA 99.40%
!22 0.158 0.160 1.27% 0.037 0.035 0.936 NA 98.80%
Korrelation der latenten Prädiktoren: .50
Pings (1996) Zwei-Stufen Ansatz
!12 0.200 0.166 -17.00% 0.112 0.112 0.992 NA 41.18%
!11 0.158 0.168 6.33% 0.060 0.060 1.005 NA 79.83%
!22 0.158 0.171 8.23% 0.058 0.062 1.061 NA 78.15%
erweiterter Jöreskog & Yang (1996) Ansatz
!12 0.200 0.193 -3.50% 0.065 0:058y 0:896y NA 88:82%y
!11 0.158 0.159 0.63% 0.041 0.037 0.905 NA 98.00%
!22 0.158 0.157 -0.63% 0.043 0:037y 0:853y NA 97:21%y
Klein & Moosbruggers (2000) LMS Ansatz
!12 0.200 0.196 -2.00% 0.067 0.063 0.942 NA 84.00%
!11 0.158 0.163 3.16% 0.042 0.041 0.971 NA 97.80%
!22 0.158 0.160 1.27% 0.043 0.040 0.948 NA 97.20%
Korrelation der latenten Prädiktoren: .80
Pings (1996) Zwei-Stufen Ansatz
!12 0.175 0.260 48.57% 0.084 0:074y 0:883y NA 90:86%y
!11 0.158 0.105 -33.54% 0.053 0.050 0.940 NA 58.88%
!22 0.158 0.106 -32.91% 0.054 0.050 0.921 NA 58.38%
erweiterter Jöreskog & Yang (1996) Ansatz
!12 0.175 0.172 -1.71% 0.143 0:121y 0:848y NA 32:73%y
!11 0.158 0.157 -0.63% 0.078 0:067y 0:854y NA 62:67%y
!22 0.158 0.154 -2.53% 0.080 0:066y 0:835y NA 62:28%y
Klein & Moosbruggers (2000) LMS Ansatz
!12 0.175 0.163 -6.86% 0.166 0.155 0.933 NA 22.80%
!11 0.158 0.168 6.33% 0.091 0.086 0.940 NA 50.00%
!22 0.158 0.163 3.16% 0.089 0.084 0.949 NA 51.60%
Note. SE = mittlerer Standardfehler; NA = nicht analysierbar; y = Ergebnisse basieren auf einem
verzerrten Standardfehler: (jBiasj > 10%)37
Abbildung 4.1: Simulationsstudie aus Schrift (B): Mittlere Parameterschätzun-
gen eines Modells mit einem Interaktionseﬀekt und zwei quadratischen Eﬀekten
bei steigender Multikollinearität. Die horizontalen Linien entsprechen den wahren
Parameterwerten.
4.2.3 Implikationen
Die Ergebnisse der Simulationsstudie verdeutlichen sehr stark die Relevanz der
Speziﬁkation von Messfehlerkovarianzen über die Produkt-Indikatoren der laten-
ten nicht-linearen Terme hinweg. Wenn man Interaktionseﬀekte und quadratische
Eﬀekte simultan in einem Modell anhand eines Produkt-Indikator-Ansatzes schät-
zen möchte, führt die Nicht-Speziﬁkation der Kovarianzen (wie im Falle des Zwei-
Stufen Ansatzes von Ping (1996)) je nach Prädiktorkorrelation zu gravierenden Ver-
zerrungen der nicht-linearen Eﬀekte, zu Scheineﬀekten oder sogar zu umgekehr-38
ten Vorzeichen der wahren Eﬀekte. Sobald eine latente Prädiktorkorrelation nicht
Null ist, was zweifellos für die meisten sozialwissenschaftlichen Untersuchungen gilt,
sind verzerrte Schätzungen der nicht-linearen Eﬀkete bei der Nicht-Speziﬁkation
der Messfehlerkovarianzen zu erwarten. Dies gilt nicht nur für jene Varianten der
Produkt-Indikator-Ansätze, die die Messfehlervarianzen in Form von Restriktionen
speziﬁzieren, sondern auch für die Produkt-Indikator-Ansätze, die die Restriktio-
nen aufheben und die zuvor restringierten Parameter frei schätzen lassen. So zeigen
Moosbrugger, Schermelleh-Engel, Kelava und Klein (2008) für den unconstrained
Ansatz von Marsh et al. (2004), dass es zu Verzerrungen der Parameterschätzungen
kommt, wenn man diesen für die simultane Schätzung von Interaktionseﬀekten und
quadratischen Eﬀekten erweitert und die Messfehlerkovarianzen nicht frei schätzt.
Im Hinblick auf inhaltliche Anwendungen können solche Verzerrungen zu Ergeb-
nissen führen, die der Wahrheit sogar widersprechen oder aber gesellschaftspolitisch
schwierig sein können. Man stelle sich vor, dass im Rahmen von Bildungsstudien
irrtümlicherweise herauskommen würde, dass ausschließlich die Schulbildung des
Vaters (pos. quadratisch) zur guten Prognose der Schulbildung des Kindes beitrage,
während die Schulbildung der Mutter (bei einem zusätzlichen neg. Interaktions-
eﬀekt) abträglich für die Bildungsprognose des Kindes sei.
Im nächsten Kapitel sollen die neuen verteilungsanalytischen Ansätze LMS (Klein
& Moosbrugger, 2000) und QML (Klein & Muthén, 2007) den (korrekt erweiterten)
klassischen Produkt-Indikator-Ansätzen gegenübergestellt werden. Dazu werden zu-
nächst die theoretischen Eigenschaften der verteilungsanalytischen Verfahren, LMS
und QML, untereinander und mit der Klasse der Produkt-Indikator-Ansätze vergli-
chen. Es werden ihre theoretischen Eigenschaften beim Vorliegen von Multikollinea-
rität betrachtet. Illustriert werden die Unterschiede anhand einer Simulationsstudie,
die die Ansätze hinsichtlich ihrer Schätzeigenschaften bei steigender Multikollinea-
rität miteinander vergleicht. Dabei treten die Vorteile der verteilungsanalytischen
Verfahren, LMS und QML, hervor.Kapitel 5
Zum theoretischen und empirischen
Vergleich der verteilungsanalytischen
Ansätze LMS und QML mit den
Produkt-Indikator-Ansätzen
In diesem Kapitel soll die dritte Fragestellung der Arbeit beantwortet werden, welche
theoretischen und empirischen Unterschiede zwischen den neuen verteilungsanalyti-
schen Ansätzen LMS (Klein & Moosbrugger, 2000) und QML (Klein & Muthén,
2007), einerseits, und den klassischen Produkt-Indikator-Ansätzen, andererseits, bei
steigender Multikollinearität zu erwarten sind.
Um diese Frage zu beantworten, ist es notwendig, sich die unterschiedlichen Funk-
tionsweisen der verteilungsanalytischen Ansätze zu vergegenwärtigen. Daher werden
erst die verteilungsanalytischen Ansätze untereinander verglichen. Anschließend wer-
den die theoretischen Eigenschaften der verteilungsanalytischen Ansätze den theo-
retischen Eigenschaften der (korrekt erweiterten) Produkt-Indikator-Ansätze gegen-
übergestellt. Es werden dabei die theoretischen Unterschiede der Ansätze beim Vor-
liegen von Multikollinearität betrachtet. Anhand einer Simulationsstudie mit stei-
gender Multikollinearität werden die Unterschiede illustriert, die sich aufgrund der
theoretischen Überlegungen ergeben. Die Simulationsstudie bestätigt die dargestell-
ten Vorteile der verteilungsanalytischen Verfahren.
Dieses Kapitel fasst die sehr technische und ausführliche Darstellung von Schrift
(C) zusammen. Weitere Details sind Schrift (C) oder aber dem ihr zugehörigen
technischen Appendix zu entnehmen.
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5.1 Theoretischer Vergleich der LMS und QML An-
sätze
5.1.1 Funktionsweise von LMS
Klein und Moosbrugger (2000) haben den verteilungsanalytischen LMS Ansatz zur
simultanen Schätzung von Interaktionseﬀekten und quadratischen Eﬀekten entwi-
ckelt. Diesem Ansatz liegt die Analyse des multivariaten Indikatorvektors
(X;Y) = (X1;:::;Xq;Y1;:::;Yp) zugrunde, der alle q X-Indikatoren und alle p Y -
Indikatoren zusammenfasst. Die multivariate Nicht-Normalverteilung von (X;Y)
wird durch eine endliche Mischverteilung von bedingten Normalverteilungen ange-
nähert. Dazu werden modellimplizite Mittelwerte und Kovarianzmatrizen jeder ein-
zelnen bedingten Normalverteilung verwendet. Die Schlüsselidee dieses Ansatzes ist,
dass man die nicht-linearen Terme (e.g., 12 und 2
1) durch bedingte, lineare Eﬀekte
erklären kann. Dazu muss man z.B. die Gesamtverteilung von (X;Y) auf jeder mög-
lichen Stufe von 1 betrachten. Maximum-Likelihood-Schätzungen der unbekannten
Modellparameter werden unter Verwendung des Expectation Maximization (EM)
Algorithmus (Dempster et al., 1977) berechnet.
Abbildung 5.1 veranschaulicht die endliche Mischverteilung der Indikatorvariable
Y1 anhand von drei bedingten Normalverteilungen, die nach einer Gewichtung als
Summe die ﬁnite Mischverteilung repräsentieren. Die latente Prädiktorkorrelation
beträgt .80. Wie man erkennen kann, haben die drei bedingten Normalverteilungen
(farbig) jeweils unterschiedliche Mittelwerte und Varianzen. Die aus ihnen resultie-
rende Mischverteilung (schwarz) ist dann nicht-normalverteilt. Die rechte Teil ihres
Graphen nähert sich langsamer der Abszissenachse an, als der linke Teil. Dies ver-
anschaulicht die Repräsentation der nicht-Normalverteilung der Indikatorvariable
Y1.
5.1.2 Funktionsweise von QML
Klein und Muthén (2007) entwickelten den Quasi-Maximum Likelihood Ansatz zur
simultanen Schätzung von multiplen nicht-linearen Interaktionseﬀekten und qua-
dratischen Eﬀekten. Dies geschah mit dem Anspruch, ein robusteres Verfahren zu
entwickeln, wenn die Prädiktorvariablen nicht-normalverteilt sind. Wie LMS trägt
QML dem Gesichtspunkt Rechnung, dass der multivariate Indikatorverktor (X;Y)
nicht-normalverteilt ist. Das triﬀt insbesondere auf das latente Kriterium  und seine41
Abbildung 5.1: LMS Ansatz: Veranschaulichung der Y1-Indikatorverteilung als ﬁni-
te Mischverteilung von drei bedingten Normalverteilungen (entnommen aus Schrift
(C))
Indikatoren zu. Um eine Vereinfachung der Verteilung f(X;Y) des Indikatorvektors
(X;Y) vorzunehmen, transformiert QML zunächst den Indikatorvektor derartig,
dass nur noch die Skalierungsvariable Y1 nicht-normalverteilt ist und alle anderen
Variablen im transformierten Indikatorvektor (X;Y) = (X;Y1;Y*) normalverteilt
sind. Danach werden der Mittelwert und die Varianz der nicht-normalen Verteilung
von (Y1jX,Y*) bestimmt. Anhand des Mittelwertes und der Varianz wird die nicht-
normale Verteilung f(Y1jX,Y*) durch eine Normalverteilung f(Y1jX,Y*) mit dem
selben Mittelwert und Varianz approximiert bzw. ersetzt. Diese Ersetzung ermög-
licht es, die nicht-normale (Gesamt-)Verteilung f(X;Y) des Indikatorvektors durch
das Produkt einer normalverteilten und einer bedingt normalverteilten Verteilung42
zu approximieren:




Die approximierte Verteilung f(X;Y) ist nicht-normal. Allerdings besteht sie nun
aus einer Normalverteilung f(X,Y*) und einer bedingten Normalverteilung
f(Y1jX,Y*), so dass für sie nun eine leichtere numerische Schätzung der Para-
meter möglich ist. Die Maximierung der Quasi-Likelihood f(X;Y) erfolgt anhand
des Newton-Raphson Algorithmus (Freund & Hoppe, 2007; Isaacson & Keller, 1966).
5.1.3 Unterschiede zwischen den verteilungsanalytischen An-
sätzen und ihre Konsequenzen
1. LMS basiert auf der Annahme, dass alle Prädiktor- und Residuumsvariablen
normalverteilt sind. Die nicht-normale Indikatorverteilung f(X;Y) wird durch
eine endliche Mischverteilung von bedingten Normalverteilungen angenähert.
Im Gegensatz dazu beruht QML auf der Annahme der Normalverteilung nur
insofern, dass die bedingte Verteilung von (Y1jX,Y*) durch eine Normalver-
teilung mit dem selben Mittelwert und der derselben Varianz ersetzt werden
kann. Der verbleibende Teil von f(X;Y), nämlich f(X,Y*), wird nicht ange-
nähert1.
2. Die Konsequenz dieses Unterschiedes ist, dass LMS und QML nahezu iden-
tische Schätzungen hervorbringen sollten, solange die Prädiktor und Mess-
fehlervariablen normalverteilt sind. LMS sollte nur theoretisch einen vernach-
lässigbaren Vorteil haben, da QML eine Quasi-Likelihood mit einer approxi-
mierten Dichtefunktion f(Y1jX,Y*) anstelle der „korrekten“ Likelihood ma-
ximiert. Ein marginaler Nachteil sollte für QML vorhanden sein, wenn die
Multikollinearität ansteigt, da es zu einer höheren Nicht-Normalität des Y1-
Indikators führt. Dies wiederum bedeutet, dass die normalverteilte Annähe-
rung f(Y1jX,Y*) stärker von der nicht-normalen Verteilung f(Y1jX,Y*) ab-
weicht. Bei LMS wird die Indikatorverteilung exakter durch die Mischvertei-
lung modelliert (bei normalverteilten Prädiktorvariablen).
Wenn hingegen die Prädiktor und Messfehlervariablen nicht-normalverteilt sind,
sollte QML robuster sein und genauere Schätzungen als LMS liefern, da LMS
1Prinzipiell können auch andere Verteilungen als die Normalverteilung zur Approximation von
f(Y1jX,Y*) verwendet werden.43
auf der Normalverteilungsannahme basiert, wenn die Mischverteilung model-
liert wird (vgl. auch Schrift (C)). QML beruht nur insofern auf der Normalver-
teilungsannahme bzgl. der approximierten Dichte f(Y1jX,Y*), so dass hier
bessere Schätzungen zu erwarten sind, weil weniger Verteilungsvoraussetzun-
gen verletzt werden. Aus dem selben Grunde sollten auch Vorteile für QML
bei steigender Multikollinearität und nicht-normalen Prädiktorverteilungen ge-
geben sein.
3. Beim LMS Ansatz wird die ﬁnite Mischverteilungswahrscheinlichkeit unter An-
wendung des Expectation Maximization (EM) Algorithmus maximiert (Demps-
ter et al., 1977). Der EM Algorithmus maximiert eine Summe von gewichteten
Normalverteilungen der Beobachtungen (Xi;Yi). In Gegensatz dazu wird die
angenäherte (Log)Likelihood im QML Ansatz direkt maximiert, um Parame-
terschätzungen zu erhalten.
4. Die Konsequenz der unterschiedlichen Schätzmethoden ist, dass der rechne-
rische Aufwand bei LMS stärker als bei QML ansteigt, wenn die Zahl der
nicht-linearen Terme zunimmt. Da die Mischverteilung f(X;Y) im LMS An-
satz komplizierter wird, werden bei steigender Zahl der nicht-linearen Terme
mehr sog. Stützstellen zur Approximation gebraucht. Je mehr Stützstellen ge-
braucht werden, umso höher ist der Rechenaufwand. Die direkte Maximierung
der Quasi-Log-Likelihood in QML führt zu einer geringeren Steigerung des
Rechenaufwandes.
5.2 Theoretischer Vergleich der verteilungsanalyti-
schen Ansätze und der Produkt-Indikator-An-
sätze
5.2.1 Theoretische Unterschiede
Es gibt im wesentlichen zwei gravierende Unterschiede zwischen den Produkt-In-
dikator-Ansätzen und den verteilungsanalytischen Ansätzen, woraus verschiedene
Konsequenzen im Hinblick auf Multikollinearität resultieren.
1. Der erste Unterschied betriﬀt die Speziﬁkation des nicht-linearen Messmodells.
Produkt-Indikator-Ansätze verwenden dem Namen nach Produkte von Indi-
katoren. LMS und QML brauchen zur Speziﬁkation des Messmodells keine44
Indikator-Produkte. LMS umgeht die Speziﬁkation des nicht-linearen Mess-
modells, indem die Verteilung von (X;Y) als Mischverteilung repräsentiert
wird. QML umgeht die Speziﬁkation dadurch, dass die Verteilung des Indikator-
vektors (X;Y) unter Anwendung des Quasi-Likelihood Prinzips approximiert
wird.
2. Der zweite Unterschied betriﬀt die Parameterschätzung des nicht-linearen
Strukturgleichungsmodells. Da die Messmodellspeziﬁkation verschieden ist,
maximieren die Ansatzklassen gänzlich verschiedene Likelihoodfunktionen. Pro-
dukt-Indikator-Ansätze schätzen den Parametervektor , indem sie eine Fit-
funktion der folgenden Form minimieren, die primär bei linearen Struktur-
gleichungsmodellen zur Anwendung kommt:
FML() = logjjjj + tr(S
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wobei  und S die modellimpliziten und empirischen Kovarianzmatrizen der
Indikatorvariablen und der Produkt-Indikatoren sind. Die Fitfunktion enthält
daher Kovarianzen der nicht-linearen Indikatoren (e.g. X1X4, X2X5, ..., X2
1,
..., X2
4, ...).  und ( Y;  X;X0X) sind die modellimpliziten und empirischen Mit-
telwerte der Indikatorvariablen. ML-Schätzungen erhält man, indem man die
Fitfunktion aus Gleichung (5.3) minimiert. Diese basiert auf der (verletzten)
Annahme der multivariaten Normalverteilung der Variablen.
5.2.2 Konsequenzen der Unterschiede
Aus diesen Unterschieden resultieren drei Konsequenzen im Hinblick auf Multikol-
linearität:
1. Die erste Konsequenz resultiert aus der Verletzung der Annahme einer multi-
variaten Normalverteilung bei den Produkt-Indikator-Ansätzen. Wenn man im
Rahmen eines Produkt-Indikator-Ansatzes eine ML-Schätzung durchführt, ist
diese Annahme stets verletzt. Selbst wenn nur ein (nicht-linearer) Interaktions-
eﬀekt 12 vorhanden ist, so ist 12 nicht-normalverteilt (Aroian, 1944; Moos-
brugger, Schermelleh-Engel & Klein, 1997). Diese Nicht-Normalität nimmt mit
steigender Multikollinearität der Prädiktoren zu. Die Nicht-Normalverteilung45
des latenten Terms 12 führt wiederum zu nicht-normalverteilten Produkt-
Indikatoren (z.B. X1X4) und nicht-normalverteilten Y -Indikatoren. Je mehr
nicht-lineare Terme z.B. aufgrund von quadratischen Eﬀekten (e.g., 2
1 und/oder
2
2) vorhanden sind, umso mehr wird diese Normalverteilungsannahme ver-
letzt; erst recht bei Multikollinearität. Solange die nicht-linearen Eﬀekte und
die Stichprobengröße nicht zu groß sind, werden die nicht-linearen Eﬀekte
unverzerrt geschätzt (Schermelleh-Engel et al., 1998). Dies konnte man für
den korrekte erweiterten Jöreskog und Yang (1996) Ansatz beobachten (vgl.
Kapitel 4 oder Schrift (B)). Allerdings werden dann die Standardfehler bei
steigender Multikollinearität zunehmend unterschätzt. Die Unterschätzung der
Standardfehler führt bei den Produkt-Indikator-Ansätzen zu einer gesteigerten
Typ-I-Fehlerrate und zu falschen Schlüssen aufgrund zu kleiner Konﬁdenzin-
tervalle. Da LMS und QML die Nicht-Normalität explizit in ihren Likelihoods
speziﬁzieren, sind ihre Standardfehlerschätzungen unverzerrt und eﬃzient. Das
gilt auch für den Fall steigender Multikollinearität (wie im nächsten Abschnitt
anhand der Simulationsstudie belegt wird).
2. Die zweite Konsequenz der oben beschriebenen Unterschiede kann als Samp-
ling Problem betrachtet werden. Produkt-Indikator-Ansätze beruhen darauf,
dass die Kovarianzmatrizen lineare Indikatoren und nicht-lineare Produkt-
Indikatoren enthalten. Die empirischen Kovarianzen und Varianzen der Pro-
dukt-Indikatoren sind allerdings instabil, da sie auf Momenten vierter Ord-
nung basieren (Jöreskog & Yang, 1996). Um stabile Kovarianzmatrizen zu
erhalten, muss die Stichprobengröße relativ groß sein. Da LMS and QML
nicht auf Momenten vierter Ordnung basieren, sind ihre Schätzungen reliabler
bei kleineren Stichprobengrößen als die Schätzungen der Produkt-Indikator-
Ansätze (Schermelleh-Engel et al., 1998). Da Multikollinearität auch aus einer
zu kleinen Stichprobe resultieren kann (vgl. Kapitel 3), sind gerade Produkt-
Indikator-Ansätze hierbei im Nachteil. Die Multikollinearität der linearen Indi-
katoren wird dann in noch stärkerer Form in die instabilen Kovarianzmatrizen
übertragen, die die Produkt-Indikatoren enthalten. Die Produkt-Indikatoren
weisen ihrerseits ohnehin schon essentielle Multikollinearität auf (vgl. Kapi-
tel 3). Dieses Problem betriﬀt die verteilungsanalytischen Ansätze nicht, da
sie keine Produkt-Indikatoren nutzen. Die Schätzungen der Produkt-Indikator-
Ansätze werden somit bei Multikollinearität unreliabler als die Schätzungen der
verteilungsanalytischen Ansätze.46
3. Die dritte Konsequenz ist ein Eﬃzienzproblem, welches in Zusammenhang mit
den unterschätzten Standardfehlern der Produkt-Indikator-Ansätze steht. Um
das Problem der nicht-normalverteilten Indikatoren zu umgehen, kann man
robuste Schätzmethoden anwenden (z.B. WLSA, Jöreskog & Yang, 1996; al-
ternativ eine Satorra-Bentler Korrektur der Standardfehler, Satorra & Bentler,
2001). Die Verwendung von robusten Schätzmethoden geht allerdings mit we-
niger eﬃzienten Standardfehlerschätzungen bei Produkt-Indikator-Ansätzen
und daher mit einer verminderten Teststärke einher (Schermelleh-Engel et al.,
1998). Da LMS und QML ML-Schätzungen bieten, sind sie eﬃzienter. Produkt-
Indikator-Ansätze werden daher sehr viel größere Stichproben benötigen, um
eine vergleichbare Teststärke zu haben. Bei Vorliegen von Multikollinearität
wären im Rahmen der psychologischen Forschung selten realisierbare Stich-
probengrößen von jenseits 800 Fällen nötig, um eine ähnliche Teststärke zu
erlangen und valide inferenzstatistische Schlüsse zu ermöglichen.
5.3 Eine Simulationsstudie zur Veranschaulichung
der empirischen Leistungsfähigkeit von vertei-
lungsanalytischen Ansätzen und Produkt-Indi-
kator-Ansätzen bei Mulitkollinearität
Um zu veranschaulichen, wie sich steigende Multikollinearität auf die theoretisch
erwartete Leistungsfähigkeit der verteilungsanalytischen Ansätze und der Produkt-
Indikator-Ansätze auswirkt, wurde eine Simulationsstudie durchgeführt. Ihre genaue
Durchführung und ihre Ergebnisse sind in Schrift (C) detailliert beschrieben. In der
vorliegenden Arbeit soll nur eine zusammenfassende Darstellung erfolgen.
5.3.1 Methode
In der Studie wurden drei Verfahren einander gegenübergestellt:
1. Der LMS Ansatz von Klein und Moosbrugger (2000)
2. Der QML Ansatz von Klein und Muthén (2007)
3. Der unconstrained Ansatz von Marsh et al. (2004)47
Der unconstrained Ansatz ist der am einfachsten zu realisierende Produkt-Indikator-
Ansatz, da er alle Parameterrestriktionen aufhebt und stattdessen eine freie Schät-
zung vornimmt. Der Ansatz wurde gemäß den Darstellungen im vorangegangen
Kapitel hinsichtlich der frei zu schätzenden Messfehlerkovarianzen erweitert, d.h.
korrekt speziﬁziert.
In der Studie wurden drei verschiedene Stufen von Multikollinearität untersucht,
nämlich Prädiktorkorrelationen zwischen 1 und 2 von .00, .50 und .80. Auf jeder
Stufe der Multikollinearität war das wahre Modell stets ein Modell, das einen Inter-
aktionseﬀekt und zwei quadratische Eﬀekte enthielt. Die linearen Eﬀekte erklärten
10% der Kriteriumsvarianz; die nicht-linearen Eﬀekte erklärten jeweils 5% Kriteri-
umsvarianz. Auf der Grundlage jedes wahren Modells wurden 500 Mal Daten mit
einer Stichprobengröße von N = 400 generiert. Die latenten linearen Prädiktoren,
Messfehler und Modellfehler waren normalverteilt und zentriert. Tabelle 5.1 gibt
einen Überblick über die wahren Parameterwerte für die drei wahren Modelle. Ana-
lysiert wurde stets ein korrekt speziﬁziertes Modell mit einem Interaktionseﬀekt und
zwei quadratischen Eﬀekten.
5.3.2 Ergebnisse
Wie man Tabelle 5.2 Teil A entnehmen kann, zeigen alle drei Ansätze erwartungs-
treue Schätzungen der nicht-linearen Eﬀekte, wenn die latenten Prädiktoren unkor-
reliert sind. Die Teststärke zur Aufdeckung des Interaktionseﬀektes und der zwei
quadratischen Eﬀekte beträgt nahezu 100% für jeden Ansatz. LMS und QML brin-
gen genaue Standardfehlerschätzungen hervor, während der unconstrained Ansatz
eine leichte Unterschätzung des Standardfehlers des zweiten quadratischen Eﬀektes
aufweist.
Wenn die latente Prädiktorkorrelation auf .50 ansteigt, erhält man mit allen drei
Verfahren akzeptable Parameterschätzungen (siehe Tabelle 5.2, Teil B). Der un-
constrained Ansatz überschätzt leicht die beiden quadratischen Eﬀekte zu 5.06%
und 3.80%. Im Gegensatz dazu steigt der Bias der quadratischen Eﬀekte bei LMS
and QML nicht über 3.16%. Der unconstrained Ansatz zeigt auch die höchste empi-
rische Standardabweichung dieser Parameterschätzungen. Keine Unterschiede zwi-
schen den drei Ansätzen ﬁnden sich hinsichtlich der Schätzung des Interaktionsef-
fektes oder seines Standardfehlers. Die Teststärke zur Aufdeckung des Interaktions-
eﬀektes ist für alle drei Ansätze größer als 80%. Die Teststärke zur Aufdeckung der



















































































































































































































































































































































































































































































Tabelle 5.2: Simulationsstudie aus Schrift (C): Simulationsergebnisse für drei Mo-







Bias % SD SE SE/SD Teststärke
(A) Korrelation der latenten Prädiktoren: .00
Klein & Moosbruggers (2000) LMS Ansatz
!11 0.158 0.161 1.90% 0.036 0.035 0.975 99.40%
!12 0.224 0.221 -1.34% 0.050 0.049 0.986 98.80%
!22 0.158 0.160 1.27% 0.037 0.035 0.936 98.80%
Klein & Muthéns (2007) QML Ansatz
!11 0.158 0.162 2.53% 0.037 0.036 0.973 99.20%
!12 0.224 0.220 -1.79% 0.050 0.049 0.980 98.60%
!22 0.158 0.159 0.63% 0.036 0.035 0.972 99.80%
Marsh et al.s (2004) unconstrained Ansatz
!11 0.158 0.164 3.80% 0.038 0.036 0.947 99.40%
!12 0.224 0.223 -0.45% 0.052 0.051 0.981 99.20%
!22 0.158 0.163 3.16% 0.040 0:036y 0:900y 99:80%y
(B) Korrelation der latenten Prädiktoren: .50
Klein & Moosbruggers (2000) LMS Ansatz
!11 0.158 0.163 3.16% 0.042 0.041 0.971 97.80%
!12 0.200 0.196 -2.00% 0.067 0.063 0.942 84.00%
!22 0.158 0.160 1.27% 0.043 0.040 0.948 97.20%
Klein & Muthéns (2007) QML Ansatz
!11 0.158 0.163 3.16% 0.042 0.041 0.971 97.80%
!12 0.200 0.195 -2.50% 0.067 0.063 0.942 83.50%
!22 0.158 0.161 1.90% 0.043 0.040 0.948 97.00%
Marsh et al.s (2004) unconstrained Ansatz
!11 0.158 0.166 5.06% 0.044 0.042 0.955 97.60%
!12 0.200 0.196 -2.00% 0.070 0.067 0.957 80.80%
!22 0.158 0.164 3.80% 0.046 0.043 0.935 96.00%
(C) Korrelation der latenten Prädiktoren: .80
Klein & Moosbruggers (2000) LMS Ansatz
!11 0.158 0.168 6.33% 0.091 0.086 0.940 50.00%
!12 0.175 0.163 -6.86% 0.166 0.155 0.933 22.80%
!22 0.158 0.163 3.16% 0.089 0.084 0.949 51.60%
Klein & Muthéns (2007) QML Ansatz
!11 0.158 0.168 6.33% 0.091 0.086 0.945 50.02%
!12 0.175 0.164 -6.29% 0.166 0.156 0.940 23.70%
!22 0.158 0.163 3.16% 0.089 0.085 0.955 51.20%
Marsh et al.s (2004) unconstrained Ansatz
!11 0.158 0.175 10.76% 0.107 0.104 0.972 42.60%
!12 0.175 0.159 -9.14% 0.194 0.188 0.969 17.20%
!22 0.158 0.171 8.23% 0.108 0.103 0.954 42.00%
Anmerkung. SE = mittlerer Standardfehler; NA = nicht analysierbar; y = Ergebnisse basieren auf einem
verzerrten Standardfehler: (jV erzerrungj > 10%)50
Steigt die latente Prädiktorkorrelation auf .80, so weist der unconstrained Ansatz
die größten Verzerrungen der Schätzungen der nicht-linearen Eﬀekte auf (Tabelle
5.2, Teil C). LMS und QML überschätzen die beiden quadratischen Eﬀekte mit
6.33% und 3.16%. Der unconstrained Ansatz hingegen überschätzt sie mit einem
Bias von 10.76% und 8.23%. LMS und QML unterschätzen den Interaktionseﬀekt
um 6.86% und 6.29%, während der unconstrained Ansatz den Interaktionseﬀekt um
9.14% unterschätzt. Der unconstrained Ansatz zeigt auch die größten empirischen
Standardabweichungen der Parameterschätzungen. Die Teststärke zum Aufdecken
der nicht-linearen Eﬀekte fällt stark ab. LMS und QML zeigen die größte Teststärke
von ca. 50% - 52% für die quadratischen Eﬀekte, während der unconstrained An-
satz eine Teststärke von ca. 42% - 43% zeigt. Die Teststärke zur Aufdeckung eines
Interaktionseﬀektes ist für LMS (22.80%) und QML (23.70%) sehr niedrig, aber für
den unconstrained Ansatz sogar niedriger (17.20%).
5.3.3 Implikationen
Wie man den Ergebnissen der Simulationsstudie entnehmen kann, werden die theo-
retisch vorhergesagten Unterschiede hinsichtlich der Leistungsfähigkeit der Ansätze
bestätigt.
Die verteilungsanalytischen Ansätze LMS und QML weisen bei der Schätzung ei-
nes nicht-linearen Modells mit einem Interaktionseﬀekt und zwei quadratischen Ef-
fekten unverzerrte Parameterschätzungen auf. Die Verzerrungen des unconstrained
Ansatzes sind bei hoher Multikollinearität gemäß den theoretischen Erwartungen
größer (siehe Abschnitt 5.2.2). Wie im theoretischen Teil dieses Kapitels beschrie-
ben wurde, zeigen LMS und QML auch eﬃzientere und im Durchschnitt weniger
unterschätze Standardfehlerschätzungen (Konsequenz 1; Abschnitt 5.2.2). Mit dem
unconstrained Ansatz erhält man größere empirische Standardabweichungen von den
wahren Parameterwerten und damit unreliablere Schätzungen, wenn die Multikol-
linearität ansteigt (Konsequenz 2; Abschnitt 5.2.2). Die Schätzungen sind erwar-
tungsgemäß instabiler, da sie auf einer empirischen Kovarianzmatrix beruhen, die
Produkt-Indikatoren enthält. Die empirischen Kovarianzen der Produkt-Indikatoren
sind höhere Momente. Daher bedarf es größerer Stichproben, damit zuverlässige
Schätzungen der Populationskovarianzen möglich sind. Um mit LMS und QML ver-
gleichbare Schätzungen zu erhalten, müsste also bei der Anwendung des unconstrai-
ned Ansatzes die Stichprobe größer sein. Der Teststärkeverlust beim unconstrained
Ansatz ist höher (Konsequenz 3; Abschnitt 5.2.2).Kapitel 6
Diskussion und Ausblick
6.1 Zusammenführung der Kapitel und Antworten
auf die Fragestellungen
Da das Multikollinearitätsproblem in der Literatur zu nicht-linearen Strukturglei-
chungsmodellen nur in seltenen Fällen diskutiert wurde (z.B. Little et al., 2006),
fragt die zentrale Fragestellung der vorliegenden Arbeit nach der Relevanz der Multi-
kollinearität bei der Speziﬁkation und Schätzung von latenten nicht-linearen Eﬀekten
in Strukturgleichungsmodellen.
Kapitel 3 beschreibt daher zunächst allgemein (d.h. auch für lineare Strukturglei-
chungsmodelle) die Bedeutsamkeit und die potentiellen negativen Folgen der
Multikollinearität. Danach wird aufgezeigt, warum gerade in nicht-linearen
Strukturgleichungsmodellen das Multikollinearitätsproblem schwerwiegender ist
als in linearen Strukturgleichungsmodellen. Sobald nämlich latente lineare Prä-
diktoren korrelieren, ist die Multikollinearität im nicht-linearen Strukturmodell
höher, da die nicht-linearen Terme stärker untereinander in Zusammenhang
stehen. Es kann in der Folge zu unter- oder überschätzten Eﬀekten oder Schei-
neﬀekten kommen. Ein Teststärkeverlust tritt immer ein. Potentielle Suppres-
soreﬀekte können nicht nur schwer interpretierbar, sondern auch schwer kom-
munizierbar sein. Mit der Darstellung der Mutlikollinearitätsproblematik in
Schrift (A) und in Teilen in Schrift (B) sollte die Fachöﬀentlichkeit für dieses
Problem sensibilisiert werden.
Kapitel 4 beschreibt erstmalig, dass alle Erweiterungen der Produkt-Indikator-
Ansätze zur simultanen Schätzung von Interaktions- und quadratischen Ef-
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fekten seit der Erstpublikation von Kenny und Judd (1984) Speziﬁkations-
fehler aufweisen (z.B. auch eine verfahrensvergleichende Publikation von Lee
et al., 2004). Speziﬁkationsfehler machen die ganze Ansatzklasse für Multi-
kollinearität anfällig, so dass es theoretisch zu verzerrten Schätzungen oder
Scheineﬀekten kommen muss, da ein fehlspeziﬁziertes Modell an die Daten
angepasst wird. Es wird gezeigt, wie man die Speziﬁkationsfehler korrigieren
kann und wie die bestehenden Ansätze korrekt zu erweitern sind.
Da die latente Prädiktorkorrelation Bestandteil der Speziﬁkationsfehler ist,
stellte sich die Frage, wie groß die Verzerrungen sind, die sich bei der Anwen-
dung der (unkorrigierten) Produkt-Indikator-Ansätze ergeben, wenn die Mul-
tikollinearität steigt.
In Schrift (B) wird zu dieser Frage eine Simulationsstudie durchgeführt. Der
in ihr verwendete Zwei-Stufen Ansatz von Ping (1996) produziert bei steigen-
der Multikollinearität stark verzerrte Schätzungen der nicht-linearen Eﬀek-
te, falschen Vorzeichen der Eﬀekte und Scheineﬀekte. Verglichen werden die
Schätzungen der Zwei-Stufen Ansatzes mit dem korrekt erweiterten Ansatz
von Jöreskog und Yang (1996). Der Jöreskog und Yang (1996) Ansatz bringt
nach einer korrekten Erweiterung erwartungstreue Schätzungen hervor. Da-
mit lässt sich die Frage eindeutig beantworten, dass die nicht-linearen Eﬀekte
deutlich verzerrt geschätzt werden, wenn die Multikollinearität ansteigt und
die Speziﬁkationsfehler nicht korrigiert werden.
Kapitel 5 geht der Frage nach, welche theoretischen und empirischen Unterschiede
zwischen den neuen verteilungsanalytischen Ansätzen LMS (Klein & Moos-
brugger, 2000) und QML (Klein & Muthén, 2007), einerseits, und den klassi-
schen Produkt-Indikator-Ansätzen, andererseits, zu erwarten sind.
Dazu werden zunächst die theoretischen Eigenschaften der verteilungsana-
lytischen Verfahren, LMS und QML, untereinander und mit der Klasse der
Produkt-Indikator-Ansätze verglichen. Ihre theoretischen Eigenschaften wer-
den beim Vorliegen von Multikollinearität betrachtet. Illustriert werden die
Unterschiede anhand einer Simulationsstudie, die die Ansätze hinsichtlich ihrer
Schätzeigenschaften bei steigender Multikollinearität miteinander vergleicht.
In der Simulationsstudie werden die erwarteten Vorteile der verteilungsanaly-
tischen Verfahren bei Vorliegen von Multikollinearität bestätigt. Die Verzer-
rungen des in der Simulationsstudie untersuchten Produkt-Indikator-Ansatzes
sind bei steigender Multikollinearität gemäß den theoretischen Überlegungen53
in Kapitel 5 (bzw. Schrift (C)) größer als die Verzerrungen der verteilungsana-
lytischen Verfahren. Wenn die Multikollinearität steigt, sind die empirischen
Standardabweichungen der Parameterschätzungen beim Produkt-Indikator-
Ansatz größer und die Schätzungen somit unreliabler. Die Teststärke des ge-
wählten Produkt-Indikator-Ansatzes ist geringer als die Teststärke der vertei-
lungsanalytischen Verfahren.
6.2 „Was sind schon 10 Prozent Verzerrung?“ – Ein
Beispiel zur Veranschaulichung der Folgen von
verzerrten Schätzungen nicht-linearer Eﬀekte
Die vorliegende Arbeit hat einen psychometrischen Charakter. Dennoch sollen Er-
gebnisse dieser Arbeit nicht nur psychometrische Forscher, sondern auch anwen-
dungsorientierte Forscher erreichen. Aus diesem Grunde soll in einem ﬁktiven Sze-
nario veranschaulicht werden, wie wichtig es ist, dass Schätzungen nicht-linearer Ef-
fekte erwartungstreu und reliabel sind. Dazu soll erneut das Bildungserwartungsbei-
spiel von Ganzach (1997) aus Kapitel 1 herangezogen werden. Ganzach (1997) analy-
siert Daten des groß angelegten „National Longitudinal Surveys of Youth (NLSY)“
(Center for Human Resource Research, 1995). Bei der Erklärung der elterlichen
Bildungserwartungen an ihre Kinder wird ein nicht-lineares Modell mit einem In-
teraktionseﬀekt und zwei quadratischen Eﬀekten geschätzt (s. Gleichung (6.1)). Der
Einfachheit halber wird davon ausgegangen, dass das geschätzte Modell dem wahren
Modell entspricht1.
EBK = 13:708 + :191MB + :167V B   :012MB  V B
+ :018MB
2 + :014V B
2 +  (6.1)
wobei EBK die elterlichen Bildungserwartungen an das Kind, MB das mütterliche
Bildungsniveau, V B das väterliche Bildungsniveau und  das Regressionsresiduum
sind. Die linearen Prädiktoren MB und V B sind zentriert. Sie stellen die Abwei-
chung des Elternteils vom durchschnittlichen Bildungsniveau (in Jahren) dar.
Wenn man zwei konkrete Fälle betrachtet, in denen das mütterliche Bildungs-
niveau 5 Jahre unter und 5 Jahre über dem durchschnittlichen Bildungsniveau der
Mütter liegt, dann gestalten sich die Regressionskurven (in Abhängigkeit des väter-
lichen Bildungsniveaus) wie in Abbildung 6.1 dargestellt.
1Dieser Fall ist zwar sehr unwahrscheinlich, aber zu Veranschaulichungszwecken akzeptabel.54
Abbildung 6.1: Bildungserwartungsbeispiel von Ganzach (1997): Modell mit einem
Interaktionseﬀekt und zwei quadratischen Eﬀekten
Wie man Abbildung 6.1 entnehmen kann, werden an das Kind auch dann hohe Bil-
dungserwartungen gestellt, wenn das Bildungsniveau der Mutter niedrig ist, jedoch
das Bildungsniveau des Vaters hoch (und vice versa). Mit wachsendem Bildungsni-
veau des Vaters nähern sich die Bildungserwartungen sehr stark jenen Erwartungen
an, die man erhält, wenn auch die Mutter ein hohes Bildungsniveau hat (s. höchster
Punkt im blauen Graphen, oben rechts). Es spielt also generell keine Rolle, ob beide
Elternteile oder jeweils nur ein Elternteil ein hohes Bildungsniveau haben.
Nun könnte es sein, dass aufgrund der Wahl eines „ungünstigen“ Ansatzes zur
Schätzung von nicht-linearen Eﬀekten eine 10- oder mehr-prozentige Unterschät-
zung der quadratischen Eﬀekte eintritt (beim Zwei-Stufen Ansatz von Ping (1996)
waren es sogar bis zu 34 % Unterschätzung der quadratischen Eﬀekte und ca. 50
% Überschätzung des Interaktionseﬀektes.). In der Folge würden die quadratischen
Eﬀekte nicht signiﬁkant von Null verschieden sein und man würde nicht zuletzt der
Modellsparsamkeit wegen ein Interaktionsmodell ohne quadratische Eﬀekte beibe-
halten. Ein solches Modell wurde von Ganzach (1997) an die Daten angepasst (s.55
Gleichung (6.2))
EBK = 13:866 + :185MB + :159V B + :017MB  V B +  (6.2)
Abgesehen davon, dass nun der Interaktionseﬀekt ein anderes Vorzeichen aufweist,
ergeben sich aus den Schätzungen des Modells andere Vorhersagen. Diese sind in
Abbildung 6.2 veranschaulicht.
Abbildung 6.2: Bildungserwartungsbeispiel von Ganzach (1997): Modell mit einem
Interaktionseﬀekt
Wie man Abbildung 6.2 entnehmen kann, sind die Bildungserwartungen an das
Kind nur dann hoch, wenn beide Elternteile ein hohes Bildungsniveau haben. Es
reicht nun nicht mehr aus, dass zumindest ein Elternteil ein hohes Bildungsniveau
hat. Die Kompensation der elterlichen Bildungsniveaudiﬀerenz ist nicht mehr mög-
lich. Wie man sieht, können nicht-signiﬁkante oder verzerrte Schätzungen inhaltlich
schwerwiegende Konsequenzen haben. Der Leser braucht sich nur vorzustellen, wie
groß menschliche Schäden sein könnten, wenn Wechselwirkungen von Medikamenten
nicht adäquat geschätzt würden, die auf nicht-linearen Modellen beruhen.56
6.3 Bewertung der eigenen Vorgehensweise und Aus-
blick
6.3.1 Mehrwert und Grenzen der Arbeit
Die vorliegende Arbeit folgt nicht dem typischen Schema einer Robustheitsuntersu-
chung eines Verfahrens oder einer Verfahrensklasse, da hier nicht ein Ansatz einer
Vielzahl von Herausforderungen (z.B. variierender Mulitkollinearität oder variie-
renden Verteilungsformen) gegenübergestellt wird, sondern vielmehr ein Problem,
nämlich das Multikollinearitätsproblem, auf eine Vielzahl von Ansätzen abgebildet
wird. Die Stärken und Schwächen der Ansätze lassen sich so genauer beleuchten,
indem die Unterschiede in den Funktionsweisen der Ansätze in den Vordergrund
treten und untersucht werden müssen. Nur so gelang es dem Autor der vorliegenden
Arbeit, einen 24 Jahre alten Fehler ausﬁndig zu machen und zu beheben, der schon
in der Ursprungspublikation von Kenny und Judd (1984) enthalten ist und bisher
in darauf aufbauenden Erweiterungen unentdeckt blieb. Über Jahre hinweg wurde
nicht genau genug geprüft, ob die Darstellungen in der Publikation von Kenny und
Judd (1984) korrekt sind und in der Folge auch nicht überprüft, wie anfällig die be-
reits entwickelten Produkt-Indikator-Ansätze bei der Schätzung von nicht-linearen
Eﬀekten für Multikollinearität sind. Da die Produkt-Indikator-Ansätze die verbrei-
tetsten Ansätze sind, erscheint es umso wichtiger, dass ihre Anwendung zumindest
zu erwartungstreuen Schätzungen führt und die Zahl der Fehlschlüsse durch die kor-
rekte Speziﬁkation minimiert wird. Nachdem die Korrekturmöglichkeiten aufgezeigt
wurden, ist nun auch ein „fairer“ Vergleich in Form von Simulationsstudien und theo-
retischen Auseinandersetzungen möglich. Beides erfolgte als erster Schritt in Schrift
(B) mit dem erweiterten Ansatz von Jöreskog und Yang (1996) und in Schrift (C)
unter Verwendung des erweiterten Ansatzes von Marsh et al. (2004).
In Kapitel 5 bzw. Schrift (C) wird erstmals explizit in einer Publikation auf die
theoretischen Unterschiede zwischen den verteilungsanalytischen Ansätzen, einer-
seits, und den Produkt-Indikator-Ansätzen, andererseits, eingegangen. Der theore-
tische Vergleich erfolgt hierbei erstmals nicht nur innerhalb der verteilungsanaly-
tischen Ansätze, sondern auch klassenübergreifend zwischen den verteilungsanaly-
tischen Ansätzen und den Produkt-Indikator-Ansätzen. Im Kontext der Multikolli-
nearität wurden explizit Vorhersagen zugunsten der verteilungsanalytischen Ansätze
getroﬀen, die in der Simulationsstudie bestätigt werden. Die theoretischen und empi-
rischen Vorteile der verteilungsanalytischen Ansätze wurden bisher in der Literatur57
nicht aufgegriﬀen. Da die Vorteile der verteilungsanalytischen Ansätze in erwar-
tungstreuen, eﬃzienten, reliablen und teststarken Schätzungen der nicht-linearen
Eﬀekte bestehen, ist zu erwarten, dass sie in der Zukunft häuﬁger angewendet wer-
den, wenn ihre Vorteile von der Fachöﬀentlichkeit stärker diskutiert werden. Mit
Schrift (C) erfolgte ein Schritt in diese Richtung.
Die vorliegende Arbeit hat eindeutige Grenzen. Sämtliche Simulationsuntersu-
chungen wurden mit normalverteilten Variablen durchgeführt. Wie sich die Ansätze
unterscheiden, wenn die Variablen nicht-normalverteilt sind, ist bei komplexeren
als den hier untersuchten Modellen unklar und bedarf ausgiebiger systematischer
Untersuchungen. Die Zahl solcher Untersuchungen ist relativ groß, da es vielfältige
Verteilungsformen gibt, die alle zu unterschiedlichen Schätzeigenschaften der Ansät-
ze führen können. Nicht-normalverteilte Prädiktoren wurden eher selten und dann
zusammen mit einer Vielzahl von anderen Bedingungen untersucht (z.B. bei Marsh
et al., 2004), so dass eine fokussierte Untersuchung notwendig wäre.
In der vorliegenden Arbeit wurde zudem darauf verzichtet, weiter auf die Un-
terschiede zwischen LMS und QML in Form von Simulationsstudien bei nicht-
normalverteilten Variablen einzugehen. Es wurde zunächst der Vergleich mit den
Produkt-Indikator-Ansätzen unter „regulären“ Bedingungen eine höhere Priorität
eingeräumt. Klein und Muthén (2007) haben zwischenzeitig die theoretischen Über-
legungen, die in Kapitel 5 bezüglich der Unterschiede zwischen LMS und QML
vorgenommen wurden, anhand erster Simulationsstudien zu Modellen mit mehreren
Interaktionseﬀekten bestätigt.
Als weitere Grenze der Arbeit muss die Modellkomplexität genannt werden. Die
vorliegende Arbeit befasst sich mit Modellen, in denen es max. drei nicht-lineare
Terme und ein Kriterium gibt. Es wurden keine Modelle untersucht, die z.B. eine
Verkettung von nicht-linearen Eﬀekten und damit Eﬀekte höherer Ordnung enthal-
ten. Dazu gehören Kombinationen von Interaktionsmodellen und Mediatormodellen,
die in jüngster Zeit verstärkt Betrachtung in der Literatur ﬁnden (Edwards & Schu-
rer Lambert, 2007; Preacher, Rucker & Hayes, 2007). Hier ist ebenfalls unklar,
wie die verschiedenen Ansätze im Vergleich abschneiden und wie die theoretischen
Eigenschaften zu bewerten sind.
Zuletzt wäre zu nennen, dass keine Untersuchungen zu der Robustheit der Modell-
diﬀerenztests durchgeführt wurde. Auch hier wurde zunächst der Frage der korrekten
Speziﬁkation der Vorrang gegeben, bevor überhaupt (korrekte) Modelle gegeneinan-
der getestet werden können.58
6.3.2 Ausblick
In jedem Fall werden die Eigenschaften von Modelldiﬀerenztests und von Modellgü-
tebeurteilungen ein wichtiges Forschungsgebiet der kommenden Jahre sein, da die
übliche Bestimmung der Modellanpassung von linearen Strukturgleichungsmodel-
len nicht ohne weiteres auf nicht-lineare Strukturgleichungsmodelle übertragbar ist
(Klein, zur Veröﬀentlichung eingereicht). Hierbei werden konstruktionsbedingt ver-
teilungsanalytische Ansätze im Vorteil gegenüber Produkt-Indikator-Ansätzen sein,
da erstere die präzisere Modellierung der Likelihood, d.h. ohne Verletzung der Ver-
teilungsannahmen vornehmen.
Neben Simulationsstudien zu nicht-normalverteilten Variablen werden auch wei-
terhin neuartige Ansätze entwickelt werden. Sie werden allerdings problemorientier-
ter als bisherige Ansätze sein. Betrachtet man in angemessener Distanz die Publika-
tionen zur Schätzung von nicht-linearen Strukturgleichungsmodellen, so ﬁndet man
einerseits entweder Veröﬀentlichungen, in denen Verfahren als Weiter- oder Neuent-
wicklungen publiziert werden (z.B. Jöreskog & Yang, 1996; Klein & Moosbrugger,
2000; Lee et al., 2004; Wall & Amemiya, 2000), andererseits Veröﬀentlichungen, die
sich den Schätzeigenschaften der Ansätze widmen (z.B. Moulder & Algina, 2002;
Schermelleh-Engel et al., 1998). Es ﬁndet sich keine problemorientierte Entwicklung
eines Ansatzes, so dass ein Ansatz unter einer bestimmten Bedingungskonstellation,
wie z.B. dem Vorliegen von Multikollinearität und kleinen Stichproben besonders
einsetzbar ist.
Die Flexibilität neuerer Ansätze wird beinhalten, dass Prädiktorverteilungen „aus-
tauschbar“ werden. Das heißt, es werden Ansätze entwickelt werden, bei denen je
nach empirisch-inhaltlicher Fragestellung auch andere Verteilungen als die Normal-
verteilung der Prädiktoren angenommen werden können (z.B. Poisson-artige Vertei-
lungen), so dass trotzdem zuverlässig nicht-lineare Eﬀekte schätzbar sind.
Multikollinearität wird besonders bei steigender Modellkomplexität die Heraus-
forderung sein, an der sich zukünftige Ansätze werden messen müssen. Mit zuneh-
mender Modellkomplexität steigt die Zahl der nicht-linearen Eﬀekte (z.B. bei Kom-
binationen von Mediation und Moderation) und damit die Multikollinearität mit
ihren negativen Folgen. Kaplan (1994, S. 211) betont zu Recht, dass „...exam[ing]
the eﬀects of increasing multicollinearity on [SEM] parameter estimates and stan-
dard errors ... is an important area for future research.“Literaturverzeichnis
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67Anhang D
Symbolverzeichnis
X Indikatorvariable des latenten Prädiktors 
Y Indikatorvariable des latenten Kriteriums 
(X;Y) Variablenvektor der p X-Indikatoren und q Y -Indikatoren




 Messfehlervariable eines Indikators X
 Parametervektor
 Kovarianzmatrix der Messfehlervariablen der X-Indikatoren
 Messfehlervariable eines Indikators Y
 Kovarianzmatrix der Messfehlervariablen der Y -Indikatoren

 Regressionskoeﬃzient im latenten Strukturmodell, Einﬂuss eines la-
tenten Prädiktors  auf ein latentes Kriterium 
  Matrix der Regressionskoeﬃzenten der latenten Prädiktoren auf die
latenten Kriterien
 Regressionskoeﬃzient bei manifesten Modellen oder Einﬂuss eines
latenten Kriteriums 1 auf ein anderes latentes Kriterium 2
B Matrix der Regressionskoeﬃzienten der latenten Kriterien unter-
einander
 Kovarianzmatrix der latenten Prädiktoren
 Strukturmodellfehler, Vorhersagefehler innerhalb des Struktur-
modells
  Matrix der Strukturmodellfehlerkovarianzen und -varianzen
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 Latentes Interzept des Strukturmodells
 Latentes Interzept des Messmodells
E(X) Erwartungswert der Variable X
f(X,Y) Dichtefunktion der Variablenvektors (X;Y)
f(X,Y) Approximierte Dichtefunktion der Variablenvektors (X;Y)
f(X,YjZ) Z-Bedingte Dichtefunktion des Variablenvektors (X;Y)Anhang E
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Lebenslauf
71