A four-dimensional mathematical model of the hypothalamus-pituitary-adrenal (HPA) axis is investigated, incorporating the influence of the GR concentration and general feedback functions. The inclusion of distributed time delays provides a more realistic modeling approach, since the whole past history of the variables is taken into account. The positivity of the solutions and the existence of a positively invariant bounded region are proved. It is shown that the considered four-dimensional system has at least one equilibrium state and a detailed local stability and Hopf bifurcation analysis is given. Numerical results reveal the fact that an appropriate choice of the system's parameters leads to the coexistence of two asymptotically stable equilibria in the non-delayed case. When the total average time delay of the system is large enough, the coexistence of two stable limit cycles is revealed, which successfully model the ultradian rhythm of the HPA axis both in a normal disease-free situation and in a diseased hypocortisolim state, respectively. Numerical simulations reflect the importance of the theoretical results.
INTRODUCTION
The hypothalamus-pituitary-adrenal (HPA) axis is a neuroendocrine system which regulates a number of physiological processes (1, 2) , playing an important role in stress response. It consists of the hypothalamus, pituitary and adrenal glands, as well direct influences and positive and negative feedback interactions. Different types of stressors (e.g. infection, dehydration, anticipation, fear) activate the secretion of corticotropin-releasing hormone (CRH) in the hypothalamus, which induces the corticotropin (ACTH) production in the pituitary. ACTH travels by the bloodstream to the adrenal cortex, where it activates the release of cortisol (CORT), which in turn down-regulates the production of both CRH and ACTH.
Dynamical systems have previously proved to be successful in studying metabolic and endocrine processes. Different types of mathematical models of the HPA axis have been recently explored. Three dimensional systems of differential equations with or without time delays, with the state variables given by the hormone concentrations CRH, ACTH and CORT, have been used to model the HPA axis in (3, 4, 5, 6, 7) . The influence of the circadian rhythm in the mathematical model has been analyzed in (8) . A more general three-dimensional model has been developed in (9) , possessing a unique equilibrium state. If time delays are not taken into consideration, no oscillatory behavior has been observed (9, 10) . Oscillatory solutions should be a feature of mathematical models of the HPA axis, as they correspond to the circadian / ultradian rhythm of hormone levels (11) . A generalization of the "minimal model" (9) has been obtained in (12) , including memory terms in the form of distributed delays and fractional-order derivatives, which are shown to generate oscillatory solutions.
Due to the transportation of the hormones throughout the HPA axis, time delays should mandatorily be incorporated in the considered mathematical models. With the aim of reflecting the whole past history of the variables, general distributed delays are considered, proving to be more realistic and more accurate in real world applications than discrete time delays (13) . Distributed delay models appear in a wide range of applications such as hematopoiesis (14) , population biology (15, 16, 17) or neural networks (18, 19) .
Four-dimensional models which incorporate the positive self-regulation of glucocorticoid receptors (GR) in the pituitary have been investigated in (20, 21, 22, 23, 24) . In particular, in (24) we constructed a four-dimensional general model with distributed time delays, which represents an extension of the minimal model of (9) . In (20) , it has been suggested that positive self-regulation of GR may trigger bistability in the dynamical structure of the HPA model, i.e. there exist two asymptotically stable equilibrium states: one corresponding to the normal disease-free state with higher cortisol levels, and a second one with lower cortisol levels related to a diseased state associated with hypocortisolism.
In this paper, an in-depth analysis is provided for the distributed-delay model introduced in (24) , proving the positivity of the solutions and the existence of a positively invariant bounded region. It is shown that the considered four-dimensional system has at least one equilibrium state and a local stability and bifurcation analysis is provided. Numerical results reveal the fact that an appropriate choice of the system's parameters leads to the coexistence of two asymptotically stable equilibria in the non-delayed case. Moreover, when the total average time delay is large enough, it is shown that two stable limit cycles coexist, which appear due to Hopf bifurcations, extending the results presented in (20, 24) .
MATHEMATICAL MODEL OF HPA WITH DISTRIBUTED DELAYS
With the aim of formulating a mathematical model of the HPA axis, the following sequence of events is considered. Cognitive and physical stressors stimulate CRH neurons in the paraventricular nucleus (PVN) of the hypothalamus to trigger the secretion of corticotropin-releasing hormone (CRH), which is released into the portal blood vessel of the hypophyseal stalk. CRH is transported to the anterior pituitary, where it stimulates the secretion of adrenocorticotropin hormone (ACTH), with an average time delay 1 . ACTH then activates a complex signaling cascade in the adrenal cortex, stimulating the secretion of the stress hormone cortisol (CORT) with the average time delay 2 . CORT exerts a negative feedback on the hypothalamus and the pituitary, suppressing the synthesis and release of CRH and ACTH, in an effort to return them to the baseline levels. On one hand, cortisol inhibits the secretion of CRH in the hypothalamus (25) , with an average time delay 31 . On the other hand, CORT binds to glucocorticoid receptors (GR) in the pituitary and performs a negative feedback on the secretion of ACTH, with an average time delay 32 . Moreover, the CORT-GR complex self-upregulates the GR production in the anterior pituitary, with an average time delay 34 .
Denoting the plasma concentrations of hormones CRH, ACTH and CORT by 1 ( ), 2 ( ), and 3 ( ) respectively, and the availability of the glucocorticoid receptor GR in the anterior pituitary by 4 ( ), the following system of differential equations with general distributed delays is considered:
Here, the positive constants , = 1, 4, relate the production rate of each variable to specific factors that regulate the rate of release/synthesis (2) . The basal production rate and elimination constants 1 , 2 , 3 , 4 are positive. The function 1 represents the negative feedback of CORT on CRH levels in the paraventricular nucleus of the hypothalamus while the function 2 describes the negative feedback of the CORT-GR complex (at concentration 3 ( ) 4 ( )) in the pituitary. The positive feedback function 3 , describes the self-upregulation effect of the CORT-GR complex on GR production in the anterior pituitary. The following general assumptions will be considered:
are strictly decreasing, smooth and bounded on [0, ∞);
is strictly increasing, smooth and bounded on [0, ∞);
As a special case, the feedback functions can be chosen as Hill functions, such as in (2, 9, 10, 20, 22) , which verify the conditions given above:
with Hill coefficients 1 , 2 , 3 ≥ 1, , ∈ (0, 1], and microscopic dissociation constants 1 , 2 , 3 > 0.
In system (1), the delay kernels ℎ 1 , ℎ 2 , ℎ 31 , ℎ 32 , ℎ 34 ∶ [0, ∞) → [0, ∞) are probability density functions representing the probability of occurrence of a particular time delay. These functions are bounded, piecewise continuous and satisfy
The average time delay of a kernel ℎ( ) is
In this paper, we focus our attention on two types of delay kernels:
• Dirac kernels: ℎ( ) = ( − ), where ≥ 0, equivalent to a discrete time delay:
• Gamma kernels:
where , > 0, with the average delay = .
In the mathematical modeling of real world phenomena, the exact distribution of time delays is generally unavailable, and hence, general kernels may provide better results (26, 27) . The analysis of models which include particular classes of delay kernels (e.g. weak Gamma kernels with = 1 or strong Gamma kernels with = 2) may reveal the more realistic effect of distributed delays on the system's dynamics, compared to discrete delays. Initial conditions associated with system (1) are of the form:
where are bounded continuous functions defined on (−∞, 0], with values in [0, ∞).
POSITIVELY INVARIANT SETS AND EQUILIBRIUM STATES
for any ≥ 0.
Proof. From the hypothesis we easily obtain that the function
This completes the proof.
In the following, we denote: 
and hence, the functions ( ) are increasing on (0, ∞). Therefore:
Therefore, all positive initial conditions lead to positive solutions, i.e. ℝ 4 + is positively invariant for system (1) .
From the first equation of (1) and the boundedness of 1 , it follows thaṫ
Using Lemma 1, as 1 
The second equation of (1) , the boundedness of 2 and (3) provideṡ
From Lemma 1 it follows that 2 ( ) ≤ 2 for any ≥ 0.
From the third equation of (1) and (3) it follows thaṫ
The last equation of (1), the boundedness of 3 leads tȯ
which, based on Lemma 1, provides the desired conclusion.
Remark 1. Due to the fact that 4 ( ) in the mathematical model (1) is a non-dimensional variable representing the availability of glucocorticoid receptors (2, 20) , it is reasonable to demand that 4 ( ) ∈ [0, 1] for any ∈ ℝ. Based on Proposition 1, this is guaranteed if the following inequality is satisfied:
The existence of an equilibrium point of system (1) is provided by the following:
The equilibrium states of system (1) belong to the invariant set Ω and are of the form
where 0 ∈ 0, 3 is a solution of the equation
Proof. From Proposition 1 it follows that any equilibrium state of system (1) belongs to the set Ω. Moreover, An equilibrium point of system (1) is a solution of the following algebraic system:
which is equivalent to
From the first two equations of (7) 
LOCAL STABILITY ANALYSIS
In this section, necessary and sufficient conditions for the local asymptotic stability of an equilibrium point are provided, choosing general delay kernels. Delay independent sufficient conditions are explored for the local asymptotic stability of the equilibrium point , which may prove to be useful if the time delays in system (1) cannot be accurately estimated. By linearizing the system (1) at an equilibrium point , we obtain: 
For the theoretical analysis, we introduce the following set of inequalities: 
Theorem 1 (Local asymptotic stability). ( 0 ), ( 1 ) and ( 2 ) are satisfied, the equilibrium point of system (1) The functions and are holomorphic in the right half-plane. Considering ∈ ℂ with ℜ( ) ≥ 0, the properties of the delay kernels (3) imply:
If there is no time-delay and
for any ∈ {1, 2, 31, 32, 34}. Therefore, based on inequalities ( 0 ) and ( 3 ), we have:
where the inequality | + | ≥ , for any ∈ ℂ with ℜ( ) ≥ 0 and > 0, has been repeatedly used.
Hence, the inequality | ( )| < | ( )| is true for any in the right half plane, and Rouché's theorem implies that the characteristic equation (9) does not have any root in the right half-plane (or on the imaginary axis)
. Therefore, all the roots of (9) are in the open left half plane, and it follows that the equilibrium is asymptotically stable. Remark 3. Assume that ( 0 ) holds and that the delay kernels ℎ ( ), ∈ {1, 2, 31, 32, 34} are chosen. If the equilibrium point of system (1) is unstable, Theorem 1 implies that inequality ( 3 ) holds.
BIFURCATION ANALYSIS
In this section, we explore the possibility of the occurrence of limit cycles in a neighborhood of , due to Hopf bifurcations, that reflect the ultradian rhythm of the HPA axis. For simplicity, we further assume that 32 ( ) = 34 ( ) = 1 ( ) 31 ( ), and we denote 
where represent the average delays of the kernels ℎ , for any ∈ {1, 2, 31, 32, 34}. The characteristic equation (9) 
where ( ) = − ( + 1 )( + 4 ) + ( +̃ 4 ) ( + 1 )( + 2 )( + 3 )( +̃ 4 ) .
The properties of the function ( ) are given in the following Lemma. c. The function satisfies the following inequality: Point c. follows from (12) .
Proof. To prove, a. it is easy to see that
For the bifurcation analysis, due to the complexity of the problem, we restrict our attention to Dirac kernels and Gamma kernels.
Dirac kernels
If all delay kernels are of Dirac type: ℎ 1 ( ) = ( − 1 ), ℎ 2 ( ) = ( − 2 ), ℎ 31 ( ) = ( − 31 ), ℎ 32 ( ) = ( − 32 ), ℎ 34 ( ) = ( − 34 ) where 1 , 2 , 31 , 32 , 34 ≥ 0 satisfy the property 2 + 32 = 2 + 34 = 1 + 2 + 31 = > 0,
then, the characteristic equation (15) becomes:
Choosing as bifurcation parameter and following the same proof as in (12), we have:
Theorem 2 (Hopf bifurcations; Dirac kernels). If inequalities ( 0 ), ( 1 ), ( 2 ) and ( 3 ) hold, considering 0 > 0 given by Lemma 2 and
the equilibrium point is asymptotically stable if any only if ∈ [0, 0 ). For any ∈ ℤ + , at = , a Hopf bifurcation takes place in a neighborhood of the equilibrium point of system (1).
Gamma kernels
If all delay kernels are of Gamma type: 2 + 32 = 2 + 34 = 1 + 2 + 31 = ≥ 2, the characteristic equation (9) is:
Choosing as bifurcation parameter, as in (12), the following result holds:
Theorem 3 (Hopf bifurcations; Gamma kernels). If inequalities ( 0 ), ( 1 ), ( 2 ) and ( 3 ) hold and is the largest real root from the interval (0, 0 ) of the equation
where denotes the Chebyshev polynomial of the first kind of order , considering
the equilibrium point is asymptotically stable if ∈ (0, ). At = , system (1) undergoes a Hopf bifurcation at the equilibrium point .
NUMERICAL SIMULATIONS
The literature values of the elimination constants , ∈ {1, 2, 3} are given by = ln (2) , where is the plasma half-life of hormones: 1 ≈ 4 min, 2 ≈ 19.9 min, 3 ≈ 76.4 min (9, 11). We choose 4 = 0.001 min −1 as in (22) . For simplicity, let = = 1 and hence, the considered feedback functions are:
+ with = 4 and = 5 as in (22), 1 = 2 ng/ml as in (12) and 2 = 3 = 0.8 ng/ml.
The normal equilibrium state should reflect the normal mean values of the hormones:̄ 1 = 7.659 pg/ml (24-h mean value of CRH),̄ 2 = 21 pg/ml (24-h mean value of ACTH) and̄ 3 = 3.055 ng/ml (24-h mean value of free CORT) (11) . In accordance with (20) , we assumē 4 = 0.1. Choosing = 0.1, from system (7) we deduce: For these values of the system parameters, the following equilibrium states exist: = (7.659 pg/ml, 21 pg/ml, 3.055 ng/ml, 0. The low level of cortisol in the case of the equilibrium state can be associated with hypocortisolism, and hence, is regarded as the "diseased" state. In the non-delayed case, the normal equilibrium state and the diseased equilibrium state are both asymptotically stable, as inequalities ( 0 ), ( 1 ) and ( 2 ) are satisfied (see Theorem 1). On the hand, the equilibrium state is unstable, therefore, it is not significant from the biological point of view. It is important to emphasize that for both equilibria and , inequality ( 3 ) is satisfied, which implies that when delays are introduced in the mathematical model, for sufficiently high average time delays bifurcations will occur, causing the loss of stability the and . As for the choice of mean time delays, firstly, as CRH travels from the hypothalamus to the pituitary through the hypophyseal portal blood vessels in an extremely short time (6), we assume 1 = 0. Moreover, the human inhibitory time course for the negative feedback of cortisol on the secretion of ACTH has been described as anything between 15 and 60 min (28, 29) , therefore we consider a mean delay 32 ∈ (0, 60]. In our numerical simulations, we additionally assume that 31 = 32 = 34 . In (30), a 30-min delay has been given for the positive-feedforward effect of ACTH on plasma cortisol levels, therefore, we assume 2 ∈ (0, 30].
Dirac kernels
In the case of discrete time delays, choosing the bifurcation parameter = 2 + 32 , we find the following critical values corresponding to Hopf bifurcations, based on Theorem 2 and equation (18): 0 = 49.8505 (min) for and 0 = 37.8362 (min) for , respectively. For < 0 , both equilibria and are asymptotically stable. When crosses the critical value 0 , a Hopf bifurcation occurs in a neighborhood of the equilibrium , which causes this equilibrium to become unstable and generates an asymptotically stable limit cycle in its neighborhood. The equilibrium state remains asymptotically stable whenever < 0 . However, when the bifurcation parameter passes through the critical value 0 , a supercritical Hopf bifurcation takes place at . Numerical simulations show that for > 0 two asymptotically stable limit cycles coexist, one corresponding to the normal ultradian rythm of the HPA axis and the other one reflecting a diseased hypocortisolic ultradian rythm. Considering = 50 (min), the coexisting limit cycles are presented in Figures 1 , 2 and 3 . 
Strong Gamma kernels
We now consider system (1) with strong Gamma kernels with the same parameter and 2 = 31 = 32 = 34 = 2 and 1 = 0. Choosing the bifurcation parameter , we find the following critical values corresponding to Hopf bifurcations, based on Theorem 3 and equation (21): 4 = 12.625 (min) for and 4 = 18.9 (min) for , respectively. As in the previous case, when passes one of the critical values 4 or 4 , a supercritical Hopf bifurcation takes place in a neighborhood of the corresponding equilibrium or . For > 4 , numerical simulations show the coexistence of two asymptotically stable limit cycles, one corresponding to the normal ultradian rythm of the HPA axis and the other one reflecting a diseased hypocortisolic ultradian rythm. Considering = 19 (min) (i.e. a total average time delay = 76 (min)), the coexisting limit cycles are presented in 
CONCLUSIONS
This paper presents an analysis of a four-dimensional mathematical model describing the hypothalamus-pituitary-adrenal axis with the influence of the GR concentration, considering general feedback functions (which include as a special case Hill-type functions frequently used in the literature) to account for the interactions within the HPA axis. Due to the fact that the involved processes are not instantaneous, general distributed delays have been included. This is a more realistic approach to the modeling of the biological processes, as it takes into account the whole past history of the variables, efficiently capturing the vital mechanisms of the HPA system.
The positivity of the solutions and the existence of a positively invariant bounded region are proved. It is shown that the considered four-dimensional system has at least one equilibrium state and a detailed local stability and Hopf bifurcation analysis FIGURE 4 Two asymptotically stable limit cycles coexist in (1) with strong gamma kernels ( 2 = 31 = 32 = 34 = 2, 1 = 0) with mean time delay = 19 (min).
FIGURE 5
Evolution of the state variables of (1) with strong gamma kernels ( 2 = 31 = 32 = 34 = 2, 1 = 0) with mean time delay = 19 (min) and an initial condition in a neighborhood of . is given. Sufficient conditions expressed in terms of inequalities involving the system's parameters are found which guarantee the local asymptotic stability of an equilibrium. On the other hand, a necessary condition has also been obtained for the occurrence of bifurcations in a neighborhood of an equilibrium, when time delays are present. For the Hopf bifurcation analysis, two particular types of delays have been considered, given by Dirac and Gamma kernels, respectively.
Numerical simulations reflect the importance of the theoretical results. They exemplify the fact that an appropriate choice of the system's parameters leads to the coexistence of two asymptotically stable equilibria in the non-delayed case. When the total average time delay of the system passes through critical values which are computed according to the theoretical findings, the asymptotically stable equilibria loose their stability due to Hopf bifurcations and stable limit cycles are born in their neighborhoods. The coexistence of two stable limit cycles is revealed for a sufficiently large average time delay, which successfully model the ultradian rhythm of the HPA axis both in a normal disease-free situation and in a diseased hypocortisolim state, respectively.
As a direction for future research, a fractional-order formulation of the mathematical model will be analyzed.
