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Abstract Manually labeling documents is tedious and expensive, but it is essen-
tial for training a traditional text classifier. In recent years, a few dataless text
classification techniques have been proposed to address this problem. However,
existing works mainly center on single-label classification problems, that is, each
document is restricted to belonging to a single category. In this paper, we propose
a novel Seed-guided Multi-label Topic Model, named SMTM. With a few seed
words relevant to each category, SMTM conducts multi-label classification for a
collection of documents without any labeled document. In SMTM, each category
is associated with a single category-topic which covers the meaning of the category.
To accommodate with multi-labeled documents, we explicitly model the category
sparsity in SMTM by using spike and slab prior and weak smoothing prior. That
is, without using any threshold tuning, SMTM automatically selects the relevant
categories for each document. To incorporate the supervision of the seed words,
we propose a seed-guided biased GPU (i.e., generalized Po´lya urn) sampling pro-
cedure to guide the topic inference of SMTM. Experiments on two public datasets
show that SMTM achieves better classification accuracy than state-of-the-art al-
ternatives and even outperforms supervised solutions in some scenarios.
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1 Introduction
Multi-label text classification is a fundamental task for textual information or-
ganization and management. The task assumes that each document is associated
with one or more categories. For example, the paper “statistical topic models for
multi-label document classification” [34] can be assigned to multiple categories:
topic model, document classification and machine learning simultaneously. In the
past decade, many researchers have developed approaches dedicated to automatic
multi-label text classification, typically in a supervised manner: (1) manually la-
beling some sample documents, (2) training a model based on these labeled doc-
uments, and (3) assigning category labels automatically on unlabeled documents
with the trained model. These approaches often require a considerable number of
labeled documents to train a high-quality classifier. However, manually building
a multi-labeled training set is much more expensive than a single-labeled coun-
terpart because an annotator needs to consider every possible category for each
document. The quality of training set is also hard to control since a user may
easily miss some categories when annotating a document.
Many research efforts have been made to reduce the labeling cost in multi-
label text classification. Active learning, such as [45, 23], iteratively selects the
most informative documents from the unlabeled documents for human annota-
tion. Semi-supervised learning, such as [35], trains a model with both labeled and
unlabeled documents. These approaches still need a significant number of labeled
documents and remain expensive.
Recently a weakly-supervised setting has emerged to be a promising solution,
called dataless classification. Without any labeled document, dataless setting as-
sumes that there is a small set of seed words relevant to each category. Seed words
are much easier to obtain because categories are often meaningful. For example, for
topic model we can easily select some seed words such as “topic”, “LDA”, “Dirich-
let”. In dataless setting, users only need to focus on how to use some seed words to
precisely describe each category rather than manually labeling a large number of
documents. In this sense, dataless text classification techniques save a lot of human
efforts. Recent studies on dataless text classification have achieved great success
in single-label classification [3, 36, 5, 22, 37]. It was found that dataless classifiers
can achieve close or even better classification accuracy than the state-of-the-art
supervised learning solutions [22]. However, whether dataless setting is applicable
for multi-label text classification is unclear from the literature.
This paper explores whether dataless setting can be applied to multi-label text
classification. Multi-label dataless text classification is much more challenging than
single-label dataless classification. A major difference of multi-labeled dataset is
that a document can be associated with one or more categories. In single-label set-
ting, each document can be modeled with the most relevant category [22], whereas
there could be an arbitrary number of categories for each document in multi-label
setting. This difference also makes it difficult to assign category labels. Classical
classifiers rely on training documents to tune a threshold for each category and
apply the threshold on the test set for classification [10]. However, this strategy
is not applicable in dataless setting since training documents are not available.
Another challenge for multi-label dataless classification is how to effectively use
the seed words. Typically users can only provide a limited number of seed words
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because users do not know all the relevant words for a category. A good model
needs to deal with the documents that contain no seed word.
In this paper, we propose a Seed-guided Multi-label Topic Model to conduct
multi-label dataless classification, named SMTM. In SMTM, each category is as-
sociated with a single category-topic which covers the meaning of the category.
Typically, a document only uses a limited number of category-topics, which we
call category sparsity. We model the category sparsity of the documents by using
spike and slab prior and weak smoothing prior [14, 24]. The spike and slab prior
allows us to set up a binary variable between a document and a category. This
binary variable works as an “on/off” switch to decide whether the category is
“selected” by the document. The binary variables are naturally decided in a prob-
abilistic manner and can successfully model the category sparsity of the documents
in dataless setting. To effectively use the seed words, SMTM resorts to word co-
occurence information in the corpus. Specifically, we propose a seed-guided biased
GPU sampling procedure for topic inference based on the generalized Po`lya urn
(GPU) model [27]. The proposed sampler promotes the relevant category-topics
under a document and the relevant words under a category-topic in “the rich get
richer” manner. In this sense, the semantics of the seed words are propagated
during the topic inference procedure. The words that co-occur frequently with the
seed words become more likely to be generated from the corresponding category-
topic. With few seed words, SMTM is able to continually discover more relevant
words which are further used to classify documents.
We evaluate our approach on two public datasets. Experimental results show
that SMTM significantly outperforms the state-of-the-art dataless baselines and
achieves competitive performance with supervised approaches. We also evaluate
some variants of SMTM and discuss the results. Overall, the main contributions
of this paper are summarized as follows
– We propose a novel seed-guided multi-label topic model for multi-label dataless
text classification, named SMTM. SMTM is devised to explicitly model the
category sparsity of multi-labeled documents by using spike and slab prior and
weak smoothing prior. To the best of our knowledge, This is the first work
to classify documents into relevant categories in a multi-labeled, and dataless
manner.
– We introduce a simple yet effective seed-guided biased GPU sampler to guide
topic learning process of SMTM. With a few seed words provided for each
category, the seed-guided biased GPU sampler can identify the relevant words
for each category based on higher-order word co-occurrence patterns, leading
to promising classification accuracy in multi-label setting.
– Our extensive experiments on two public datasets show that the proposed
SMTM achieves significantly better classification accuracy than the existing
dataless alternatives in terms of both Macro-F1 and Macro-AUC metrics. Also,
SMTM even achieves better performance than some supervised solutions in
some scenarios.
The rest of the paper is organized as follows. In section 2, we summarize the
related works of this paper. In section 3, we formalize the problem of multi-label
dataless text classification. We then present the proposed SMTM model in detail
in Section 4. Section 5 shows the experimental settings, results and discussions.
Finally, we conclude the paper in Section 6.
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2 Related Work
Since our work is related to multi-label text classification, dataless text classifi-
cation and topic modeling, we review the relevant works from these areas in this
section.
2.1 Dataless Text Classification
Supervised text classifiers are often hindered by the need for a large number of
labeled documents. One thread of the solutions is dataless classification, a weakly-
supervised setting that only requires some seed words for each category. The ear-
liest works focus on building a pseudo training set based on the given seed words,
which we call classification-based. [25] proposed to use seed words to build an ini-
tial training set from the unlabeled documents. Then EM algorithm is applied to
train a classifier. [17] proposed to construct context-clusters based on seed words.
Then a Naive Bayes classifier is learned accordingly by using bootstrapping algo-
rithm. One problem of these approaches is the difficulty of controlling the quality
of the pseudo training set, which may lead to unpredictable noisy information into
the training procedure.
With the development of semantic representations, some researchers proposed
to embed categories, which are represented with seed words, and documents to
a shared semantic space. Then the classification is conducted by searching the
nearest category for each document, which we call semantic-based. [3] built a data-
less classifier by using Explicit Semantic Analysis (ESA) [11] based on Wikipedia,
showing that dataless classifier is competitive with Naive Bayes in binary classifica-
tion. [36] adapted the semantic method to hierarchical classification and evaluated
the effectiveness of a few semantic representations in dataless setting. They found
that ESA [11] performs the best in dataless classification. [37] further adapted
the ESA-based method to cross-lingual dataless classification. For multi-labeled
datasets, they treated the multi-label classification as independent binary classi-
fication problems and labeled the top K relevant documents as positive for each
category. However, the ESA-based method is not well-suited for multi-label text
classification. A drawback of this strategy is that it does not consider the imbal-
anced nature of multi-labeled datasets. This simple adaptation has been included
in our experiments.
Another line of dataless classification research is built upon probabilistic mod-
els, which we call probabilistic model based. [9] constrained discriminative prob-
abilistic models with seed words by using generalized expectation (GE) criteria.
[5] proposed to use probabilistic topic models to conduct dataless classification.
[22] associated each document with a single category-topic as well as some gen-
eral topics, then used explicit word co-ocurrence to guide topic models to conduct
single-label classification. Probabilistic models bring promising results in dataless
classification. However, existing approaches all assume that each document is re-
stricted to belonging to one category so that are not well-suited for multi-label
dataless classification.
Our work differs from these works in that we aim to conduct multi-label text
classification in dataless setting. To the best of our knowledge, this is the first
work to classify documents in a multi-labeled and dataless manner.
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2.2 Multi-label Text Classification and Topic Models
Topic models have many applications in a broad range. Latent Dirichlet Allocation
(LDA) [2] is a probabilistic topic model that extracts latent topics underlying a
document collection in an unsupervised manner. In the past decade, researchers
have adapted LDA to single-label supervised learning, such as Supervised Topic
Model [28], DiscLDA [19], and MedLDA [46].
The first topic model designed for multi-label learning is Labeled-LDA (L-
LDA) [31]. L-LDA makes a one-to-one correspondence for each category and each
topic. In topic inference, L-LDA assumes that each document only uses topics
that correspond to its associated categories. They further extended L-LDA to
partially labeled LDA by allowing one or more topics for each category [32].[34]
improved L-LDA by considering two conditions. They developed Prior-LDA by
considering relative frequencies of categories, and Dependancy-LDA by considering
dependencies between category labels. [35] proposed a semi-supervised multi-label
topic model (MLTM) to model documents in sentence level. MLTM assigns a
category label to a document if and only if at least one sentence in the document
is attributed to that category label. MLTM is reported to achieve the state-of-
the-art classification results in terms of Macro-AUC [35], thus is included in our
experiments.
There is another line of research on discriminative approaches for multi-label
text classification. There is a large body of research in this line. Since supervised
solution is not the concern of this paper, we only include some representative works.
The most simple and frequently used strategy is to adapt single-label classification
solutions to the multi-label setting, that is, multi-label classification problem is
transformed into a few binary classification problems so that the problem can be
solved using binary classifiers [40, 41]. Besides these adaptation based techniques,
many researchers have proposed to model interdependencies between categories
(i.e., category correlation) [33, 12, 20, 42]. Recently, some researchers have also
adopted neural network techniques for multi-label classification [1, 8, 4, 26].
Most existing works of multi-label text classification assume that there is a
set of training documents. Since training documents are often expensive, some
strategies have been proposed to save human annotating efforts for multi-label
classification. Active learning [45, 23] and semi-supervised learning [35] are two
popular strategies. However, they still require labeled documents and the perfor-
mance of these approaches still degrades significantly when the size of the training
set is not large enough. [39] designed an unsupervised framework for multi-label
text classification based on the structure of Library of Congress Subject Headings
(LCSH). The limitation of their approach is that the labels of LCSH are pre-
defined so that their approach is not suited for general multi-label classification
tasks.
Different from these works, we aim to conduct multi-label text classification
by using some seed words instead of labeled documents. Our appoach works in a
weakly supervised manner such that a lot of human efforts can be saved.
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3 Problem Formalization
In this section, we formalize the problem of multi-label dataless text classifica-
tion. Let D = {m1,m2, ...,mD} be a set of documents where D is the number
of documents. The vocabulary is denoted by W = {1, 2, ...,W} where W is the
vocabulary size. Each document md ∈ D is represented as {n1, n2, ..., nNd} where
nw ∈ W(w ∈ {1, 2, ...,Nd}) and Nd is the number of tokens in document md. Let
C = {1, 2, ..., C} be a set of categories within the corpus where C is the number of
categories. For each category c ∈ C, we associate it with a small set of seed words,
conveying the meaning of the former. The goal of multi-label dataless classification
is to classify each document in D into its relevant categories without the use of
labeled documents.
4 Our Approach
In this section, we present the proposed Seed-guided Multi-label Topic Model
for multi-label dataless text classification, named SMTM. We first describe the
generative process and inference of our model. Then we introduce the proposed
seed-guided biased GPU sampler, which enables effective supervision of seed words
for multi-label dataless text classification.
4.1 Generative Process and Inference
In SMTM, to model the semantic information relevant to each category, we make
a one-to-one correspondence between a category and a topic1. We call the topics
as category-topics in SMTM. Following the strategy used in STM [22], we further
introduce a common background topic to model the general semantic information
underlying the whole collection. That is, we have C category-topics and a single
background topic, where C is the number of categories covered by the collection.
A key challenge for the efficacy of SMTM is an appropriate mechanism to model
one or more categories of each document. Although a text collection could contain
a lot of categories, we observe that each document is likely to belong to only a
small number of categories (i.e., category sparsity). This suggests that each docu-
ment typically has very few dominating category-topics, i.e., the categories of the
document. Consider a sentence in a document that belongs to web and education
in Delicius dataset: “I regularly update my blog, podcast, workshop curricula and
social bookmarks.”. This sentence is expected to use a mixture of three topics,
i.e., web, education and the background topic, where the two category-topics are
expected to cover the highly-related words (e.g., “blog”, “podcast”, “curricula”)
and the background topic is expected to include other background words (e.g.,
“regularly”, “update”). This modeling strategy is similar to L-LDA[31], in which
each document is restricted to using topics that correspond to its categories. How-
ever, assigned categories are not available in dataless setting. Here, we propose to
automatically select the categories for each document in a probabilistic manner
(with the supervision of seed words). Specifically, we utilize spike and slab prior
1 Category and category-topic are considered equivalent and exchangable in this work when
the context has no ambiguity.
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Fig. 1: Graphical representation of SMTM
and weak smoothing prior together to enable the sparsity and the smoothness of
the category-topic distribution for a document in SMTM.
The spike and slab prior is a well knownmethod to realize “on” and “off” switch
selector in probabilistic topic models [14, 43]. It has been used to learn focused
terms or focused topics for better topic inference [43, 24, 44]. In SMTM, spike and
slab prior allows us to associate each document with a set of auxiliary topic selec-
tors which determine whether each corresponding category-topic appears or not.
In other words, these topic selectors indicate whether each corresponding category
is “selected” by a document. Specifically, we introduce an auxiliary Bernoulli vari-
able αd,c to control the presence of category-topic c in document md. Inspired by
[24], we use a regular smoothing prior γ0 and a weak smoothing prior γ1 (γ0 ≫ γ1)
to decouple the sparsity and smoothness, such that the prior of category-topic dis-
tribution for document d is defined to be γ0αd + γ11, where αd = {αd,c}
C
c=1 and
1 is the vector with all elements being 1. The graphical representation of SMTM
is shown in Fig. 1 and the generative process is described as follows:
1. Sample a background word distribution φ0 ∼ Dirichlet(β0)
2. Sample λ ∼ Beta(pi)
3. For each category-topic c ∈ {1, ...,C}:
a) Sample a word distribution φc ∼ Dirichlet(β1)
4. For each document md ∈ {m1, ...,mD}:
a) Sample ad ∼ Beta(p, q)
b) For each category-topic c ∈ {1, ...,C}:
i) Sample selector αd,c ∼ Bernoulli(ad)
c) Selected category-topic set Ad = {k : αd,k = 1}
d) Sample a category-topic distribution θd ∼ Dirichlet(γ0αd + γ11)
e) For each position i ∈ {1, ...,Nd}:
i) Sample xd,i ∼ Bernoulli(λ)
ii) If xd,i = 0, sample wd,i ∼Multinomial(φ0)
If xd,i = 1,
1) Sample zd,i ∼Multinomial({θd,k : k ∈ Ad})
2) Sample wd,i ∼Multinomial(φzd,i)
Here, zd,i is sampled from the selected category-topic set Ad. Since γ0 ≫ γ1
(γ1 = 10
−7), we can get
∑
k∈Ad
θd,k = 1 in the numerical sense [24], which results
in a much simpler inference procedure.
In SMTM, αd,k is the key to enable multi-label dataless text classification.
With the supervision of the seed words (detailed in Section 4.2), the value of αd,k
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is determined in a probabilistic manner. The switch will be “on” (i.e., αd,k = 1)
when a document is highly related to a category, or “off” (i.e., αd,k = 0) when
the document covers less semantic information of the category. That is, the model
finds a category set for the document that best fits the document. The sparsity
modeling for the document, in turn, enhances the quality of topical words, which
further improves the quality of category assignments for other documents. This
category selection process continues until a global convergence is reached.
Before introducing how we incorporate the supervision of seed words, we first
introduce the inference algorithm for the above described model. We utilize Gibbs
sampling for the approximate inference and parameter learning [13]. Since xd,i and
zd,i are correlated in SMTM, we jointly sample xd,i and zd,i as follows:
P (zd,i, xd,i|w,z¬di,x¬di,α, β0, β1, γ0, γ1, pi) ∝

n¬di0 +pi
n¬di0 +n
¬di
1 +2pi
×
n¬di0,w+β0∑
W
w′=1
(n¬di
0,w′
+β0)
xd,i = 0
n¬di1 +pi
n¬di0 +n
¬di
1 +2pi
×
n¬dic,w+β1∑
W
w′=1
(n¬di
c,w′
+β1)
×
αd,cn
¬di
d,c +αd,cγ0+γ1∑
C
c′=1
(αd,c′n
¬di
d,c′
+αd,c′γ0+γ1)
zd,i = c, xd,i = 1
(1)
where n0 is the number of words assigned to the background topic, n1 is the
number of words assigned to the category-topics, n0,w is the number of times
word w is assigned to background topic, nc,w is the number of times word w is
assigned to category-topic c, nd,c is the number of words assigned to category-topic
c in document d, W is the vocabulary size, symbol ¬di means that the current
assignment is excluded from the count. After sampling all xd,i and zd,i, we then
sample each category-topic selector αd,c as follows:
P (αd,c|w,z,x,α¬dc, β0, β1, γ0, γ1, pi) ∝

Γ (nd,c + γ0 + γ1)× Γ (|α
¬c
d |γ0 + Cγ1 + n
¬c
d,·)
×Γ (|α¬cd |γ0 + γ0 + Cγ1)× (p+ |α
¬c
d |) αd,c = 1
Γ (γ0 + γ1)× Γ (|α
¬c
d |γ0 + γ0 + Cγ1 + n
¬c
d,·)
×Γ (|α¬cd |γ0 + Cγ1)× (q + C − |α
¬c
d | − 1) αd,c = 0
(2)
where Γ (·) is the standard Gamma function, nd,· is the sum of nd,c over categories,
|αd| is the number of category-topics selected by document d, symbol ¬c means
that category c is excluded from the count.
4.2 Seed-guided Biased GPU Sampler
Without any supervision, SMTM is just an unsupervised probabilistic topic model.
It is difficult to learn the relevant categories for the documents in a purely unsu-
pervised manner. Here, we propose a seed-guided Gibbs sampling procedure by
incorporating the seed words through the generalized Po´lya urn (GPU) model [27]
in topic inference.
Biased GPU Promotion. The generalized Po´lya urn (GPU) model represents
the discrete probability as colored balls in an urn. The probability of seeing a ball
in a color is linearly proportional to the number of balls in that color in the urn.
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Traditional Gibbs samplers for conventional LDA models follow the simple Po´lya
urn (SPU) model. In SPU, when a ball in a particular color is drawn, that ball
along with a new ball in the same color is put back, often expressed as “the rich
get richer”. If we perform this repeatedly, the distribution of the colored balls in
the urn follows a Dirichlet-multinomial distribution. The GPU differs from SPU
in that, when a ball in a particular color is drawn, a certain number of balls in
each color are put back along with the drawn ball. This idea has been used in
topic modeling for encoding word relatedness knowledge [30, 7, 6, 21]. That is,
a new ball in the same color and also a certain number of balls in similar colors
are put back along with the drawn ball. Different from these existing works, we
propose a biased GPU sampler to guide the sparsity-oriented topic inference of
SMTM under the supervision of seed words. By analogy with the GPU model,
given a ball of category-topic c, we can put back more balls of category-topic c
into document d if d is expected to be more likely to belong to category c. On
the contrary, if we find that document d is less relevant to category c, a smaller
number of balls of category-topic c will be put back instead. In this sense, the
categories that are more related to a particular document will “get more richer”
under this sampling strategy. A similar procedure can also be applied to guide the
word distribution learning for the category-topics in SMTM. Now we explain the
strategies for promoting the category-topic distribution and the word distribution.
Promotion for the category-topic distribution. We observe that a document
is likely to belong to a particular category if the document contains the seed words
of that category. Thus, we bias the category-topic distribution to prefer a particular
category when this document has at least one seed word of that category. More
formally, let I(d, c) be an indicator such that I(d, c) = 1 when document d contains
at least one seed word of category c, and I(d, c) = 0 otherwise. The amount of
promotion by the biased GPU sampler in SMTM is then calculated as follows:
uc,d =
{
1 I(c, d) = 1
µ I(c, d) = 0
(3)
Pc,d =
uc,d∑
c′ uc′,d
× C (4)
In Eq. 3, µ is a tunable parameter in the range of [0, 1] to control the importance
of observing seed words in a document. Based on Eq. 4, when µ = 1, no supervision
from the seed words is utilized for the calculation of category-topic distributions.
That is, the SPU model is recovered instead (i.e., Pc,d = 1). When µ = 0, the
categories covered by a document are restricted to the ones whose seed words
appear in the document.
Promotion for the word distribution. Similarly, we can promote the probabil-
ities of the relevant words for each category-topic. Inspired by [22], we use explicit
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word co-occurrences to estimate the word relevance:
p(w|s) =
df(w, s)
df(s)
(5)
v(w, c) =
1
|Sc|
∑
s∈Sc
p(w|s) (6)
vn(w, c) = max(
v(w, c)∑
c′ v(w, c
′)
, ε) (7)
where df(s) is the document frequency of a seed word s, df(w, s) is the number of
documents containing both word w and seed word s, Sc is the set of seed words
for category c, ε is a small value to avoid zero (ε = 0.01). Based on the above
equations, if word w co-occurs very frequently with seed words of category c,
vn(w, c) will have a larger value. Similar to Eq. 4, the promotion for word w under
category-topic c is calculated as follows:
P˜w,c =
vn(w, c)∑
w′ vn(w
′, c)
×W (8)
Model inference. By using GPU model, the joint probability of the words in
any topic is not invariant to the permutations of those words. The exact inference,
therefore, becomes intractable. Following the work in [30], we treat each word as
if it were the last word, leading to a sampling procedure similar to standard Gibbs
sampling based on Eq. 1 and 2. The details of the biased GPU sampling process
of SMTM is described in Algorithm 1. When updating xd,i and zd,i, nd,zd,i and
nzd,i,wd,i are sampled based on Pzd,i,d and P˜wd,i,zd,i respectively. a larger Pzd,i,d
or P˜wd,i,zd,i will encourage zd,i to be sampled from the corresponding category-
topic. With the two sampling strategies, the topic inference procedure is effectively
supervised by the semantics of the seed words.
4.3 Multi-label Classification
As mentioned above, SMTM automatically selects the relevant categories for each
document in a probabilistic manner. For multi-label classification, we assign cat-
egory label c to document d when the corresponding category-topic is “selected”
by the document (i.e., αd,c = 1). For the purpose of performance evaluation, we
can also derive a ranking of documents for each category in the descending order
of p(c|d). We follow the work in [21] to estimate p(c|d) indirectly by using the
summation over words (SW) strategy:
p(c|d) ∝
1
Nd
Nd∑
i=1
p(c|wd,i) (9)
where p(c|wd,i) can be obtained by using Bayes’ theorem.
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Algorithm 1 One iteration of sampling for SMTM
1: /* update xd,i and zd,i */
2: for d ∈ {1, 2, ...,D} do
3: for i ∈ {1, 2, ...,Nd} do
4: if xd,i = 0 then
5: n0 ← n0 − 1
6: n0,wd,i ← n0,wd,i − 1
7: else
8: n1 ← n1 − 1
9: nd,zd,i ← nd,zd,i − Pzd,i,d /* See Eq. 4 */
10: nzd,i,wd,i ← nzd,i,wd,i − P˜wd,i,zd,i /* See Eq. 8 */
11: end if
12: sample xd,i and zd,i /* See Eq. 1 */
13: if xd,i = 0 then
14: n0 ← n0 + 1
15: n0,wd,i ← n0,wd,i + 1
16: else
17: n1 ← n1 + 1
18: nd,zd,i ← nd,zd,i + Pzd,i,d /* See Eq. 4 */
19: nzd,i,wd,i ← nzd,i,wd,i + P˜wd,i,zd,i /* See Eq. 8 */
20: end if
21: end for
22: end for
23: /* update αd,c */
24: for d ∈ {1, 2, ...,D} do
25: for c ∈ {1, 2, ...,C} do
26: |αd| ← |αd| − αd,c
27: sample αd,c /* See Eq. 2 */
28: |αd| ← |αd|+ αd,c
29: end for
30: end for
5 Experiment
In this section, we conduct extensive experiments to evaluate the performance of
SMTM2 on two real-world multi-label datasets. We show that SMTM outperforms
existing dataless alternatives. We further examine the scenarios in which SMTM
achieves comparable or even better classification performance than the supervised
learning solutions. At last, we investigate the impact of different parameter settings
and convergence rate, as well as qualitative case study.
5.1 Datasets
Two public multi-labeled datasets are used for performance comparison. The first
dataset3 (called Ohsumed) contains medical abstracts from MEDLINE database.
Following [16], we consider the 13, 929 unique abstracts in the first 20, 000 ab-
stracts. The task is to classify the documents into 23 cardiovascular diseases cate-
gories. There are 6, 286 training documents and 7, 643 documents for testing. Each
document is associated with 1.7 categories on average. In our experiments, we use
2 We will make the implementation of SMTM publicly available after paper acceptance
3 http://disi.unitn.it/moschitti/corpora.htm
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Table 1: Statistics of the two datasets. #categories: the total number of categories
in the dataset; #documents: the total number of documents in the dataset; #vo-
cabulary: the size of the vocabulary; #avgLen: the average number of tokens for
each document; #cardinality: the average number of categories of a document.
dataset #categories #documents #vocabulary #avgLen #cardinality
Ohsumed 23 12,929 12,711 96.67 1.66
Delicious 20 21,670 33,769 140.97 1.96
the standard training/test split. The second dataset4 (called Delicious) consists
of tagged web pages retrieved from social bookmarking service delicious [47]. Fol-
lowing the work in [32], we use the 20 most common tags for evaluation. For each
document, we consider the tags annotated by at least 5 users. There are 21, 670
documents and each document is associated with 2 categories on average. We con-
duct 4-fold cross validation for this dataset. Both datasets were used previously in
evaluating MLTM [35]. The datasets are tokenized with NLTK. The stop words,
the words shorter than 3 characters and the words appearing in fewer than 5 doc-
uments are removed from both datasets. Table 1 summarizes the statistics of the
two datasets after preprocessing.
Following the seed word selection process used in [5], we manually select the
seed words for each category based on the topical words derived by standard LDA
model:
1. Run standard LDA on the collection to infer latent topics.
2. Manually assign category labels to each topic. If a topic appears not related to
any category, we do not assign a category label on that topic.
3. Manually choose at most 10 seed words based on the most probable 50 words
for each labeled topic.
Note that standard LDA is an unsupervised model that effectively clusters seman-
tically related words, which helps us conduct human selection. There are other
approaches that could be used for seed words extraction. (e.g., synonymous words
or external dictionary). However, the procedure applied here uses no external re-
source, but merely needs a minimal amount of manual filtering [5]. After the seed
words selection, on average, each category contains 4.3 and 4.1 seed words for
Ohsumed and Delicious respectively. And a category has a maximum of 7 seed
words for both datasets. These seed words are included in Appendix A.
5.2 Metrics
For performance evaluation, we utilize macro-averaged F1 (Macro-F1) and Macro-
AUC [15, 34, 35]. Macro-F1 and Macro-AUC are the averaged F1 and AUC (i.e.,
area under ROC curve) scores of all categories respectively. Let TPc, FPc, FNc
be the the number of true positive, false positive and false negative respectively
for category c. Then we can obtain Macro-F1 metric as follows:
Macro− F1 =
1
C
C∑
c=1
2× TPc
2× TPc + FPc + FNc
4 http://nlp.uned.es/social-tagging/delicioust140/
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Macro-AUC is a ranking-based metric, i.e., it tests the ranking prediction of
the most relevant documents for each category. For each category c, we first derive
a correlation score S(c, d) for each document d based on the classifier. Then we
obtain a receiver operating characteristic (ROC) curve by plotting the true positive
rate against false positive rate with various threshold settings. The area under
the ROC curve is computed for each category and Macro-AUC is the average
area across categories. A random decision rule gives Macro-AUC = 0.5; a perfect
prediction achieves Macro-AUC = 1.
5.3 Baselines
For thorough comparison, we evaluate SMTM against state-of-the-art supervised
and dataless classifiers, as well as some variants of SMTM. We first consider three
supervised baselines:
– SVM: a widely used supervised text classifier. We use a linear kernel and one-
vs-rest scheme with TF-IDF weighting. The SVM implementation in sklearn
toolkit is used. We tune the penalty parameterC on the set {10i|i = −5,−4, . . . , 4, 5}.
– L-LDA: the labeled LDA5 [31] is a topic modeling based supervised approach
for multi-label classification. The parameters are tuned and the best result is
reported.
– MLTM: the recently proposed semi-supervised multi-label topic model with
sentence-level modeling6 [35]. We use the implementation7 provided by the
authors and use their recommended settings. In our experiments, we report
the results with full training set, which yields the best results for this model.
Tuning decision threshold based on the training set is an important step for
supervised multi-label text classification [10, 34]. For the supervised classifiers (i.e.,
SVM, L-LDA and MLTM), the threshold is selected using a 4-fold cross-validation.
As mentioned in the related work, there are three types of dataless classification
techniquess, i.e., classification-based, semantic-based, probabilistic model based. For
thorough comparison, we consider the state-of-the-art solutions from each type:
– SVMs, L-LDAs and MLTMs: the straightforward classification-based ap-
proaches. We build a pseudo training set by associating a training document
with a category if the document contains at least one seed word of that cate-
gory. Then we train a supervised classifier accordingly. We build three dataless
classifiers in this setting by using SVM, L-LDA and MLTM respectively. The
threshold selection process is the same to supervised selection strategy but
conducted over the pseudo training set.
– ESA: the Explicit Semantic Analysis based dataless classification usingWikipedia [3],
which is the state-of-the-art semantic-based solution. The recommended set-
ting is used in our evaluation. We use bootstrapping described in [37] since
bootstrapping is reported to improve the results of ESA-based methods. We
treat the problem as independent binary classification problems and follow [37]
by labeling the top K relevant documents as positive for each category, where
K is tuned and the best result is reported.
5 https://nlp.stanford.edu/software/tmt/tmt-0.4/
6 NLTK is used to split the documents into sentences
7 https://github.com/hsoleimani/MLTM
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– WMD: word mover’s distance is a state-of-the-art word embedding based
metric for measuring document distances [18], which is also a semantic-based
solution. Similar to ESA, we conduct classification based on semantic distances
between documents and categories which are represented with seed words.
We implement WMD with the pre-trained 300-dimensional word embeddings8
from Google News based on Word2Vec [29].
– DescLDA: descriptive LDA is a state-of-the-art probabilistic model based data-
less classifier. Similar to semantic-based solutions, we label the top K relevant
documents as positive for each category.
Note that STM [22] explicitly models only one category for each document so
that it is not directly applicable to multi-label classification. We further consider
some variants of the proposed model by removing or replacing some components
in SMTM:
– SMTM − sparsity: recall that we explicitly model the category-sparsity in
SMTM. Here, we remove the sparsity part in our model. That is, we do not
use binary selectors α. Then we adopt the same top K strategy used in the
baselines to conduct multi-label classification.
– SMTM − category promotion: a variant without the promotion for category-
topic distribution. We simply set µ = 1 (see Eq. 3), so that no supervision from
the seed words is utilized for the calculation of category-topic distribution for
a document.
– SMTM − word promotion: a variant without the promotion for word dis-
tribution. We fix P˜w,c = 1 (see Eq. 8) so that no bias is incorporated in the
sampling process of the words under each category-topic.
– SMTM + word embedding: recall that SMTM uses explicit word co-
occurrences in the target corpus to estimate P (w|s) (See Eq. 5). We further
consider a variant of SMTM that estimates P (w|s) from word embeddings
learned from a large external corpus, i.e., the pre-trained 300-dimensional word
embeddings from Google News based on Word2Vec. Formally, let cos(s,w) de-
note the cosine similarity between the vector representations of seed word s and
word w, where cos(s,w) ∈ [−1, 1]. Eq. 5 is rewritten as P (w|s) = cos(s,w)+12
such that P (w|s) ∈ [0, 1].
For SMTM, we set µ = 0.3, pi = 1, p = q = 1, β0 = β1 = 0.01, γ0 = 50/C
and γ1 = 10
−7. Fast convergence of SMTM is observed in our experiments. We
conduct the classification after running SMTM for 100 iterations. The averaged
result over 10 runs is reported. For fair comparison, the same seed words are used
for all dataless methods.
5.4 Results and Discussion
The classification performance over the two datasets is reported in Table 2. We
observe that SMTM significantly outperforms all other dataless methods in terms
of both Macro-F1 and Macro-AUC on both datasets. Among all dataless baselines
in comparison, ESA delivers the best Macro-F1 scores on the two datasets, however
8 https://code.google.com/archive/p/word2vec/
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Table 2: Performance comparison on the two datasets. The best and the second
best results by dataless classifiers are highlighted in boldface and underlined re-
spectively. #F1: Macro-F1 score; #AUC: Macro-AUC score.
Ohsumed Delicious
Method
#F1 #AUC #F1 #AUC
SVM 0.629 0.921 0.461 0.846
L-LDA 0.520 0.861 0.401 0.763
MLTM 0.463 0.874 0.286 0.780
SVMs 0.418 0.789 0.340 0.754
L-LDAs 0.411 0.818 0.321 0.745
MLTMs 0.278 0.805 0.296 0.781
ESA 0.424 0.851 0.343 0.775
WMD 0.264 0.753 0.268 0.783
DescLDA 0.358 0.781 0.297 0.743
SMTM 0.480 0.872 0.370 0.793
SMTM - sparsity 0.437 0.864 0.346 0.788
SMTM - category promotion 0.448 0.866 0.334 0.786
SMTM - word promotion 0.450 0.861 0.362 0.789
SMTM + word embedding 0.451 0.845 0.364 0.783
with an expensive external knowledge base. We can also find that our approach is
much better than DescLDA. Note that DescLDA is also built upon probabilistic
topic models but designed for single-label classification. This suggests that our
approach successfully discovers the underlying topical structure of multi-labeled
documents, leading to better classification results.
As expected, the supervised classifiers like SVM and L-LDA obtain better
classification performance than all the dataless classifiers. However, we observe
that our approach does the best to close the gap. In fact, the gap between SMTM
and L-LDA is small in terms of Macro-F1, and SMTM even achieves better Macro-
AUC scores than L-LDA. The results of MLTM on both datasets are comparable
with the ones reported in [35]. An interesting finding is that SMTM outperforms
MLTM on both datasets in terms of Macro-F1. Note that SMTM and MLTM are
both probabilistic topic model based techniques. The superiority of SMTM over
MLTM confirms again that explicitly modeling category sparsity of the documents
is an effective mechanism for multi-label dataless classification.
SMTM is superior to all its variants. This suggests that the proposed spar-
sity modeling and promotion strategies are effective. The performance loss when
removing either promotion strategy (i.e., promotion for the category-topic distri-
bution or the word distribution) validates that the two promotion strategies are
complementary so that their combination leads to better classification accuracy.
Interestingly, SMTM + word embedding, though with an external resource, under-
performs SMTM in all settings. This suggests that using the semantic knowledge
in target collection could be more effective than resorting to an external resource,
possibly due to the discrepancy in domains.
5.5 Comparison of SMTM and Supervised Classifiers
Though SMTM is significantly superior to dataless baselines, from Table 2, we
observe that SVM is significantly better than our model. Thus, supervised classi-
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Fig. 2: Visualizing per category performance in terms of F1. The categories are
numbered in increasing order of F1 scores obtained by SVM. The dataless classifier
SMTM outperforms L-LDA for 7/23 categories on the Ohsumed dataset, and 7/20
categories on the Delicious dataset. SMTM also occasionally outperforms SVM.
fiers should be preferred when training data is large in volume and of high-quality.
Here, we are interested in conducting a deeper comparison of SMTM and super-
vised classifiers. Specifically, we will discuss a few scenarios in which our dataless
classifier will be a more desired choice than supervised classifiers.
First, to better understand the performance of our model, we visualize the
F1 per category in Fig. 2. We observe that, surprisingly, SMTM outperforms L-
LDA in terms of F1 for about one third of the categories on both datasets. For
some categories SMTM also surpasses SVM. The categories for which SMTM
outperforms SVM by more than 3% are Neoplasms in the Ohsumed dataset, and
java, education in the Delicious dataset. One possible reason is that these categories
are better described by the seed words than the labeled documents. This suggests
that seed words could be very strong indicators for some categories, which are even
better than labeled documents. That is, seed words could possibly substitute the
labeled documents for some categories and result in an even better text classifier.
Thus, our approach could possibly be used only to a part of the categories that
are precisely described by seed words so that labeled documents are not required
for those categories. In this sense, human efforts can be saved with only slight or
even no performance loss.
Second, the volume of training data is critical to the effectiveness of supervised
classifiers. Here, we would like to find the number of training instances at which
SVM starts to outperform SMTM. Following the work in [5], we randomly create
the subsets from training documents such that the proportion of documents un-
der each category is identical to that of the whole training set. The performance
pattern of SVM in terms of Macro-F1 is shown in Fig. 3a. It takes about 1, 000
training documents for SVM to obtain comparable performance with SMTM on
both datasets. Note that SMTM only uses about 4 seed words for each category
on average. SMTM would be a desired choice when a large number of labeled
documents are not available.
Third, in many applications, there is only a “partial” set of category labels
for a document in the training set [38]. To prepare a multi-labeled dataset, a user
has to consider every possible category for each document. It is likely that the
user will miss some proper categories. When a user provides a particular category
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Fig. 3: The performance comparision of SMTM and SVM. (a) plots the perfor-
mance of SVM with different number of training documents; (b) plots the perfor-
mance of SVM with different weak label ratio, that is, only that ratio of category
labels are kept for each document.
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Fig. 4: The impact of parameters in SMTM.
label for a document, we know that the category is proper. However, for the
categories not provided, we can not conclude that they are not proper. Regularly,
“partial” category labels will degrade the performance of supervised classifiers. We
randomly use a specific ratio of the category labels for each document and train an
SVM classifier accordingly. The result is reported in Fig. 3b. We observe that the
performance of SMTM is close to SVM using about 50% to 70% of the category
labels for each document. For supervised classifiers, it is expensive to ask human
annotators to carefully consider all the categories and assign a perfect category
label set for each document. Our dataless classifier will be preferable when the
quality of labeled documents cannot be guaranteed.
5.6 Impact of Parameters and the Number of Iterations
Our model has a few parameters. We study the impact of those parameters by
varying each parameter respectively with other parameters fixed. Note that we do
not consider γ1 and fix it to 10
−7 since the Gibbs sampling algorithm holds only
when γ1 is very small. In our experiments, we find that our model is not sensitive
to most parameters, except µ and γ0. The performance patterns of SMTM with
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Fig. 5: The performance of SMTM with different number of iterations.
different µ and γ0 values are plotted in Fig. 4. The two parameters can be well
interpreted. µ controls the importance of observing seed words. Small µ value
indicates that the appearance of a seed word is a very strong indicator of the
corresponding category. γ0 controls the category sparsity of each document and
can be understood as a “threshold” of assigning a category label. A small γ0 value
means a document will be assigned more category labels, that is, a category will
be included even when this category is only weakly related to a document. A
large γ0 results in a small number of category labels for each document, which
means a category will be included only when this category is highly related to a
document. We can observe that a larger γ0 (i.e., about 1 to 5) leads to better
performance, consistent with the assumption that the category-topic distribution
for a document is sparse. In our evaluation, we set γ0 = 50/C on both datasets,
which is a typical value for topic models. For other insensitive parameters, we also
set them to typical values.
Fast convergence of SMTM is observed. The performance with respect to the
number of iterations is plotted in Fig. 5. We observe stable performance after
about 10 iterations.
5.7 Topic Visualization and Case Study
Table 3 shows the most probable words under some sample category-topics learned
from the Delicious dataset by using SMTM and L-LDA. Observe that, in addition
to the seed words, SMTM discovers other relevant words for each category. For
example, SMTM finds “obama” in category politics, and “desktop” in category
computer, although both are not seed words. We also observe that some irrelevant
words are discovered by L-LDA, e.g., “new”, “one”, “use” and “would”. Note
that L-LDA uses a large number of labeled documents in learning. The above
observations show that SMTM can discover meaningful category-topics that are
comparable with supervised topic models.
Table 4 shows three documents in the Delicious dataset. We make the following
observations. First, most of the words are generated from the background topic
in SMTM. It is reasonable because regularly only those words highly relevant to
a category are expected to be generated from the corresponding category-topic.
Second, each document only uses category-topics that correspond to its prediction,
which provides evidence of the effect of sparsity modeling of SMTM. Third, SMTM
can correctly classify a document even if the document contains no seed word. For
Multi-label Dataless Text Classification with Topic Modeling 19
Table 3: Top-10 words learned from the Delicious dataset by SMTM (left) and
L-LDA (right) for sample categories. The seed words of SMTM are highlighted in
boldface, and irrelevant words are underlined.
Category SMTM top-10 words L-LDA top-10 words
style
style color styles fonts div
cascading colors width font
sheets
style css color use page font
name display styles fonts
politics
government obama
political mccain politics
presidential campaign senate
democracy federal
government political new
people world obama public
campaign mccain would
computer
mac computer desktop
hardware screen windows
drive apple linux usb
mac computer use windows
software free download file
new apple
culture
music art culture artists
artist film festival stock songs
arts
art music new one culture
artists time work world video
example, in the second document, there is no seed word of politics. Nevertheless,
SMTM successfully associates the document with politics. An explanation is that
some words in the document (e.g., “democratic”, “obama”) frequently co-occur
with the seed words of politics, and are identified as relevant words by our model.
This also explains why SMTM can discover relevant words in addition to seed
words, as illustrated in Table 3. Fourth, some documents may be irrelevant to a
particular category even though it contains relevant words of that category. For
example, the third document mentions “web” only to tell the readers how to use
the tools, but not to talk about the web. Unfortunately, “web” is the seed word
of web in our experiments. It is not a surprise that SMTM mistakenly associates
the document with web since seed words are assumed to be strong indicators of
corresponding categories. Our model could be further improved by considering
these conditions.
6 Conclusion and Future Works
In this paper, we proposed a novel Seed-guided Multi-label Topic Model for multi-
label dataless text classification, named SMTM. Without any labeled data or ex-
ternal resource, SMTM only needs few seed words relevant to each category to
conduct multi-label classification. The experimental results on two public datasets
show that SMTM outperforms existing state-of-the-art dataless baselines and some
supervised techniques. We further discussed some scenarios in which SMTM is a
more disired choice than supervised solutions. Our approach is preferable when
training data is not large or the quality of the data cannot be guaranteed. It is
also disirable to use our approach only on the precisely described categories so
that labeled documents are not required for those labels.
For future works, we plan to test whether dataless setting is applicable to
extreme multi-label classification. Our experiments are conducted on two normal-
sized multi-labeled datasets. In real applications, the number of categories could
reach hundreds of thousands or millions. It is interesting to check whether SMTM
can work in this situation. In our evaluation, we used LDA-based strategy to select
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Table 4: Topic assignments of some documents in the Delicious dataset. The words
and punctuations that are removed in the preprocessing step are shaded with gray.
Black words are generated from background topic; red from education; blue from
web; purple from politics. The seed words are underlined. Note that there is no
seed word in the second document.
Ground Truth: Hi! My name is Wesley Fryer. I am thrilled to be a 21st century digital
learner. We live in the most exciting age of earth history for anyone with
ideas they want to share with a global audience! As I process the world
and the web. I regularly update my blog, podcast, workshop curricula
and social bookmarks. (You can add me to your own del.icio.us
network.) I frequently contribute to Technology and Learning’s Blog and
Google’s Education blog, “The Infinite Thinking Machine.” A fairly
complete list of the websites I maintain, social networks to which I
regularly contribute, and other web 2.0 sites I utilize is available on
claimid.com/wfryer.
web, education
Prediction:
web, education
Ground Truth: It’s time for presumed Democratic nominee Barack Obama to turn his
attention to a running mate. To help, we bring you the second
installment of VP Madness, where users decide who Obama should
choose as his #2. Vote in the head-to-head match ups below to
determine which candidates advance to face each other in the next
round. You can view the latest results by clicking the button at the
bottom of the page. The winner will be revealed on July 1, in plenty of
time for Obama to consider your choice. In the GOP Edition, former
Arkansas Governor (and former presidential candidate) Mike Huckabee
was chosen as John McCain’s best bet.
politics
Prediction:
politics
Ground Truth: A note about the resources presented: The following is a collection of
audio, video and multimedia learning tools for use by faculty and
students. To use any of the tools below you can link to this page as
needed or simply right-click your mouse on the title; then copy the web
address (shortcut, URL, link location) to your system’s clipboard; and
paste the direct URL into your code. The use of these objects is free for
nonprofit educational use with proper attribution to the CIP as author.
education
Prediction:
web, education
seed words for each category. However, this strategy may not work well when the
dimension of the category space is extremely high. It is also necessary to develop
more advanced strategies to select seed words.
References
1. Belanger D, McCallum A (2016) Structured prediction energy networks. In:
Proceedings of the 36th Annual International Conference on Machine Learn-
ing, pp 983–992
2. Blei DM, Ng AY, Jordan MI (2003) Latent dirichlet allocation. Journal of
Machine Learning Research 3(Jan):993–1022
3. Chang MW, Ratinov LA, Roth D, Srikumar V (2008) Importance of semantic
representation: Dataless classification. In: Proceedings of the the 23rd AAAI
Conference on Artificial Intelligence, pp 830–835
4. Chen G, Ye D, Xing Z, Chen J, Cambria E (2017) Ensemble application of
convolutional and recurrent neural networks for multi-label text categoriza-
tion. In: Proceedings of the 2017 International Joint Conference on Neural
Networks, pp 2377–2383
5. Chen X, Xia Y, Jin P, Carroll J (2015) Dataless text classification with de-
scriptive lda. In: Proceedings of the the 29th AAAI Conference on Artificial
Intelligence, pp 2224–2231
Multi-label Dataless Text Classification with Topic Modeling 21
6. Chen Z, Liu B (2014) Mining topics in documents: standing on the shoulders of
big data. In: Proceedings of the 20th ACM SIGKDD International Conference
on Knowledge Discovery and Data Mining, pp 1116–1125
7. Chen Z, Mukherjee A, Liu B, Hsu M, Castellanos M, Ghosh R (2013) Lever-
aging multi-domain prior knowledge in topic models. In: Proceedings of the
23rd International Joint Conference on Artificial Intelligence, pp 2071–2077
8. Cisse´ M, Al-Shedivat M, Bengio S (2016) Adios: Architectures deep in output
space. In: Proceedings of the 36th Annual International Conference on Machine
Learning, pp 2770–2779
9. Druck G, Mann G, McCallum A (2008) Learning from labeled features using
generalized expectation criteria. In: Proceedings of the 31st Annual Interna-
tional ACM SIGIR Conference on Research and Development in Information
Retrieval, pp 595–602
10. Fan RE, Lin CJ (2007) A study on threshold selection for multi-label clas-
sification. Department of Computer Science, National Taiwan University pp
1–23
11. Gabrilovich E, Markovitch S (2007) Computing semantic relatedness using
wikipedia-based explicit semantic analysis. In: Proceedings of the 20th Inter-
national Joint Conference on Artificial Intelligence, pp 1606–1611
12. Ghamrawi N, McCallum A (2005) Collective multi-label classification. In:
Proceedings of the 14th ACM International Conference on Information and
Knowledge Management, ACM, pp 195–200
13. Griffiths TL, Steyvers M (2004) Finding scientific topics. Proceedings of the
National Academy of Sciences 101(suppl 1):5228–5235
14. Ishwaran H, Rao JS (2005) Spike and slab variable selection: frequentist and
bayesian strategies. Annals of Statistics pp 730–773
15. Ji S, Tang L, Yu S, Ye J (2008) Extracting shared subspace for multi-label
classification. In: Proceedings of the 14th ACM SIGKDD International Con-
ference on Knowledge Discovery and Data Mining, pp 381–389
16. Joachims T (1998) Text categorizationwith support vector machines: Learning
with many relevant features. Machine Learning: ECML-98 pp 137–142
17. Ko Y, Seo J (2004) Learning with unlabeled data for text categorization using
bootstrapping and feature projection techniques. In: Proceedings of the 42nd
Annual Meeting on Association for Computational Linguistics, p 255
18. Kusner M, Sun Y, Kolkin N, Weinberger K (2015) From word embeddings to
document distances. In: Proceedings of the 35th Annual International Confer-
ence on Machine Learning, pp 957–966
19. Lacoste-Julien S, Sha F, Jordan MI (2009) Disclda: Discriminative learning
for dimensionality reduction and classification. In: Proceedings of the 23rd
Annual Conference on Neural Information Processing Systems, pp 897–904
20. Li C, Wang B, Pavlu V, Aslam J (2016) Conditional bernoulli mixtures for
multi-label classification. In: International Conference on Machine Learning,
pp 2482–2491
21. Li C, Wang H, Zhang Z, Sun A, Ma Z (2016) Topic modeling for short texts
with auxiliary word embeddings. In: Proceedings of the 39th International
ACM SIGIR conference on Research and Development in Information Re-
trieval, pp 165–174
22. Li C, Xing J, Sun A, Ma Z (2016) Effective document labeling with very
few seed words: A topic model approach. In: Proceedings of the 25th ACM
22 Daochen Zha, Chenliang Li
International on Conference on Information and Knowledge Management, pp
85–94
23. Li X, Guo Y (2013) Active learning with multi-label svm classification. In: Pro-
ceedings of the 23rd International Joint Conference on Artificial Intelligence,
pp 1479–1485
24. Lin T, Tian W, Mei Q, Cheng H (2014) The dual-sparse topic model: mining
focused topics and focused terms in short text. In: Proceedings of the 23rd
International Conference on World Wide Web, pp 539–550
25. Liu B, Li X, Lee WS, Yu PS (2004) Text classification by labeling words. In:
Proceedings of the the 19th AAAI Conference on Artificial Intelligence, pp
425–430
26. Liu J, Chang WC, Wu Y, Yang Y (2017) Deep learning for extreme multi-
label text classification. In: Proceedings of the 40th International ACM SIGIR
Conference on Research and Development in Information Retrieval, pp 115–
124
27. Mahmoud H (2008) Po´lya urn models. CRC press
28. Mcauliffe JD, Blei DM (2008) Supervised topic models. In: Proceedings of
the 22nd Annual Conference on Neural Information Processing Systems, pp
121–128
29. Mikolov T, Sutskever I, Chen K, Corrado GS, Dean J (2013) Distributed rep-
resentations of words and phrases and their compositionality. In: Proceedings
of the 27th Annual Conference on Neural Information Processing Systems, pp
3111–3119
30. Mimno D, Wallach HM, Talley E, Leenders M, McCallum A (2011) Optimizing
semantic coherence in topic models. In: Proceedings of the 2011 Conference
on Empirical Methods in Natural Language Processing, pp 262–272
31. Ramage D, Hall D, Nallapati R, Manning CD (2009) Labeled lda: A supervised
topic model for credit attribution in multi-labeled corpora. In: Proceedings of
the 2009 Conference on Empirical Methods in Natural Language Processing,
pp 248–256
32. Ramage D, Manning CD, Dumais S (2011) Partially labeled topic models for
interpretable text mining. In: Proceedings of the 17th ACM SIGKDD Inter-
national Conference on Knowledge Discovery and Data Mining, pp 457–465
33. Read J, Pfahringer B, Holmes G, Frank E (2011) Classifier chains for multi-
label classification. Machine learning 85(3):333–359
34. Rubin TN, Chambers A, Smyth P, Steyvers M (2012) Statistical topic models
for multi-label document classification. Machine Learning 88(1):157–208
35. Soleimani H, Miller DJ (2016) Semi-supervised multi-label topic models for
document classification and sentence labeling. In: Proceedings of the 25th
ACM International on Conference on Information and Knowledge Manage-
ment, pp 105–114
36. Song Y, Roth D (2014) On dataless hierarchical text classification. In: Proceed-
ings of the the 28th AAAI Conference on Artificial Intelligence, pp 2224–2231
37. Song Y, Upadhyay S, Peng H, Roth D (2016) Cross-lingual dataless classi-
fication for many languages. In: Proceedings of the 25th International Joint
Conference on Artificial Intelligence, pp 2901–2907
38. Sun YY, Zhang Y, Zhou ZH (2010) Multi-label learning with weak label. In:
Proceedings of the the 24th AAAI Conference on Artificial Intelligence, pp
593–598
Multi-label Dataless Text Classification with Topic Modeling 23
39. Tao X, Li Y, Lau RY, Wang H (2012) Unsupervised multi-label text classifica-
tion using a world knowledge ontology. In: Proceedings of the 2012 Pacific-Asia
Conference on Knowledge Discovery and Data Mining, pp 480–492
40. Tsoumakas G, Katakis I (2006) Multi-label classification: An overview. Inter-
national Journal of Data Warehousing and Mining 3(3)
41. Tsoumakas G, Katakis I, Vlahavas I (2009) Mining multi-label data. In: Data
mining and knowledge discovery handbook, Springer, pp 667–685
42. Wang B, Li C, Pavlu V, Aslam J (2017) Regularizing model complexity and la-
bel structure for multi-label text classification. arXiv preprint arXiv:170500740
43. Wang C, Blei DM (2009) Decoupling sparsity and smoothness in the discrete
hierarchical dirichlet process. In: Proceedings of the 23rd Annual Conference
on Neural Information Processing Systems, pp 1982–1989
44. Wang S, Chen Z, Fei G, Liu B, Emery S (2016) Targeted topic modeling for
focused analysis. In: Proceedings of the 22nd ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining, pp 1235–1244
45. Yang B, Sun JT, Wang T, Chen Z (2009) Effective multi-label active learning
for text classification. In: Proceedings of the 15th ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining, pp 917–926
46. Zhu J, Ahmed A, Xing EP (2009) Medlda: maximum margin supervised topic
models for regression and classification. In: Proceedings of the 26th Annual
International Conference on Machine Learning, pp 1257–1264
47. Zubiaga A, Garc´ıa-Plaza AP, Fresno V, Mart´ınez R (2009) Content-based
clustering for tag cloud visualization. In: Proceedings of the 2009 International
Conference on Advances in Network Analysis and Mining, pp 316–319
Appendix
A. Seed Words for Evaluation
We manually label some seed words for Delicious and Ohsumed based on standard
LDA model. The seed words for Delicious are listed as below:
Category Seed Words
politics politics, government, political, democracy, senate
design design, css, gallery, designers, designer, graphic
programming programming, php, javascript, python, ruby
java java, eclipse, tomcat, applet
reference reference
internet internet, traffic
computer computer, mac, drive, desktop, screen, hardware
education education, students, learning, school, teachers
web web, html, ajax
language language, languages, french
science science, scientific, brain, scientists, researchers
writing writing, fiction, tales
culture culture, art, music
