Abstract. In this paper we present new interlacing properties for the eigenvalues of an unreduced tridiagonal symmetric matrix in terms of its leading and trailing sub matrices. The results stated in Hill and Parlett 8] are hereby improved. The proves of our results are simple and elementary. We further extend our results to reduced symmetric tridiagonal matrices and to specially structured full symmetric matrices. We then apply these theoretical results to the devising of fast and e cient parallel algorithms for computing the eigenvalues of very large size matrices.
1. Introduction. The interlacing properties of tridiagonal symmetric matrices are of interest for a variety of algorithms such as the Lanczos tridiagonalization method, and divide and conquer methods for computing the eigenvalues of the matrix. Recently, Hill and Parlett 8] have presented some re ned interlacing properties for the eigenvalues of an unreduced tridiagonal symmetric matrix in terms of the eigenvalues of its leading sub matrices. In this paper we generalize their results by providing interlacing properties for the eigenvalues of the matrix in terms of the eigenvalues of the leading and trailing sub matrices, and we show that their results are a special case of ours. Moreover, our exposition is elementary and simple to follow as compared to their's. We further extend our results to general symmetric tridiagonal matrices, and to specially structured full symmetric matrices as well. Finally, we present some applications of our theoretical results to the parallel computation of the eigenvalues of very large size matrices. This paper is organized as follows. In Section 2, we present some de nitions and notations. In Section 3, and Section 4, we present our two main Theorems for unreduced symmetric tridiagonal matrices. In Section 5, we extend them to to general symmetric and further to other specially structured full symmetric matrices. In Section 6, we present some applications to the parallel computation of the eigenvalues of very large size matrices, and nally in the conclusion we mention some open related problems.
2. Basic de nitions and notations. We denote by R n , the set of real vectors of order n, and the standard basis for this induced vector space by e i ; i = 1; : : : ; n; (1) where e i is all zeros beside the ith coordinate which is one. When needed we emphasize that a vector is in R n by writing for example e (n) i . We denote by M(n) the set of real matrices of order n. Our main interest in this paper is in the eigenvalues of real symmetric matrices. However, since complex Hermitian matrices have similar properties
Technion -Israel Institute of Technology, Department of Computer Science, Technion City, Haifa 32 000, Israel. baron@cs.technion.ac.il 1 our results can be naturally extended to this class too. For that purpose, we denote the transpose of a matrix A, by A , so that A is symmetric if and only if A = A. Note that in the complex case, this symbol usually denotes the conjugate transpose of the matrix( which is the same for the real case) and hence, it should be easy to translate our results to this more general class.
We denote a tridiagonal symmetric matrix T 2 M(n) b n 1 b n 1 a n 1 C C C C C C C C C C A : (2) We say that T is unreduced if b i 6 = 0; i = 1; : : :; (n 1). Unreduced symmetric tridiagonal matrices have di erent real eigenvalues. We will often need a more compact form to present the matrix T, and we will write, 
where T l ; l = k 1; k is the leading sub matrix of order l, and H l ; l = k + 1; k + 2 is the trailing sub matrix of order n (l 1).
We denote the characteristic polynomial of T l by, p l (x) = det(xI T l ); l = 1; : : : ; n; (4) and the characteristic polynomial of H l by q l (x) = det(xI H l ); l = 1; : : :; n: (5) Let T 2 M(n) be an unreduced symmetric tridiagonal matrix as above, than its characteristic polynomial can be evaluated through its kth row, 1 k n, as follows:
where p 0 (x) = q n+1 (x) 1, and q n+2 (x) 0. We denote the eigenvalues of T by = f 1 < 2 < < n 1 < n g; (9) 2 and the extended set of eigenvalues of T k , by , i.e., = f 0 = 1 < 1 < < k < 1 = k+1 g; 1 k (n 1); (10) where we have added the two extreme arti cial eigenvalues for convenience. For k = n 1, the eigenvalues of T interlace those of T (n 1) , i.e., in each interval ( i 1 ; i ) i = 1; : : : ; n; (11) there is exactly one eigenvalue of T. This is just a consequence of the Cauchy's interlacing theorem, see Parlett 10 ].
3. Interlacing properties for the eigenvalues of an unreduced symmetric tridiagonal matrix. We present in this section our rst main result relating the spread of the eigenvalues of the matrix to the spread of the eigenvalues of its leading and trailing sub matrices. Theorem 3.1. Let T 2 M(n) be an unreduced symmetric tridiagonal matrix as in (3) . Let denotes the extended set of eigenvalues of T k as in (10) , and let, = f 0 = 1 < 1 < < m < 1 = m+1 g; m = n (k + 1); (12) denotes the extended set of eigenvalues of H k+2 . We further let,
denotes the respective union of and , where by union we distinguish between the same eigenvalues from the two di erent sets. Then in each interval ( i 1 ; i ) i = 1; : : : ; n;
there is a di erent eigenvalue, and therefore exactly one di erent eigenvalue of T.
Remarks: 1. In case ( i 1 = i ) we assume that the interval contains that one point alone.
2. By a di erent eigenvalue we mean algebraically di erent, that is, in case the multiplicity of an eigenvalue is r, each occurrence is considered to be a different one. 3. The last remark is of no signi cance here, because the eigenvalues di er by the usual convention. However, when we consider later the more general case of reduced symmetric tridiagonal matrices, an eigenvalue may have any multiplicity up to n. For the sake of consistency we prefer to clarify this de nition right at this point.
We will prove Theorem (3.1) in the following: 
Proof. We prove one way, the other is proved similarly. Let = r be an eigenvalue of T, then,
However, since T is unreduced b k 6 = 0, and since the eigenvalues of T k strictly interlace those of T k 1 we have p k 1 ( r ) 6 = 0. Hence, q k+2 ( ) = 0 and is an eigenvalue of H k+2 . where 1 r k, and 0 l (k + 1) r. We will then show that in each interval, ( i+j 1 ; i+j ) j = 0; : : : ; l; (25) there exist at most one eigenvalue of T. Hence, since for s = 1; : : : ; (m + 1) these sets of intervals correspond to the complete set of non-redundant intervals of we are done. For the proof we make use of Sylvester theorem which states that the inertia of T and F TF is the same provided F is non-singular see Horn 9] . We denote the number of positive eigenvalues of T by (T). Given a real number x which is not an eigenvalue of T k nor of H k+2 , we construct the matrix F as follows: (27) and therefore (T k xI) + (H k+2 xI) (T xI) (T k xI) + (H k+2 xI) + 1: (28) 5 However, the inertias of T k and H k+2 do not change inside a non-redundant interval, as in (25), and therefore the number of eigenvalues of T there is bounded by (T xI) (T yI) 1; (29) for some x y and x; y 2 ( i+j 1 ; i+j ).
We proceed to re ect on some implications of Theorem (3.1).
Theorem ( (34) We conclude that so far, the interval contains l 1 eigenvalues of T, and l 2 eigenvalues of H k+2 , which is according to our claim. The remaining two extreme intervals may now increase the size of both of these sets, by the same amount, and the proof now follows. The last assertion is then obvious. 6 Corollary 3.5. In case i 1 < i < i+1 ; (35) i is not an eigenvalue of T, and there are exactly i eigenvalues of T before it, and n i eigenvalues after it. Otherwise, say, i 2 < i 1 = i < i+1 ; (36) i is an eigenvalue of T, and there are exactly (i 1) eigenvalues before it, and (n i) eigenvalues after it.
Theorem (3.1) also implies Theorem 2 of Hill and Parlett which states the following for the special case of n = k + 2. Let, H n = a n = a, and let a belongs to the ith interval of , i.e., a 2 i 1 ; i ]; 1 i k + 1:
Then, there is exactly one eigenvalue of T in each of the intervals, ( j 1 ; j ); 1 j k + 1; j 6 = i; (38) and in each of the subintervals,
This rst part of their theorem is the conclusion of ours. Next, consider the extended set of eigenvalues of T k+1 which we denote by , i.e., = f 0 = 1 < 1 < < k+1 < 1 = k+2 g: (40) Note that from the Cauchy's interlace theorem the eigenvalues of strictly interlace those of . Let, a = i , i.e., This is the essence of the second part of their theorem, and is again a simple consequence of ours. For by the Cauchy's interlacing theorem, there is exactly one eigenvalue of T in each of the intervals, These conclusions are again an obvious result of our Theorem. However, we will give a much more general result in the next section for which this theorem of Hill and Parlett is a special case.
Theorem (3.1) slightly modi ed also holds for general tridiagonal matrices. However, for the sake of simplicity we have decided to consider rst this more easily veri able case. The general case is dealt with in Section 5.
There are some generalizations of Theorem (3.1) to specially structured full symmetric matrices. These will be considered also in Section 5.
There are some consequences of our theoretical results to the parallel computation of the eigenvalues of very large size matrices. For example, by choosing k = b(n 1)=2c, we can compute the eigenvalues of T k and H k+2 in parallel, and then use their interlacing properties to get some sharper bounds for the exact eigenvalues of T. For example, consider the famous tridiagonal matrix T = tridiag( 1; 2; 1), whose eigenvalues are given analytically by, ; i = 1; : : : ; n: (49) Let n = 1024, and assume for our demonstration that we are looking for the 307th and 308th eigenvalues which are depicted below, = 307 = 0:82195126525; 308 = 0:82691048642 : (50) 8 For k = 511, and m = 512, the related eigenvalues of and are, 4. Re ned interlacing properties for the eigenvalues of an unreduced symmetric tridiagonal matrix. We present in this section more re ned results relating the spread of the eigenvalues of a matrix to the eigenvalues of a two leading and a two trailing sub matrices. 
Proof. We will rst assume for simplicity that do not contain any duplicates, and that w.l.g. 1 < 1 . The proof is by induction on the index i, as in (59). Note, that it is su cient to show that there is at least one eigenvalue in each interval, because these intervals are disjoint and the total number of eigenvalues can not exceed n. and both cases are valid. The justi cation for this last statement is similar to that for the rst case and is left for the reader. 10 We ( i 1 ; i ) ; (68) and that they are dealt with in a similar way.
In order to prove the theorem for the more general case we observe the following:
1. In case and do not contain duplicates but for some i and j, i = j ; 0 i; j n; (69) then i = j, and i is not an eigenvalue of T. This is a consequence of Lemma (3.3) and Corollary (3.5).
2. In case or contains some duplicates, for example, and we may assume w.l.g. that i 1 < i .
We therefore conclude that the same proof is valid for the general case too.
We proceed to re ect on some of the implications of Theorem (4.1).
11 Theorem (4.1) is a generalization of Theorem 2 in Hill and Parlett 8], which is reviewed for convenience in the fourth remark after Theorem (3.1). For let n = k + 2, as is there, and choose k 0 = n 1. Then applying Theorem (4.1) with k 0 , the eigenvalues of T k 0 1 , are the eigenvalues in , the eigenvalues of T k 0 are those in , H k 0 +1 = a k+2 = a, and H k 0 +2 is empty. The result now follows word by word from the conclusion of Theorem (4.1), and is much simpler than the previous proof based on Theorem (3.1) which is already a simpli cation of the proof given in 8].
Our result is much more general than the one given in 8] since it applies to any sub matrix of order 1 k n, and not just for the case where k = n 2.
Theorem (4.1) slightly modi ed also holds for general tridiagonal matrices. However, as before, for the sake of simplicity we have decided to consider rst this more easily veri able case. The more general case will be considered in Section 5. It seems that by taking more and more complementary matrices, we may get even better bounds. But, it is questionable weather this computationally bene cial in practice. We will therefore not pursue this subject any further. 5 . Generalizations. We extend Theorems (3.1) and (4.1) of the previous Sections for general tridiagonal symmetric matrices in sub Section 5.1. and sub Section 5.2. Then, in sub Section 5.3 we give some generalizations to specially structured full symmetric matrices. 5.1. Symmetric tridiagonal matrices I. We extend Theorem (3.1) for general symmetric tridiagonal matrices in the following: 
we can choose a di erent eigenvalue of T in a unique way.
Remarks: 1. We may have i 1 < i , and yet i 1 or i or both are eigenvalues of T. This is why we must use the closed parenthesis notation. 2. Let^ corresponds to the sequence of eigenvalues thus chosen. Then we say that^ is a legal sequence. 3. By uniqueness we mean that if^ is a legal sequence, then, i = i ; i = 1; : : : ; n: (80) Proof. We rst prove existence and then uniqueness. We show that there is at least one di erent eigenvalue in each such interval. Let^ denotes the eigenvalues of T k 1 ;k , and let^ denotes the eigenvalues of H k+2;k 2 . Let^ denotes the union of these respective two sets. Applying 13 Theorem (3.1) toT, with k 0 = k (k 1 1) and n 0 = k 2 (k 1 1), we conclude that there is exactly one di erent eigenvalue ofT in each interval i 2 (^ i 1 ;^ i ); i = 1; : : : ; k 2 k 1 + 1:
(83) However, the eigenvalues ofT are also eigenvalues of T, and the remaining eigenvalues of T, namely those of T 1;(k 1 1) , and of H k 2 +1 , are simply the eigenvalues in the set ^ . We next describe how we choose a di erent eigenvalues from each interval of (79) that is a subinterval of the same interval of (83). Since these last intervals are disjoint, and cover the whole real line, the proof then follows. Given an index i; 1 88) and therefore is a legal sequence.
Proof. Let 1 i n be the minimal index such that^ i 6 = i . By the minimality of i,^ i = j ; i < j n; (89) 14 and therefore, i <^ i i . However, in that case, there is no way to choose i in the subsequent intervals, and this is a contradiction as^ is a legal sequence. Corollary 5.3. Consider the case where, for some index 1 l n, l 2 < l 1 = = l+r 1 < l+r : (90) Then l is an eigenvalue of T of multiplicity at least r but of no more than r + 2.
Proof. We rst observe that by Corollary (5.2), l = j 2 j 1 ; j ]; j = l; : : :; l + r 1;
(91) and therefore its multiplicity is at least r. The rest follows from the proof of Theorem 
Proof. The proof is similar to the proof of Theorem (5.1).
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Case b k 1 ; b k ; b k+1 6 = 0: Here, we apply Theorem (4.1) to the subsequence^ corresponding to the unreduced matrixT as in (82). Then, we add the remaining eigenvalues in ^ which are also eigenvalues of T. However, we note that this time each such eigenvalue of T, distinguishing between the di erent occurrences of the same eigenvalue, appears exactly twice. The rest now follows by a straightforward modi cation of the proof of Theorem (5.1).
Case and H k+1 are unreduced. We will denote by, (1) = f 0 = 1 < 1 < 1 < k 1 < k < 1 = k g; (98) the respective union of and , and by (2) = f 0 = 1 < 1 < 1 < m < m+1 < 1 = m+1 g; (99) the respective union of and . We will then show how to choose a di erent eigenvalue from each interval in (96) that is a subinterval of the ith interval of for 1 i k. Since these intervals are disjoint, and cover the whole real line the proof will be complete. For a given index i, let l; r and s be the indices such that, l 1 < i 1 l < < l+r 1 i < l+r < < l+s 1 < i l+s ; (100) where 1 l (m+2) and 0 r s (m+2 l). ( (108) and the rest of the respective intervals in (101) to (105). In order to prove our claim we have to show that starting from the rst interval of we choose a di erent eigenvalue in every second interval. For that purpose, we note that in each interval of , starting from the rst or second subinterval, we do choose a di erent eigenvalue in every second subinterval. Hence, our strategy is correct if we could show that we choose a di erent eigenvalue from the rst subinterval of the rst interval of and that the transition between consecutive intervals of abides to this same rule. We will prove that this is so by induction on i. We may now assume by induction that our strategy is correct for up to and not including the ith i > 0 interval.
For i > 0 : Consider the relative position of l 1 in (100). Then, in case l 1 < i 1 , we observe by (104) that we end choosing an eigenvalue from the (i 1)th interval of in the next to last subinterval. Furthermore, by (107) or (108) we start choosing an eigenvalue from the rst subinterval of the ith interval of . Hence, the transition abides to that rule. Similarly, in case i 1 l 1 , we observe by (105) that we end choosing an eigenvalue from the (i 1)th interval of in the last subinterval, and that by (101) or (102) or (106) we start choosing an eigenvalue from the second subinterval of the ith interval of . Hence, the transition abides to that rule in this case too.
This ends the proof for existence. Uniqueness then follows as from Corollary (5.2).
5.3. Specially structured full symmetric matrices. We will present in this subsection some generalizations of the results of the previous subsections to full symmetric matrices of a special structure. 
we can choose a di erent eigenvalue of A in a unique way.
Proof. We will show that A is similar to a tridiagonal matrix T as in (3) 
there is at least one di erent eigenvalue of A.
Proof. Since C mk is a rank one matrix, there exist orthogonal matrices V k 2 M(k) and U m+1 2 M(m + 1), such that
where Q is orthogonal. Hence,
andÂ k ; A k as well asB k+1 ; B k+1 are similar. FinallyÂ is similar to a tridiagonal matrix T as before, and the proof now follows from Theorem (5.1).
We note in passing that this is the same as Theorem 4 in Hill and Parlett 8] . However, we can say much more in the following. Proof. We consider the intervals in (121) that belong to a given interval of . Let, 1 s (m + 2), then there exist indices i; l and r, such that r 1 We note that we could have generalized these results to obtain a bound on the number of eigenvalues of A in each interval of (117) and (118), in a way similar to Corollary (5.3).
6. Parallel computation of the eigenvalues of an unreduced symmetric tridiagonal matrix. We will present some application of our theoretical results to the nding of few eigenvalues of very large size matrices in parallel. Let T 2 M(N) be an We consider the problem of locating an eigenvalue near a real number x, which we assume w.l.g. not to be an eigenvalue of T. Then we may apply the following algorithm.
Step s = 0 : We nd for each sub matrix, Step s = 1; : : : ; t : We nd for each sub matrix, T s i i = Step s = t + 1 : Having located a sharp bound for the enclosing eigenvalues near x, we may use again one of the fast parallel algorithms above to locate them more accurately.
We note that the parallel algorithm so presented requires approximately O(log(p)) iterations, and as thus it may even outperform straight sequential strategies of Bisection and QR. Furthermore, the algorithm can be extended to the nding of few eigenvalues in a given Interval, or all the eigenvalues of the matrix. In this respect there are some strong connections between our algorithm and Cuppen's Divide and Conquer 7] method which require further investigations. 7 . Conclusion. We have presented new theoretical results relating the eigenvalues of a tridiagonal symmetric matrix to those of its leading and trailing sub matrices. These theoretical results were also generalized to specially structured full symmetric matrices. We have then applied these results and obtained fast and e cient parallel algorithms for locating the eigenvalues of very large size matrices. Further research is still required for the investigations of related results for specially structured sparse symmetric matrices.
