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 Riassunto 
Con lo scopo di effettuare la prima rivelazione diretta delle onde gravitazionali, la Collaborazione 
VIRGO  ha messo in funzione un interferometro di Michelson il quale utilizza un fascio laser in un 
ambiente in cui è mantenuto un ultra-alto vuoto per misurare piccolissime variazioni di distanza tra 
specchi appesi a sofisticate sospensioni denominate Superattenuatori. 
Il controllo del sistema Sospensioni è affidato a numerose applicazioni e, attualmente, non dispone 
di un layer di coordinamento affidabile. 
Obiettivo di questa tesi è stato, pertanto, quello di progettare un Software distribuito di Controllo 
dei Superattenuatori (SCS) capace di governare autonomamente tutta la rete di sensori, attuatori, 
controllori DSP, dispositivi CAN e coordinatori del sistema, semplificandone l’interfaccia verso 
l’utente. 
Il progetto si è svolto nelle seguenti fasi: una prima fase dedicata allo studio del layer di 
comunicazione, seguita dalla stesura dei requisiti utente e, infine, dalla progettazione 
dell’architettura del software come previsto dalle specifiche. 
I numerosi difetti del software di gestione dei dispositivi CAN, hanno altresì reso necessario un 
intervento mirato. Con l’occasione è stato progettato e sviluppato un framework che, oltre a 
risolvere i problemi esistenti, introduce diverse funzionalità aggiuntive. 
Abstract 
With the aim of achieving the first direct detection of gravitational waves, the VIRGO 
Collaboration has developed a Michelson’s interferometer that uses a laser in an environment 
where an ultra-high vacuum is maintained, to measure tiny variations in the distance between 
mirrors hanged to sophisticated suspensions named Superattenuators. 
The control of the Suspension system is performed by a number of applications, which don’t have a 
reliable coordination layer at the moment. 
Therefore the scope of this thesis was to design a distributed Superattenuator Control Software 
(SCS), that is able to manage automatically the whole sensors network, the actuators, the DSP 
controllers, the CAN devices and the system coordinators, simplifying the interface toward the user. 
The project was carried out in the following stages: a first stage dedicated to the study of the 
communication layer, followed by requisites definition and, finally, by the software architecture 
design as specified. 
Furthermore several defects of the CAN devices management software led to a specific intervention. 
In order to solve the existing problems and to introduce additional functions, a framework was 
designed and developed. 
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1 Introduzione 
Questo lavoro di tesi è stato svolto presso l’Istituto Nazionale di Fisica Nucleare (INFN) 
nell’ambito del progetto denominato VIRGO. Il progetto VIRGO, che mira a rivelare l’esistenza 
delle onde gravitazionali, necessita di un complesso sistema di controllo realizzato per mezzo di 
computer distribuiti. Una delle principali sorgenti di rumore è costituita dalle vibrazioni del suolo. Il 
sistema “Sospensioni” ha il compito di attenuare queste vibrazioni e di consentire il corretto 
posizionamento delle componenti ottiche dell'esperimento. Le applicazioni che lo controllano 
soffrono di lacune per quanto riguarda la comunicazione soprattutto riguardo lo scambio di 
informazioni di coordinamento. Durante il mio lavoro di tesi è stata definita un’interfaccia comune 
per queste applicazioni ed è stato scelto un layer di comunicazione idoneo, implementando alcune 
applicazioni di test. Inoltre sono state progettate e sviluppate le applicazioni per analizzare il 
traffico sul bus CAN, utilizzato nell’esperimento, e per gestire in modo corretto la libreria che 
consente di pilotare da remoto i dispositivi CAN presenti nei superattenuatori. 
1.1 Le onde gravitazionali 
Un qualsiasi corpo di massa non nulla crea un campo gravitazionale. Se il corpo viene accelerato 
esso può dare origine a onde gravitazionali che si propagano nello spazio alla velocità della luce. 
 
Figura 1 Campo Gravitazionale 
Per meglio intuire cosa siano le onde gravitazionali, la cui esistenza è prevista dalla Teoria della 
Relatività generale di Einstein, si può ricorrere all’analogia con le onde elettromagnetiche. Se si ha 
una carica elettrica ferma in un punto dello spazio, questa genera un campo elettrostatico nello 
spazio circostante. Se la carica viene accelerata vengono prodotte onde elettromagnetiche che si 
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propagano nello spazio alla velocità della luce. Una cosa simile si ottiene con una massa ferma in 
un punto dello spazio: questa genera un campo di attrazione gravitazionale statico. Se la massa si 
muove con un momento di quadrupolo non nullo, si producono onde gravitazionali che si 
propagano nello spazio alla velocità della luce. Questa analogia non è, in ogni caso, completamente 
esatta poiché le entità in gioco si differenziano per alcuni particolari: le cariche elettriche, ad 
esempio, possono essere positive o negative e possono generare, quindi, forze attrattive o repulsive, 
mentre nel caso della materia non si hanno valori negativi delle masse e quindi le forze generate 
possono essere unicamente attrattive.  
Le onde gravitazionali possono essere viste come piccole oscillazioni, nella curvatura spazio-tempo, 
dovute alla presenza di masse in movimento. L’effetto che producono sui corpi che attraversano 
consiste in una variazione delle dimensioni spazio-temporali. L’entità della variazione di 
dimensioni è proporzionale all’ampiezza dell’onda gravitazionale, il parametro adimensionale ‘h’, 
ed è la misura della variazione relativa delle distanze tra due masse libere. 
L’ampiezza adimensionale aspettata per un onda gravitazionale emessa da una supernova è 
dell’ordine di 
2110−=∆
L
L
 
Per avere un’idea approssimativa di quanto questa ampiezza sia esigua, si potrebbe pensare di 
ingrandire l’uomo vitruviano fino a raggiungere un’altezza pari alla distanza tra il nostro Sole e 
Proxima Centauri, la stella più vicina ad esso, ovvero circa 4,2 anni luce. Invertendo la formula 
possiamo ricavare l’allungamento assoluto: 
mLL µ40101038640025,3652,410 21821 =⋅⋅⋅⋅⋅=⋅=∆ −−  
In queste condizioni un’onda gravitazionale riuscirebbe appena a storcergli un capello. 
Le onde gravitazionali non sono state ancora rivelate direttamente ma esistono prove indirette della 
loro esistenza. È stato calcolato, infatti, che la perdita di energia orbitale in un sistema stellare 
binario coalescente e la diminuzione del suo periodo di rotazione sono coerenti con quanto predetto 
da Einstein nella sua Teoria sulla Relatività Generale, nella quale Einstein attribuisce questa perdita 
di energia proprio all’emissione di onde gravitazionali. Tale fenomeno non è, invece, compatibile 
con alcuna delle altre teorie esistenti. 
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Figura 2 Onda Gravitazionale 
Le sorgenti di onde gravitazionali sono molteplici e possono essere catalogate secondo il tipo di 
segnale emesso. Infatti si hanno: 
1. Onde gravitazionali impulsive, ad esempio dovute all’esplosione di una Supernova 
2. Onde gravitazionali periodiche, ad esempio quelle emesse da una Pulsar 
3. Onde gravitazionali semiperiodiche, ad esempio originate da un sistema binario coalescente 
(stella-stella, stella-buco nero, buco nero-buco nero). 
4. Onde gravitazionali stocastiche, quali il Big Bang che quasi 14 miliardi di anni fa, si 
suppone abbia dato origine ad una quantità enorme di onde gravitazionali che si starebbero 
propagando tuttora. 
Di particolare interesse sono le sorgenti quasi periodiche. In un sistema binario stellare, ad esempio, 
all’interno del quale due stelle orbitano intorno ad un comune centro di massa, la rotazione 
periodica delle due masse dovrebbe produrre onde gravitazionali in modo continuativo. 
 
Figura 3 Onda gravitazionale continua generata da una Stella Binaria 
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In fase di esaurimento dell’energia, invece, il rapido avvicinamento con traiettoria a spirale delle 
due stelle e la successiva implosione producono dapprima onde gravitazionali con intensità e 
frequenza crescenti ed infine una forte onda impulsiva con uno spettro molto ampio, e teoricamente 
infinito. 
1.2 Virgo 
Il progetto VIRGO, collaborazione tra Italia (INFN) e Francia (CNRS), è nato con lo scopo di 
effettuare la prima rivelazione diretta delle onde gravitazionali. L’interferometro di Michelson è 
uno strumento altamente accurato per la misurazione delle distanze, costituito da due bracci 
ortogonali all’interno dei quali passa un fascio di luce LASER ripartito tramite uno specchio semi-
riflettente posizionato nell’intersezione dei due bracci. I due fasci di vengono riflessi dagli specchi 
posti alle estremità dei bracci, vengono riportati nuovamente sullo specchio centrale e tramite 
questo giungono sul rilevatore, costituito da più fotodiodi. 
 
Figura 4 Struttura di un interferometro di Michelson 
La sovrapposizione dei due fasci LASER sul rilevatore può avvenire in diversi modi, a seconda 
dello sfasamento relativo tra i due segnali luminosi. Se il fronte d’onda è massimo (o minimo) su 
entrambi i segnali, si avrà la luce massima sul rilevatore; se i due fronti d’onda sono uno massimo e 
l’altro minimo, si verificherà il fenomeno della cancellazione annullando la luce sul rilevatore. Con 
combinazioni intermedie si avranno valori di intensità luminosa variabili tra lo 0 ed il valore 
massimo. Se le lunghezze dei due bracci sono pari a multipli della lunghezza d’onda del LASER, i 
due fasci giungeranno sul rilevatore con lo stesso sfasamento. Con il passaggio di un’onda 
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gravitazionale, uno dei due bracci viene allungato mentre l’altro viene accorciato, provocando 
quindi uno sfasamento tra i due fasci che viene rilevato. 
Questo strumento, posizionato su di un suolo sottoposto a vibrazioni dovute alle normali attività 
industriali, agli eventi atmosferici, a terremoti e alle maree, subisce continuamente stress che ne 
disturbano il funzionamento. Inoltre, al fine di raggiungere sensibilità molto elevate, occorrerebbe 
utilizzare bracci quanto più possibile lunghi, cosa assai difficile sulla Terra. 
L’esperimento Virgo, situato a Santo Stefano a Macerata nel comune di Cascina, in provincia di 
Pisa, è un rivelatore interferometrico di onde gravitazionali di tipo Michelson, con bracci lunghi 
3km in grado di rivelare onde gravitazionali nell’intervallo di frequenze 10Hz–10kHz. Per 
aumentarne notevolmente la sensibilità e raggiungere i livelli richiesti per l’esperimento, si ricorre 
alle riflessioni multiple del laser all’interno dei bracci sfruttando, in ingresso ai due bracci, due 
ulteriori specchi semi-riflettenti che intrappolano la luce all’interno dei bracci trasformandoli in 
cavità risonanti di Fabry-Perot. In base alla riflettività di tali specchi (pari al 98%) si ottiene un 
cammino ottico equivalente di circa 100km ciascuno. Il progetto, inoltre, utilizza una sorgente laser 
prestabilizzata ad alta precisione che transita in un impianto nel quale è realizzato un Ultra Alto 
Vuoto al fine di eliminare i ritardi di propagazione della luce LASER dovuta al variare dell’indice 
di rifrazione dell’aria con la pressione e con la temperatura. 
Tale precisione richiesta permetterà di osservare gli effetti di supernovae e sistemi binari situati 
nell'ammasso della Vergine (da cui il nome del progetto). 
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Figura 5 L’esperimento Virgo 
 
Figura 6 L'ammasso della Vergine 
 
 
Figura 7 Schema di funzionamento dell'interferometro Virgo 
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1.3 Superattenuatore 
La rivelazione delle onde gravitazionali richiede una 
sensibilità altissima, poiché il loro effetto è 
enormemente inferiore alle vibrazioni prodotte da 
fenomeni atmosferici e da attività umane. 
Tali eventi indesiderati potrebbero confondersi con 
quelli attesi, portando il sistema a fornire dei falsi 
risultati. 
Grazie ad una prima analisi dei dati, realizzata con 
l’ausilio di altri sensori come i sismometri, e ad una 
stretta collaborazione con altri interferometri presenti 
al mondo (in particolare i due Interferometri di LIGO, 
esperimento simile a Virgo negli Stati Uniti) si 
riescono dapprima a filtrare eventi locali sicuramente 
non rilevanti (terremoti, fulmini, etc.) e, in una fase 
successiva, ad escludere gli eventi non rilevati dagli 
altri interferometri. 
Per raggiungere sensibilità elevate ed alte immunità al 
rumore di fondo occorrono ulteriori sistemi di 
filtraggio. Il disaccoppiamento dal suolo degli elementi 
ottici che compongono il sistema è realizzato tramite 
dispositivi detti Superattenuatori che consentono di 
mantenere immobili (con una precisione dell’ordine 
del micron) gli specchi tenuti in sospensione. Virgo è 
quindi un enorme tavolo ottico sospeso all’interno 
della più grande camera a ultra alto vuoto in Europa. 
Figura 8 Superattenuatore 
I superattenuatori sono strutture meccaniche molto complesse e sono realizzati tramite un pendolo 
invertito a 3 gambe, con una frequenza di risonanza orizzontale di 30mHz e con un’altezza pari a 6 
metri. All’estremità superiore di esso è presente una piattaforma, detta Filtro Zero, che ospita 
sensori ed attuatori utilizzati  per rilevare e compensare le vibrazioni a bassa frequenza del suolo.  
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Al Filtro Zero è sospesa una catena di filtri sismici ciascuno dei quali riduce sia in orizzontale che 
in verticale la vibrazione trasmessa allo specchio. L’ultimo livello, quello più inferiore, comanda 
una marionetta che tiene in sospensione lo specchio e ne consente il movimento comandato tramite 
degli attuatori magnete-bobina. 
Complessivamente un superattenuatore, descrivibile con un modello composto da circa 80 modi 
vibrazionali, è fornito di 18 attuatori del tipo bobina-magnete comandati da 2 distinti DSP (Digital 
Signal Processor) che operano con una frequenza di campionamento pari a 10kHz, e 22 stepping 
motors distribuiti lungo la catena e con il compito di correggere il punto di lavoro. Lo stato della 
sospensione è osservato tramite 20 sensori locali, di cui 5 accelerometri e 14 sensori di posizione, 
più 3 sensori ‘globali’ ricavati direttamente dai segnali di errore dell’interferometro. 
Proprio mentre è in corsa la stesura di questa tesi, il sistema di controllo, operativo dal 1998, viene 
sostituito da un nuovo sistema di controllo che sfrutta delle unità di calcolo multi-DSP, dei 
convertitori ADC e DAC più veloci e con una risoluzione maggiore, e dei driver per le coppie 
bobina-magnete con elevata dinamica. 
Come già detto, ogni superattenuatore è contenuto in una torre sotto ultra alto vuoto. Inoltre è 
connesso agli altri super-attenuatori tramite l’impianto di tubi a vuoto aventi diametro pari a 1.2m 
all’interno dei quali passa il raggio emesso da una sorgente laser prestabilizzata. 
 
Figura 9 Superattenuatori nell'edificio centrale 
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Figura 10 Un superattenuatore visto dall'alto 
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Lo schema complessivo del progetto Virgo è il seguente: 
 
 
Figura 11 Schema complessivo del progetto Virgo 
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1.4 Sistema Sospensioni 
Il sistema “Sospensioni” è costituito dai super-attenuatori e dal sistema che ne controlla lo stato. 
Se da una parte ogni superattenuatore è indipendente e deve mantenere immobile, per quanto 
possibile, l’elemento in sospensione, dall’altra deve collaborare con gli altri super-attenuatori per 
correggere dinamicamente le posizioni relative tra i vari elementi del sistema. Se, a causa di una 
vibrazione, uno degli elementi subisce un certo spostamento, il sistema deve tempestivamente 
“inseguire” tale spostamento per annullarne gli effetti. Una leggera oscillazione di uno specchio, 
quindi, provoca una oscillazione di tutti gli altri, rendendo così nullo lo spostamento relativo e 
assicurando continuità nel funzionamento dell’interferometro. 
1.5 Controllo 
I dati provenienti dai sensori presenti su di un superattenuatore sono raccolti e elaborati da una unità 
di calcolo locale basata su Digital Signal Processors che, tramite una rete di comunicazione 
dedicata, comunica con le altre unità di calcolo locali relative agli altri super-attenuatori per poter 
effettuare le misurazioni di distanze tra gli specchi in sospensione. In base al valore di queste 
misure, vengono calcolati i segnali di errore da fornire nuovamente ai DSP che si occuperanno 
quindi di azionare gli attuatori per correggere la posizione dell’elemento in sospensione. Questo 
meccanismo costituisce, quindi, la retroazione del sistema di controllo delle sospensioni. 
Ogni DSP presente nell’impianto esegue un programma capace di fornire all’esterno, tramite bus 
PCI, i dati sul funzionamento del superattenuatore. Gli algoritmi di controllo, invece, sono 
implementati in una routine di gestione delle interruzioni che, però, inizialmente non è volutamente 
caricata nella memoria del DSP per poterla aggiornare durante il funzionamento senza dover 
resettare il dispositivo. Questo fa sì che ad ogni interruzione di corrente (evento comunque poco 
frequente) il codice necessario al controllo della sospensione debba essere caricato nuovamente 
nella memoria volatile del DSP. 
Le operazioni di visualizzazione delle versioni correnti del programma principale e della routine di 
interruzione, e del loro rimpiazzo possono essere effettuate da remoto tramite una utility scritta in 
C/C++ chiamata damping. Questa applicazione client comunica tramite la rete Ethernet con una 
applicazione server, in esecuzione sull’unità di calcolo locale che controlla il superattenuatore in 
questione, e la comanda affinché questa prelevi lo stato del software oppure aggiorni le istruzioni o 
i parametri (ad esempio il guadagno d’anello) con quelli inviati dal client. 
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1.6 Control Room 
La Control Room è la stanza all’interno della quale avvengono i controlli su tutte le varie 
componenti del progetto Virgo. A ciascun sotto-sistema è dedicato un monitor, ed una proiezione su 
di un pannello riassume lo stato generale del sistema. Le postazioni disponibili sono le seguenti: 
• Vacuum: monitor di controllo del sistema che realizza il vuoto all’interno delle torri e nei tubi 
che le connettono: da questa postazione è possibile verificare il funzionamento delle pompe, lo 
stato delle valvole ed i livelli di pressione all’interno dei vari ambienti delle camere a vuoto; 
• Environmental Monitor: consente di tenere sotto controllo le condizioni degli edifici che 
ospitano le strutture dell’esperimento: per mezzo di questo monitor è possibile leggere i valori di 
temperatura, l’intensità delle vibrazioni rilevate dai sismometri, l’intensità del rumore acustico 
rilevato dai microfoni ambientali ed altri parametri ambientali; 
• Injection: postazione di controllo del banco ottico che effettua la generazione, la stabilizzazione, 
il filtraggio e l’amplificazione del laser che viene poi immesso nell’interferometro: questo 
monitor è in grado di mostrare immagini prelevate dalle telecamere che osservano il banco ottico 
ed i segnali rilevati dai fotodiodi; 
• Alignment: tramite questa postazione è possibile esaminare e regolare la posizione angolare 
degli specchi in sospensione, al fine di direzionare opportunamente il laser per ottenere il giusto 
allineamento necessario al funzionamento dell’interferometro; 
• Locking: questa postazione è in grado di mostrare e controllare le misure di distanza tra gli 
specchi: il corretto allineamento degli specchi non è sufficiente, ma deve essere coadiuvato dal 
controllo delle distanze tra essi. Mantenendo le opportune distanze tra gli elementi sospesi, le 
cavità del sistema sono in grado di andare in risonanza e produrre l’amplificazione necessaria a 
raggiungere la sensibilità richiesta; 
• Detection: in questo monitor è possibile leggere i valori trasdotti dai fotodiodi in uscita 
dall’interferometro: l’interpretazione di questi valori consente di calibrare lo strumento e di 
identificare possibili segnali di interesse; 
• Suspensions: questa postazione consente di verificare lo stato delle applicazioni responsabili di 
controllare il funzionamento dei superattenuatori: in particolare permette di aprire o chiudere 
l’anello di controllo della posizione delle sospensioni, ad esempio in caso di una manutenzione 
che richieda l’intervento umano all’interno di una torre;  
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• DAQ (Data Acquisition): l’intero sistema produce costantemente un’enorme quantità di dati: per 
ogni tipologia di dato esiste una applicazione specifica che raccoglie tali dati e li immagazzina in 
un database. Il monitor di questa postazione consente di verificare lo stato dei programmi che 
leggono e memorizzano i dati provenienti dall’intero interferometro; 
• Trigger Control: un insieme di potenti elaboratori analizzano continuamente i dati prelevati 
dall’esperimento alla ricerca di possibili segnali di interesse: i risultati ottenuti da questa rete di 
computer possono essere esaminati attraverso questa postazione al fine di accertare la validità 
degli eventi rilevati; 
• Operator: da questa postazione è osservabile un riepilogo dello stato di tutte le precedenti 
postazioni: l’operatore di turno controlla l’esistenza di anomalie nello stato generale e, se ne 
trova, sfrutta il monitor relativo alla componente in stato di errore per individuare e risolvere il 
problema. 
Personale esperto è reperibile 24 ore su 24, durante l’intera settimana, per assistere l’operatore 
garantendo interventi tempestivi ed il continuo funzionamento dell’impianto. 
 
Figura 12 Virgo Control Room 
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2 Strumenti software analizzati e sviluppati 
Durante lo svolgimento di questo lavoro di tesi è stato necessario analizzare gli strumenti esistenti 
attualmente in uso a Virgo per cercare di raccogliere informazioni riguardo ad eventuali problemi di 
funzionamento. Alcuni strumenti sono risultati inadatti agli scopi del progetto, ed è stato necessario, 
quindi, scegliere delle alternative tra ulteriori software oppure svilupparne di nuovi. 
Le principali attività da migliorare riguardano la gestione dei dispositivi CAN ed il meccanismo di 
comunicazione tra le varie applicazioni distribuite dell’esperimento Virgo. 
Dapprima esamineremo il Bus CAN e presenteremo l’implementazione della libreria CANManager, 
progettata e realizzata durante questo lavoro di tesi, ed infine tratteremo i vari layer di 
comunicazione disponibili per scegliere quello che maggiormente si adatta alle nostre esigenze. 
2.1 Bus CAN 
Negli ambienti industriali, nel settore dell’automotive o dell’automazione in generale, il bus CAN è 
il tipo di interconnessione più comunemente utilizzato. Capace di lavorare fino a 1Mbit/s, ideale per 
le applicazioni di controllo in tempo reale, il suo funzionamento si basa sulla trasmissione seriale, 
per mezzo di due fili (solitamente un cavo STP, Shielded Twisted Pair), di segnali differenziali con 
valori di tensione tali da aumentarne l’immunità al rumore. 
2.1.1 Protocollo CAN 
Il protocollo CAN (Controller Area Network), sviluppato inizialmente in Europa per l’uso nelle 
automobili, ha rapidamente preso piede a livello mondiale ed è stato riconosciuto come standard 
internazionale nel 1993 con il nome di ISO 11898-1 e comprende il layer Data Link dello stack di 
protocolli ISO/OSI. 
I messaggi di dati trasmessi da un nodo di un bus CAN non contengono indirizzi che si riferiscono 
al mittente o al destinatario, bensì degli identificatori univoci per tutta la rete che possono essere 
interpretati da tutti gli altri nodi. Un nodo CAN, infatti, riceve tutti i messaggi inviati dagli altri, ne 
legge l’identificatore e può o meno reagire svolgendo delle operazioni o rispondere con altri 
messaggi. 
Il protocollo del livello Data Link, in caso di invio simultaneo da parte di più nodi, aggiudica il bus 
in modo non distruttivo consentendo di portare a termine correttamente e in ordine di priorità (a ID 
più bassi corrisponde una priorità maggiore) l’invio di tutti i messaggi da parte di tutti i nodi. La 
consegna è quindi affidabile. 
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Figura 13 Il principio di aggiudicazione del bus CAN 
Nell’immagine precedente si può vedere come, basandosi sugli identificatori, una o più trasmissioni 
(Messaggi A e B) sovrapposte ad una a più alta priorità (Messaggio C) possono essere interrotte 
senza dover resettare anche la trasmissione del messaggio prioritario. Fintanto che i bit iniziali degli 
identificatori sono in comune, non si hanno assorbimenti anomali di corrente (nessun corto circuito) 
e la comunicazione può proseguire. Nel momento in cui un nodo emette un livello di tensione alto 
(Messaggio B) mentre un altro ne emette uno basso (Messaggi A e C), si ha che il nodo a priorità 
più alta funge da “corto circuito” per l’uscita del nodo a priorità più bassa il quale interrompe, così, 
la trasmissione. Lo stesso fenomeno si ripete per ogni ulteriore trasmissione sovrapposta finché 
resta attivo unicamente il nodo a priorità maggiore. Al fine di poter avere livelli di segnale uguali in 
corrispondenza di bit uguali per riconoscere immediatamente le collisioni, si ricorre alla codifica 
NRZ (Not Return to Zero). 
Come già accennato, la trasmissione sul bus CAN è di tipo broadcast e orientata al messaggio 
piuttosto che seguire il paradigma mittente/destinatario. In questa maniera, più di una stazione, o 
nessuna, può reagire ad un messaggio circolante in rete senza dover complicare il protocollo. 
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Figura 14 Diffusione di un messaggio sul bus CAN 
Questo soluzione va incontro al principio della Shared Knowledge, consentendo la centralizzazione 
delle sorgenti di informazione necessarie a più nodi e la diffusione in broadcast dei valori richiesti. 
In questa maniera è anche possibile ridurre i costi, minimizzando il numero di sensori richiesti, che 
in caso contrario avrebbero dovuto essere locali a ciascun nodo. 
Esistono due versioni del protocollo CAN: 
• 2.0A: gli identificatori presenti nei messaggi sono rappresentati su 11 bit; 
• 2.0B: la lunghezza degli identificatori può essere pari a 11 o 29 bit. 
Nella versione 2.0A, il formato del frame è il seguente: 
 
Figura 15 Formato frame CAN 2.0A 
Come si può notare in Figura 15, il campo destinato ai dati (Data Field) può contenere al massimo 8 
byte. Per ovviare a tale limitazione, alcuni tipi di messaggi (vedremo in seguito l’SDO) si estendono 
su più frame richiedendo per ognuno un messaggio di acknowledge. 
Nel passaggio alla versione 2.0B del protocollo, possiamo notare le seguenti differenze: 
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Figura 16 Differenza tra le versioni 2.0A e 2.0B nel protocollo CAN 
In Figura 16 il primo dei due bit riservati (r1) dentro il campo di controllo (Control Field) viene 
settato al valore 1, identificando un frame di tipo 2.0B. A questo punto, la parte successiva del 
messaggio può assumere una forma differente dal frame sottostante e contenere, quindi, ulteriori 18 
bit per raggiungere una lunghezza complessiva di 29 bit. Successivamente vengono nuovamente 
reinseriti i campi RTR e Control. 
Dal punto di vista elettrico, lo standard ISO 11898 prevede che il protocollo CAN presenti una 
uscita differenziale di +2V o -2V, mantenendo i valori di tensione 3.5V e 1.5V sulle uscite CAN_H 
e CAN_L per il livello logico 1, oppure il contrario per il livello logico 0. Inoltre la catena di nodi 
CAN deve essere terminata, da entrambe le estremità, con dei terminatori resistivi a 120Ω che 
hanno il fondamentale compito di effettuare l’adattamento di impedenza del canale per evitare 
riflessioni e battimenti del segnale elettrico, che altrimenti potrebbero degradare o perfino rendere 
intellegibile il segnale stesso: 
 
Figura 17 Il bus CAN secondo lo standard ISO 11898 
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2.1.2 Protocollo CANopen 
Per poter gestire una rete CAN a livello di applicazione tramite un computer, occorrono degli 
ulteriori strati nella pila ISO/OSI che forniscano un’interfaccia di programmazione semplificata 
verso l’utente, e che mascherino le differenze di interfacciamento sul bus CAN. Un computer, 
infatti, può scegliere varie alternative per interfacciarsi sul bus CAN: le più comuni sono costituite 
da schede PCI/PCIe o PCMCIA, dispositivi USB, Bluetooth oppure Ethernet. 
Una implementazione molto diffusa dello strato Applicazione della pila ISO/OSI è costituita dal 
protocollo CANopen, che fornisce l’insieme di API (Application Programming Interface) e 
definisce i profili di comunicazione ai quali devono attenersi le applicazioni ed i dispositivi al fine 
di consentire una corretta interpretazione dei messaggi. 
In altre parole, lo standard ISO 11898 indica come effettuare lo scambio dei messaggi, i livelli di 
tensione, le temporizzazioni dei segnali, le regole di accesso al mezzo condiviso e i meccanismi per 
il recupero da errore, mentre il protocollo CANopen, che giace sul primo, indica quali sono i 
messaggi che possono essere inviati ed i loro significati. 
 
Figura 18 Divisione dei compiti tra CAN e CANopen 
Il protocollo CANopen definisce 6 tipi di messaggi che, vista l’assenza di informazione su mittente 
e destinatario, vengono visti come degli oggetti dai nodi che se li scambiano e pertanto assumono 
proprio il nome di oggetto. Le tipologie di oggetto previste dal protocollo CANopen sono: 
• NMT – Network ManagemenT, utilizzati per comandare singolarmente o simultaneamente 
tutti i nodi della rete, solitamente per attivarli/disattivarli portandoli dallo stato pre-
operational a quello operational e viceversa o per verificarne lo stato di funzionamento; 
• PDO – Process Data Object, utilizzati per inviare comandi o valori asincroni tramite uno 
specifico ID nella rete; 
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• SDO – Service Data Object, utilizzati prevalentemente per effettuare richieste di 
lettura/scrittura di parametri di configurazione; 
• Sync Objects, utilizzati da dispositivi master nelle reti con comunicazione sincrona per 
segnalare la possibilità di invio di oggetti da parte dei nodi slave; 
• Time Stamp Objects, utili per mantenere aggiornate le informazioni di temporizzazione tra i 
dispositivi; 
• Emergency Object, inviati in modo asincrono dai dispositivi al verificarsi di gravi condizioni 
di errore. 
Gli oggetti possono essere distinti tramite il valore del campo ID contenuto al loro interno, secondo 
la seguente suddivisione: 
 
Figura 19 Tipi di oggetto CANopen e relativi ID 
Con riferimento a quanto detto precedentemente riguardo alla priorità degli identificatori CAN, 
detti COB-ID (Can OBject IDentifier), è possibile verificare che gli oggetti Network Management 
di controllo dei moduli sono quelli a più alta priorità, seguiti dai segnali di sincronizzazione, dagli 
oggetti Emergency e dai Timestamp. 
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Gli identificatori dedicati ai PDO, i quali costituiscono il cuore del funzionamento di una rete CAN, 
sono suddivisi in più gruppi per poter riunire i dispositivi all’interno di livelli di priorità differenti. 
Gli SDO, consentendo l’accesso alla memoria non volatile dei vari dispositivi, vengono utilizzati 
quasi esclusivamente in fase di configurazione iniziale per il salvataggio dei parametri di 
funzionamento e hanno vincoli temporali meno stringenti e tempi di elaborazione relativamente 
lunghi rispetto agli altri e non richiedono, quindi, priorità elevate. 
Un oggetto CANopen ha la seguente struttura: 
 
Figura 20 Struttura di un oggetto (messaggio) CANopen 
In una rete CAN gli oggetti più frequenti sono i PDO che trasportano solitamente i valori letti dai 
sensori, i comandi inviati da un nodo agli altri, segnalazioni di inizio o fine operazione, o altri tipi di 
contenuto. Questi oggetti possono trasportare al massimo 8 byte di dati, come si può vedere dalla 
dimensione del membro data della struttura CMSG. 
 
Figura 21 Esempio di PDO 
Nell’esempio di Figura 21 si sta utilizzando il secondo gruppo PDO di trasmissione per l’invio di 3 
byte di dati. 
Alcuni dispositivi necessitano di una configurazione iniziale all’accensione, o qualche correzione di 
parametri di tanto in tanto, o addirittura la sovrascrittura di interi programmi. Per questo tipo di 
trasferimenti, a bassa priorità e talvolta di dimensioni variabili, si ricorre agli SDO. Solitamente, in 
queste circostanze, esiste una unità Client (un nodo CAN intelligente, come un PC) che comanda le 
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unità Server. Il trasferimento dall’unità Client all’unità Server (scrittura di dati sulla memoria del 
dispositivo CAN) si chiama Download, mentre il contrario prende il nome di Upload. 
I parametri sui dispositivi sono organizzati secondo un dizionario, nel quale ad ogni indice 
corrisponde un certo oggetto. Ogni oggetto, a sua volta, può avere o meno degli elementi al suo 
interno distinti da un sotto-indice. 
La struttura base di un SDO è la seguente: 
 
Figura 22 Struttura base di un messaggio SDO 
La struttura di un messaggio contenente un segmento di trasmissione, invece, è la seguente: 
 
Figura 23 Struttura di un segmento in un SDO 
Per iniziare la scrittura di un oggetto nell’Object Dictionary si utilizza il comando Initiate Domain 
Download, con il quale possiamo inviare fino a 4 byte di dati, oppure la lunghezza complessiva del 
trasferimento in caso di parametri di lunghezza superiore ai 4 byte. 
 
Figura 24 Initiate Domain Download 
Nel messaggio inviato dal client al server, i flag presenti hanno i seguenti significati: 
s: Size – se attivo, indica che il campo n contiene una dimensione valida; 
e: Expedit – indica che il trasferimento trasporta un parametro di al più 4 byte e che quindi il 
suo valore è contenuto dal byte 4 al byte 8-n; 
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n: Number of invalid bytes – valido se s=1 e e=1, indica il numero di byte che non 
contengono dati nel corpo del messaggio. Se n è diverso da 0, i byte da 8-n a 7 non sono 
significativi. 
In caso di messaggio di tipo expedit, il server risponde con un messaggio dello stesso tipo e la 
comunicazione termina correttamente. Se il parametro da scrivere fosse più lungo di 4 byte, 
occorrerebbe lasciare, nel messaggio iniziale, il flag e non settato ed indicare, nei 4 byte liberi del 
messaggio, la lunghezza complessiva del trasferimento. In tal caso il server risponderebbe con un 
messaggio di conferma e si metterebbe in ascolto di ulteriori messaggi fino al completamento del 
trasferimento. Le fasi successive del trasferimento vengono realizzate con il comando Download 
Domain Segment: 
 
Figura 25 Download Domain Segment 
Con sequenze di messaggi come quello di Figura 25, il client continua ad inviare parti di parametro 
al server che risponde confermando la corretta ricezione. In questo caso i flag hanno i seguenti 
significati: 
c: Closing – indica che il messaggio corrente è l’ultimo della sequenza, e che quindi il 
contenuto del parametro è stato completamente inviato; 
n: Number of invalid bytes – come nel caso precedente, indica il numero di byte che non 
contengono dati nel corpo del messaggio. Se n è diverso da 0, i byte da 8-n a 7 non sono 
significativi. Avendo a disposizione 7 byte per i dati all’interno di un segmento, questa volta 
sono necessari 3 bit per rappresentare valori tra 0 e 7; 
t: Toggle – inizialmente 0, viene settato o resettato alternativamente ad ogni nuovo 
segmento, e deve coincidere con quello indicato nella risposta proveniente dal server. 
Un meccanismo del tutto equivalente si ha in fase di lettura dei parametri, per la quale si utilizzano i 
messaggi Initiate Domain Upload e Upload Domain Segment nei quali, però, è il server ad indicare 
la quantità di dati ed i dati stessi. 
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Figura 26 Initiate Domain Upload 
 
Figura 27 Upload Domain Segment 
In ogni momento, a causa di eventuali errori, sia il client che il server possono interrompere un 
trasferimento utilizzando il comando Abort Domain Transfer: 
 
Figura 28 Abort Domain Transfer 
2.1.3 Libreria NTCAN 
Il protocollo di livello applicazione CANopen mette a disposizione, all’interno della libreria 
NTCAN, un set di API che consentono di interagire con il bus CAN. Le funzioni principali di 
nostro interesse sono le seguenti: 
• canOpen() 
o Apre un handle per operazioni di invio e ricezione 
o Parametri: 
 int net : specifica il numero della rete alla quale connettersi 
 uint32_t flags : flag opzionali, normalmente 0 
 int32_t txqueuesize : dimensione massima della coda di 
messaggi in trasmissione, espressa in numero di messaggi 
 int32_t rxqueuesize : dimensione massima della coda di 
messaggi in ricezione, espressa in numero di messaggi 
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 int32_t txtimeout : timeout per le operazioni di trasmissione, 
espresso in millisecondi 
 int32_t rxtimeout : timeout per le operazioni di ricezione, 
espresso in millisecondi 
 NTCAN_HANDLE *handle : variabile di uscita per contenere il 
numero del nuovo handle creato 
o Valore di ritorno: 
 NTCAN_RESULT : in caso di successo viene restituito il valore 
NTCAN_SUCCESS, altrimenti viene restituito un codice di errore 
• canClose() 
o Chiude un handle precedentemente aperto 
o Parametri 
 NTCAN_HANDLE handle : numero dell’handle da chiudere 
o Valore di ritorno: 
 NTCAN_RESULT : in caso di successo viene restituito il valore 
NTCAN_SUCCESS, altrimenti viene restituito un codice di errore 
• canSetBaudrate() 
o Inizializza l’interfaccia verso il bus CAN specificando la frequenza di 
funzionamento 
o Parametri: 
 NTCAN_HANDLE *handle : numero dell’handle sul quale operare 
 uint32_t baud : una delle costanti per specificare il bitrate (vedi 
Figura 29) 
o Valore di ritorno: 
 NTCAN_RESULT : in caso di successo viene restituito il valore 
NTCAN_SUCCESS, altrimenti viene restituito un codice di errore 
• canIdAdd() 
o Aggiunge un ID nell’elenco di quelli consentiti dal filtro in ricezione 
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o Parametri: 
 NTCAN_HANDLE *handle : numero dell’handle sul quale operare 
 int32_t id : id da aggiungere nella lista degli id consentiti 
o Valore di ritorno: 
 NTCAN_RESULT : in caso di successo viene restituito il valore 
NTCAN_SUCCESS, altrimenti viene restituito un codice di errore 
• canIdDelete() 
o Rimuove un ID dall’elenco di quelli consentiti dal filtro in ricezione 
o Parametri: 
 NTCAN_HANDLE *handle : numero dell’handle sul quale operare 
 int32_t id : id da rimuovere dalla lista degli id consentiti 
o Valore di ritorno: 
 NTCAN_RESULT : in caso di successo viene restituito il valore 
NTCAN_SUCCESS, altrimenti viene restituito un codice di errore 
• canTake() 
o Recupera, in modo non bloccante, uno o più messaggi dal buffer di ricezione 
o Parametri: 
 NTCAN_HANDLE *handle : numero dell’handle sul quale operare 
 CMSG *cmsg : puntatore al buffer per i dati nel quale ricevere 
 int32_t *len : in fase di chiamata specifica il numero massimo 
di messaggi memorizzabili nel buffer in ricezione, in fase di ritorno 
contiene l’effettivo numero di messaggi letti e memorizzati nel buffer 
o Valore di ritorno: 
 NTCAN_RESULT : in caso di successo viene restituito il valore 
NTCAN_SUCCESS, altrimenti viene restituito un codice di errore 
• canRead() 
o Recupera, in modo bloccante, uno o più messaggi dal buffer di ricezione 
o Parametri: 
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 NTCAN_HANDLE *handle : numero dell’handle sul quale operare 
 CMSG *cmsg : puntatore al buffer per i dati nel quale ricevere 
 int32_t *len : in fase di chiamata specifica il numero massimo 
di messaggi memorizzabili nel buffer in ricezione, in fase di ritorno 
contiene l’effettivo numero di messaggi letti e memorizzati nel buffer 
 OVERLAPPED *ovrlppd : valore NULL o puntatore ad una 
struttura OVERLAPPED, compatibile sono con sistemi Windows 
o Valore di ritorno: 
 NTCAN_RESULT : in caso di successo viene restituito il valore 
NTCAN_SUCCESS, altrimenti viene restituito un codice di errore 
• canSend() 
o Invia, in modo non bloccante, uno o più messaggi sul buffer di trasmissione 
o Parametri 
 NTCAN_HANDLE *handle : numero dell’handle sul quale operare 
 CMSG *cmsg : puntatore al buffer di dati da inviare 
 int32_t *len : in fase di chiamata indica il numero di messaggi 
da inviare, in fase di ritorno contiene il numero di messaggi 
correttamente inviati 
o Valore di ritorno: 
 NTCAN_RESULT : in caso di successo viene restituito il valore 
NTCAN_SUCCESS, altrimenti viene restituito un codice di errore 
• canWrite() 
o Invia, in modo bloccante, uno o più messaggi sul buffer di trasmissione 
o Parametri 
 NTCAN_HANDLE *handle : numero dell’handle sul quale operare 
 CMSG *cmsg : puntatore al buffer di dati da inviare 
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 int32_t *len : in fase di chiamata indica il numero di messaggi 
da inviare, in fase di ritorno contiene il numero di messaggi 
correttamente inviati 
 OVERLAPPED *ovrlppd : valore NULL o puntatore ad una 
struttura OVERLAPPED, compatibile sono con sistemi Windows 
o Valore di ritorno: 
 NTCAN_RESULT : in caso di successo viene restituito il valore 
NTCAN_SUCCESS, altrimenti viene restituito un codice di errore 
 
Figura 29 Frequenze di funzionamento del bus CAN 
Con alcuni test si è potuto verificare che la libreria NTCAN è piuttosto sensibile e poco fault-
tolerant. Ad esempio ci si è accorti che non è consigliato l’utilizzo dello stesso handle all’interno di 
diversi thread, in quanto possono verificarsi delle terminazioni anomale del programma 
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(segmentation fault, crash, deadlock) se un thread chiude l’handle mentre un altro thread vi è 
bloccato tramite una chiamata a canRead() o canWrite(). Gli stessi inconvenienti si possono 
verificare anche nelle condizioni di invio e ricezione simultanee. A tal proposito si ricorre, 
piuttosto, a due handle, uno per la lettura ed uno per la scrittura. Altri accorgimenti sono illustrati 
nel paragrafo 2.1.6 più sotto. 
2.1.4 EtherCAN 
Come anticipato precedentemente, il mascheramento della realtà sottostante operato da CANopen 
consente di utilizzare diversi tipi di accesso al bus CAN. Il dispositivo che consente di utilizzare il 
bus CAN tramite la rete Ethernet si chiama EtherCAN. 
 
Figura 30 EtherCAN 
Di facile installazione, consente di inviare comandi sul bus CAN tramite la libreria NTCAN ed un 
opportuno driver specifico. Ad ogni dispositivo di questo tipo viene assegnato un indirizzo IP che 
viene associato ad un numero di rete tramite un apposito file di configurazione (su piatteforme *nix 
questo file risiede in /etc/esd-plugins): 
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Figura 31 Esempio di configurazione per EtherCAN su Linux 
In Virgo questo tipo di dispositivo viene utilizzato per controllare a distanza il valore di alcuni 
registri, realizzati con CAN-CBM-DIO8, che a loro volta influiscono sul funzionamento di alcuni 
DSP presenti nella parte terminale dei super-attenuatori, consentendo di far passare, ad esempio, 
l’esperimento dallo stato locked a quello unlocked, o viceversa. 
2.1.5 Analisi dati sul bus: XCANReal 
Quando si lavora con dei sistemi che si scambiano dati ed il loro effettivo funzionamento può essere 
dedotto dalla qualità o dalla quantità dei messaggi che questi si scambiano, è sempre fondamentale 
avere degli strumenti di indagine che consentano di analizzare il traffico di rete generato dai vari 
nodi. 
Il bus CAN, che come abbiamo detto sfrutta un segnale differenziale su due fili, non è 
immediatamente analizzabile poiché i dati che vi transitano necessitano di una de-serializzazione al 
fine di ricostruire il frame dal quale interpretare i messaggi scambiati. In questo caso è molto 
conveniente far leggere il bus ad un dispositivo EtherCAN che tradurrà per noi i segnali sul bus e ci 
recapiterà i messaggi corrispondenti direttamente nelle strutture dati messe a disposizione dalla 
libreria CANopen. 
2.1.5.1 Software di analisi esistente 
Per ambienti Windows è stata realizzata dalla ESD – Electronics un’applicazione che consente di 
visualizzare a schermo o salvare su file di log i dati che transitano sul bus CAN, applicando perfino 
eventuali filtri sugli identificativi dei messaggi in transito sul bus: canreal. Questo applicativo, pur 
sempre molto comodo, risente di alcuni problemi di stabilità che lo portano ad essere piuttosto 
noioso durante il suo utilizzo. Inoltre tale software è compatibile unicamente con le piattaforme 
Win32, non disponibili nella Control Room di Virgo. 
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2.1.5.2 XCANReal 
Per i motivi introdotti nel paragrafo precedente, una delle prime esigenze è stata quella di realizzare 
un programma in tutto e per tutto simile a canreal, ma che potesse essere messo in esecuzione su 
macchine Linux/Unix e che risolvesse i problemi di stabilità presenti nel programma originale. 
Per la realizzazione del programma in questione, xcanreal, sono state scelte le librerie e l’ambiente 
QT, per estenderne la compatibilità con la quasi totalità delle piattaforme esistenti e non solo quelle 
Linux/Unix. 
L’applicazione multi-threaded è costituita da un thread per la gestione dell’interfaccia grafica, uno 
per la scrittura sul bus CAN (tramite EtherCAN) dei messaggi in uscita, uno per la lettura dei 
messaggi provenienti dal bus ed uno per il salvataggio su file di log dei dati ricevuti. 
Poiché il server X, specie nelle sessioni remote, è piuttosto lento ad effettuare l’aggiornamento della 
finestra, si è dovuto ricorrere all’impiego di un doppio buffer per i messaggi ricevuti. Il primo viene 
acceduto in scrittura dal thread che legge dal bus ed in lettura dal thread che compila il log. Il 
secondo, che supporta la perdita di messaggi per non introdurre ritardi nella visualizzazione e per 
visualizzare sempre i dati più aggiornati, viene compilato dal thread addetto al log e letto dal thread 
addetto all’aggiornamento della finestra. In questa maniera si garantisce che, anche se la finestra 
grafica può perdere alcuni messaggi a causa di ritardi, il log è completo di ogni messaggio 
circolante sul bus. 
L’interfaccia dell’applicazione consente di selezionare la rete che si vuole ispezionare (prelevando, 
ad intervalli regolari, la lista delle reti disponibili dal file di configurazione, di cui si è accennato nel 
paragrafo 2.1.4), la velocità di trasferimento sul bus e gli intervalli degli identificativi dei messaggi 
che si intende esaminare. Con i bottoni Start e Stop è possibile avviare ed interrompere la ricezione 
dei messaggi provenienti dal bus CAN, così da poter analizzare la lista dei messaggi ricevuti, che 
altrimenti continuerebbe a scorrere impedendone la visualizzazione. 
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Figura 32 Interfaccia grafica di XCANReal 
Il riquadro “Send options” posizionato in basso nella finestra del programma consente di inviare 
messaggi sul bus specificando l’identificativo del messaggio, la lunghezza ed il contenuto del 
vettore dei dati. 
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La seguente figura rappresenta il diagramma (parziale) delle classi di XCANReal: 
 
Figura 33 Diagramma (parziale) delle classi di XCANReal 
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2.1.6 CAN-Manager 
La gestione degli handle per l’accesso in lettura e scrittura al bus CAN deve seguire alcune 
accortezze al fine di assicurare un corretto funzionamento degli applicativi. 
Con lo sviluppo e utilizzo di alcune applicazioni di test scritte in C++ che facessero uso della 
libreria NTCAN, è stato possibile individuare alcune condizioni che possono compromettere la 
regolare esecuzione delle applicazioni: 
• non è possibile eseguire, da due thread distinti, operazioni di lettura o scrittura simultanee 
utilizzando lo stesso handle; 
• non è possibile chiudere un handle se c’è un thread bloccato sulla ricezione di un 
messaggio, se questa operazione non prevede un timeout; 
• non è consigliato aprire e richiudere un handle ogni volta che si necessita di inviare o 
ricevere dei dati, poiché il numero di handle apribili simultaneamente è limitato; 
Ovviamente questi problemi si presentano unicamente in software multi-threaded, nei quali è 
possibile che si verifichino le condizioni appena enumerate. 
2.1.6.1 Architettura 
Una delle attività svolte durante il lavoro di tesi è stata quella di studiare e realizzare una possibile 
architettura software che consentisse di utilizzare correttamente la libreria NTCAN. 
La prima scelta progettuale è stata quella di utilizzare due handle distinti, uno per la lettura e l’altro 
per le operazioni di scrittura. La loro gestione in mutua esclusione, però, non è del tutto immediata 
poiché più di un thread potrebbe avere necessità di ricevere o inviare messaggi sulla rete. 
La soluzione proposta prevede l’esistenza di due thread dedicati esclusivamente alla ricezione o 
all’invio di messaggi, ed uno di gestione generale. 
Il thread dedicato alla ricezione dei messaggi provenienti dal bus CAN è l’unico thread in tutto il 
programma ad avere accesso all’handle utilizzato per la lettura. In fase di creazione del thread è 
necessario specificare il numero della rete sulla quale operare, il baudrate impiegato e la lista degli 
ID che si intende abilitare nel filtro in ricezione. I messaggi ricevuti vengono passati al thread 
addetto al coordinamento tramite una coda di messaggi, passata per indirizzo come ultimo 
parametro del costruttore. 
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Figura 34 Classe CANReceiver 
Durante l’esecuzione del metodo run, coincidente con un ciclo, un nuovo messaggio viene letto con 
timeout e, se ricevuto correttamente, viene immesso nella coda dei messaggi, segnalando così la 
presenza di un nuovo messaggio da elaborare per il thread di gestione. 
La condizione di iterazione del ciclo è il valore della variabile privata closing, settata dal metodo 
pubblico close che si mette poi in attesa del segnale di terminazione sulla variabile condition closed 
inviato in fase di chiusura dal metodo run. 
 
Figura 35 Funzione close bloccante 
 
Figura 36 Controllo del metodo run per la terminazione 
La classe che rappresenta i messaggi scambiati tra i thread è la seguente: 
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Figura 37 Classe Message 
All’interno vi possiamo trovare un oggetto di tipo CMSG contenente il messaggio vero e proprio 
della libreria NTCAN, un puntatore per poter creare liste di messaggi, una informazione temporale 
ed il flag valid che indica se il messaggio è valido o meno. Si rimanda più avanti la spiegazione del 
campo handle. 
Gestire una coda di messaggi in un ambiente multi-threaded prevede l’impiego di strutture dati 
adeguate che utilizzino semafori e variabili condizione. La classe MessageQueue consente di 
implementare in modo thread-safe le code di messaggi: 
 
Figura 38 Classe MessageQueue 
Questa classe dispone, infatti, di un semaforo di mutua esclusione, due variabili condizione per 
attendere la presenza di un messaggio da leggere o la liberazione di uno slot per consentire un 
nuovo inserimento. In fase di creazione è possibile specificare la politica da adottare durante 
l’inserimento di nuovi messaggi quando la coda è piena: se il parametro can_discard viene settato, i 
nuovi messaggi sostituiranno i messaggi più vecchi, che verranno quindi scartati. 
L’invio dei messaggi sul bus CAN è preso in carico dal thread (e relativa classe) CANSender, del 
tutto analoga a quello addetto alla ricezione: 
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Figura 39 Classe CANSender 
Questa classe ha un comportamento simmetrico a quello della classe CANReceiver, ma non 
necessita di impostare ID nel filtro poiché utilizza un handle sul quale non verranno mai effettuate 
operazioni di lettura. Il ciclo presente nel metodo run, con le stesse condizioni e metodo di chiusura 
dell’altra classe, attende la presenza di un messaggio nella coda di messaggi write_queue e lo 
inoltra sul bus CAN. 
 
Figura 40 Invio di messaggi su bus CAN 
In questa architettura è prevista l’esistenza di un unico thread capace di leggere i messaggi ricevuti 
dall’istanza di CANReceiver e di interpretarli per gestire la rete. Questo thread ha in comune con 
tutti gli altri thread operativi la necessità di inviare, di tanto in tanto, messaggi sulla rete. Per questo 
si crea una struttura comune a tutti che contenga le informazioni necessarie ad inviare messaggi e a 
controllare l’esito della fase di inizializzazione prevista nel metodo run. 
Questa classe, chiamata WorkingThread, è raffigurata nella seguente immagine: 
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Figura 41 Classe WorkingThread 
Poiché il thread gestore è l’unico in grado di elaborare i messaggi ricevuti, tutti gli altri devono 
poter comunicare con questo per essere informati del verificarsi di particolari eventi. Per tale 
motivo il costruttore di WorkingThread necessita del riferimento ad un manager. Il costruttore 
necessita, inoltre, del riferimento alla coda di scrittura per poter inviare messaggi sul bus sfruttando 
il thread CANSender. 
Il thread gestore è implementato nella classe CANManager: 
 
Figura 42 Classe CANManager 
Questa classe richiede il numero della rete sulla quale operare, un puntatore alla coda dei messaggi 
in lettura e a quella per i messaggi in scrittura. Il suo metodo run effettua dapprima 
l’inizializzazione, tramite la funzione initDevices, dei device CAN che deve gestire, poi entra in un 
ciclo durante il quale legge un messaggio dalla coda in ingresso, lo elabora con la funzione 
parseMessage e testa la variabile booleana closing per una eventuale richiesta di terminazione. 
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Figura 43 Ciclo di gestione dei messaggi CAN 
 
Figura 44 Elaborazione di un messaggio CAN 
 
Figura 45 Distribuzione dei messaggi ai thread in attesa di eventi 
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Nella funzione serveHandles, il thread CANManager controlla tutti gli handle installati dai thread in 
attesa di eventi, e se il confronto tra l’impronta del messaggio atteso ed il messaggio realmente 
ricevuto corrispondono, invia una copia del messaggio ricevuto nella coda di messaggi dell’handle. 
Un programma operante sul bus CAN avrà bisogno di tutte queste componenti: 
 
Figura 46 Classe Program 
Il metodo run della classe Program rappresenta il funzionamento del thread principale 
dell’applicazione, ovvero quello con il quale il sistema operativo mette in esecuzione la funzione 
main. Questo instanzia due code di messaggi, un receiver, un sender ed un manager, si mette in 
attesa del segnale di chiusura del programma e, quando questo arriva, invia i comandi di 
terminazione ai vari thread. 
In realtà, quasi tutti i WorkingThread hanno bisogno sia di poter inviare messaggi sia di poterne 
ricevere, ma visto che l’unico thread in grado di leggere i messaggi è CANManager, occorre un 
meccanismo di diffusione dei messaggi dal gestore verso i thread che li richiedono. La soluzione 
elaborata utilizza la classe astratta HandleInfo, che descrive un handler di eventi: 
 
Figura 47 Classe HandleInfo 
Un handler di eventi può essere concatenato in una lista tramite il puntatore next, possiede una coda 
privata di messaggi, può essere persistente o meno ed essere attivato o disattivato a piacimento. La 
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funzione virtuale checkAgainst verifica se le caratteristiche di un messaggio ricevuto corrispondono 
con quelle specificate nell’handler. 
L’implementazione più semplice di questa classe astratta è la classe SingleHandleInfo: 
 
Figura 48 Classe SingleHandleInfo 
Questa classe contiene un oggetto Message per specificare il modello del messaggio che si intende 
ricevere, e alcuni parametri che indicano quali informazioni devono essere controllate durante il 
confronto ed i valori che devono avere. 
Tramite la funzione setDataMask è possibile specificare ulteriori dettagli per il confronto dei valori 
presenti nel campo data del messaggio. 
Inserendo un handle di questo tipo nella lista degli handle installati nel manager si forza 
quest’ultimo ad effettuare un controllo su questo handle per ogni messaggio ricevuto. 
La funzione checkAgainst si occupa di fare il confronto dei valori tra il messaggio ricevuto ed il 
modello specificato nella variabile waitfor_message. La sua implementazione è la seguente: 
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Figura 49 Funzione checkAgainst() 
Ogni controllo può essere ignorato per mezzo delle opzioni check* specificate in fase di costruzione 
dell’oggetto SingleHandleInfo. I controlli effettuati, se abilitati, sono: 
• Identificativo della rete uguale a quello richiesto; 
• ID del messaggio uguale a quello richiesto, a meno del filtro ottenuto con la maschera; 
• Tipologia di messaggio (RTR o normale) uguale a quella richiesta; 
• Tipologia di ID (11 o 29bit) uguale a quella specificata; 
• Lunghezza del contenuto del messaggio uguale a quella specificata; 
• Contenuto del messaggio uguale a quello specificato. 
Questi ultimi due controlli vengono sostituiti quando l’oggetto SingleHandleInfo, per mezzo della 
funzione setDataMask, viene impostato in modalità avanzata. In tal caso i controlli effettuati sono: 
• Lunghezza del contenuto del messaggio compresa tra un valore minimo ed un valore massimo; 
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• Contenuto del messaggio uguale a quello specificato, a meno del filtro ottenuto con maschere sui 
dati. 
Nel seguente schema è possibile vederne una rappresentazione a blocchi: 
 
Figura 50 Schema a blocchi della funzione checkAgainst() 
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Se il confronto ha esito positivo, il riferimento all’handle corrente viene ricopiato nel messaggio, e 
questo viene inserito nella coda di messaggi interna all’handle stesso. Inoltre l’handle viene rimosso 
dalla lista degli handle installati, a meno che non sia segnato come persistente. 
Con questo meccanismo, un thread può mettersi in attesa di un messaggio che abbia determinate 
caratteristiche, ad esempio che riporti un determinato ID, oppure un range di ID (specificando una 
opportuna maschera). L’attesa del messaggio coincide con una lettura di un messaggio sulla coda 
matched_messages, ereditata dalla classe HandleInfo, e il risveglio si ha nel momento in cui il 
manager, servendo l’handle in questione, vi effettua una scrittura di un messaggio. 
Talvolta, però, a seguito dell’invio di un comando ci si può aspettare più di un tipo di risposta, ad 
esempio la risposta può essere positiva o negativa, riportando ID differenti. Un thread in attesa di 
una risposta positiva rimarrebbe perennemente bloccato in caso di risposta negativa. Occorre, 
quindi, un meccanismo che consenta di mettersi in attesa di un messaggio all’interno di un insieme 
di possibili messaggi. 
La classe MultipleHandleInfo contiene al suo interno una lista di SingleHandleInfo ed una propria 
coda di messaggi sulla quale un thread può mettersi in attesa: 
 
Figura 51 Classe MultipleHandleInfo 
I metodi addHandle e removeHandle consentono di inserirvi o rimuovere oggetti di tipo 
SingleHandleInfo. Questa classe ridefinisce la funzione checkAgainst, all’interno della quale 
controlla tutti gli handle installati, fermandosi al primo handle che fornisce un esito positivo nel 
confronto. 
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Figura 52 Controllo di handle multipli 
Il valore di ritorno di questa funzione è l’indirizzo dell’handle che ha avuto esito positivo, cosicché 
il thread chiamante possa distinguere la causa del risveglio e non debba effettuare nuovamente 
verifiche sul messaggio che ha ricevuto. Si può, infatti, semplicemente confrontare gli indirizzi 
degli handle installati con quello presente all’interno del messaggio ricevuto per sapere subito se si 
tratta, ad esempio, di una risposta positiva o negativa. 
Il meccanismo descritto finora fornisce un pieno supporto per gli Eventi (gestiti da CANManager), 
per l’invio dei comandi (inviati potenzialmente da qualunque istanza di WorkingThread) e per la 
ricezione di particolari messaggi (attesi tramite la classe HandleInfo). Con questa architettura, però, 
l’invio e la ricezione di SDO non è immediata, e occorre un ulteriore strato di astrazione dedicato a 
questo tipo di messaggi: la classe SDORequester. 
 
Figura 53 Classe SDORequester 
Una istanza della classe SDORequester consente di accedere, in lettura o in scrittura, agli oggetti dei 
dizionari presenti nei dispositivi CAN. Il parametro obbligatorio del costruttore è l’indirizzo di una 
istanza di CANManager, tramite la quale è possibile inviare messaggi e mettersi in attesa della 
ricezione delle risposte. Le funzioni readObject e writeObject permettono di leggere e scrivere dati 
semplicemente specificando l’ID del nodo, l’indice ed il sottoindice dell’oggetto, ed il buffer per i 
dati da ricevere o da inviare rispettivamente. 
La scrittura di un parametro per mezzo della funzione writeObject, inoltre, consente di decidere se 
effettuare o meno una operazione di salvataggio in flash dei dati appena trasmessi. L’operazione di 
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salvataggio, se richiesta, effettua dapprima un controllo per vedere se l’opzione AutoSave è settata 
sul dispositivo e, in caso contrario, invia il comando per il salvataggio. 
Un esempio di utilizzo della classe SDORequester è il seguente, costituito da un ciclo che legge e 
manda a video il contenuto degli oggetti del dizionario del nodo 1: 
 
 
Figura 54 Utilizzo della classe SDORequester 
Senza la classe SDORequester, per ottenere lo stesso risultato avremmo dovuto realizzare 
manualmente lo scambio dei messaggi previsti dal protocollo CAN per il trasferimento di oggetti 
del dizionario. 
Nel seguente diagramma è possibile vedere una visione generale delle classi che compongono il 
framework di gestione del bus CAN, e la loro interazione: 
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Figura 55 Diagramma delle classi di CAN-Manager 
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2.2 Comunicazione su rete 
Tutte le applicazioni di rete del progetto Virgo utilizzano la libreria Cm come middleware per il 
trasporto dei messaggi. La libreria Cm è stata sviluppata dal LAL di Orsay negli anni ‘90 e fornisce 
un meccanismo per l’invio di comandi (messaggi contenenti un oggetto ed eventuali parametri) da 
un nodo della rete ad un altro. Il paradigma utilizzato è quello Client/Server, nel quale un client che 
vuole richiedere un comando ad un server crea una connessione unidirezionale verso di esso, invia 
il relativo messaggio di richiesta e termina la connessione. Il protocollo di trasporto utilizzato è 
TCP/IP, mascherato dalla libreria Cm che mette a disposizione un suo meccanismo di risoluzione di 
nomi di host (non si basa su DNS ma sfrutta un plain_text file di configurazione residente su di una 
cartella condivisa) per non dover ricorrere a nomi fully-qualified (nome host più dominio) o a 
indirizzi IP. 
Un’applicazione server che utilizza la libreria Cm soffre di moltissime limitazioni, ad esempio 
quella di non poter utilizzare semafori e socket, a causa della natura intrinseca della libreria stessa. 
La struttura di un server Cm, infatti, deve consistere unicamente in un ciclo infinito che riceva e 
gestisca i messaggi. Prima di accedere al ciclo infinito, l’applicazione deve installare handler 
specifici per i comandi che intende riconoscere. 
La libreria Cm, inizialmente studiata per l’invio di semplici comandi, non dispone di un supporto 
per le comunicazioni bidirezionali, ed è anche per tale motivo che è stata dismessa dai creatori. Tale 
mancanza rende macchinoso l’utilizzo di questa libreria. Infatti, per realizzare una comunicazione 
bidirezionale, il client stesso, dopo aver inviato il messaggio di richiesta, deve installare dei propri 
handler e agire come server. A sua volta il server dovrà agire come client, invertendo così i ruoli e 
consentendo la comunicazione nel verso opposto: la risposta verrà effettuata con un comando 
contenente l’esito dell’operazione. 
Poiché con la creazione del software di controllo del sistema delle sospensioni si prevede anche un 
restyle delle applicazioni esistenti, è necessario valutare anche l’ipotesi di appoggiarsi ad un metodo 
di scambio dei messaggi più semplice ed efficiente. Ovviamente la consegna dei messaggi deve 
essere affidabile dato che costituisce la base per il funzionamento dell’intero sistema. Inoltre, avere 
molti nodi che hanno bisogno ciascuno delle informazioni degli altri porta ad escludere il paradigma 
client/server e orientarsi, piuttosto, a quello publish/subscribe nel quale ciascun nodo ha visibilità 
sulle informazioni trasmesse dagli altri. 
Esamineremo dapprima i metodi usati attualmente in ambito scientifico, per poi passare all’esame 
dei due più diffusi meccanismi di comunicazione, rappresentati da DDS e da CORBA. 
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2.2.1 Experimental Physics and Industrial Control System – EPICS 
EPICS è un ambiente software utilizzato per sviluppare ed implementare sistemi di controllo 
distribuiti atti a gestire dispositivi come acceleratori di particelle, telescopi o altri grandi 
esperimenti. EPICS fornisce anche funzionalità SCADA, Supervisory Control And Data 
Acquisition, ovvero funzionalità per l’acquisizione di dati e per il controllo d’insieme del sistema. 
Questo strumento è progettato per aiutare lo sviluppo di sistemi che spesso fanno uso di vasta una 
rete di calcolatori che forniscono funzionalità di controllo e feedback sul sistema. 
EPICS utilizza entrambe le tecniche client/server e publish/subscribe per realizzare la 
comunicazione tra i vari computer. Un insieme di computer (i server o controllori di input/output) 
raccolgono i dati sull’esperimento in real-time usando gli strumenti di misurazione di cui sono 
dotati. Questi dati vengono poi passati ad un altro insieme di computer (i client) utilizzando il 
protocollo di rete Channel Access (CA), un protocollo di rete ad elevata larghezza di banda adatto 
per applicazioni soft real-time come ad esempio gli esperimenti scientifici. 
I controllori di Input/Output rappresentano l’interfaccia verso il mondo reale di EPICS, e possono 
essere realizzati tramite normali PC oppure tramite sistemi VME con processore integrato, capaci di 
gestire una varietà di moduli plug-and-play (come RS-232, GPIB, etc.) per mezzo dei quali possono 
interfacciarsi verso gli strumenti di controllo del sistema (oscilloscopi, analizzatori di rete, etc.) e i 
dispositivi (motori, termocoppie, interruttori, etc.). 
Le informazioni sui dispositivi gestiti da ciascun controllore di I/O vengono mantenute all’interno 
di un database locale. Gli altri computer della rete possono interagire con queste informazioni 
tramite il concetto di canale. Ad ogni dispositivo (o alla sua rappresentazione nel database) è 
associato un canale per mezzo del quale è possibile accedervi in lettura, o eventualmente anche in 
scrittura. 
La maggior parte delle operazioni sono pilotate direttamente da una applicazione grafica come 
EDM (editor/display manager) o MEDM (Motif/EDM) che consente di creare finestre di dialogo, 
indicatori, caselle di testo, semplici animazioni, etc. 
Il sistema, però, può essere pilotato anche da qualsiasi altra applicazione che implementi 
l’interfaccia CA e capace, quindi, di leggere o scrivere valori all’interno dei record dei database 
presenti sui controllori di I/O. Grazie a questo meccanismo è molto semplice interagire con un 
sistema controllato da EPICS perfino tramite MATLAB, LabVIEW, Perl, Python, Tcl, ActiveX, 
ecc. 
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Ci sono molti tipi di record disponibili in EPICS, ciascuno dei quali ha diversi campi. Qualora tra i 
tipi di record predefiniti non si riuscissero a trovare quelli più adatti all’applicazione specifica che si 
intende realizzare, se ne potrebbero semplicemente creare di nuovi. I tipi più comuni sono: 
• AI e AO, per l’ingresso e l’uscita analogica di segnali, che ovviamente consentono di 
memorizzare un valore analogico; 
• BI e BO, per la trasmissione di dati binari come lo stato dei dispositivi o alcuni comandi tra di 
essi; 
• Calc e CalcOut, utilizzati per effettuare calcoli basati sul valore di altri record e restituirli con 
determinate formattazioni, come ad esempio l’efficienza di un motore in funzione dei valori di 
corrente e tensione, rappresentata in percentuale; 
• Stepper Motor, che consente di gestire la velocità, l’accelerazione e la posizione di un motore 
passo-passo. 
Ciascun record in EPICS deve disporre di uno scan-time nominale (solitamente 0.1 secondi). 
Qualora non si ricevano aggiornamenti per il record prima dello scadere dello scan-time, il record 
viene automaticamente impostato come passivo e non può più essere processato, a meno ché il suo 
campo PROC non sia settato: in tal caso il record sarebbe sempre attivo e potrebbe inviare 
aggiornamenti solo in seguito ad eventi. 
Il protocollo CA consente di ottenere la coppia IP:porta TCP del server che gestisce un particolare 
canale, facendo uso di messaggi broadcast UDP. In questa maniera si rende molto flessibile 
l’architettura, disaccoppiando i componenti distribuiti e rendendo il sistema indipendente dagli 
attuali indirizzi IP all’interno della rete. In caso di guasto di una macchina, è possibile eseguire 
l’applicativo server su di un altro PC funzionante ed il sistema di risoluzione degli indirizzi dei 
canali fornirà automaticamente la nuova configurazione necessaria per la connessione. 
EPICS fornisce quindi un meccanismo molto flessibile e dinamico per l’accesso in lettura/scrittura 
di variabili (record) remote. Una sua limitazione risiede, però, nella mancanza di un supporto per 
l’invocazione remota delle funzioni (RPC o RMI): per questo motivo, l’intelligenza 
dell’applicazione deve essere centralizzata ed il software di controllo (client CA) diventa molto 
complesso poiché deve essere a conoscenza di ogni minimo dettaglio di funzionamento dell’intero 
esperimento. 
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Figura 56 Sistema con controllo centralizzato che utilizza EPICS 
Per semplificare la logica del coordinamento centralizzato occorrerebbe un sistema di interazione 
tra processi che consenta di racchiudere in ciascuno di essi le proprie competenze (controllo dei 
dispositivi CAN, controllo dei DSP, etc.) ma che consenta dall’esterno di invocare delle funzioni 
senza sapere, però, come esse vengano realmente implementate ed eseguite. Lo schema di 
interazione tra queste componenti potrebbe essere il seguente: 
 
Figura 57 Sistema con controllo distribuito 
2.2.2 Data Distribution Service – DDS 
Data Distribution Service, anche noto con la sigla DDS, è un middleware di comunicazione basato 
sul paradigma publish/subscribe secondo il quale possono esistere tanti fornitori di informazioni 
(publisher) e tanti nodi interessati alla ricezione di queste informazioni (subscriber). I messaggi che 
circolano in rete sono logicamente raggruppati in topic, ciascuno dei quali ha un nome univoco. 
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Figura 58 Paradigma Publish/Subscribe 
I topic, inviati dai fornitori vengono trasmessi in broadcast e possono raggiungere così tutti i nodi 
della rete. Il servizio che gestisce l’architettura DDS deve essere debitamente istruito per stabilire 
quali topic ricevere e quali invece scartare. 
Un produttore di messaggi deve registrarsi come publisher sul gestore DDS, instanziare un 
DataWriter specifico per il topic che intende pubblicare e, tramite esso, inviare messaggi in rete 
senza preoccuparsi di quanti e quali processi riceventi sono in attesa di questi messaggi. 
Un processo ricevente deve registrarsi come subscriber sul gestore DDS, instanziare un 
DataReader specifico per il topic al quale intende abbonarsi, e mettersi in ricezione dei messaggi 
per quel topic, elaborandoli alla loro ricezione senza preoccuparsi di quale sia la loro origine. 
 
Figura 59 Sottoscrizione Topic in DDS 
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Questo meccanismo, puramente orientato ai messaggi, i quali vengono distribuiti “in copia” su tutti 
i subscriber, consente di ottenere un disaccoppiamento completo tra le varie componenti di un 
sistema distribuito semplificandone notevolmente la progettazione. 
Ogni messaggio deve rispettare il formato del topic di appartenenza, e tale formato viene definito 
tramite un linguaggio di definizione delle interfacce noto come IDL – Interface Definition 
Language. Questo linguaggio, standardizzato da OMG – Object Management Group, consente di 
definire i nomi dei topic ed i loro attributi, tipizzati, in modo equivalente al costrutto struct del C++. 
Per utilizzare un tipo definito presente in un file IDL occorre trasformarlo con un precompilatore 
che generi i file relativi nel linguaggio di programmazione in uso (C++, Java, etc.). La 
precompilazione per il C++, ad esempio, genera file .h e .c/.cpp contenenti le dichiarazioni delle 
strutture dati e le definizioni di alcuni metodi di supporto, come ad esempio quelli dedicati alla 
registrazione del nome del topic e la creazione dei DataReader e DataWriter relativi. 
 
Figura 60 Da IDL a C++ 
2.2.2.1 OpenSplice DDS 
Tra le varie implementazioni di DDS possiamo trovare: 
• OpenSplice DDS di PrismTech, software proprietario con licenza d’uso gratuita; 
• OpenDDS di OCI, software open source. 
Anche se le due implementazioni sono molto simili dal punto di vista della comunicazione su rete e 
della gestione dei messaggi, si è deciso di esaminare il funzionamento di OpenSplice di PrismTech 
poiché di più facile installazione, configurazione ed utilizzo. Inoltre era stato utilizzato 
precedentemente sulle macchine di test e quindi già disponibile. 
OpenSplice DDS è costituito da un servizio (ospl) di scambio di messaggi e da una libreria software 
utilizzabile dai programmatori per interfacciarsi con il servizio ospl. Tale servizio può essere 
configurato tramite il file di configurazione HDE/x86.linux2.6/etc/config/ospl.xml presente nella 
cartella di installazione del servizio OpenSplice. All’interno di questo file è possibile specificare, 
oltre alle altre informazioni, anche il nome del dominio di appartenenza della macchina corrente ed 
il tipo di comunicazione richiesta: broadcast o multicast. L’invio broadcast o multicast dei messaggi 
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in rete fa sì che i messaggi raggiungano ogni nodo della rete, occupando le risorse di ogni switch 
della LAN. Qualora il numero di messaggi al secondo fosse elevato, questo sistema occuperebbe il 
canale di trasporto andando a rallentare tutte le altre applicazioni di rete dell’intera rete di Virgo. A 
partire dalla versione v4.1.090626 di OpenSplice, invece, è possibile selezionare anche la modalità 
di comunicazione unicast, specificando il pool di indirizzi IP che faranno parte del dominio. Con 
tale soluzione si evita la propagazione dei messaggi sull’intera rete ma solo verso quei segmenti di 
LAN che effettivamente contengono i nodi interessati alla comunicazione. All’aumentare del 
numero di nodi, però, l’overhead dovuto agli invii multipli dei messaggi, uno per ogni membro del 
dominio, aumenta ed il meccanismo torna ad essere troppo pesante dal punto di vista 
dell’occupazione della banda del canale di comunicazione. 
Per avviare o interrompere il funzionamento del servizio OpenSplice, si possono usare i comandi 
ospl start o ospl stop. Per il corretto funzionamento del servizio OpenSplice occorrono alcune 
variabili d’ambiente, impostabili automaticamente effettuando il source del file di script 
HDE/x86.linux2.6/release.com presente nella cartella di installazione di OpenSplice. Le istruzioni 
all’interno del file release.com sono valide per la console bash, quindi occorre utilizzare tale 
console per poterle avviare correttamente. 
Una volta avviato il servizio, l’unico onere del programmatore è quello di utilizzare le funzioni di 
libreria per registrarsi come participant. La creazione dell’oggetto participant consente di 
inizializzare le strutture dati e lo strato di comunicazione per il processo corrente. Dopodiché 
occorre registrarsi come publisher o come subscriber, o in entrambi i modi, ed infine registrare i 
nomi dei topic che si intendono ricevere o inviare. Le funzioni specifiche per ciascun topic vengono 
generate dal precompilatore IDL e devono essere incluse durante la  fase di compilazione 
dell’applicazione. 
Nel caso del tipo dati HelloWorld riportato in precedenza, le istruzioni per inizializzare DDS da 
eseguire nel main del programma, e quelle per la ricezione dei messaggi, sarebbero le seguenti: 
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Figura 61 Esempio di programma DDS 
2.2.2.2 Un esempio: CANDDS 
Per testare il funzionamento della libreria OpenSplice, riprendiamo in considerazione il problema 
della gestione dei device CAN ed implementiamo un sistema distribuito che controlli il corretto 
funzionamento dei dispositivi e che invii messaggi di notifica in caso di errori (dispositivi CAN 
inattivi o non più funzionanti), in caso di eventi (variazione dello stato o del valore memorizzato sui 
dispositivi) o in caso di richiesta di servizio. 
Il gestore del bus CAN deve monitorare lo stato dei dispositivi connessi rimanendo in ascolto dei 
messaggi CAN provenienti dal bus. I device CAN attivi devono inviare periodicamente un 
messaggio contenente il valore corrente memorizzato al loro interno, così da segnalare anche la loro 
presenza ed il corretto funzionamento. Per ogni nodo CAN, il gestore deve mantenere in memoria le 
informazioni sullo stato, sul valore e sul tempo di ricezione dell’ultimo messaggio, in modo da 
poter verificare, con un timeout, se questo dispositivo è ancora attivo o meno. 
  Capitolo 2.2 - Strumenti software analizzati e sviluppati - Comunicazione su rete - 57/57 
Più in dettaglio, riportiamo lo studio dei requisiti di sistema dell’applicazione distribuita che si 
intende realizzare: 
1. Programma CanManager che gestisce la net specificata come parametro su riga di comando 
2. Da file di configurazione legge, per la net specificata, il numero e gli ID dei nodi che deve 
monitorare 
3. Per ogni nodo CAN gestito, mantiene in memoria il valore, lo stato (inizialmente impostato 
su INIZIALIZZAZIONE) ed il timestamp dell'ultima ricezione di un messaggio 
4. Ad ogni ricezione: 
1. Se il valore ricevuto è diverso dal precedente O se lo stato è INIZIALIZZAZIONE 
segnala il nuovo valore tramite un messaggio per il topic CANEvent 
2. viene aggiornato il valore ed il timestamp del nodo corrispondente, il cui stato viene 
impostato su FUNZIONANTE 
5. Un thread controlla ciclicamente se il tempo trascorso dall'ultima comunicazione di ciascun 
nodo è superiore ad una soglia, ed in tal caso: 
1. se lo stato non è su ERRORE, segnala l'errore tramite un messaggio per il topic 
CANAlert 
2. imposta lo stato su ERRORE 
6. Le transizioni di stato vengono registrate su di un file di log proprio per ogni istanza di 
esecuzione 
7. Non devono poter essere avviate più istanze del programma sulla stessa net (net lock file) 
8. Il programma deve poter ricevere messaggi per il topic CANCommand contenente il 
comando da eseguire e l'identificativo del nodo da controllare 
9. I comandi abilitati sono: 
1. GETVALUE 
2. SETVALUE 
10. I topic che devono essere prodotti sono: 
1. CANEvent, che contiene le seguenti indicazioni: 
i. ID NET 
ii. ID Nodo 
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iii. Vecchio stato 
iv. Vecchio valore 
v. Nuovo stato 
vi. Nuovo valore 
vii. Timestamp transizione 
2. CANInfo, che contiene le seguenti indicazioni: 
i. ID NET 
ii. ID Nodo 
iii. Stato corrente 
iv. Valore corrente 
v. Timestamp ultima lettura 
vi. Valore richiesto 
vii. Codice di ritorno 
1. 200 (OK) 
2. 400 (ERRORE GENERICO) 
3. 401 (TIMEOUT) 
viii. Messaggio di ritorno 
3. CANAlert, che contiene le seguenti indicazioni: 
i. ID NET 
ii. ID Nodo 
iii. Vecchio stato 
iv. Vecchio valore 
v. Timestamp ultima trasmissione 
vi. Messaggio di errore 
11. I topic che devono essere ricevuti sono: 
1. CANCommand, che contiene le seguenti indicazioni: 
i. ID NET 
ii. ID Nodo 
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iii. Comando richiesto 
1. GETVALUE 
2. SETVALUE 
iv. Valore richiesto (se il comando è SETVALUE) 
12. Alla ricezione di un comando destinato ad un nodo impostato su ERRORE, deve essere 
inviato nuovamente il topic CANAlert relativo 
13. Alla ricezione di un comando GETVALUE: 
1. Verifica che la NET sia corretta 
2. Propaga in rete un messaggio per il topic CANInfo contenente le informazioni 
aggiornate sul nodo richiesto 
14. Alla ricezione di un comando SETVALUE 
1. Verifica che la NET sia corretta 
2. Se il nodo è in ERROR O è già impostato al valore richiesto, risponde con un 
messaggio come al punto 13.2 
3. Se il nodo è FUNZIONANTE ed il suo valore è diverso dal valore richiesto, propaga 
il comando sul bus CAN, attende il cambio di stato e propaga un messaggio come al 
punto 13.2 
i. Se il cambio di stato non avviene entro un timeout, genera un messaggio per 
il topic CANInfo contenente il codice di errore 401 (TIMEOUT) 
ii. Se il cambio di stato avviene correttamente entro il timeout, genera un 
messaggio per il topic CANInfo contenente il codice di conferma 200 (OK) 
15. Programma cansend che invia messaggi per il topic CANCommand 
16. Richiede parametri da riga di comando per identificare: 
1. ID NET (parametro -n) 
2. ID Nodo (parametro -i) 
3. Comando (parametro -c) 
i. getvalue 
ii. setvalue 
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17. Crea un messaggio per il topic CANCommand con le informazioni raccolte da riga di 
comando e le inoltra in rete 
18. Attende la ricezione di un messaggio per il topic CANInfo contenente le informazioni 
desiderate (ID NET e ID Nodo corretti) e le visualizza a schermo 
19. In caso di timeout, visualizza un messaggio di errore 
Al fine di trasmettere, in modo completamente disaccoppiato, ad eventuali altri processi lo stato ed 
il valore corrente memorizzato nei dispositivi CAN, il gestore deve poter essere in grado di inviare i 
seguenti topic DDS, descritti tramite linguaggio IDL: 
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Figura 62 Interfaccia IDL dei messaggi DDS per CANManager 
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Il messaggio CANEvent viene inviato qualora si verifichi un cambiamento di stato o di valore su di 
un nodo CAN, ad esempio in seguito all’accensione o allo spegnimento del dispositivo stesso. 
Contiene le informazioni precedenti e successive alla transizione di stato, l’identificativo del nodo e 
della rete CAN di appartenenza, ed il timestamp dell’istante della transizione. 
Il messaggio CANInfo consente di inviare la risposta ad una richiesta di servizio per mezzo del 
messaggio CANCommand. Oltre a riportare le informazioni correnti del nodo e del comando 
richiesto, specifica il codice di ritorno dell’operazione richiesta (completata con successo, ignorata, 
errore, etc.) e la sua descrizione testuale. 
Il messaggio CANAlert viene utilizzato in caso di timeout nell’attesa di informazioni provenienti da 
uno dei dispositivi CAN. In tal caso il nodo viene marcato come non funzionante ed un messaggio 
di notifica contenente l’identificativo del nodo e della rete di appartenenza e lo stato precedente al 
guasto viene inoltrato in rete. 
Il gestore del bus CAN deve essere in grado di ricevere messaggi di tipo CANCommand ed 
eseguirli se di propria competenza. Un messaggio di questo tipo, infatti, contiene l’identificativo di 
un nodo e della rete CAN e consente di determinare se un gestore può o meno elaborare tale 
comando. I comandi abilitati sono GETVALUE e SETVALUE, e nel secondo caso occorre 
specificare anche il valore da impostare sul dispositivo. 
La struttura del programma è del tutto simile a quella del CAN-Manager visto in precedenza, 
arricchita con le strutture dati necessarie a mantenere in memoria lo stato dei nodi, a recuperare da 
file di configurazione l’elenco dei nodi da gestire, e le istruzioni necessarie a monitorare lo stato dei 
nodi e ad inviare in rete i messaggi di notifica. 
Per conoscere quali nodi gestire, CANDDS fa affidamento su di un file di configurazione, uno per 
ogni NET, avente la seguente forma: 
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Figura 63 Esempio di file di configurazione di una rete CAN 
La classe NodeListReader viene utilizzata per effettuare la lettura del file di configurazione e per 
recuperare le informazioni riguardanti i nodi della rete CAN specificata come parametro nel 
costruttore. La sua dichiarazione è riportata in Appendice nel file NodeListReader.h, a pagina 
lxxxvi, mentre la sua implementazione è riportata nel file NodeListReader.cpp a pagina lxxxvii. 
Le informazioni sui nodi CAN, aggiornate a tempo di esecuzione, vengono mantenute in memoria 
per mezzo delle classi CANNode e CANNodeList dichiarate nel file CanNode.h, riportato a pagina 
xci, e implementate nel file CanNode.cpp riportata a pagina xciii. 
Per quanto riguarda la comunicazione su rete, le funzioni di inizializzazione e disattivazione di 
DDS, come anche quelle per l’invio e la ricezione dei messaggi, sono state raggruppate nei file 
NetSend.cpp e NetSend.h, a pagina xcvii e xcviii rispettivamente. 
Una volta definita la precedente struttura, occorre inserirla in CANDDS e richiamarla dall’interno 
della funzione parseMessage della classe CANManager (per verificare le variazioni di valore e 
notificarle) e dall’interno della funzione main per avviare DDS e notificare le condizioni di errore 
dei nodi gestiti. La funzione parseMessage della classe CANManager viene cambiata nel modo 
seguente: 
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Figura 64 Modifiche alla funzione parseMessage per la versione DDS di CANManager 
Infine la funzione main del programma principale, che deve occuparsi di controllare i parametri 
della riga di comando (utilizzati per specificare la NET CAN da gestire), di leggere il file di 
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configurazione e di verificare gli eventuali TIMEOUT sui nodi CAN da gestire, è riportata a pagina 
civ. 
A questo punto, il programma server è completo ed indipendente, cioè può essere messo in 
esecuzione senza tener conto del fatto che non ci siano client in ascolto o quanti siano questi. 
Per poter interagire con il sistema di controllo, occorre una piccola utility, che chiameremo 
cansenddds che avrà il compito di inviare messaggi CANCommand tramite DDS e di attendere una 
risposta pertinente. In caso di mancata risposta entro un certo timeout, l’applicazione deve 
comunque terminare segnalando all’utente la mancata risposta. Questa condizione può verificarsi 
nel caso in cui un utente richieda un comando verso una net non gestita da nessuna istanza del 
programma candds, o banalmente in caso di problemi di comunicazione. 
Il codice sorgente di questa applicazione è presente nel file CanDDSSend.cpp ed è riportato a 
pagina cvii. 
2.2.2.3 Pro e contro 
La trasmissione in broadcast è utile per evitare la necessità di effettuare trasmissioni multiple da 
parte dei fornitori, che altrimenti, nel caso di comunicazione punto-punto, dovrebbero inviare una 
copia del messaggio a tutti i subscriber. Gli effetti negativi di questo tipo di trasmissione, però, sono 
tanto più marcati tanto più grande è la rete, tanto più frequenti sono i messaggi e tanto più basso è il 
numero di subscriber. In tali condizioni, infatti, si ha una occupazione di banda su tutti i segmenti 
della rete (i messaggi in broadcast vengono trasmessi su tutte le porte degli switch) per periodi 
molto lunghi (molti messaggi al secondo) anche se i nodi che devono effettivamente ricevere i 
messaggi sono pochi o addirittura isolati all’interno dello stesso segmento di rete LAN. 
Inoltre, per quanto riguarda OpenSplice, la non disponibilità del codice sorgente della libreria 
costituisce un ulteriore ostacolo: qualora il prodotto non venisse più supportato da PrismTech, una 
eventuale incompatibilità con nuove architetture hardware o piattaforme software 
comprometterebbe il funzionamento dell’intero sistema di controllo di Virgo, portando alla 
necessità di adottare un nuovo meccanismo di comunicazione in tutte le applicazioni già sviluppate. 
2.2.3 Common Object Request Broker Architecture – CORBA 
Un ulteriore standard di comunicazione tra processi distribuiti è rappresentato dalla Common 
Object Request Broker Architecture, CORBA. 
  Capitolo 2.2 - Strumenti software analizzati e sviluppati - Comunicazione su rete - 66/66 
Come abbiamo già accennato, DDS trasmette copie delle informazioni ai nodi della rete, 
consentendo quindi ad ogni applicazione di lavorare sul proprio spazio di memoria con copie locali 
dei dati, ma introducendo possibili inconsistenze tra di esse. 
La Common Object Request Broker Architecture nota con la sigla CORBA è un ulteriore metodo di 
interazione tra processi che possono essere messi in esecuzione sulla stessa macchina (InterProcess 
Communication) o su macchine diverse indistintamente. CORBA, standardizzato da OMG, 
consente di mantenere gli oggetti sui nodi che li hanno creati (istanziati) ma di renderli disponibili 
anche ai processi remoti come se questi fossero locali. 
Il principio di funzionamento è il seguente: un gestore di oggetti (l’ORB) in esecuzione su ogni 
macchina si occupa di mantenere le informazioni sugli oggetti disponibili in locale e gestisce le 
richieste di accesso in lettura/scrittura su di essi. Un servizio di risoluzione di nomi di oggetti 
consente di organizzare le istanze di oggetti come se fossero elementi di un filesystem e consente di 
recuperare riferimenti agli oggetti remoti. Un nodo che vuole utilizzare un oggetto mantenuto da 
ORB, conoscendone il nome, ne recupera il riferimento e vi effettua operazioni come se l’oggetto 
fosse locale (operatore “->” per i puntatori o l’operatore “.” per i riferimenti). L’esecuzione di un 
metodo viene “intercettata” dall’ORB che provvede ad inoltrare la richiesta verso l’oggetto locale, 
se questo risiede sulla macchina corrente, oppure verso il processo remoto che gestisce 
quell’oggetto, provvedendo anche ad effettuare inizialmente la serializzazione/deserializzazione dei 
parametri passati alla funzione e successivamente quella del valore di ritorno. 
 
Figura 65 Architettura CORBA 
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Anche in questo caso è necessario che i processi che vogliono interagire conoscano la struttura degli 
oggetti remoti. A tal fine si definiscono tali strutture tramite il linguaggio IDL e si compilano 
esportandole nei formati idonei al linguaggio di programmazione in uso. Anche in questo caso è 
possibile, quindi, avere l’implementazione di un oggetto in un linguaggio di programmazione, ed 
accedervi tramite un processo scritto in un differente linguaggio. Nella figura precedente, infatti, si 
vede che l’interfacciamento verso l’ORB viene effettuato tramite gli oggetti generati dal 
precompilatore IDL. Sostituendo il precompilatore IDL si può passare semplicemente da un 
linguaggio di programmazione ad un altro. 
Un possibile esempio di interfaccia IDL è il seguente: 
 
Figura 66 Esempio di interfaccia IDL 
Questo esempio definisce l’interfaccia di un oggetto di tipo HelloWorld che dispone di un unico 
metodo pubblico di nome getMessage che non prende alcun parametro e restituisce una stringa. 
Con CORBA si elimina il problema della diffusione broadcast dei dati e del conseguente utilizzo 
eccessivo del mezzo di comunicazione. Infatti solamente il nodo che vuole accedere ad un oggetto 
remoto ed il nodo proprietario effettueranno traffico di rete per scambiarsi i parametri ed il valore di 
ritorno della chiamata di procedura remota. 
Si elimina inoltre il problema dell’inconsistenza degli oggetti dovuto alle copie locali di essi sui vari 
processi, poiché chiunque volesse accedere ad un oggetto sarebbe costretto a passare attraverso 
l’unica istanza residente sul nodo proprietario. 
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Figura 67 Esempio di interazione tra un client ed un server CORBA 
Per ottenere un riferimento ad un oggetto remoto occorre conoscere il suo nome, che può essere 
espresso in tre forme diverse: 
• IOR (Interoperable Object Reference), ad esempio: 
IOR:010000001900000049444c3a43414e4f626a656374732f43414e494f3a312e3000000000040
000000054424f600000000101020005000000554e495800000000160000006374726c7674662e7
66972676f2e696e666e2e69740000002c0000002f746d702f6f726269742d61636f7363692f6c696e
632d353438652d302d35663865333435376433396635000000000000000000440000000101020
0160000006374726c7674662e766972676f2e696e666e2e697400c5ad1c000000000000008a12b8
57eb8d9f5130acab82251bf0d8010000000178886800000000caaedfba58000000010102002c000
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0002f746d702f6f726269742d61636f7363692f6c696e632d353438652d302d35663865333435376
43339663500000000001c000000000000008a12b857eb8d9f5130acab82251bf0d8010000000178
886801000000480000000100000002000000050000001c000000000000008a12b857eb8d9f5130
acab82251bf0d80100000001788868010000001400000001000000010001050000000009010100
00000000 
• Corbaloc, ad esempio: 
corbaloc:iiop:1.2@ctrlvtf.virgo.infn.it:2809/NameService 
• Corbaname, ad esempio: 
corbaname:iiop:1.2@ctrlvtf.virgo.infn.it:2809/NameService#x/y/z 
Il metodo base consiste nel pubblicare l’IOR di un oggetto su di un file di testo, su una pagina web, 
attraverso una e-mail, per posta tradizionale o con qualsiasi altro mezzo di comunicazione. Con tale 
identificativo è possibile ottenere direttamente un riferimento all’oggetto remoto. Il secondo 
metodo, più comodo, fornisce un formato in linguaggio naturale maggiormente comprensibile, 
contenente le informazioni necessarie all’ORB per collegarsi all’oggetto remoto. Infatti al suo 
interno è specificato il protocollo da utilizzare, la sua versione, l’endpoint del processo sul quale 
l’oggetto risiede ed il nome dell’oggetto. Nell’esempio si fa riferimento all’oggetto NameService, 
che consente di pubblicare e recuperare riferimenti ad oggetti utilizzando un nome simbolico come 
se fossero organizzati in un filesystem. Tramite l’ultimo tipo di indirizzamento, infatti, si può 
indicare quale NameService utilizzare e quale oggetto ricercare su di esso. All’indirizzo del 
NameService si aggiunge, dopo il carattere ‘#’, il percorso simbolico dell’oggetto da recuperare. 
Per utilizzare il NameService occorre avviarne una istanza su di una macchina. Ogni 
implementazione di CORBA dispone di un comando specifico avviare tale servizio, con un nome 
nella forma *-name-server. Occorre, poi, catturare l’output inviato sullo stdout da tale comando, ed 
utilizzarlo come IOR per il NameService, che è a tutti gli effetti un oggetto CORBA. Al fine di 
poter ottenere un riferimento al NameService, tutte le applicazioni che faranno uso di CORBA 
dovranno essere eseguite con l’opzione ‘ORBNamingIOR=’ seguita dal valore ottenuto in fase di 
esecuzione del name-server. Per evitare di dover specificare tale parametro per ogni applicazione, si 
può definire la relativa variabile di configurazione nel relativo file di configurazione globale 
(/etc/*.rc) oppure personale (~/.*rc). 
Da questo momento in poi, le applicazioni server potranno usare tale servizio per associare un nome 
simbolico ai propri oggetti e renderli disponibili ai client senza dover trasmettere l’intero IOR, che 
viene invece distribuito tramite il servizio di naming. 
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2.2.3.1 ORBit2 
Essendo uno standard puro, molti produttori hanno realizzato implementazioni standard-compliant 
di CORBA, aggiungendo più o meno funzionalità tra quelle indicate come facoltative dallo standard 
stesso. 
ORBit2 è una implementazione dello standard CORBA 2.4 che fornisce precompilatori IDL per i 
linguaggi C, C++ e Python. Supporta, anche se in modo non completo, anche i linguaggi Perl, Lisp, 
Pascal, Ruby e TCL. Il suo Object Request Broker è sviluppato in C, e può essere eseguito sotto 
Linux, UNIX e Windows. Poiché costituisce la base delle comunicazioni IPC in ambienti GNOME 
desktop, ORBit2 è molto diffuso nelle macchine Linux. Per tale motivo abbiamo deciso di utilizzare 
proprio questa implementazione per eseguire alcuni test su CORBA. 
Una volta installato su una macchina, ORBit fornisce i seguenti programmi eseguibili: 
• orbit-config: utility usata per determinare la lista dei flag da fornire al compilatore ed al linker in 
fase di compilazione di programmi che fanno uso della libreria orbit; 
• orbit2-config: versione 2 del programma orbit-config; 
• orbit-event-server: avvia una istanza del CORBA Event Server e ne stampa il riferimento IOR 
sullo standard output; 
• orbit-idl: precompilatore utilizzato per convertire le descrizioni delle interfacce degli oggetti dal 
linguaggio IDL al linguaggio C; 
• orbit-idl-2: versione 2 del precompilatore orbit-idl; 
• orbit-ird: avvia una istanza del CORBA Interface Repository Daemon e ne stampa il riferimento 
IOR sullo standard output; 
• orbit-name-server: avvia una istanza del CORBA Name Server e ne stampa il riferimento IOR 
sullo standard output; 
• ior-decode-2: strumento di debug per stampare, in modo comprensibile all’utente, il valore di un 
riferimento IOR; 
• libIDL-config: utility usata per determinare la lista dei flag da fornire al compilatore ed al linker 
in fase di compilazione di programmi che fanno uso della libreria libIDL; 
• libIDL-config-2: versione 2 del programma libIDL-config. 
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Il comportamento predefinito di ORBit può essere modificato in tre modi, enunciati in ordine di 
applicazione: 
1. File di configurazione globale /etc/orbitrc; 
2. File di configurazione utente ~/.orbitrc; 
3. Parametri da riga di comando. 
Sui sistemi UNIX, di default viene utilizzato unicamente il protocollo unix mentre quelli per 
Internet (IPv4 e IPv6) vengono disabilitati. Per abilitarli occorre specificare, in uno dei file di 
configurazione appena illustrati oppure tramite riga di comando in fase di esecuzione delle 
applicazioni client e server, i parametri ORBIIOPIPv4=1 e ORBIIOPIPv6=1. Al fine di rendere 
visibili ad ORB i parametri specificati su riga di comando sarà necessario, come vedremo in 
dettaglio in seguito, passare i parametri argc e argv alla funzione di inizializzazione di ORB. 
Di seguito è riportata la lista dei parametri disponibili: 
• ORBDebugFlags=traces|inproc_traces|timings|types|messages|errors|objects|giop|refs 
Consente di specificare la quantità di informazioni di debug da visualizzare. I moduli possono 
essere combinati usando ‘:’ come separatore. 
• ORBIIOPIPv4=0|1 
Disabilita/Abilita l’uso dei socket IPv4 
• ORBIIOPIPv6=0|1 
Disabilita/Abilita l’uso dei socket IPv6 
• ORBIIOPIPName=HostInterface 
Definisce l’hostname (o IP) al quale il server dovrebbe associarsi 
• ORBIIOPIPSock=#port 
Numero della porta sulla quale mettersi in attesa di connessioni IIOP. Questo parametro è 
necessario nel caso di riferimenti a oggetti persistenti (dichiarati con la politica 
PortableServer_PERSISTENT) 
• ORBInitialMsgLimit=# 
Quantità di dati accettati alla prima invocazione del metodo. Invocazioni successive del metodo 
non sono limitate. Questa opzione è usata per prevenire attacchi DOS ad esempio l’apertura di 
una connessione ad un servizio e l’invio di una enorme quantità di dati finti 
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• ORBIIOPUNIX=0|1 
Disabilita/Abilita l’uso dei socket UNIX domain 
• ORBIIOPIrDA=0|1 
Disabilita/Abilita le funzionalità IrDA 
• ORBIIOPSSL=0|1 
Disabilita/Abilita l’uso del protocollo sicuro SSL su IIOP 
• ORBNamingIOR=IOR 
(Disponibile per ORBit2.8) Definisce una reference specifica per il servizio NameService, ad 
esempio su riga di commando si può specificare una reference con il parametro 
-ORBNamingIOR=IOR:010000002800000.., o nel formato CORBA-Loc comprensibile 
all’utente -ORBNamingIOR=corbaloc:iiop:gnome.org:8884/NameService%00. Il suffisso %00 
termina la sequenza di caratteri costituendo, così, una stringa C. Se usato in combinazione con 
l’opzione ORBInitRef, spiegata in seguito, quest’ultima ha la prevalenza 
• ORBInitRef Id=IOR 
(Disponibile per ORBit2.8) Definisce una reference iniziale per un servizio generico, ad esempio 
da riga di commando si può specificare una reference per il servizio NameService con il 
parametro -ORBInitRef NameService=IOR:010000002800000.. 
• ORBCorbaloc=0|1 
(Disponibile per ORBit2.9) Se questo parametro viene settato, la funzione object_to_string 
creerà riferimenti di tipo CORBA-Loc piuttosto che IOR, ad esempio 
corbaloc:iiop:1.2@gnome.org:8884/NameService%00 
Per poter programmare in C++ utilizzando la libreria ORBit/ORBit2, è necessario ricorrere ad una 
libreria aggiuntiva che faccia da intermediario: orbitcpp. Tale libreria fornisce, oltre ai prototipi 
delle classi e delle funzioni di interfaccia, scritte in C++, verso la libreria ORBit, anche le funzioni 
di backend per la generazione di codice C++ a partire dai file IDL. 
Per poter generare tale tipo di file, infatti, occorre invocare il precompilatore idl nel seguente modo: 
 #orbit-idl-2 –l cpp –backenddir=/path/to/back end file.idl 
Le applicazioni C++, infine, dovranno includere tale libreria sia in fase di compilazione (directory 
include, con l’opzione -I) sia in fase di link (directory lib, con l’opzione -L). Per il link del 
programma principale, occorrerà aggiungere sia le versioni C sia quelle C++ dei file oggetto, poiché 
queste ultime fanno riferimento a funzioni definite nelle relative versioni C. 
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2.2.3.2 Un esempio: CANORB 
Nei software object-oriented come quelli basati su CORBA, le strutture dati condivise tra i vari 
processi non sono più i messaggi, come succedeva nel caso di DDS, ma bensì gli oggetti. Il file IDL 
utilizzato per la generazione delle classi dovrà quindi contenere una descrizione degli oggetti da 
utilizzare. Nel nostro esempio faremo riferimento, con il nome CANIO, al device CAN-CBM-DIO8 
(vedi paragrafo 3.1). 
La struttura che proponiamo tiene conto dei seguenti fattori: 
• Un nodo CANIO deve essere identificato da un ID in lettura ed uno in scrittura; 
• Devono essere mantenuti in memoria lo stato (funzionante, errore, etc.) ed il valore del 
nodo; 
• Deve essere possibile modificare il valore memorizzato sul nodo con una semplice chiamata 
a funzione, che deve mascherare l’accesso in lettura/scrittura al bus CAN; 
• Il gestore del bus CAN (CANManager) deve potervi memorizzare il valore attuale e le 
eventuali condizioni di errore, come anche il timestamp dell’ultimo aggiornamento; 
• Il processo server deve poter agire direttamente sull’oggetto, per non dover dipendere dallo 
specifico meccanismo di comunicazione su rete; 
• L’implementazione della classe IDL rende visibili all’esterno i metodi pubblici dell’oggetto, 
semplicemente contenendo un puntatore all’oggetto da esporre e richiamandone i metodi 
interni; 
• Il server deve poter pubblicare l’oggetto; 
• Il client deve poter recuperare il riferimento ad un oggetto remoto. 
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Figura 68 Struttura delle classi CANIO per CORBA 
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In Figura 68 vengono illustrate le classi di gestione di un nodo CANIO necessarie per interfacciare 
le due applicazioni (client e server) tramite il middleware CORBA. 
La classe ServerMain rappresenta l’applicazione server: all’interno del suo metodo main viene 
creata una istanza della classe CANIO_Device_Server in grado di controllare lo stato del relativo 
nodo sul bus CAN. In seguito viene creata anche una istanza della classe 
CANIO_Server_Implementation che implementa l’interfaccia definita dal file IDL. In fase di 
creazione, viene settato al suo interno un puntatore all’oggetto precedentemente creato, al fine di 
associare le due istanze. Per mezzo del metodo activate_object della classe 
CORBA::PortableServer l’oggetto CANIO_Server_Implementation viene registrato nel pool degli 
oggetti che devono essere serviti dall’ORB, dopodiché se ne stampa il riferimento IOR a video. 
L’invocazione del metodo run sull’oggetto ORB, infine, mette il processo server in attesa di 
richieste CORBA. 
La classe ClientMain, in maniera duale, recupera un riferimento all’oggetto remoto tramite l’IOR 
prodotto dal server, e ne invoca i suoi metodi come se l’oggetto fosse locale. 
Il file IDL che descrive l’interfaccia CANIO è il seguente: 
 
Figura 69 Interfaccia IDL dell'oggetto CANIO 
Nella versione integrale del server CORBA per la gestione dei nodi CAN è presente, ovviamente, 
tutta l’architettura delle classi del CAN-Manager. Questa versione si differenzia da quella per DDS 
per i seguenti particolari: 
• La classe CanNodeList::CanNode deve contenere un puntatore alla coda di messaggi in uscita 
per poter comunicare con il nodo CAN relativo per l’esecuzione della funzione setValue. Nella 
versione DDS, questa comunicazione era effettuata nella funzione di callback invocata all’arrivo 
di un topic di tipo CANCommand: 
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Figura 70 Controllo di un device CAN per mezzo della classe CANNode per CORBA 
• La classe CANIO_impl, incaricata di rendere accessibili tramite CORBA i metodi della classe 
CanNode, viene resa responsabile anche della propria registrazione sull’ORB e pertanto 
necessita, in fase di costruzione, dei puntatori all’oggetto ORB, all’oggetto POA e al servizio di 
Naming. In fase di decostruzione dell’oggetto, la classe esegue la procedura inversa, disattivando 
l’oggetto corrente dall’ORB: 
 
Le funzioni per la manipolazione del nodo CAN, invece, devono semplicemente invocare le 
relative funzioni dell’oggetto CanNode: 
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Figura 71 Collegamento tra il layer di comunicazione e l'oggetto da controllare 
• Il thread principale (file Program.cpp) non può eseguire il ciclo di controllo sui nodi CAN in 
quanto bloccato sulla funzione run dell’oggetto ORB. Per tale motivo è stato necessario creare 
una nuova classe, CANChecker, che deve essere avviata dalla funzione main e che richiede la 
conoscenza della lista dei nodi per potervi effettuare i dovuti controlli: 
 
Figura 72 Creazione dell'oggetto CANChecker e avvio dei servizi CORBA 
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L’applicazione client canorbsend dovrà prelevare da riga di commando il comando da eseguire, un 
eventuale valore da impostare ed il riferimento IOR dell’oggetto al quale connettersi. Il corpo della 
funzione che esegue l’operazione di accesso all’oggetto remoto si riduce drasticamente rispetto alla 
versione per DDS: 
 
Figura 73 Connessione ad un oggetto remoto CORBA ed invocazione delle sue funzioni membro 
2.2.3.3 Pro e Contro 
Nonostante talvolta il client impieghi dei lunghi tempi di connessione (dell’ordine di alcuni 
secondi), CORBA risulta essere il modo più semplice ed efficace per interrogare oggetti remoti 
senza preoccuparsi di dove essi siano realmente: è possibile, infatti, sostituire macchine a causa di 
guasti, cambiare configurazioni IP dei server o altre modifiche all’infrastruttura hardware senza che 
il software ne risenta. Effettuando un’analisi del traffico di rete, si è scoperto che i lunghi tempi 
iniziali di connessione sono dovuti alla risoluzione dell’indirizzo IP tramite server DNS: all’inizio 
della comunicazione, infatti, se l’indirizzo IP del server non è presente nella cache dns del client, 
quest’ultimo deve richiedere la risoluzione dell’hostname contenuto nell’IOR. Dopo la prima 
connessione, invece, la connessione diventa molto più veloce poiché l’indirizzo IP del server è già 
presente in cache. Poiché i rallentamenti si verificano soltanto durante la fase iniziale di esecuzione 
del software, si è deciso di utilizzare comunque CORBA in quanto rappresenta il meccanismo di 
comunicazione più comodo e adatto alla nostra applicazione. 
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3 SCS – Super-attenuator Control Software 
Lo scopo di questa tesi è quello di progettare un software distribuito in grado di controllare in modo 
autonomo l’intero sistema delle sospensioni dell’esperimento Virgo. Tale software deve essere in 
grado di ripristinare automaticamente il funzionamento dell’impianto in caso di errori o in fase di 
accensione. I meccanismi per le transizioni di stato (lock e unlock) dell’esperimento devono essere 
del tutto trasparenti agli utenti del software. 
In questo capitolo sarà descritta innanzitutto la situazione esistente ed in seguito ne saranno 
evidenziati i difetti ed i limiti che hanno condotto all’esigenza di andare a riprogettare 
completamente il software del sistema di controllo. 
3.1 Il controllo oggi 
Il controllo di un esperimento vasto come Virgo è altamente problematico. Affinché l’esperimento 
possa funzionare alla massima precisione, al fine di prelevare dati validi per il rilevamento delle 
onde gravitazionali, occorre che ogni sua singola parte sia perfettamente funzionante: il sistema del 
vuoto deve garantire che non ci siano perdite lungo i tubi, e che il livello di vuoto sia quello idoneo, 
mantenendo, allo stesso tempo, spente le pompe più rumorose per non alterare la misura; 
l’allineamento degli specchi, come anche il posizionamento relativo tra di essi, deve essere il più 
preciso possibile; l’immunità al rumore sismico deve essere garantita costantemente dal sistema 
delle sospensioni per non perdere sensibilità e confondere, così, i segnali interessanti con le 
vibrazioni naturali del terreno. 
Come abbiamo già detto, in questa tesi si fa riferimento al sistema delle sospensioni e a tutte le 
problematiche che si presentano nel mantenere in funzione i superattenuatori. 
Allo stato attuale per garantire il corretto funzionamento di un superattenuatore occorre che il suo 
sistema di controllo sia funzionante. Questo controllo, realizzato tramite due DSP, attuatori (coppie 
magnete-bobina) e sensori (LVDT e accelerometri) è in grado di controllare autonomamente la 
posizione dell’oggetto in sospensione. Per verificare, via rete, il funzionamento di questi sistemi di 
controllo, si ricorre ad un programma Server residente su di una postazione LynxOS (Realtime OS) 
che si interfaccia direttamente con i DSP. Questa applicazione offre all’esterno le funzionalità per 
leggere da remoto i valori di funzionamento del DSP, i valori letti dai sensori ed i segnali di errore 
generati dal DSP per comandare gli attuatori. Oltre alle operazioni di sola lettura, un Server DSP 
consente di interagire con il DSP per modificare, a tempo di esecuzione, i parametri di 
funzionamento o il software di controllo stesso. 
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Esistono anche molte altre funzionalità che garantiscono il corretto funzionamento del sistema, e 
che devono essere mantenute attive: la funzionalità “Guardiano”, ad esempio, ha il compito di 
leggere continuamente le posizioni degli oggetti in sospensione e, qualora esse superino delle soglie 
specifiche,  modificare i parametri dei loop di controllo per evitare danni agli specchi. 
In Control Room, quindi, un operatore ha a disposizione degli strumenti che determinano 
continuamente se queste funzionalità sono attive o meno. Qualora una applicazione non fosse in 
funzione, l’operatore vedrebbe sul monitor un segnale di errore relativo all’applicazione non 
funzionante e dovrebbe, manualmente, provvedere al riavvio del processo interrotto. 
3.2 Problemi e limiti 
La comunicazione di rete tra i vari elementi del sistema sospensioni avviene per mezzo di una 
libreria chiamata Cm, sviluppata dal LAL di Orsay e non più supportata dai creatori, contenente non 
pochi problemi che ne rendono macchinoso l’utilizzo e che spesso ne compromettono perfino il 
regolare funzionamento. 
Anche l’interfaccia di caricamento delle routine di interruzione sui DSP non è user-friendly e ne 
consente l’utilizzo solo agli utenti esperti. Le innumerevoli revisioni delle routine di interruzione e 
del programma principale stesso sono raccolte in cartelle del file system e si distinguono talvolta 
solamente per il valore di alcuni parametri. Identificare la versione corretta da caricare sui 
dispositivi non è sempre così immediato. 
Nel sistema esistono anche alcuni dispositivi CAN, come ad esempio i moduli Digital Input/Output 
a 8 bit della serie CANbloc-Mini (CAN-CBM-DIO8) di ESD - Electronics. Questi dispositivi 
possono essere comandati da altri dispositivi CAN inviando particolari richieste sul bus, oppure 
tramite Ethernet utilizzando un EtherCAN che funge da gateway tra i due tipi di rete. Le 
applicazioni che vogliono comunicare con tale gateway devono utilizzare le API della libreria 
NTCAN, fornita dal costruttore dei dispositivi CAN, piuttosto delicata dal punto di vista della 
tolleranza agli errori. Le applicazioni che gestiscono tali dispositivi, infatti, a volte terminano 
inaspettatamente e devono essere riavviate. 
La gestione del sistema di controllo necessita, quindi, di una rivisitazione dal punto di vista 
dell’archiviazione dei dati, della comunicazione su rete, della gestione del bus CAN e delle 
interfacce utente. 
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3.3 Nuove necessità 
3.3.1 Controllo Processi 
Lo scopo principale del programma di controllo è quello di monitorare il funzionamento delle Local 
Control Unit (LCU) dedicate ai Superattenuatori. Con il termine LCU ci si riferisce ad una 
macchina con sistema operativo real-time LynxOS che esegue un insieme di processi che 
controllano, ciascuno, una parte di uno o più Superattenuatori. Solitamente una Local Control Unit 
esegue: 
• Processo per la gestione dei DSP (solitamente 2) che elaborano la posizione dell’oggetto in 
sospensione relativa agli altri oggetti in sospensione sugli altri superattenuatori: il processo 
servente è in grado di aggiornare il software in esecuzione sui DSP e di controllarne il 
funzionamento; 
• Processo per la gestione dei dispositivi CAN che commutano lo stato del superattenuatore 
portandolo da LOWNOISE a HIGHPOWER o viceversa: il processo servente è in grado di 
monitorare il funzionamento dei vari dispositivi CAN e di assegnarne il valore per 
comandare le transizioni di stato; 
• Processo per il monitoraggio periodico dei valori di funzionamento dei dispositivi: il 
processo servente è in grado di leggere i parametri di funzionamento del Superattenuatore, 
confrontarli con delle soglie ed eseguire operazioni nel caso si presentino valori non 
regolari. 
Nell’esperimento Virgo viene utilizzata una LCU per ogni Superattenuatore. Avviare manualmente 
ogni applicazione necessaria può diventare complicato se non addirittura pericoloso: l’utente deve 
essere a conoscenza di quali applicazioni eseguire, e su quali macchine metterle in esecuzione. Solo 
un utente esperto può essere in grado di eseguire tale complessa operazione senza commettere 
errori, che possono perfino comportare la rottura di parti dell’esperimento: mettere in esecuzione 
sulla LCU sbagliata un processo che controlla i DSP può comportare, ad esempio, l’instabilità dei 
loop di controllo con il rischio di rottura di parti ottiche o meccaniche. 
Il sistema dovrà, quindi, essere in grado di mandare in esecuzione sulle opportune macchine i vari 
processi richiesti, e controllare che questi continuino ad essere attivi. In caso di interruzione 
dell’esecuzione di uno di questi processi, talvolta può essere necessario riavviare l’applicazione, 
talaltra potrebbe essere opportuno segnalare l’errore con una operazione senza tentare di 
ripristinarne il funzionamento. 
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Le informazioni sui processi da mandare in esecuzione non devono essere statiche: in alcune 
occasioni può capitare che l’esperimento Virgo venga messo in funzione su un insieme ristretto di 
torri, ad esempio riflettendo sulle torri Input il segnale laser che altrimenti procederebbe verso le 
estremità dei bracci. In tali circostanze, ad esempio per manutenzione straordinaria, i 
superattenuatori isolati possono rimanere spenti, senza però che il sistema generi errori in 
continuazione. Per istruire, di volta in volta, il sistema riguardo ai processi da mandare in 
esecuzione, si può pensare di ricorrere ad un file di configurazione, o a dei record su database, letti 
in fase di inizializzazione dall’applicazione di controllo. Nel passaggio da una condizione di 
funzionamento all’altra occorrerà interrompere l’esecuzione del sistema di controllo, 
abilitare/disabilitare i processi opportuni ed avviare nuovamente il software. 
Una volta messi in esecuzione, i processi che girano sulle LCU devono poter essere comandati 
tramite l’invio di messaggi. Si richiede che il software di controllo possa inviare tali messaggi ai 
processi remoti. Per la scelta del meccanismo di comunicazione si rimanda al capitolo 2.2 a pagina 
47. 
3.3.2 Supervisor 
Oltre al monitoraggio delle applicazioni di controllo residenti sulle LCU, il software che si va a 
progettare deve anche essere in grado di eseguire operazioni di alto livello sull'intero esperimento. 
Ad esempio, deve essere possibile portare l'esperimento dallo stato Unlocked allo stato Locked o 
viceversa. Questi e altri pochi comandi costituiscono il set di istruzioni alle quali il sistema deve 
rispondere. 
Tramite una opportuna interfaccia verso l'esterno, un utente o un'applicazione devono essere in 
grado di richiedere l'esecuzione di un determinato comando. L'effettiva esecuzione del comando, 
poi, potrebbe non essere possibile: al sistema di supervisione spetta di verificare se, nello stato 
corrente, è consentito eseguire il comando richiesto. 
Avendo uno stretto set di istruzioni generiche (è impossibile valutare ed implementare tutte le 
possibilità), può capitare di dover implementare funzionalità più specifiche. Per non dover 
riprogettare e ricompilare il software, si richiede che il sistema di controllo SCS disponga di una 
interfaccia di scripting standard. Questa interfaccia consentirà anche di semplificare l'esecuzione di 
sequenze di comandi, creando appositi file di script utente in un linguaggio di programmazione 
esistente (ad esempio Perl, Python, ecc), così da poter effettuare operazioni condizionali (blocchi if 
else) in funzione dei valori letti dai superattenuatori. 
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3.3.3 Controllo Realtime 
I DSP che controllano il posizionamento delle varie componenti di un superattenuatore dispongono 
di un software embedded che consente di leggere o scrivere sia i parametri di funzionamento sia il 
codice eseguibile della routine di interruzione che implementa la logica di controllo del DSP stesso. 
Il valore dei parametri, come anche la versione della routine di interruzione del DSP (processo 
Real-time) devono essere leggibili o modificabili da remoto, per verificare e correggere il 
funzionamento senza dover intervenire fisicamente sul dispositivo. In fase di accensione, la routine 
di interruzione deve essere caricata sul DSP affinché questo possa svolgere il suo compito. Occorre, 
quindi, conoscere quale versione del processo Real-time e quali valori dei parametri debbano essere 
impostati su ciascun dispositivo. Per poter interagire con i DSP, però, occorre che sulla LCU di 
pertinenza sia in esecuzione il relativo processo di gestione. 
3.4 Requisiti utente 
3.4.1 Tipologie di utenti 
Per quanto riguarda gli utenti, il sistema dovrà fornire un meccanismo di autenticazione ed in base 
ad essa, assegnare determinati privilegi. Tutti gli utenti attuali e futuri presenti nel controller di 
dominio Unix dovranno essere riconosciuti, ma dovrà essere possibile specificare dei privilegi 
aggiuntivi per alcuni di essi. In base al livello di privilegio acquisito, il sistema dovrà poter 
consentire o meno l’esecuzione di alcune operazioni, facendo riferimento anche allo stato corrente 
del sistema: ad esempio non deve essere possibile interagire in modalità scrittura sul sistema se 
questo è in lock. 
 
Figura 74 Livelli di privilegio degli utenti 
  Capitolo 3.4 - SCS – Super-attenuator Control Software - Requisiti utente - 85/85 
L’invocazione di una funzione remota deve prevedere la possibilità di passare parametri in fase di 
chiamata. 
Il sistema deve poter gestire correttamente più richieste contemporanee da parte degli utenti (o 
programmi di servizio) sfruttando meccanismi per l’accesso mutuamente esclusivo alle risorse 
condivise. Inoltre, per mantenere la compatibilità con i programmi legacy, sarebbe opportuno che il 
sistema disponesse di una interfaccia Cm o di un applicativo esterno che disponga di una interfaccia 
Cm e che inoltri i comandi verso il sistema sfruttando il nuovo meccanismo di comunicazione. 
Nel progetto corrente si considerano come unici attori gli utenti User e Application, poiché 
l’implementazione della funzionalità per l’assegnamento dei privilegi non è prevista in questa fase 
di analisi. 
3.4.2 Utente “User” 
L’interfaccia offerta dal sistema di supervisione è utilizzabile da tutte le tipologie di utenti: possono 
richiedere l’esecuzione di una delle funzionalità implementate sul supervisor sia gli utenti normali, 
sia le altre applicazioni distribuite che costituiscono SCS. 
Attraverso l’interfaccia del supervisor un utente deve poter eseguire le seguenti operazioni: 
UR1 Un utente deve poter effettuare l’accesso al sistema utilizzando le stesse credenziali del 
controller di dominio Unix; 
UR2 Al sistema deve poter accedere più di un utente contemporaneamente; 
UR3 Un utente deve poter avviare una applicazione su macchina remota; 
UR4 Un utente deve poter verificare se una applicazione è già in esecuzione su una macchina 
remota; 
UR5 Un utente deve poter terminare l’esecuzione di una applicazione su una macchina remota; 
UR6 Un utente deve poter leggere delle informazioni di stato di una applicazione remota; 
UR7 Un utente deve poter inviare comandi ad una applicazione remota; 
UR8 Un utente deve poter impostare il valore di alcuni parametri che regolano il funzionamento 
di una applicazione remota; 
UR9 Un utente deve poter leggere il valore dei parametri di una applicazione remota; 
UR10 Un utente deve poter sospendere o riavviare una applicazione remota; 
  Capitolo 3.4 - SCS – Super-attenuator Control Software - Requisiti utente - 86/86 
UR11 Un utente deve poter riavviare la procedura di inizializzazione o di configurazione di una 
applicazione remota; 
UR12 Un utente deve poter mandare in esecuzione un programma scritto in un linguaggio di 
scripting. 
3.4.3 Utente “Application” 
Come già accennato, le applicazioni distribuite del sistema SCS devono poter interagire al fine di 
eseguire operazioni di coordinamento sui vari apparati del sistema Sospensioni. Oltre ai comandi 
disponibili anche per l’utente “User”, ogni applicazione deve poter accedere alle informazioni di 
basso livello delle altre applicazioni. Per questo motivo, i requisiti da rispettare sono: 
UR13 Una applicazione deve poter leggere i valori di funzionamento di un dispositivo hardware 
gestito da una applicazione remota; 
UR14 Una applicazione deve poter modificare i valori di funzionamento di un DSP gestito da una 
applicazione remota; 
UR15 Una applicazione deve poter modificare il software di controllo in esecuzione su di un DSP 
controllato da una applicazione remota; 
UR16 Una applicazione deve poter leggere lo stato di un registro CAN controllato da una 
applicazione remota; 
UR17 Una applicazione deve poter modificare lo stato di un registro CAN controllato da una 
applicazione remota. 
3.4.4 Requisiti aggiuntivi 
Il sistema che andiamo a progettare, oltre a rispondere ai comandi di un utente o di una 
applicazione, dovrà svolgere dei compiti in modo autonomo: 
UR18 Il sistema deve registrare tutte le richieste che vengono fatte tramite l’interfaccia verso gli 
utenti; 
UR19 Il sistema deve registrare le transizioni di stato delle applicazioni in esecuzione; 
UR20 Il sistema deve registrare le condizioni di errore che si verificano durante il funzionamento; 
UR21 Il sistema deve controllare periodicamente che le applicazioni necessarie per il suo 
funzionamento siano attive; 
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UR22 Il sistema deve riavviare le applicazioni interrotte a causa di errori, se queste prevedono il 
riavvio; 
UR23 Il sistema deve avviare, in fase di boot, le applicazioni configurate per l’esecuzione 
automatica; 
UR24 Il sistema deve eseguire, in caso di errore di una applicazione, il comando per il recupero da 
errore configurato per essa; 
UR25 Il sistema deve garantire la compatibilità con gli applicativi Cm esistenti; 
3.5 Requisiti di sistema 
I precedenti requisiti utente devono essere elaborati e trasformati in requisiti di sistema al fine di 
ottenere l’elenco delle funzionalità che devono essere offerte dal sistema. 
SR1 Il sistema deve poter verificare le credenziali di accesso di un utente per mezzo del database 
degli utenti del controller di dominio Unix (UR1); 
SR2 Il sistema deve poter eseguire più richieste utente contemporaneamente (UR2); 
SR3 Le applicazioni del sistema devono poter comunicare tra loro; 
SR4 Il sistema deve poter riconoscere in modo univoco, per mezzo di un nome, una particolare 
esecuzione di un programma su una determinata macchina remota; 
SR5 Il sistema deve poter avviare un’applicazione su di una macchina remota (UR3); 
SR6 Il sistema deve poter determinare se una particolare applicazione sia o meno in esecuzione 
su di una macchina remota (UR4); 
SR7 Il sistema deve poter terminare un’applicazione su di una macchina remota (UR5); 
SR8 Il sistema deve poter reperire le informazioni di stato di una applicazione in esecuzione su di 
una macchina remota (UR6); 
SR9 Il sistema deve poter inviare comandi ad una applicazione in esecuzione su di una macchina 
remota (UR7); 
SR10 Il sistema deve poter controllare il funzionamento di una applicazione in esecuzione su di 
una macchina remota impostando valori di parametri (UR8); 
SR11 Il sistema deve poter leggere il valore dei parametri di funzionamento di una applicazione in 
esecuzione su di una macchina remota (UR9); 
SR12 Il sistema deve poter sospendere il funzionamento di una applicazione remota (UR10); 
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SR13 Il sistema deve poter riprendere il funzionamento di una applicazione remota (UR10); 
SR14 Il sistema deve poter riavviare il processo di inizializzazione di una applicazione remota 
(UR11); 
SR15 Il sistema deve poter riavviare il processo di configurazione di una applicazione remota 
(UR11); 
SR16 Il sistema deve poter mandare in esecuzione applicazioni scritte in linguaggi di scripting, 
oltre ai programmi binari eseguibili (UR12); 
SR17 Il sistema deve poter richiedere ad una applicazione remota i valori di funzionamento dei 
dispositivi hardware gestiti (UR13, UR16); 
SR18 Il sistema deve poter modificare i valori di funzionamento dei dispositivi hardware gestiti da 
una applicazione remota (UR14, UR17); 
SR19 Il sistema deve poter inviare il codice di un processo Realtime ad un DSP gestito da una 
applicazione remota (UR15); 
SR20 Il sistema deve disporre di una o più interfacce verso l’utente per poter servire delle richieste 
di servizio richieste dagli utenti (UR1, UR2);  
SR21 Il sistema deve mantenere in memoria permanente la traccia di tutte le richieste effettuate 
dagli utenti (UR18); 
SR22 Il sistema deve mantenere in memoria permanente la traccia delle transizioni di stato delle 
applicazioni controllate (UR19); 
SR23 Il sistema deve mantenere in memoria permanente la traccia delle condizioni di errore 
verificatesi durante il funzionamento (UR20); 
SR24 Il sistema deve conoscere la lista delle applicazioni messe in esecuzione (UR21); 
SR25 Il sistema deve controllare periodicamente tutte le applicazioni messe in esecuzione e 
riconoscere le transizioni di stato (UR21); 
SR26 Il sistema deve assegnare ad ogni attivazione un parametro per determinare se questa debba 
essere riavviata o meno in caso di terminazione anomala (UR22); 
SR27 Il sistema deve riavviare le attivazioni terminate in modo anomalo se queste lo prevedono 
(UR22); 
SR28 Il sistema deve assegnare ad ogni attivazione un parametro per determinare se questa debba 
essere avviata o meno in fase di boot del programma di supervisione (UR23); 
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SR29 Il sistema deve avviare, in fase di boot, le attivazioni contrassegnate per l’avvio automatico 
(UR23); 
SR30 Il sistema deve assegnare ad ogni attivazione un parametro per indicare quale comando 
eseguire nel caso si verificasse un errore dell’attivazione (UR24); 
SR31 Il sistema deve eseguire il comando per il recupero da errore qualora si verifichi un guasto 
su di una applicazione, se questa lo specifica (UR24); 
SR32 Il sistema deve presentare un’interfaccia Cm per compatibilità con gli applicativi esistenti 
(UR25); 
SR33 Il sistema deve assegnare ad ogni programma eseguibile un parametro che ne indichi il tipo; 
SR34 In base al tipo di applicazione, deve essere offerta un’interfaccia specializzata verso le altre 
applicazioni; 
SR35 Il sistema deve assegnare ad ogni applicazione un parametro per determinare il tipo di 
applicazione e quindi dell’interfaccia di cui dispone; 
SR36 Il sistema deve poter verificare la connettività di una macchina remota con il comando ping; 
SR37 Il sistema deve poter riavviare una macchina remota per recuperare da errori gravi; 
SR38 Il sistema deve disporre di un meccanismo per consentire ad una applicazione di ottenere un 
riferimento ad una applicazione distribuita (UR13, UR14, UR15, UR16, UR17); 
SR39 Ogni applicazione distribuita del sistema deve salvare il proprio riferimento nel database per 
renderlo disponibile alle altre applicazioni (SR3); 
SR40 Il database deve disporre di uno schema per l’associazione tra l’identificativo di una 
attivazione ed il suo riferimento; 
SR41 Il database deve disporre di uno schema per la memorizzazione dei programmi eseguibili; 
SR42 Il database deve disporre di uno schema per la memorizzazione delle macchine host; 
SR43 Il database deve disporre di uno schema per memorizzare l’associazione tra programmi 
eseguibili e macchine host; 
SR44 Il sistema deve utilizzare una tecnologia per il multithreading; 
SR45 Il sistema deve essere in grado di connettersi in remoto, con interfaccia terminale, alle 
macchine del dominio; 
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SR46 Il sistema deve utilizzare un layer di comunicazione comune tra tutte le sue componenti per 
lo scambio dei messaggi. 
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4 Progetto d’insieme 
4.1 Progetto delle funzionalità 
Di seguito vengono descritte le interazioni tra i vari attori ed il sistema, attraverso i possibili casi 
d’uso, riferendoci alle specifiche dei requisiti utente. Per ciascuno di essi si ricorre ai seguenti 
diagrammi UML: 
• Use case diagram: descrivono le interazioni possibili degli ‘attori’ col sistema; 
• Class-view diagram: descrivono le classi richieste per la realizzazione della funzionalità 
desiderata; 
• Sequence diagram: descrivono l’interazione tra gli oggetti del sistema, rappresentando le 
comunicazioni tra di essi secondo una linea temporale. 
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4.1.1 Esecuzione, terminazione e verifica di un’attivazione  
Con il termine “Attivazione” si fa riferimento ad una particolare istanza di un programma eseguibile 
su di uno specifico host. Un utente generico può, attraverso il sistema, mandare in esecuzione, 
terminare o controllare un’attivazione. 
 
Figura 75 Caso d’uso: esecuzione, terminazione e verifica di un’attivazione 
L’utente che vuole eseguire un’operazione di questo tipo su di un’attivazione, deve interfacciarsi 
con il Supervisor tramite uno dei suoi server in esecuzione ed invocare uno dei metodi 
runActivation, killActivation e getActivationStatus. Questi metodi richiamano le relative funzioni 
del ProcessControl per comandare le attivazioni. 
 
Figura 76 Architettura per eseguire, terminare o verificare un’attivazione 
In alternativa si può ottenere un riferimento all’attivazione tramite la funzione getActivation del 
ProcessControl e chiamare direttamente i metodi run, kill e getStatus sul riferimento ottenuto. 
 
Figura 77 Architettura per eseguire, terminare o verificare un’attivazione ottenendone un riferimento 
Qualora il software di supervisione non fosse in esecuzione, all’utente è comunque consentito di 
mandare in esecuzione manualmente l’applicazione. Quest’ultima deve, però, segnalare nel 
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database di essere stata avviata al fine di rendere disponibile al Supervisor il proprio riferimento. In 
fase di avvio, Supervisor dovrà verificare se i riferimenti nel database sono validi e si riferiscono ad 
istanze correntemente in esecuzione, per prevenire l’avvio multiplo dello stesso programma. 
La sequenza delle chiamate di funzioni relativa alla prima architettura è rappresentata per mezzo del 
seguente diagramma: 
 
Figura 78 Sequenza di chiamate per eseguire un’attivazione 
Con la seconda architettura il diagramma di sequenza diventa il seguente: 
 
Figura 79 Sequenza di chiamate per eseguire un’attivazione ottenendone un riferimento 
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Diagrammi di sequenza analoghi ai precedenti descrivono la terminazione e la verifica dello stato di 
un’attivazione, semplicemente cambiando la chiamata al metodo run() con quelle per i metodi kill() 
e getStatus(). 
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4.1.2 Controllo di un’attivazione 
Tutte le applicazioni che faranno parte di SCS, e che quindi dovranno essere controllate 
dall’applicazione di supervisione o da altre applicazioni coordinatrici, dovranno avere 
un’interfaccia comune. A questo scopo si definiscono i possibili stati di una applicazione e dei 
segnali di transizione per passare da uno stato ad un altro. 
La macchina a stati che rappresenta queste transizioni è la seguente: 
 
Figura 80 Macchina a stati per le applicazioni di SCS 
Dal precedente diagramma si denota la presenza di quattro stati in fase di esecuzione. Una volta 
messa in esecuzione con il comando run, un’attivazione si porta nello stato IDLE nel quale non 
compie nessuna operazione di controllo o coordinamento ma si limita a rispondere ai comandi 
provenienti dal resto del sistema. Con il comando setup si avvia la fase di inizializzazione ed 
eventuale lettura della configurazione che termina con il passaggio allo stato CONFIGURED. 
Anche in questo stato l’applicazione non compie operazioni di controllo o coordinamento, ma 
mantiene in memoria la configurazione precedentemente caricata ed i valori delle variabili di stato. 
Con i comandi start e stop si può passare dallo stato CONFIGURED allo stato RUNNING e 
viceversa. In quest’ultimo stato l’applicazione è operativa e può eseguire le operazioni di sua 
competenza. In qualsiasi momento si può terminare l’esecuzione dell’applicazione inviando il 
comando kill, oppure riportarla in fase di inizializzazione con il comando reset. Inoltre, in caso di 
errore, l’applicazione si può portare automaticamente nello stato ERROR. 
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Le operazioni che un utente può eseguire su di un’attivazione per controllarne lo stato sono 
rappresentate nel diagramma seguente: 
 
Figura 81 Caso d’uso: configurazione, reset, avvio e sospensione di un’attivazione 
L’utente che vuole controllare lo stato di un’attivazione, deve interfacciarsi con il Supervisor 
tramite uno dei suoi server in esecuzione ed invocare uno dei metodi setupActivation, 
resetActivation, startActivation e stopActivation. Questi metodi richiamano le relative funzioni del 
ProcessControl per comandare le attivazioni. 
 
Figura 82 Architettura per controllare un’attivazione 
Tramite la funzione getActivation della classe ProcessControl è possibile, anche in questo caso, 
ottenere un riferimento ad un oggetto di tipo Activation ed invocarvi direttamente i metodi start, 
stop, setup e reset. 
 
Figura 83 Architettura per controllare un’attivazione ottenendone un riferimento 
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La sequenza delle chiamate di funzioni relativa alla prima architettura per l’implementazione del 
caso d’uso in esame è rappresentata per mezzo del seguente diagramma: 
 
Figura 84 Sequenza di chiamate per controllare un’attivazione 
Con la seconda architettura il diagramma di sequenza diventa il seguente: 
 
Figura 85 Sequenza di chiamate per controllare un’attivazione ottenendone un riferimento 
Diagrammi di sequenza analoghi ai precedenti descrivono la configurazione, il reset e la 
sospensione di un’attivazione, semplicemente cambiando la chiamata al metodo start() con quelle 
per i metodi setup(), reset() e stop(). 
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4.1.3 Controllo di un’attivazione da parte di un’altra attivazione 
Come abbiamo visto in precedenza, una applicazione di SCS può fare le veci di un generico utente e 
coordinare altre applicazioni. Tale coordinatore può interfacciarsi con le applicazioni che vuole 
controllare tramite uno dei server di accesso al supervisore, ricadendo nei caso d’uso descritti nei 
paragrafi precedenti, oppure può collegarsi direttamente alle applicazioni. 
Nel primo caso, qualora il supervisore non fosse in esecuzione, le applicazioni di coordinamento 
non potrebbero funzionare. Collegandosi direttamente alle applicazioni da controllare, invece, il 
sistema di controllo può comunque funzionare in modo autonomo. 
 
Figura 86 Caso d'uso: controllo di un’attivazione da parte di un'altra attivazione 
Per potersi connettere direttamente alle altre applicazioni, un coordinatore deve poter interrogare il 
database per ottenere le informazioni necessarie a reperire un riferimento all’oggetto remoto. Nel 
caso di CORBA, ad esempio, l’applicazione deve poi risolvere il riferimento tramite l’oggetto ORB. 
 
Figura 87 Architettura per il controllo di un’attivazione da parte di un'altra attivazione 
La sequenza delle chiamate di funzioni relativa al caso d’uso in esame è rappresentata per mezzo 
del seguente diagramma: 
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Figura 88 Sequenza di chiamate per controllare un’attivazione da un'altra attivazione 
Per ottenere i diagrammi di sequenza relativi ai metodi setup(), reset(), stop(), run(), kill() e 
getStatus() è sufficiente sostituire tali metodi al posto del metodo start() visualizzato in figura. 
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4.1.4 Impostazione e lettura di un parametro di funzionamento di 
un’attivazione 
Il funzionamento di un’attivazione può essere condizionato dal valore di alcuni suoi parametri. Per 
conoscere la modalità di funzionamento di un’attivazione, o per impostarne una, un utente deve 
essere in grado di leggere o impostare i parametri di una attivazione. 
 
Figura 89 Caso d’uso: utente legge o imposta il parametro di un’attivazione 
Per impostare un parametro di un’attivazione occorre che l’utente si connetta a Supervisor, tramite 
uno dei server messi a disposizione, e vi invochi la funzione setParameter. Per leggere un 
parametro di utilizza la funzione getParameter. In entrambi i casi occorre specificare 
l’identificativo dell’applicazione ed una stringa contenente i nomi dei parametri da leggere o 
impostare, e in quest’ultimo caso anche i relativi valori. L’esito degli assegnamenti o i risultati della 
lettura vengono riportati nel parametro in uscita. Per l’esecuzione delle funzioni setParameter e 
getParameter, Supervisor si appoggia alle funzioni setActivationParameter e 
getActivationParameter dell’oggetto ProcessControl. Quest’ultimo provvederà ad identificare 
l’attivazione corretta e ad invocare su di essa le relative funzioni setParameter e getParameter. 
 
Figura 90 Architettura per leggere o impostare un parametro di un’attivazione 
La sequenza delle chiamate di funzioni relativa al caso d’uso in esame è rappresentata per mezzo 
del seguente diagramma: 
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Figura 91 Sequenza di chiamate per impostare un parametro di un’attivazione 
Per ottenere il diagramma di sequenza relativo al metodo getParameter() è sufficiente sostituire tale 
metodo al posto del metodo setParameter() visualizzato in figura. 
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4.1.5 Impostazione e lettura di un parametro di funzionamento di 
un’attivazione da parte di un’altra attivazione 
L’operazione di lettura o scrittura dei parametri di un’attivazione non spetta unicamente ad un 
utente. Anche un’applicazione di coordinamento potrebbe avere la necessità di modificare tali 
parametri, o leggerne lo stato, a seconda del valore dei propri parametri o di quelli di un’altra 
applicazione. 
 
Figura 92 Caso d’uso: attivazione legge o imposta il parametro di un'altra attivazione 
Un’attivazione che richiede di leggere o impostare il parametro di un’altra attivazione, deve 
dapprima ottenere un riferimento all’attivazione remota, dopodiché invocare su di esso le funzioni 
setParameter o getParameter. In questo caso, però, l’identificativo dell’attivazione è già stato 
utilizzato per ottenerne un riferimento, e sarà sufficiente, quindi, passare a tali funzioni una stringa 
contenente i nomi dei parametri da leggere o impostare. 
 
Figura 93 Architettura per leggere o impostare il parametro di un'altra attivazione 
La sequenza delle chiamate di funzioni relativa al caso d’uso in esame è rappresentata per mezzo 
del seguente diagramma: 
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Figura 94 Sequenza di chiamate per impostare un parametro di un’attivazione da un’altra attivazione 
Per ottenere il diagramma di sequenza relativo al metodo getParameter() è sufficiente sostituire tale 
metodo al posto del metodo setParameter() visualizzato in figura. 
  Capitolo 4.1 - Progetto d’insieme - Progetto delle funzionalità - 104/104 
4.1.6 Esecuzione di uno script 
L’uso degli script consente una veloce implementazione di nuove funzionalità senza dover ricorrere 
alla compilazione, ad esempio, di un programma in C/C++. Il principale vantaggio è quello di poter 
eseguire correzioni in tempi molto brevi e verificarne immediatamente il corretto funzionamento. 
Uno script deve, però, essere a tutti gli effetti una Attivazione, e rispondere a tutti i comandi previsti 
per una Attivazione generica. Per questo motivo dovrà implementare un server CORBA e definire 
le funzioni per il controllo del proprio stato. Una volta realizzato uno script, questo potrà essere 
mandato in esecuzione come le altre attivazioni, ricorrendo ai comandi run, kill, start, stop, setup, 
reset, getParameter e setParameter visti in precedenza. 
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4.1.7 Esecuzione di un processo Real Time su DSP 
I DSP costituiscono il cuore dei superattenuatori: leggono i valori dei sensori, comandano gli 
attuatori e si scambiano le informazioni creando un anello di controllo. Il loro funzionamento è 
governato dalla routine di interruzione presente nella loro memoria ed è attivata da un segnale di 
trigger derivato dal sistema di temporizzazione dell’esperimento. Tale routine è soggetta a 
numerose revisioni per affinare sempre più il funzionamento dei superattenuatori stessi. Per tale 
motivo il sistema deve essere in grado di sovrascrivere tale routine da remoto, senza dover 
intervenire fisicamente sul DSP. 
Questa operazione, eseguibile solamente da utenti esperti o da applicazioni specifiche, non viene 
offerta dall’interfaccia del Supervisor al fine di prevenirne l’utilizzo da utenti non autorizzati. 
 
Figura 95 Caso d'uso: utente esegue un programma per DSP 
Per eseguire tale operazione occorre implementare una applicazione che consenta ad un utente 
esperto di connettersi ad una applicazione DSPControllerActivation e di invocare la funzione per 
inviare al DSP il codice del nuovo processo Real Time da eseguire. 
 
Figura 96 Architettura per eseguire un processo Real Time su un DSP 
Poiché un’applicazione di tipo DSPControllerActivation controlla più di un DSP (solitamente due) 
occorre specificare l’indice del DSP sul quale si intende scrivere la nuova routine di interruzione. 
La sequenza delle chiamate di funzioni relativa al caso d’uso in esame è rappresentata per mezzo 
del seguente diagramma: 
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Figura 97 Sequenza di chiamate per eseguire un processo Real Time su un DSP 
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4.1.8 Lettura e scrittura di un parametro su un DSP 
Il funzionamento dei DSP viene modificato dal valore di alcuni parametri, come ad esempio i 
guadagni, i coefficienti dei filtri digitali, ecc. Spesso capita di dover correggere il valore di alcuni di 
questi parametri durante il funzionamento del sistema, oppure di leggere il valore di un parametro 
per effettuare delle analisi. Il caso più frequente consiste nel regolare dinamicamente il valore di 
alcuni parametri di un DSP al variare di valori prelevati da sensori gestiti da un altro DSP. Questo 
lavoro di coordinamento viene solitamente dato in carico ad alcune applicazioni specifiche, ma la 
modifica di un parametro deve comunque poter essere eseguita anche da un utente esperto. Questa 
operazione non viene, quindi, offerta dall’interfaccia del Supervisor al fine di prevenirne l’utilizzo 
da utenti non autorizzati. 
 
Figura 98 Caso d'uso: utente legge o imposta un parametro di un DSP 
Per eseguire tali operazioni occorre ottenere un riferimento ad una applicazione di tipo 
DSPControllerActivation ed invocare su di esso le funzioni getParameter o setParameter. 
 
Figura 99 Architettura per leggere o impostare un parametro di un DSP 
Poiché una applicazione di questo tipo controlla più di un DSP (solitamente due), e ciascuno di essi 
dispone di molti parametri, occorre specificare il nome del parametro da leggere o da modificare 
oltre all’indice del DSP. 
La sequenza delle chiamate di funzioni relativa al caso d’uso in esame è rappresentata per mezzo 
del seguente diagramma: 
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Figura 100 Sequenza di chiamate per leggere o impostare un parametro di un DSP 
Un diagramma di sequenza analogo al precedente che descriva la lettura del valore di un parametro 
si può ottenere semplicemente cambiando la chiamata al metodo setParameter() con quella per il 
metodo getParameter(). 
Qualora fosse un’applicazione specifica a dover leggere o scrivere il valore di un parametro di un 
DSP, il diagramma di sequenza si trasformerebbe come segue: 
 
Figura 101 Sequenza di chiamate per leggere o impostare, da un’applicazione, un parametro di un DSP 
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4.1.9 Lettura e scrittura dello stato di un nodo CAN 
Il regime di funzionamento dei superattenuatori è regolato per mezzo dei valori presenti su alcuni 
registri digitali. Tali registri sono costituiti, in realtà, dalle uscite dei dispositivi CAN di tipo Digital 
Input Output a 8 bit esaminati precedentemente. Tramite un controller EtherCAN è possibile 
comandare da remoto tali registri. 
Il compito di modificare il valore di tali registri spetta ad un utente esperto o ad una applicazione 
specifica. Questa operazione non viene, quindi, offerta dall’interfaccia del Supervisor al fine di 
prevenirne l’utilizzo da utenti non autorizzati. 
 
Figura 102 Caso d'uso: utente legge o modifica il valore di un nodo CAN 
Per eseguire tali operazioni occorre ottenere un riferimento ad una applicazione di tipo 
CANManagerActivation ed invocare su di esso le funzioni getValue o setValue. 
 
Figura 103 Architettura per leggere o modificare il valore di un nodo CAN 
La sequenza delle chiamate di funzioni relativa al caso d’uso in esame è rappresentata per mezzo 
del seguente diagramma: 
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Figura 104 Sequenza di chiamate per leggere o modificare il valore di un nodo CAN 
Un diagramma di sequenza analogo al precedente che descriva la lettura del valore di un nodo CAN 
si può ottenere semplicemente cambiando la chiamata al metodo setValue() con quella per il metodo 
getValue(). 
Qualora fosse un’applicazione specifica a dover leggere o scrivere il valore di un nodo CAN, il 
diagramma di sequenza si trasformerebbe come segue: 
 
Figura 105 Sequenza di chiamate per leggere o modificare, da un’applicazione, il valore di un nodo CAN 
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4.2 Architettura di sistema 
Dopo aver esaminato i requisiti utente, di sistema ed i casi d’uso, possiamo riassumere tutte le scelte 
progettuali adottate e fornire l’architettura completa del sistema progettato. 
Nei diagrammi che seguiranno si utilizzano i seguenti colori per distinguere i tipi di oggetti: 
 
Figura 106 Legenda colori 
Possiamo distinguere 7 tipi di oggetti: 
• Package interno: contiene classi realizzate nell’ambito del progetto di SCS; 
• Package esterno: contiene classi, solitamente appartenenti ad una libreria esterna, necessarie per 
il funzionamento del software; 
• Classe astratta: classe non instanziabile, utilizzata per definire funzionalità comuni a diverse 
implementazioni; 
• Classe standard: classe instanziabile direttamente, della quale non esistono versioni alternative a 
seconda del tipo di implementazione che si sta realizzando. Contiene funzioni che non 
necessitano di essere modificate nell’eventuale passaggio ad un altro layer di comunicazione; 
• Classe CORBA: particolare implementazione di una classe astratta, dedicata all’utilizzo del layer 
di comunicazione CORBA; 
• Interfaccia CORBA: rappresentazione dell’oggetto interface, per come definito in linguaggio 
IDL nei file di definizione delle interfacce tra le applicazioni; 
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• Classe CORBA-generated: classe specifica dell’implementazione CORBA, generata 
automaticamente dal precompilatore IDL-CORBA. 
4.2.1 Organizzazione del sistema 
Le varie componenti che costituiranno il sistema sono raggruppate in moduli, mostrati nel 
diagramma seguente: 
 
Figura 107 Moduli che costituiscono il sistema SCS 
In questo diagramma possiamo notare le dipendenze tra i vari moduli interni e verso quelli esterni. 
Il programma di supervisione, rappresentato dal package Program, farà uso del package DB per 
l’accesso al database, del package ProcessControl per il controllo delle applicazioni in esecuzione 
su macchine remote, del package Supervisor per raggruppare le funzionalità da rendere disponibili 
verso gli utenti, e del package UserInterface per consentire agli utenti di interagire con il software 
di supervisione. Il package DB è utilizzato direttamente anche dai package ProcessControl e 
Supervisor. Quest’ultimo, inoltre, necessita del package ProcessControl per implementare le 
funzionalità di controllo delle applicazioni remote. Il package UserInterface, invece, si appoggia al 
package Supervisor, per eseguire i comandi richiesti dagli utenti, ed al package Communication 
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all’interno del quale si trovano tutte le classi specifiche per la particolare implementazione dettata 
dal layer di comunicazione in uso. In questo progetto, ad esempio, il package Communication si 
basa sul middleware CORBA. 
Nel diagramma precedente si sono riportate le librerie MySQL, XMLRPC e Cm come esempio di 
dipendenze esterne. Per come è realizzata l’architettura del software, però, queste sono facilmente 
sostituibili, semplicemente creando ulteriori classi finali che usino le nuove librerie. 
4.2.2 Package Program 
Il programma principale ha il compito di instanziare un oggetto DB, un oggetto ProcessControl, un 
oggetto Supervisor ed uno o più oggetti Server. 
 
Figura 108 Architettura del programma di supervisione 
La classe astratta Program rappresenta l’insieme di funzioni che l’applicazione di supervisione deve 
eseguire al fine di avviare gli opportuni componenti per il controllo del sistema. All’interno del 
metodo main, infatti, vengono richiamate le funzioni astratte initializeComponents e 
initializeServers, prima di entrare in un loop di attesa del segnale di terminazione. Queste funzioni 
astratte sono specifiche di ogni particolare implementazione, e dovranno essere definite per 
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specificare quale tipo di database, quale tipo di classe per il controllo dei processi e quali server 
instanziare. Per le classi astratte del nostro progetto, basato su CORBA e MySQL, abbiamo 
realizzato le relative implementazioni CORBA o MySQL. 
La versione CORBA del processo principale è rappresentata dalla classe CORBA_Program, che 
definisce il corpo delle funzioni astratte della sua classe parent. 
 
Figura 109 Architettura della versione CORBA del programma di supervisione 
Questa classe, ridefinendo la funzione initializeComponents, instanzia un oggetto di tipo 
MySQL_DB, un CORBA_ProcessControl, ed un oggetto Supervisor. 
Nella funzione initializeServers, invece, può instanziare uno o più server, come ad esempio quello 
CORBA, quello Cm o quello XMLRPC che vedremo in seguito. 
4.2.3 Package DB 
Il tipo di connessione al database deve essere indifferente per il sistema di controllo, che deve 
essere in grado di eseguire richieste su di esso utilizzando sempre la stessa interfaccia. 
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Figura 110 Architettura per l'accesso al database 
A tale scopo, si dichiara una classe astratta DB contenente i metodi astratti connect e executeQuery 
sui quali si basano le implementazioni delle funzioni writeLogEntry e getReference. Queste ultime 
due funzioni, infatti, possono essere completamente definite poiché devono semplicemente fare 
query di inserimento e di selezione rispettivamente. L’implementazione dei metodi connect e 
executeQuery, invece, spetta alle classi derivate. Nel nostro caso definiamo la classe MySQL_DB 
derivata dalla classe DB, che si appoggerà alla libreria MySQL per effettuare la connessione al 
database, per eseguire una query e trasferirne i risultati all’interno di un oggetto di tipo DBResult. 
Tramite quest’ultima classe, infatti, si garantisce anche l’uniformità dell’interfaccia dei risultati. Per 
esaminare il risultato di una query, infatti, si può sempre ricorrere ai metodi della classe DBResult, 
quale che sia il DBMS in uso: 
• getFieldName(in index: long): string : restituisce il nome dell’attributo di indice index della 
tabella dei risultati; 
• getFieldValue(in index: long): string : restituisce il valore dell’attributo di indice index della riga 
corrente all’interno della tabella dei risultati; 
• getFieldValue(in key: string): string : restituisce il valore dell’attributo di nome key del record 
corrente all’interno della tabella dei risultati; 
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• getRecordsCount(): long : restituisce il numero di record ottenuti con la query di selezione 
eseguita; 
• EOF(): bool : restituisce un valore booleano che indica se si è raggiunto o meno l’ultimo record 
della tabella dei risultati; 
• moveNext(): bool : sposta, se possibile, il puntatore del record corrente sul record successivo e 
restituisce true se l’operazione ha avuto esito positivo oppure false se si era raggiunta la fine 
della tabella. 
I parametri di connessione, specifici per ogni tipo di database che si utilizza, possono essere 
specificati come parametri del costruttore dell’oggetto. Nel caso della classe MySQL_DB, poiché si 
ricorre ad una tecnologia di database basata sul paradigma client/server, è necessario specificare 
l’hostname della macchina server, il nome del database da utilizzare ed infine il nome utente e la 
password per effettuare l’autenticazione sul server. Per questo motivo il prototipo del costruttore 
della classe MySQL_DB prevede i 4 parametri host, scheme, user e password. 
4.2.4 Package ProcessControl 
Per controllare l’esecuzione delle applicazioni distribuite si ricorre alla classe ProcessControl 
dell’omonimo package. L’architettura di questo package è la più vasta tra tutti i moduli del 
progetto, in quanto implementa la maggior parte delle funzionalità offerte dal sistema di 
supervisione. Anche in questo caso possiamo notare la presenza di classi astratte e di classi 
specifiche per l’implementazione CORBA. Ancora una volta rammentiamo che questa suddivisione 
consente di non dover modificare l’intero progetto ma di limitare ad un singolo package le 
correzioni da apportare nel caso si decidesse di cambiare il middleware di comunicazione. 
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Figura 111 Architettura per il controllo delle applicazioni distribuite 
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La classe astratta ProcessControl, che necessita di un riferimento ad un oggetto di tipo DB, 
possiede una lista di eseguibili (oggetto Executable), una lista di host (oggetto Host) ed una lista di 
associazioni tra un oggetto Executable ed un oggetto Host, rappresentata dalla classe Activation. 
L’interfaccia offerta dalla classe ProcessControl contiene i seguenti metodi: 
• getActivation(in id: string) : Activation : cerca all’interno della lista delle attivazioni quella con 
l’id specificato, e ne ritorna un riferimento; 
• runActivation(in id: string) : long : esegue il metodo run sull’attivazione avente l’id specificato. 
Il valore di ritorno della funzione consente di segnalare l’esito della funzione, come ad esempio 
il fatto che l’id non fosse valido, o che l’attivazione fosse già in esecuzione, o che l’operazione 
sia stata eseguita correttamente; 
• killActivation(in id: string) : long : esegue il metodo kill sull’attivazione avente l’id specificato. 
Sul valore di ritorno si possono fare considerazioni analoghe a quelle per il metodo run; 
• startActivation(in id: string) : long : esegue il metodo start sull’attivazione avente l’id 
specificato. Sul valore di ritorno si possono fare considerazioni analoghe a quelle per il metodo 
run; 
• stopActivation(in id: string) : long : esegue il metodo stop sull’attivazione avente l’id 
specificato. Sul valore di ritorno si possono fare considerazioni analoghe a quelle per il metodo 
run; 
• setupActivation(in id: string) : long : esegue il metodo setup sull’attivazione avente l’id 
specificato. Sul valore di ritorno si possono fare considerazioni analoghe a quelle per il metodo 
run; 
• resetActivation(in id: string) : long : esegue il metodo reset sull’attivazione avente l’id 
specificato. Sul valore di ritorno si possono fare considerazioni analoghe a quelle per il metodo 
run; 
• getActivationStatus(in id: string, out status: long) : long : esegue il metodo getStatus 
sull’attivazione avente l’id specificato. Lo stato del sistema viene scritto sul parametro in uscita 
status, mentre sul valore di ritorno si possono fare considerazioni analoghe a quelle per il metodo 
run; 
• sendActivationCommand(in id: string, in cmd: string, out response: long) : long : esegue il 
metodo sendCommand sull’attivazione avente l’id specificato. Il parametro cmd specifica il 
comando da inviare all’applicazione distribuita, mentre il parametro in uscita response viene 
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utilizzato per restituire l’esito dell’esecuzione del comando. Sul valore di ritorno si possono fare 
considerazioni analoghe a quelle per il metodo run; 
• setActivationParameter(in id: string, in parameter: string, out result: string) : long : esegue il 
metodo setParameter sull’attivazione avente l’id specificato. Il parametro, o la lista di parametri 
da settare, insieme ai relativi valori, sono specificati nel parametro parameter, in XML, al fine di 
consentire una semplice interpretazione sul lato ricevente. Le informazioni sull’esito delle varie 
operazioni di assegnamento vengono restituite, nuovamente in XML, tramite il parametro in 
uscita result. Sul valore di ritorno si possono fare considerazioni analoghe a quelle per il metodo 
run; 
• getActivationParameter(in id: string, in parameter: string, out result: string) : long : esegue il 
metodo getParameter sull’attivazione avente l’id specificato. Il parametro, o la lista di parametri 
da leggere sono specificati nel parametro parameter, in XML, al fine di consentire una semplice 
interpretazione sul lato ricevente. I valori letti vengono restituiti, nuovamente in XML, tramite il 
parametro in uscita result. Sul valore di ritorno si possono fare considerazioni analoghe a quelle 
per il metodo run; 
Per poter controllare autonomamente e periodicamente lo stato delle attivazioni avviate, una istanza 
della classe ProcessControl deve comportarsi da thread, e a tal fine deve implementare la funzione 
run. Questa funzione chiama il metodo initialize all’interno del quale dovrà essere letta da database 
la configurazione relativa alle attivazioni, dovranno essere instanziati i relativi oggetti di tipo 
Activation (o sue derivazioni) che dovranno essere controllati, all’interno di un ciclo, per mezzo 
della funzione checkActivations. L’implementazione dei metodi initialize, loadConfiguration e 
checkActivations dipende dal tipo di layer di comunicazione che si intende utilizzare, in quanto 
dovranno instanziare ed utilizzare oggetti specifici derivati dalla classe Activation. 
L’implementazione CORBA della classe ProcessControl è rappresentata dalla classe 
CORBA_ProcessControl: essa farà riferimento alle implementazioni CORBA delle classi derivate 
da Activation. 
A seconda del tipo di attivazione, specificata per mezzo dell’enumerato ExecutableType, la 
funzione initialize di ProcessControl (nelle sue derivazioni) dovrà instanziare il corretto tipo di 
oggetto per offrire l’interfaccia più adatta verso l’applicazione distribuita. Oltre al tipo generico 
GenericActivation, che non offre ulteriori metodi rispetto a quelli comuni presenti nella classe 
Activation, esistono le seguenti specializzazioni: 
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• CANManager_Activation: arricchisce l’interfaccia verso l’applicazione distribuita dichiarando i 
metodi setValue e getValue per il controllo del valore presente sul nodo CAN specificato per 
mezzo del parametro node; 
• DSPController_Activation: arricchisce l’interfaccia verso l’applicazione distribuita dichiarando i 
metodi getDSPParameter e setDSPParameter per il controllo dei valori presenti nei parametri 
del DSP specificato per mezzo del parametro dsp. Viene dichiarato, inoltre, il metodo download 
File che ha lo scopo di inviare il codice eseguibile di un nuovo processo realtime da eseguire sul 
DSP specificato per mezzo del parametro dsp. 
La classe CORBA_ProcessControl utilizzerà le versioni CORBA delle precedenti derivazioni di 
Activation: 
• CORBA_GenericActivation; 
• CORBA_CANManagerActivation; 
• CORBA_DSPControllerActivation. 
Queste classi, come tutte le altre specifiche per CORBA, vengono raccolte nel package 
Communication, illustrato più avanti. 
4.2.5 Package Supervisor 
Le operazioni consentite agli utenti del sistema di supervisione, le cui implementazioni sono 
suddivise in molteplici pacchetti, vengono raccolte in un’unica interfaccia chiamata Supervisor. 
 
Figura 112 Architettura del package Supervisor 
Per il funzionamento di un oggetto Supervisor sono richiesti un oggetto di tipo DB ed uno di tipo 
ProcessControl. Il primo viene utilizzato per effettuare le operazioni di Log delle richieste degli 
utenti, mentre il secondo è necessario per controllare le applicazioni distribuite. 
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Al progetto (che verrà sicuramente esteso in futuro) è richiesto di fornire, agli utenti del livello più 
basso, i metodi di accesso per controllare unicamente l’esecuzione delle applicazioni distribuite del 
sistema. Per questo motivo l’interfaccia della classe Supervisor contiene solamente i metodi per 
eseguire, terminare, avviare, sospendere, riconfigurare, resettare, controllare una applicazione 
distribuita, o per comandarla impostandone parametri. 
Basandosi sulle funzioni offerte dagli oggetti passati per mezzo di puntatori generici (DB e 
ProcessControl) la classe Supervisor non necessita di una derivazione particolare a seconda del 
layer di comunicazione in uso: se le interfacce di questi oggetti sono rispettate, Supervisor può 
sempre invocarne le funzioni senza preoccuparsi di come esse siano implementate. 
4.2.6 Package UserInterface 
Per consentire agli utenti di collegarsi al programma di supervisione e richiedere l’esecuzione di 
comandi, occorre che il software disponga di una o più interfacce verso l’esterno. 
 
Figura 113 Architettura per accettare richieste di servizio 
La classe astratta Server dichiara l’interfaccia comune che devono avere le varie implementazioni 
dei server per il sistema di supervisione di SCS. Essendo oggetti autonomi, le derivazioni della 
classe Server devono essere implementate come thread, e devono quindi disporre del metodo run il 
quale, dopo aver fatto operazioni di inizializzazione, si mette in attesa di richieste di servizio per 
mezzo del metodo waitForRequest. Ogni server per poter comandare Supervisor avrà bisogno di un 
riferimento ad un oggetto di questo tipo. 
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Le classi derivate da Server nel nostro esempio sono: 
• Cm_Server: offre all’esterno un’interfaccia Cm, per compatibilità con i vecchi software di 
gestione del sistema. L’inizializzazione di tale tipo di server prevede l’installazione di alcuni 
handler (callback functions), uno per ogni tipo di messaggio che si desidera ricevere, e che 
verranno invocati alla ricezione del relativo messaggio; 
• CORBA_Server: offre all’esterno un’interfaccia CORBA per Supervisor, per poterlo utilizzare 
come se fosse un oggetto locale ad altre applicazioni. In fase di inizializzazione deve limitarsi ad 
instanziare la relativa implementazione CORBA (descritta nel package Communication) e a 
registrarla sull’ORB. Il metodo waitForRequest, in questo caso, è costituito unicamente 
dall’invocazione del metodo run dell’oggetto ORB; 
• XMLRPC_Server: offre la possibilità di inoltrare comandi a Supervisor codificandoli in XML 
prima della trasmissione in rete ed interpretandoli in maniera molto semplice tramite la libreria 
XML. Questo meccanismo di comunicazione consente di specificare il nome del metodo da 
invocare ed i valori dei parametri da passare alla funzione invocata, comprensivi dei loro tipi. 
Nella risposta alla richiesta di servizio verrà riportato, sempre in XML, il valore di ritorno della 
funzione o la condizione di errore che si è verificata. L’inizializzazione di questa classe consiste 
quasi esclusivamente nella creazione degli opportuni oggetti per il parsing delle richieste XML. 
La funzione waitForRequest recupera dati dallo stream di rete fino alla terminazione della 
richiesta XML (ad esempio per mezzo della stringa “</request>”) dopodiché la interpreta e la 
esegue con la funzione parseRequest. Un esempio di applicazione client che utilizza la libreria 
XMLRPC è rappresentato dalla classe XMLRPC_Client: in essa vengono esaminati i parametri 
della riga di comando per mezzo della funzione parseArguments dopodiché viene generata ed 
inviata al server la richiesta XML tramite la funzione callRemoteProcedure. I risultati ricevuti 
vengono interpretati e visualizzati a schermo. 
4.2.7 Package Communication 
La modularità del progetto del software di controllo dei superattenuatori consente di avere 
un’architettura delle classi indipendente dal tipo di layer di comunicazione. Come abbiamo visto 
precedentemente, le componenti che devono interagire con le applicazioni distribuite, e che devono 
quindi appoggiarsi al canale di comunicazione, sono state progettate separando la parte di logica 
relativa ai dati e alle operazioni da quella dedicata alla comunicazione su rete. Le classi astratte 
offrono un’interfaccia comune tra le loro varie implementazioni, in modo che gli strati superiori 
possano basarsi su di esse senza essere a conoscenza dei dettagli implementativi dello strato 
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inferiore. Le operazioni di basso livello che permettono la comunicazione tra gli oggetti distribuiti 
vengono implementate nelle classi derivate dalle interfacce comuni, e raggruppate in un package 
dedicato alla comunicazione su rete: il package Communication. 
Nel nostro progetto abbiamo scelto CORBA come middleware di comunicazione. La realizzazione 
delle classi per rendere possibile la comunicazione tra le varie componenti del sistema deve seguire, 
quindi, le linee guida imposte dallo standard CORBA: le interfacce degli oggetti devono essere 
definite in un file di testo in formato IDL, e per mezzo del precompilatore IDL-CORBA devono 
essere generate le classi di comunicazione per il lato client e per il lato server della comunicazione. 
L’applicazione server dovrà definire un’implementazione della classe skeleton, generata dal 
precompilatore, all’interno della quale inserire il corpo delle funzioni. L’applicazione client, invece, 
dovrà ottenere un riferimento alla classe stub relativa all’oggetto da controllare remotamente e 
richiamare su di esso le funzioni necessarie. 
 
Figura 114 Esempio di architettura CORBA 
Nell’esempio precedente si ha che l’implementazione di mioMetodo è definita all’interno della 
classe MiaInterfaccia_implementation. Quando si cerca di disaccoppiare le funzionalità dal layer di 
comunicazione, invece, solitamente queste si implementano all’interno del programma Server (o in 
uno degli oggetti di cui questo farà uso). L’implementazione dell’oggetto CORBA dovrà, quindi, 
disporre di un riferimento all’oggetto da comandare e le sue funzioni richiameranno semplicemente 
quelle dell’oggetto associato. 
 
Figura 115 Esempio di architettura CORBA con implementazione separata dal layer di comunicazione 
Quest’ultima soluzione è quella che abbiamo scelto di adottare per l’implementazione del layer di 
comunicazione. Le classi che necessitano di una versione CORBA sono quelle che, nei diagrammi 
precedenti, erano raffigurate con colore arancione, ovvero: 
• CORBA_Program 
• CORBA_ProcessControl 
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• CORBA_GenericActivation 
• CORBA_CANManagerActivation 
• CORBA_DSPControllerActivation 
• CORBA_Server 
La versione CORBA del programma principale non si appoggia direttamente al package 
Communication, ma instanzia un oggetto CORBA_ProcessControl ed un server di tipo 
CORBA_Server. 
 
Figura 116 Package Communication: CORBA_Program 
La classe CORBA_ProcessControl non offre alcuna interfaccia verso i client CORBA, ma fa uso 
delle classi CORBA derivate da Activation, GenericActivation, CANManagerActivation e 
DSPControllerActivation, pertanto deve essere inserita nel package Communication. 
 
Figura 117 Package Communication: CORBA_ProcessControl 
La classe CORBA_GenericActivation, a differenza delle precedenti, è utilizzata per comunicare 
tramite CORBA con una applicazione distribuita di tipo generico che offra la relativa interfaccia 
CORBA. Adattando l’esempio precedente (Figura 115 Esempio di architettura CORBA con 
implementazione separata dal layer di comunicazione) al caso della classe 
CORBA_GenericActivation, si ottiene la struttura seguente: 
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Figura 118 Package Communication: CORBA_GenericActivation 
Quest’architettura mostra le seguenti componenti: 
• CORBA_Activation_Interface: interfaccia IDL comune a tutti i tipi di attivazioni che SCS deve 
controllare; 
• CORBA_GenericActivation_Interface: specializzazione dell’interfaccia comune che non 
aggiunge particolari funzionalità a quelle già previste dall’interfaccia precedente; 
• CORBA_GenericActivation_Stub: classe generata automaticamente dal precompilatore CORBA 
che implementa i metodi dell’interfaccia precedente inoltrando le richieste di servizio al 
corrispondente oggetto server; 
• CORBA_GenericActivation_Skeleton: classe generata automaticamente dal precompilatore 
CORBA che implementa i meccanismi di comunicazione ma non definisce il corpo delle 
funzioni dell’interfaccia, rendendola così una classe astratta che necessita di essere estesa; 
• CORBA_GenericActivation: classe client di collegamento tra la parte logica (definita nella classe 
astratta GenericActivation) e quella di comunicazione (richiamata tramite il possesso di un 
oggetto di tipo CORBA_GenericActivation_Stub); 
• CORBA_GenericActivation_Implementation: classe server di collegamento tra la parte di 
comunicazione (definita nell’oggetto skeleton) e quella logica (definita nel server o in un suo 
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oggetto). Questa classe dovrà essere utilizzata nel modo seguente dalle applicazioni generiche di 
SCS: 
 
Figura 119 Applicazione generica di SCS 
Esattamente come la classe generica (CORBA_GenericActivation) anche la classe relativa al 
controllo dei gestori CAN CORBA_CANManager_Activation è utilizzata per comunicare tramite 
CORBA con una applicazione distribuita, questa volta di tipo CANManager, che offra la relativa 
interfaccia CORBA. Nel caso della classe CORBA_CANManagerActivation, si ottiene la struttura 
seguente: 
 
Figura 120 Package Communication: CORBA_CANManagerActivation 
Quest’architettura mostra le seguenti componenti: 
• CORBA_Activation_Interface: interfaccia IDL comune a tutti i tipi di attivazioni che SCS deve 
controllare; 
• CORBA_CANManagerActivation_Interface: specializzazione dell’interfaccia comune che 
aggiunge particolari funzionalità relative alle applicazioni CAN; 
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• CORBA_CANManagerActivation_Stub: classe generata automaticamente dal precompilatore 
CORBA che implementa i metodi dell’interfaccia precedente inoltrando le richieste di servizio al 
corrispondente oggetto server; 
• CORBA_CANManagerActivation_Skeleton: classe generata automaticamente dal precompilatore 
CORBA che implementa i meccanismi di comunicazione ma non definisce il corpo delle 
funzioni dell’interfaccia, rendendola così una classe astratta che necessita di essere estesa; 
• CORBA_CANManagerActivation: classe client di collegamento tra la parte logica (definita nella 
classe astratta CANManagerActivation) e quella di comunicazione (richiamata tramite il 
possesso di un oggetto di tipo CORBA_CANManagerActivation_Stub); 
• CORBA_CANManagerActivation_Implementation: classe server di collegamento tra la parte di 
comunicazione (definita nell’oggetto skeleton) e quella logica (definita nel server o in un suo 
oggetto). Questa classe dovrà essere utilizzata nel modo seguente dalle applicazioni 
CANManager di SCS: 
 
Figura 121 Applicazione CANManager di SCS 
La classe CORBA_DSPController_Activation è utilizzata, invece, per comunicare tramite CORBA 
con una applicazione distribuita, questa volta di tipo DSPController. Nel caso della classe 
CORBA_DSPControllerActivation, si ha la struttura seguente: 
 
Figura 122 Package Communication: CORBA_DSPControllerActivation 
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Quest’architettura mostra le seguenti componenti: 
• CORBA_Activation_Interface: interfaccia IDL comune a tutti i tipi di attivazioni che SCS deve 
controllare; 
• CORBA_DSPControllerActivation_Interface: specializzazione dell’interfaccia comune che 
aggiunge particolari funzionalità relative alle applicazioni che controllano i DSP dei 
superattenuatori; 
• CORBA_DSPControllerActivation_Stub: classe generata automaticamente dal precompilatore 
CORBA che implementa i metodi dell’interfaccia precedente inoltrando le richieste di servizio al 
corrispondente oggetto server; 
• CORBA_DSPControllerActivation_Skeleton: classe generata automaticamente dal 
precompilatore CORBA che implementa i meccanismi di comunicazione ma non definisce il 
corpo delle funzioni dell’interfaccia, rendendola così una classe astratta che necessita di essere 
estesa; 
• CORBA_DSPControllerActivation: classe client di collegamento tra la parte logica (definita 
nella classe astratta DSPControllerActivation) e quella di comunicazione (richiamata tramite il 
possesso di un oggetto di tipo CORBA_DSPControllerActivation_Stub); 
• CORBA_DSPControllerActivation_Implementation: classe server di collegamento tra la parte di 
comunicazione (definita nell’oggetto skeleton) e quella logica (definita nel server o in un suo 
oggetto). Questa classe dovrà essere utilizzata nel modo seguente dalle applicazioni 
DSPController di SCS: 
 
Figura 123 Applicazione DSPController di SCS 
Per terminare la panoramica del package Communication è necessario descrivere l’ultimo insieme 
di classi dedicate all’esportazione CORBA delle funzionalità dell’oggetto Supervisor. In questo 
caso i ruoli vengono invertiti: difatti questa volta è il programma di supervisione a trovarsi dal lato 
server della catena di classi CORBA, mentre dall’altro lato ci sono i client, eseguiti dagli utenti, che 
richiedono funzionalità esportate da Supervisor. 
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L’architettura è del tutto analoga a quelle viste in precedenza, ed è raffigurata nel diagramma 
seguente: 
 
Figura 124 Package Communication: CORBA_Server 
Quest’architettura mostra le seguenti componenti: 
• CORBA_Server_Interface: interfaccia IDL che dichiara le funzionalità offerte dal sistema 
Supervisor di SCS; 
• CORBA_Server_Stub: classe generata automaticamente dal precompilatore CORBA che 
implementa i metodi dell’interfaccia precedente inoltrando le richieste di servizio al 
corrispondente oggetto server; 
• CORBA_Server_Skeleton: classe generata automaticamente dal precompilatore CORBA che 
implementa i meccanismi di comunicazione ma non definisce il corpo delle funzioni 
dell’interfaccia, rendendola così una classe astratta che necessita di essere estesa; 
• CORBA_Server_Implementation: classe di collegamento tra la parte di comunicazione (definita 
nell’oggetto skeleton) e quella logica (definita nell’oggetto CORBA_Server); 
• CORBA_Server: classe server con il compito di ricevere richieste di servizio ed inoltrarle alle 
relative funzioni della classe Supervisor. 
  Capitolo 4.2 - Progetto d’insieme - Architettura di sistema - 130/130 
4.2.8 Vista d’insieme 
 
Figura 125 Vista d'insieme dell’architettura di SCS 
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5 Conclusioni 
Una delle attuali frontiere della ricerca nel campo della fisica è rappresentata dal tentativo di 
osservare le onde gravitazionali, la cui esistenza è dimostrata attraverso prove indirette. L’effetto 
prodotto da un’onda gravitazionale è una modifica infinitamente piccola delle dimensioni dei corpi 
attraversati. 
L’interferometro di Michelson, capace attraverso un complesso sistema di laser e specchi di 
effettuare misure altamente accurate delle distanze, è attualmente lo strumento più avanzato per 
tentare di rivelare il passaggio di onde gravitazionali.  
Il progetto VIRGO del consorzio Ego, nato dalla collaborazione italo-francese tra e INFN e CNRS, 
utilizza un interferometro con due bracci ortogonali di lunghezza di tre chilometri, operativo dal 
2007. 
L’aspetto critico della misurazione di grandezze così infinitesime è quello di riuscire ad eliminare 
qualsiasi vibrazione o altro disturbo, incluso quello introdotto dalla presenza dell’aria stessa. Per 
questo gli specchi sono sospesi attraverso dei superattenuatori in un ambiente in cui è mantenuto un 
ultra-alto vuoto. 
Il sistema Sospensioni comprende i superattenuatori e la rete di comunicazione e controllo atta a 
mantenere costante la distanza tra gli specchi. Il controllo è realizzato tramite dei DSP  che ricevono 
informazioni dai sensori e comandano gli attuatori. Inoltre sono presenti dei dispositivi  CAN che si 
interfacciano con la LAN attraverso un bridge specifico. 
Gli utenti esperti tramite un Server possono interfacciarsi ai DSP, leggerne gli stati e modificarne la 
configurazione e, in modo analogo, possono interfacciarci con i dispositivi CAN e modificarne lo 
stato.  
I dispositivi stessi possono avere la necessità di interagire e, fino ad oggi, questo era possibile 
soltanto attraverso una libreria chiamata Cm, previa una opportuna modifica non scalabile, da 
effettuare singolarmente sugli attori della comunicazione. 
La comunicazione di rete verso i dispositivi CAN è legata all’uso della libreria NTCAN, la quale è 
poco tollerante agli errori, per cui un utilizzo inadeguato della stessa porta ad inattese terminazioni 
delle applicazioni che vi si interfacciano. 
La presente tesi è iniziata appunto col risolvere il precedente problema di interfacciamento con i 
dispositivi CAN, sviluppando il programma CANManager. 
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CANManager da un lato si assicura di gestire correttamente l’utilizzo della libreria NTCAN e 
dall’altro fornisce un meccanismo di attesa degli eventi, che rende il sistema di comunicazione più 
efficace nella gestione dei thread avviati dalle applicazioni. 
Obiettivo principale di questa tesi è stato di progettare un nuovo meccanismo di interazione tra le 
varie componenti distribuite, basato su una libreria alternativa alla attuale Cm, che consentisse una 
comunicazione semplificata, modulare e scalabile. 
Come prima azione è stata scelta la libreria da utilizzare, tra le candidate EPICS, DDS e CORBA. A 
tal fine sono stati attentamente valutati vantaggi e svantaggi di ognuna, creando delle applicazioni 
di prova che potessero pilotare CANManager via rete. 
I risultati dell’analisi svolta hanno portato alla scelta di CORBA, il quale offre una comunicazione 
object-oriented con necessità di banda limitata, in quanto tutte le trasmissioni sono di tipo unicast, e 
assicura la consistenza dei dati, perché le informazioni sono mantenute soltanto sull’oggetto a cui 
afferiscono. 
La successiva fase è stata quella di raccogliere i requisiti utente e tradurli nelle conseguenti 
specifiche di sistema. 
Per il progetto del sistema è stato utilizzato l’UML per rappresentare i casi d’uso, l’architettura delle 
classi ed i diagrammi di sequenza, al fine di implementare le specifiche di sistema. 
L’architettura di sistema, base per gli sviluppi implementativi che seguiranno, prevede la presenza 
di un modulo database (DB), di un modulo per il controllo dei processi in esecuzione 
(ProcessControl), di un modulo supervisore con il compito di limitare le funzioni disponibili ad 
utenti non esperti (Supervisor) e di un modulo che offre i metodi di accesso da remoto al 
supervisore (UserInterface), come ad esempio il supporto alla libreria Cm, il quale rimane 
disponibile per retro-compatibilità. 
Per rendere il sistema completamente indipendente dal layer di comunicazione, i moduli sopra citati 
si appoggiano su di un ulteriore modulo (Communication) che li disaccoppia da librerie di 
comunicazione specifiche. Nell’ambito del modulo Communication sono state progettate le classi 
CORBA come attuale soluzione per trasmissione su rete. 
Questo lavoro di tesi dovrà essere preso come base progettuale di un processo più vasto che nelle 
successive fasi dovrà essere approfondito, implementato e testato, come previsto dal modello di 
sviluppo iterativo ed incrementale dei software. 
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7 Appendici 
7.1 Appendice A – XCANReal 
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/* File: descriptions.h */ 
 
#include <stdlib.h> 
#include <qstring.h> 
 
#ifndef __CLSDESCRIPTIONS_H 
#define __CLSDESCRIPTIONS_H 
 
class Descriptions 
{ 
private: 
     
    class Description 
    { 
    protected: 
        int id; 
        bool id29bit; 
        bool rtr; 
        QString description; 
         
        Description *next; 
    public: 
        friend class Descriptions; 
        Description ( int id, bool id29bit, bool rtr, 
    QString &description) 
  { 
this->id = id; 
this->id29bit = id29bit; 
this->rtr = rtr; 
this->description = description; 
  } 
    }; 
     
    Description *list; 
     
public: 
    void addDescription(int id, bool id29bit, bool rtr, QString &description); 
    QString getDescription(int id, bool id29bit, bool rtr); 
    Descriptions(); 
    ~Descriptions(); 
}; 
 
#endif
  Capitolo 7.1 - Appendici - Appendice A – XCANReal - iii 
/* File: file_writer.h */ 
 
#include <stdio.h> 
#include "mainform.h" 
#include "messagequeue.h" 
#include "guimessage.h" 
 
class Form1; 
 
#ifndef __CLASS_FILEWRITERTHREAD_ 
#define __CLASS_FILEWRITERTHREAD_ 
 
class FileWriter : public QThread 
{ 
private: 
    Form1 *form; 
    void writeNewMessage(MessageQueue::Message& m); 
public: 
    FileWriter(Form1 *f) { this->form = f; } 
    void run(); 
}; 
 
#endif 
 
  Capitolo 7.1 - Appendici - Appendice A – XCANReal - iv 
/* File frmrecord.ui.h */ 
 
void frmRecord::btBrowse_clicked() 
{ 
    QString s = QFileDialog::getSaveFileName( 
                    QDir::currentDirPath(), 
                    NULL, 
                    this, 
                    "Log file", 
                    "Choose a filename for the log file" ); 
     
    if(s!="") 
        txtFile->setText(s); 
     
} 
 
void frmRecord::init() 
{ 
    Form1* frm = (Form1*)this->parentWidget(); 
    txtFile->setText( frm->settings->readEntry (frm->APP_KEY + "log_file") ); 
     
    chkAppend->setChecked( frm->settings->readBoolEntry (frm->APP_KEY + "append_to_log_file") ); 
} 
 
QString frmRecord::getFilePath() 
{ 
    return txtFile->text(); 
} 
 
void frmRecord::accept() 
{ 
    Form1* frm = (Form1*)this->parentWidget(); 
    frm->settings->writeEntry(frm->APP_KEY + "log_file", txtFile->text() ); 
    frm->settings->writeEntry(frm->APP_KEY + "append_to_log_file", chkAppend->isChecked() ); 
    QDialog::accept(); 
} 
 
bool frmRecord::append() 
{ 
    return chkAppend->isChecked(); 
} 
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/* File: frmsettings.ui.h */ 
 
void frmSettings::btID2Description_clicked() 
{ 
    //QString workingDirectory = "/"; 
    QFileDialog *dlg = new QFileDialog(QDir::currentDirPath(), QString::null, 0, 0, TRUE ); 
    dlg->setCaption( QFileDialog::tr( "Open ID2Description map file" ) ); 
    dlg->setMode( QFileDialog::ExistingFile ); 
    QString result; 
    if ( dlg->exec() == QDialog::Accepted ) { 
        result = dlg->selectedFile(); 
        txtID2Description->setText(result); 
    } 
    delete dlg; 
} 
 
void frmSettings::init() 
{ 
    Form1* frm = (Form1*)this->parentWidget(); 
    txtID2Description->setText( frm->settings->readEntry (frm->APP_KEY + "id2description") ); 
} 
 
void frmSettings::accept() 
{ 
    Form1* frm = (Form1*)this->parentWidget(); 
    frm->settings->writeEntry(frm->APP_KEY + "id2description", txtID2Description->text() ); 
    QDialog::accept(); 
} 
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/* File: gui_updater.h */ 
 
#include <stdio.h> 
#include "mainform.h" 
#include "messagequeue.h" 
#include "guimessage.h" 
 
class Form1; 
 
#ifndef __CLASS_GUIUPDATERTHREAD_ 
#define __CLASS_GUIUPDATERTHREAD_ 
 
#define _GUIUPDATER_MAX_MESSAGES_ 10 
 
class GuiUpdater : public QThread 
{ 
private: 
    Form1 *form; 
    void showNewMessage(GuiMessage& gm); 
public: 
    GuiUpdater(Form1 *f) { this->form = f; } 
    void run(); 
}; 
 
#endif 
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/* File: guimessage.h */ 
 
#ifndef __CLASS_GUIMESSAGE_ 
#define __CLASS_GUIMESSAGE_ 
 
#include <qstring.h> 
#include <qmutex.h> 
#include <qwaitcondition.h> 
#include <iostream> 
 
#define MAX_GUIMSGQUEUE_BUFF_SIZE 10 
 
class GuiMessage 
{ 
public: 
    int len; 
    QString frame_no; 
    QString strtime; 
    QString rel_time; 
    QString description; 
    QString strdecid; 
    QString strhexid; 
    QString attr; 
    QString strlen; 
    QString values[8]; 
    QString text; 
}; 
 
class GuiMessages 
{ 
private: 
    GuiMessage buffer[MAX_GUIMSGQUEUE_BUFF_SIZE]; 
    int read_index; 
    int write_index; 
    QWaitCondition slot_free; 
    QWaitCondition message_ready; 
    QMutex mutex; 
    int len; 
     
public: 
    GuiMessages(); 
    void putMessage(GuiMessage& m); 
    GuiMessage getMessage(bool acquire_lock = true); 
     
    void acquireLock() { mutex.lock(); } 
    void releaseLock() { mutex.unlock(); } 
    void waitForMessage(); 
    int length() { return len; } 
}; 
 
#endif 
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/* File: mainform.ui.h */ 
 
void Form1::init() 
{ 
    mythread = NULL; 
    quit = false; 
    logfile = NULL; 
    log = NULL; 
    descriptions = NULL; 
    updater = new NetListUpdaterThread(this); 
    updater->loadConfiguration(); 
 
    WINDOWS_REGISTRY = "/ego-gw.it/xcanreal"; 
    APP_KEY = "/xcanreal/"; 
 
    settings = new QSettings(QSettings::Ini); 
     
    //updater->start(); 
     
    sendData[0] = txtData0; 
    sendData[1] = txtData1; 
    sendData[2] = txtData2; 
    sendData[3] = txtData3; 
    sendData[4] = txtData4; 
    sendData[5] = txtData5; 
    sendData[6] = txtData6; 
    sendData[7] = txtData7; 
     
    for(int i = 0; i < 8; i++) 
        sendData[i]->setValidator(new QHexValidator(0, 255, this)); 
     
    txtLen->setValidator(new QIntValidator(0, 8, this)); 
    setIntValidator(); 
     
    lstMessages->setSortColumn(-1); 
     
    loadDescriptions(); 
     
    gui_messages = new GuiMessages(); 
    messages = new MessageQueue(); 
     
    filewriter = new FileWriter(this); 
    filewriter->start(); 
     
    guiupdater = new GuiUpdater(this); 
    guiupdater->start(); 
     
    printf("running...\n"); 
} 
 
void Form1::destroy() 
{     
    filewriter->terminate(); 
    filewriter->wait(2000); 
    delete(filewriter); 
     
    guiupdater->terminate(); 
    guiupdater->wait(2000); 
    delete(guiupdater); 
     
    stopRecording(true); 
    delete(settings); 
    std::cout << "closing..." << std::endl; 
    closeWatchThread(true); 
     
    if(mythread!=NULL) 
    { 
        mythread->closed.wait(2000); 
        mythread->terminate(); 
    } 
    std::cout << "closed" << std::endl; 
} 
 
void Form1::setIntValidator() 
{ 
    txtIDFrom->setValidator( new QIntValidator(0, 2047, this) ); 
    txtIDTo->setValidator(new QIntValidator(0, 2047, this)); 
    txtID->setValidator(new QIntValidator(0, 2047, this)); 
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} 
 
void Form1::setHexValidator() 
{ 
    txtIDFrom->setValidator(new QHexValidator(0, 2047, this)); 
    txtIDTo->setValidator(new QHexValidator(0, 2047, this)); 
    txtID->setValidator(new QHexValidator(0, 2047, this)); 
} 
 
void Form1::fileExit() 
{ 
    this->close(); 
} 
 
void Form1::btStart_clicked() 
{ 
    finalCloseWatchThread(); 
     
    if(mythread==NULL) 
    { 
        QString net = cmbNet->currentText(); 
        if(net=="") 
        { 
            QMessageBox::warning(this, "Net", "You need to specify the Net to connect to", 
QMessageBox::Ok, QMessageBox::NoButton); 
            cmbNet->setFocus(); 
            return; 
        } 
         
        QString baud = cmbBaudrate->currentText(); 
        if(baud=="") 
        { 
            QMessageBox::warning(this, "Baudrate", "You need to specify the baudrate to be used", 
QMessageBox::Ok, QMessageBox::NoButton); 
            cmbBaudrate->setFocus(); 
            return; 
        } 
         
        unsigned int min = 1; 
        if(btID29Bits->isOn()) min++; 
        if(lstIDAreas->count()<min) 
        { 
            QMessageBox::warning(this, "Selected IDs", "You need to specify at least one ID", 
QMessageBox::Ok, QMessageBox::NoButton); 
            return; 
        } 
         
        btStart->setEnabled(false); 
        btStop->setEnabled(true); 
         
        app->lock(); 
        lstMessages->clear(); 
        app->unlock(); 
         
        mythread = new WatchThread(this); 
         
        QString res = mythread->init(); 
         
        if(res=="") 
        { 
            mythread->start(); 
        } 
        else 
        { 
            QMessageBox::warning(this, "Error", res, QMessageBox::Ok, QMessageBox::NoButton); 
            btStop_clicked(); 
        } 
    } 
} 
 
void Form1::btStop_clicked() 
{ 
    closeWatchThread(false); 
} 
 
void Form1::btClear_clicked() 
{ 
    lstMessages->clear(); 
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} 
 
 
void Form1::btSend_clicked() 
{ 
    if(mythread == NULL) 
    { 
        QMessageBox::warning(this, "Error", "Not connected to CAN bus. You have to start the 
listening thread first.", QMessageBox::Ok, QMessageBox::NoButton); 
        return; 
    } 
     
    bool ok = false; 
    int base = chkIDDecimal->isChecked()?10:16; 
    QString strid = txtID->text().stripWhiteSpace(); 
    long longid = strid.toLong(&ok, base); 
    if(!ok) 
    { 
        QMessageBox::warning(this, "Error", "Invalid ID", QMessageBox::Ok, QMessageBox::NoButton); 
        return; 
    } 
     
    QString strlen = txtLen->text().stripWhiteSpace(); 
    unsigned char len = (unsigned char)strlen.toUShort(&ok, base); 
     
    unsigned char bytes[8]; 
    for(int b = 0; b < 8; b++) 
    { 
        QString strdata = sendData[b]->text().stripWhiteSpace(); 
        unsigned char data = (unsigned char)strdata.toUShort(&ok, 16); 
        bytes[b] = data; 
    } 
     
    bool rtr = chkRTR->isChecked(); 
    bool ret = mythread->send(longid, rtr, len, bytes); 
    if(ret) 
    { 
        //clearData(); 
    } 
    else 
        QMessageBox::warning(this, "Error", "An error occurred sending message", QMessageBox::Ok, 
QMessageBox::NoButton); 
} 
 
void Form1::clearData() 
{ 
    for(int i = 0; i < 8; i++) 
        sendData[i]->setText(""); 
     
    sendData[0]->setFocus(); 
} 
 
 
void Form1::btID29Bits_clicked() 
{ 
    if(btID29Bits->isOn()) 
    { 
        btID29Bits->setText("< 29"); 
        lstIDAreas->insertItem("<< 29 bit IDs >>"); 
    } 
    else 
    { 
        btID29Bits->setText("29 >"); 
        lstIDAreas->removeItem( lstIDAreas->count()-1 ); 
    } 
} 
 
void Form1::lstIDAreas_selectionChanged( QListBoxItem * item) 
{ 
    QString str = item->text(); 
    if(str.left(2) != "<<") 
    { 
        QString lower = str.section("<>", 0, 0).stripWhiteSpace(); 
        QString upper = str.section("<>", 1, 1).stripWhiteSpace(); 
        txtIDFrom->setText(lower); 
        txtIDTo->setText(upper); 
    } 
} 
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void Form1::chkIDDecimal_toggled( bool decimal) 
{ 
    //int oldbase = 0; 
    //int newbase = 0; 
     
    QString (Form1::*conversion)(QString); 
     
    if(decimal) 
    { 
        setIntValidator(); 
        conversion = &Form1::hexToInt; 
    } 
    else 
    { 
        setHexValidator(); 
        conversion = &Form1::intToHex; 
    } 
     
    QString last_from = (this->*conversion)( txtIDFrom->text() ); 
    QString last_to = (this->*conversion)( txtIDTo->text() ); 
    txtID->setText( (this->*conversion)( txtID->text() ) ); 
     
    for(unsigned int range = 0; range < lstIDAreas->count(); range++) 
    { 
        if(!lstIDAreas->text(range).startsWith("<<")) 
        { 
            QString lower = lstIDAreas->text(range).section("<>", 0, 0).stripWhiteSpace(); 
            QString upper = lstIDAreas->text(range).section("<>", 1, 1).stripWhiteSpace(); 
            lower = (this->*conversion)(lower); 
            upper = (this->*conversion)(upper); 
            lstIDAreas->changeItem(lower + QString(" <> ") + upper, range); 
        } 
    } 
     
    txtIDFrom->setText( last_from ); 
    txtIDTo->setText( last_to ); 
} 
 
QString Form1::intToHex(QString str) 
{ 
    bool ok; 
    uint val = str.toUInt(&ok, 10); 
    if(!ok) 
    { 
        //printf("error converting int to hex\n"); 
    } 
    str.setNum(val, 16); 
    return str.upper(); 
} 
 
QString Form1::hexToInt(QString str) 
{ 
    bool ok; 
    uint val = str.toUInt(&ok, 16); 
    if(!ok) 
    { 
        //printf("error converting hex to int\n"); 
    } 
    str.setNum(val, 10); 
    return str; 
} 
 
void Form1::btClearData_clicked() 
{ 
    clearData(); 
} 
 
void Form1::fixIDList(bool add) 
{ 
    if(txtIDFrom->text()=="" || txtIDTo->text()=="") 
        return; 
     
    int base = chkIDDecimal->isChecked()?10:16; 
     
    unsigned int min_count = 0; 
    if(btID29Bits->isOn()) 
        min_count++; 
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    bool ok = false; 
     
    QString strnew_lower = txtIDFrom->text(); 
    QString strnew_upper = txtIDTo->text(); 
     
    int intnew_lower = strnew_lower.toInt(&ok, base); 
    if(!ok) 
    { 
        QMessageBox::warning(this, "Error", "Invalid ID in \"From\"", QMessageBox::Ok, 
QMessageBox::NoButton); 
        return; 
    } 
     
    int intnew_upper = strnew_upper.toInt(&ok, base); 
    if(!ok || intnew_upper < 0) 
    { 
        QMessageBox::warning(this, "Error", "Invalid ID in \"To\"", QMessageBox::Ok, 
QMessageBox::NoButton); 
        return; 
    } 
     
    if(intnew_lower > intnew_upper) 
    { 
        QMessageBox::warning(this, "Error", "Invalid ID range", QMessageBox::Ok, 
QMessageBox::NoButton); 
        return; 
    } 
     
    Ranges ranges; 
    Ranges noranges; 
    if(add) 
        ranges.addRange(intnew_lower, intnew_upper); 
    else 
        noranges.addRange(intnew_lower, intnew_upper); 
     
    while(lstIDAreas->count() != min_count) 
    { 
        QString lower = lstIDAreas->text(0).section("<>", 0, 0).stripWhiteSpace(); 
        QString upper = lstIDAreas->text(0).section("<>", 1, 1).stripWhiteSpace(); 
        int ex_lower = lower.toInt(&ok, base); 
        int ex_upper = upper.toInt(&ok, base); 
        ranges.addRange(ex_lower, ex_upper); 
         
        lstIDAreas->removeItem(0); 
    } 
     
    int b = 0, t = 0, len = 0; 
    unsigned int index; 
    for(int current = 0; current < 2048; current++) 
    { 
        if(ranges.contains(current) && !noranges.contains(current)) 
        { 
            if(len==0) 
            { 
                b = current; 
            } 
            t = current; 
            len++; 
        } 
        else 
        { 
            if(len!=0) 
            { 
                index = lstIDAreas->count(); 
                if(btID29Bits->isOn()) 
                    index--; 
                     
                QString str = QString::number(b, base) + QString(" <> ") + QString::number(t, base); 
                lstIDAreas->insertItem(str, index); 
                len = 0; 
            } 
        } 
    } 
     
    if(len!=0) 
    { 
        index = lstIDAreas->count(); 
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        if(btID29Bits->isOn()) 
            index--; 
         
        QString str = QString::number(b, base) + QString(" <> ") + QString::number(t, base); 
        lstIDAreas->insertItem(str, index); 
        len = 0; 
    } 
} 
 
void Form1::btIDDel_clicked() 
{ 
    fixIDList(false); 
} 
 
 
void Form1::btIDAdd_clicked() 
{ 
    fixIDList(true); 
} 
 
void Form1::updateList() 
{ 
    lstMessages->update(); 
    lstMessages->ensureItemVisible(lstMessages->lastItem()); 
} 
 
void Form1::closeWatchThread(bool quitting) 
{ 
    this->quit = quitting; 
    if(mythread!=NULL) 
    { 
        mythread->closing = true; 
    } 
     
    if(!quit) 
    { 
        btStart->setEnabled(true); 
        btStop->setEnabled(false); 
    } 
} 
 
void Form1::finalCloseWatchThread() 
{ 
    if(mythread != 0 && mythread->closing) 
    { 
        while(1) 
        { 
            bool ret = mythread->wait(1000); 
            std::cout << "Thread closed? " << (ret?"yes":"no") << std::endl; 
            if(ret) 
            { 
                delete(mythread); 
                mythread = NULL; 
                break; 
            } 
        } 
    } 
} 
 
void Form1::txtData_changed( const QString & ) 
{ 
    long len = 0; 
    int base = 16; 
    bool ok; 
    int index = -1; 
     
    for(int i = 0; i < 8; i++) 
    {    
        if(sendData[i]->hasFocus()) 
        { 
            //std::cout << "Item[" << i << "] is the selected one" << std::endl; 
            index = i; 
            break; 
        } 
    } 
     
    for(int i = 0; i < 8; i++) 
    { 
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        long val = 0; 
        QString strval = sendData[i]->text().stripWhiteSpace(); 
        if(!strval.isEmpty()) 
        { 
            ok = false; 
            val = strval.toLong(&ok, base); 
            if(ok) 
                len++; 
            else 
                break; 
        } 
        else 
            break; 
    } 
     
    QString strlen = QString::number(len); 
    txtLen->setText(strlen); 
     
    if(index!=-1) 
    { 
        if(sendData[index]->text().length()==2 && index < 7) 
            sendData[index+1]->setFocus(); 
        else if(sendData[index]->text().length()==0 && index > 0) 
            sendData[index-1]->setFocus(); 
    } 
    else 
    { 
        //std::cout << "Couldn't find the current label" << std::endl; 
    } 
} 
 
 
void Form1::fileSettings() 
{ 
    frmSettings sett(this); 
    if(QDialog::Accepted == sett.exec()) 
    { 
        //std::cout << "loading desc" << std::endl; 
        loadDescriptions(); 
    } 
    else 
    { 
        //std::cout << "annullato" << std::endl; 
    } 
} 
 
void Form1::loadDescriptions() 
{ 
    if(descriptions!=NULL) 
    { 
        delete(descriptions); 
        descriptions = NULL; 
    } 
     
    descriptions = new Descriptions(); 
     
    QString filename = settings->readEntry(APP_KEY + "id2description"); 
    if(filename=="") 
        return; 
     
    QFile file(filename); 
    if(!file.open(IO_ReadOnly | IO_Translate)) 
        return; 
     
    QTextStream stream(&file); 
     
    QString line; 
    if(!stream.atEnd()) 
        stream.readLine(); 
     
    while ( !stream.atEnd() ) 
    { 
         
        line = stream.readLine(); 
        if(!line.isNull() && !line.isEmpty()) 
        { 
            QStringList list = QStringList::split("\t", line, TRUE); 
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            QString id = list[0].stripWhiteSpace(); 
            QString id29bit = list[1].stripWhiteSpace(); 
            QString rtr = list[2].stripWhiteSpace(); 
            QString description = list[3].stripWhiteSpace(); 
         
            //std::cout << "Line: " << line << std::endl; 
             
            if(id.isNull()) 
                id = ""; 
            //std::cout << "ID: " << id << std::endl; 
             
            if(id29bit.isNull()) 
                id29bit = ""; 
            //std::cout << "29b: " << id29bit << std::endl; 
             
            if(rtr.isNull()) 
                rtr = ""; 
            //std::cout << "RTR: " << rtr << std::endl; 
             
            if(description.isNull()) 
                description = ""; 
            //std::cout << "desc: " << description << std::endl; 
         
            unsigned int iid; 
            bool bid29bit = false; 
            bool brtr = false; 
         
            if(!id29bit.isEmpty() && id29bit!="0") 
                bid29bit = true; 
         
            if(!rtr.isEmpty() && rtr!="0") 
                brtr = true; 
         
            if(!id.isEmpty()) 
            { 
                iid = id.toUInt(NULL, 0); 
                descriptions->addDescription(iid, bid29bit, brtr, description); 
            } 
        } 
    } 
     
} 
 
void Form1::recordStartAction_activated() 
{ 
    frmRecord record(this); 
    if(QDialog::Accepted == record.exec()) 
    { 
        if(record.getFilePath()!="") 
        { 
            int flags = IO_WriteOnly | (record.append()?IO_Append:0); 
             
            logfile = new QFile(record.getFilePath()); 
            logfile->open(flags); 
             
            log = new QTextStream(logfile); 
             
            if(!record.append()) 
            { 
                QString tab = "\t"; 
                 
                *log << "Frm#" << tab << "Time" << tab << "RelTime" << tab 
                        << "Desc" << tab << "ID" << tab << "HexID" << tab << "Attr" << tab << "Len" 
<< tab 
                        << "D1" << tab << "D2" << tab << "D3" << tab << "D4" << tab 
                        << "D5" << tab << "D6" << tab << "D7" << tab << "D8" << tab 
                        << "Text" << endl << flush; 
            } 
             
            recordStartAction->setEnabled(false); 
            recordStopAction->setEnabled(true); 
        } 
    } 
} 
 
void Form1::stopRecording(bool quitting) 
{ 
    if(log!=NULL) 
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    { 
        logfile->close(); 
        delete(log); 
        delete(logfile); 
        log = NULL; 
        logfile = NULL; 
        if(!quitting) 
        { 
            recordStartAction->setEnabled(true); 
            recordStopAction->setEnabled(false); 
        } 
    } 
} 
 
void Form1::recordStopAction_activated() 
{ 
    Form1::stopRecording(false); 
} 
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/* File: messagequeue.h */ 
 
#include "ntcan.h" 
#include <qmutex.h> 
#include <qwaitcondition.h> 
#include <qdatetime.h> 
#include <iostream> 
 
#ifndef __CLASS_MSGQUEUE_ 
#define __CLASS_MSGQUEUE_ 
 
#define MAX_MSGQUEUE_BUFF_SIZE 1000 
 
#define _MSGQUEUE_LIST_ 
 
class MessageQueue 
{ 
public: 
    class Message 
    { 
    public: 
        CMSG msg; 
        QTime time; 
        int frame_no; 
        int rel; 
#ifdef _MSGQUEUE_LIST_ 
        Message *prev; 
        Message *next; 
#endif 
    }; 
     
private: 
#ifndef _MSGQUEUE_LIST_ 
    Message buffer[MAX_MSGQUEUE_BUFF_SIZE]; 
    int read_index; 
    int write_index; 
    QWaitCondition slot_free; 
#else 
    Message *head; 
    Message *tail; 
#endif 
    QWaitCondition message_ready; 
    QMutex mutex; 
    int len; 
     
public: 
    MessageQueue(); 
    void putMessage(Message m); 
    Message getMessage(bool acquire_lock = true); 
    void acquireLock() { mutex.lock(); } 
    void releaseLock() { mutex.unlock(); } 
    void waitForMessage(); 
    int length() { return len; } 
}; 
 
#endif 
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/* File: netlistupdaterthread.h */ 
 
#include <qthread.h> 
#include <qfile.h> 
#include <qtextstream.h> 
#include <qstringlist.h> 
#include <qregexp.h> 
#include <qmainwindow.h> 
#include <qcombobox.h> 
#include <iostream> 
 
#include "mainform.h" 
 
class Form1; 
 
#ifndef __CLASS_NETLISTUPDATERTHREAD_ 
#define __CLASS_NETLISTUPDATERTHREAD_ 
 
#define MAX_BUFF_SIZE 1024 
 
class NetListUpdaterThread : public QThread 
{ 
private: 
    Form1 *form; 
    class Peer 
    { 
    public: 
        QString ip; 
        int index; 
        int net; 
        bool refreshed; 
        Peer *next;     
        Peer(int index); 
    }; 
     
    Peer *list; 
    Peer* addPeer(int index); 
    Peer* getPeer(int index); 
    void removePeer(int index); 
    bool parseLine(QString str, QString &cmd, int &index, QString &value); 
public: 
    NetListUpdaterThread(Form1 *f); 
    void loadConfiguration(); 
    void run(); 
}; 
 
#endif 
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/* File: qhexvalidator.h */ 
 
#ifndef __QHEXVALIDATOR_H 
#define __QHEXVALIDATOR_H 
 
#include <qvalidator.h> 
 
class QHexValidator : public QIntValidator { 
 
  public: 
    QHexValidator ( int bottom, int top, QWidget * parent, const char * name = 0 ); 
    virtual ~QHexValidator (); 
    virtual State validate ( QString &, int & ) const; 
}; 
 
 
#endif 
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/* File: range.h */ 
 
#include <stdlib.h> 
         
#ifndef __CLSRANGE_H 
#define __CLSRANGE_H 
 
class Ranges 
{ 
private: 
     
    class Range 
    { 
    protected: 
        int b, t; 
        Range *next; 
    public: 
        friend class Ranges; 
        Range ( int bottom, int top) { b = bottom; t = top; } 
        bool contains(int value); 
    }; 
     
    Range *list; 
     
public: 
    void addRange(int bottom, int top); 
    bool contains(int value); 
    Ranges(); 
    ~Ranges(); 
}; 
 
#endif 
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/* File: watchthread.h */ 
 
#include <qthread.h> 
#include <qmainwindow.h> 
#include <iostream> 
#include <qapplication.h> 
#include <qcombobox.h> 
#include <qpushbutton.h> 
#include <qcheckbox.h> 
#include <qmessagebox.h> 
#include <qlistview.h> 
#include <string.h> 
#include <qlistbox.h> 
#include <qdatetime.h> 
#include <qprogressdialog.h> 
#include <qmutex.h> 
#include <qwaitcondition.h> 
 
#include "ntcan.h" 
#include "mainform.h" 
#include "messagequeue.h" 
 
class Form1; 
typedef int NTCAN_HANDLE; 
 
#ifndef __CLASS_WATCHTHREAD_ 
#define __CLASS_WATCHTHREAD_ 
 
class WatchThread : public QThread 
{ 
private: 
    Form1 *form; 
    int iframe_no; 
    NTCAN_HANDLE rdcanhdl; 
    NTCAN_HANDLE wrcanhdl; 
    QTime last; 
    QMutex can; 
public: 
    QTime zero; 
    QWaitCondition closed; 
    bool closing; 
    WatchThread(Form1 *f); 
    void addMessage(CMSG &cmsg); 
    void run(); 
    bool send(long id, bool rtr, unsigned char len, unsigned char bytes[8]); 
    QString init(); 
}; 
 
#endif 
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/* File: descriptions.cpp */ 
 
#include "descriptions.h" 
 
Descriptions::~Descriptions() 
{ 
    Description *r = NULL; 
    while(list != NULL) 
    { 
        r = list; 
        list = list->next; 
         
        delete(r); 
    } 
} 
 
Descriptions::Descriptions() 
{ 
    list = NULL; 
} 
 
void Descriptions::addDescription(int id, bool id29bit, bool rtr, QString &description) 
{ 
    Description *r = new Description(id, id29bit, rtr, description); 
    r->next = list; 
    list = r; 
} 
 
QString Descriptions::getDescription(int id, bool id29bit, bool rtr) 
{ 
    Description *r = list; 
    while(r!=NULL) 
    { 
        if(r->id==id && r->id29bit==id29bit && r->rtr==rtr) 
            return r->description; 
         
        r = r->next; 
    } 
    return QString(""); 
} 
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/* File: file_writer.cpp */ 
 
#include "file_writer.h" 
 
void FileWriter::run() 
{ 
    while(1) 
    { 
        MessageQueue::Message m = form->messages->getMessage(); 
        writeNewMessage(m); 
    } 
} 
 
void FileWriter::writeNewMessage(MessageQueue::Message& m) 
{ 
    GuiMessage gm; 
     
    long id = 0; 
    bool bid29bit = false; 
    if(m.msg.id & NTCAN_20B_BASE)  
    { 
        // 29-Bit ID received 
        id = m.msg.id & (NTCAN_20B_BASE-1); 
        bid29bit = true; 
    } 
    else  
    { 
        // 11-Bit ID received 
        id = m.msg.id; 
        bid29bit = false; 
    } 
     
    QString logstring = ""; 
    QString tab = "\t"; 
     
    gm.frame_no = QString::number(m.frame_no); 
    gm.strtime = m.time.toString("hh:mm:ss.zzz"); 
    gm.rel_time = QString::number(m.rel); 
     
    bool rtr = false; 
    if((m.msg.len & 0x10) != 0) 
        rtr = true; 
     
    gm.description = form->descriptions->getDescription(id, bid29bit, rtr); 
    gm.strdecid = QString::number(id); 
    gm.strhexid = QString::number(id,16); 
    gm.attr = rtr?"R":""; 
    gm.strlen = QString::number(m.msg.len & 0x0F); 
    gm.len = m.msg.len & 0x0F; 
     
    logstring += gm.frame_no + tab + gm.strtime + tab + gm.rel_time + tab + gm.description + tab + 
gm.strdecid + tab + gm.strhexid + tab + gm.attr + tab + gm.strlen + tab; 
     
    for(unsigned char b = 0; b < (m.msg.len & 0x0F); b++) 
    { 
        int byte = int(m.msg.data[b]); 
        gm.values[b] = QString::number(byte, 16).upper(); 
        logstring += gm.values[b] + tab; 
    } 
     
    char str[9]; 
    memcpy(str, m.msg.data, m.msg.len & 0x0F); 
    for(int b = 0; b < 9; b++) 
        if(str[b]==0) 
            str[b] = 1; 
     
    str[m.msg.len & 0x0F]='\0'; 
    gm.text = str; 
     
    logstring += gm.text; 
     
    if(form->log!=NULL) 
        *(form->log) << logstring << endl << flush; 
     
    form->gui_messages->putMessage(gm); 
} 
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/* File: gui_upater.cpp */ 
 
#include "gui_updater.h" 
 
void GuiUpdater::run() 
{ 
    GuiMessage messages[_GUIUPDATER_MAX_MESSAGES_]; 
    while(1) 
    { 
        //GuiMessage m = form->gui_messages->getMessage(); 
         
        form->gui_messages->acquireLock(); 
        int qty = form->gui_messages->length(); 
        qty = _GUIUPDATER_MAX_MESSAGES_ < qty ? _GUIUPDATER_MAX_MESSAGES_ : qty; 
         
        if(qty==0) 
        { 
            form->gui_messages->waitForMessage(); 
            qty = form->gui_messages->length(); 
            qty = _GUIUPDATER_MAX_MESSAGES_ < qty ? _GUIUPDATER_MAX_MESSAGES_ : qty; 
        } 
             
        for(int i = 0; i < qty; i++) 
        { 
            messages[i] = form->gui_messages->getMessage(false); 
            //GuiMessage m = form->gui_messages->getMessage(false); 
            //showNewMessage(m); 
        } 
         
        form->gui_messages->releaseLock(); 
         
        for(int i = 0; i < qty; i++) 
        { 
            showNewMessage(messages[i]); 
        } 
         
        //showNewMessage(m); 
    } 
} 
 
void GuiUpdater::showNewMessage(GuiMessage& gm) 
{    
    form->app->lock(); 
     
    QListViewItem *elem = new QListViewItem(form->lstMessages, gm.frame_no, gm.strtime, gm.rel_time, 
gm.description, gm.strdecid, gm.strhexid, gm.attr, gm.strlen); 
    if(elem==NULL) 
    { 
        std::cout << "Error creating new item: # " << gm.frame_no << std::endl; 
    } 
    else 
    { 
        QListViewItem* aLastItem = form->lstMessages->lastItem(); 
        if (aLastItem) 
        { 
            elem->moveItem(aLastItem); 
        } 
         
        if(form->lstMessages->childCount()>=3000) 
        { 
            QListViewItem* aFirstItem = form->lstMessages->firstChild(); 
            delete(aFirstItem); 
        } 
         
        for(int b = 0; b < gm.len; b++) 
            elem->setText(8+b, gm.values[b]); 
         
        elem->setText(16, gm.text); 
         
        form->lstMessages->ensureItemVisible(elem); 
        form->lstMessages->update(); 
    } 
     
    form->app->unlock(); 
     
} 
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/* File: guimessage.cpp */ 
 
#include "guimessage.h" 
 
void checkList(QString, int); 
 
GuiMessages::GuiMessages() 
{ 
    read_index = 0; 
    write_index = 0; 
    len = 0; 
} 
 
void GuiMessages::putMessage(GuiMessage& m) 
{ 
    mutex.lock(); 
   
    checkList("GUI Before put:", /*head, tail, */len); 
     
    buffer[write_index] = m; 
     
    if(len==MAX_GUIMSGQUEUE_BUFF_SIZE) 
    { 
        // Trash the oldest message 
        //std::cout << "Lost message" << std::endl; 
        read_index = (read_index + 1) % MAX_GUIMSGQUEUE_BUFF_SIZE; 
    } 
    else 
    { 
        len++; 
        message_ready.wakeOne(); 
    } 
     
    write_index = (write_index + 1) % MAX_GUIMSGQUEUE_BUFF_SIZE; 
     
    checkList("GUI After put:", /*head, tail, */len); 
    mutex.unlock(); 
} 
 
GuiMessage GuiMessages::getMessage(bool acquire_lock) 
{ 
    if(acquire_lock) 
        mutex.lock(); 
  
    if(len==0) 
        message_ready.wait(&mutex); 
     
    checkList("GUI Before get:", /*head, tail, */len); 
     
    GuiMessage m = buffer[read_index]; 
    len--; 
    read_index = (read_index + 1) % MAX_GUIMSGQUEUE_BUFF_SIZE; 
     
    slot_free.wakeOne(); 
     
    checkList("GUI After get:", /*head, tail, */len); 
     
    if(acquire_lock) 
        mutex.unlock(); 
     
    return m; 
} 
 
void GuiMessages::waitForMessage() 
{ 
    message_ready.wait(&mutex); 
} 
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/* File: main.cpp */ 
 
#include <qapplication.h> 
#include "mainform.h" 
 
int main( int argc, char ** argv ) 
{    
    QApplication a( argc, argv ); 
    Form1 w; 
    w.app = &a; 
    w.show(); 
    a.connect( &a, SIGNAL( lastWindowClosed() ), &a, SLOT( quit() ) ); 
    return a.exec(); 
} 
 
  Capitolo 7.1 - Appendici - Appendice A – XCANReal - xxvii 
/* File: messagequeue.cpp */ 
 
#include "messagequeue.h" 
 
void checkList(QString msg, /*MessageQueue::Message *head, MessageQueue::Message *tail, */ int len) 
{ 
     
    //std::cout << msg << std::endl; 
    //std::cout << "Len: " << len << std::endl; 
    /* 
    MessageQueue::Message *m = head; 
             
    std::cout << "Len: " << len << std::endl; 
    std::cout << "Head: " << (void*)head << std::endl; 
     
    int num = 0; 
    while(m!=NULL) 
    { 
        num++; 
        std::cout << "Mex #" << num << std::endl; 
         
        std::cout << "Addr: " << (void*)m << std::endl; 
        std::cout << "Prev: " << (void*)m->prev << std::endl; 
        if(m->prev!=NULL) 
        { 
            if(m->prev->next == m) 
                std::cout << "Status prev OK" << std::endl; 
            else 
                std::cout << "Status prev WRONG" << std::endl; 
        } 
        std::cout << "Next: " << (void*)m->next << std::endl; 
        if(m->next!=NULL) 
        { 
            if(m->next->prev == m) 
                std::cout << "Status next OK" << std::endl; 
            else 
                std::cout << "Status next WRONG" << std::endl; 
        } 
        m = m->next; 
    } 
     
    std::cout << "Tail: " << (void*)tail << std::endl; 
    */ 
} 
 
MessageQueue::MessageQueue() 
{ 
#ifndef _MSGQUEUE_LIST_ 
    read_index = 0; 
    write_index = 0; 
#else 
    head = NULL; 
    tail = NULL; 
#endif 
    len = 0; 
} 
 
void MessageQueue::putMessage(MessageQueue::Message m) 
{ 
    mutex.lock(); 
     
#ifndef _MSGQUEUE_LIST_ 
    buffer[write_index] = m; 
     
    if(len==MAX_MSGQUEUE_BUFF_SIZE) 
    { 
        // Trash the oldest message 
        //std::cout << "Lost message" << std::endl; 
        read_index = (read_index + 1) % MAX_MSGQUEUE_BUFF_SIZE; 
    } 
    else 
    { 
        len++; 
        message_ready.wakeOne(); 
    } 
     
    write_index = (write_index + 1) % MAX_MSGQUEUE_BUFF_SIZE; 
#else 
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    checkList("FWR Before put:", /*head, tail, */len); 
     
    MessageQueue::Message *mex = new Message(); 
     
    *mex = m; 
    mex->next = head; 
    mex->prev = NULL; 
     
    if(head!=NULL) 
        head->prev = mex; 
    else 
    { 
        tail = mex; 
    } 
     
    head = mex; 
    len++; 
     
    checkList("FWR After put:", /*head, tail, */len); 
     
    message_ready.wakeOne(); 
     
    if(len % 100==0) 
    { 
        std::cout << 
                "Diverging queue: len = " << len << 
                " at " << QTime::currentTime().toString() << std::endl; 
    } 
#endif 
     
    mutex.unlock(); 
} 
 
MessageQueue::Message MessageQueue::getMessage(bool acquire_lock) 
{ 
    if(acquire_lock) 
        mutex.lock(); 
  
    if(len==0) 
        message_ready.wait(&mutex); 
     
    MessageQueue::Message m; 
     
#ifndef _MSGQUEUE_LIST_ 
    m = buffer[read_index]; 
    len--; 
    read_index = (read_index + 1) % MAX_MSGQUEUE_BUFF_SIZE; 
     
    slot_free.wakeOne(); 
#else 
    MessageQueue::Message *mex; 
     
    checkList("FWR Before get:", /*head, tail, */len); 
     
    if(len==1) 
    { 
        mex = head; 
        head = tail = NULL; 
    } 
    else 
    { 
        mex = tail; 
        tail->prev->next = NULL; 
        tail = tail->prev; 
    } 
     
    len--; 
    mex->next = NULL; 
    mex->prev = NULL; 
     
    checkList("FWR After get:", /*head, tail, */len); 
     
    m = *mex; 
    delete(mex); 
#endif 
     
    if(acquire_lock) 
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        mutex.unlock(); 
     
    return m; 
} 
 
void MessageQueue::waitForMessage() 
{ 
    message_ready.wait(&mutex); 
} 
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/* File: netlistupdaterthread.cpp */ 
 
#include "netlistupdaterthread.h" 
 
NetListUpdaterThread::Peer::Peer(int index) 
{ 
    this->index = index; 
    ip = ""; 
    net = -1; 
} 
 
NetListUpdaterThread::Peer* NetListUpdaterThread::getPeer(int index) 
{ 
    NetListUpdaterThread::Peer *p = list; 
    while(p!=NULL && p->index!=index) 
        p=p->next; 
     
    if(p!=NULL) 
        p->refreshed = true; 
     
    return p; 
} 
 
NetListUpdaterThread::Peer* NetListUpdaterThread::addPeer(int index) 
{ 
    NetListUpdaterThread::Peer *p = new Peer(index); 
    p->next = list; 
    p->refreshed = true; 
    list = p; 
    return p; 
} 
 
void NetListUpdaterThread::removePeer(int index) 
{ 
    NetListUpdaterThread::Peer *prev = list; 
    NetListUpdaterThread::Peer *p = list; 
    NetListUpdaterThread::Peer *next; 
     
    while(p!=NULL && p->index != index) 
    { 
        prev = p; 
        p = p->next; 
    } 
     
    if(p!=NULL) 
    { 
        next = p->next; 
        delete(p); 
        if(p==list) 
            list = next; 
        else 
            prev->next = next; 
    } 
} 
 
bool NetListUpdaterThread::parseLine(QString str, QString &cmd, int &index, QString &value) 
{ 
    str = str.stripWhiteSpace(); 
    if(cmd.startsWith("#")) 
        return false; 
     
    QRegExp regex("([[]|[]]|\\s*=\\s*)"); 
    QStringList sl = QStringList::split(regex, str); 
    if(sl.count()!=3) 
        return false; 
     
    if(sl[0].startsWith("#")) 
        return false; 
     
    cmd = sl[0]; 
     
    bool ok = false; 
    index = sl[1].toInt(&ok); 
    if(!ok) 
        return false; 
     
    value = sl[2]; 
    value.remove("\""); 
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    return true; 
} 
 
void NetListUpdaterThread::loadConfiguration() 
{ 
    NetListUpdaterThread::Peer *p = list; 
    while(p!=NULL) 
    { 
        p->refreshed = false; 
        p=p->next; 
    } 
  
    QFile f("/etc/esd-plugin"); 
    f.open( IO_ReadOnly | IO_Translate ); 
    QTextStream stream(&f); 
     
    while(!stream.atEnd()) 
    { 
        QString line; 
        QString cmd; 
        int index; 
        QString value; 
         
        line = stream.readLine(); 
        bool ok; 
        bool ret = parseLine(line, cmd, index, value); 
        if(ret) 
        { 
            p = getPeer(index); 
            if(p==NULL) 
                p = addPeer(index); 
             
            if(cmd.lower()=="net") 
            { 
                // Value is a network number 
                int net = value.toInt(&ok); 
                if(ok) 
                    p->net = net; 
            } 
            else if(cmd.lower()=="peername") 
                // Value is an IP address in dotted decimal presentation 
                p->ip = value; 
        } 
    } 
     
    f.close(); 
     
    // Purging list removing incomplete entries or removed (not refreshed) 
    bool modified = false; 
    do 
    { 
        modified = false; 
        Peer *p = list; 
        while(p!=NULL) 
        { 
            if(p->net == -1 || p->ip == "" || !p->refreshed) 
            { 
                removePeer(p->index); 
                modified = true; 
                break; 
            } 
            else 
                p=p->next; 
        } 
    } while (modified); 
     
    QString last_selected = form->cmbNet->currentText(); 
     
    form->cmbNet->clear(); 
     
    p = list; 
    while(p!=NULL) 
    { 
        QString label; 
        label = label.setNum(p->net); 
        label.append(" - "); 
        label.append(p->ip); 
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        form->cmbNet->insertItem(label, 0); 
         
        p=p->next; 
    } 
     
    form->cmbNet->insertItem("", 0); 
    form->cmbNet->setCurrentItem(0); 
     
    for(int i = 0; i < form->cmbNet->count(); i++) 
    { 
        if(form->cmbNet->text(i)==last_selected) 
        { 
            form->cmbNet->setCurrentItem(i); 
            break; 
        } 
    } 
} 
 
void NetListUpdaterThread::run() 
{ 
    long int interval = 5; // seconds 
    
    while(1) 
    { 
        loadConfiguration(); 
        QThread::sleep(interval); 
    } 
} 
 
NetListUpdaterThread::NetListUpdaterThread(Form1 *f) 
{ 
    this->form = f; 
    this->list = NULL; 
} 
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/* File: qhexvalidator.cpp */ 
 
#include <qvalidator.h> 
#include <qwidget.h> 
#include <malloc.h> 
 
#include "qhexvalidator.h" 
 
QHexValidator::QHexValidator ( int bottom, int top, QWidget * parent, const char * name) 
  : QIntValidator(bottom, top, parent, name) 
{ 
 
} 
 
QHexValidator::~QHexValidator() 
{} 
 
QValidator::State QHexValidator::validate ( QString &str, int &pos ) const 
{ 
        char *tmp; 
        char ch; 
        unsigned int i; 
        bool ok=FALSE; 
 
        if(str.length() == 0) 
                return QValidator::Acceptable; 
 
        tmp = (char *)malloc(str.length()+1);    
        if(!tmp) 
                return QValidator::Invalid; 
        strcpy(tmp, str.data()); 
        for(i=0; i<str.length(); i++) 
        { 
                ch = *(tmp+i);          
                if( ((ch >= 'a') && (ch <= 'f')) || ((ch >= 'A') && (ch <= 'F')) || 
                  ((ch >= '0') && (ch <= '9')) ) 
                { 
                        ok=TRUE; 
                } 
                else 
                { 
                        ok=FALSE; 
                        break; 
                } 
        } 
 
        free(tmp); 
        if(ok) 
        { 
             
            int val = str.toInt(&ok, 16); 
            if(!ok) 
                return QValidator::Invalid; 
             
            if(val < bottom() || val > top()) 
                return QValidator::Invalid; 
             
            str = str.upper(); 
            return QValidator::Acceptable; 
        } 
        else 
        { 
            return QValidator::Invalid; 
        } 
        pos=0; //avoid compile warning 
 
} 
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/* File: range.cpp */ 
 
#include "range.h" 
 
bool Ranges::Range::contains(int value) 
{ 
    return ( value >= b && value <= t ) ? true : false; 
} 
 
Ranges::~Ranges() 
{ 
    Range *r = NULL; 
    while(list != NULL) 
    { 
        r = list; 
        list = list->next; 
         
        delete(r); 
    } 
} 
 
Ranges::Ranges() 
{ 
    list = NULL; 
} 
 
void Ranges::addRange(int bottom, int top) 
{ 
    Range *r = new Range(bottom, top); 
    r->next = list; 
    list = r; 
} 
 
bool Ranges::contains(int value) 
{ 
    Range *r = list; 
    while(r!=NULL) 
    { 
        if(r->contains(value)) 
            return true; 
         
        r = r->next; 
    } 
    return false; 
} 
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/* File: watchthread.cpp */ 
 
#include "watchthread.h" 
 
int baudrateFromPresentation(const QString &baud) 
{ 
    if(baud=="1000") 
        return 0x00; 
    else if(baud=="800") 
        return 0x0E; 
    else if(baud=="666.6") 
        return 0x01; 
    else if(baud=="500") 
        return 0x02; 
    else if(baud=="333.3") 
        return 0x03; 
    else if(baud=="250") 
        return 0x04; 
    else if(baud=="166") 
        return 0x05; 
    else if(baud=="125") 
        return 0x06; 
    else if(baud=="100") 
        return 0x07; 
    else if(baud=="83.3") 
        return 0x10; 
    else if(baud=="66.6") 
        return 0x08; 
    else if(baud=="50") 
        return 0x09; 
    else if(baud=="33.3") 
        return 0x0A; 
    else if(baud=="20") 
        return 0x0B; 
    else if(baud=="12.5") 
        return 0x0C; 
    else if(baud=="10") 
        return 0x0D; 
    else 
        return -1; 
} 
 
QString WatchThread::init() 
{ 
    int inet; 
    bool ok; 
     
    QString net = form->cmbNet->currentText(); 
    net = net.section("-", 0, 0).stripWhiteSpace(); 
    inet = net.toInt(&ok); 
    if(ok) 
    { 
        int baud = baudrateFromPresentation(form->cmbBaudrate->currentText()); 
        if(baud!=-1) 
        { 
            long int timeout_= 1000; 
            long int qsize=1000; 
             
            if(NTCAN_SUCCESS == canOpen(inet, 0, qsize, qsize, timeout_, timeout_, &rdcanhdl)) 
            { 
                if(NTCAN_SUCCESS == canOpen(inet, 0, qsize, qsize, timeout_, timeout_, &wrcanhdl)) 
                { 
                    if (0 == canSetBaudrate(rdcanhdl, baud))  
                    { 
                        int total = 0; 
                        int base = form->chkIDDecimal->isChecked()?10:16; 
                        for(unsigned int range = 0; range < form->lstIDAreas->count(); range++) 
                        { 
                            if(!form->lstIDAreas->text(range).startsWith("<<")) 
                            { 
                                QString lower = form->lstIDAreas->text(range).section("<>", 0, 
0).stripWhiteSpace(); 
                                QString upper = form->lstIDAreas->text(range).section("<>", 1, 
1).stripWhiteSpace(); 
                                int i_lower = lower.toInt(&ok, base); 
                                int i_upper = upper.toInt(&ok, base); 
                                total += i_upper - i_lower + 1; 
                            } 
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                        } 
                     
                        int done = 0;                     
                        QString title = QString("Adding IDs... "); 
                        QString progress = QString::number(done) + QString("/") + 
QString::number(total); 
                        QString label = title + progress; 
                        QProgressDialog d(label, "Cancel", total, form, "progress", TRUE); 
                     
                        d.setAutoClose(true); 
                     
                        for(unsigned int range = 0; range < form->lstIDAreas->count(); range++) 
                        { 
                            form->app->processEvents(); 
                         
                            if(!form->lstIDAreas->text(range).startsWith("<<")) 
                            { 
                                QString lower = form->lstIDAreas->text(range).section("<>", 0, 
0).stripWhiteSpace(); 
                                QString upper = form->lstIDAreas->text(range).section("<>", 1, 
1).stripWhiteSpace(); 
                                long i_lower = lower.toLong(&ok, base); 
                                long i_upper = upper.toLong(&ok, base); 
                             
                                long flag = 0; 
                                if(form->btID29Bits->isOn()) 
                                { 
                                    std::cout << "using 2.0B addresses" << std::endl; 
                                    flag = NTCAN_20B_BASE; 
                                } 
                                for(long id = i_lower; id <= i_upper; id++) 
                                { 
                                    form->app->processEvents(); 
                                    if ( d.wasCanceled() ) 
                                    { 
                                        canClose(rdcanhdl); 
                                        canClose(wrcanhdl);                                         
                                        return "Aborted by user"; 
                                    } 
                                    if(NTCAN_SUCCESS != canIdAdd(rdcanhdl, id | flag)) 
                                    { 
                                        canClose(rdcanhdl); 
                                        canClose(wrcanhdl); 
                                        QString strid; 
                                        strid = strid.setNum(id | flag); 
                                        QString msg = "Failed adding ID "; 
                                        msg += strid; 
                                        return msg; 
                                    } 
                                    else 
                                    { 
                                        done += 1; 
                                        progress = QString::number(done) + QString("/") + 
QString::number(total); 
                                        label = title + progress; 
                                        d.setLabelText(label); 
                                     
                                        d.setProgress(done); 
                                    } 
                                } 
                            } 
                        } 
                     
                        return ""; 
                         
                    } 
                    else 
                    { 
                        canClose(rdcanhdl); 
                        canClose(wrcanhdl); 
                        return "Failed setting baudrate"; 
                    } 
                } 
                else 
                { 
                    canClose(rdcanhdl); 
                    return "Failed opening CAN for writing"; 
                } 
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            } 
            else 
            { 
                return "Failed opening CAN for reading"; 
            } 
        } 
        else 
        { 
            return "Invalid Baudrate"; 
        } 
    } 
    else 
    { 
        return "Invalid NET number"; 
    } 
} 
 
void WatchThread::addMessage(CMSG &cmsg) 
{ 
    MessageQueue::Message m; 
    m.msg = cmsg; 
    m.frame_no = ++iframe_no; 
    m.time = QTime::currentTime(); 
    int diff = 0; 
    if(last!=zero) 
        diff = last.msecsTo(m.time); 
 
    m.rel = diff; 
    last = m.time; 
     
    form->messages->putMessage(m); 
} 
 
void WatchThread::run() 
{ 
    zero = QTime(); 
    while(!closing) 
    { 
        CMSG cmsg; 
        bzero(&cmsg, sizeof(cmsg)); 
        long msg_count = 1; 
        //long id = 0; 
 
        can.lock(); 
        int ret = canRead(rdcanhdl, &cmsg, &msg_count, NULL); 
        can.unlock(); 
         
        if(NTCAN_SUCCESS == ret) 
        { 
            if(msg_count==1) 
            { 
                addMessage(cmsg); 
            } 
            else 
                std::cout << "Expected 1 message, received " << msg_count << std::endl; 
        } 
        else 
        { 
            //std::cout << "Error reading message" << std::endl; 
            form->app->lock(); 
            form->app->unlock(); 
        } 
         
    } 
    if(rdcanhdl!=-1) 
    { 
        std::cout << "closing reading CAN handle" << std::endl; 
        canClose(rdcanhdl); 
    } 
    if(wrcanhdl!=-1) 
    { 
        std::cout << "closing writing CAN handle" << std::endl; 
        canClose(wrcanhdl); 
    } 
     
    closed.wakeAll(); 
} 
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bool WatchThread::send(long id, bool rtr, unsigned char len, unsigned char bytes[8]) 
{ 
    if(len>8) 
        return false; 
     
    CMSG msg; 
    msg.id = id; 
    msg.len = len; 
    msg.reserved[0] = 0; 
    msg.reserved[1] = 0; 
    if(rtr) 
        msg.len = msg.len | 0x10; 
     
    for(unsigned char d = 0; d < len; d++) 
        msg.data[d] = bytes[d]; 
     
    long msg_num = 1; 
    //can.lock(); 
    //int ret = canSend(wrcanhdl, &msg, &msg_num); 
    int ret = canWrite(wrcanhdl, &msg, &msg_num, NULL); 
    //can.unlock(); 
    if(ret == NTCAN_SUCCESS) 
    { 
        //addMessage(msg); 
        return true; 
    } 
    return false; 
} 
 
WatchThread::WatchThread(Form1 *f) 
{ 
    this->form = f; 
    this->rdcanhdl = -1; 
    this->wrcanhdl = -1; 
    this->iframe_no = 0; 
    this->closing = false; 
} 
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/* File: .ui/frmrecord.h */ 
 
#ifndef FRMRECORD_H 
#define FRMRECORD_H 
 
#include <qvariant.h> 
#include <qdialog.h> 
#include <qlineedit.h> 
#include <qdir.h> 
#include <qfiledialog.h> 
#include <qcheckbox.h> 
#include "mainform.h" 
 
class QVBoxLayout; 
class QHBoxLayout; 
class QGridLayout; 
class QSpacerItem; 
class QCheckBox; 
class QPushButton; 
class QLineEdit; 
class QLabel; 
 
class frmRecord : public QDialog 
{ 
    Q_OBJECT 
 
public: 
    frmRecord( QWidget* parent = 0, const char* name = 0, bool modal = FALSE, WFlags fl = 0 ); 
    ~frmRecord(); 
 
    QCheckBox* chkAppend; 
    QPushButton* btBrowse; 
    QLineEdit* txtFile; 
    QLabel* lblFile; 
    QPushButton* buttonOk; 
    QPushButton* buttonCancel; 
 
    virtual QString getFilePath(); 
    virtual bool append(); 
 
public slots: 
    virtual void btBrowse_clicked(); 
    virtual void accept(); 
 
protected: 
    QVBoxLayout* frmRecordLayout; 
    QSpacerItem* spacer8; 
    QSpacerItem* spacer9; 
    QGridLayout* layout21; 
    QHBoxLayout* Layout1; 
    QSpacerItem* Horizontal_Spacing2; 
 
protected slots: 
    virtual void languageChange(); 
 
private: 
    void init(); 
 
}; 
 
#endif // FRMRECORD_H 
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/* File: .ui/frmsettings.h */ 
 
#ifndef FRMSETTINGS_H 
#define FRMSETTINGS_H 
 
#include <qvariant.h> 
#include <qdialog.h> 
#include <qfiledialog.h> 
#include <qdir.h> 
#include "mainform.h" 
 
class QVBoxLayout; 
class QHBoxLayout; 
class QGridLayout; 
class QSpacerItem; 
class QTabWidget; 
class QWidget; 
class QLabel; 
class QLineEdit; 
class QPushButton; 
 
class frmSettings : public QDialog 
{ 
    Q_OBJECT 
 
public: 
    frmSettings( QWidget* parent = 0, const char* name = 0, bool modal = FALSE, WFlags fl = 0 ); 
    ~frmSettings(); 
 
    QTabWidget* tabWidget; 
    QWidget* Widget2; 
    QLabel* lblID2Description; 
    QLineEdit* txtID2Description; 
    QPushButton* btID2Description; 
    QPushButton* buttonOk; 
    QPushButton* buttonCancel; 
 
public slots: 
    virtual void btID2Description_clicked(); 
    virtual void accept(); 
 
protected: 
    QVBoxLayout* frmSettingsLayout; 
    QHBoxLayout* Widget2Layout; 
    QHBoxLayout* layout15; 
    QHBoxLayout* layout14; 
    QSpacerItem* Horizontal_Spacing2; 
 
protected slots: 
    virtual void languageChange(); 
 
private: 
    void init(); 
 
}; 
 
#endif // FRMSETTINGS_H 
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/* File: .ui/mainform.h */ 
 
#ifndef FORM1_H 
#define FORM1_H 
 
#include <qvariant.h> 
#include <qmainwindow.h> 
#include <qvalidator.h> 
#include <qthread.h> 
#include <ntcan.h> 
#include <qlineedit.h> 
#include <iostream> 
#include <qmessagebox.h> 
#include <qapplication.h> 
#include <qnamespace.h> 
#include <qwaitcondition.h> 
#include <qwidget.h> 
#include <qsettings.h> 
#include <qtabdialog.h> 
#include <qstringlist.h> 
#include "qhexvalidator.h" 
#include "watchthread.h" 
#include "netlistupdaterthread.h" 
#include "range.h" 
#include "frmsettings.h" 
#include "descriptions.h" 
#include "frmrecord.h" 
#include "gui_updater.h" 
#include "messagequeue.h" 
#include "guimessage.h" 
#include "file_writer.h" 
 
class QVBoxLayout; 
class QHBoxLayout; 
class QGridLayout; 
class QSpacerItem; 
class QAction; 
class QActionGroup; 
class QToolBar; 
class QPopupMenu; 
class QSplitter; 
class QGroupBox; 
class QLabel; 
class QLineEdit; 
class QCheckBox; 
class QPushButton; 
class QListBox; 
class QListBoxItem; 
class QButtonGroup; 
class QComboBox; 
class QListView; 
class QListViewItem; 
 
class Form1 : public QMainWindow 
{ 
    Q_OBJECT 
 
public: 
    Form1( QWidget* parent = 0, const char* name = 0, WFlags fl = WType_TopLevel ); 
    ~Form1(); 
 
    QSplitter* splitter2; 
    QGroupBox* grpIDs; 
    QLabel* lblIDFrom; 
    QLineEdit* txtIDFrom; 
    QLabel* lblIDHyphen; 
    QLabel* lblIDTo; 
    QLineEdit* txtIDTo; 
    QCheckBox* chkIDDecimal; 
    QPushButton* btIDAdd; 
    QPushButton* btIDDel; 
    QPushButton* btID29Bits; 
    QListBox* lstIDAreas; 
    QButtonGroup* grpNet; 
    QLabel* lblNet; 
    QLabel* lblBaudrate; 
    QComboBox* cmbNet; 
    QComboBox* cmbBaudrate; 
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    QPushButton* btStart; 
    QPushButton* btStop; 
    QPushButton* btClear; 
    QPushButton* btExit; 
    QListView* lstMessages; 
    QGroupBox* grpSend; 
    QLabel* lblID; 
    QCheckBox* chkRTR; 
    QLabel* lblLen; 
    QLabel* lblData; 
    QPushButton* btClearData; 
    QLineEdit* txtLen; 
    QLineEdit* txtID; 
    QPushButton* btSend; 
    QLineEdit* txtData2; 
    QLineEdit* txtData1; 
    QLineEdit* txtData0; 
    QLineEdit* txtData3; 
    QLineEdit* txtData4; 
    QLineEdit* txtData5; 
    QLineEdit* txtData6; 
    QLineEdit* txtData7; 
    QMenuBar *MenuBar; 
    QPopupMenu *File; 
    QPopupMenu *Record; 
    QAction* fileExitAction; 
    QAction* fileSettingsAction; 
    QAction* recordStartAction; 
    QAction* recordStopAction; 
 
    MessageQueue *messages; 
    GuiUpdater *guiupdater; 
    QTextStream *log; 
    Descriptions *descriptions; 
    QApplication *app; 
    QSettings *settings; 
    QString WINDOWS_REGISTRY; 
    QString APP_KEY; 
    QFile *logfile; 
    GuiMessages *gui_messages; 
    FileWriter *filewriter; 
 
    virtual QString hexToInt( QString str ); 
 
public slots: 
    virtual void setIntValidator(); 
    virtual void setHexValidator(); 
    virtual void fileExit(); 
    virtual void btStart_clicked(); 
    virtual void btStop_clicked(); 
    virtual void btClear_clicked(); 
    virtual void btSend_clicked(); 
    virtual void clearData(); 
    virtual void btID29Bits_clicked(); 
    virtual void lstIDAreas_selectionChanged( QListBoxItem * item ); 
    virtual void chkIDDecimal_toggled( bool decimal ); 
    virtual QString intToHex( QString str ); 
    virtual void btClearData_clicked(); 
    virtual void fixIDList( bool add ); 
    virtual void btIDDel_clicked(); 
    virtual void btIDAdd_clicked(); 
    virtual void updateList(); 
    virtual void closeWatchThread( bool quitting ); 
    virtual void finalCloseWatchThread(); 
    virtual void txtData_changed( const QString & ); 
    virtual void fileSettings(); 
    virtual void loadDescriptions(); 
    virtual void recordStartAction_activated(); 
    virtual void stopRecording( bool quitting ); 
    virtual void recordStopAction_activated(); 
 
protected: 
    bool quit; 
 
    QVBoxLayout* Form1Layout; 
    QHBoxLayout* grpIDsLayout; 
    QVBoxLayout* layout26; 
    QSpacerItem* spacer1; 
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    QHBoxLayout* layout25; 
    QVBoxLayout* layout5; 
    QVBoxLayout* layout23; 
    QSpacerItem* spacer8; 
    QVBoxLayout* layout6; 
    QVBoxLayout* layout9; 
    QSpacerItem* spacer2; 
    QVBoxLayout* grpNetLayout; 
    QSpacerItem* spacer5; 
    QHBoxLayout* layout17; 
    QVBoxLayout* layout13; 
    QVBoxLayout* layout14; 
    QVBoxLayout* layout15; 
    QHBoxLayout* layout20; 
    QSpacerItem* spacer4; 
    QHBoxLayout* layout19; 
 
protected slots: 
    virtual void languageChange(); 
 
private: 
    NetListUpdaterThread *updater; 
    WatchThread *mythread; 
    QLineEdit *sendData[8]; 
 
    void init(); 
    void destroy(); 
 
}; 
 
#endif // FORM1_H 
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/* File: .ui/frmrecord.cpp */ 
 
#include "frmrecord.h" 
 
#include <qvariant.h> 
#include <qcheckbox.h> 
#include <qpushbutton.h> 
#include <qlineedit.h> 
#include <qlabel.h> 
#include <qlayout.h> 
#include <qtooltip.h> 
#include <qwhatsthis.h> 
#include <qimage.h> 
#include <qpixmap.h> 
 
#include "../frmrecord.ui.h" 
/* 
 *  Constructs a frmRecord as a child of 'parent', with the 
 *  name 'name' and widget flags set to 'f'. 
 * 
 *  The dialog will by default be modeless, unless you set 'modal' to 
 *  TRUE to construct a modal dialog. 
 */ 
frmRecord::frmRecord( QWidget* parent, const char* name, bool modal, WFlags fl ) 
    : QDialog( parent, name, modal, fl ) 
{ 
    if ( !name ) 
 setName( "frmRecord" ); 
    setSizeGripEnabled( TRUE ); 
    frmRecordLayout = new QVBoxLayout( this, 11, 6, "frmRecordLayout");  
    spacer8 = new QSpacerItem( 20, 21, QSizePolicy::Minimum, QSizePolicy::Expanding ); 
    frmRecordLayout->addItem( spacer8 ); 
 
    layout21 = new QGridLayout( 0, 1, 1, 0, 6, "layout21");  
 
    chkAppend = new QCheckBox( this, "chkAppend" ); 
 
    layout21->addMultiCellWidget( chkAppend, 1, 1, 0, 1 ); 
 
    btBrowse = new QPushButton( this, "btBrowse" ); 
 
    layout21->addWidget( btBrowse, 0, 2 ); 
 
    txtFile = new QLineEdit( this, "txtFile" ); 
 
    layout21->addWidget( txtFile, 0, 1 ); 
 
    lblFile = new QLabel( this, "lblFile" ); 
 
    layout21->addWidget( lblFile, 0, 0 ); 
    frmRecordLayout->addLayout( layout21 ); 
    spacer9 = new QSpacerItem( 20, 20, QSizePolicy::Minimum, QSizePolicy::Expanding ); 
    frmRecordLayout->addItem( spacer9 ); 
 
    Layout1 = new QHBoxLayout( 0, 0, 6, "Layout1");  
    Horizontal_Spacing2 = new QSpacerItem( 20, 20, QSizePolicy::Expanding, QSizePolicy::Minimum ); 
    Layout1->addItem( Horizontal_Spacing2 ); 
 
    buttonOk = new QPushButton( this, "buttonOk" ); 
    buttonOk->setAutoDefault( TRUE ); 
    buttonOk->setDefault( TRUE ); 
    Layout1->addWidget( buttonOk ); 
 
    buttonCancel = new QPushButton( this, "buttonCancel" ); 
    buttonCancel->setAutoDefault( TRUE ); 
    Layout1->addWidget( buttonCancel ); 
    frmRecordLayout->addLayout( Layout1 ); 
    languageChange(); 
    resize( QSize(406, 237).expandedTo(minimumSizeHint()) ); 
    clearWState( WState_Polished ); 
 
    // signals and slots connections 
    connect( buttonOk, SIGNAL( clicked() ), this, SLOT( accept() ) ); 
    connect( buttonCancel, SIGNAL( clicked() ), this, SLOT( reject() ) ); 
    connect( btBrowse, SIGNAL( clicked() ), this, SLOT( btBrowse_clicked() ) ); 
 
    // tab order 
    setTabOrder( txtFile, btBrowse ); 
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    setTabOrder( btBrowse, chkAppend ); 
    setTabOrder( chkAppend, buttonOk ); 
    setTabOrder( buttonOk, buttonCancel ); 
    init(); 
} 
 
/* 
 *  Destroys the object and frees any allocated resources 
 */ 
frmRecord::~frmRecord() 
{ 
    // no need to delete child widgets, Qt does it all for us 
} 
 
/* 
 *  Sets the strings of the subwidgets using the current 
 *  language. 
 */ 
void frmRecord::languageChange() 
{ 
    setCaption( tr( "Record" ) ); 
    chkAppend->setText( tr( "Append to file" ) ); 
    btBrowse->setText( tr( "Browse..." ) ); 
    lblFile->setText( tr( "Log file:" ) ); 
    buttonOk->setText( tr( "&OK" ) ); 
    buttonOk->setAccel( QKeySequence( QString::null ) ); 
    buttonCancel->setText( tr( "&Cancel" ) ); 
    buttonCancel->setAccel( QKeySequence( QString::null ) ); 
} 
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/* File: .ui/frmsettings.cpp */ 
 
#include "frmsettings.h" 
 
#include <qvariant.h> 
#include <qpushbutton.h> 
#include <qtabwidget.h> 
#include <qwidget.h> 
#include <qlabel.h> 
#include <qlineedit.h> 
#include <qlayout.h> 
#include <qtooltip.h> 
#include <qwhatsthis.h> 
#include <qimage.h> 
#include <qpixmap.h> 
 
#include "../frmsettings.ui.h" 
/* 
 *  Constructs a frmSettings as a child of 'parent', with the 
 *  name 'name' and widget flags set to 'f'. 
 * 
 *  The dialog will by default be modeless, unless you set 'modal' to 
 *  TRUE to construct a modal dialog. 
 */ 
frmSettings::frmSettings( QWidget* parent, const char* name, bool modal, WFlags fl ) 
    : QDialog( parent, name, modal, fl ) 
{ 
    if ( !name ) 
 setName( "frmSettings" ); 
    setSizeGripEnabled( TRUE ); 
    frmSettingsLayout = new QVBoxLayout( this, 11, 6, "frmSettingsLayout");  
 
    tabWidget = new QTabWidget( this, "tabWidget" ); 
 
    Widget2 = new QWidget( tabWidget, "Widget2" ); 
    Widget2Layout = new QHBoxLayout( Widget2, 11, 6, "Widget2Layout");  
 
    layout15 = new QHBoxLayout( 0, 0, 6, "layout15");  
 
    lblID2Description = new QLabel( Widget2, "lblID2Description" ); 
    layout15->addWidget( lblID2Description ); 
 
    txtID2Description = new QLineEdit( Widget2, "txtID2Description" ); 
    layout15->addWidget( txtID2Description ); 
 
    btID2Description = new QPushButton( Widget2, "btID2Description" ); 
    layout15->addWidget( btID2Description ); 
    Widget2Layout->addLayout( layout15 ); 
    tabWidget->insertTab( Widget2, QString("") ); 
    frmSettingsLayout->addWidget( tabWidget ); 
 
    layout14 = new QHBoxLayout( 0, 0, 6, "layout14");  
    Horizontal_Spacing2 = new QSpacerItem( 380, 20, QSizePolicy::Expanding, QSizePolicy::Minimum ); 
    layout14->addItem( Horizontal_Spacing2 ); 
 
    buttonOk = new QPushButton( this, "buttonOk" ); 
    buttonOk->setAutoDefault( TRUE ); 
    buttonOk->setDefault( TRUE ); 
    layout14->addWidget( buttonOk ); 
 
    buttonCancel = new QPushButton( this, "buttonCancel" ); 
    buttonCancel->setAutoDefault( TRUE ); 
    layout14->addWidget( buttonCancel ); 
    frmSettingsLayout->addLayout( layout14 ); 
    languageChange(); 
    resize( QSize(454, 264).expandedTo(minimumSizeHint()) ); 
    clearWState( WState_Polished ); 
 
    // signals and slots connections 
    connect( buttonOk, SIGNAL( clicked() ), this, SLOT( accept() ) ); 
    connect( buttonCancel, SIGNAL( clicked() ), this, SLOT( reject() ) ); 
    connect( btID2Description, SIGNAL( clicked() ), this, SLOT( btID2Description_clicked() ) ); 
 
    // tab order 
    setTabOrder( tabWidget, txtID2Description ); 
    setTabOrder( txtID2Description, btID2Description ); 
    setTabOrder( btID2Description, buttonOk ); 
    setTabOrder( buttonOk, buttonCancel ); 
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    init(); 
} 
 
/* 
 *  Destroys the object and frees any allocated resources 
 */ 
frmSettings::~frmSettings() 
{ 
    // no need to delete child widgets, Qt does it all for us 
} 
 
/* 
 *  Sets the strings of the subwidgets using the current 
 *  language. 
 */ 
void frmSettings::languageChange() 
{ 
    setCaption( tr( "Settings" ) ); 
    lblID2Description->setText( tr( "File" ) ); 
    btID2Description->setText( tr( "Browse..." ) ); 
    tabWidget->changeTab( Widget2, tr( "ID2Description" ) ); 
    buttonOk->setText( tr( "&OK" ) ); 
    buttonOk->setAccel( QKeySequence( QString::null ) ); 
    buttonCancel->setText( tr( "&Cancel" ) ); 
    buttonCancel->setAccel( QKeySequence( QString::null ) ); 
} 
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/* File: .ui/mainform.cpp */ 
 
#include "mainform.h" 
 
#include <qvariant.h> 
#include <qpushbutton.h> 
#include <qsplitter.h> 
#include <qgroupbox.h> 
#include <qlabel.h> 
#include <qlineedit.h> 
#include <qcheckbox.h> 
#include <qlistbox.h> 
#include <qbuttongroup.h> 
#include <qcombobox.h> 
#include <qheader.h> 
#include <qlistview.h> 
#include <qlayout.h> 
#include <qtooltip.h> 
#include <qwhatsthis.h> 
#include <qaction.h> 
#include <qmenubar.h> 
#include <qpopupmenu.h> 
#include <qtoolbar.h> 
#include "../mainform.ui.h" 
 
/* 
 *  Constructs a Form1 as a child of 'parent', with the 
 *  name 'name' and widget flags set to 'f'. 
 * 
 */ 
Form1::Form1( QWidget* parent, const char* name, WFlags fl ) 
    : QMainWindow( parent, name, fl ) 
{ 
    (void)statusBar(); 
    if ( !name ) 
 setName( "Form1" ); 
    setCentralWidget( new QWidget( this, "qt_central_widget" ) ); 
    Form1Layout = new QVBoxLayout( centralWidget(), 11, 6, "Form1Layout");  
 
    splitter2 = new QSplitter( centralWidget(), "splitter2" ); 
    splitter2->setOrientation( QSplitter::Horizontal ); 
 
    grpIDs = new QGroupBox( splitter2, "grpIDs" ); 
    grpIDs->setColumnLayout(0, Qt::Vertical ); 
    grpIDs->layout()->setSpacing( 6 ); 
    grpIDs->layout()->setMargin( 11 ); 
    grpIDsLayout = new QHBoxLayout( grpIDs->layout() ); 
    grpIDsLayout->setAlignment( Qt::AlignTop ); 
 
    layout26 = new QVBoxLayout( 0, 0, 6, "layout26");  
 
    layout25 = new QHBoxLayout( 0, 0, 6, "layout25");  
 
    layout5 = new QVBoxLayout( 0, 0, 6, "layout5");  
 
    lblIDFrom = new QLabel( grpIDs, "lblIDFrom" ); 
    layout5->addWidget( lblIDFrom ); 
 
    txtIDFrom = new QLineEdit( grpIDs, "txtIDFrom" ); 
    txtIDFrom->setEchoMode( QLineEdit::Normal ); 
    layout5->addWidget( txtIDFrom ); 
    layout25->addLayout( layout5 ); 
 
    layout23 = new QVBoxLayout( 0, 0, 6, "layout23");  
    spacer8 = new QSpacerItem( 20, 20, QSizePolicy::Minimum, QSizePolicy::Expanding ); 
    layout23->addItem( spacer8 ); 
 
    lblIDHyphen = new QLabel( grpIDs, "lblIDHyphen" ); 
    layout23->addWidget( lblIDHyphen ); 
    layout25->addLayout( layout23 ); 
 
    layout6 = new QVBoxLayout( 0, 0, 6, "layout6");  
 
    lblIDTo = new QLabel( grpIDs, "lblIDTo" ); 
    layout6->addWidget( lblIDTo ); 
 
    txtIDTo = new QLineEdit( grpIDs, "txtIDTo" ); 
    layout6->addWidget( txtIDTo ); 
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    layout25->addLayout( layout6 ); 
    layout26->addLayout( layout25 ); 
 
    chkIDDecimal = new QCheckBox( grpIDs, "chkIDDecimal" ); 
    chkIDDecimal->setChecked( TRUE ); 
    layout26->addWidget( chkIDDecimal ); 
    spacer1 = new QSpacerItem( 20, 50, QSizePolicy::Minimum, QSizePolicy::Expanding ); 
    layout26->addItem( spacer1 ); 
    grpIDsLayout->addLayout( layout26 ); 
 
    layout9 = new QVBoxLayout( 0, 0, 6, "layout9");  
 
    btIDAdd = new QPushButton( grpIDs, "btIDAdd" ); 
    layout9->addWidget( btIDAdd ); 
 
    btIDDel = new QPushButton( grpIDs, "btIDDel" ); 
    layout9->addWidget( btIDDel ); 
 
    btID29Bits = new QPushButton( grpIDs, "btID29Bits" ); 
    btID29Bits->setToggleButton( TRUE ); 
    btID29Bits->setOn( FALSE ); 
    layout9->addWidget( btID29Bits ); 
    spacer2 = new QSpacerItem( 20, 21, QSizePolicy::Minimum, QSizePolicy::Expanding ); 
    layout9->addItem( spacer2 ); 
    grpIDsLayout->addLayout( layout9 ); 
 
    lstIDAreas = new QListBox( grpIDs, "lstIDAreas" ); 
    lstIDAreas->setMinimumSize( QSize( 100, 0 ) ); 
    lstIDAreas->setResizePolicy( QListBox::Manual ); 
    grpIDsLayout->addWidget( lstIDAreas ); 
 
    grpNet = new QButtonGroup( splitter2, "grpNet" ); 
    grpNet->setSizePolicy( QSizePolicy( (QSizePolicy::SizeType)7, (QSizePolicy::SizeType)0, 0, 0, 
grpNet->sizePolicy().hasHeightForWidth() ) ); 
    grpNet->setColumnLayout(0, Qt::Vertical ); 
    grpNet->layout()->setSpacing( 6 ); 
    grpNet->layout()->setMargin( 11 ); 
    grpNetLayout = new QVBoxLayout( grpNet->layout() ); 
    grpNetLayout->setAlignment( Qt::AlignTop ); 
 
    layout17 = new QHBoxLayout( 0, 0, 6, "layout17");  
 
    layout13 = new QVBoxLayout( 0, 0, 6, "layout13");  
 
    lblNet = new QLabel( grpNet, "lblNet" ); 
    layout13->addWidget( lblNet ); 
 
    lblBaudrate = new QLabel( grpNet, "lblBaudrate" ); 
    layout13->addWidget( lblBaudrate ); 
    layout17->addLayout( layout13 ); 
 
    layout14 = new QVBoxLayout( 0, 0, 6, "layout14");  
 
    cmbNet = new QComboBox( FALSE, grpNet, "cmbNet" ); 
    cmbNet->setSizeLimit( 10 ); 
    layout14->addWidget( cmbNet ); 
 
    cmbBaudrate = new QComboBox( FALSE, grpNet, "cmbBaudrate" ); 
    layout14->addWidget( cmbBaudrate ); 
    layout17->addLayout( layout14 ); 
 
    layout15 = new QVBoxLayout( 0, 0, 6, "layout15");  
 
    btStart = new QPushButton( grpNet, "btStart" ); 
    layout15->addWidget( btStart ); 
 
    btStop = new QPushButton( grpNet, "btStop" ); 
    btStop->setEnabled( FALSE ); 
    layout15->addWidget( btStop ); 
    layout17->addLayout( layout15 ); 
    grpNetLayout->addLayout( layout17 ); 
    spacer5 = new QSpacerItem( 20, 20, QSizePolicy::Minimum, QSizePolicy::Expanding ); 
    grpNetLayout->addItem( spacer5 ); 
 
    layout20 = new QHBoxLayout( 0, 0, 6, "layout20");  
    spacer4 = new QSpacerItem( 121, 20, QSizePolicy::Expanding, QSizePolicy::Minimum ); 
    layout20->addItem( spacer4 ); 
 
  Capitolo 7.1 - Appendici - Appendice A – XCANReal - l 
    layout19 = new QHBoxLayout( 0, 0, 6, "layout19");  
 
    btClear = new QPushButton( grpNet, "btClear" ); 
    layout19->addWidget( btClear ); 
 
    btExit = new QPushButton( grpNet, "btExit" ); 
    layout19->addWidget( btExit ); 
    layout20->addLayout( layout19 ); 
    grpNetLayout->addLayout( layout20 ); 
    Form1Layout->addWidget( splitter2 ); 
 
    lstMessages = new QListView( centralWidget(), "lstMessages" ); 
    lstMessages->addColumn( tr( "Frame-No" ) ); 
    lstMessages->header()->setClickEnabled( FALSE, lstMessages->header()->count() - 1 ); 
    lstMessages->addColumn( tr( "Absolute Time" ) ); 
    lstMessages->header()->setClickEnabled( FALSE, lstMessages->header()->count() - 1 ); 
    lstMessages->addColumn( tr( "Rel Time" ) ); 
    lstMessages->header()->setClickEnabled( FALSE, lstMessages->header()->count() - 1 ); 
    lstMessages->addColumn( tr( "Description" ) ); 
    lstMessages->header()->setClickEnabled( FALSE, lstMessages->header()->count() - 1 ); 
    lstMessages->addColumn( tr( "Dec Id" ) ); 
    lstMessages->header()->setClickEnabled( FALSE, lstMessages->header()->count() - 1 ); 
    lstMessages->addColumn( tr( "Hex Id" ) ); 
    lstMessages->header()->setClickEnabled( FALSE, lstMessages->header()->count() - 1 ); 
    lstMessages->addColumn( tr( "Attr" ) ); 
    lstMessages->header()->setClickEnabled( FALSE, lstMessages->header()->count() - 1 ); 
    lstMessages->addColumn( tr( "Len" ) ); 
    lstMessages->header()->setClickEnabled( FALSE, lstMessages->header()->count() - 1 ); 
    lstMessages->addColumn( tr( "d1" ) ); 
    lstMessages->header()->setClickEnabled( FALSE, lstMessages->header()->count() - 1 ); 
    lstMessages->addColumn( tr( "d2" ) ); 
    lstMessages->header()->setClickEnabled( FALSE, lstMessages->header()->count() - 1 ); 
    lstMessages->addColumn( tr( "d3" ) ); 
    lstMessages->header()->setClickEnabled( FALSE, lstMessages->header()->count() - 1 ); 
    lstMessages->addColumn( tr( "d4" ) ); 
    lstMessages->header()->setClickEnabled( FALSE, lstMessages->header()->count() - 1 ); 
    lstMessages->addColumn( tr( "d5" ) ); 
    lstMessages->header()->setClickEnabled( FALSE, lstMessages->header()->count() - 1 ); 
    lstMessages->addColumn( tr( "d6" ) ); 
    lstMessages->header()->setClickEnabled( FALSE, lstMessages->header()->count() - 1 ); 
    lstMessages->addColumn( tr( "d7" ) ); 
    lstMessages->header()->setClickEnabled( FALSE, lstMessages->header()->count() - 1 ); 
    lstMessages->addColumn( tr( "d8" ) ); 
    lstMessages->header()->setClickEnabled( FALSE, lstMessages->header()->count() - 1 ); 
    lstMessages->addColumn( tr( "Text" ) ); 
    lstMessages->header()->setClickEnabled( FALSE, lstMessages->header()->count() - 1 ); 
    lstMessages->setAllColumnsShowFocus( TRUE ); 
    Form1Layout->addWidget( lstMessages ); 
 
    grpSend = new QGroupBox( centralWidget(), "grpSend" ); 
    grpSend->setSizePolicy( QSizePolicy( (QSizePolicy::SizeType)7, (QSizePolicy::SizeType)0, 0, 0, 
grpSend->sizePolicy().hasHeightForWidth() ) ); 
 
    lblID = new QLabel( grpSend, "lblID" ); 
    lblID->setGeometry( QRect( 10, 20, 20, 20 ) ); 
 
    chkRTR = new QCheckBox( grpSend, "chkRTR" ); 
    chkRTR->setGeometry( QRect( 110, 20, 40, 20 ) ); 
 
    lblLen = new QLabel( grpSend, "lblLen" ); 
    lblLen->setGeometry( QRect( 160, 20, 22, 20 ) ); 
 
    lblData = new QLabel( grpSend, "lblData" ); 
    lblData->setGeometry( QRect( 240, 20, 40, 20 ) ); 
 
    btClearData = new QPushButton( grpSend, "btClearData" ); 
    btClearData->setGeometry( QRect( 600, 18, 60, 25 ) ); 
 
    txtLen = new QLineEdit( grpSend, "txtLen" ); 
    txtLen->setGeometry( QRect( 190, 20, 40, 20 ) ); 
    txtLen->setMaxLength( 1 ); 
 
    txtID = new QLineEdit( grpSend, "txtID" ); 
    txtID->setGeometry( QRect( 30, 20, 60, 20 ) ); 
 
    btSend = new QPushButton( grpSend, "btSend" ); 
    btSend->setGeometry( QRect( 530, 18, 60, 25 ) ); 
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    txtData2 = new QLineEdit( grpSend, "txtData2" ); 
    txtData2->setGeometry( QRect( 340, 20, 30, 20 ) ); 
    txtData2->setMaxLength( 2 ); 
 
    txtData1 = new QLineEdit( grpSend, "txtData1" ); 
    txtData1->setGeometry( QRect( 310, 20, 30, 20 ) ); 
    txtData1->setMaxLength( 2 ); 
 
    txtData0 = new QLineEdit( grpSend, "txtData0" ); 
    txtData0->setGeometry( QRect( 280, 20, 30, 20 ) ); 
    txtData0->setMaxLength( 2 ); 
 
    txtData3 = new QLineEdit( grpSend, "txtData3" ); 
    txtData3->setGeometry( QRect( 370, 20, 30, 20 ) ); 
    txtData3->setMaxLength( 2 ); 
 
    txtData4 = new QLineEdit( grpSend, "txtData4" ); 
    txtData4->setGeometry( QRect( 400, 20, 30, 20 ) ); 
    txtData4->setMaxLength( 2 ); 
 
    txtData5 = new QLineEdit( grpSend, "txtData5" ); 
    txtData5->setGeometry( QRect( 430, 20, 30, 20 ) ); 
    txtData5->setMaxLength( 2 ); 
 
    txtData6 = new QLineEdit( grpSend, "txtData6" ); 
    txtData6->setGeometry( QRect( 460, 20, 30, 20 ) ); 
    txtData6->setMaxLength( 2 ); 
 
    txtData7 = new QLineEdit( grpSend, "txtData7" ); 
    txtData7->setGeometry( QRect( 490, 20, 30, 20 ) ); 
    txtData7->setMaxLength( 2 ); 
    Form1Layout->addWidget( grpSend ); 
 
    // actions 
    fileExitAction = new QAction( this, "fileExitAction" ); 
    fileSettingsAction = new QAction( this, "fileSettingsAction" ); 
    recordStartAction = new QAction( this, "recordStartAction" ); 
    recordStopAction = new QAction( this, "recordStopAction" ); 
    recordStopAction->setEnabled( FALSE ); 
 
 
    // toolbars 
 
 
    // menubar 
    MenuBar = new QMenuBar( this, "MenuBar" ); 
 
 
    File = new QPopupMenu( this ); 
    fileSettingsAction->addTo( File ); 
    File->insertSeparator(); 
    fileExitAction->addTo( File ); 
    MenuBar->insertItem( QString(""), File, 1 ); 
 
    Record = new QPopupMenu( this ); 
    recordStartAction->addTo( Record ); 
    recordStopAction->addTo( Record ); 
    MenuBar->insertItem( QString(""), Record, 2 ); 
 
    languageChange(); 
    resize( QSize(786, 539).expandedTo(minimumSizeHint()) ); 
    clearWState( WState_Polished ); 
 
    // signals and slots connections 
    connect( fileExitAction, SIGNAL( activated() ), this, SLOT( fileExit() ) ); 
    connect( btExit, SIGNAL( clicked() ), this, SLOT( fileExit() ) ); 
    connect( btClear, SIGNAL( clicked() ), this, SLOT( btClear_clicked() ) ); 
    connect( btSend, SIGNAL( clicked() ), this, SLOT( btSend_clicked() ) ); 
    connect( btID29Bits, SIGNAL( clicked() ), this, SLOT( btID29Bits_clicked() ) ); 
    connect( lstIDAreas, SIGNAL( selectionChanged(QListBoxItem*) ), this, SLOT( 
lstIDAreas_selectionChanged(QListBoxItem*) ) ); 
    connect( chkIDDecimal, SIGNAL( toggled(bool) ), this, SLOT( chkIDDecimal_toggled(bool) ) ); 
    connect( btStart, SIGNAL( clicked() ), this, SLOT( btStart_clicked() ) ); 
    connect( btClearData, SIGNAL( clicked() ), this, SLOT( btClearData_clicked() ) ); 
    connect( btStop, SIGNAL( clicked() ), this, SLOT( btStop_clicked() ) ); 
    connect( btIDDel, SIGNAL( clicked() ), this, SLOT( btIDDel_clicked() ) ); 
    connect( btIDAdd, SIGNAL( clicked() ), this, SLOT( btIDAdd_clicked() ) ); 
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    connect( txtData0, SIGNAL( textChanged(const QString&) ), this, SLOT( txtData_changed(const 
QString&) ) ); 
    connect( txtData1, SIGNAL( textChanged(const QString&) ), this, SLOT( txtData_changed(const 
QString&) ) ); 
    connect( txtData2, SIGNAL( textChanged(const QString&) ), this, SLOT( txtData_changed(const 
QString&) ) ); 
    connect( txtData3, SIGNAL( textChanged(const QString&) ), this, SLOT( txtData_changed(const 
QString&) ) ); 
    connect( txtData4, SIGNAL( textChanged(const QString&) ), this, SLOT( txtData_changed(const 
QString&) ) ); 
    connect( txtData5, SIGNAL( textChanged(const QString&) ), this, SLOT( txtData_changed(const 
QString&) ) ); 
    connect( txtData6, SIGNAL( textChanged(const QString&) ), this, SLOT( txtData_changed(const 
QString&) ) ); 
    connect( txtData7, SIGNAL( textChanged(const QString&) ), this, SLOT( txtData_changed(const 
QString&) ) ); 
    connect( txtData0, SIGNAL( returnPressed() ), this, SLOT( btSend_clicked() ) ); 
    connect( txtData1, SIGNAL( returnPressed() ), this, SLOT( btSend_clicked() ) ); 
    connect( txtData2, SIGNAL( returnPressed() ), this, SLOT( btSend_clicked() ) ); 
    connect( txtData3, SIGNAL( returnPressed() ), this, SLOT( btSend_clicked() ) ); 
    connect( txtData4, SIGNAL( returnPressed() ), this, SLOT( btSend_clicked() ) ); 
    connect( txtData5, SIGNAL( returnPressed() ), this, SLOT( btSend_clicked() ) ); 
    connect( txtData6, SIGNAL( returnPressed() ), this, SLOT( btSend_clicked() ) ); 
    connect( txtData7, SIGNAL( returnPressed() ), this, SLOT( btSend_clicked() ) ); 
    connect( fileSettingsAction, SIGNAL( activated() ), this, SLOT( fileSettings() ) ); 
    connect( recordStartAction, SIGNAL( activated() ), this, SLOT( recordStartAction_activated() ) 
); 
    connect( recordStopAction, SIGNAL( activated() ), this, SLOT( recordStopAction_activated() ) ); 
 
    // tab order 
    setTabOrder( txtIDFrom, txtIDTo ); 
    setTabOrder( txtIDTo, btIDAdd ); 
    setTabOrder( btIDAdd, btIDDel ); 
    setTabOrder( btIDDel, btID29Bits ); 
    setTabOrder( btID29Bits, chkIDDecimal ); 
    setTabOrder( chkIDDecimal, lstIDAreas ); 
    setTabOrder( lstIDAreas, cmbNet ); 
    setTabOrder( cmbNet, cmbBaudrate ); 
    setTabOrder( cmbBaudrate, btStart ); 
    setTabOrder( btStart, btStop ); 
    setTabOrder( btStop, btClear ); 
    setTabOrder( btClear, btExit ); 
    setTabOrder( btExit, lstMessages ); 
    setTabOrder( lstMessages, txtID ); 
    setTabOrder( txtID, chkRTR ); 
    setTabOrder( chkRTR, txtLen ); 
    setTabOrder( txtLen, txtData0 ); 
    setTabOrder( txtData0, txtData1 ); 
    setTabOrder( txtData1, txtData2 ); 
    setTabOrder( txtData2, txtData3 ); 
    setTabOrder( txtData3, txtData4 ); 
    setTabOrder( txtData4, txtData5 ); 
    setTabOrder( txtData5, txtData6 ); 
    setTabOrder( txtData6, txtData7 ); 
    setTabOrder( txtData7, btSend ); 
 
    // buddies 
    lblNet->setBuddy( cmbNet ); 
    lblBaudrate->setBuddy( cmbBaudrate ); 
    lblID->setBuddy( txtID ); 
    lblLen->setBuddy( txtLen ); 
    lblData->setBuddy( txtData0 ); 
    init(); 
} 
 
/* 
 *  Destroys the object and frees any allocated resources 
 */ 
Form1::~Form1() 
{ 
    destroy(); 
    // no need to delete child widgets, Qt does it all for us 
} 
 
/* 
 *  Sets the strings of the subwidgets using the current 
 *  language. 
 */ 
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void Form1::languageChange() 
{ 
    setCaption( tr( "XCANReal" ) ); 
    grpIDs->setTitle( tr( "Add/Delete ID Area" ) ); 
    lblIDFrom->setText( tr( "From" ) ); 
    lblIDHyphen->setText( tr( "-" ) ); 
    lblIDTo->setText( tr( "To" ) ); 
    chkIDDecimal->setText( tr( "IDs decimal" ) ); 
    btIDAdd->setText( tr( "Add >" ) ); 
    btIDDel->setText( tr( "< Del" ) ); 
    btID29Bits->setText( tr( "29 >" ) ); 
    lstIDAreas->clear(); 
    lstIDAreas->insertItem( tr( "0 <> 2047" ) ); 
    grpNet->setTitle( tr( "Net Informations" ) ); 
    lblNet->setText( tr( "NET:" ) ); 
    lblBaudrate->setText( tr( "Baudrate:" ) ); 
    cmbBaudrate->clear(); 
    cmbBaudrate->insertItem( QString::null ); 
    cmbBaudrate->insertItem( tr( "1000" ) ); 
    cmbBaudrate->insertItem( tr( "800" ) ); 
    cmbBaudrate->insertItem( tr( "666.6" ) ); 
    cmbBaudrate->insertItem( tr( "500" ) ); 
    cmbBaudrate->insertItem( tr( "333.3" ) ); 
    cmbBaudrate->insertItem( tr( "250" ) ); 
    cmbBaudrate->insertItem( tr( "166" ) ); 
    cmbBaudrate->insertItem( tr( "125" ) ); 
    cmbBaudrate->insertItem( tr( "100" ) ); 
    cmbBaudrate->insertItem( tr( "83.3" ) ); 
    cmbBaudrate->insertItem( tr( "66.6" ) ); 
    cmbBaudrate->insertItem( tr( "50" ) ); 
    cmbBaudrate->insertItem( tr( "33.3" ) ); 
    cmbBaudrate->insertItem( tr( "20" ) ); 
    cmbBaudrate->insertItem( tr( "12.5" ) ); 
    cmbBaudrate->insertItem( tr( "10" ) ); 
    btStart->setText( tr( "Start" ) ); 
    btStop->setText( tr( "Stop" ) ); 
    btClear->setText( tr( "Clear" ) ); 
    btExit->setText( tr( "Exit" ) ); 
    lstMessages->header()->setLabel( 0, tr( "Frame-No" ) ); 
    lstMessages->header()->setLabel( 1, tr( "Absolute Time" ) ); 
    lstMessages->header()->setLabel( 2, tr( "Rel Time" ) ); 
    lstMessages->header()->setLabel( 3, tr( "Description" ) ); 
    lstMessages->header()->setLabel( 4, tr( "Dec Id" ) ); 
    lstMessages->header()->setLabel( 5, tr( "Hex Id" ) ); 
    lstMessages->header()->setLabel( 6, tr( "Attr" ) ); 
    lstMessages->header()->setLabel( 7, tr( "Len" ) ); 
    lstMessages->header()->setLabel( 8, tr( "d1" ) ); 
    lstMessages->header()->setLabel( 9, tr( "d2" ) ); 
    lstMessages->header()->setLabel( 10, tr( "d3" ) ); 
    lstMessages->header()->setLabel( 11, tr( "d4" ) ); 
    lstMessages->header()->setLabel( 12, tr( "d5" ) ); 
    lstMessages->header()->setLabel( 13, tr( "d6" ) ); 
    lstMessages->header()->setLabel( 14, tr( "d7" ) ); 
    lstMessages->header()->setLabel( 15, tr( "d8" ) ); 
    lstMessages->header()->setLabel( 16, tr( "Text" ) ); 
    grpSend->setTitle( tr( "Send options" ) ); 
    lblID->setText( tr( "ID:" ) ); 
    chkRTR->setText( tr( "RTR" ) ); 
    lblLen->setText( tr( "Len:" ) ); 
    lblData->setText( tr( "Data$:" ) ); 
    btClearData->setText( tr( "Clear" ) ); 
    btSend->setText( tr( "Send" ) ); 
    fileExitAction->setText( tr( "Exit" ) ); 
    fileExitAction->setMenuText( tr( "E&xit" ) ); 
    fileExitAction->setAccel( QString::null ); 
    fileSettingsAction->setText( tr( "Settings..." ) ); 
    fileSettingsAction->setMenuText( tr( "Settings..." ) ); 
    recordStartAction->setText( tr( "&Start..." ) ); 
    recordStartAction->setMenuText( tr( "&Start..." ) ); 
    recordStopAction->setText( tr( "&Stop" ) ); 
    recordStopAction->setMenuText( tr( "&Stop" ) ); 
    if (MenuBar->findItem(1)) 
        MenuBar->findItem(1)->setText( tr( "&File" ) ); 
    if (MenuBar->findItem(2)) 
        MenuBar->findItem(2)->setText( tr( "&Record" ) ); 
} 
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7.2 Appendice B – CAN-Manager 
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/* File: CANManager.h */ 
 
#ifndef _CANMANAGER_H 
#define _CANMANAGER_H 
 
#include "WorkingThread.h" 
#include "MessageQueue.h" 
#include "HandleInfo.h" 
#include "Message.h" 
#include <iostream> 
#include <qwaitcondition.h> 
#include <qmutex.h> 
#include "Sleeper.h" 
 
class CANManager : public WorkingThread 
{ 
private: 
 int net; 
 MessageQueue* read_queue; 
 HandleInfo* handles; 
 bool closing; 
 QWaitCondition closed; 
 QMutex mutex; 
 
 void parseMessage(Message* message); 
 void serveHandles(Message* message); 
 void internalRemoveHandle(HandleInfo* handleinfo, bool send_fake_message); 
 void initDevices(); 
 
public: 
 CANManager(int net, MessageQueue* read_queue, MessageQueue* write_queue); 
 CANManager::~CANManager(); 
 virtual void run(); 
 void addHandle(HandleInfo* handleinfo); 
 void removeHandle(HandleInfo* handleinfo); 
 void close(unsigned long msecs = ULONG_MAX); 
}; 
 
#endif 
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/* File: CANReceiver.h */ 
 
#ifndef _CANRECEIVER_H 
#define _CANRECEIVER_H 
 
#include "ntcan.h" 
#include "myntcan.h" 
#include <qwaitcondition.h> 
#include "MessageQueue.h" 
#include <qthread.h> 
#include <iostream> 
#include "Sleeper.h" 
#include <string.h> 
 
class CANReceiver : public QThread 
{ 
private: 
 MessageQueue* read_queue; 
 NTCAN_HANDLE can; 
 int net; 
 int baud; 
 bool closing; 
 QWaitCondition closed; 
  
public: 
 CANReceiver(int net, int baud, int ids[], int len, MessageQueue* queue); 
 void run(); 
 void close(unsigned long msecs = ULONG_MAX); 
}; 
 
#endif 
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/* File: CANSender.h */ 
 
#ifndef _CANSENDER_H 
#define _CANSENDER_H 
 
#include "ntcan.h" 
#include "myntcan.h" 
#include <qwaitcondition.h> 
#include "MessageQueue.h" 
#include <qthread.h> 
#include <iostream> 
#include "Sleeper.h" 
 
class CANSender : public QThread 
{ 
private: 
 MessageQueue* write_queue; 
 NTCAN_HANDLE can; 
 int net; 
 int baud; 
 bool closing; 
 QWaitCondition closed; 
 
public: 
 CANSender(int net, int baud, MessageQueue* write_queue); 
 void run(); 
 void close(unsigned long msecs = ULONG_MAX); 
}; 
 
#endif 
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/* File: HandleInfo.h */ 
 
#ifndef _HANDLEINFO_H 
#define _HANDLEINFO_H 
 
#include "Message.h" 
#include "MessageQueue.h" 
#include "Sleeper.h" 
#include <qwaitcondition.h> 
 
class HandleInfo 
{ 
protected: 
 MessageQueue matched_messages; 
 bool persistent; 
 bool active; 
  
public: 
 HandleInfo* next; 
 HandleInfo(bool persistent = false); 
 virtual ~HandleInfo(); 
 virtual SingleHandleInfo* checkAgainst(Message* message) = 0; 
 void putMessage(Message* message, SingleHandleInfo* handle, bool valid = true); 
 Message getMessage(unsigned long time = ULONG_MAX); 
 bool isPersistent() { return persistent; } 
    bool isActive() { return active; } 
 int length() { return matched_messages.length(); } 
 void setActive(); 
 void setInactive(bool send_fake_message = true); 
 void clear(); 
}; 
 
#endif 
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/* File: Message.h */ 
 
#ifndef _MESSAGE_H 
#define _MESSAGE_H 
 
#include "ntcan.h" 
#include "myntcan.h" 
#include <qdatetime.h> 
 
// Forward declarations to avoid headers cyclic references 
class SingleHandleInfo; 
 
class Message 
{ 
public: 
 CMSG message; 
 int net; 
 QTime time; 
 
 Message* next; 
 SingleHandleInfo* handle; 
 bool valid; 
 Message(); 
 Message(const CMSG & message, const int & net, Message* next = NULL); 
}; 
 
#endif 
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/* File: MessageQueue.h */ 
 
#ifndef _MESSAGEQUEUE_H 
#define _MESSAGEQUEUE_H 
 
#include "Message.h" 
#include <qwaitcondition.h> 
#include <qmutex.h> 
#include <iostream> 
 
#define _MESSAGEQUEUE_MAX_SIZE_ 1000 
 
class MessageQueue 
{ 
  private: 
    Message messages[_MESSAGEQUEUE_MAX_SIZE_]; 
    int len; 
    int read_index; 
    int write_index; 
 bool can_discard; 
 QWaitCondition slot_free; 
    QWaitCondition message_ready; 
    QMutex mutex; 
  
  public: 
    MessageQueue(bool can_discard = false); 
    void putMessage(const Message & message); 
    Message getMessage(bool acquire_lock = true, unsigned long time = ULONG_MAX); 
 void acquireLock() { this->mutex.lock(); } 
 void releaseLock() { this->mutex.unlock(); } 
 void waitForMessage() { this->message_ready.wait(&mutex); } 
    int length() { return this->len; } 
    void clear(); 
}; 
 
#endif 
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/* File: MultipleHandleInfo.h */ 
 
#ifndef _MULTIPLEHANDLEINFO_H 
#define _MULTIPLEHANDLEINFO_H 
 
#include "HandleInfo.h" 
#include "SingleHandleInfo.h" 
#include <qmutex.h> 
 
class Message; 
 
class MultipleHandleInfo : public HandleInfo 
{ 
private: 
 SingleHandleInfo* handles; 
 QMutex mutex; 
 
public: 
 MultipleHandleInfo(bool persistent = true); 
 virtual SingleHandleInfo* checkAgainst(Message* message); 
 void addHandle(SingleHandleInfo* handle); 
 void removeHandle(SingleHandleInfo* handle); 
}; 
 
#endif 
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/* File: myntcan.h */ 
 
#ifndef _NTCAN_HANDLE_ 
#define _NTCAN_HANDLE_ 
 typedef int NTCAN_HANDLE; 
#endif 
  Capitolo 7.2 - Appendici - Appendice B – CAN-Manager - lxiv 
/* File: SDORequester.h */ 
 
#ifndef _SDOREQUESTER_H 
#define _SDOREQUESTER_H 
 
#include "Message.h" 
#include "MessageQueue.h" 
#include "CANManager.h" 
#include "SingleHandleInfo.h" 
#include "MultipleHandleInfo.h" 
#include <iostream> 
#include <strings.h> 
 
static const unsigned char SDO_READ = 0x40; 
static const unsigned char SDO_WRITE = 0x20; 
 
static const unsigned char SDO_COMMAND_MASK = 0xE0; 
 
static const unsigned char SDO_INITIATE_DOMAIN_UPLOAD_REQUEST = SDO_READ; 
static const unsigned char SDO_INITIATE_DOMAIN_UPLOAD_RESPONSE = SDO_READ; 
static const unsigned char SDO_UPLOAD_DOMAIN_SEGMENT_REQUEST = 0x60; 
static const unsigned char SDO_UPLOAD_DOMAIN_SEGMENT_RESPONSE = 0x00; 
 
static const unsigned char SDO_INITIATE_DOMAIN_DOWNLOAD_REQUEST = SDO_WRITE; 
static const unsigned char SDO_INITIATE_DOMAIN_DOWNLOAD_RESPONSE = 0x60; 
static const unsigned char SDO_DOWNLOAD_DOMAIN_SEGMENT_REQUEST = 0x00; 
static const unsigned char SDO_DOWNLOAD_DOMAIN_SEGMENT_RESPONSE = 0x20; 
 
static const unsigned char SDO_ABORT_DOMAIN_TRANSFER = 0x80; 
 
static const unsigned char SDO_SIZE = 0x01; 
static const unsigned char SDO_SIZE_SHIFT_BITS = 0; 
static const unsigned char SDO_EXPEDIT = 0x02; 
static const unsigned char SDO_EXPEDIT_SHIFT_BITS = 1; 
static const unsigned char SDO_2BITS_NUMBER_OF_UNUSED_BYTES = 0x0C; 
static const unsigned char SDO_2BITS_NUMBER_OF_UNUSED_BYTES_SHIFT_BITS = 2; 
static const unsigned char SDO_SEGMENT_TOGGLE_FLAG = 0x10; 
static const unsigned char SDO_SEGMENT_TOGGLE_FLAG_SHIFT_BITS = 4; 
 
class SDORequester 
{ 
private: 
 CANManager *manager; 
 int req_cob_id; 
 int res_cob_id; 
  
public: 
 SDORequester(CANManager *manager, unsigned short req_cob_id = 0x600, unsigned short res_cob_id 
= 0x580); 
 bool sendAndWait(const unsigned char command, unsigned short node_id, unsigned short index, 
unsigned char subindex, 
      const void *out_data = NULL, int out_len = 0, void *in_data = NULL, int 
*in_len = NULL); 
  
 bool readObject(unsigned short node_id, unsigned short index, unsigned char subindex, void 
*in_data, int *in_len); 
 bool writeObject(unsigned short node_id, unsigned short index, unsigned char subindex, void 
*out_data = NULL, int out_len = 0, bool save = true); 
 bool save(unsigned short node_id); 
 bool hasAutoSave(unsigned short node_id); 
}; 
 
#endif 
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/* File: SingleHandleInfo.h */ 
 
#ifndef _SINGLEHANDLEINFO_H 
#define _SINGLEHANDLEINFO_H 
 
#include "Message.h" 
#include "HandleInfo.h" 
 
class SingleHandleInfo : public HandleInfo 
{ 
private: 
 Message waitfor_message; 
 bool checknet; 
 bool checkid; 
 bool checkrtr; 
 bool check29bit; 
 bool checklength; 
 bool checkdata; 
 int idmask; 
 unsigned char datamask[8]; 
 bool advanced; 
 int min_datalength; 
 int max_datalength; 
 
public: 
 SingleHandleInfo( 
      const Message & message, 
      bool checknet, 
      bool checkid, 
      int idmask = 0xFFFF, 
      bool checkrtr = false, 
      bool check29bit = false, 
      bool checklength = false, 
      bool checkdata = false, 
      bool persistent = false 
     ); 
 void setDataMask(int min_datalength = 0, int max_datalength = 8, 
      unsigned char d1mask = 0x00, unsigned char d2mask = 0x00, 
      unsigned char d3mask = 0x00, unsigned char d4mask = 0x00, 
      unsigned char d5mask = 0x00, unsigned char d6mask = 0x00, 
      unsigned char d7mask = 0x00, unsigned char d8mask = 0x00); 
 virtual SingleHandleInfo* checkAgainst(Message* message); 
}; 
#endif 
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/* File: Sleeper.h */ 
 
#ifndef _SLEEPER_H 
#define _SLEEPER_H 
 
#include <qthread.h> 
 
class Sleeper : public QThread 
{ 
public: 
 static void sleep(unsigned long secs) { QThread::sleep(secs); } 
 static void msleep(unsigned long msecs) { QThread::msleep(msecs); } 
 static void usleep(unsigned long usecs) { QThread::usleep(usecs); } 
}; 
 
#endif 
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/* File: WorkingThread.h */ 
 
#ifndef _WORKINGTHREAD_H 
#define _WORKINGTHREAD_H 
 
#include <qthread.h> 
#include <qwaitcondition.h> 
#include "MessageQueue.h" 
 
class CANManager; 
 
class WorkingThread : public QThread 
{ 
protected: 
 MessageQueue* write_queue; 
 CANManager* manager; 
 QWaitCondition initialized; 
 
public: 
 WorkingThread(CANManager* manager, MessageQueue* write_queue); 
 void waitInitialization(unsigned long msecs = ULONG_MAX); 
 virtual void run() = 0; 
 void sendMessage(const Message &message); 
}; 
 
#endif 
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/* File: CANManager.cpp */ 
 
#include "CANManager.h" 
 
using namespace std; 
 
CANManager::CANManager(int net, MessageQueue* read_queue, MessageQueue* write_queue) 
: WorkingThread::WorkingThread(this, write_queue) 
{ 
 this->net = net; 
 this->read_queue = read_queue; 
 handles = NULL; 
 closing = false; 
} 
 
CANManager::~CANManager() 
{ 
 while(handles!=NULL) 
 { 
  internalRemoveHandle(handles, true); 
 } 
} 
 
void CANManager::run() 
{ 
 initDevices(); 
 initialized.wakeAll(); 
 while(!closing) 
 { 
  Message m = read_queue->getMessage(); 
  if(m.valid) 
  { 
   parseMessage(&m); 
   serveHandles(&m); 
  } 
  else 
   cout << "CANManager: Received an invalid message" << endl; 
 } 
 closed.wakeAll(); 
} 
 
void CANManager::initDevices() 
{ 
 Message init; 
 init.message.id = 0x00; 
 init.net = net; 
 init.message.len = 2; 
 init.message.data[0] = 0x01; 
 init.message.data[1] = 0x00; 
 write_queue->putMessage(init); 
} 
 
void CANManager::addHandle(HandleInfo* handleinfo) 
{ 
 if(handleinfo == NULL) 
 { 
  return; 
 } 
  
 mutex.lock(); 
 
 handleinfo->next = handles; 
 handles = handleinfo; 
 handleinfo->setActive(); 
 
 mutex.unlock(); 
} 
 
void CANManager::parseMessage(Message* message) 
{ 
 
 if(message->message.id >= 0x081 && message->message.id <= 0x0FF) 
 { 
  int id = message->message.id - 0x080; 
  int err = message->message.data[0] + message->message.data[1] << 8; 
  cout << "Emergency object received from node " << id << ": error code 0x" << hex << err << 
endl; 
 } 
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} 
 
void CANManager::serveHandles(Message* message) 
{ 
 mutex.lock(); 
 HandleInfo *h = handles; 
 while(h != NULL) 
 {  
  SingleHandleInfo *shi = h->checkAgainst(message); 
  if(shi != NULL) 
  { 
   if(!(h->isPersistent())) 
    internalRemoveHandle(h, false); 
   h->putMessage(message, shi); 
  } 
  h = h->next; 
 } 
 mutex.unlock(); 
} 
 
void CANManager::internalRemoveHandle(HandleInfo* handleinfo, bool send_fake_message) 
{ 
 if(handleinfo == NULL) 
  return; 
  
 HandleInfo *p = NULL; 
 HandleInfo *h = handles; 
 while(h != NULL) 
 { 
  if(h == handleinfo) 
  { 
   h->setInactive(send_fake_message); 
   if(h == handles) 
    handles = h->next; 
   else 
    p->next = h->next; 
    
   break; 
  } 
  p = h; 
  h = h->next; 
 } 
} 
 
void CANManager::removeHandle(HandleInfo* handleinfo) 
{ 
 if(handleinfo == NULL) 
  return; 
  
 mutex.lock(); 
 internalRemoveHandle(handleinfo, true); 
 mutex.unlock(); 
} 
 
void CANManager::close(unsigned long msecs) 
{ 
 closing = true; 
 closed.wait(msecs); 
} 
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/* File: CANReceiver.cpp */ 
 
#include "CANReceiver.h" 
 
using namespace std; 
 
CANReceiver::CANReceiver(int net, int baud, int ids[], int len, MessageQueue* queue) 
{ 
 closing = false; 
 this->read_queue = queue; 
 can = 0; 
 this->net = net; 
 this->baud = baud; 
  
 long int to = 1000; 
 long int qsize = 1000; 
  
 if(NTCAN_SUCCESS != canOpen(net, 0, qsize, qsize, to, to, &can)) 
 { 
  cout << "CANReader: Failed opening CAN" << endl; 
  closing = true; 
  return; 
 } 
  
 if(NTCAN_SUCCESS != canSetBaudrate(can, baud)) 
 { 
  cout << "CANReader: Failed setting baudrate " << baud << endl; 
  closing = true; 
  return; 
 } 
  
 for(int i = 0; i < len; i++) 
 { 
  if(NTCAN_SUCCESS != canIdAdd(can, ids[i])) 
  { 
   cout << "CANReader: Failed adding id " << ids[i] << endl; 
   closing = true; 
   return; 
  } 
 } 
} 
 
 
void CANReceiver::run() 
{ 
 long msg_count; 
 while(!closing) 
 { 
  Message m; 
  bzero(&m.message, sizeof(m.message)); 
  msg_count = 1; 
  m.net = net; 
   
  if(NTCAN_SUCCESS == canRead(can, &m.message, &msg_count, NULL)) 
  { 
   if(msg_count==1) 
   { 
    m.time = QTime::currentTime(); 
    m.valid = true; 
    //cout << "Read message at " << m.time.toString() << endl; 
    read_queue->putMessage(m); 
   } 
   else 
   { 
    cout << "Expected 1 message, received " << msg_count << endl; 
   } 
  } 
 } 
  
 if(can!=0) 
  canClose(can); 
  
 closed.wakeAll(); 
} 
 
void CANReceiver::close(unsigned long msecs) 
{ 
 closing = true; 
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 closed.wait(msecs); 
} 
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/* File: CANSender.cpp */ 
 
#include "CANSender.h" 
 
using namespace std; 
 
CANSender::CANSender(int net, int baud, MessageQueue* write_queue) 
{ 
 this->net = net; 
 this->baud = baud; 
 this->write_queue = write_queue; 
 closing = false; 
 can = 0; 
  
 long int to = 1000; 
 long int qsize = 1000; 
 //int baud = 2; 
  
 if(NTCAN_SUCCESS != canOpen(net, 0, qsize, qsize, to, to, &can)) 
 { 
  cout << "CANSender: Failed opening CAN" << endl; 
  closing = true; 
  return; 
 } 
  
 if(NTCAN_SUCCESS != canSetBaudrate(can, baud)) 
 { 
  cout << "CANSender: Failed setting baudrate " << baud << endl; 
  closing = true; 
  return; 
 } 
} 
 
void CANSender::run() 
{ 
 long msg_count = 1; 
 while(!closing) 
 { 
  Message m = write_queue->getMessage(); 
  if(m.valid) 
  { 
   if(NTCAN_SUCCESS != canWrite(can, &m.message, &msg_count, NULL)) 
   { 
    cout << "Error sending message" << endl; 
   } 
   //else 
    //cout << "Message sent at " << QTime::currentTime().toString() << endl; 
  } 
  else 
   cout << "Trying to send an invalid message" << endl; 
 } 
  
 if(can!=0) 
  canClose(can); 
   
 closed.wakeAll(); 
} 
 
void CANSender::close(unsigned long msecs) 
{ 
 closing = true; 
 closed.wait(msecs); 
} 
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/* File: HandleInfo.cpp */ 
 
#include "HandleInfo.h" 
 
using namespace std; 
 
HandleInfo::HandleInfo(bool persistent) : matched_messages(true) 
{ 
 this->persistent = persistent; 
} 
 
void HandleInfo::putMessage(Message* message, SingleHandleInfo* handle, bool valid) 
{ 
 Message m = *message; 
 m.valid = valid; 
 m.handle = handle; 
 matched_messages.putMessage(m); 
} 
 
Message HandleInfo::getMessage(unsigned long time) 
{ 
 if(active) 
 { 
  return matched_messages.getMessage(true, time); 
 } 
 else 
 { 
  Message m; // automatically invalid 
  return m; 
 } 
} 
 
void HandleInfo::setInactive(bool send_fake_message) 
{ 
 active = false; 
 if(send_fake_message && matched_messages.length() == 0) 
 { 
  // A thread could be waiting for a message on this handle, so I have to wake it up putting 
an invalid message 
  Message m; 
  putMessage(&m, NULL, false); 
 } 
} 
 
void HandleInfo::setActive() 
{ 
 active = true; 
} 
 
HandleInfo::~HandleInfo() 
{ 
} 
 
void HandleInfo::clear() 
{ 
 matched_messages.clear(); 
} 
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/* File: Message.cpp */ 
 
#include "Message.h" 
 
Message::Message(const CMSG & message, const int & net, Message* next) 
{ 
 valid = true; 
 this->message = message; 
 this->net = net; 
 this->next = next; 
 handle = NULL; 
} 
 
Message::Message() 
{ 
 valid = true; 
 net = 0; 
 next = NULL; 
 handle = NULL; 
} 
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/* File: MessageQueue.cpp */ 
 
#include "MessageQueue.h" 
 
using namespace std; 
 
MessageQueue::MessageQueue(bool can_discard) 
{ 
 len = 0; 
 read_index = 0; 
 write_index = 0; 
 this->can_discard = can_discard; 
} 
 
void MessageQueue::putMessage(const Message & message) 
{ 
 mutex.lock(); 
     
    //cout << "Adding message to queue" << endl; 
    if(len == _MESSAGEQUEUE_MAX_SIZE_ && !(can_discard)) 
  slot_free.wait(&mutex); 
     
    messages[write_index] = message; 
     
    if(len == _MESSAGEQUEUE_MAX_SIZE_) 
    { 
        // Trash the oldest message 
        std::cout << "Lost message" << std::endl; 
        read_index = (read_index + 1) % _MESSAGEQUEUE_MAX_SIZE_; 
    } 
    else 
    { 
        len++; 
    } 
     
    write_index = (write_index + 1) % _MESSAGEQUEUE_MAX_SIZE_; 
     
    message_ready.wakeOne(); 
     
    mutex.unlock();   
} 
 
Message MessageQueue::getMessage(bool acquire_lock, unsigned long time) 
{ 
 if(acquire_lock) 
  mutex.lock(); 
 
 Message m; 
  
 if(len==0) 
  message_ready.wait(&mutex, time); 
  
 if(len==0) 
 { 
  m.valid = false; 
 } 
 else 
 { 
  m = messages[read_index]; 
  len--; 
  read_index = (read_index + 1) % _MESSAGEQUEUE_MAX_SIZE_; 
  slot_free.wakeOne(); 
 } 
 if(acquire_lock) 
  mutex.unlock(); 
 
 return m; 
} 
 
void MessageQueue::clear() 
{ 
 mutex.lock(); 
 len = 0; 
 read_index = 0; 
 write_index = 0; 
 mutex.unlock(); 
} 
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/* File: MultipleHandleInfo.cpp */ 
 
#include "MultipleHandleInfo.h" 
 
MultipleHandleInfo::MultipleHandleInfo(bool persistent) : HandleInfo(persistent) 
{ 
 handles = NULL; 
} 
 
SingleHandleInfo* MultipleHandleInfo::checkAgainst(Message* message) 
{ 
 SingleHandleInfo *h = handles; 
  
 while(h != NULL) 
 { 
  SingleHandleInfo *r = h->checkAgainst(message); 
  if(r != NULL) 
   return r; 
   
  h = (SingleHandleInfo*)h->next; 
 } 
 return NULL; 
} 
 
void MultipleHandleInfo::addHandle(SingleHandleInfo* handle) 
{ 
 if(handle == NULL) 
  return; 
  
 handle->next = handles; 
 handles = handle; 
} 
 
void MultipleHandleInfo::removeHandle(SingleHandleInfo* handle) 
{ 
 if(handle == NULL) 
  return; 
 
 SingleHandleInfo *p = NULL; 
 SingleHandleInfo *h = handles; 
 while(h != NULL) 
 { 
  if(h == handle) 
  { 
   h->setInactive(); 
   if(h == handles) 
    handles = (SingleHandleInfo*)h->next; 
   else 
    p->next = h->next; 
    
   break; 
  } 
  p = h; 
  h = (SingleHandleInfo*)h->next; 
 } 
} 
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/* File: SDORequester.cpp */ 
 
#include "SDORequester.h" 
using namespace std; 
 
SDORequester::SDORequester(CANManager *manager, unsigned short req_cob_id, unsigned short 
res_cob_id) 
{ 
 this->manager = manager; 
 this->req_cob_id = req_cob_id; 
 this->res_cob_id = res_cob_id; 
} 
 
bool SDORequester::sendAndWait(const unsigned char command, unsigned short node_id, unsigned short 
index, unsigned char subindex, 
          const void *out_data, int out_len, void *in_data, int *in_len) 
{ 
 Message request; 
 request.message.id = req_cob_id + node_id; 
 if(command == SDO_READ) 
 { 
  // CAN Upload - Initiate domain upload (from can device) 
   
  // I need at least 1 byte to store the response 
  if(in_data == NULL || in_len == NULL || *in_len == 0) 
  { 
   cout << "Invalid buffer for reception" << endl; 
   return false; 
  } 
   
  Message initiate_msg; 
  initiate_msg.message.id = res_cob_id + node_id; 
  initiate_msg.message.data[0] = SDO_INITIATE_DOMAIN_UPLOAD_RESPONSE; 
  initiate_msg.message.data[1] = index & 0x00FF; 
  initiate_msg.message.data[2] = (index & 0xFF00) >> 8; 
  initiate_msg.message.data[3] = subindex; 
   
  Message segment_msg; 
  segment_msg.message.id = res_cob_id + node_id; 
  segment_msg.message.data[0] = SDO_UPLOAD_DOMAIN_SEGMENT_RESPONSE; 
  segment_msg.message.data[1] = index & 0x00FF; 
  segment_msg.message.data[2] = (index & 0xFF00) >> 8; 
  segment_msg.message.data[3] = subindex; 
   
  Message error_msg; 
  error_msg.message.id = res_cob_id + node_id; 
  error_msg.message.data[0] = SDO_ABORT_DOMAIN_TRANSFER; 
  
  SingleHandleInfo initiate_response(initiate_msg, false, true); 
  initiate_response.setDataMask(4, 8, SDO_COMMAND_MASK, 0xFF, 0xFF, 0xFF); 
   
  SingleHandleInfo segment_response(segment_msg, false, true); 
  segment_response.setDataMask(4, 8, SDO_COMMAND_MASK, 0xFF, 0xFF, 0xFF); 
   
  SingleHandleInfo error_response(error_msg, false, true, 0xFFFF, false, false, false, 
false, false); 
  error_response.setDataMask(1, 8, SDO_COMMAND_MASK); 
   
  MultipleHandleInfo initiate_waiter(false); // automatically removes handle; 
  initiate_waiter.addHandle(&error_response); 
  initiate_waiter.addHandle(&initiate_response); 
   
  MultipleHandleInfo segment_waiter(true); 
  segment_waiter.addHandle(&error_response); 
  segment_waiter.addHandle(&segment_response); 
   
  manager->addHandle(&initiate_waiter); 
   
  bzero(request.message.data, 8); 
  request.message.len = 4; 
  request.message.data[0] = SDO_INITIATE_DOMAIN_UPLOAD_REQUEST; 
  request.message.data[1] = index & 0x00FF; 
  request.message.data[2] = (index & 0xFF00) >> 8; 
  request.message.data[3] = subindex; 
   
  manager->sendMessage(request); 
   
  //cout << "waiting for response" << endl; 
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  Message response = initiate_waiter.getMessage(1000); // automatically removes handle; 
    
   
  if(!response.valid) 
  { 
   cout << "Invalid response, why?!" << endl; 
   return false; 
  } 
   
  if(response.handle == &error_response) 
  { 
   int error_code = response.message.data[4] + (response.message.data[5] << 8) + 
(response.message.data[6] << 16) + (response.message.data[7] << 24); 
   cout << "Device replied with error code " << error_code << endl; 
   return false; 
  } 
   
  if((response.message.data[0] & SDO_EXPEDIT) == SDO_EXPEDIT) 
  { 
   //  content already in response.message.data 
   unsigned char n = (response.message.data[0] & SDO_2BITS_NUMBER_OF_UNUSED_BYTES) >> 
SDO_2BITS_NUMBER_OF_UNUSED_BYTES_SHIFT_BITS; 
   *in_len = 4 - n; 
    
   for(unsigned char i = 4; i < 8-n; i++) 
    ((unsigned char*)in_data)[i-4] = response.message.data[i]; 
  } 
  else 
  {    
   // non expedit transfer, data length inside previous packet 
   if((response.message.data[0] & SDO_SIZE) == 0) 
   { 
    cout << "Missing SIZE flag" << endl; 
    return false; 
   } 
    
   cout << "Waiting for further messages" << endl; 
    
   manager->addHandle(&segment_waiter); 
   unsigned char toggle = 0; 
   int res_bytes = *in_len = response.message.data[4] + (response.message.data[5] << 8) + 
(response.message.data[6] << 16) + (response.message.data[7] << 24); 
   int index = 0; 
    
   while(res_bytes>0) 
   { 
    // send message 
    request.message.data[0] = SDO_UPLOAD_DOMAIN_SEGMENT_REQUEST | (toggle << 
SDO_SEGMENT_TOGGLE_FLAG_SHIFT_BITS); 
    manager->sendMessage(request); 
     
    response = segment_waiter.getMessage(); 
     
    if(!response.valid) 
    { 
     cout << "Invalid response, why?!" << endl; 
     return false; 
    } 
     
    if(response.handle == &error_response) 
    { 
     int error_code = response.message.data[4] + (response.message.data[5] << 8) 
+ (response.message.data[6] << 16) + (response.message.data[7] << 24); 
     cout << "Device replied with error code " << error_code << endl; 
     return false; 
    } 
     
    if((response.message.data[0] & SDO_SEGMENT_TOGGLE_FLAG) >> 
SDO_SEGMENT_TOGGLE_FLAG_SHIFT_BITS != toggle) 
    { 
     cout << "Incompatible toggle flag" << endl; 
    } 
     
    // use received values 
    unsigned char n = (response.message.data[0] & SDO_2BITS_NUMBER_OF_UNUSED_BYTES) 
>> SDO_2BITS_NUMBER_OF_UNUSED_BYTES_SHIFT_BITS; 
    cout << "Packet with " << (4 - n) << " bytes" << endl; 
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    for(unsigned char i = 4; i < 8-n; i++) 
     ((unsigned char*)in_data)[index + i - 4] = response.message.data[i]; 
     
    index += 4 - n; 
    res_bytes -= 4 - n; 
    toggle ^= 0x01; 
   } 
    
   manager->removeHandle(&segment_waiter); 
  } 
   
  return true; 
 } 
 else if(command == SDO_WRITE) 
 { 
  // CAN Download - Initiate domain download (to can device) 
  if(out_data!=NULL) 
  { 
   for(int i = 0; (i < out_len) && (i < 4); i++) 
    request.message.data[4+i] = ((unsigned char*)out_data)[i]; 
  } 
   
  return true; 
 } 
 else 
 { 
  cout << "Invalid command requested" << endl; 
  return false; 
 } 
} 
 
bool SDORequester::readObject(unsigned short node_id, unsigned short index, unsigned char subindex, 
void *in_data, int *in_len) 
{ 
 return sendAndWait(SDO_READ, node_id, index, subindex, NULL, 0, in_data, in_len); 
} 
 
bool SDORequester::writeObject(unsigned short node_id, unsigned short index, unsigned char subindex, 
void *out_data, int out_len, bool save) 
{ 
 bool ret = sendAndWait(SDO_WRITE, node_id, index, subindex, out_data, out_len, NULL, NULL); 
 if(save) 
  ret = this->save(node_id); 
  
 return ret; 
} 
 
bool SDORequester::save(unsigned short node_id) 
{ 
 bool ret; 
 if(hasAutoSave(node_id)) 
  return true; 
  
 int index = 0x1010; 
 int subindex = 1; 
 char* data = "save"; 
 int len = 4; 
 ret = writeObject(node_id, index, subindex, data, len, false); 
 return ret; 
} 
 
bool SDORequester::hasAutoSave(unsigned short node_id) 
{ 
 char data[4]; 
 int len = 4; 
 int index = 0x1010; 
 int subindex = 1; 
  
 bool ret = readObject(node_id, index, subindex, data, &len); 
 if(!ret) 
  return false; 
  
 if((data[0] & 0x02) != 0) 
  return true; 
 else 
  return false; 
} 
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/* File: SingleHandleInfo.cpp */ 
 
#include "SingleHandleInfo.h" 
 
using namespace std; 
 
SingleHandleInfo::SingleHandleInfo 
        ( 
         const Message & message, 
         bool checknet,  
         bool checkid, 
         int idmask, 
         bool checkrtr,  
         bool check29bit,  
         bool checklength,  
         bool checkdata,  
         bool persistent 
        ) : HandleInfo(persistent) 
{ 
 this->waitfor_message = message; 
 this->checknet = checknet; 
 this->checkid = checkid; 
 this->idmask = idmask; 
 this->checkrtr = checkrtr; 
 this->check29bit = check29bit; 
 this->checklength = checklength; 
 this->checkdata = checkdata; 
 advanced = false; 
} 
 
void SingleHandleInfo::setDataMask(int min_datalength, int max_datalength, 
     unsigned char d1mask, unsigned char d2mask, unsigned char d3mask,  
     unsigned char d4mask, unsigned char d5mask, unsigned char d6mask,  
     unsigned char d7mask, unsigned char d8mask) 
{ 
 advanced = true; 
 datamask[0] = d1mask; 
 datamask[1] = d2mask; 
 datamask[2] = d3mask; 
 datamask[3] = d4mask; 
 datamask[4] = d5mask; 
 datamask[5] = d6mask; 
 datamask[6] = d7mask; 
 datamask[7] = d8mask; 
 this->min_datalength = min_datalength; 
 this->max_datalength = max_datalength; 
} 
 
SingleHandleInfo* SingleHandleInfo::checkAgainst(Message* message) 
{  
 if(checknet && waitfor_message.net != message->net) 
  return NULL; 
  
 if(checkid && (waitfor_message.message.id & idmask) != (message->message.id & idmask)) 
  return NULL; 
  
 if(checkrtr && (waitfor_message.message.len & 0x10) != (message->message.len & 0x10)) 
  return NULL; 
  
 if(check29bit && (waitfor_message.message.id & NTCAN_20B_BASE) != (message->message.id & 
NTCAN_20B_BASE)) 
  return NULL; 
  
 if(advanced) 
 {  
  if((message->message.len & 0x0F) < min_datalength || (message->message.len & 0x0F) > 
max_datalength) 
   return NULL; 
   
  for(unsigned char b = 0; b < (message->message.len & 0x0F); b++) 
   if((waitfor_message.message.data[b] & datamask[b]) != (message->message.data[b] & 
datamask[b])) 
    return NULL; 
 } 
 else 
 {   
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  if((checklength || checkdata) && (waitfor_message.message.len & 0x0F) != (message-
>message.len & 0x0F)) 
   return NULL; 
  
  if(checkdata) 
  { 
   for(unsigned int b = 0; b < waitfor_message.message.len & 0x0F; b++) 
    if(waitfor_message.message.data[b] != message->message.data[b]) 
     return NULL; 
  } 
 } 
 return this; 
} 
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/* File: WorkingThread.cpp */ 
 
#include "WorkingThread.h" 
 
WorkingThread::WorkingThread(CANManager* manager, MessageQueue* write_queue) 
{ 
 this->manager = manager; 
 this->write_queue = write_queue; 
} 
 
void WorkingThread::waitInitialization(unsigned long msecs) 
{ 
 initialized.wait(msecs); 
} 
 
void WorkingThread::sendMessage(const Message &message) 
{ 
 write_queue->putMessage(message); 
} 
  Capitolo 7.2 - Appendici - Appendice B – CAN-Manager - lxxxiii 
/* File: Program.cpp */ 
 
#include "MessageQueue.h" 
#include "CANReceiver.h" 
#include "CANSender.h" 
#include "CANManager.h" 
#include <qthread.h> 
#include <iostream> 
#include <signal.h> 
#include "Sleeper.h" 
#include "SingleHandleInfo.h" 
#include "MultipleHandleInfo.h" 
#include "SDORequester.h" 
#include <qstring.h> 
#include <string.h> 
 
using namespace std; 
 
MessageQueue *read_queue; 
MessageQueue *write_queue; 
 
CANManager *manager; 
CANSender *sender; 
CANReceiver *receiver; 
 
void closing(int sig) 
{ 
 cout << "Signal " << sig << " caught" << endl; 
  
 cout << "Closing CANReceiver" << endl; 
 receiver->close(2000); 
  
 cout << "Closing CANSender" << endl; 
 sender->close(2000); 
  
 cout << "Closing CANManager" << endl; 
 manager->close(2000); 
  
 manager->terminate(); 
 sender->terminate(); 
 receiver->terminate(); 
 
 manager->wait(1000);  
 sender->wait(1000); 
 receiver->wait(1000); 
  
 delete manager; 
 delete receiver; 
 delete sender; 
  
 exit(0); 
} 
 
void quit() 
{ 
 closing(0); 
} 
 
int main(int argc, char* argv[]) 
{ 
 MessageQueue rq, wq; 
 read_queue = &rq; 
 write_queue = &wq; 
  
 int net = 100; 
 int baud = 2; 
 int len; 
 int ids[2048]; 
  
 if(argc==2 && strcmp("-a", argv[1])==0) 
 { 
  cout << "Adding all IDs" << endl; 
  for(int i = 0; i < 2048; i++) 
   ids[i] = i; 
  len = 2048; 
 } 
 else 
 { 
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  ids[0] = 0x0; 
  ids[1] = 0x581; 
  ids[2] = 0x601; 
  ids[3] = 0x300; 
  ids[4] = 0x301; 
  len = 5; 
 } 
 
 cout << "Initialization..." << endl; 
  
 receiver = new CANReceiver(net, baud, ids, len, read_queue); 
 manager = new CANManager(net, read_queue, write_queue); 
 sender = new CANSender(net, baud, write_queue); 
   
 signal(SIGKILL, closing); 
 signal(SIGINT, closing); 
 signal(SIGTERM, closing); 
 
 sender->start(); 
 manager->start(); 
 receiver->start(); 
   
 manager->waitInitialization(); 
  
 cout << "Program running..." << endl; 
  
 while(1) 
 { 
  Sleeper::sleep(1); 
 } 
  
 return 0; 
} 
 
  Capitolo 7.3 - Appendici - Appendice C – CANDDS - lxxxv 
7.3 Appendice C – CANDDS 
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// File: NodeListReader.h 
 
#include <qfile.h> 
#include <qtextstream.h> 
#include <qstring.h> 
#include <qstringlist.h> 
#include <qregexp.h> 
#include <iostream> 
#include "Common.h" 
 
#ifndef __CLASS_NODELISTREADER_ 
#define __CLASS_NODELISTREADER_ 
 
#define MAX_BUFF_SIZE 1024 
 
class NodeListReader 
{ 
public: 
 class NodeIterator; 
 class Node; 
 
private: 
    int net; 
    bool found; 
    Node* list; 
    Node* addNode(int index); 
    Node* getNode(int index); 
    void removeNode(int index); 
    bool parseLine(QString str, QString &cmd, int &index, QString &value); 
public: 
 class Node 
    { 
    private: 
     friend class NodeIterator; 
     friend class NodeListReader; 
        QString name; 
        int index; 
        int write_id; 
        int read_id; 
        bool refreshed; 
        Node *next; 
        Node(int index); 
    public: 
     QString getName(); 
     int getWriteId(); 
     int getReadId(); 
     int getIndex(); 
    }; 
     
    class NodeIterator 
    { 
    private: 
     Node* n; 
     Node* root; 
     bool ready; 
    public: 
     NodeIterator(Node*); 
     bool next(); 
     bool hasNext(); 
     int readId(); 
     int writeId(); 
     int index(); 
     QString name(); 
    }; 
     
    NodeListReader(int net); 
    virtual ~NodeListReader(); 
    void loadConfiguration(); 
    bool fileFound(); 
    NodeIterator createNodeIterator(); 
    Node* findNode(int read_id); 
}; 
 
#endif 
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// File: NodeListReader.cpp 
 
#include "NodeListReader.h" 
 
NodeListReader::Node::Node(int index) 
{ 
    this->index = index; 
    name = ""; 
    read_id = -1; 
    write_id = -1; 
} 
 
QString NodeListReader::Node::getName() 
{ 
 return name; 
} 
 
int NodeListReader::Node::getWriteId() 
{ 
 return write_id; 
} 
 
int NodeListReader::Node::getReadId() 
{ 
 return read_id; 
} 
 
int NodeListReader::Node::getIndex() 
{ 
 return index; 
} 
 
NodeListReader::NodeIterator::NodeIterator(Node* n) 
{ 
 this->n = NULL; 
 this->root = n; 
 this->ready = false; 
} 
 
int NodeListReader::NodeIterator::index() 
{ 
 if(n) 
  return n->index; 
   
 return -1; 
} 
 
int NodeListReader::NodeIterator::readId() 
{ 
 if(n) 
  return n->read_id; 
   
 return -1; 
} 
 
int NodeListReader::NodeIterator::writeId() 
{ 
 if(n) 
  return n->write_id; 
   
 return -1; 
} 
 
QString NodeListReader::NodeIterator::name() 
{ 
 if(n) 
  return n->name; 
   
 return ""; 
} 
 
bool NodeListReader::NodeIterator::next() 
{ 
 if(!ready) 
 { 
  n = root; 
  ready = true; 
 } 
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 else 
 { 
  if(n) 
   n=n->next; 
 } 
  
 if(n) 
  return true; 
  
 return false; 
} 
 
bool NodeListReader::NodeIterator::hasNext() 
{ 
 if(!ready) 
 { 
  if(root) 
   return true; 
  else 
   return false; 
 } 
 else 
 { 
  if(n && n->next) 
   return true; 
  else 
   return false; 
 } 
} 
 
NodeListReader::NodeIterator NodeListReader::createNodeIterator() 
{ 
 NodeListReader::NodeIterator ni(this->list); 
 return ni; 
} 
 
NodeListReader::Node* NodeListReader::getNode(int index) 
{ 
    NodeListReader::Node *n = list; 
    while(n!=NULL && n->index!=index) 
        n=n->next; 
     
    if(n!=NULL) 
        n->refreshed = true; 
     
    return n; 
} 
 
NodeListReader::Node* NodeListReader::addNode(int index) 
{ 
    NodeListReader::Node *n = new Node(index); 
     
    NodeListReader::Node *tail = list; 
    while(tail!=NULL && tail->next!=NULL) 
        tail=tail->next; 
     
    if(tail==NULL) 
     list = n; 
    else 
     tail->next = n; 
 
    n->next = NULL; 
    n->refreshed = true; 
    return n; 
} 
 
void NodeListReader::removeNode(int index) 
{ 
    NodeListReader::Node *prev = list; 
    NodeListReader::Node *n = list; 
    NodeListReader::Node *next; 
     
    while(n!=NULL && n->index != index) 
    { 
        prev = n; 
        n = n->next; 
    } 
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    if(n!=NULL) 
    { 
        next = n->next; 
        delete(n); 
        if(n==list) 
            list = next; 
        else 
            prev->next = next; 
    } 
} 
 
bool NodeListReader::parseLine(QString str, QString &cmd, int &index, QString &value) 
{ 
    str = str.stripWhiteSpace(); 
    if(cmd.startsWith("#")) 
        return false; 
     
    QRegExp regex("([[]|[]]|\\s*=\\s*)"); 
    QStringList sl = QStringList::split(regex, str); 
    if(sl.count()!=3) 
        return false; 
     
    if(sl[0].startsWith("#")) 
        return false; 
     
    cmd = sl[0]; 
     
    bool ok = false; 
    index = sl[1].toInt(&ok); 
    if(!ok) 
        return false; 
     
    value = sl[2]; 
    value.remove("\""); 
     
    return true; 
} 
 
void NodeListReader::loadConfiguration() 
{ 
    NodeListReader::Node *n = list; 
    while(n!=NULL) 
    { 
        n->refreshed = false; 
        n=n->next; 
    } 
  
  QString filename = confPath + QString("canmngr."); 
  filename += QString::number(net); 
  filename += ".conf"; 
   
    QFile f(filename); 
     
    if(f.exists()) 
    { 
     found = true; 
     f.open( IO_ReadOnly | IO_Translate ); 
     QTextStream stream(&f); 
     
     while(!stream.atEnd()) 
     { 
         QString line; 
         QString cmd; 
         int index; 
         QString value; 
          
         line = stream.readLine(); 
         bool ok; 
         bool ret = parseLine(line, cmd, index, value); 
         if(ret) 
         { 
             n = getNode(index); 
             if(n==NULL) 
                 n = addNode(index); 
              
             if(cmd.lower()=="nodereadid") 
             { 
                 int read_id = value.toInt(&ok, 0); 
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                 if(ok) 
                     n->read_id = read_id; 
             } 
             else if(cmd.lower()=="nodewriteid") 
             { 
                 int write_id = value.toInt(&ok, 0); 
                 if(ok) 
                     n->write_id = write_id; 
             } 
             else if(cmd.lower()=="nodename") 
                 // Value is an IP address in dotted decimal presentation 
                 n->name = value; 
         } 
     } 
      
     f.close(); 
    } 
    else 
    { 
     found = false; 
    } 
    // Purging list removing incomplete entries or removed (not refreshed) 
    bool modified = false; 
    do 
    { 
        modified = false; 
        Node *n = list; 
        while(n!=NULL) 
        { 
            if(n->read_id == -1 || n->write_id == -1 || n->name == "" || !n->refreshed) 
            { 
                removeNode(n->index); 
                modified = true; 
                break; 
            } 
            else 
                n=n->next; 
        } 
    } while (modified); 
} 
 
NodeListReader::NodeListReader(int net) 
{ 
    this->list = NULL; 
    this->net = net; 
    this->found = false; 
    loadConfiguration(); 
} 
 
bool NodeListReader::fileFound() 
{ 
 return found; 
} 
 
NodeListReader::Node* NodeListReader::findNode(int read_id) 
{ 
 NodeListReader::Node *n = list; 
 while(n!=NULL && n->read_id!=read_id) 
  n=n->next; 
     
    if(n!=NULL) 
        return n; 
     
    return NULL; 
} 
 
NodeListReader::~NodeListReader() 
{ 
 NodeListReader::Node *n = list; 
 while(list!=NULL) 
 { 
  list=list->next; 
  delete(n); 
  n=list; 
    } 
} 
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// File: CanNode.h 
 
#ifndef _CANNODE_H 
#define _CANNODE_H 
 
#include <qstring.h> 
#include <qdatetime.h> 
#include "NodeListReader.h" 
 
const int CAN_NODE_TIMEOUT = 3; // seconds 
 
enum CAN_NODE_STATUS 
{ 
 CAN_NODE_INITIALIZING, 
 CAN_NODE_WORKING, 
 CAN_NODE_ERROR, 
 CAN_NODE_INVALID = -1 
}; 
 
class CanNodeList 
{ 
public: 
 class CanNode; 
 class CanNodeIterator; 
 
private: 
 CanNode* list; 
 CanNode* addCanNode(int index, QString name, int read_id, int write_id); 
 
public: 
 class CanNode 
 { 
 private: 
  friend class CanNodeList; 
  friend class CanNodeIterator; 
        QString name; 
        int index; 
        int write_id; 
        int read_id; 
  int status; 
  int value; 
  bool seen; 
  QDateTime timestamp; 
  CanNode* next; 
  CanNode(int index, QString name, int read_id, int write_id); 
 public: 
     QString getName(); 
     int getWriteId(); 
     int getReadId(); 
     int getIndex(); 
  int getStatus(); 
  int getValue(); 
  QDateTime getTimestamp(); 
  void update(int value); 
  void error(); 
  bool isActive(); 
  bool hasBeenSeen(); 
 }; 
  
 class CanNodeIterator 
 { 
 private: 
     CanNode* n; 
     CanNode* root; 
     bool ready; 
    public: 
     CanNodeIterator(CanNode*); 
     bool next(); 
     bool hasNext(); 
     int readId(); 
     int writeId(); 
     int index(); 
     QString name(); 
     int value(); 
     int status(); 
     QDateTime timestamp(); 
     bool active(); 
     bool seen(); 
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     void update(int value); 
     void error(); 
     CanNode* getPointer(); 
 }; 
  
 CanNodeList(); 
 virtual ~CanNodeList(); 
 CanNodeList(NodeListReader*); 
 CanNodeIterator createCanNodeIterator(); 
 CanNode* findNode(int read_id); 
}; 
 
#endif 
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// File: CanNode.cpp 
 
#include "CanNode.h" 
 
CanNodeList::CanNode::CanNode(int index, QString name, int read_id, int write_id) 
{ 
 this->index = index; 
 this->name = name; 
 this->read_id = read_id; 
 this->write_id = write_id; 
 this->status = CAN_NODE_INITIALIZING; 
 this->value = 0; 
 this->timestamp = QDateTime::currentDateTime(); 
 this->seen = false; 
} 
 
int CanNodeList::CanNode::getIndex() 
{ 
 return index; 
} 
 
QString CanNodeList::CanNode::getName() 
{ 
 return name; 
} 
 
int CanNodeList::CanNode::getReadId() 
{ 
 return read_id; 
} 
 
int CanNodeList::CanNode::getWriteId() 
{ 
 return write_id; 
} 
 
int CanNodeList::CanNode::getStatus() 
{ 
 return status; 
} 
 
int CanNodeList::CanNode::getValue() 
{ 
 return value; 
} 
 
QDateTime CanNodeList::CanNode::getTimestamp() 
{ 
 return timestamp; 
} 
 
void CanNodeList::CanNode::update(int value) 
{ 
 this->value = value; 
 this->seen = true; 
 this->status = CAN_NODE_WORKING; 
 timestamp = QDateTime::currentDateTime(); 
} 
 
void CanNodeList::CanNode::error() 
{ 
 this->status = CAN_NODE_ERROR; 
} 
 
bool CanNodeList::CanNode::isActive() 
{ 
 return timestamp.secsTo(QDateTime::currentDateTime()) <= CAN_NODE_TIMEOUT ? true : false; 
} 
 
bool CanNodeList::CanNode::hasBeenSeen() 
{ 
 return seen; 
} 
 
CanNodeList::CanNodeIterator::CanNodeIterator(CanNode* n) 
{ 
 this->n = NULL; 
 this->root = n; 
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 this->ready = false; 
} 
 
int CanNodeList::CanNodeIterator::index() 
{ 
 if(n) 
  return n->index; 
   
 return -1; 
} 
 
int CanNodeList::CanNodeIterator::readId() 
{ 
 if(n) 
  return n->read_id; 
   
 return -1; 
} 
 
int CanNodeList::CanNodeIterator::writeId() 
{ 
 if(n) 
  return n->write_id; 
   
 return -1; 
} 
 
int CanNodeList::CanNodeIterator::value() 
{ 
 if(n) 
  return n->value; 
   
 return CAN_NODE_INVALID; 
} 
 
int CanNodeList::CanNodeIterator::status() 
{ 
 if(n) 
  return n->status; 
   
 return CAN_NODE_INVALID; 
} 
 
QDateTime CanNodeList::CanNodeIterator::timestamp() 
{ 
 if(n) 
  return n->timestamp; 
   
 return QDateTime(); 
} 
 
QString CanNodeList::CanNodeIterator::name() 
{ 
 if(n) 
  return n->name; 
   
 return ""; 
} 
 
bool CanNodeList::CanNodeIterator::active() 
{ 
 if(n) 
  return n->isActive(); 
  
 return false; 
} 
 
bool CanNodeList::CanNodeIterator::seen() 
{ 
 if(n) 
  return n->hasBeenSeen(); 
  
 return false; 
} 
 
void CanNodeList::CanNodeIterator::update(int value) 
{ 
 if(n) 
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  n->update(value); 
} 
 
void CanNodeList::CanNodeIterator::error() 
{ 
 if(n) 
  n->error(); 
} 
 
CanNodeList::CanNode* CanNodeList::CanNodeIterator::getPointer() 
{ 
 return n; 
} 
 
bool CanNodeList::CanNodeIterator::next() 
{ 
 if(!ready) 
 { 
  n = root; 
  ready = true; 
 } 
 else 
 { 
  if(n) 
   n=n->next; 
 } 
  
 if(n) 
  return true; 
  
 return false; 
} 
 
bool CanNodeList::CanNodeIterator::hasNext() 
{ 
 if(!ready) 
 { 
  if(root) 
   return true; 
  else 
   return false; 
 } 
 else 
 { 
  if(n && n->next) 
   return true; 
  else 
   return false; 
 } 
} 
 
CanNodeList::CanNodeIterator CanNodeList::createCanNodeIterator() 
{ 
 CanNodeList::CanNodeIterator ni(this->list); 
 return ni; 
} 
 
CanNodeList::CanNode* CanNodeList::addCanNode(int index, QString name, int read_id, int write_id) 
{ 
 CanNodeList::CanNode *n = new CanNode(index, name, read_id, write_id); 
     
 CanNodeList::CanNode *tail = list; 
 while(tail!=NULL && tail->next!=NULL) 
  tail=tail->next; 
     
 if(tail==NULL) 
  list = n; 
 else 
  tail->next = n; 
 
 n->next = NULL; 
 return n; 
} 
 
CanNodeList::CanNode* CanNodeList::findNode(int read_id) 
{ 
 CanNodeList::CanNode *n = list; 
 while(n!=NULL && n->read_id!=read_id) 
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  n=n->next; 
     
 if(n!=NULL) 
  return n; 
     
 return NULL; 
} 
 
CanNodeList::CanNodeList() 
{ 
 this->list = NULL; 
} 
 
CanNodeList::CanNodeList(NodeListReader *nodelist) 
{ 
 this->list = NULL; 
 NodeListReader::NodeIterator ni = nodelist->createNodeIterator(); 
 while(ni.next()) 
  addCanNode(ni.index(), ni.name(), ni.readId(), ni.writeId()); 
} 
 
CanNodeList::~CanNodeList() 
{ 
 CanNodeList::CanNode *n = list; 
 while(list!=NULL) 
 { 
  list=list->next; 
  delete(n); 
  n=list; 
    } 
} 
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// File: NetSend.h 
 
#include "CanNode.h" 
#include <dds_dcps.h> 
#include "server.h" 
#include <iostream> 
#include <qdatetime.h> 
#include "Common.h" 
#include "myntcan.h" 
#include "Message.h" 
#include "CANManager.h" 
#include "Sleeper.h" 
 
extern unsigned short net; 
 
#ifndef _CAN_RESPONSES_ENUM_ 
#define _CAN_RESPONSES_ENUM_ 
enum CAN_RESPONSES 
{ 
 CAN_RESPONSE_OK = 200, 
 CAN_RESPONSE_ERROR = 400, 
 CAN_RESPONSE_WRONGVALUE, 
 CAN_RESPONSE_TIMEOUT 
}; 
#endif 
 
// Max wait time in milliseconds, 0.5 seconds 
#define MAX_WAIT 500 
 
void initNet(CanNodeList *nodes, CANManager *manager); 
void deinitNet(void); 
void sendCanEvent(CanNodeList::CanNode* node_before, CanNodeList::CanNode* node_after); 
void sendCanInfo(CanNodeList::CanNode* node, int requested_value, int return_code, const char* 
return_message); 
void sendCanAlert(CanNodeList::CanNode* node); 
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//File: NetSend.cpp 
 
#include "NetSend.h" 
 
using namespace std; 
 
CanNodeList *node_list; 
CANManager *can_manager; 
 
unsigned short net; 
// Common vars 
DDS_DomainId_t domainId = NULL; 
int sample_count = 100; 
DDS_DomainParticipant participant = NULL; 
DDS_Publisher publisher = NULL; 
DDS_Subscriber subscriber = NULL; 
int count = 0; 
DDS_ReturnCode_t retcode; 
 
// For each type: CANEvent (W), CANInfo (W), CANAlert (W), CANCommand (R) 
DDS_Topic can_event_topic = NULL; 
CANEventTypeSupport can_event_ts = NULL; 
CANEventDataWriter can_event_writer = NULL; 
DDS_string can_event_type_name = NULL; 
 
DDS_Topic can_info_topic = NULL; 
CANInfoTypeSupport can_info_ts = NULL; 
CANInfoDataWriter can_info_writer = NULL; 
DDS_string can_info_type_name = NULL; 
 
DDS_Topic can_alert_topic = NULL; 
CANAlertTypeSupport can_alert_ts = NULL; 
CANAlertDataWriter can_alert_writer = NULL; 
DDS_string can_alert_type_name = NULL; 
 
DDS_Topic can_command_topic = NULL; 
CANCommandTypeSupport can_command_ts = NULL; 
DDS_string can_command_type_name = NULL; 
struct DDS_DataReaderListener *can_command_reader_listener = NULL; 
DDS_DataReader can_command_reader = NULL; 
 
/* Listener used to receive notifications on data updates */ 
void on_CANCommandData_available (void *listener_data, DDS_DataReader reader) 
{ 
  listener_data = NULL; 
  CANCommandDataReader can_command_reader = reader; 
  DDS_sequence_CANCommand *data_seq = NULL; 
  DDS_SampleInfoSeq *info_seq = NULL; 
 
  data_seq = DDS_sequence_CANCommand__alloc(); 
  info_seq = DDS_SampleInfoSeq__alloc(); 
  retcode = CANCommandDataReader_take( 
    can_command_reader, 
    data_seq, 
    info_seq, 
    DDS_LENGTH_UNLIMITED, 
    DDS_ANY_SAMPLE_STATE, 
    DDS_ANY_VIEW_STATE, 
    DDS_ANY_INSTANCE_STATE 
  ); 
 
  for (unsigned i = 0; i < data_seq->_length; ++i) 
  { 
    if (info_seq->_buffer[i].valid_data) 
    { 
      if(data_seq->_buffer[i].net_id == net) 
      { 
        CanNodeList::CanNode *node = node_list->findNode(data_seq->_buffer[i].node_id); 
        if(node) 
        { 
          if(node->getStatus()!=CAN_NODE_WORKING) 
          { 
            sendCanAlert(node); 
            cout << "INFO: Requested action on NOT working node " 
               << node->getName() << endl; 
            logFile << curtime << "INFO: Requested action on NOT working node " 
                  << node->getName() << endl; 
          } 
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          else 
          { 
            switch(data_seq->_buffer[i].command) 
            { 
              case CAN_COMMAND_GETVALUE:     
                sendCanInfo( 
                  node, 
                  data_seq->_buffer[i].value, 
                  CAN_RESPONSE_OK, 
                  "Status read correctly" 
                ); 
                cout << "INFO: Requested status of working node " 
                   << node->getName() << endl; 
                logFile << curtime 
                    << "INFO: Requested status of working node " 
                    << node->getName() << endl; 
                break; 
               
              case CAN_COMMAND_SETVALUE: 
                if(data_seq->_buffer[i].value <= 0xFF) 
                {                   
                  if(node->getValue() == data_seq->_buffer[i].value) 
                  { 
                    cout << "INFO: Requested current value with command SETVALUE(" 
                       << data_seq->_buffer[i].value << ") for node " << node->getName() << endl; 
                    logFile << curtime << "INFO: Requested current value with command SETVALUE(" 
                        << data_seq->_buffer[i].value << ") for node " << node->getName() << endl; 
                    sendCanInfo( 
                      node, 
                      data_seq->_buffer[i].value, 
                      CAN_RESPONSE_OK, 
                      "Value already set" 
                    ); 
                  } 
                  else 
                  { 
                    cout << "INFO: Requested command SETVALUE(" 
                       << data_seq->_buffer[i].value << ") for node " << node->getName() << endl; 
                    logFile << curtime << "INFO: Requested command SETVALUE(" 
                        << data_seq->_buffer[i].value << ") for node " << node->getName() << endl; 
                     
                    Message m; 
                    m.net = net; 
                    m.message.id = node->getWriteId(); 
                    m.message.len = 1; 
                    m.message.data[0] = data_seq->_buffer[i].value; 
                    can_manager->sendMessage(m); 
                    int count = 0; 
                     
                    while(node->getValue() != data_seq->_buffer[i].value 
                          && node->getStatus() == CAN_NODE_WORKING && (count < MAX_WAIT)) 
                    { 
                      Sleeper::usleep(1000); // microseconds 
                      count+=1; 
                    } 
                     
                    if(node->getStatus()!=CAN_NODE_WORKING) 
                    { 
                      sendCanAlert(node); 
                      cout << "INFO: Requested command SETVALUE(" << data_seq->_buffer[i].value  
                         << ") on NOT responding node " << node->getName() << endl; 
                      logFile << curtime << "INFO: Requested command SETVALUE(" 
                         << data_seq->_buffer[i].value  
                         << ") on NOT responding node " << node->getName() << endl; 
                    } 
                    else 
                    { 
                      if(count >= MAX_WAIT) 
                      { 
                        cout << "INFO: Timeout changing value of node " 
                             << node->getName() << " with command SETVALUE(" 
                             << data_seq->_buffer[i].value << ")" << endl; 
                        logFile << curtime << "INFO: Timeout changing value of node " 
                                << node->getName() << " with command SETVALUE(" 
                                << data_seq->_buffer[i].value << ")" << endl; 
                        sendCanInfo( 
                          node, 
                          data_seq->_buffer[i].value, 
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                          CAN_RESPONSE_TIMEOUT, 
                          "Timeout changing value of node" 
                        ); 
                      } 
                      else 
                      { 
                        cout << "INFO: Value of node " << node->getName() 
                             << " changed with command SETVALUE(" 
                             << data_seq->_buffer[i].value << ")" << endl; 
                        logFile << curtime << "INFO: Value of node " 
                                << node->getName() << " changed with command SETVALUE(" 
                                << data_seq->_buffer[i].value << ")" << endl; 
                        sendCanInfo( 
                          node, 
                          data_seq->_buffer[i].value, 
                          CAN_RESPONSE_OK, 
                          "Value correctly set" 
                        ); 
                      } 
                    } 
                  } 
                } 
                else 
                { 
                  cout << "WARNING: Requested command SETVALUE with incorrect value " 
                       << data_seq->_buffer[i].value << " on node " << node->getName() << endl; 
                  logFile << curtime << "WARNING: Requested command SETVALUE with incorrect value " 
                          << data_seq->_buffer[i].value << " on node " << node->getName() << endl; 
                  sendCanInfo( 
                    node, 
                    data_seq->_buffer[i].value, 
                    CAN_RESPONSE_WRONGVALUE, 
                    "Wrong value specified for SETVALUE command" 
                  ); 
                } 
                break; 
              default: 
                cout << "Requested unknown command: " << data_seq->_buffer[i].command << endl; 
                logFile << curtime << "Requested unknown command: " 
                        << data_seq->_buffer[i].command << endl; 
            } 
          } 
        } 
        else 
        { 
          cout << "WARNING: Requested command for unmanaged node " 
               << data_seq->_buffer[i].node_id << endl; 
          logFile << curtime << "WARNING: Requested command for unmanaged node " 
                  << data_seq->_buffer[i].node_id << endl; 
        } 
      } 
    } 
  } 
 
  retcode = CANCommandDataReader_return_loan(can_command_reader, data_seq, info_seq); 
  DDS_free(data_seq); 
  DDS_free(info_seq);  
} 
 
void initNet(CanNodeList *nodes, CANManager *manager) 
{ 
  node_list = nodes; 
  can_manager = manager; 
   
  participant = DDS_DomainParticipantFactory_create_participant( 
    DDS_TheParticipantFactory, 
    domainId, 
    DDS_PARTICIPANT_QOS_DEFAULT, 
    NULL, 
    0 
  ); 
  publisher = DDS_DomainParticipant_create_publisher( 
    participant, 
    DDS_PARTICIPANT_QOS_DEFAULT, 
    NULL, 
    0 
  ); 
  subscriber = DDS_DomainParticipant_create_subscriber( 
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    participant, 
    DDS_SUBSCRIBER_QOS_DEFAULT, 
    NULL, 
    0 
  ); 
   
  can_event_ts = CANEventTypeSupport__alloc(); 
  can_event_type_name = CANEventTypeSupport_get_type_name(can_event_ts); 
  retcode = CANEventTypeSupport_register_type(can_event_ts, participant, can_event_type_name); 
  can_event_topic = DDS_DomainParticipant_create_topic( 
    participant, 
    "Example_CANEvent", 
    can_event_type_name, 
    DDS_TOPIC_QOS_DEFAULT, 
    NULL, 
    0 
  ); 
  can_event_writer = DDS_Publisher_create_datawriter( 
    publisher, 
    can_event_topic, 
    DDS_DATAWRITER_QOS_DEFAULT, 
    NULL, 
    0 
  ); 
   
  can_info_ts = CANInfoTypeSupport__alloc(); 
  can_info_type_name = CANInfoTypeSupport_get_type_name(can_info_ts); 
  retcode = CANInfoTypeSupport_register_type(can_info_ts, participant, can_info_type_name); 
  can_info_topic = DDS_DomainParticipant_create_topic( 
    participant, 
    "Example_CANInfo", 
    can_info_type_name, 
    DDS_TOPIC_QOS_DEFAULT, 
    NULL, 
    0 
  ); 
  can_info_writer = DDS_Publisher_create_datawriter( 
    publisher, 
    can_info_topic, 
    DDS_DATAWRITER_QOS_DEFAULT, 
    NULL, 
    0 
  ); 
   
  can_alert_ts = CANAlertTypeSupport__alloc(); 
  can_alert_type_name = CANAlertTypeSupport_get_type_name(can_alert_ts); 
  retcode = CANAlertTypeSupport_register_type(can_alert_ts, participant, can_alert_type_name); 
  can_alert_topic = DDS_DomainParticipant_create_topic( 
    participant, 
    "Example_CANAlert", 
    can_alert_type_name, 
    DDS_TOPIC_QOS_DEFAULT, 
    NULL, 
    0 
  ); 
  can_alert_writer = DDS_Publisher_create_datawriter( 
    publisher, 
    can_alert_topic, 
    DDS_DATAWRITER_QOS_DEFAULT, 
    NULL, 
    0 
  ); 
 
  can_command_ts = CANCommandTypeSupport__alloc(); 
  can_command_type_name = CANCommandTypeSupport_get_type_name(can_command_ts); 
  retcode = CANCommandTypeSupport_register_type(can_command_ts, participant, can_command_type_name); 
  can_command_topic = DDS_DomainParticipant_create_topic( 
    participant, 
    "Example_CANCommand", 
    can_command_type_name, 
    DDS_TOPIC_QOS_DEFAULT, 
    NULL, 
    0 
  ); 
  /* Create data reader listener */ 
  can_command_reader_listener = DDS_DataReaderListener__alloc(); 
  can_command_reader_listener->listener_data = NULL; 
  can_command_reader_listener->on_data_available = (void (*)(void *, DDS_DataReader))  
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                                                     on_CANCommandData_available; 
  can_command_reader_listener->on_requested_deadline_missed = NULL; 
  can_command_reader_listener->on_requested_incompatible_qos = NULL; 
  can_command_reader_listener->on_sample_rejected = NULL; 
  can_command_reader_listener->on_liveliness_changed = NULL; 
  can_command_reader_listener->on_subscription_matched = NULL; 
  can_command_reader_listener->on_sample_lost = NULL; 
  can_command_reader = DDS_Subscriber_create_datareader( 
    subscriber, 
    can_command_topic, 
    DDS_DATAREADER_QOS_DEFAULT, 
    can_command_reader_listener, 
    DDS_DATA_AVAILABLE_STATUS 
  );   
} 
 
void sendCanInfo(CanNodeList::CanNode* node, 
                 int requested_value, 
                 int return_code, 
                 const char* return_message) 
{ 
  CANInfo instance; 
  DDS_InstanceHandle_t instance_handle = DDS_HANDLE_NIL; 
 
  instance.net_id = net; 
  instance.node_id = node->getReadId(); 
  instance.status = node->getStatus(); 
  instance.value = node->getValue(); 
   
  QString qtts = node->getTimestamp().toString(Qt::ISODate); 
  DDS_string ts = DDS_string_alloc(qtts.length()); 
  strcpy(ts, qtts.ascii()); 
  instance.last_timestamp = ts; 
  instance.requested_value = requested_value; 
  instance.return_code = return_code; 
   
  DDS_string ret_msg = DDS_string_alloc(strlen(return_message)); 
  strcpy(ret_msg, return_message); 
  instance.return_message = ret_msg; 
   
  instance_handle = CANInfoDataWriter_register_instance(can_info_writer, &instance); 
   
  CANInfoDataWriter_write(can_info_writer, &instance, instance_handle); 
   
  DDS_free(ret_msg); 
  DDS_free(ts); 
} 
 
void sendCanAlert(CanNodeList::CanNode* node) 
{ 
  CANAlert instance; 
  DDS_InstanceHandle_t instance_handle = DDS_HANDLE_NIL; 
   
  instance.net_id = net; 
  instance.node_id = node->getReadId(); 
   
  QString error_message = ""; 
  if(node->getStatus() == CAN_NODE_INITIALIZING) 
    error_message = "Node " + node->getName() + " never discovered within first " 
                    + QString::number(CAN_NODE_TIMEOUT) + " seconds"; 
  else if(node->getStatus() == CAN_NODE_WORKING) 
    error_message = "Node " + node->getName() + " not working anymore since " 
                    + QString::number(CAN_NODE_TIMEOUT) + " seconds"; 
  else if(node->getStatus() == CAN_NODE_ERROR) 
  { 
    if(node->hasBeenSeen()) 
      error_message = "Node " + node->getName() + " not working anymore since " 
                      + node->getTimestamp().toString(); 
    else 
      error_message = "Node " + node->getName() + " never discovered"; 
  } 
  QString qtts = node->getTimestamp().toString(Qt::ISODate); 
  DDS_string ts = DDS_string_alloc(qtts.length()); 
  strcpy(ts, qtts.ascii()); 
  instance.last_timestamp = ts; 
   
  DDS_string errmsg = DDS_string_alloc(error_message.length()); 
  strcpy(errmsg, error_message.ascii()); 
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  instance.error_message = errmsg; 
  instance.last_status = node->getStatus(); 
  instance.last_value = node->getValue(); 
   
  instance_handle = CANAlertDataWriter_register_instance(can_alert_writer, &instance); 
  CANAlertDataWriter_write(can_alert_writer, &instance, instance_handle); 
   
  DDS_free(errmsg); 
} 
 
void sendCanEvent(CanNodeList::CanNode* node_before, CanNodeList::CanNode* node_after) 
{ 
  CANEvent instance; 
  DDS_InstanceHandle_t instance_handle = DDS_HANDLE_NIL; 
 
  instance.net_id = net; 
  instance.node_id = node_before->getReadId(); 
  instance.last_status = node_before->getStatus(); 
  instance.last_value = node_before->getValue(); 
  instance.new_status = node_after->getStatus(); 
  instance.new_value = node_after->getValue(); 
  QString qtts = node_after->getTimestamp().toString(Qt::ISODate); 
  DDS_string ts = DDS_string_alloc(qtts.length()); 
  strcpy(ts, qtts.ascii()); 
  instance.timestamp = ts; 
   
  instance_handle = CANEventDataWriter_register_instance(can_event_writer, &instance); 
  CANEventDataWriter_write(can_event_writer, &instance, instance_handle); 
   
  DDS_free(ts); 
} 
 
void deinitNet() 
{ 
  DDS_DomainParticipant_delete_contained_entities(participant); 
  DDS_DomainParticipantFactory_delete_participant(DDS_TheParticipantFactory, participant); 
  DDS_free(can_event_ts); 
  DDS_free(can_info_ts); 
  DDS_free(can_alert_ts); 
  DDS_free(can_command_ts); 
} 
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// Funzione main, estratta dal file: Program.cpp 
 
int main(int argc, char* argv[]) 
{ 
 char *str_net= NULL; 
 int int_net = -1; 
 int option; 
 opterr = 0; 
  
 while((option = getopt(argc, argv, "n:")) != -1) 
 { 
  switch(option) 
  { 
   case 'n': 
    str_net = optarg; 
    int_net = atoi(str_net); 
    break; 
   case '?': 
    if (optopt == 'n') 
     cerr << "Option -" << char(optopt) << " requires an argument" << endl; 
    else if (isprint (optopt)) 
     cerr << "Unknown option `-" << char(optopt) << "'" << endl; 
    else 
     cerr << "Unknown option character `\\x" << hex << optopt << "'" << endl; 
    return 1; 
    break; 
   default: 
    abort(); 
    break; 
  } 
 } 
 
 if(int_net==-1) 
 {  
  cerr << "Missing required argument -n (net number)" << endl; 
  return 1; 
 } 
  
 net = int_net; 
  
 char* virgoData = getenv("VIRGODATA"); 
 if(virgoData) 
 { 
  logPath = virgoData; 
  confPath = virgoData; 
 } 
 else 
 { 
  logPath = "/virgoData"; 
  confPath = "/virgoData"; 
 } 
  
 logPath += "/Sa/control/canmngr/log/"; 
 confPath += "/Sa/control/canmngr/conf/"; 
  
 NetListReader netListReader; 
 if(!netListReader.existsNet(net)) 
 { 
  cerr << "Net ID not found in configuration file" << endl; 
  cerr << tab << "Available NET IDs:" << endl; 
  NetListReader::PeerIterator pi = netListReader.createPeerIterator(); 
  while(pi.next()) 
   cerr << tab << tab << "[" << pi.index() << "] Net ID: " << pi.net() 
                   << ", IP: " << pi.ip() << endl; 
  return 1; 
 } 
  
 NodeListReader nodeListReader(net); 
 if(!nodeListReader.fileFound()) 
 { 
  cerr << "Configuration file for Net " << net << " not found" << endl; 
  return 1; 
 } 
 NodeListReader::NodeIterator ni = nodeListReader.createNodeIterator(); 
 if(!ni.hasNext()) 
 { 
  cerr << "No nodes found in configuration file for Net " << net 
               << ", nothing to be managed" << endl; 
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  return 1; 
 } 
  
 if(singleInstance(str_net)<0) 
  return 1; 
  
 QString logfile = logPath + QString("canmngr_net_") + QString::number(int_net) 
                       + QString(".log"); 
 logFile.open(logfile.ascii(), ios_base::out | ios_base::app); 
 logFile << "---------------------------------------------------------------------------------"  
             << endl; 
  
 int count = 0; 
 int baud = 2; // 500Kbits 
 int ids[2048]; 
  
 cout << "Running CanManager for Net " << net << endl 
          << tab << "Managing following nodes:" << endl; 
 logFile << curtime << "Running CanManager for Net " << net << endl; 
 logFile << curtime << "Managing following nodes:" << endl; 
 while(ni.next()) 
 { 
  ids[count++] = ni.readId(); 
  ids[count++] = ni.writeId(); 
  cout << tab << tab << "[" << ni.index() << "] Read ID: " << dec << ni.readId() 
               << " (0x" << hex << ni.readId() << "), Write ID: " << dec << ni.writeId() 
               << " (0x" << hex << ni.writeId() << "), Name: " << ni.name() << dec << endl; 
  logFile << tab << tab << "[" << ni.index() << "] Read ID: " << dec << ni.readId() 
                 << " (0x" << hex << ni.readId() << "), Write ID: " << dec << ni.writeId() 
                 << " (0x" << hex << ni.writeId() << "), Name: " << ni.name() << dec << endl; 
 } 
  
 CanNodeList nodes(&nodeListReader); 
  
 MessageQueue rq, wq; 
 read_queue = &rq; 
 write_queue = &wq; 
  
 receiver = new CANReceiver(net, baud, ids, count, read_queue); 
 manager = new CANManager(net, read_queue, write_queue, &nodes); 
 sender = new CANSender(net, baud, write_queue); 
  
 cout << "Initializing Network..." << endl; 
 logFile << curtime << "Initializing Network..." << endl; 
 initNet(&nodes, manager); 
  
 cout << "Initializing CAN..." << endl; 
 logFile << curtime  << "Initializing CAN..." << endl; 
  
 signal(SIGKILL, closing); 
 signal(SIGINT, closing); 
 signal(SIGTERM, closing); 
  
 sender->start(); 
 manager->start(); 
 receiver->start(); 
   
 manager->waitInitialization(); 
  
 cout << "Running..." << endl; 
 logFile << curtime << "Running..." << endl; 
  
 while(1) 
 { 
  Sleeper::sleep(1); 
   
  CanNodeList::CanNodeIterator cni = nodes.createCanNodeIterator(); 
  while(cni.next()) 
  { 
   if(!cni.active() && cni.status() != CAN_NODE_ERROR) 
   { 
    CanNodeList::CanNode *node = cni.getPointer(); 
     
    if(cni.status() == CAN_NODE_INITIALIZING) 
    { 
     // Node never discovered within CAN_NODE_TIMEOUT seconds 
     cerr << "ERROR: Node " << cni.name() << " never discovered within first " 
                             << CAN_NODE_TIMEOUT << " seconds" << endl; 
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     logFile << curtime << "ERROR: Node " << cni.name() 
                                << " never discovered within first " << CAN_NODE_TIMEOUT 
                                << " seconds" << endl; 
    } 
    else if(cni.status() == CAN_NODE_WORKING) 
    { 
     // Node not working anymore 
     cerr << "ERROR: Node " << cni.name() << " is not working anymore" << endl; 
     logFile << curtime << "ERROR: Node " << cni.name() 
                                << " is not working anymore" << endl; 
    } 
     
    CanNodeList::CanNode node_before = *node; 
    sendCanAlert(node); 
    cni.error(); 
     
    cerr << "EVENT: Node " << node->getName() << " changed: Status: " 
                        << node_before.getStatus() << " -> " << node->getStatus() 
      << ", Value: " << node_before.getValue() << " -> " << node->getValue() 
                        << endl; 
    logFile << curtime << "EVENT: Node " << node->getName() << " changed: Status: " 
                           << node_before.getStatus() << " -> " << node->getStatus() 
        << ", Value: " << node_before.getValue() << " -> " 
                           << node->getValue() << endl; 
    sendCanEvent(&node_before, node); 
   } 
  } 
 } 
  
 quit(); 
 return 0; 
} 
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// File CanDDSSend.cpp 
 
#include <stdio.h> 
#include <stdlib.h> 
#include <string.h> 
#include <unistd.h> // needed for sleep() 
 
#include <dds_dcps.h> 
#include "server.h" 
#include <iostream> 
#include <qstring.h> 
#include <sys/time.h> 
#include <pthread.h> 
#include <errno.h> 
 
using namespace std; 
 
#define WAIT_TIME_SECONDS 3 
 
int int_net = -1; 
int int_id = -1; 
int int_val = -1; 
QString command; 
bool setting = false; 
pthread_cond_t received; 
pthread_mutex_t mutex; 
 
DDS_DomainId_t domainId = NULL; 
DDS_DomainParticipant participant = NULL; 
DDS_Publisher publisher = NULL; 
DDS_Subscriber subscriber = NULL; 
DDS_ReturnCode_t retcode; 
 
/* CANCommand writer */ 
CANCommandTypeSupport CANCommandTS = NULL;  
DDS_Topic command_topic = NULL; 
CANCommandDataWriter can_command_writer = NULL; 
/* End of CANCommand writer */ 
 
/* CANInfo reader */ 
DDS_Topic can_info_topic = NULL; 
CANInfoTypeSupport can_info_ts = NULL; 
DDS_string can_info_type_name = NULL; 
struct DDS_DataReaderListener *can_info_reader_listener = NULL; 
DDS_DataReader can_info_reader = NULL; 
/* End of CANInfo reader */ 
 
/* CANAlert reader */ 
DDS_Topic can_alert_topic = NULL; 
CANAlertTypeSupport can_alert_ts = NULL; 
DDS_string can_alert_type_name = NULL; 
struct DDS_DataReaderListener *can_alert_reader_listener = NULL; 
DDS_DataReader can_alert_reader = NULL; 
/* End of CANAlert reader */ 
 
std::ostream& tab( std::ostream& output ) 
{ 
   return output << '\t';  // issue tab 
} 
 
void quit(int ret) 
{ 
 DDS_DomainParticipant_delete_contained_entities(participant); 
 DDS_DomainParticipantFactory_delete_participant(DDS_TheParticipantFactory, participant); 
 DDS_free(CANCommandTS); 
 DDS_free(can_info_ts); 
 DDS_free(can_alert_ts); 
 pthread_cond_destroy(&received); 
 pthread_mutex_destroy(&mutex); 
 exit(ret); 
} 
 
/* Listener used to receive notifications on data updates */ 
void on_CANInfoData_available (void *listener_data, DDS_DataReader reader) 
{ 
 pthread_mutex_lock(&mutex); 
 listener_data = NULL; 
 CANInfoDataReader can_info_reader = reader; 
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 DDS_sequence_CANInfo *data_seq = NULL; 
 DDS_SampleInfoSeq *info_seq = NULL; 
 data_seq = DDS_sequence_CANInfo__alloc(); 
 info_seq = DDS_SampleInfoSeq__alloc(); 
 retcode = CANInfoDataReader_take( 
  can_info_reader, 
  data_seq, 
  info_seq, 
  DDS_LENGTH_UNLIMITED, 
  DDS_ANY_SAMPLE_STATE, 
  DDS_ANY_VIEW_STATE, 
  DDS_ANY_INSTANCE_STATE 
 ); 
 for (unsigned i = 0; i < data_seq->_length; ++i) 
 { 
  if (info_seq->_buffer[i].valid_data) 
  { 
   if(data_seq->_buffer[i].net_id == int_net 
    && data_seq->_buffer[i].node_id == int_id 
    && data_seq->_buffer[i].requested_value == int_val) 
   { 
    if(setting && data_seq->_buffer[i].requested_value == data_seq->_buffer[i].value) 
     cout << "Command successfull:" << endl; 
    else if(setting && int_val != data_seq->_buffer[i].value) 
     cout << "Command failed:" << endl; 
     
    cout << tab << "Status: " << data_seq->_buffer[i].status << endl; 
    cout << tab << "Value: " << data_seq->_buffer[i].value << endl; 
    cout << tab << "Timestamp: " << data_seq->_buffer[i].last_timestamp << endl; 
     
    if(setting) 
    { 
     cout << tab << "Requested value: " 
      << data_seq->_buffer[i].requested_value << endl; 
    } 
    cout << tab << "Return code: " << data_seq->_buffer[i].return_code << endl; 
    cout << tab << "Return message: " << data_seq->_buffer[i].return_message << endl; 
     
    pthread_cond_signal(&received); 
   } 
  } 
 } 
 
 retcode = CANInfoDataReader_return_loan(can_info_reader, data_seq, info_seq); 
 DDS_free(data_seq); 
 DDS_free(info_seq); 
 pthread_mutex_unlock(&mutex); 
} 
 
void on_CANAlertData_available (void *listener_data, DDS_DataReader reader) 
{ 
 pthread_mutex_lock(&mutex); 
 listener_data = NULL; 
 CANAlertDataReader can_alert_reader = reader; 
 DDS_sequence_CANAlert *data_seq = NULL; 
 DDS_SampleInfoSeq *info_seq = NULL; 
 data_seq = DDS_sequence_CANAlert__alloc(); 
 info_seq = DDS_SampleInfoSeq__alloc(); 
 retcode = CANAlertDataReader_take( 
  can_alert_reader, 
  data_seq, 
  info_seq, 
  DDS_LENGTH_UNLIMITED, 
  DDS_ANY_SAMPLE_STATE, 
  DDS_ANY_VIEW_STATE, 
  DDS_ANY_INSTANCE_STATE 
 ); 
 for (unsigned i = 0; i < data_seq->_length; ++i) 
 { 
  if (info_seq->_buffer[i].valid_data) 
  { 
   if(data_seq->_buffer[i].net_id == int_net && data_seq->_buffer[i].node_id == int_id) 
   { 
    cerr << "Command failed:" << endl; 
    cerr << tab << "Message: " << data_seq->_buffer[i].error_message << endl; 
    cerr << tab << "Status: " << data_seq->_buffer[i].last_status << endl; 
    cerr << tab << "Value: " << data_seq->_buffer[i].last_value << endl; 
    cerr << tab << "Timestamp: " << data_seq->_buffer[i].last_timestamp << endl; 
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    pthread_cond_signal(&received); 
   } 
  } 
 } 
 
 retcode = CANAlertDataReader_return_loan(can_alert_reader, data_seq, info_seq); 
 DDS_free(data_seq); 
 DDS_free(info_seq); 
 pthread_mutex_unlock(&mutex); 
} 
 
int main(int argc, char *argv[]) 
{ 
 CANCommand instance; 
 DDS_InstanceHandle_t instance_handle = DDS_HANDLE_NIL; 
 DDS_string type_name = NULL; 
 pthread_cond_init(&received, NULL); 
 pthread_mutex_init(&mutex, NULL); 
  
 QString str_net; 
 int_net = -1; 
 QString str_id; 
 int_id = -1; 
 QString str_val; 
 int_val = -1; 
  
 int option; 
 opterr = 0; 
  
 while((option = getopt(argc, argv, "n:i:c:v:")) != -1) 
 { 
  bool ok = false; 
  switch(option) 
  { 
   case 'n': 
    str_net = QString(optarg); 
    int_net = str_net.toInt(&ok, 0); 
    if(!ok) 
     int_net = -2; 
    break; 
   case 'i': 
    str_id = QString(optarg); 
    int_id = str_id.toInt(&ok, 0); 
    if(!ok) 
     int_id = -2; 
    break; 
   case 'v': 
    str_val = QString(optarg); 
    int_val = str_val.toInt(&ok, 0); 
    if(!ok) 
     int_val = -2; 
    break; 
   case 'c': 
    command = QString(optarg); 
    break; 
   case '?': 
    if (optopt == 'n') 
     cerr << "Option -" << char(optopt) << " requires an argument" << endl; 
    else if (optopt == 'i') 
     cerr << "Option -" << char(optopt) << " requires an argument" << endl; 
    else if (optopt == 'c') 
     cerr << "Option -" << char(optopt) << " requires an argument" << endl; 
    else if (optopt == 'v') 
     cerr << "Option -" << char(optopt) << " requires an argument" << endl; 
    else if (isprint (optopt)) 
     cerr << "Unknown option `-" << char(optopt) << "'" << endl; 
    else 
     cerr << "Unknown option character `\\x" << hex << optopt << "'" << endl; 
    return 1; 
    break; 
   default: 
    abort(); 
    break; 
  } 
 } 
 
 if(int_net==-1) 
 {  
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  cerr << "Missing required argument -n (net number)" << endl; 
  return 1; 
 } 
 
 if(int_net==-2) 
 {  
  cerr << "Wrong value for required argument -n (net number)" << endl; 
  return 1; 
 } 
  
 if(int_id==-1) 
 {  
  cerr << "Missing required argument -i (node id)" << endl; 
  return 1; 
 } 
  
 if(int_id==-2) 
 {  
  cerr << "Wrong value for required argument -i (node id)" << endl; 
  return 1; 
 } 
  
 if(command.isNull()) 
 { 
  cerr << "Missing required argument -c (command)" << endl; 
  return 1; 
 } 
   
 if(command.upper().compare(QString("GETVALUE"))==0) 
 { 
  int_val = 0; 
  instance.command = CAN_COMMAND_GETVALUE; 
 } 
 else if(command.upper().compare(QString("SETVALUE"))==0) 
 { 
  if(int_val==-1) 
  {  
   cerr << "Missing required argument -v (value) for command SETVALUE" << endl; 
   return 1; 
  } 
 
  if(int_val==-2) 
  {  
   cerr << "Wrong value for required argument -v (value) for command SETVALUE" << endl; 
   return 1; 
  } 
  instance.command = CAN_COMMAND_SETVALUE; 
  setting = true; 
 } 
 else 
 { 
  cerr << "Unrecognized command \"" << command.upper() 
    << "\" for required argument -c (command)" << endl; 
  return 1; 
 } 
 instance.value = int_val; 
 
 participant = DDS_DomainParticipantFactory_create_participant( 
  DDS_TheParticipantFactory, 
  domainId, 
  DDS_PARTICIPANT_QOS_DEFAULT, 
  NULL, 
  0 
 ); 
 publisher = DDS_DomainParticipant_create_publisher( 
  participant, 
  DDS_PARTICIPANT_QOS_DEFAULT, 
  NULL, 
  0 
 ); 
 subscriber = DDS_DomainParticipant_create_subscriber( 
  participant, 
  DDS_SUBSCRIBER_QOS_DEFAULT, 
  NULL, 
  0 
 ); 
 
 /* CANInfo reader */ 
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 can_info_ts = CANInfoTypeSupport__alloc(); 
 can_info_type_name = CANInfoTypeSupport_get_type_name(can_info_ts); 
 retcode = CANInfoTypeSupport_register_type(can_info_ts, participant, can_info_type_name); 
 can_info_topic = DDS_DomainParticipant_create_topic( 
  participant, 
  "Example_CANInfo", 
  can_info_type_name, 
  DDS_TOPIC_QOS_DEFAULT, 
  NULL, 
  0 
 ); 
 can_info_reader_listener = DDS_DataReaderListener__alloc(); 
 can_info_reader_listener->listener_data = NULL; 
 can_info_reader_listener->on_data_available = (void (*)(void *, DDS_DataReader))  
            on_CANInfoData_available; 
 can_info_reader_listener->on_requested_deadline_missed = NULL; 
 can_info_reader_listener->on_requested_incompatible_qos = NULL; 
 can_info_reader_listener->on_sample_rejected = NULL; 
 can_info_reader_listener->on_liveliness_changed = NULL; 
 can_info_reader_listener->on_subscription_matched = NULL; 
 can_info_reader_listener->on_sample_lost = NULL; 
 can_info_reader = DDS_Subscriber_create_datareader( 
  subscriber, 
  can_info_topic, 
  DDS_DATAREADER_QOS_DEFAULT, 
  can_info_reader_listener, 
  DDS_DATA_AVAILABLE_STATUS 
 ); 
 /* End of CANInfo reader */ 
  
 /* CANAlert reader */ 
 can_alert_ts = CANAlertTypeSupport__alloc(); 
 can_alert_type_name = CANAlertTypeSupport_get_type_name(can_alert_ts); 
 retcode = CANAlertTypeSupport_register_type(can_alert_ts, participant, can_alert_type_name); 
 can_alert_topic = DDS_DomainParticipant_create_topic( 
  participant, 
  "Example_CANAlert", 
  can_alert_type_name, 
  DDS_TOPIC_QOS_DEFAULT, 
  NULL, 
  0 
 ); 
 can_alert_reader_listener = DDS_DataReaderListener__alloc(); 
 can_alert_reader_listener->listener_data = NULL; 
 can_alert_reader_listener->on_data_available = (void (*)(void *, DDS_DataReader))  
            on_CANAlertData_available; 
 can_alert_reader_listener->on_requested_deadline_missed = NULL; 
 can_alert_reader_listener->on_requested_incompatible_qos = NULL; 
 can_alert_reader_listener->on_sample_rejected = NULL; 
 can_alert_reader_listener->on_liveliness_changed = NULL; 
 can_alert_reader_listener->on_subscription_matched = NULL; 
 can_alert_reader_listener->on_sample_lost = NULL; 
 can_alert_reader = DDS_Subscriber_create_datareader( 
  subscriber, 
  can_alert_topic, 
  DDS_DATAREADER_QOS_DEFAULT, 
  can_alert_reader_listener, 
  DDS_DATA_AVAILABLE_STATUS 
 ); 
 /* End of CANAlert reader */ 
  
 /* CANCommand writer */ 
 CANCommandTS = CANCommandTypeSupport__alloc(); 
 type_name = CANCommandTypeSupport_get_type_name(CANCommandTS); 
 CANCommandTypeSupport_register_type(CANCommandTS, participant, type_name); 
 command_topic = DDS_DomainParticipant_create_topic( 
  participant, 
  "Example_CANCommand", 
  type_name, 
  DDS_TOPIC_QOS_DEFAULT, 
  NULL, 
  0 
 ); 
 can_command_writer = DDS_Publisher_create_datawriter( 
  publisher, 
  command_topic, 
  DDS_DATAWRITER_QOS_DEFAULT, 
  NULL, 
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  0 
 ); 
 /* End of CANCommand writer */ 
 
 instance.net_id = int_net; 
 instance.node_id = int_id; 
 instance_handle = CANCommandDataWriter_register_instance(can_command_writer, &instance); 
  
 timespec ts; 
 timeval tv; 
  
 int ret_time = gettimeofday(&tv, NULL); 
 if(ret_time != 0) 
 { 
  cerr << "Unable to get Time" << endl; 
  quit(1); 
 } 
  
 ts.tv_sec  = tv.tv_sec; 
 ts.tv_nsec = tv.tv_usec * 1000; 
 ts.tv_sec += WAIT_TIME_SECONDS; 
  
 pthread_mutex_lock(&mutex); 
 CANCommandDataWriter_write(can_command_writer, &instance, instance_handle);   
 int wait_ret = pthread_cond_timedwait(&received, &mutex, &ts); 
 if(wait_ret == ETIMEDOUT) 
  cerr << "Unable to receive response, maybe no process is managing node " 
   << int_id << " on net " << int_net << "?" << endl; 
  
 pthread_mutex_unlock(&mutex); 
  
 quit(0); 
} 
 
 
