Smart mobile devices have displaced personal computers in many daily applications such as internet browsing and email. However, for content creation, users still need to use a large display, keyboard and mouse. Many initiatives are currently working on enabling I/O functionality for content creation and peripheral access, and on preserving the grab-and-go experience where the mobile device is not tethered to the docking station but merely placed in proximity of it and the traffic is carried over Wi-Fi. Maintaining the Quality of Service (QoS) and Experience (QoE) of low-latency, high fidelity video (for example the desktop view of a smart device) when transmitted over a Wi-Fi link in heavily loaded environments has been proven problematic. In this work, we propose for the first time in the relevant literature to the best of our knowledge, a highly accurate video traffic model that is capable of predicting the volume of video traffic generated by an average user's computer during a day. Our modeling techniques are tested on real user-generated screen mirroring traffic from a large shared cube space similar to an enterprise environment, and can be easily used as source traffic generators in order to facilitate the study of H.264 transmission performance over wireless networks.
Introduction
Smart mobile devices such as smartphones and tablets are becoming more powerful every day with the advancement of mobile computing chips from the likes of Qualcomm, NVidia and Intel, while at the same time major software and operating system companies develop their products in a single code base suitable for many platforms [1] . In addition, a 2013 survey [2] placed smartphones' popularity at around 85%, surpassing all other kinds of computing devices. The above facts seem to point towards a future where smart mobile devices might replace computers completely, in personal and corporate environments.
On the other hand, users still want to use a large display, keyboard and mouse for content creation and when they are not on the move. This use case has been addressed using tether technology such as the Mobile High-Definition Link (MHL) [38] , profile. For example, video chatting on mobile devices demands high bandwidth and if the offered bandwidth is decreased video quality may be compromised [41] .
Streaming over best-effort networks that were not designed to provide stable QoS, especially wireless networks, makes it inefficient to use the same representation of a video for the duration of a streaming session. Instead, it must be adapted to dynamically varying networks conditions such as throughput, packet loss rate, and delay jitter [42] . These problems can be significantly mitigated if the volume of video traffic that will be generated in the network can be predicted.
Traffic characterization and modeling of multimedia services are required for an efficient network operation. The generated models can be used as traffic rate predictors, during the network operation phase (online traffic modeling), or as video generators for estimating the network resources, during the network design phase (offline traffic modeling). In the offline case, traffic models can be used as video generators, to select appropriate network parameters during the network design phase, such as utilization, and/or number of multiplexed sources that achieve an acceptable video quality. In this framework, the reliability of the network can be evaluated. For example, the probability of refusing a new video call or the probability of network overload can be estimated. On the other hand, online traffic models are very useful for traffic management algorithms and congestion control schemes, which prevent the network from possible overload [51] . In such schemes, the emphasis is to increase the network resources utilization while maintaining the desired level of QoS. Dynamic resource allocation (DRA) schemes are especially important for live streams, where the video stream characteristics are not known in advance. In order to provide an accurate estimation of the needed network resources for a certain flow, which indicate the cost of transmitting such a flow, the chosen DRA scheme has to be able to predict the required bandwidth for future video frames. To adjust the bandwidth assignment for a certain video stream, DRA renegotiates the assigned bandwidth for that flow. The main goals for a DRA scheme are: to predict the longest possible period with the least prediction error, and to provide the best possible resource utilization with the lowest achievable frame delay [50] . This will ensure that no degradation takes place in the QoE of accepted video sessions [43] .
Hence, in this work we develop H.264 video traffic models for low-latency, candidate Miracast source implementation for content that resembles a typical desktop user in an enterpriselike environment. We discuss well-known models, which fail to accurately capture this type of video traffic and we propose a highly accurate model based on the combination of clustering with Markov chains and the use of the Jaccard index similarity coefficient. To the best of our knowledge, this is the first time that a model tested on real user-generated screen mirroring traffic is developed and presented. It is also the first time that the concept of the Jaccard index is used for video traffic modeling purposes. We make our dataset available to the community so that possible other modeling approaches can be tried by other researchers.
The paper is structured as follows. Section 2 discusses related work. Section 3 presents the video traffic encoding of the data that we worked with. Section 4 includes the data collection methodology, data statistics and the statistical tests that we have used during the development and testing of our models. In Section 5 we analyze our models and discuss the respective results. Section 6 includes our conclusions and ideas for future work.
Related work
Multiple effort s on video traffic modeling have been conducted in the literature. Video models which have been proposed include first order autoregressive (AR) models [5] , discrete autoregressive (DAR) models [4, 6, 7, 40] , Markov renewal processes (MRP) [8] , MRP transform expand sample (TES) [9, 10] , finite state Markov chain [11, 12] , a combination of wavelet and linear modeling [20] and gamma beta auto regression (GBAR) models [13, 14] . In [15] the authors analyzed a number of mobile video streams and created a model that provides both video frame and RTP packet generators. The model was created and verified against "The Matrix" and "Lord of the Rings" movies. In [16] , the authors create a video traffic model that takes interdependence between different frame types into consideration (I, P and B frames). The authors in [17] list a number of Variable Bit Rate (VBR) video traffic models and compare these models against three video traces "Star Wars IV", "Tokyo Olympics" and "NBC 12 News". They showed that some of the models work for some videos but not for others. They could not find a universal model that works with all types of videos. Other recent effort s include [45] in which the authors propose their models on top of the model in [20] and they exploit the hierarchical prediction structure inherent in H.264 for intra-GoP (Group of Pictures); [46] , in which the authors propose a nonlinear autoregressive model for long-range video traffic prediction (without separating traffic of different frame types) and they introduce adaptive algorithms to obtain the parameters of their model; [32] , where the authors use linear regression to predict B-Frames' sizes, with the goal of possibly dropping B-Frames (based on the prediction) in the case of network congestion. The works in [47, 48] focus on modeling new types of video traffic, such as 4K and 3D video. The authors in [47] use a seasonal autoregressive model for modeling and prediction of 4K video traffic. They analyze over 17,0 0 0 video frames and show that their proposed methodology provides good accuracy in high definition video traffic modeling. The work in [48] proposes and evaluates a new model for multiview video (which is used to support 3D video applications) that is based on a Markov process.
The above-referenced papers model video traces from movies, which are significantly different, in terms of content, than those created by desktop applications used in an enterprise environment. Our goal in this study is to fill this gap by studying these applications and the video traffic they generate, in order to build a highly accurate model. There is very little work done on what applications are mostly used in enterprise environments. In [18] the author shows that employees use Microsoft Outlook the most from the Microsoft Office suite. The author does not mention which other applications are used. Also there is no characterization of the video generated by the Microsoft Office suite or similar tools.
Video encoding
We worked with two different datasets, encoded with the H.264 video coding standard. H.264 or MPEG-4 Part 10, AVC is a video coding standard developed by ITU-T Video Coding Experts Group (VCEG) and the ISO/IEC Moving Picture Experts Group (MPEG). It is the most widely accepted video coding standard (since MPEG-2) and it covers a wide area of video applications ranging from mobile services and videoconferencing to IPTV, DTV and HD video storage [19] . According to the H.264 standard, an encoded video trace features two distinct characteristics: (1) every video frame comes from one of three different types of frames, and (2) video frames are organized in groups with a specific structure.
There are three different types of frames, I-Frames (Intra-coded Frames), P-Frames (Predicted Frames) and B-Frames (Bi-directional predicted Frames). P-Frames are smaller than I-Frames and BFrames are the smallest [22] . Video frames are grouped together in Group of Pictures (GOP) structures that specify the order in which intra-and inter-frames are arranged. A GOP pattern specifies the amount and order of P and B-Frames between two successive I-Frames. Every GOP contains a single I-Frame with which it starts. The GOP pattern is defined by the distance X between I-Frames and the distance Y between P-Frames or between the I-Frame and the succeeding P-Frame. For example, in Fig. 1 we present a GOP structure of 9 frames, where X distance equals to 8 and Y distance equals to 2. In general, in the H.264 standard the amount of B-Frames is greater than the amount of I or P-Frames inside a GOP structure.
Data collection methodology and statistical tests
Our work is based on real user-generated data from a large shared cube space resembling an enterprise environment. Each participant in the data collection ran trace collection scripts for about a month. One script polled the operating system every 33.3 ms to record the name of the main application that the participant was working on. Another script recorded the participant's screen at 30 fps using encoding parameters that resembled a Miracast hardware encoder as much as possible (more details on this in Section 4.2.1 ). The actual video was not recorded, but only the statistics of the encoded video were collected (i.e., I and P frame sizes). The scripts started automatically each work day at 8 am and stopped at 7 pm. When a participant locked his/her screen the scripts would report that the user is idle for that duration and video traces collection would stop till the user unlocks his/her machine. All of the users were using Windows 7 machines.
Some details on the network architecture follow: A smartphone will either host applications natively (e.g. Windows Mobile Phone) or will act as a thin client to a backend computing platform (e.g. Citrix Thin Client running on Android Phone). In both instances the actual applications will be rendered by the smartphone GPU before being re-encoded and sent over Wi-Fi to a Miracast dongle connected to a large display. Applications will appear on the phone and on the large display exactly as if they were being rendered onto a desktop PC with one application in the foreground and multiple applications in the background (i.e. either docked or in the background of the display, so users were allowed to use multiple applications at a time). The Windows 7 setup was merely used to capture the application that an enduser has in the foreground and to capture and feed the raw video data (i.e. the output of the GPU showing foreground and background applications side by side) into a carefully configured video encoder (i.e. FFmpeg, as explained below). This encoder is configured to "mimic" the configuration of an H.264 Miracast source configuration running a mobile phone. The encoder configuration parameters have been set using datasheets of Miracast sources.
Recording methods
A recording framework was deployed on every host machine. It was running and logging in the background during the recording period. The FFmpeg [23] program was used for video traffic recording. It logged the compressed H.264 video information (i.e., frames sizes, GOP structure, frames' time of arrival, etc.) of the host's machine desktop. The frame resolution was the same as the PC's screen resolution, i.e., it is not a constant; we used different resolutions depending on the different PC screens that were being used.
The default windows resolution is 1920 × 1080, so this was often the case for our videos. The frame rate was 30 fps. It is worth mentioning that even though FFmpeg was running constantly, it was capable to log video traffic information only if the host's machine GPU was active (i.e., the host machine was not in hibernation, sleep or monitor energy saving mode). As for active applications usage recording, a Windows PowerShell [24] script was used for logging the name of the application in the foreground, followed by the current timestamp. Windows PowerShell was programmed to log the application's name every 33.3 ms (in order to keep up with FFmpeg logs, where we had one frame every 33.3 ms). We should also note that Windows PowerShell is capable to report the application's name only if the host machine is unlocked and the user is not logged off. The average PSNR of our videos was 65 dB.
Datasets overview

Encoding
In this study, we worked with two different types of datasets. The main difference between the two datasets lies in the different encoding of video traces. The first dataset (Dataset 1) has been encoded with the High 4:2:2 Profile of the H.264 standard, which is typical for professional applications. This profile can generate I, P and B frames. However, in our datasets the -tune zero latency command was used in FFmpeg to prohibit the encoder from producing B-Frames, in order to minimize latency. For this dataset, we have a GOP structure of 60 frames in length, where every GOP starts with an I-Frame and the rest 59 frames are of type P. The second dataset (Dataset 2) has been encoded with different encoding parameters. Those parameters try to resemble a Miracast hardware encoder as closely as possible. Since I-Frames sizes are much larger than P-Frames, Miracast encoders do not use I-Frames but use Periodic Intra Refresh [25] instead. This enables each frame (in our case each I-Frame) to be capped to the same size by using a column of intra blocks that move across the video trace from one side to the other, thereby "refreshing" the image. In effect, instead of a big keyframe (in our case an I-Frame), the keyframe is spread over many frames (in our case P-Frames). For this dataset, we do not have a GOP structure. We only have P-Frames with an exception of one I-Frame whenever the host computer starts or its user logs on.
Recording periods and datasets statistics
Our recording framework ran on different periods of time, between March and May 2015 for the first dataset and between June and July 2015 for the second dataset. We replaced every user's name with a different letter from the alphabet for reasons of anonymity. In Table 1 we present some general statistics of our two datasets, such as general information about our records, as well as total, minimum, average and maximum sizes of our video traffic frames over all applications. It is worth mentioning, that the average P-Frame size in Dataset 2 is larger by a factor of ≈14 in comparison with the P-Frames in Dataset 1, as shown in Table 1 . Our collected data, for both datasets, can be downloaded from [44] .
Statistical tests and evaluation metrics
We developed and tested various modeling techniques on our data, as we analyze further in Section 5 . For our modeling, it was necessary to try to fit our data with a number of well-known distributions. These fitting attempts, together with the statistical tools used for assessing the accuracy of the fits, are presented in this section. We also present the metrics we utilized for assessing the quality of our proposed models, which will be presented in Section 5 . In the following two subsections, we explain the procedure that we have followed in order to try to fit our data with a number of well-known distributions. The data fitting procedure consists of two basic steps. The first is the parameters estimation method for each chosen distribution. The second is the data generation method in order to reproduce data according to the specific distribution.
Maximum likelihood estimation
In order to find the parameters of a distribution based on our data, we used the Maximum Likelihood Estimation (MLE) method. In general, given a statistical model, MLE returns estimates for the model's parameters at a confidence level alpha (usually alpha = 95%). In our case, the model is a distribution which we want to investigate on whether it underlies our data and we want to confirm or reject this assumption. Before that, due to the fact that every distribution has a vector that contains its parameters, we need to find an estimation ˆ of this vector, based on our data. Hence, we used the MLE method in order to seek a vector ˆ , which can be as close as possible to the true , in order to estimate the parameters of the distribution assumed to underlie our data.
We used a number of distributions that are well-known in the literature for various types of video traffic characterization and modeling. More specifically, we studied the Uniform, Exponential, Gamma, Lognormal, Geometric, Negative Binomial, Generalized Extreme Value (GEV), Weibull, Pearson Type V and Log-logistic distribution. In order to generate random data according to these distributions, we used the MLE method for the parameters estimation and the built-in Matlab functions for the data generation.
Statistical tests
We have used three statistical tests during this work, in order to evaluate the accuracy of the distributions fits with our data. We briefly present the three tests below.
Q-Q plots.
The Quantiles-Quantiles Plot or Q-Q Plot is a powerful Goodness of Fit (GoF) test [27] which compares two datasets graphically, in order to determine whether the datasets come from populations with a common distribution and statistical characteristics. If they do, the point of the plot should lie along a 45-degree reference line approximately, which passes from the axis start point. A Q-Q plot is a plot of the quantiles of the data versus the quantiles of the fitted distribution. A z -quantile of X is any value x such that P ( X ≤ x ) = z. In our case, we have plotted the quantiles of the real data versus the quantiles of the data generated via the distribution.
Kolmogorov-Smirnov test.
In order to further verify the validity of our results, we used the Kolmogorov-Smirnov test [29] . The Kolmogorov-Smirnov (KS) test tries to determine if two datasets differ significantly. It has the advantage of making no assumption about the distribution of data, i.e., it is non-parametric and distribution free. The KS test uses the maximum vertical deviation between the two curves as its statistic D. Although it is a good statistical tool, the KS test has the drawback that it gives the same weight to the difference between the actual data and the fitted distribution for all values of data, whereas many compared distributions differ primarily in their tails. It tests if the null hypothesis is accepted or rejected at an alpha significance level (usually alpha = 5%). The null hypothesis is that the population we are testing is drawn from a specific distribution with alpha chance of error.
The KS test can also be used, the way we use it in this study, as a goodness of fit test. This means that we do not actually expect to see if the test accepts or rejects a null hypothesis (even though it would be an excellent result if the null hypothesis was accepted) but to see how "far" the actual data are from the fitted distribution. This is the Two-Sample Kolmogorov-Smirnov Test. The test measure is given by Eq. (1) 
The null hypothesis is rejected at the level "a " significance if:
The values of c ( a ) are defined for various significance levels and n and n ´ are the number of samples. We should bear in mind that the Two-Sample Kolmogorov-Smirnov Test only tells us half the tale, meaning that it only tells us the maximum distance between two distributions and not which distribution our data come from.
Finally, it should be mentioned that the KS test has two limitations. First, it works only with continuous distributions (hence it cannot provide results for the Geometric and the Negative Binomial distribution) and second, it is more sensitive at the "center" of the CDFs of the distributions rather than the "tails". We try to address this limitation by using the Anderson-Darling test. [30] that it is more sensitive at the "tails" of the CDFs of the distributions rather than the "center". It belongs, like as KS test, to the family of Quadratic Empirical Distribution Function statistics, which measures the distance between the empirical CDF, F n ( x ) and the hypothesized CDF,
Anderson-Darling test. The Anderson-Darling (AD) test is a modification of the KS test
over the ordered sample values x 1 < x 2 < …< x n , where w ( x ) is a weight function that favors the "tails" of the CDF and n is the number of samples in the dataset. The weight function for the AD test is
The AD test statistic is
where X 1 < X 2 < …< X n are the ordered sample values and n is the number of samples in the dataset. Even though the KS test is distribution free, there is a form of the AD test that is not. It makes use of the specific distribution parameters to be evaluated. The appropriate critical values need to be selected for the distribution we wish to check. This allows the test to be more sensitive but it also makes it impossible to use with a large variety of distributions. Currently, tables of critical values exist for the Normal, Uniform, Lognormal, Exponential, Weibull, Extreme Value I, Generalized Pareto and Logistic distribution. In this study, we use the non-parametric version of the AD test because we are testing distributions for which no known critical values exist.
Accuracy evaluation metrics
We present, below, the two metrics that we used, in order to evaluate the accuracy of our models.
The Mean Absolute Percentage Error (MAPE) is a widely used metric [31] that shows the average difference (i.e., the average error) between the real values and the corresponding measured (in our case predicted by our models) values. For a set of pairs of real-generated values in a dataset, the MAPE is calculated as:
where { X R , i ,X P , i } is the i th pair of real and generated values in a dataset of n pairs. The Relative Percentage Error (RPE) [32] is a metric that shows the overall difference (i.e., the overall error) between the real values and the corresponding measured (in our case predicted by our models) values, as a percentage of the overall size of the real values. It depicts how large the prediction error is relative to the real values, in a percentage form. For a set of pairs of real-generated values in a dataset, the RPE is calculated as:
where { X R , i ,X P , i } is the i th pair of real and generated values in a dataset of n pairs.
Modeling and results
In this section, we present, analyze and evaluate the four different modeling approaches that we have used in this work. One model, which combines clustering with Markov chains and the use of the Jaccard index similarity coefficient, is proposed here for the first time in the relevant literature, to the best of our knowledge. We discuss why the model provides high accuracy in modeling video traffic generated by an average user's computer, during a day, while other models fail. All of our results have been derived via Matlab.
Application and Distribution Aware Model
The Application and Distribution Aware (ADA) Model, is the first and simplest approach that we have developed and tested, in order to model our data. It is based on the assumption that the video traffic of every unique application in our datasets is characterized by a distinct distribution.
The ADA model consists of two basic steps. The first is the parameters' estimation of each distribution that possibly characterizes the application using the MLE method and the dataset. The second is the predicted data generation according to this specific distribution using the estimated parameters of the previous step. Given that the distribution that best characterizes the application's data is unknown, the steps have to be repeated for a wide range of well-known distributions and the ones that give the lowest RPE and MAPE will be selected.
We applied the ADA model for the set of ten well-known distributions presented in Section 4.3.1 . In order to evaluate the accuracy of the model, we applied the Q-Q plot, KS and AD tests for each case and we examined if those tests' results agree with those of RPE and MAPE.
In the beginning, we tried to model the size of the video traffic as-is, i.e., without separately modeling I and P-Frames. The problem with this approach was that the sizes of I-Frames differ significantly from the sizes of P-Frames in terms of minimum, average, standard deviation and maximum size (according to Table 1 ) and hence no distribution could serve as a competent model that would reproduce those wide range differences with low errors. Therefore, we proceeded to model I and P frames separately.
We should mention that we also tried to model our data per user and per day of capture separately but we concluded that the improvement to our results was not significant, given its much larger complexity.
Finally, it should be emphasized that the ADA model has two inherent disadvantages. The first is that the percentage of outliers among P frames varies and the rule for the split will need to be tailored to each specific dataset. The second is that it does not incorporate the autocorrelation between successive or neighbor video frames, which is well-known to exist either for short or long-term, i.e., Short Range Dependence (SRD) or Long Range Dependence (LRD) [33] [34] [35] . Our own results, which will be presented in the following sections, confirm that for all traces SRD exists but LRD is weak. Therefore, ADA is used as a first, simple approach for the modeling of P frames and as a benchmark against which our other models will be compared.
ADA model evaluation results
We ran the ADA model for every distinct application of Dataset 1 and Dataset 2. There are applications in Dataset 2 without results for the I-Frames due to the fact that according to Dataset's 2 encoding, we have only one I-Frame every time the host computer starts or its user logs on.
We first present the results for the I-Frames and P-Frames ADA modeling of Dataset 1 and Dataset 2, according to the RPE, MAPE metrics and the Q-Q plot, KS and AD tests and over all applications.
From Tables 2 and 3 that refer to Dataset 1, we observe that the ADA model achieves good accuracy on modeling I-Frames but fails in modeling P-Frames. For the I-Frames, the errors are below 10% for most applications. Additionally, in most cases the best distribution per application (the one leading to the smallest error) is the same when both RPE and MAPE are used. No clear conclusion on the best distribution can be derived from the KS and AD test, however, a fact that indicates that our data differs between the "center" and the "tails". As for the P-Frames, we observe very high errors in terms of RPE and significant errors in terms of MAPE. Also, we observe that MAPE, as well as the KS and AD tests indicate for most of the applications that GEV gives the best distribution fit, a fact related with the high concentration of very small sized P-Frames in Dataset 1.
From Tables 4 and 5 that refer to Dataset 2, we confirm again that the ADA model gives highly accurate results on the modeling of I-Frames (4-5% RPE and MAPE). For this dataset the model achieves better, but still not satisfactory results for the P-Frames (RPE 13.8%, MAPE 9.4%). Regarding P-Frames, we observe that there are several applications for which RPE, MAPE, KS and AD agree for the best distribution, which indicates that the video traffic is more "smoothed" due to the usage of Periodic Intra Refresh in comparison with Dataset 1. The reason that the number of applications in Table 4 is smaller than that in Table 5 is that, as explained in Section 4.2.1 , I-Frames are generated in Dataset 2 only whenever the host computer starts or its user logs on. Therefore, we have very few I-Frames and only for the applications that were open during the capturing initialization. 
Gamma Beta Autoregressive Model (GBAR)
The results presented in Section 5.1 revealed that no single distribution can provide the best fit for each application. The distribution fit that provided the overall lowest RPE and MAPE when used for all applications was that of the Gamma distribution.
The rather poor ADA modeling results for P-Frames' sizes and the relatively better performance of the Gamma fit in most cases led us to implement and evaluate a very well-known model from the literature, the Gamma Beta Autoregressive (GBAR) Model [13] . GBAR has been proposed as a source model for VBR encoding of videoconference traffic (which is generally characterized by lower bit rates and motion is naturally more limited, hence it is closer in nature to screen mirroring traffic than standard movies). The main characteristic of the GBAR model is that the GBAR process is calculated based on a gamma distribution with parameters estimated from the dataset.
We have ran our model for every distinct application of Dataset 1 and Dataset 2, and separately for I and P frames. The results in Tables 6 and 7 show that the GBAR model offers worse accuracy in the modeling of I-Frames than the ADA model and fails clearly in the modeling of P-Frames. It should be noted that we only present results for two applications for the I-Frames of dataset 2. The reason is again that I-Frames are generated in Dataset 2 only whenever the host computer starts or its user logs on. Hence, in most applications the number of I-Frames was very small (less than 10) and the GBAR model could not be implemented.
The reason for the failure of the model in the case of P-Frames can be understood by studying the lag-1 autocorrelation values for both datasets. The average lag-1 autocorrelation of P-Frames is 0.3189 over all the applications of the 1st Dataset, for which the RPE and MAPE are very high. In Dataset 2, where the lag-1 autocorrelation is much higher (0.6239 on average, over all the applications) the GBAR model achieves lower errors for P-Frames than in Dataset 1, but still the errors are very high.
It should also be mentioned that the Hurst Parameter values of P-Frames range between 0.66 and 0.76 for all the applications under study for the first dataset, and between 0.68 and 0.82 for the second dataset. This indicates a time series with persistent behavior, and is further confirmed by the fact that P-Frame autocorrelations decayed hyperbolically, not exponentially, as shown in Figs. 2 and 4 below, which is another indication [37] of our traffic being a self-similar process with long-range dependence. Still, the autocorrelation values are not large enough for the GBAR model to benefit from them in terms of its accuracy.
Linear regression model
A Linear Regression (LR)-based model has been proposed in [32] , for predicting the size of future B-Frames of MPEG-4 encoded video traffic. The model is based on the fact that B-Frames are constructed based on the reference frames, namely I and P-Frames or even based on previous B-Frames. As a consequence, the size of B-Frames may be strongly correlated with the size of their reference frames. The authors in [32] calculate the B-Frames correlation with their reference frames and the B-Frames autocorrelation, in order to locate the two most relevant frames per B-Frame in a GOP and by that to construct linear regression equations, which will be able to predict the B-Frames based on previous I, P or B-Frames.
Given the lack of accuracy of both the ADA and the GBAR model in predicting P-Frames sizes, we have followed a similar approach, in order to develop our own LR model, for predicting the sizes of future P-Frames of our video traffic in Dataset 1 and Dataset 2.
LR model analysis
The GOP size is 60 frames in Dataset 1 and we do not have a GOP structure in Dataset 2. Hence, in our LR model, we are based on previous I and P-Frames for Dataset 1 and on previous P-Frames for Dataset 2, in order to predict the P-Frames' sizes.
We initially calculated the correlation among the 59 P-Frames and the 1 I-Frame in a GOP for Dataset 1, the autocorrelation among the 59 P-Frames in a GOP for Dataset 1 and the autocorrelation among 60 P-Frames in Dataset 2. We define this number of P-Frames in Dataset 2 as a Window . The number of frames in the window is chosen in order to be equal to the number of frames of a GOP in Dataset 1, in order to make comparison between the 
and the autocorrelation is calculated as
where m denotes the present frame and k the lag. We selected the two frames with the highest correlation for every P-Frame position in a GOP or a Window to construct the linear regression equations for predicting the P-Frames' sizes. Eq. (10) presents the equations' format:
where F P denotes the size of the current P-Frame that we want to predict and F P − 1 and F P − 2 denote the size of the two previous frames with the highest correlation with P , which are used for the prediction. The a, b and c P model parameters are estimated by employing the least squares error method. Parameter c P is the disturbance term.
LR model evaluation results
We have applied the LR model to eight major applications of PowerPoint, Firefox and Matlab and the (N-1) and (N-59) for Excel, Word, Outlook, Chrome and Internet Explorer. As for Dataset 2, the most relevant frames, in terms of autocorrelation, are the (N-1) and (N-2) P-Frames for every major application with an exception for Excel, where the (N-1) and (N-60) P-Frames are the most relevant.
Having found the two "closest" frames for every P-Frame position in a GOP (for Dataset 1) or a Window (for Dataset 2), we can define the linear regression equations. They are presented in Eqs. (11 ) and ( 12 ) indicatively, for Dataset 2 ( t denotes the current GOP).
Word, PowerPoint, Outlook, Chrome, Firefox, Internet Explorer and Matlab
. . .
Our results showed that the LR model fails to predict the PFrames' sizes for both datasets. The average RPE and MAPE values for Dataset 1 were 91.05% and 45.84%, respectively. The RPE and MAPE values for Dataset 2 were 90.05% and 81.13%, respectively. The reason, once again, is the low correlation and autocorrelation values.
Markovian-Clustering models
In [36] , a traffic model for layered video traffic is proposed. It is based on a Markovian arrival process and on a clusters' detection algorithm. Although our study is quite different since our traces' traffic is not layered, we decided to use a conceptually similar approach with [36] . We developed a Markovian-Clustering (MC) model, in order to predict the sizes of I-Frames and P-Frames from Dataset 1 and Dataset 2. We have applied the MC model to the same eight major applications of Dataset 1 and Dataset 2 that we applied the LR model. In our proposed approach, we view the video trace sequence as a vector containing all the I-Frames or P-Frames' sizes (depending on which type we wish to model). We place all the vector's elements as points on the 1-D plane and we then use the K-Means clustering algorithm [28] in order to cluster similar-sized frames. We selected the K-Means algorithm due to the fact that the volume of the data we wanted to cluster was very large (for example, Dataset 2 contains over 5 • 10 6 P-Frames) and K-Means deals better with large datasets than other clustering algorithms (e.g., the Hierarchical clustering algorithm). The distance metric that we used for clustering is the cityblock Distance, which calculates the sum of absolute differences (i.e., the L 1 distance). Even though K-Means is a powerful clustering algorithm, it has a significant drawback. The K amount of clusters has to be selected heuristically. The Elbow method [39] is a well-known approach that can be used to determine the proper value of k. In our case, we concluded after several experiments that the optimal numbers of clusters per tested application (i.e., the number of clusters that leads to the highest modeling accuracy) are the ones depicted in Table 8 .
Next, we constructed a Markov chain based on the above clustering results. Each cluster corresponds to one state of the Markov chain. We computed the Transition Probability Matrix T = [ P i , j ] 2 for the Markov chain, which contains K × K elements, following Eq. (13) .
P i, j = # of jumps from state i to state j # of jumps from state i
Finally, we found the best distribution fit for the data in each cluster.
Jaccard index-infused MC model
The MC model performs separate clustering on 1-D data for I-frames and P-Frames based on the actual size of every frame type. Although its results, which will be presented in Section 5.4.2 , were quite satisfactory, we tried another approach to further improve the results of P-Frame modeling by moving from the 1-D to the 3-D plane. To do so, we employed, for the first time in the relevant video traffic modeling literature to the best of our knowledge, the concept of the Jaccard Index.
The Jaccard Index [21] , also known as the Jaccard similarity coefficient, is a statistic used for comparing the similarity and diversity of two sample sets. The Jaccard coefficient measures similarity between finite sample sets and is defined in general as the size of the intersection divided by the size of the union of two sample sets, as depicted in Eq. (14) below
where A and B denote the two sample sets. Jaccard Index is widely used in regionalization and species association analyses [26] . In our case, we wanted to find for every P-Frame in a GOP (for Dataset 1) or in a Window (for Dataset 2), the two "closest" P-Frames, with an approach different from a simple autocorrelation calculation (as it was shown to perform poorly when used in the GBAR and LR models). This approach is the use of the Jaccard Index in the following way.
For every P-Frame, denoted as X , in a GOP or a Window, we calculate its Jaccard Index with every other P-Frame, denoted as Y , in the same GOP or Window. The sample sets A and B in this Jaccard Index calculation are the "neighboring frames" of X and the "neighboring frames" of Y respectively. As a "neighboring frame" P * of a P-Frame P , we define every P-Frame that satisfies the following two rules:
1. The absolute difference between the sizes of P and P * does not exceed the standard deviation of P-Frames' sizes. 2. The arrival of P * does not change the autocorrelation (lag-1) of P-Frames in the trace, more than 10% compared to the change that occurred from the arrival of P .
Via this definition, we found that the two "closest neighbors" of each P-Frame are the previous and the following one, for all eight major applications of both datasets. Fig. 5 presents this result graphically for Dataset 2. Note that these two "closest neighbors" are different than those depicted by the autocorrelation values and used in the LR model.
The x -axis and the y -axis in Fig. 5 represent the P-Frame position in a Window for Dataset 2, and the z -axis represents the Jaccard Index value between two P-Frames defined by x and y . As shown in the figure, the Jaccard Index has a value equal to 1 on the x = y line (because every frame has the same Jaccard Index with itself) and gets smaller, as the distance from x = y line grows.
We then view the video trace sequence as a vector R p ( t ), R c ( t ), R n ( t ) , t = 2, 3, 4, … Here R c ( t ) denotes the frame size of the t th P-Frame, R p (t) denotes the frame size of the P-Frame before R c ( t ) (i.e., R p ( t ) = R c ( t − 1)) and R n ( t) denotes the frame size of the P-Frame after R c ( t ) (i.e., R n ( t ) = R c ( t + 1)). We place all the R p ( t ), R c ( t ), R n ( t ) pairs as points on the 3-D plane, where R p ( t), R c ( t ) and R n ( t ) is viewed as the x -coordinate, y -coordinate and z -coordinate of the corresponding point respectively. Hence, each P-Frame is clustered by taking into account not only its own size but also the size of its adjacent frames.
As in the MC model, we find the best distribution fit for the data in each cluster. We name this new model Jaccard IndexInfused MC Model (JIMC) and we evaluate it in the next section.
Finally, a direct outcome of the MC and JIMC models is an algorithmic procedure for source video traffic generation (generating I and P video frame sizes for a desired application). This algorithmic procedure can be summarized, for the MC model, as follows:
• Step 1: Based on a training video trace of the desired application, acquire an a priori knowledge for the number of K-Means clusters, the Transition Probability Matrix T of the corresponding Markovian chain and the best distribution fit for the data in each cluster, using the MC modelling procedure presented in 5.4.
• Step 2: Generate the first frame size, according to the distribution fit that characterizes the cluster where the first frame from the training video trace belongs.
• Step 3: Generate a random number, in order to transit to the next cluster, based on the Transition Probability Matrix T . • Step 4: Generate a frame size according to the distribution fit that characterizes the new cluster.
• Step 5: Repeat Step 3 and 4, as many times as the number of frames that need to be generated.
The generative algorithmic procedure that related to the JIMC Model is the same with the aforementioned, with the only difference being in Step 1, where the modelling procedure is conducted according to the JIMC model instead of the MC one.
MC and JIMC Models' evaluation results
Before presenting our results, we should mention that the usage of the K-Means algorithm (with random selection of the initial centroids) and the usage of a random number generator (in order to change clusters according to the Markov chain's transition probabilities) naturally lead to some fluctuations in the results. For this reason, all of our results were derived for 95% confidence intervals, constructed the usual way [27] . Tables 9 and 10 As shown from the results, the MC model succeeds in predicting the I-Frames and P-Frames' sizes for both datasets with high accuracy. The RPE and MAPE errors are below 5% for all applications, with an exception for the I-Frames of Microsoft Excel and the P-Frames of Internet Explorer of Dataset 1, where the errors are slightly higher. Table 11 presents the results of the JIMC model for Dataset 1 and Dataset 2, in terms of the model's accuracy in predicting P-Frames' sizes.
Our JIMC model is shown to succeed in predicting the PFrames' sizes for both datasets with high accuracy. We should mention that we have experimented with different values in the 2nd rule of the definition of a "neighboring frame"; we have used values of up to 20% difference in autocorrelation, with negligible differences in the results. The two "closest neighbors" to a P-Frame remained its previous and next one.
In comparison with the MC model, JIMC is clearly better for the Miracast-like dataset (much lower MAPE, lower RPE) but underperforms for the 1st dataset. The reason is that in Dataset 2 the "ties" among P-Frames (size similarities, similar changes in autocorrelation, higher Hurst parameter) are stronger than in Dataset1. We also need to add that, to avoid overfitting in our models' evaluation, we have also conducted two more rounds of statistical tests. In the first we used 80% of the data as a training set and the other 20% as a test set, and in the second we used 50% of the data as a training set and the other 50% as a test set (for each application, as every application is modeled separately). The training and validation subsets are equally stratified for each type of dataset, as the two types of datasets have a different video frame structure. In both cases there were no qualitative changes in the models' evaluation results, and the quantitative changes were negligible (the differences in the results did not exceed 0.5%). Fig. 6 presents the Q-Q Plots of the real and predicted I-and P-Frames, for two major applications (Matlab and Google Chrome) of Dataset 1 and Dataset 2, over all models. The Q-Q Plots confirm the high accuracy of both our proposed models (MC and JIMC) for the I-Frames and P-Frames of the two datasets. Fig. 7 contains the summarized results, in terms of average errors, over eight major applications of both datasets, for ease of comparison of all models used in our work. It is clear again that the MC and JIMC models vastly outperform the other models in terms of accuracy in predicting the I-Frames and P-Frames' sizes of both datasets.
Applicability of the model to real-time video traffic prediction
Finally, we should note the following regarding our model's applicability to real-time video traffic prediction in an online environment. The problem of real-time prediction has been addressed several times in the relevant literature. One solution is that the modeling is done off-line, on a training dataset, and the modeling results are then applied online. This minimizes complexity, however it fails to capture the dynamic nature of newly generated traffic and blindly assumes that the offline model will be accurate on the test dataset as well, and will remain accurate. Models that have been proposed for real-time modeling of video traffic include [49] [50] [51] . In [49] the authors acknowledge the problem of the computational overhead of their scheme (which focuses on multiplexed videos) and they use a combination of exact and approximation schemes to contain computational overhead. In [50, 51] the authors propose a simplified seasonal ARIMA model and a neural network model, respectively, for real-time video traffic prediction; in both cases, the authors argue that their schemes have relatively low complexity, hence they can be implemented in real-time. Similarly, we could argue for our work that after the offline estimations are made (based on the training dataset) for the split into clusters and the best distribution fit is found for each cluster, it is relatively simple to use the proposed model for realtime prediction because with newly arriving traffic it only needs to run the k-means algorithm and to recompute the transition probability matrix. Still, in the case when the newly generated frames of the test dataset are very different in sizes and correlation compared to those of the training dataset, the results for the training dataset for any of the aforementioned models (including ours) may not be able to be extrapolated to the test dataset; for example, in our model the best fit distribution within clusters might change. Hence, in our view the proposed JIMC model can be used offline to produce initially accurate estimates based on existing data, and when new screen mirroring applications are initialized online, the model can run in real-time with the understanding that only through video frames' buffering the model will practically keep up with the dynamically changing video traffic. This, however, is not a major issue if we take into account the fact that the reason for the modeling is its use in network traffic control; the very high accuracy of the proposed model ensures that even if call admission control/traffic policing decisions are made with a lag as high as a few seconds, the addition of one or few new users into a well-predicted network load will not cause significant discrepancies in the traffic control decision.
Conclusions and future work
This work addressed, for the first time in the relevant literature to the best of our knowledge, the problem of modeling real usergenerated screen mirroring traffic. We have tested four modeling techniques for predicting the size of video traffic that is generated by an average user's computer during a day. We have worked with two different datasets of H.264 encoded video traffic traces, one encoded with the High 4:2:2 Profile of H.264 standard and the other encoded with parameters, which resemble a Miracast hardware encoder, since Miracast is a widely accepted screen mirroring standard.traffic generated by real computer usage behavior. In the future, we intend to evaluate our models on a wider variety of corporate and daily computer applications and use our models in wireless resource allocation problems. Most importantly, we intend to use in our future work the very recently introduced Screen Content Coding (SCC) extension of the HEVC encoding scheme, and model the respective data that will be collected in order to compare the results against the present work.
