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Abstract
We consider different largeN limits of the one-dimensional Chern-Simons action i ∫ dt Tr(∂0+
A0) where A0 is an N ×N antihermitian matrix. The Hilbert space on which A0 acts as a
linear transformation is taken as the quantization of a 2k-dimensional phase space M with
different gauge field backgrounds. For slowly varying fields, the large N limit of the one-
dimensional CS action is equal to the (2k + 1)-dimensional CS theory on M×R. Different
largeN limits are parametrized by the gauge fields and the dimension 2k. The result is related
to the bulk action for quantum Hall droplets in higher dimensions. Since the isometries ofM
are gauged, this has implications for gravity on fuzzy spaces. This is also briefly discussed.
1 Introduction
Over the last few years there has been a lot of research interest in noncommutative and fuzzy
spaces [1]. Such spaces can arise as solutions in string and M -theories. For example, in the
matrix model version of M -theory, noncommutative branes can be obtained as (N × N)-
matrix configurations whose large N limits tend to smooth manifolds. Fluctuations of such
branes are described by gauge theories and, naturally for this reason, there has been a large
number of papers on these spaces. For some compact manifolds of finite volume, it is possible
to obtain noncommutative versions which are described by finite dimensional matrices [2].
Being finite dimensional, these matrices give a fuzzy version of the manifold. Fields on such
spaces have a finite number of modes, and therefore, the fuzzy version of a manifold may
also be thought of as a regularization for the manifold itself and for field theories defined
on it. As a regularization, fuzzification has the advantage of preserving various symmetries
which we expect for the smooth manifold. In the context of branes, matrix models (or fuzzy
versions) have even become a fairly standard method of analysis [3]. Some other advantages of
fuzzification, such as application to the fermion doubling problem, have also been investigated
[4].
One interesting class of noncommutative field theories which has been extensively inves-
tigated is the Chern-Simons theory [5]. Properties of these theories on flat noncommutative
spaces are fairly well understood by now. Their formulation on fuzzy spaces, i.e., in terms
of finite dimensional matrices, has been a little tricky. This has been achieved for a number
of two-dimensional spaces, although a general formulation is not yet possible. In this article,
we will investigate the one-dimensional Chern-Simons theory which is given by the action
S = i
∫
dt Tr(D0), where D0 is some (N ×N ) antihermitian matrix . We consider different
large N limits of this theory. For the purpose of the large N analysis, let H denote the
vector space on which D0 is a linear transformation. We may regard H as the quantization
of the phase space S2 = SU(2)/U(1), where the symplectic form is ω = −inωK , ωK being
the Ka¨hler form on S2. (N will be a function of n.) Taking n large in this way defines a
specific large N limit. Notice that ω is a background U(1) field on S2, and so, we could
also consider a deformation of this situation where ω = −inωK +F , where F is topologically
trivial (so that the dimension of H is not changed). The large n limit now gives S2 with a
different choice of background field on it. One could also consider H as the quantization of,
say, CPk = SU(k+1)/U(k), with a suitable choice of symplectic form (with the dimensions
of H’s matching dimensions of a class of SU(k + 1) irreducible representations). This would
give yet another set of large N limits. In a gradient expansion where the fields (like F ) are
slowly varying, we can then show that, as N becomes large,
i
∫
dt Tr(D0) = SCS(a+A) + · · · (1)
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where a is the potential for the symplectic form and A is any background field on the space.
S
(2k+1)
CS is the (2k+1)-dimensional Chern-Simons form and the omitted terms are smaller by
powers of n or involve higher gradients of fields. The choice of a, A parametrize the different
large N limits which give the right hand side of (1). This equation shows that we may
consider the one-dimensional Chern-Simons form as a ‘universal’ Chern-Simons theory. We
may, for example, use it as a regularized version of the CS theory on S2×R, or on CP2×R,
or on various other spaces, the particular manifolds being recovered as specific large n limits.
We now come to the motivation for this result. A first application is to the quantum
Hall effect in higher dimensions which has been extensively studied over the last few years
[6, 7, 8]. The lowest Landau level for the Landau problem (of a charged particle in magnetic
field) on an even dimensional space M defines a Hilbert space H which is the quantization
ofM with a symplectic form which is the background magnetic field [7]. The lowest Landau
level is thus a model for the fuzzy version ofM and dynamics confined to the lowest Landau
level is a matrix model to which all of the analysis mentioned above can be applied [9]. Our
result then leads to the computation of the bulk action for quantum Hall droplets. The bulk
action, with fluctuations of the gauge fields, it should be mentioned, has previously been
obtained by other methods. In reference [10], the bulk action is obtained by requiring that
the gauge transformation of D0 is induced by the gauge transformation of the background
fields. This leads to an elegant calculation of the bulk and boundary actions. The anomaly
cancellation between the bulk and boundary actions is also demonstrated. (The boundary
actions, without gauge field fluctuations, have been obtained previously in [7] for arbitrary
dimensions. The case of the two-dimensional flat space has been analyzed along similar lines
in [11].) Needless to say, the bulk action derived by the methods in this paper agrees with
the results in [10].
The variation of the background gauge fields can also be interpreted as gravitational
perturbations of the manifold since the isometry groups are being gauged. Thus gravity on
fuzzy spaces is another natural application of our analysis. In fact, we present arguments
that i
∫
dt Tr(D0) is the natural action for gravity on fuzzy spaces. This is outlined here and
explained more fully in a separate article [12]. In the large N limit of smooth manifolds,
what is obtained is then Chern-Simons gravity. It is interesting to point out at this stage
that there are indications that M -theory can lead to CS gravity [13]. We expect that our
results do have some implications for the matrix analysis of M -theory.
This paper is organized as follows. In section 2, we give a resume´ of some basic results
on the quantum Hall effect on CPk and the fuzzy version of CPk which are needed for
the subsequent analysis. Section 3 is a brief aside showing how our results, at least for the
Abelian case, can be obtained by a simple phase space analysis without the use of matrices. In
section 4, we give the main arguments leading to the result (1). Since this is a long technical
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section, we first show how the result (1) emerges for S2 × R. This will also show how we
may interpret (1) as a fuzzy version of the CS action on spaces of different topologies. The
following subsections of section 4 derive the general result. In section 5, we discuss applying
our result to the quantum Hall effect and to fuzzy gravity.
2 Resume´ of Hall effect on CPk and fuzzy CPk
We begin by considering Hall effect on CPk = SU(k + 1)/U(k), concentrating on the lowest
Landau level. The states corresponding to the lowest Landau level can also be considered as
the (finite-dimensional) Hilbert space H which is part of the definition of fuzzy CPk. With
this re-interpretation, our results can be applied to matrix models and to fuzzy spaces.
Let g denote a (k+1)× (k+1) matrix corresponding to a general element of SU(k+1) in
the fundamental representation. Further, let ta, a = 1, 2, · · · , k2 + 2k, be a set of hermitian
matrices which form a basis of the Lie algebra of SU(k + 1), again in the fundamental
representation. These are taken to obey
[ta, tb] = ifabctc, Tr(tatb) =
1
2δab (2)
fabc are the structure constants of SU(k+1) in this basis. On g, we can define left and right
translation operators by
La g = ta g, Ra g = g ta (3)
It is convenient to split these into the Rk2+2k which is the U(1) generator in U(k) ⊂ SU(k+1),
Rj , j = 1, 2, · · · , k2 − 1, which are SU(k) generators and R±i, i = 1, 2, · · · , k which are in
the complement of U(k) in the Lie algebra SU(k + 1). (A similar splitting can be made for
the left translations, but will not be necessary for what follows.)
Since CPk = SU(k+1)/U(k), we can choose constant background magnetic fields which
take values U(k), the Lie algebra of U(k); in other words, we can have SU(k)-valued and
U(1)-valued fields. These will be proportional to the Riemann curvatures of CPk. Both
possibilities have been considered and explored in some detail before. Here it is sufficient to
consider the case of U(1) background. In this case, the wave functions must obey
Rj Ψ(g) = 0, j = 1, · · · , k2 − 1
Rk2+2k Ψ(g) = nk
1√
2k(k + 1)
Ψ(g) (4)
where n is an integer characterizing the strength of the field. (The integrality of n can be
understood via standard arguments similar to the Dirac quantization for monopoles.) For
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the lowest Landau level, we have an additional condition 1
R+i Ψ(g) = 0 (5)
As discussed in [7], the wave functions obeying the conditions (4) and (5) are given in terms
of the Wigner D-functions of SU(k + 1). These can be defined as
D(J)pq (g) ≡ 〈J, p| gˆ |J, q〉 (6)
Evidently, these are the representatives of g in the representation J and may be thought
of as the matrix elements of a general operator version of g, namely gˆ, with the states of
the representation J . The conditions (4) and (5) tell us that, for the case at hand, we need
D(n)m,n(g) = 〈n,m|gˆ|n, n〉, corresponding to the symmetric rank n representation, denoted by
(n), and the state on the right is chosen to be the highest weight state |w〉 = |n, n〉, which
is an SU(k)-singlet and has the charge nk/
√
2k(k + 1) for Rk2+2k. Being the highest weight
state, we also get the condition (5). The left index m can take N values, where N is the
dimension of the symmetric rank n representation; explicitly
N = dim J =
(n+ k)!
n! k!
(7)
The properly normalized wave functions are
Ψm(g) =
√
N D(n)m,n(g) (8)
These are normalized by virtue of the orthogonality theorem∫
dµ(g) D∗(n)m,n (g)D(n)m′ ,n(g) =
δmm′
N
(9)
Notice that the wave functions carry a representation of the left action of SU(k + 1); this
corresponds to the freedom of magnetic translations in the Hall effect interpretation.
We can introduce a local coordinate description of these as follows. Let gα,k+1 ≡ uα, with
α = 1, 2, · · · , k + 1. In terms of the uα, D(n)m,n ∼ uα1uα2 · · · uαn . Since u∗ · u = 1, we can
parametrize them as
ui =
ξi√
1 + ξ¯ · ξ
i = 1, · · · , k
uk+1 =
1√
1 + ξ¯ · ξ
(10)
1In references [7], we used Rk2+2kΨ = −nk/
√
2k(k + 1) Ψ. The symbols were then defined using g∗ and
gT . It is simpler to use g, g† in the definition of the symbol. Since
(
eit·θg
)∗
= ei(−t
T )·θg∗, we can use g, g†
for the symbol if the t-matrices in this paper are taken as −tT of the usual fundamental representation for
SU(k + 1) or the basis used in [7]. Thus, for example, for SU(3), ta in this paper are ta = −
1
2
λTa in terms
of the Gell-Mann matrices {λa}. This is equivalent to using the conjugate representation, t→ −t
T being the
automorphism of the Lie algebra corresponding to conjugation.
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The Wigner D-functions are now
D(n)m,n(g) =
[
n!
i1!i2!...ik!(n − s)!
]1
2 ξi11 ξ
i2
2 · · · ξikk
(1 + ξ¯ · ξ)n/2
s = i1 + i2 + · · ·+ ik (11)
The complex projective space CPk is a Ka¨hler manifold; the Ka¨hler form may be written
in terms of the local coordinates as
ωK = i
[
dξi dξ¯i
(1 + ξ¯ · ξ) −
ξ¯idξi ξjdξ¯j
(1 + ξ¯ · ξ)2
]
(12)
The background field we have chosen is given by −inωK (in an antihermitian basis). The
states are obtained by quantization of the symplectic form ω = −inωK. Thus the lowest
Landau level wave functions correspond to sections of the line bundle with curvature −inωK .
The volume of CPk is given by
dµ(CPk) =
(ωK
2π
)k
=
k!
πk
d2ξ1d2ξ2 · · · d2ξk
(1 + ξ¯ · ξ)k+1 (13)
In real coordinates this can be written as
dµ(CPk) =
1
(2π)k
[
1
2
(ωK)µνdx
µdxν
]k
=
1
(4π)k
2kk!
√
detωK d
2kx (14)
In equation (13), the quantity d2ξ = dξdξ¯ is equal to d2x in real coordinates.
The inner product for the wave functions can also be written in terms of this measure
and reads
〈Ψ|Ψ′〉 =
∫
dµ(CPk) Ψ∗ Ψ′ (15)
The states in the lowest Landau level are elements of a finite-dimensional Hilbert space
HN . This space is what is obtained by quantizing the symplectic form −inωK. The algebra
of matrices which are linear transformations on HN tend to the algebra of functions on CPk
as N becomes large. We may therefore identify the space HN as defining a fuzzy version
of CPk. (There is a natural choice of Laplace operator on the set of matrices which will
complete the required triple of algebra, Hilbert space and Laplacian.)
The notion of the symbol is useful in analyzing the large N limit which leads to the
continuous CPk. If Aˆ is a matrix, taken as a linear transformation on HN , then the symbol
corresponding to Aˆ is given by
(Aˆ) = A(g) =
∑
ms
D(n)∗m,n (g)AmsD(n)s,n(g) = 〈w| gˆ−1Aˆ gˆ |w〉 (16)
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The symbol of Aˆ coincides with the expectation value of Aˆ in the large n limit. The
symbol corresponding to the product of two matrices is given by the star product of the
symbols of the matrices. It can be written as
(AˆBˆ) ≡ (Aˆ) ∗ (Bˆ) =
∑
s
(−1)s
[
(n− s)!
n! s!
] n∑
∑
k
ik=s
s!
i1!i2! · · · ik! Rˆ
i1
−1Rˆ
i2
−2 · · · Rˆik−kA(g)
× Rˆi1+1Rˆi2+2 · · · Rˆik+kB(g)
= AB − 1
n
Rˆ−iA Rˆ+iB + O(1/n2) (17)
The trace of a matrix can be related to the integral over the phase space of the symbol
of the matrix,
Tr Aˆ =
∑
m
Amm = N
∫
dµ(g) A(g) (18)
Let Ta be matrices corresponding to ta in the representation J ; they are N ×N -matrices,
obeying the commutation rules in (2). The symbol for the action of Ta on a matrix Aˆ can be
worked out as follows.
(TaAˆ) = 〈w| gˆ−1 Ta Aˆ gˆ |w〉
= Sab 〈w| Tb gˆ−1 Aˆ gˆ |w〉
=
nk√
2k(k + 1)
Sak2+2k A(g) +
2k∑
i=1
Sai〈w|Ti gˆ−1Aˆgˆ|w〉
=
[
nk√
2k(k + 1)
Sak2+2k −
1
2
k∑
Sa−i R+i
]
A(g) (19)
where Sab = 2 Tr(g
−1tagtb) and we have also used the fact that T+|w〉 = 0. Further,
Rag = gta, and Rag
−1 = −tag−1. In a similar way,
(AˆTa) =
[
nk√
2k(k + 1)
Sak2+2k +
1
2
k∑
Sa+i R−i
]
A(g) (20)
These results also show that
([−iTa, Aˆ]) =
2k∑
i=1
Sai iRi A(g) (21)
The summation is over the basis of the coset SU(k + 1) − U(k). Notice also that the large
n limit of Ta are given by the Sak2+2k which may be interpreted as giving the Cartesian
coordinates for embedding of CPk in Rk
2+2k.
It is also useful to describe fuzzy CPk, before we take the large n limit, directly in terms
of embedding in Rk
2+2k. For this we start with k2 + 2k hermitian matrices Xa which are of
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dimension (N ×N) . We take N to be of the form (7) for some integer n. The embedding
conditions are then given by [14]
XaXa =
nk(n+ k + 1)
2(k + 1)
≡ Cn
dabcXbXc = (k − 1)(2n + k + 1)
4(k + 1)
Xa ≡ αn Xa (22)
Consider the SU(k + 1)-generators Ta in the symmetric representation of rank n. They
may be written as Ta = a
†
α(ta)αβaβ ≡ a†taa, for bosonic annihilation-creation operators
aβ, a
†
α, α, β = 1, ..., (k + 1). By using completeness relations, it is easy to prove that these
obey representation-dependent identities which are identical to (22) with Ta replacing Xa.
In other words, the matrices Ta in the symmetric rank n representation of SU(k + 1) give
a solution of the embedding conditions (22) via Xa = Ta = a
†taa. In equation (22), Cn is
the quadratic Casimir operator and αn is another invariant related to the properties of the
dabc-symbol.
We may rewrite the conditions (22) in terms of −iTa as
(−iTa)(−iTa) = −Cn
dabc(−iTb)(−iTc) = −iαn(−iTa) (23)
3 The effective bulk action for the U(1) background
We consider Hall droplets on a CPk with symplectic two-form ω = 12ωijdξ
i ∧ dξj . As men-
tioned in the previous section, the lowest Landau levels are described by the quantization of
the space with this symplectic form. The background magnetic field is given by ω itself, with
a potential a(ξ) such that ω = da. We now consider the addition of a U(1) magnetic field
described by a gauge potential A; in other words the total potential is now a+A. The new
dynamics is given by the symplectic form ω + F . Let H = V be the original Hamiltonian.
The new Hamiltonian is H = V +A0, where A0 is the time-component of the gauge potential.
We consider the case where ω + F has the same phase volume, so that the number of states
in the Hilbert space, the lowest Landau level, is not changed. We can now pose the following
problem: Describe the dynamical system of (ω + F,H = V + A0) as (ω,H = A), where we
use the old symplectic form but a different Hamiltonian. At least for the U(1) case, this can
be accomplished by choosing a new set of variables in phase space. We write ξ = v − w,
where v’s are coordinates on CPk and w is viewed as a series in powers of F and derivatives
of A,A0. To accomplish the change to using ω as the symplectic form, we need
(ω + F )
]
ξ
= ω
]
v
(24)
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The change ξ → v is a coordinate transformation which is not canonical. The strategy is to
find w as a series and then the Hamiltonian is given by
H ≡ A = (V +A0)
]
v−w
(25)
Rather than implementing (24) at the level of ω’s, we can use the potentials and write the
equivalent version of (24) as
(a+A)
]
v−w
− a
]
v
= dθ (26)
where θ is arbitrary. It can be considered as a gauge transformation of the gauge potentials;
evidently it does not contribute to the symplectic forms. Written out in coordinate notation,
this equation becomes
[ai(v − w)− ai(v)]− aj(v − w)∂iwj +Ai(v − w)−Aj(v − w)∂iwj ≈ 0 (27)
where the weak equality sign ≈ indicates equivalence up to a gauge transformation. We now
write w = λw1+λ
2w2+ · · · , where λ is a parameter introduced to keep track of various terms
of the same order; eventually it is set to one. The potential V is taken to be of order λ0 and
the fluctuation A is taken to be of order one, thus A → λA. The requirement (27) can be
written, for the first two powers of λ, as
w1 · ∂ai + aj∂iwj1 −Ai ≈ 0 (28)
w2 · ∂ai + aj∂iwj2 + w1 · ∂Ai +Aj∂iwj1
−12wk1wl1∂k∂lai −w1 · ∂aj∂iwj1 ≈ 0 (29)
By a suitable choice of the gauge function θ, the first of these equations can be brought to
the form
wj1ωij +Ai ≈ 0 (30)
which has the simple solution
wj1 = −ω−1jkAk (31)
Equation (29) can be simplified, again by removal of a suitable θ-factor, as
wj2ωij + w
j
1Fij +
1
2w
k
1w
l
1∂k∂lai + ∂iw
l
1w1 · ∂aj ≈ 0 (32)
Replacing derivatives of a in terms of ω, we can further simplify this as
ωijw
j
2 + Fijw
j
1 +
1
2w
k
1w
l
1∂kωli +
1
2w
k
1∂iw
l
1ωkl ≈ 0 (33)
and has the solution
wj2 = −ω−1jk
[
Fklw
l
1 +
1
2w
m
1 w
n
1∂mωnk +
1
2w
m
1 ∂kw
n
1ωmn
]
(34)
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These results can now be used to calculate the new Hamiltonian as given by (25), to the
second order in the A’s and derivatives. We find
H = A = (V +A0)
]
v−w
= V +A0 − w1 · ∂(V +A0) + 12wk1wl1∂k∂l(V +A0)− w2 · ∂(V +A0) + · · ·
= V +A0 + ω
−1jkAk∂j(V +A0) +
1
2ω
−1ikω−1jlAkAl∂i∂jV
+ω−1jk∂jV
[
Fklw
l
1 +
1
2w
m
1 w
n
1∂mωnk +
1
2w
m
1 ∂kw
n
1ωmn
]
+ · · · (35)
We shall now define ui = ω−1ij∂jV . This would be the velocity (or v˙
i) if the Hamiltonian
were just V . Second derivatives like ∂i∂jV can now be written in terms of derivatives of u,
with a compensating term involving derivatives of ω. We also use the expression for w1 from
(31) to bring the Hamiltonian to the form
H ≡ A = V +A0 − u ·A+ ω−1ij∂iA0Aj − 12ω−1ikAkAj∂iuj
−12ukwm1 wn1 [∂mωkn + ∂kωnm + ∂nωmk] + ukω−1lnAnFkl
+12w
k
1 (u · ∂Ak) + · · · (36)
Using the fact that ω is closed, i.e., ∂mωkn + ∂kωnm + ∂nωmk = 0, and with some further
simplification, this gives
A = V +A0 − u ·A+ ω−1ij∂iA0Aj − 12ω−1ijAjAk ∂iuk + 12ω−1ijAj u · ∂Ai
−ω−1ijukAj∂iAk + · · · (37)
Since we just used V +A0 without the time-derivative term, this procedure does not fix
the terms in the Hamiltonian which involves time-derivatives. We can obtain these terms by
noting that A0 is defined only up to a gauge tarnsformation. Thus A0 and A0 + ∂0Λ should
give A’s which differ by ∂0Λ. This identifies the correction term as 12ω−1ijAi∂0Aj . The total
result is thus
A = V +A0 − u · A+ ω−1ij
[
∂iA0Aj +
1
2Ai∂0Aj
]
+ω−1ij
[
1
2Aju · ∂Ai − ukAj∂iAk − 12AjAk∂iuk
]
+ · · · (38)
This is the basic result for Abelian fields. It agrees with the result in [10] with the identifi-
cation ω = −nΩ of that paper.
The expression (38) can be related to Chern-Simons action as follows. The (2k + 1)-
dimensional Chern-Simons action is given by
SCS =
ik+1
(2π)kk!
∫
A(dA)k (39)
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We replace A by a+A and expand this to obtain
SCS =
ik+1
(2π)kk!
∫ [
ωkA0 +
k
2
ωk−1 AdA+
k(k − 1)
3!
ωk−2 AdAdA+ · · ·
]
(40)
In equations (39) and (40), we have used antihermitian fields, to be in conformity with our
later discussions of the nonabelian case. Thus, in these equations, ω is given in terms of the
Ka¨hler form ωK on CP
k as ω = −inωK and the fields are given as −i times the hermitian
fields. For the product of the (real) components of ω’s we can use the rules
ǫa1a2···a2kωa1a2 · · ·ωa2k−1a2k = 2kk!
√
detω
ǫija1a2···a2k−2ωa1a2 · · ·ωa2k−3a2k−2 = 2kk!
√
detω
[
− 1
2k
ω−1ij
]
(41)
ǫijkla1a2···a2k−4ωa1a2 · · ·ωa2k−5a2k−4 = 2kk!
√
detω
[
1
22k(k − 1)
(
ω−1ijω−1kl
+ω−1ikω−1lj + ω−1ilω−1jk
)]
We also have
ωk = (−in)kωkK = (−in)k(2π)kdµ(CPk) (42)
Simplifying (40) using these results, and writing everything in terms of real or hermitian
fields, we find
SCS =
nk
k!
∫
dt dµ(CPk)
[
A0 + ω
−1ij
(
1
2Ai∂0Aj −Ai∂jA0
)
+
(
1
2Ai∂jA0∂kAl − 13Ai∂0Aj∂kAl
)
×
(
ω−1ijω−1kl + ω−1ikω−1lj + ω−1ilω−1jk
)
+ · · ·
]
(43)
In this equation, we now replace A0 by A0 + V and again expand to quadratic terms in the
A’s keeping in mind that V is taken to be of order zero. This gives, finally,
SCS(V +A0, a+A) =
nk
k!
∫
dt dµ(CPk)
[
V +A0 − u · A
+ω−1ij
(
1
2Ai∂0Aj −Ai∂jA0
)
+ω−1ij
(
ukAi∂jAk − 12∂iukAjAk − 12Aiu · ∂Aj
)
+ · · ·
]
=
nk
k!
∫
dt dµ(CPk) A (44)
It may b worth emphasizing that, in this expression, ω−1 = ω−1K /n. Equation (44) gives the
relation between the Chern-Simons action and A in (38). Expressions (38) and (44) are in
11
complete agreement with the expressions in [10]. (In making this comparison, it should be
kept in mind that nΩ in [10] is the negative of our ω. This is due to the definition of the
total field in [10] as −a+A, rather than a+A.)
Notice also that the phase volume dµP is given by
dµP =
nk
k!
dµ(CPk) (45)
with nk/k! being the number of states in the large n limit. Thus the basic result of this
section can be expressed as
SCS =
∫
dt dµP A (46)
4 General matrix formulation
4.1 General framework and results
The previous derivation is expressed entirely in classical language, without considering trans-
formations directly on the Hilbert space. Secondly, it is not clear how the arguments can
be extended to nonabelian fields. While it is possible to write symplectic forms including
nonabelian degrees of freedom, as one does for the Wong equations of motion, the kind of
coordinate changes we need to make and their implementation in terms of matrix represen-
tation of the nonabelian algebra are not obvious. In any case, we want to take the point of
view that the Hilbert space is the fundamental entity, with the classical description being
just a large n simplification. This is also the proper starting point if we think of the Hilbert
space as defining a fuzzy version of the space. In such cases, it is important to have a matrix
version of the calculations of the previous section; this section will address this question.
The action we start with is a matrix action and therefore, there is, initially, no notion
of space or spatial geometry. The Hilbert space HN on which the matrices act as linear
transformations can be taken as arising from quantization of CPk for one, or different values
of k, or from some other phase space. Even for the same geometry and topology for the
phase space, the choice of symplectic form is not unique. For example, one could use a
specific form ω or some perturbation of it which does not change the phase volume so that
the total number of states upon quantization does not change. For each such possibility
there is a corresponding large N limit. Thus the same matrix action can be expanded out in
many ways for large N . We shall work this out by expanding around some specific choice of
background, which is the analogue of the a of the previous section, with extra gauge potentials
A. The final result will not be sensitive to the choice of background, so that it can be used
for a number of different backgrounds.
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The matrix version of the action which we consider is given by
S = i
∫
dt Tr
(
ρ0U
†D0U
)
(47)
where ρ0 denotes the density matrix of the system initially and A0 is related to the Hamil-
tonian. From now on we will use properly antihermitian A0’s in line with the spatial compo-
nents; thus D0 = ∂0 +A0 and the Hamiltonian is given by H = −iA0. The action (47) leads
to the correct evolution equation for the density matrix, namely,
iD0ρ = i
∂ρ
∂t
+ i[A0, ρ] = i
∂ρ
∂t
− [H, ρ] = 0 (48)
where ρ = U †ρ0U is the density matrix at time t. Eventually we can take A0 → A0 + iV to
include a background potential.
The unitary transformation U encodes the fluctuations of the chosen density matrix, or
the edge states in the quantum Hall way of thinking about this problem. Equivalently, it
gives the boundary effects for dynamics in a subspace of a fuzzy space. The bulk dynamics
is not sensitive to U , and can be extracted by taking ρ = 1. Effectively, we are then seeking
the simplification of S = i
∫
dt TrD0 in the limit of large matrices. This action is the one-
dimensional Chern-Simons action for the matrix theory.
In the following, the specific background we choose corresponds to CPk. The gauge fields
A0, Ai will be expanded around this background; thus the fields A0, Ai are actually functions
on fuzzy CPk. To carry out the expansion, we write A0, Ai in terms of (N ×N)-blocks. In
other words, we can take HN = HN ⊗HM so that the matrix elements of Ai, i = 0, 1, 2, ...,
may be written as AiAB = 〈A|Ai|B〉 = 〈α a|Ai|β b〉, α, β = 1, 2, · · · , N , a, b = 1, 2, · · · ,M .
HN will carry an irreducible representation of SU(k + 1), specifically the symmetric rank n
representation.
The chosen background has an Abelian background field which corresponds to ω =
−inωK . A general gauge field is introduced by the prescription Da = −iTa + Aa. This
will involve k2 + 2k spatial components for the gauge potential, which are obviously too
many for CPk. Thus there are restrictions on Da which ensure that there are only 2k spatial
components for the potentials. These conditions may be taken as the gauged version of the
conditions (23),
DaDa = −Cn
dabcDbDc = −iαnDa (49)
In other words, even after gauging, the derivatives obey the same embedding conditions (23)
as before gauging [15]. (In the limit of a continuous manifold, there is some redundancy in
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these conditions. While they are sufficient for our purpose, whether they are necessary and
sufficient in the noncommutative case is not quite a settled issue.)
With this set-up, the simplification of the matrix action can now be carried out. We will
consider the variation of the matrix action iTrD0 under a change of the background fields.
D0 is a matrix function, and so, it can be expressed in terms of a basis made up of powers
of Ta. Since Ta = Da −Aa, it is then possible to expand D0 in terms of the Da’s which give
the same basis on a background with additional gauge fields Aa. In a large n-expansion, we
can also replace the matrices by their symbols. The resulting action is then given by
i
∫
dt Tr(D0) ≈ S∗CS + · · · (50)
where SCS is the Chern-Simons (2k+1)-form onCP
k×R. S∗CS is the star-version of the same
action, i.e., SCS with star products connecting the various fields in it. The gauge potentials in
the Chern-Simons action are given by a+A, where a is the background value corresponding
to the symplectic form and A is the additional potential or gauge field fluctuation.
The integer n may be written in terms of the scale parameter R, which is the analog off
the radius of the manifold, as n = 2BR2, B being the field strength for the symplectic form.
If we take the large R limit, and further take the gradients of the fields to be small compared
to their values, so that D2F ≪ FF , for example, then we can simplify the result (50) as
i
∫
dt Tr(D0) ≈ SCS + · · · (51)
In other words, in the spirit of a gradient expansion, and at large R, the higher terms in the
star product are negligible.
Equations (50) and (51) are the main results we will show over next few subsections.
However, the general analysis is algebraically rather involved, with many calculational steps.
Therefore, before continuing with the general matrix formulation, it is useful to work out
the case of a two-sphere. This will exemplify the calculational steps required for the general
analysis.
4.2 The effective action on the two-sphere
In the case of the two-sphere, we need rank n SU(2) representations, so that N = n+1. The
gauge fields are written in terms of (n+1)×(n+1)-blocks as AiAB = 〈A|Ai|B〉 = 〈α a|Ai|β b〉,
α, β = 1, 2, · · · , n+ 1, a, b = 1, 2, · · · ,M . The large n analysis is facilitated by the use of the
symbol which we define as
(Ai)ab =
∑
α,β
D(n)∗α,n (g) 〈α a|Ai|β b〉 D(n)β,n(g) (52)
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where D’s are the Wigner D-functions for SU(2). (Ai)ab is thus a matrix-valued function on
S2; it takes values in the Lie algebra of U(M) and, in the large n limit, it can be identified
as the gauge potential on S2 ×R, where R is the temporal dimension.
A parenthetical remark is in order at this point. In the case of higher dimensional group
coset manifolds of the form G/H, whereH is nonabelian, such as CPk, it is possible to choose
a nonabelian background field [7]. The relevant wave functions are of the form D(J)Aa (g), where
J denotes a representation of G, and we have a nontrivial representation of H for the right
translations of g, corresponding to the index a. The symbol can then be defined as
(Ai)ab =
∑
A,B
D(J)∗A,a (g) 〈A|Ai|B〉 D(J)Bb (g) (53)
This was the definition used in [7] and [10]. It is a little bit different from (52). We will use
(52). In the simplification of the action, this will lead to traces over the remaining matrix
labels such as a, b in (52). At this stage, if G ∈ U(M), we can rewrite the M ×M -matrix
products and traces by introducing additional D’s and using δab = DK∗ac DKbc , where DK ’s are
suitable representations of G. (More than one irreducible representation may be needed) .
We can then reduce the product D(n)β,nDKbc to get wave functions like D(J)Bc . Results using (53)
can thus be recovered from results obtained using (52). This argument also shows that at
least a part of the remaining gauge group can be identified with gauge fields for the isometries,
namely the group G, of the space. The indices a, b in (52) play the role of the tangent space
indices.
Returning now to the main line of reasoning, let Tµ be (n + 1)× (n+ 1)-matrices which
are the generators of the SU(2) Lie algebra in the j = 12n representation. The covariant
derivative of a function f can be written as Dµf = [−iTµ, f ] +Aµf . Evidently the covariant
derivatives obey
[Dµ,Dν ] = fµναDα + Fµν (54)
where
Fµν = [−iTµ, Aν ]− [−iTν , Aµ] + [Aµ, Aν ]− fµναAα (55)
For the matrices Tµ we have the condition TµTµ = Cn =
1
4n(n + 2), where Cn is the
quadratic Casimir for the representation with j = 12n. We can define Xµ = Tµ/
√
Cn as
the coordinates of the fuzzy sphere; they correspond to the fuzzy version of the coordinates
one has by embedding the two-sphere in R3, since XµXµ = 1. This is the k = 1 case of the
equations (22). At the level of the D’s, notice that there are three D’s and three A’s, whereas
we should have only two independent ones for the two-sphere. We must have a constraint
which is the analogue of the condition T 2 = Cn. The required constraint may be taken as
DµDµ = −Cn. In other words, even after the gauging −iTµ → −iTµ + Aµ = Dµ, we must
have the sum of squares equal to the quadratic Casimir value.
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In the following, we shall denote the commutator [Dµ,Dν ] by Ωµν . Explicitly, Ωµν =
fµναDα + Fµν . Ωµν is not invertible in general, but on the restricted subspace with fixed
value of D2, it has an inverse; equivalently, we can find a matrix Nµν , at least as a series in
F ’s and their derivatives, such that
NµνΩνα = δµα +
1
Cn
DαDµ (56)
Notice that, at least in the large n limit, the right hand side of (56) is a projection operator
to directions tangential to the sphere. If we keep just the first term in Ωµν , namely ωµν ≡
fµναDα, we find
Nµν ≈ N0µν = 1
Cn
fµναDα (57)
In writing Ωµν = fµναDα + Fµν , the second term, Fµν is of lower order in powers of n
compared to the first one, since D is of order n. (Recall that D2 = −Cn is of order n2.) Thus
N0µν is the leading term we need at large n, the corrections to (57) are subdominant. They
will be needed for higher dimensional spaces, as we shall see later.
Using equation (56), we find
δDα =
1
2
(
δDµNµν [Dν ,Dα] + [Dα,Dν ]NνµδDµ
)− 1
2Cn
(
δDµDαDµ +DµDαδDµ
)
(58)
The second set of terms on the right hand side may be simplified as
− 1
2Cn
(
δDµDαDµ +DµDαδDµ
)
=
1
2Cn
(
δDµδµν [Dν ,Dα] + [Dα,Dν ]δνµδDµ
)
− 1
4Cn
[δD ·D −D − δD,Dα]
− 1
4Cn
(
δD2 Dα +Dα δD
2
)
(59)
Since D2 is fixed, the last term is actually zero. Using this equation, we find
δDα =
1
2
(
ξν [Dν ,Dα] + [Dα,Dν ]ξ˜ν
)− 1
4Cn
[δD ·D −D · δD,Dα]
ξν = δDµMµν , ξ˜ν =MνµδDµ (60)
Mµν = Nµν +
δµν
Cn
The second term on the right hand side gives a unitary transformation of Dα.
Let K be a matrix acting on the Hilbert space H. We may write K in an expansion in
D’s as a sum of terms of the form
K = Kµ1µ2···µs Dµ1Dµ2 · · ·Dµs (61)
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(Our results extend by linearity to sums of such terms, so it is sufficient to consider one such
term, for a fixed value of s.)
In the large n limit, the D’s typically become the coordinates for the space M, in an
embedding ofM in Rd of suitable dimension d, as indicated after equation (21). The question
of interest is thus how we can express K in an expansion around a perturbed version of the
D’s, namely, D′µ where A
′
µ = Aµ + δAµ. Clearly this can be achieved by writing Dµ =
D′µ − δAµ = D′µ − δDµ. The change in K is thus given by Dµ → Dµ − δDµ. Using equation
(60), we may write
δK = 12
(
δ1K + δ2K
)
(62)
where
δ1K = −Kµ1µ2···µs
[
ξα[Dα,Dµ1 ]Dµ2 · · ·Dµs +Dµ1ξα[Dα,Dµ2 ]Dµ3 · · ·Dµs + · · ·
]
δ2K = −Kµ1µ2···µs
[
[Dµ1 ,Dα]ξ˜
αDµ2 · · ·Dµs +Dµ1 [Dµ2 ,Dα]ξ˜αDµ3 · · ·Dµs + · · ·
]
(63)
We have not written the unitary transformation by (δD · D − D · δD) which will lead to a
unitary transformation of K. Eventually we take a trace to get the action, so this will not
affect our considerations for the bulk terms. If we were to keep the boundary terms, such a
term would be important. If all ξ’s are moved to the left end of the expression for δ1K, we
will get ξα[Dα,K]. This will be the leading term at large n. In moving the ξ’s to the left, we
will get extra commutator terms, which will be related to Poisson brackets at large n, and
are subdominant. The commutator terms will be discussed later in this section, but for now,
we focus on the dominant terms at large n and write,
δK ≈ −1
2
(
ξα[Dα,K] + [K,Dα]ξ˜
α
)
(64)
We are now in a position to apply this line of reasoning to the computation of the effective
action (47). As mentioned before, the bulk dynamics is not sensitive to U , and for obtaining
the bulk action we can set ρ = 1. Thus we need the simplification of TrD0 in the limit of large
matrices. We start with the expansion of D0 around a background with potential Aµ + δAµ.
This can be worked out by taking K = D0 in the above equations. The first correction due
to change of Aµ is found as
δD0 = −1
2
[
δDµMµν [Dν ,D0] + [D0,Dν ]MνµδDµ
]
= −1
2
(
δAµMµν Fν0 − Fν0 MνµδAµ
)
(65)
In using the expression for Mµν from (60), the contribution of δµν/Cn is zero by cyclicity
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of trace. Also keeping just the N0µν -term in Nµν as explained after (57), we find
δS ≈ −i(n+ 1)
2
∫
dtdµ(CP1) tr
(
δAµN0µνFν0 − Fν0NoνµδAµ
)
≈ −n(n+ 1)
2Cn
∫
dtdµ(CP1) fµναSα3 tr
(
δAµFν0
)
(66)
We have used equation (18) to go to the integral over phase space. We have also used the
fact that
N0µν =
1
Cn
fµναDα ≈ − in
2Cn
fµναSα3 (67)
Further, we have replaced the matrices by symbols, so that δAµ and Fν0 in this equation are
M ×M -matrices.
Further simplification is as follows. Notice that fµναSα3 = fab3SµaSνb from the definition
of Sµα. From (21), we see that SνbFν0 = Fb0 = [iRb, A0] − ∂0Ab + · · · . Fb0 is in a basis
where the derivatives are the Ri’s. We can convert these to the standard coordinate basis by
writing SνbFν0 = (E
−1)ibFi0 where E
a
i is the frame field for the metric. This yields
δS ≈ −n(n+ 1)
2Cn
∫
dtdµ(CP1) ǫab(E
−1)ia(E
−1)jb tr
(
δAiFj0
)
≈ − 1
2π
∫
dtdµ(S2) (detE)−1ǫij tr
(
δAiFj0
)
= − 1
2π
∫
dt tr
(
δAF
)
(68)
We had normalized the volume dµ(CP1) to unity; so, in the second step, we changed to the
standard normalization of 4π. (We have also used Cn ≈ n2/4 and, in the last step, changed
to differential forms for the fields.)
The variation of the (2k + 1)-dimensional Chern-Simons term is given by
δSCS =
ik+1
(2π)kk!
∫
tr(δAF k) (69)
For k = 1, we find δS = −(1/2π) ∫ tr(δAF ), so that, comparing with (68) we conclude
S ≡ i
∫
dt Tr(D0) ≈ SCS (70)
A number of remarks are in order at this point. At finite values of n, the Hilbert space
HN defines a fuzzy version of the phase space, specifically, in this case, the two-sphere. Thus
the action
∫
dt Tr(D0) is a matrix model action, or equivalently a fuzzy space action. What
we have shown is that the large n limit is given by the continuum Chern-Simons theory
on S2 × R. (Notice that, as should be expected, the result is independent of the metric
on S2 ×R, only the topology is relevant in this action.) Chern-Simons theories have been
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formulated and analyzed on many noncommutative spaces such as the fuzzy sphere [16] and
the noncommutative plane [5]. For example, on the plane, the action is given by
S = − 1
2π
[
θ
3
Tr(DµDνDα)ǫ
µνα − iTr(D0)
]
(71)
These actions are different from
∫
dtTr(D0) at the matrix level, and explicitly involve the
spatial components of the gauge field. However, their commutative limits lead to the stan-
dard commutative Chern-Simons action. What we have shown is that the action
∫
dt Tr(D0),
expanded in a suitable background, also leads to the same commutative limit. This is not
surprising if one views the finite n case as a regularization of the continuum theory. It is, of
course, possible to have many theories which are different at the regulated level but which
coincide when the regulator is eventually removed. One can study the different noncommu-
tative Chern-Simons theories as genuinely different theories at the matrix level. But if we
only ask for a matrix theory whose commutative limit gives the Chern-Simons theory, then
the action (47) is a good choice. In this sense, it defines a fuzzy version of the Chern-Simons
theory.
In generalizing this construction, it is clear that there are three basic ingredients that we
must take account of. First of all, we need to show that a suitable construction of the matrix
Nµν can be made for the full Ωµν , at least as an expansion in powers of 1/n. Secondly, the
extra terms in equations (63) which arise from reordering must be calculated. And finally,
the definition of the symbol is altered when we make the shift Aµ → Aµ + δAµ, and this
must be incorporated at the step of replacing matrices by their symbols. In the next three
subsections, we will address these issues.
4.3 Construction of Nac
We start with equation (54) again, [Da,Db] = fabcDc + Fab ≡ Ωab. First, we want to obtain
Nac in a form suitable for large n analysis. For this purpose, we define a gauge covariant
quantity Rab by the equation
fackDk fcblDl = DbDa +
Cn
k
δab + i
2n+ k + 1
2
dabcDc − k − 1
4
fabcDc + Rab (72)
The key observation is that Rab, which is naively of order n
2, is actually of lower order in
powers of n. This follows from the fact that in Da = −iTa+Aa, Ta is of order n, but Aa is of
order 1. If Aa = 0, we just have the T -matrices and, in the symmetric rank n representation,
they obey the identity
−fackTk fcblTl = −TbTa + Cn
k
δab +
2n+ k + 1
2
dabcTc + i
k − 1
4
fabcTc (73)
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Thus Rab vanishes to leading order in n. It does not vanish at the next order, but its
contribution to the action will be down by two powers of n compared to the leading term.)
There are other, equivalent, ways of writing Rab. For example, the identity
fcak fcbl =
2
k + 1
(δabδkl − δalδkb) + 4 (dabmdklm − dalmdkbm) (74)
leads to
Rab = (k − 1) Cn
k + 1
(
δab
k
+
DbDa
Cn
)
+ i
(k − 3)(2n + k + 1)
2(k + 1)
dabcDc
+4 dalmdbkmDkDl +
k − 1
4
fabcDc (75)
Going back to (72), we rewrite it as[
fackDk +
1
4
(k − 1)δac
]
fcblDl = DbDa +
Cn
k
δab + i
2n+ k + 1
2
dabcDc + Rab (76)
We now define a quantity
Yab = dabcDc + i
(k − 1)(2n + k + 1)
8(k + 1)
δab = dabcDc + i
αn
2
δab (77)
Equation (76) now becomes[
fackDk +
1
4
(k − 1)δac
]
fcblDl = DbDa +Bnδab + i
2n + k + 1
2
Yab + Rab (78)
where
Bn =
n(n+ k + 1)
4
+
k2 − 1
16
(79)
Notice that Bn = Cn for SU(2) for which k = 1. We now define
N0ac =
1
Bn
[
fackDk +
1
4
(k − 1)δac
]
(80)
Equation (78) can now be written as
(
N0ω)ab = δab + Xab + iYab + Rab
Xab =
DbDa
Bn
, Yab =
1
Bn
(
n+ 12(k + 1)
)
Yab, Rab =
Rab
Bn
(81)
X and Y are of order 1; while R is naively of the same order, it is actually of lower order, as
argued before. For the full Ωab = fabcDc + Fab, we can now define Nab by the equation
(NΩ)ab = δab + Xab + iYab (82)
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Nab can be obtained as a series by writing N = N0 +N1 +N2 + · · · , and matching terms of
the same order in powers of n in (82). The first few terms are given by
Nab = N0ab − (RabN0)ab − (N0FN0)ab + (R(X + iY)N0)ab + (N0F (X+ iY)N0)ab
+(N0FN0FN0)ab + · · · (83)
In this series, we encounter terms like RN0 and RXN0 which are, again, seemingly of the
same order, since X is of order 1. However, the product XN0 reduces the power of n by one,
as seen from the following.
(XN0)ab =
DcDa
Bn
[
fcbkDk
Bn
+O(1/n2)
]
=
1
B2n
(DaDc + fcamDm + Fca) fcbkDk +O(1/n2)
= − 1
2B2n
fcbkDa[Dc,Dk] + fcamfcbk
DmDk
B2n
+ fcbk
FcaDk
B2n
+ · · · (84)
Each term on the right hand side is seen to be of order 1/n2, one order less than what is
expected from the order of X and N0. In a similar fashion, using the identity[
dabc(−iTc) + i(k − 1)(2n + k + 1)
8(k + 1)
δab
]
fcbl(−iTl) = −k + 1
4
dabk(−iTk) (85)
we can easily check that YacN0cb = O(1/n2), even though the left hand side is naively of
order 1/n. In conclusion, the terms R(X + iY)N0, N0F (X + iY)N0 are indeed smaller by
a power of n, at large n, compared to the corresponding terms (RabN0)ab and (N0FN0)ab.
Thus the expansion (83) is appropriate at large n.
What we have shown is that we can construct a matrix N which obeys equation (82); it
is obtained as a series (83), the subsequent terms in the series being smaller by powers of n,
as n becomes large.
4.4 The variation of the action at large n
Re− expressing the variation of D
We shall now express the variation of Da in a form suitable for application to functions.
Equation (82) tells us that
NacΩcb = δab + Xab + iYab
ΩbcNca = δba + Xba + iYba (86)
The second equation is the hermitian conjugate of the first. Multiplying the first by δDa on
the left and the second by δDa on the right and adding, we get
1
2
(δDaNacΩcb +ΩbcNcaδDa) = δDb +
δDaDbDa +DaDbδDa
2Bn
(87)
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In this simplification, we have used the fact that
δDaYab + YbaδDa =
2n+ k + 1
2Bn
[
dabc(δDaDc +DcδDa) + iαnδDb
]
=
2n+ k + 1
2Bn
δ
[
(dabcDaDc) + iαnDb
]
= 0 (88)
by virtue of equation (49). Equation (87) is of the same form as (58) and further simplification
is done using (59) as before to arrive at
δDb =
1
2
(
ξc[Dc,Db] + [Db,Dc]ξ˜c
)− 1
4Bn
[δD ·D −D · δD,Db]
ξc = δDaMac, ξ˜c =McaδDa (89)
Mab = Nab +
δab
Bn
We have used both the embedding conditions (49) in arriving at this equation.
V ariation of a matrix function under change of gauge fields
As in the case of SU(2), we can now consider a matrix function K acting on the Hilbert
space H. K can be taken as the sum of terms of the form K = Ka1a2···asDa1Da2 · · ·Das ,
where, we can also take, without loss of generality the coefficients Ka1a2···as to be symmetric
in all indices. (Any antisymmetric pair may be reduced to a single D and F ; F itself may be
re-expanded in terms of D’s, to bring it to this form.) We may thus write K as
K =
∫
dµ ez¯·D K(z) (90)
where
dµ =
∏
a
dzadz¯a
π
e−z¯·z, K(z) = Ka1a2···asza1za2 · · · zas (91)
For the variation of K under D → D − δD we get
δK = −
∫
dµ
∫ 1
0
dα eαz¯·D z¯ · δD e(1−α)z¯·D K(z) (92)
Upon taking traces, this leads to
Tr δK = −Tr (δDaKa)
Ka =
∫
dµ z¯a ez¯·D K(z) =
∫
dµ ez¯·D
∂K
∂za
(93)
Substituting from (89), we get the result
Tr (δK) = −1
2
Tr
[
δDaNab(ΩbcK
c)− δDa(KcΩbc)Nba
+
1
Bn
[
δDa(ΩabK
b)− δDa(KbΩab)
]]
(94)
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Consider now the commutator [Da,K]; this can be expanded as
[Da,K] =
∫
dµdα eαz¯·D [Da, z¯ ·D] e−αz¯·D ez¯·D K(z)
= [Da,Db]K
b − 1
2
[[Da,Db],Dc] K
bc + · · · (95)
Kbc =
∫
dµ z¯bz¯c ez¯·D K(z)
Since D ∼ n and the commutator reduces the power of n by one, the first term in the series
(95) is of order K, the second of order K/n, etc. From the definition of the coefficients,
[Da,K
a] = 0, [Db,K
bc] = 0. Using the change of variables α→ 1− α, we also get
[Da,K] = K
b[Da,Db] +
1
2
Kbc[[Da,Db],Dc] + · · · (96)
Since the second term on the right hand side is of order 1/n, and commutators will further
reduce the power of n, by adding (95) and (96), we find
[Da,K] =
1
2
(
ΩabK
b +KbΩab
)
+ O(1/n2) (97)
Equivalently, we can write this as
ΩbcK
c = [Db,K] +
1
2
[Ωbc,K
c] +O(1/n2)
KcΩbc = [Db,K] − 1
2
[Ωbc,K
c] +O(1/n2) (98)
Using this result, equation (94) may be simplified as
Tr (δK) = −1
2
Tr
[
δDaNab[Db,K]− [Db,K]NbaδDa
+
1
2
(
δDaNab[Ωbc,K
c]− [Ωbc,Kc]Nab
)
+O(1/n3)
]
= −1
2
Tr
[
δDaNab[Db,K]− [Db,K]NbaδDa + 1
2
δDa[Nab, [Ωbc,K
c]] +O(1/n3)
]
= −1
2
Tr
[
δDaNab[Db,K]− [Db,K]NbaδDa +O(1/n3)
]
(99)
We have used the fact that [Nab, [Ωbc,K
c]] is of order 1/n3 since Nab is of order 1/n. This
result shows that the change in Tr K is given by the first set of terms to order 1/n2, as n
becomes large.
V ariation of Tr(D0)
The expansion of the action (47) can now be carried out, taking K = D0. The relevant
terms in Nab, from equation (83), are
Nab = ω
−1
ab +
(k − 1)
4Bn
δab − ω−1ac Fcd ω−1db − Rac ω−1cb +O(1/n3) (100)
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where
ω−1ab =
fabcDc
Bn
(101)
(This will become the inverse of the symplectic form in the large n limit; the notation antic-
ipates this. However, at this stage ω−1ab is still a matrix.) Upon using this in (99), the term
involving δab will drop out by cyclicity of the trace, the term involving Rac will turn out to
be of order 1/n3, as shown later. For the variation of the action, up to order 1/n2, we then
get
Tr (δD0) = δD
(1)
0 + δD
(2)
0 + · · ·
δD
(1)
0 = −
1
2
(
δAaω
−1
ab Fb0 + Fb0ω
−1
ab δAa
)
(102)
δD
(2)
0 =
1
2
(
δAaω
−1
ab Fbcω
−1
cd Fd0 + Fd0ω
−1
ab Fbcω
−1
cd δAa
)
This can now be converted to an integral of the symbol of this expression over CPk with a
trace over the remaining (small) matrix labels. First of all, in (δD
(1)
0 ), we bring the ω
−1
ab to
the left end by the cyclicity of the trace, and then we can take it out of the symbol by using
(19). In other words, for this term, we can write
ω−1ab =
1
Bn
[
−i nk√
2k(k + 1)
fabcSc,k2+2k +
i
2
fabcSc−iR+i + fabcSciAi
]
(103)
where we have also used the fact the symbol of the gauge field may be written as Ac = SciAi
where the summation is over i = 1 to 2k. The fact that the symbol of Ac has this restricted
form is due to the constraints (49). The first term on the right hand side of (103) is also
related to ω−1µν in the coordinate basis as
− i nk
Bn
√
2k(k + 1)
fabcSc,k2+2k = −i
nk
Bn
√
2k(k + 1)
f ij,k
2+2kSaiSbj
= ω−1µνEiµE
j
νSaiSbj (104)
ω−1µν = −i nk
Bn
√
2k(k + 1)
f ij,k
2+2k(E−1)µi (E
−1)νj
E’s are the frame fields for the metric on CPk. There is one more correction which we must
take account of. Originally, we defined the symbol using the states with the gauge potential
equal to zero. As we change the potential, the definition of the symbol also changes. This
correction may written, for any matrix K, as
(K) = (K)0 − 1
4
(
(ω−1ab Fab + Fabω
−1
ab ) K
)
+ · · · (105)
To keep the continuity of our main line of argument, we do not give the derivation of this
result here; it is shown in the next subsection. For our case of applying this to (102), we take
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K = −12(δAaω−1ab Fb0 + Fb0ω−1ab δAa). In using equation (105), ω−1 is given by just the first
term in (103), since that is all we need to get terms ot order 1/n2. Similarly, for (δD
(2)
0 ), we
can replace ω−1ab by the first term on the right hand side of (103).
We can now write∫
dt Tr(δD
(1)
0 ) = −
1
2
Tr
[
ω−1ab
(
δAaFb0 + Fb0δAa
)]
= Term I + Term II + Term III + Term IV + Term V (106)
In writing this expression in terms of symbols, we will also need the first term of the star
product for δAaFb0 + Fb0δAa; this is indicated as Term II. Explicitly,
Term I = N
∫
dtdµ(CPk)
[
−1
2
ω−1µνEiµE
j
νSaiSbjtr
(
δ(Aa)(Fb0) + (Fb0)(δAa)
)]
= N
∫
dtdµ(CPk)
[
−ω−1µνtr(δAµFν0)
]
(107)
We have used the components of A and F in the coordinate basis.
For the second term, we need the correction from the star product. For functions which
are built up of sums of products of D’s, this is given by the term Sa−iR+i when D’s are
replaced by the formula (19). Noting that δF/δD is given by Nab[Db, F ] according to (98),
we can write
F ∗G = FG+ nk
2
√
2k(k + 1)
Sa−i(R+iSc,k2+2k)(Nab)([Db, F ])(Ncd)([Dd, G]) + · · ·
= FG − n
4
ω−1µνω−1αβE−kµ E
+k
α [Dν , F ][Dβ , G] + · · · (108)
The second term can be simplified as follows.
Term II = N
∫
dtdµ(CPk) ω−1µνEiµE
j
νSaiSbj
(
E−kα E
+k
γ + E
+k
α E
−k
γ
)
×
[n
8
ω−1αβω−1γδtr
(
[Dβ , δAa][Dδ, Fb0]
)]
= N
∫
dtdµ(CPk)
n
4
ω−1µνω−1αβω−1γδgαγtr
(
[Dβ , δAµ][Dδ, Fν0]
)
(109)
where gαγ is the metric tensor. The product of ω
−1’s in this equation can be simplified as
ω−1αβω−1γδgαγ = − n
2
4B2n
gβδ (110)
The expression for the second term now reads
Term II = N
∫
dtdµ(CPk)
[
− n
3
16B2n
ω−1µνgαβtr
[
(DαδAµ)(DβFν0)
]]
= N
∫
dtdµ(CPk)
[
n3
16B2n
ω−1µνtr
[
δAµ D
2 Fν0
]]
≈ N
∫
dtdµ(CPk)
[
1
n
ω−1µνtr
[
δAµ D
2 Fν0
]]
(111)
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The third term arises from the derivatives R+i in (103) and reads
Term III = N
∫
dtdµ(CPk)
[
− i
2Bn
fabcSc−iR+itr(δAaFb0)
]
= N
∫
dtdµ(CPk)
[
i
2Bn
fabc(R+iSc−i) tr(δAaFb0)
]
= N
∫
dtdµ(CPk)
[
−k + 1
n
ω−1µνtr(δAµFν0)
]
(112)
The fourth term involves the combination fabcSciδAaFb0. Since the fields only involve the
coset components, this leads to fijk where all indices belong to the coset; this is zero,
Term IV = 0.
The fifth term in (106) corresponds to the modification of the symbol due to the change
in Aa, as shown in (105).This is given by
Term V =
1
4
Tr
[
ω−1ab ω
−1
cd
(
δAaFb0 + Fb0δAa
)
Fcd
]
= N
∫
dtdµ(CPk)
[
1
4
ω−1µνω−1αβtr
[
(δAµFν0 + Fν0δAµ)Fαβ
]]
(113)
Collecting terms from equations (107, 111, 112), we get∫
dtTr(δD
(1)
0 ) = N
∫
dtdµ(CPk)
[
−ω−1µνtr(δAµFν0)
+
1
4
ω−1µνω−1αβtr
[
(δAµFν0 + Fν0δAµ)Fαβ
]
− 1
n
ω−1µνtr
[
δAµ
(−D2 + (k + 1)) Fν0]
]
(114)
We can simplify δD
(2)
0 in a similar way. Only the leading term in ω
−1
ab will contribute to
the order of interest, so the evaluation of this term is even simpler. Putting it together with
(114), we find
∫
dtTr(δD0) = N
∫
dtdµ(CPk)
[
−ω−1µνtr(δAµFν0)
+
1
2
(
ω−1αµω−1νβ +
1
2
ω−1αβω−1µν
)
tr
[
(δAαFβ0 + Fβ0δAα)Fµν
]
− 1
n
ω−1µνtr
[
δAµ
(−D2 + (k + 1)) Fν0]+O(1/n3)
]
(115)
Relation to the Chern− Simons action
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The first set of terms in the expression (115) can be related to the Chern-Simons form as
before. The variation of the (2k + 1)-dimensional Chern-Simons term gives
δS =
ik+1
(2π)kk!
∫
tr
(
δAF k
)
(116)
We replace F by ω + F and write this out as
δS =
ik+1
(2π)kk!
∫
tr
(
ωkδA+ kωk−1δAF + 12k(k − 1)ωk−2δAF 2 + · · ·
)
(117)
(Various terms in this expansion are obviously related to Ka¨hler-Chern-Simons actions [17].)
Equation (117) can be simplified using equations (41, 42). The first term is
ik+1
(2π)kk!
ωktr(δA) = i
nk
k!
dtdµ(CPk) tr(δA0) (118)
The second term can be simplified as
ik+1
(2π)kk!
kωk−1tr(δAµFν0) dx
µdxνdt = ik+1k
2kk!
√
detω
(2π)k2k−1
d2kxdt
[
− 1
2k
ω−1µν
]
tr(δAµFν0)
= i
nk
k!
∫
dtdµ(CPk)
[
−ω−1µνtr(δAµFν0)
]
(119)
For the third term we get
ik+1
(2π)kk!
k(k − 1)
2
ωk−2tr(δAFF ) = i
nk
k!
∫
dtdµ(CPk) 12
[
ω−1µαω−1βν + 12ω
−1µνω−1αβ
]
×tr
[
(δAαFβ0 + Fβ0δAα)Fµν
]
(120)
Comparing (119) and (120) with (115), we see that
i
∫
dt Tr(δD0) =
Nk!
nk
ik+1
(2π)kk!
[
kωk−1tr(δAF ) + 12k(k − 1)ωk−2tr(δAFF ) + · · ·
]
−iN
n
∫
dtdµ(CPk) ω−1µνtr
[
δAµ
(−D2 + (k + 1)) Fν0]+O(1/n3)
(121)
This gives the change in the expression for iTr(D0) as we expand around a background with
potential Aµ+ δAµ rather than Aµ. There could also be a change due to variation of A0, i.e.,
due to a change in the functional form of A0, which is given by
iTrδfA0 =
Nk!
nk
ik+1
(2π)kk!
ωktr(δA0) (122)
Including this, we find, for the total variation,
i
∫
dt Tr(δD0) =
Nk!
nk
δSCS − iN
n
∫
dtdµ(CPk) ω−1µνtr
[
δAµ
(−D2 + (k + 1))Fν0]+ · · ·
≈ δSCS − iN
n
∫
dtdµ(CPk) ω−1µνtr
[
δAµ
(−D2 + (k + 1))Fν0]+O(1/n3)
(123)
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The first term on the right hand side of this equation integrates to give the Chern-Simons
form. The second term is due to the higher terms in the star product. This is clearly seen
from the fact they arise from the higher terms in (108) and from the term involving R+i in
the large n limit of Nab In fact, we may write the variation of the action in (115) as
i
∫
dtTr(δD0) = iN
∫
dtdµ(CPk)
[
−ω−1µν ∗ tr(δAµ ∗ Fν0)
+
1
2
(
ω−1αµω−1νβ +
1
2
ω−1αβω−1µν
)
tr
[
(δAαFβ0 + Fβ0δAα)Fµν
]
+O(1/n3)
]
(124)
We could also write the second set of terms with star products between the various factors,
since, to the order we have calculated, they would just become ordinary products. This means
that the right hand side can be interpreted as the variation of S∗CS, the Chern-Simons term
defined with star products used for the products of fields and their derivatives occurring in
it. The integrated version is thus
i
∫
dt Tr(D0) ≈ S∗CS + · · · (125)
Simplification in a gradient expansion
Actually, we can go a little further. We define the basic scale parameter, the analog
of radius for the manifold, by n = 2BR2, B being the value of the ‘magnetic field’. The
prefactor for the action scales as N ∼ nk ∼ R2k and this can be absorbed into the definition
of the volume element for the space. In other words, the volume we have defined is in terms
of dimensionless coordinates, so we write R2kdµ(CPk) = dV . ω−1µν arises from fabcDc/Bn
and so it has the form
ω−1µν ∼ 1
R2
f ij,k
2+2k(E−1)µi (E
−1)νj
≡ 1
R2
ω˜−1µν (126)
Since Aµ must scale like the derivative, we can define the gauge fields of proper dimension as
A˜µ = Aµ/R. Thus the combination ω
−1µνtr(δAµFν0) is independent of R, written in terms
of A˜µ as ω˜
−1µνtr(δA˜µF˜ν0). The term in (124) with two powers of ω
−1 is also independent of
R. Among the terms in (123) which arise from the star product, we find
−iN
n
(k + 1)
∫
dtdµ(CPk)ω−1µνtr
[
δAµFν0
]
=
k + 1
2BR2
∫
dV tr
[
δA˜µF˜ν0
]
(127)
This term is therefore negligible in the large R limit. The remaining term in (123), namely,
the term involving (−D2), becomes
−iN
n
∫
dtdµ(CPk)ω−1µνtr
[
δAµ(−D2)Fν0
]
= − i
2B
∫
dtdV tr
[
δA˜µ(−D˜2)F˜ν0
]
(128)
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This term is evidently independent of R, and so, survives the large R-limit. However, notice
that it involves the spatial gradients of the field Fν0. We can thus envisage a gradient
expansion where we keep Fν0, Fµν , as in the Chern-Simons term, but consider gradients of
these fields to be smaller, i.e., |D2Fν0| ≪ |Fµν ||ω−1||Fν0|. In this case, the term (128) is also
small.
Thus, if we take the large R limit, and consider the leading terms in a gradient expansion,
the result of our long analysis is
i
∫
dt Tr(D0) ≈ SCS + · · · (129)
This is one of the main results of this paper. It shows that the expansion of Tr(D0) around
different backgrounds can be approximated, in the large n limit and for small gradients for
the field strengths, by the Chern-Simons form, with A replaced by a+A, a being the desired
background potential.
Strictly speaking, our calculation has explicitly verified this result (129) only up to order
1/n2, or, equivalently, up to the term involving the 5-dimensional Chern-Simons form for A.
To this order, we do get SCS(a + A). The full result, whatever it is, should be a functional
of only the combination a+A, since the separation between the background and fluctuation
is arbitrary, it should have the correct gauge invariance property and it should agree with
SCS(a + A) when expanded up to the term with the 5-dimensional Chern-Simons form for
A. The only such term, apart from the ambiguity of higher gradients of fields, is SCS(a+A).
This argument completes the demonstration of our result (129).
4.5 Two ancillary results
We shall now show two results which were needed for the analysis done in the last subsection.
We will begin with the result (105) which is for the change in the symbol for a matrix.
Change in the symbol for a matrix
We go back to (99) and write the first correction to TrK due to the change in Aa as
δATr(K) = −1
2
Tr
[
δDaNab[Db,K]− [Db,K]NbaδDa
]
(130)
If we also consider a change in the functional form of K, denoted by δfK, we get
δf δATrK = −1
2
Tr
[
δDaNab[Db, δfK]− [Db, δfK]NbaδDa
]
=
1
2
Tr
[
[Db, δDaNab −NbaδDa] δfK
]
(131)
29
Here we are interested in the term of order 1/n. For this, we can take Nab = ω
−1
ab = fabcDc/Bn
and write
[Db, δDaNab] =
fabc
Bn
([Db, δDa]Dc + δDa[Db,Dc])
=
fabc
Bn
(
1
2
δ([Db,Da]) Dc + δDa(fbckDk + Fbc)
)
=
[
k + 1
2Bn
δD ·D − 1
2
δFab ω
−1
ab +
fabcδDaFbc
Bn
]
(132)
In a similar way,
−[Db, NbaδDa] =
[
k + 1
2Bn
D · δD − 1
2
ω−1ab δFab +
fabcFbcδDa
Bn
]
(133)
The symbol corresponding to fabcFbcδDa, which occurs in the above expression, is of the form
fabcSaiSbjSckFijδAk, where i, j, k are coset indices, since the fields have only coset components
at the symbol-level; this combination is then zero. Further, using δD2 = 0, we find
δf δATrK = −1
4
Tr
(
δFabω
−1
ab + ω
−1
ab δFab
)
(134)
In ω−1ab = fabc(−iTc + Ac)/Bn, the second term is of order 1/n2. Keeping this in mind, we
may integrate over A to obtain
TrδfK = Tr(δFK)
]
A=0
− 1
4
Tr
[
(Fabω
−1
ab + ω
−1
ab Fab)δfK
]
+ · · · (135)
(On the right hand side, it is sufficient to retain the fabc(−iTc) part of ω−1ab .) This equation
shows that there is a modification of the symbol to be used in the presence of nonzero Aa,
given for any matrix K as
(K) = (K)0 − 1
4
(
(Fabω
−1
ab + ω
−1
ab Fab) K
)
+ · · · (136)
This is the same as equation (105).
The contribution of Rab
We shall now show that the contribution of Rab is of order 1/n
3 to the variation of the
action. We are interested in the term of order n in the expression for Rab, which was defined
in equation (72). These terms are given by
Rab ≈ −ifackfcbl(TkAl +AkTl) + i(TbAa +AbTa)− i
(
n+
k + 1
2
)
dabcAc +O(1) (137)
Using the formula (74) for the product of f ’s, this can be written as
iRab ≈ − 2
k + 1
(T · A+A · T )δab − k − 1
k + 1
(TbAa +AbTa) +
(
n+
k + 1
2
)
dabcAc
−4(dabmdklm − dalmdkbm)(TkAl + TlAk) +O(1) (138)
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T ·A+A · T ≈ 0 to this order, since D2 = −Cn. Further, the second condition in (49) gives
dklm(TlAm +AmTl) ≈ k − 1
4(k + 1)
(
n+
k + 1
2
)
Ak (139)
Using these, we can simplify (138) as
iRab ≈ −k − 1
k + 1
(TbAa +AbTa) +
2n+ k + 1
k + 1
dabcAc + 4dalmdkbm(TkAl +AkTl) +O(1) (140)
We now take the symbol of this expression. The term with the d-symbol becomes, for example,
(dkbmTk) ≈ dkbm nk√
2k(k + 1)
Sk,w =
nk√
2k(k + 1)
dwαβSb,αSm,β (141)
where, for brevity, we use the index w to denote the (k2+2k)-th component. For the d-symbol
we have the formula
dwαβ =


− 1√
2k(k+1)
δαβ α, β ∈ SU(k)
k−1
2
1√
2k(k+1)
δαβ α, β ∈ SU(k + 1)− U(k)
k−1
2
1√
2k(k+1)
α = β = w
(142)
(The signs are as given for ta = −12λTa .) Equation (141) can be worked out as
(dkbmTk) ≈ − n
2(k + 1)
δbm +
n
4
(SbiSmi + SbwSmw) (143)
The gauge potential can be taken to have the form Al = SliAi where i is a coset index taking
values 1, 2, ..., 2k. The symbol for Rab is now simplified as
iRab ≈ Ai
[
−k − 1
k + 1
nk√
2k(k + 1)
(SbwSai + SbiSaw) +
n(k − 1)
2
√
2k(k + 1)
(SbwSai + SbiSaw)
− 2n
k + 1
dabcAc
]
+ n dαij [SaαSbiAj + SbαSaiAj] +O(1) (144)
The index α in the last term on the right hand side can be w or an SU(k) index. Again
writing Ac = SciAi and collecting similar terms, we find
iRab ≈ nk − 1
k + 1
dAij(SaASbi + SaiSbA)Aj +O(1) (145)
where the index A refers to the SU(k)-algebra. This contributes a term of order 1/n in
Rab = Rab/Bn. However, it does not contribute to the variation of TrD0 at this order. The
relevant term in the variation of the action comes from the term (RN0)ab in the expansion of
Nab as in (83) and is given by
iδTrD0 ≈ Tr(δAaRabN0bcFc0) + h.c.
≈ −i n
2k(k − 1)
B2n
√
2k(k + 1)3
dAjkδAiSai(SaASbj + SajSbA)fwrsAkSbrScs + h.c.
= 0 (146)
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where the indices i, j, k, r, s are in the coset and we have used the fact that SaiSaA = 0,
SbASbr = 0. Thus Rab does not contribute to this order (i.e., at 1/n
2 order) to the variation
of TrD0. Its contribution starts at order 1/n
3.
5 Applications
5.1 Quantum Hall effect in arbitrary dimensions
The analysis we have done can be applied to some physical situations. The first and sim-
plest case is to the quantum Hall effect [6, 7, 8]. When Hall effect is generalized to higher
dimensions, generically, we will be dealing with CPk = SU(k + 1)/U(k). The “constant”
background magnetic field then takes values in the Lie algebra of U(k), the local isotropy
group of the space. It is then possible to consider fluctuations δA in these gauge fields.
The effective action for these fluctuations will have two contributions, the bulk part and the
boundary part, the later describing the boundary excitations of a droplet of fermions. The
bulk part may be viewed as the integration of
∫
J · δA where J is the Hall current. It is clear
that our calculation will give this bulk action as SCS(a+A).
As mentioned in the introduction, this has been calculated in reference [10] starting
from the matrix action S = i
∫
dtTr(U †D0U). The gauge invariance of this action requires
the transformation of the gauge potential as given by D0 → e−iλD0eiλ, where λ is some
hermitian matrix. On the other hand, in the large n limit, we have background gauge fields
Ai which are functions on the space M and transform as Ai → e−iΛ(∂i +Ai)eiΛ, where Λ is
a M ×M -matrix-valued function. The idea is to regard the symbol of A0 as a function of Ai
so chosen that the Λ-transformation of Ai induces the λ-transformation of A0 at the level of
symbols. One can solve for A0, and the bulk action
∫
dt Tr(D0), as series in powers of 1/n.
The calculation also requires a background potential V to confine the fermions to a droplet,
which may be taken as a part of A0, namely, by writing A0 → A0 + V . The final result in
[10] is then
S = i
∫
dt Tr(D0) = SCS(A0 + V, a+A) (147)
Evidently, this is identical to our result, although our method has been along the lines of
extracting different large n limits for the matrix one-dimensional Chern-Simons action.
5.2 A matrix version of gravity
Gauge fields in the case of quantum Hall effect take values in the Lie algebra of U(k). From
the matrix model point of view, where we write matrices in terms of the HN ⊗HM splitting,
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there is no obstruction to extending this to SU(k+1) or even any unitary group. (If we allow
all possible types of fluctuations, it is a unitary group U(l) for some l, rather than SU(l),
that is relevant.) At this stage, it is worth recalling that ordinary Minkowski space may
be considered as the coset space P/L, where P is the Poincare´ group and L is the Lorentz
group. For the case of CPk = SU(k + 1)/U(k), the group SU(k + 1) is the analog of the
Poincare´ group and the isotropy group U(k) is the analog of the Lorentz group. The gauge
fields we have introduced correspond to gauging of these groups, and so, the most natural
interpretation for them is in terms of gravitational degrees of freedom. In other words, our
framework and action naturally lead to a matrix version of gravity. (There are many points
of connection between quantum Hall droplets and gravity [18]. Our use of the quantum Hall
analogy is different; we focus on constructing gravity on a fuzzy space.)
There are, evidently, some missing ingredients which have to be taken care of before
this can be interpreted in terms of gravity. First of all, the gauge fields are of the form
Aaµdx
µ(−ita), which are one-forms on CPk × R (because dt is included in this expression)
and the Lie algebra matrices form a basis for U(k + 1), or some other unitary group. There
is, so far, no analog of e0µdx
µ or ω0aµ dx
µ, corresponding to the time-components of the frame
field or spin connection. Secondly, there is a dimensional mismatch since U(k + 1) gives
(k+1)2 one-form fields on a (2k+1)-dimensional space, where as we we need (2k+1)(k+1)
one-forms to describe gravity. Thirdly, the matrix traces are naturally positive and lead to
Euclidean signature for the tangent space. We shall now discuss some of these questions,
leaving a more detailed treatment for a separate article [12].
A fuzzy space is described by a finite dimensional Hilbert space. This means that points
on the space are described by states of a Hilbert space. Our point of view is that these
degrees of freedom should therefore be treated exactly as the states of any quantum system.
The choice of states in any quantum system is given as density matrix ρ0, with its evolution
given by
i∂0ρ = i
∂ρ
∂t
= [K, ρ] (148)
This equation is essentially the definition of K. However, if K is given, it can be taken as
defining the evolution of ρ. The action which leads to this equation is given by
S = i
∫
dt Tr
[
ρ0 U
†(∂0 +A0)U
] ≡ i∫ dt Tr[ρ0 U †D0U] (149)
where Aτ = iK. This action (149) has a natural gauge invariance, U → MU , A0 →
MA0M
†−∂0MM †. The action (149) is to be regarded as a function of U and gives equation
(148) as the variational equation δS = 0 for variations of U .
Our strategy is then the following. We separate this quantum system into a part corre-
sponding to the degrees of freedom of space and a part which describes all other, material,
33
degrees of freedom, labeling the states as |α,A〉. The Greek labels α, β, etc., pertain to the
degrees of freedom of space and the labels A,B, etc., describe the material system of interest.
Correspondingly, the operator D0 is separated as
〈α,A|D0|β,B〉 = δAB 〈α|D(e)0 |β〉 + 〈α,A|D(s)0 |β,B〉 (150)
The operator D
(e)
0 is relevant for the dynamics of space and the remainder, D
(s)
0 , describes
the material part. The latter includes effects of coupling the material system to the spatial
degrees of freedom. Since all the spatial points are to be included in our description, the
density matrix is the identity for the space-part,
〈α,A|ρ0|β,B〉 = δαβ 〈A|ρ0|B〉 (151)
Our proposal for fuzzy gravity is then the following. We take the action (149) as the
action for the theory, including gravity, where U and D
(e)
0 are regarded as quantities to be
varied. D
(s)
0 is to be regarded as a given operator, specifying the subsystem of interest.
The notion of continuous space emerges in the limit of the dimension of HN becoming
large. One may regard HN as arising from the quantization of some phase space M, with
an appropriate symplectic form. The background fields on this phase space can be varied.
Thus it is possible to calculate the action, expanding D
(e)
0 in terms of the background gauge
fields, in the limit of the dimension of HN becoming large. This is, of course, what we have
done in the previous sections. The best background to expand around is then given by the
extremization of the action.
If we ignore the matter degrees of freedom and concentrate just on the space-part, then
we can approximate the action as
S ≈ i
∫
dt Tr(D
(e)
0 ) (152)
For expansion around CPk, we can simplify this, in the large n limit and for slowly varying
fields, as the Chern-Simons action SCS with the gauge fields being a + A. Notice that this
depends only on the full gauge field, the separation into a and the fluctuation A is immaterial.
Renaming the combination a+A as A, we see that the choice of spatial geometry is determined
by the CS action [19]. The isometries of CPk correspond to SU(k + 1), so that the natural
choice for the gauge group which occurs in the CS action, i.e., U(M), is U(k + 1).
It is possible to handle the dimensional mismatch by using an idea similar to compactifi-
cation. The simplest case is for k = 3, corresponding to the group U(4). The Chern-Simons
action is thus defined on a seven-dimensional space, which we assume has the topology
S2 ×M5, where M5 is some five-dimensional manifold. Writing U(4) ∼ SU(4) × U(1), the
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gauge field is taken to be of the form −ilωK + F , where ωK is the Ka¨hler form of the two-
sphere S2, l is an integer and F belongs to the SU(4) Lie algebra. The effective action is
then given by the level l, five-dimensional Chern-Simons action with the gauge group SU(4),
S = −i l
24π2
∫
tr
(
A dA dA+
3
2
A3 dA+
3
5
A5
)
(153)
Since SU(4) is locally isomorphic to O(6), we see that we have the correct set of gauge fields
to describe Euclidean gravity in five dimensions. In fact, the gauge potential can be expanded
as
A = P a eaµdx
µ + 12J
ab ωabµ dx
µ (154)
where Jab are the generators of O(5) ⊂ O(6) and Pa are a basis for the complement of O(5)
in O(6). ea are the frame fields and ωab is the spin connection. The variation of the action
(153) can now be simplified as
δS = − l
128π2
∫ [
δωab Rcd (De)e + δea Rbc Rde
]
ǫabcde (155)
where (De)a ≡ dea + ωacec is the torsion and Rab = dωab + ωacωcb is the Riemann tensor for
the spin connection ωab. Further, Rab = Rab − ea eb. The equations of motion for gravity,
with no matter field, are then
ǫabcde Rcd (De)e = 0
ǫabcde Rbc Rde = 0 (156)
The solution to these equations, corresponding to empty space with no matter, is thus given
by
A = g−1dg, g ∈ O(6) (157)
This space is O(6)/O(5) = S5 which is the Euclidean version of de Sitter space. It is given
in a basis where the cosmological constant has been scaled out; it may be introduced by the
replacement ea → √Λ ea.
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