Introduction
Recently various approaches have been proposed to the rule extraction from neural networks for pattern classification problems (see, for example, Fu [l] , Sestito & Dillon [2] , and Towell & Shavlik [3] ). Those approaches, which were designed for automatically extracting symbolic if-then rules from trained neural networks, usually handle symbolic attributes andor binary attributes. When continuous attributes are involved, the entire domain of each attribute is divided into disjoint intervals (e.g., x1 I 2 . 7 , 2.7 < x1 < 5.0, 5.0 < x1 ), Fuzzy if-then rules are very powerful tools for handling pattern classification problems with continuous attributes (see, for example, Ishibuchi et al. [4, 5] and Nozaki et al. [6] ). Fuzzy rule extraction methods from neural networks have been proposed in Hayaslu [7] ; Jagielska et al. [8] , Kasabov [9] , Matthews & Jagielska [lo] , and Zurada & Lozowski [ll] .
In this paper, we propose a hybrid approach to the design of a compact fuzzy rule-based classification system with a small number of linguistic rules. The proposed approach consists of two procedures: rule extraction from a trained neural network and rule selection by a genetic algorithm. We first describe a linguistic rule extraction procedure [ 121 from a multilayer feedforward neural network that has been already trained for a pattern classification problem with many continuous attributes. In our rule extraction procedure, a linguistic input vector corresponding to the antecedent part of a linguistic rule is presented to the trained neural network, then the fuzzy output vector from the trained neural network is examined for determining the consequent part and the gradc of certainty of that linguistic rule. Next we explain how a genetic algorithm can be utilized for selecting a small number of signifcant linguistic rules from a large number of extracted rules. Our rule selection problem has two objectives: to minimize the number of selected linguistic rules and to maximize the nuniber of correctly classified patterns by the selected linguistic rules (see, Islubuciri et a1. [13] [14] [15] [16] [17] ). A multi-objective genetic algorithm [ 171 is employed for finding a set of non-dominated solutions with respect to these two objectives. Finally we illustrate our hybrid approach by computer simulations on real-world test problems. Because the number of linguistic rules exponentially increases as the number of attributes increases, we can not examine all the possible linguistic rules in the rule extraction procedure for a highdimensional pattern classification problem with many continuous attributes. For handling such a pattern classification problem, we suggest a simple heuristic method for generating only promising linguistic rules by the rule extraction procedure.
Linguistic Rule Extraction

Linguistic Rules for Pattern Classification Problents
Let us assume that a multilayer feedfonvard neural network has been already trained for an n-dimensional (1) where R, is the label of rule, p is the index of rule, x = (XI, x2, . . . , x,) is an n-dimensional pattern vector, Api is an antecedent linguistic value, C, is the consequent class, and CFp is the grade of certainty of the linguistic rule R,.
We assume that a set of linguistic values is given from domain experts for each attribute of the pattern classification problem. The meaning of each linguistic value is specified by its membership function. In this paper, we use three linguistic values in Fig. 1 (a) and an additional linguistic value in Fig. 1 (b) .
Input-Output Relation of Neural Networks for Linguistic Input Vectors
Let us assume that we have a three-layer feedforward neural network with n input units, n~ hidden units, and c output units that has been already trained for our ndimensional c-class pattern classification problem. 
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Pig. 1 Membership functions of four linguistic values used in computer simulations of this paper.
n Hidden unit j : (4) where wii and wki areconnectionweiglits, Oj and Bk are biases, and f(.) is the sigmoidal activation €unction: f ( x ) = 1 / {I -I-exp(-n)} . Because the linguistic value Api such as "smalf' and "large" in Fig. 1 [20] on level sets of the linguistic input values. It should be noted that the neural network in (2)-(4) is exactly the same as the standard back-propagation neural network [21 J except that its inputs are linguistic values.
Deternzination of the Consequent Class and ihe Grade of Certainty
When a crisp input vector x, is presented to the trained neural network in ( In this decision rule, the inequality 0 , k < Oph between the fuzzy outputs o p k and Oph is handled using its necessity grade defined in Fig. 2 . This definition of the necessity grade is the same as Dubois & Prade [22] . We also define the necessity grade that the linguistic input vector A, belongs to Class h as follows:
For example, let us assume that the fuzzy output vector Fig. 3 (1 1) where pPi(.) is the membership function of the antecedent linguistic value A,, .
Our rule selection problem is to find a compact rule set with h g h classifcation performance. The compactness of a rule set is measured by the number of linguistic rules, and the performance is measured by the number of correctly The number of correctly classified patterns
Multi-Objective Genetic Algorithm for Rule Selection
In order to apply a multi-objective genetic algorithm [17] to our rule selection problem, a subset S of extracted linguistic rules is denoted by a bit string as S = sls2s3 ... s, where r is the total number of extracted linguistic rules from the trained neural network, sp = 1 means that the pth linguistic rule is included in the rule set S, and sp = 0 means that the p-th linguistic rule is not included in S.
In the multi-objective genetic algorithm, first an initial population of rule sets is generated randomly. Then the fitness value of each string is defined by the two objectives of our rule selection problem as
Jitness(S) = CONCP NCP(S) -ws . IS1 (12)
where NCP(S) is the number of correctly classified patterns by S, 1 4 is the number of linguistic rules in S (i.e., the cardinality of S), and WNCP and ws are positive weights. In our multi-objective genetic algorithm, WNCP and ws are randomly specified as follows whenever a pair of strings is selected for a crossover operation: After a pair of strings is selected according to the fitness value of each string in the current population, a uniform crossover is employed for generating new strings. Then a mutation operation is applied to the newly generated strings. These genetic operations (i.e., selection, crossover and mutation) are repeated to form the next population.
In the execution of the multi-objective genetic algorithm, a tentative set of non-dominated solutions (i.e., non-dominated rule sets) with respect to the two objectives of our rule selection problem is stored separately from the current population. A few solutions are randomly selected from the tentative set of non-dominated solutions to be added to the next population. The selected non-dominated solutions can be viewed as a kind of elite solutions.
Computer Simulations
Simulation Results for Iris Data
We applied our hybrid approach to the well-known iris data. In computer simulations, we first trained a three-layer feedforward neural network with four input units, two hidden units and three output units by the standard backpropagation algorithm [21] . It should be noted that our approach requires no special architecture of neural networks nor special learning algorithms. Then we extracted linguistic rules from the trained neural network In the rule extraction procedure, we examined all combinations of the four linguistic values in Fig. 1 as  linguistic input vectors (i.e., d4 linguistic input vectors) . Next we employed our multi-objective genetic algorithm with the following parameter specifications for selecting a small number of linguistic rules from the extracted rules:
Population size: 100 individuals, Mutation probability: 0.1 for the mutation from 1 to 0, Crossover probability: 1 .O, Stopping condition: 100 generations, The number of elite solutions: 3. 0.001 for the mutation from 0 to 1, Non-dominated solutions in Table 1 were obtained by repeating the above computer simulation 10 times. From this table, we can see that a small number of linguistic rules with high classification performance were obtained by our hybrid approach. For example, the following three Table 1 Non-dominated solutions obtained by our multi-objective genetic algorithm for the iris data.
linguistic rules obtained by our hybrid approach can classify 145 patterns of the iris data (see Table 1 
Simulation Results for Wine Data
In order to examine the performance of our approach for high-dimensional pattern classification problems with many continuous attributes, we applied it to the wine classification problem used in Corcoran & Sen [23] . The wine classification problem has 178 samples with 13 continuous attributes from three classes. We employed our approach in the same manner as in the above computer simulation for the iris data except that we slightly modified the rule extraction procedure. Because tlie wine classification problem has 13 continuous attributes, the total number of possible linguistic input vectors is 413 = 6.7 x lo7 when we use the four linguistic values in Fig. 1 . It is difficult to examine all those linguistic input vectors in the rule extraction procedure. Thus we mod@ the rule extraction procedure as follows for extracting only promising linguistic rules from the trained neural network:
Step 1: Construct the most compatible linguistic input vector with each sample using only the three linguistic values (Le., S: small, M: medium, and L: large) in Fig. 1 (a Step 3: Lf d, is empty or K = O then stop the rule extraction. Otherwise, let K:= K + 1 and return to
Step 2.
We applied this rule extraction procedure to independently trained 10 neural networks. The average number of extracted linguistic rules was 590.4. Then the two-objective genetic algorithm was applied to each of the extracted linguistic rule sets. Simulation results are summarized in Table 2 . From this table, we can see that a small number of linguistic rules with high classification performance were obtained by our hybrid approach. For example, the following four linguistic rules can correctly classify 16 1 patterns (90.4%) of the wine data (see Table 2 ). 
Conclusion
In this paper, we proposed a hybrid approach for constructing a compact fuzzy rule-based classification system with a small number of linguistic rules. In our hybrid approach, a large number of candidate linguistic rules were first extracted from trained neural networks. Then a small number of linguistic rules were selected by a multi-objective genetic algorithm, which was used €or Table 2 Non-dominated solutions obtained by our multi-objective genetic algorithm for the wine data.
finding a set of non-dominated solutions of our rule selection problem with two objectives: to minimize the number of selected linguistic rules and to maximize the number of correctly classified patterns by the selected linguistic rules. The proposed hybrid approach was illustrated by the application to the iris data. We also proposed a simple heuristic method for handling highdimensional pattern classification problems with many continuous attributes. By the proposed heuristic method, the number of candidate linguistic rules used in the rule selection problem was reduced to a tractable size.
