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Summary
Modem cellular radio systems tend to comprise outdoor basestations and indoor users. 
Knowledge of the radio path characteristics spanning the indoor/outdoor interface is 
advantageous for network deployment planners and system designers alike. A new model for 
producing location specific wide-area-to-indoor radio path predictions at 2 and 5 GHz has been 
developed and validated. Applications for the prediction method encompassing the new model 
would be the optimisation of basestation sites or output power in order to achieve a required 
indoor coverage level.
A three-dimensional ray optics tracing tool employing ray shooting and including consideration 
of diffraction has been utilised for characterisation of the wide-area. Via a hypothetical array of 
tessellated collection apertures the ray-tracing prediction of power delay profile over the 
exterior surface of a target building is captured and then transformed across the indoor/outdoor 
interface and to within the building. The output from the model is in the form of a probability 
density function for the transmission loss and RMS delay spread across a horizontal plane 
through the building at a height determined representative of a typical user.
Measurements using a channel sounder designed specifically to aid the development of the 
model have been performed in a number of different scenarios at 2 and 5 GHz. Comparison of 
predictions derived with the model and the results of a measurement campaign are presented to 
enable an assessment of the accuracy of the model to be determined. The comparison shows 
close agreement with transmission loss predictions at 2 and 5 GHz and reasonable agreement 
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The end of the twentieth century witnessed a considerable increase in the number of mobile 
communication products used in everyday life. The introduction of the Global System for 
Mobile (GSM) cellular system was hugely successful and by early 2004 there were over one 
billion GSM service subscribers worldwide [1]. In addition to the growth of wireless voice 
services, provided by GSM, the adoption of mobile data services by consumers is now 
accelerating. Mobile Wireless Application Protocol (WAP) browsing using General Packet 
Radio System (GPRS) on Second Generation (2G) cellular networks as well as the use of more 
sophisticated data services on Third Generation (3G) cellular networks is commonplace.
Wide spread industry practice for the planning of wireless networks has primarily involved the 
use of coverage tools based on path loss predictions derived from the work of Okumura, Hata, 
Walfish-Ikegami and others. The path loss prediction techniques originally proposed by such 
authors have been refined as the result of practical experience and further measurement 
campaigns. Such tools are now often enhanced by the use of ray-tracing. This technique is used 
in different ways by different organisations, by some to improve the accuracy of generic models 
of specific terrain features and by others for location specific predictions of complex 
environments. The majority of these commercial tools are concerned with the prediction of 
signal amplitude coverage in a specified geographic area. The assumption being that the time 
domain properties of the radio path do not require analysis at the network planning phase as the 
system has been designed to operate over the range of delay spread conditions likely to be 
experienced.
The current expansion of multimedia computing, driven largely by the Internet, has increased 
the requirements on wireless systems to provide increased data rates to mobile platforms. The 
consequence of this has been the creation of new radio systems and products operating in 
considerably wider channels than traditionally used by cellular systems and at higher carrier 
frequencies. Increasingly these systems are also required to span the indoor/outdoor interface as 
they serve predominantly indoor users from outdoor base stations. The consequence of higher 
‘on air’ transmission rates is the increased importance of the time domain properties of the 
channel. The development of such systems and the use of higher carrier frequencies require new 
models and tools to those previously used.
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1.2 Motivation and Objective
The use of ray-tracing for wide-area coverage prediction for broadband data systems is now a 
realistic possibility with the increased availability of significant computational power and the 
restricted geographic areas over which such systems tend to operate. Higher carrier frequencies 
result in increased signal attenuation from physical obstructions in the direct path and increase 
the reliance on reflections and diffraction to achieve non-line-of-sight (non-LOS) coverage. This 
provides motivation for the development of a new model to facilitate accurate, location specific 
prediction to optimise base station location and estimate coverage.
Propagation prediction across the indoor/outdoor interface and in-buildings does not lend itself 
well to location specific ray optics prediction due to the rich and unique nature of the interior of 
most buildings. Here a generic approach to modelling is more suitable, employing a process of 
classification for different building types possibly based on postcode or some other readily 
available data.
This research addresses the development of a modelling and prediction approach for use in 
system development and network planning of wide-area broadband systems principally 
operating at 2 and 5 GHz. (The exact frequencies used for the measurements and simulations are
2017.5 MHz and 5225 MHz). The model utilises a combination of location specific ray-tracing 
for the wide-area and generic models for the indoor/outdoor interface and in-building 
propagation. The combined model provides both transmission loss and delay spread predictions.
1.3 Target System
The target system for which the proposed modelling and simulation method would be 
appropriate is a wideband system operating between 2 and 5 GHz over path lengths of typically 
up to 4 km and organised in a cellular structure. The term ‘wideband’ is used to identify a 
system operating across a radio channel exhibiting frequency selective fading. This describes a 
channel where the path loss and time domain properties vary, with frequency, by an appreciable 
amount. This is in contrast to a narrowband system operating over a channel exhibiting flat 
fading, where the path loss properties are constant across the channel and the time delay spread 
is small relative to the symbol duration and need not be considered.
It is envisaged that the practical base stations in such a system would employ relatively low 
elevation antennas due to planning restrictions and therefore the system would operate with a 
mixture of line-of-sight (LOS) and non-LOS radio channels reliant on multipath propagation. At 
these transmission frequencies it is likely that sectored antennas with gain would be used at the 
base station and, for reasons of mobility, omnidirectional antennas at the subscriber terminal. 
Typical applications of such systems would be the delivery of broadband data services to 
communities of consumers not serviced by high speed cable.
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1.4 Modelling Approach
Modem usage patterns of mobile radio technology often involve outdoor base stations and 
indoor users. It is therefore a requirement of the model that this scenario be accommodated. The 
motivation for the model development is to improve propagation prediction accuracy and to 
offer location specific predictions. If the model is to be location specific, avoiding the historical 
use of clutter ‘type’ data, it is a requirement that it makes use of three-dimensional data 
generated from aerial surveillance and other location specific information. Potential data sources 
are land usage databases compiled from census, electoral roll and local planning departments.
Building penetration and indoor propagation characteristics have been reported by many authors 
[2][3][4] and consistently show significant losses and power delay spreads. A model that is 
capable of using the time and amplitude domain characteristics of the ray power, incident on the 
exterior of the building, as a starting point, is required. This requires the development of a 
suitable ray-tracing interface function, building penetration and indoor model elements.
Hence, in summary, the modelling approach is to combine:
(i) Location specific ray-tracing for the outdoor environment
(ii) Building interface model with dependencies on building type and ray angle of incidence
(iii) In-building model with dependency on building parameters and distance within building
The combination of these three elements is to enable delivery of location specific transmission 
loss and delay spread statistics for radio systems operating with outdoor base stations and 
indoor mobile users.
1.5 Guide to Thesis
The objective of the research documented within this thesis is to derive a new model that can be 
used in order to produce location specific site surveys for wideband radio systems operating 
across the indoor/outdoor interface. The model has several parts and uses a combination of ray 
optics techniques and generic models. As part of the process of generating and validating the 
model it has been necessary to build measurement equipment, perform measurements and 
develop software to perform a number of simulation and analysis functions. These stages of 
development are addressed sequentially, culminating in a quantitative assessment of the 
accuracy of the model.
Chapter 1: By way of introduction a brief overview of the principle techniques currently 
employed by commercial propagation prediction tools allows an understanding of the potential 
benefits from the proposed new approach. A definition of the target systems that the model is 
aimed at accommodating shows where the model is applicable. Finally the introductory section 
includes an overview of the modelling approach.
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Chapter 2: The development of radio prediction software, hardware and the planning and 
execution of measurement campaigns requires an understanding of the basic principles of radio 
wave propagation. An understanding of the mechanics of ray optics transmission, reflection, 
refraction and diffraction are key to the implementation of a ray-tracing solution. In order to 
plan and execute a successful measurement campaign of the amplitude and time domain 
characteristics of radio paths in different environments an understanding of the significance of 
Rayleigh and Log Normal fading is important.
Radio propagation measurement and modelling has been the subject of considerable research by 
a great many authors for many decades. There are a number of relevant publications analysing 
different aspects of the propagation characteristics of the target systems.
These aspects of fundamental radio wave propagation, as well as the research in this field by 
others, are included in a chapter principally looking at the theoretical background to the topic 
and examining relevant existing published models. In order to demonstrate the importance of 
consideration of the time domain properties of radio paths an example of the effect of multipath 
propagation, causing delay spread, in a ‘real’ system is included.
Chapter 3: A Three-Dimensional (3D) ray-tracing software engine has been written as part of 
this research. The ray-tracing solution for the outdoor environment forms the starting point for 
interface and indoor model sections. There are a number of alternative approaches and options 
for the structure of the environment, the propagation of the rays and the capture of the results. 
The options chosen mid the trade-offs involved are detailed along with the algorithms used to 
describe the ray optics mechanics and the flow of the software.
Rigorous validation of such tools with known test cases is important due to the difficulty in 
making critical observations from the rich results obtained with simulations of real 
environments. A series of simulation results for geometrically simple ‘Canonical’ environments 
is presented along with corresponding predictions derived from alternative methods. Finally the 
significance of including consideration of diffraction is analysed.
Chapter 4: An instrument capable of performing amplitude and time domain measurements of a 
radio path has been designed and built. The chosen architecture for the equipment is a super­
heterodyne radio frequency translator with a digital signal processing baseband. Connection to a 
laptop Personal Computer (PC) for control and result logging is via a Universal Serial Bus 
(USB) interface. In addition to details of the design of the equipment, the algorithms used to 
post process the results and to derive the quantitative path metrics are documented. The chapter 
concludes with validation measurement results generated by the instrument using a variety of 
cables and splitters in order to synthesis known multipath conditions between the transmitter 
and receiver.
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Chapter 5: The technical details of the measurement campaign performed including an aerial 
photograph of the location and an image of the ray-tracing environment model is included as a 
reference. A comparison of the predicted Received Signal Strength (RSS) and the measured 
RSS at a significant number of locations across the environment has been generated as a final 
validation step. This has been produced by comparison of the RSS logged during a Global 
Positioning System (GPS) vehicular survey with the corresponding ray-tracing RSS at a number 
of locations. A quantitative measure of the accuracy of the ray-tracing simulation is presented 
both as a line graph of measured and predicted levels and as an image of the environment 
overlaid with signal strength error information at a number of locations.
The conclusion of the measurement campaign section is the processed measurement results for 
the wide-area-to-indoor, outdoor-to-indoor and indoor-to-indoor soundings. Transmission loss 
and delay spread results are documented and a critical analysis of salient trends performed.
Chapter 6: The new model comprises three main elements. Ray tracing for the wide-area 
environment, the COST 231 [5] LOS interface element for the indoor/outdoor interface and a 
modified COST 231 LOS building penetration element for the indoor propagation. The theory 
and background relating to the interface and indoor elements is analysed prior to a description 
of the method of combination of the three elements necessary in order to generate the unitary 
prediction. A rigorous algorithmic description of the model as implemented is presented.
Chapter 7: Deployment of the model and quantitative assessment of the accuracy of the 
prediction is key to this research. The wide-area-to-indoor amplitude and time delay spread 
measurements previously reported provide a data set of comparable measurement results for 
such an assessment. The results of this assessment are detailed by way of comparable statistics, 
error calculations and the publication of graphical predictions and graphical measurement 
results for common locations.
Chapter 8: Conclusions regarding all the areas of analysis, simulation and measurement are 
offered. This includes consideration of the likely future use of 3D ray-tracing in deployment 
planning. Finally a number of opportunities for further work are discussed.
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1.6 Technical Reports and Publications
Technical interim reports and conference publications in the form of a poster, several papers and
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1. Smithson, A. G., “Mobile Radio Channel Simulation”, University of Bath. 2nd Feb 2000
2. Smithson, A. G., “Literature Search”, University of Bath. 28th June 2000
3. Smithson, A. G., “Channel Sounder design study”, University of Bath. 8th Nov 2000
4. Smithson, A. G., “Transfer Thesis”, University of Bath. 16th Sep 2002
5. Smithson, A. G. and Glover, I. A., “High performance digital radio channel sounder for use
at 2 and 5 GHz” (poster and paper), EEEICAP. Exeter, 31st March -  3rd April 2003
6. Smithson, A. G., “The development of a new model for radio propagation modelling across 
the indoor/outdoor interface” (presentation), URSI. Bath, 6th July 2004
7. Smithson, A. G. and Glover, I. A., “A new model for radio propagation prediction of
wideband systems spanning the indoor/outdoor interface” (paper and presentation),
LAD AT -tcn2005. Portsmouth, 2005
8. Smithson, A. G. and Glover, I. A., “A viable 3D ray-tracing technique for cellular 
planning” (paper and presentation), LAD AT-tcn2005. Portsmouth, 2005
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9. Smithson, A. G. and Glover, I. A., “A New, Location-specific, Model for Prediction of
Attenuation and Delay-spread Coverage in Indoor Environments Served by Outdoor Base- 
stations”, IEEE. Antennas and Propagation Transactions.
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2 Radio Wave Propagation Mechanics and Properties
The propagation of radio waves can be described by four mechanisms for the systems targeted 
by this model. These are direct transmission, reflection, refraction and diffraction. A typical 
radio channel in the target system will comprise propagation by all four of these mechanisms.
2.1 Direct Transmission
In the case of a clear LOS path the direct transmission will be significant due to the losses 
associated with reflection and diffraction. However in most cases in a real environment, even 
with a LOS path, there will be some components propagated by reflection and diffraction. For 
radio channels with significant obscuration of the LOS path the direct transmission component 
may be attenuated to the point that reflection and diffraction are dominant.
2.2 Reflection and Refraction
A plane wave incident on a plane obstacle will be specularly reflected. A plane wave incident 
on an irregular surface (irregular relative to the wavelength) will result in scattering. The 
proportion of incident energy reflected will depend on the angle of incidence and the material of 
the obstacle. In addition to a resultant reflected wave there will, potentially, be a refracted wave 
into the obstacle. If the obstacle is a perfect conductor all the incident energy will be reflected. 
Most real obstacles, however, are not perfect conductors, but lossy dielectrics. In this case some 
energy will be reflected, some refracted and some lost (to absorption). The relationship between 
incident, reflected and refracted waves and the obstacle material properties is described by the 
Fresnel equations [6].
2.3 Diffraction
Radio waves exhibit diffraction resulting in propagation of energy behind physical obstacles. 
The physical description of the mechanism of diffraction is given by Huygen [6]. He states, “all 
points on a wavefront can be considered as point sources for the production of secondary 
wavelets. These combine to produce a new wavefront in the direction of propagation.” 
Diffraction occurs when these new wavefronts propagate into a shadowed region. The 
relationship between incidence wave, diffracted waves and obstacle material properties was 
originally described by the Geometrical Theory of Diffraction (GTD) [7]. Later the Uniform 
Theory of Diffraction (UTD) [8] was published offering diffraction coefficients valid through 
the transition regions adjacent to shadow and reflection boundaries. Further work [9] has 
extended the UTD to apply to diffraction from edges with finite conductivity.
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2.4 Path Loss and Fading Properties
The transmission loss of a radio channel is a key metric in network planning and system design 
and therefore the proposed model must offer accurate transmission loss predictions to be of use. 
Due to the likely mobility patterns of users the majority of radio channels in the target system 
will not have a direct LOS between transmit and receive antenna. The direct transmission path 
will therefore be attenuated by the obstacles that lie on the path. In such situations if the direct 
transmission path encounters sufficient attenuation the signal at the receiver will be dominated 
by components resulting from reflection and/or diffraction. In a radio system if the received 
signal is composed of multipath components having uniformly distributed angle-of-arrival and 
Guassian distributed amplitude, the resultant amplitude fading characteristics will have a 
Rayleigh amplitude probability distribution [10].
In a radio channel where the received signal is composed of a single dominant component plus 
reflected and diffracted components (having uniformly distributed angle-of-arrival and Guassian 
distributed amplitude) the resulting amplitude fading characteristics will have a Rician 
amplitude probability distribution [11].
Movements in a real environment will alter the relative phase and amplitude of the multipath 
components arriving at the receiver, resulting in time varying fading even for fixed transmit and 
receive locations. Physical movement of the user terminal through the environment will also 
result in an additional, slower, amplitude variation due to changes in shadowing losses from 
clutter. This fading is referred to as log-Normal fading due to the log-amplitude statistics having 
a Gaussian or Normal distribution.
If the spread of multipath component delays are short enough to result in a frequency 
independent channel transfer function the fading can be considered to be flat where all 
frequency components across the channel bandwidth can be considered to be subject to the same 
channel transfer function. The target systems for which this model is proposed will often have 
no significant direct transmission component and the reflected and diffracted components may 
have travelled paths differing in length by several hundred metres. This will result in path delay 
spread variations in excess of a micro second. Given typical channel bandwidths of several tens 
of Megahertz this will result in clusters of received rays which can be considered to be 
independent, resulting in frequency selective fading and a frequency dependent channel transfer 
function.
For the target system it is envisaged that the majority of user terminals will be in non-LOS 
locations and the physical distances involved will be sufficient to ensure they will experience 
frequency selective fading of varying severity. A minority will have a received signal composed 
of a single dominant component plus multipath elements due to a LOS radio path.
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2.5 Time Domain Properties
In a radio channel where the received signal is composed of multiple reflected and/or diffracted 
components, which have experienced different path delay spreads, it is necessary to consider the 
effect of Inter-Symbol-Interference (ISI). Where the delay spreads are a significant proportion 
o f a symbol period the effect of ISI is corruption of the modulation information regardless of 
signal-to-noise ratio. Given the target systems which have typical symbol rates of several tens of 
Mega baud (equating to a symbol period of less than one hundred nano seconds) it is likely that 
delay spreads of significant lengths will occur on radio channels operating over paths in excess 
of 100 m in length.
2.6 Wide-Area Broadband Radio Channel
The significance of the amplitude fading and time domain dispersion of the radio channel on the 
ability of a receiver to demodulate signals can be visually observed from simulation. An 
inferred discrete power delay profile (shown in Figure 2-1), derived from the results o f the 
measurement campaign conducted as part of this research is used to illustrate the point. A 
transmitter with a vertically polarised, 10 dBi gain ‘sectored’ antenna, operating at 5 GHz was 
situated in open farmland at a distance of 125 m from an office building. A receiver with an 
omnidirectional vertically polarised antenna was placed in a room on the second floor o f the 
building. There was no direct LOS path between the transmitter and receiver and many other 
buildings in the proximity.
The power delay profile estimate shown in Figure 2-1 for a path spanning the indoor/outdoor 
boundary is the result of the measurement campaign and post processing detailed in chapter 5. 
Significant time dispersion over in excess of 275 ns can clearly be seen.
Power delay profile
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Figure 2-1. Time delay spread measurement result, wide-area-to-indoors
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The theoretical modulation ‘eye’ diagram for a Gaussian Minimum Shift Keying (GMSK) 
system with a Bandwidth Time product (BT) = 0.5 and operating at 4 Mega baud is shown in 
Figure 2-2a. By way of example, the detrimental effects of the delay spread typically 
experienced on non-LOS paths spanning the indoor/outdoor interface can be shown by 
simulating the effect of the path shown in Figure 2-1 on the eye diagram. The resultant ISI 
generated is shown in Figure 2-2b.
Symbol period Symbol period
Figure 2-2. (a) GM SK ‘eye’ in flat channel (b) GM SK ‘eye’ in a real channel
Significant eye corruption can clearly be seen. In the development of new radio systems and 
receiver signal processing implementations an understanding of the time domain characteristics 
o f the radio channel is important. The proposed model must therefore offer accurate amplitude 
and time domain predictions to be of use in these design processes.
2.7 Outdoor Propagation
Outdoor radio wave propagation characteristics have been measured and analysed by a 
considerable number of researchers over the past 50 years. Significant contributions from W. R. 
Young in 1952 [12] and Okumura in 1968 [13] have been used extensively. Both of these 
authors have published extremely thorough and detailed results from extensive measurement 
campaigns with prediction data often presented in graphical form. Such results have been 
further analysed by a number of authors to develop a variety of algorithmic models Hata [14] 
and new graphical models including a number of ITU-R recommendations [15] [16] [17]. The 
majority of these publications detail measurement results and prediction methods for radio paths 
operating at frequencies below 2 GHz and over lengths considerably longer than those used in 
systems targeted by the new model.
For systems operating over a long distance and with high elevation antennas, detailed individual 
terrain or environment features are not generally significant in making path characteristic 
predictions. This is not the case for systems operating over shorter ranges and with lower 
elevation antenna heights, where movement of the position of the antenna by only a few metres 
can have a significant effect. Here it is no longer appropriate to use a statistical approach to 
account for environmental effects as is effectively done by Young and Okumura. This
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difference is borne out in two unconnected papers describing channel measurements at 2 and 
5 GHz by Laurila and Skog respectively. For broadband data systems new measurement 
campaigns and models are required specifically examining the higher frequency of operation, 
the time domain characteristics of the radio channel and the effect of lower typical antenna 
elevations.
2.7.1 Path Loss
A comprehensive set of results from Laurila et al [18] in Helsinki at 2154 MHz are reported for 
mobile propagation measurements in an urban environment using an interesting 3D system 
comprising a digital channel sounder connected via a fast switching array to 16 dual-polarized 
antennas. Interesting observations reported include that following measurements at 70 
transmitter locations and with the receiver below roof height, the received signals are 
concentrated in clusters as can clearly be seen when the signal strength is plotted against delay, 
elevation and azimuth as in Figure 2-3. The dominant environmental influence on the 
propagation characteristics is observed as street canyons rendering the distribution across the 
azimuth relatively independent of the mobile location.
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Figure 2-3. Urban environment measurement results at 2 GHz [18]
In the conclusions drawn by Laurila et al the need for accurate location specific predictions is 
highlighted, especially when considering a system with low elevation antennas at or below roof 
height. The reporting of significant delay spread of over 1 ps on a 100 m path also emphasises 
the need to consider the time domain in the design of such systems.
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Results of an outdoor measurement campaign performed by Skog et al [19] at 5.3 GHz provides 
further observation of the significance of low elevation on the need for location specific 
predictions. The measurements by Skog examined a variety of environments comprising, dense 
urban, urban industrial, semi-urban residential and rural.
From the observations of channel characteristics reported for scenarios where the antenna height 
drops below the roof height, it is clear that the characteristics of the path become dominated by 
the unique local terrain at that height. Here an element of location specific input to a network 
planning system is required for accurate predictions. Observations from the dense urban
measurement results of Skog are detailed in Table 2-1 and demonstrate this point.
Tx/Rx antenna heights Observation (Dense Urban)
Tx 4 m, Rx 2.5 m When the transmit antenna was significantly below the 
height of the adjacent buildings the LOS path loss observed 
was less than the theoretical free space path loss due to the 
well documented waveguide effect of streets. The delay 
spreads measured are low (< 100 ns) due to the dominant 
LOS wave propagation.
The measured path loss increases considerably once the 
receiver is moved around a comer and into a non-LOS area.
Tx 12 m, Rx 2.5 m Similar LOS waveguide characteristics are observed with the 
transmit antenna at 12 m which is still below the height of 
the adjacent buildings. Significantly longer delay spreads 
were reported for the non-LOS paths of up to 500 ns in areas 
near large open city squares.
Tx 45 m, Rx 2.5 m Once the transmit antenna is significantly above the street 
level the characteristics are reported to be significantly 
different. Here the path loss typically exceeds the theoretical 
free space loss even for LOS links. The path loss for non- 
LOS links to adjacent streets are reported as up to 20 dB less 
than with the transmit antenna below the buildings.
Rx antenna height variation The effect of the receiver antenna height was also 
investigated. It was found that when the transmit antenna was 
below the building height, in the non-LOS cases, the path 
loss was 6 -  10 dB less with the receive antenna at 4 m. With 
the transmit antenna above the building height little 
difference was observed at 1.6 m or 4 m.
Table 2-1. Antenna height variation effect in dense urban environment, 5.3 GHz
ITU-R 1411 [20] presents a number of methods and models that can be used for predictions in 
environments dominated by physical clutter such as buildings and vegetation rather than ground 
elevation such as hills. In addition ITU-R 1411 considers scenarios appropriate for a pedestrian 
held or vehicle-mounted terminal ensuring non-LOS and below local building height. The 
models and definitions within this recommendation explore a significant number of the issues 
relevant to producing predictions for the systems targeted by the new model. The need for 
location specific environmental data and the significance of diffraction are two conclusions.
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For outdoor systems with low elevation antennas, the dependence of the propagation 
characteristics on the specific small scale environmental detail, as reported by several authors 
[18] [19] suggests that a ray optics based prediction system will be necessary for the outdoor 
element of the new model. Such a prediction tool will require accurate 3D environmental data to 
achieve sufficient accuracy.
2.7.2 Delay Spread
Measurement results are reported in [21] of the simultaneous delay spread characteristics of an 
up and down link Universal Mobile Telecommunications System (UMTS) channel at 2 GHz. 
The results are of interest to this research for information regarding the likely delay spread 
magnitude and profile that can be anticipated over a similar range in a typical environment for 
the target system. The measurements were performed over a range of approximately 800 m 
using a Digital Direct Synthesizer (DDS) based channel sounder in a dense urban environment. 
The results in Figure 2-4 have been produced from two channel sounders simultaneously 
covering a 60 MHz bandwidth. Post processing using a Fast Fourier Transform (FFT) has then 
been used to determine the performance in 5 MHz sub-bands. The results are obtained from the 
mean of 50 impulse responses with a total measurement time of 4 ms. As expected for a range 
of 800 m in a dense city centre significant multipath components are spread over several 
micro seconds.













Figure 2-4. Dense urban simultaneous delay spread m easurement results 121]
A similar ratio of path length to delay spread is reported by Laurila [18] for measurements in 
Helsinki where delays of the order of 4 ps were recorded for paths of between 100 -  500 m. In 
order to unambiguously resolve these delays the equipment and simulation tools to be produced 
are required to operate with a maximum delay range of at least 10 ps.




green 1967 MHz, red 2157 MHz
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2.8 Indoor Propagation
Indoor propagation characteristics have been measured by a significant number of authors and 
using a wide variety of different measurement instruments. Some measurement campaigns have 
been performed with custom designed autonomous channel sounding equipment and some with 
standard laboratory equipment such as spectrum analysers, signal generators and network 
analysers.
For location specific propagation prediction the new model requires location specific outdoor 
data in the form of building locations and heights, detail of terrain features and ground elevation 
data. Positional data for these environmental features is commercially available in the form of 
3D clutter data, terrain maps and local authority plans. Manipulation of data from a variety of 
these sources can successfully be utilised in a ray-tracing tool to provide the required outdoor 
predictions. The same approach is not applicable to the indoor environment for two main 
reasons. Firstly the data is not available on the location of indoor furniture and secondly the 
environment is too rich and detailed to be incorporated into a ray-tracing tool.
A generic approach is required to predict both path loss and delay spread. From published work 
a variety of relevant models and key conclusions from pertinent papers are summarised and an 
approach for the new model has been selected.
2.8.1 Path Loss
One form of generic indoor model presented by a number of authors [5] [22] [23] is a linear 
proportionality between attenuation (dB) and the logarithm of the distance between Transmitter 
(Tx) and Receiver (Rx). This is often referred to as the path loss exponent model where the 
excess path loss due to indoor clutter is combined with free space ray divergence loss to be 
presented in the form shown in Equation 2-1.
L = L0 +«-10-log(J) (2-1)
where:
L (dB) is the loss at distance d between receiver and transmitter 
L0 (dB) is the path loss at 1 m 
n is the path loss exponent 
d (m) is distance
Typical values quoted for n range from 1.5 (less than free space) to in excess of 4. Values of n 
less than free space are often explained by the waveguide effect of corridors or rooms with 
reflective surfaces [24]. Use of the path loss exponent model is mainly relevant to indoor-indoor
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scenarios as the free space ray divergence loss distance is not easily decoupled from the excess 
path loss due to clutter distance. For outdoor-to-indoor paths this is necessary.
The other common form of indoor model is the excess path loss model where a linear 
attenuation (dB) proportional to a linear distance is offered by a number of authors [2] [25].
From a physical perspective this form is more justifiable over typical short indoor distances as 
the average loss of clutter will remain constant throughout the room. The excess path loss model 
combined with free space ray divergence attenuation is described in Equation 2-2.
L = L0 + 20• log(c/) + j3-d (2-2)
where:
P (dB) is the linear excess path loss per m
Improved accuracy is reported for both of these methods when they are combined with separate 
floor attenuation consideration and wall attenuation consideration. This is not a surprise due to 
the significant loss of such features, which will dominate the average indoor clutter loss. 
Implementation of such consideration of floors in a generic model is acceptable as it can be 
reasonably predicted where floors will fall from building height data. The consideration of 
interior walls is however not possible as knowledge of such features does not exist.
2.8.2 Delay Spread
With omnidirectional antennas in the indoor environment the absence of a strong frequency 
dependence on the delay spread of a transmission is noted in ITU-R 1238 [22], Suggestion of a 
dependence on room area is made [22] with the physical explanation being that rays suffer 
significant attenuation on reflection rather than from transmission through clutter. Hence greater 
distance between reflections results in multipath components with significant amplitude that 
have travelled a significantly longer spread of physical distances.
Exponential shapes are proposed in several forms for modelling the indoor power delay profile. 
An indoor-to-indoor path model simply comprised of an exponential shape and a distance 
dependent attenuation is proposed in [22]. The time constant of the exponential profile is 
determined from the area of the floor space, as shown in Equation 2-3.
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f-1h(t) = exp ' (2-3)
where:
10-logOS) = 2.3 -log(FJ + 11.0
h(t) is the time domain representation of the delay spread profile 
S is Root Mean Square (RMS) delay spread (ns)
Fs is the indoor area floor space in m2
More sophisticated power delay profile models are proposed comprising arriving rays grouped 
in clusters, with each cluster having a separate, faster, exponential profile than the simple model 
proposed in [22].
The implementation of an exponential spreading effect on the predicted power delay profile at 
each indoor location fits well with the other elements of the model. Ray-tracing will enable the 
time domain properties of the outdoor environment to be accurately modelled and the spreading 
due to internal reflections will be accounted for with the additional exponential delay.
2.9 Indoor/Outdoor Interface Propagation
Many authors have published data on the propagation characteristics of the outdoor and the 
indoor environment in isolation. These include results from measurement campaigns as well as 
a number of models. Some measurement campaign results for paths that cross the 
indoor/outdoor interface have been published [26] [27]. A small number of models have also 
been proposed for such paths [5][28], often including an angle of incidence dependent 
penetration loss.
The LOS building penetration loss model proposed by COST 231 has been selected as the most 
appropriate starting point for the interface. The development of a number of new elements is 
required in order to expand this model to produce a new model that is more appropriate for use 
in generating accurate indoor statistical predictions for non-LOS paths that cross the 
indoor/outdoor interface. These elements are required to link the COST 231 interface 
attenuation element to the initial building surface prediction (derived here from ray-tracing) and 
to then produce accurate indoor statistical predictions for non-LOS paths. The new model 
described in this thesis is detailed in more depth in chapter 6.
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Figure 2-5. COST 231 LOS Building Penetration Loss Model 
The loss at indoor location ‘X’ due to the external antenna is given in Equation 2-4.
L  = 32.4 + 20 ■ lo g (/)  + 20 • log(S + d) + Wt +WGe -( 1 -  —)2 + max(T, ,r2) (2-4)s
where:
r,=wrP  
r2= a - ( J - 2 ) ( l - j )2
L is path loss (dB)
/  is frequency (GHz)
S is external distance (m)
d is perpendicular internal distance (m)
We is the loss of the external wall at angle of incidence = 0°
WGe is the additional loss of the external wall when angle of incidence = 90°
Wi is the average internal wall penetration loss (dB)
p  is the number of internal walls penetrated
a is the excess linear path loss (dB/m)
The COST 231 model has been shown to work well in LOS scenarios. In order to obtain the 
desired output from the new model it is necessary to predict the cumulative probability density 
function for transmission loss and RMS delay spread across a horizontal plane at a specified 
height above the floor. Based on typical users of indoor wireless equipment a height of 1.5 m 
has been selected.
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Adaptation to the non-LOS scenarios in which the new model must operate requires 
modification to several aspects of the COST 231 model. Illumination from a non-LOS source 
will result in a spread of angles-of-arrival at any one exterior surface location depending on the 
relative position of the transmitter and the outdoor clutter. In order to apply the angle dependent 
penetration loss this will require the ray-tracing tool to store the azimuth distribution of incident 
rays at each location, quantised into suitable bins. The wall penetration loss for each quantised 
azimuth angle can then be determined.
The non-LOS nature of the path will result in a complex building exterior illumination pattern 
due to the clutter in the environment and the multipath nature of the propagation. This 
necessitates consideration of a significant number of unique external locations in order to gain a 
representative view of the power incident on the building. For the new model two locations per 
m2 have been considered as exterior points of illumination, chosen to be physically 
representative of the environment data quantisation. Given that an average office building can 
easily have a surface area of 1000 m2, the capability to handle a significant number of such 
locations is important.
The requirement to have a generic indoor model requiring no knowledge of a specific building’s 
structure requires a modification to the indoor element of the COST 231 model, as Wt and p are 
unknown. In the LOS scenario the indoor term T2 applies a directional bias to the indoor 
propagation path loss depending on incident angle-of-arrival. This is undesirable for non-LOS 
scenarios. Rays with a spread of angles illuminate each exterior location, so continuing to 
handle the angularly quantised arrival clusters separately indoors represents a significant 
computational burden. An alternative approach is required where once transformed across the 
indoor/outdoor interface the summed rays are treated as a single semi-omnidirectional source. 
This has been implemented in the model presented in chapter 6 and has been shown to work 




A three dimensional, quantised environment, ray optics tracing tool has been produced to 
provide the wide-area element of a new radio propagation prediction model. A ray optics 
implementation including consideration of transmission, specular reflection and refraction in air 
and complex lossy dielectrics has been selected. Diffraction effects around the comers of 
buildings, over roofs and around other large obstacles are also considered using the Uniform 
Geometric Theory of Diffraction [7][8][9]. For reasons of speed of execution the environment is 
quantised into homogeneous cubes of side 0.5 m with each cube having a single material 
property and orientation. For predictions using the new model it is necessary for the ray-tracing 
tool to record the Power Delay Profile (PDP) at a number of locations over the outer surface of a 
predetermined target building. The recorded PDP is quantised in time and angle-of-arrival. A 
time resolution of 2 ns and an angular resolution of rc/4 rad have been used. In addition to the 
predicted PDP outside the target building, the RSS indication for the mean level within each 
cube is recorded.
A ray shooting technique has been used with 0.05° angular separation between rays resulting in 
the need to launch approximately 16 million rays to achieve 4n steradian radiation from a 
source. The inclusion of diffraction effects increases the execution time and computer hardware 
requirements considerably due to the capability for diffraction to generate a significant number 
of spawned rays from each single ray launched. In order to assess the significance of diffraction 
in such environments, comparison of the accuracy of the predictions with and without 
diffraction has been made. Diffraction has been found to be important in shadowed areas.
A ray shooting implementation has been selected for the ray optics tracing tool. The principle 
alternate strategy considered was use of transformations and virtual sources. A variant of ray 
shooting incorporating a number of execution time acceleration features was favoured due to the 
perceived ease of implementation coupled with the ability of the technique to yield both time 
domain PDP and RSS results for all locations across the whole environment. The primary 
requirement of the model from the tracing tool is to produce PDP estimates across the whole 
outer surface of the building under consideration. Accurate predictions require several thousand 
ray-tracing ‘receiver’ locations spread over the exterior surface of the target building. A single 
ray shooting execution yields all of these results, plus useful RSS results for the whole 
environment. The alternative option based on transformations and virtual sources would require 
an additional set of transformations per ‘receiver’ location analysed. Given this as well as the 
complex nature of the environment resulting in the need to consider a great number of 
significant reflections it was not clear that use of transformations (as opposed to ray shooting) 
would yield an advantage.
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3.2 Software State Diagram
The flow of the ray-tracing software design is shown in Figure 3-1. The process commences 
with a configuration phase where parameters such as the ray angular separation, frequency of 
operation and the environment file are loaded. The environment is synthesised with each cube 
being assigned a single material type and orientation. Rays are then launched sequentially, 
tracked using ray optics and ultimately terminated. On conclusion of the ray launching output 
data is generated for use in later stages of the model deployment.
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Figure 3-1. Ray tracing software flow chart
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3.3 Environment Configuration
For reasons of expediency and cost, the environmental characteristics of the test location have 
been hand crafted from a local authority planning department land plan combined with site 
observation. Each feature (such as a wall, roof, hedge, tree, river, road, railway or hill) has been 
described using planes and vectors. The properties of each of the approximately 20 million 
cubes that represent the area to be analysed (covering the 350 x 350 x 20 m) are then determined 
automatically from the environmental data, which is read in from a text file, following the 
process shown in Figure 3-2. Some features are then introduced as a subsequent operation such 
as the automatic insertion of windows, clutter into buildings and the randomisation of the 
orientation of vegetation (such as trees and hedges).
Start
Set base of 
material array to 
flat ground, 
balance to air

























Surface fill within 








and hedge cube 
orientation
Fill in below 
surface fill a reas
Add in building 
clutter
Figure 3-2. Environment file interrogation flow chart
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An example of the environment text file is shown in Figure 3-3. The first six fields on each line 
are the positions (in cm’s); start x, start y, stop x, stop y, start z and stop z. These each describes 
a vector. The seventh field is a control character describing the purpose of the vector, for 
example the vectors in the first four lines are of type 1, which describes a vertical brick wall. 
Some features simply require a single line of text to completely define the location and material, 
such as type 1, for a brick wall. More complex features such as the polygons used to describe 
angled building roof sections comprise two lines. Each line describes a vector with the polygon 
surface completed by performing a fill function between the two vectors. In the example shown, 
types 50/52, 50/53 and 50/54 are polygon roof sections. In addition to physical environment 
features, such as walls and tiled roofs, the environment text file is used to describe the location 
of the diffraction comers. In the example shown, type 75/76 is used to describe a diffraction 
comer. Two lines are used, the first (type 75) to describe the location of the diffraction vector 
and the second (type 76) to describe the angular position of the diffraction wedge. The wedge 
surfaces are each described by defining the azimuth and elevation angle of a line which runs 
from the diffraction vector and lies on the wedge surface.
In total the physical structure described by the environment text shown in Figure 3-3 is a four- 
walled building with a pitched roof comprising four tiled polygons. Diffraction comers are 
defined for the four vertical comers of the building and the length of the pitched roof. This is 



























Figure 3-3. Sample of environment definition text file
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The environment text file describes the major physical objects in the environment. For large 
objects such as walls, roofs and ground areas this is satisfactory. There are however additional 
physical features that would improve the accuracy of the simulation if included that are too 
small and numerous to be explicitly defined in the environment file. Such features require 
automatic inclusion as a secondary operation either during or following environment synthesis. 
In-building clutter and building windows are two features that are automatically included in 
secondary operations. In addition to the automatic addition of certain features there is merit in 
applying automatic pseudo random1 modification to some features to make them more 
representative of the physical reality. This applies particularly to vegetation features.
3.3.1 Building Clutter
Clutter will have the effect of attenuating and dispersing the direction of rays within a building. 
In a secondary operation following the synthesis of the building, clutter is automatically added 
so as to occupy a pre defined percentage of each in-building volume. An arbitrary pseudo 
random orientation and a representative loss are defined for each clutter cube.
3.3.2 Windows
Windows will have a significant effect in reducing the average penetration loss of a building as 
the refraction loss of glass at 2 and 5 GHz is considerably less than that of bricks. Again the 
number of windows required within an environment makes inclusion as an automatic secondary 
operation preferable. Windows are inserted at representative heights above ground level with a 
surface area density pre defined for each building type; large industrial 50%, small industrial 
33%, metal warehouse 16% and domestic 25%. Each window is 1 m2 in area. The first row of 
windows is inserted 1.5 m above ground level and subsequent rows every further 3 m of vertical 
wall thereafter.
3.3.3 Vegetation Orientation
Reflection from vegetation features such as trees and hedges are unlikely to be specular due to 
the random orientation of the leaves and branches. A secondary operation is used to randomly 
set the orientation of cubes containing objects of these types.
A pictorial image showing the synthesised environment used for the measurements and 
predictions is shown in Figure 3-4.
1 Prior to the synthesis o f  the environment the random number generator seed is set in order to ensure that 
the randomisation o f  the orientation o f  features and the inclusion o f  features at random locations results in
a repeatable environment definition on subsequent code executions.
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3.4 High Definition Cubes
The collection of PDP data for a large number of exterior surface pseudo-receivers is PC 
memory intensive. Consequently a single target building has been selected for analysis in the 
environment file. The high definition areas are chosen to be ‘just’ outside the physical walls so 
as to record the incident rays prior to wall attenuation. For the area defined 50% of cubes are 
monitored, with these cubes uniformly distributed over the defined surface.
Figure 3-4. Great Chesterford test environment
3.5 Ray Optics Algorithms
The processing of the ray from launch to extinction is performed in a loop. Each ray is launched 
sequentially with initial azimuth and elevation angles plus amplitude dependent on the antenna 
characteristics. The ray progresses along the launch direction in 5 cm steps. After each step the 
material of the cube that the ray is located within is checked and if found to be ‘not air’ is 
processed as shown in Figure 3-5.
Rays found to have crossed a cube boundary without a material change are processed for 
penetration loss. When a boundary is crossed into a dissimilar material a check is made to see if 
the new cube is defined as containing a diffraction comer. If it is, a diffraction event is assumed 
to have occurred. If the new cube is not a diffraction comer, the ray is processed for reflection 
and refraction. Both diffraction and reflection processes generate new rays. These are pushed 
onto a stack and processed once the original ray has been terminated. Transmission, reflection, 
refraction and diffraction are processed as described in Figure 3-6, Figure 3-7, Figure 3-8 and 
Figure 3-9. Ray termination occurs either when a ray crosses an environment boundary or when 
the amplitude drops by more than 140 dB from the isotropic launch amplitude.
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Figure 3-5. Ray optics flow chart
3.5.1 Transmission
The penetration loss for each material type is defined in the configuration data. The large cube 
granularity, relative to the typical physical objects’ dimensions (with a Vi x Vi x Vi m cube size) 
results in a minimum material thickness of lA m within the ray-tracing environment. It is 
therefore necessary to use a modified standard loss per metre value for each material within the 
ray-tracing to correct for the disproportionally longer paths experienced. For example, a single 
thickness brick wall has a width of 12 cm and a loss of approximately 4.5 dB at 2 GHz [29]. 
(This equates to a loss per unit length of 37.5 dB/m). Due to the quantisation of the 
environment, a perpendicular ray incident on a single thickness of bricks will remain within that 
wall for at least 9 steps or 45 cm, as this is the minimum thickness for any feature. In order to 
result with the correct penetration loss for the wall a loss per unit length of 0.5 dB per step or 
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Figure 3-6. Transmit ray optics
Figure 3-8. Refracted ray optics
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3.5.2 Reflection
A ray transition across a cube boundary (in the absence of a diffraction vector being present 
within the destination cube) will result in two rays; a reflected ray and a refracted ray. The 
intensity (and in the case of reflection the amplitude) of both rays is determined using the
used to determine the amplitude of the reflected ray. The incident ray is resolved into normal 
and parallel components and the angle of incidence determined using a series of vector 
rotations. Each reflection instance generates one new ray. As the optics processing flow 
operates in a sequential manor the properties of each new ray are stored and then recalled at a 
later time when the launch ray has terminated.
where:
0 is angle of incidence 
tj is complex permittivity
3.5.3 Refraction
The intensity of the refracted component can be determined from the Fresnel reflection 
coefficients and the relationships shown in Equations 3-3 and 3-4. The Fresnel transmission 
coefficients relate to the intensity of the ray following a proportion of the ray power being 
reflected. As the angle of incidence changes on refraction, due to the difference in speed of 
propagation between the two materials, intensity alone is not sufficient to determine the 
amplitude of the refracted ray. Consideration of the conservation of energy between the 
reflected and refracted rays for the parallel and perpendicular components is used to determine a 
scaling factor to account for this difference.
Frensel equations [22]. The Fresnel reflection coefficients, shown in Equations 3-1 and 3-2 are
(E - field component normal 
to the reflection plane) (3-1)
(E - field component parallel 
to the reflection plane) (3-2)
Tn ~  I + R n (3-3)
Tp  — 1 +  R p (3-4)
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3.5.4 Diffraction
Consideration of diffraction in three dimensions has been implemented into the ray-tracing tool 
using algorithms based on the work of Kouyoumjian and Pathak [8]. A numerical 
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Figure 3-9. Diffraction ray optics
Figure 3-10. Diffraction coefficient function
A quantised approach has been taken to the implementation of diffraction. In the environment 
text file all significant diffraction comers are defined effectively as three vectors, one describing 
the edge and two more describing the outer surfaces of the comer. The physical object 
comprising the comer (placed at the location of the diffraction vector) defines the material type. 
During configuration each cube containing a diffraction vector is flagged as a ‘diffraction cube’. 
Accordingly whenever a ray enters a ‘diffraction cube’ a diffraction process is commenced. This 
process is as shown in Figure 3-9 and Figure 3-10.
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3.6 Results Capture
As part of the processing of the propagation of each ray, if after a step it is determined that a 
new cube has been entered, a results capture routine is performed. For PDP capture around the 
outside of the target building the power of the ray is added to the corresponding time and angle- 
of-arrival bin. For RSS capture, a check is made to see if the ray has previously entered the cube 
in question. Once this is known, the incident ray power can be summed to the total recorded for 
previous rays incident on that cube. PDP results can not be recorded for all cubes due to 
practical computer memory constraints although in practice they are only required for a 
minority of cubes anyway. The process used is shown in Figure 3-11.
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Figure 3-11. Received signal strength and time domain results capture
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3.6.1 Effective Antenna Area
The ray-tracing environment is quantised into homogeneous cubes of side 0.5 m. The mean 
received signal strength within each cube is calculated based on the integrated power of all of 
the rays that traverse the cube. In order to determine the received signal strength it is necessary 
to know the average cross-sectional area that a cube presents to the received rays, in order to 
equate this to the effective antenna aperture of the receive antenna. (The reason why the cross- 
sectional area is not constant is that the random angle-of-arrival of the rays results in different 
ray paths illuminating different aspects of the cube). In a 3D ray-tracing system, rays will 
traverse cubes with arbitrary azimuth and elevation angles as the result of reflections, 
diffractions and launch angles. Additionally in a system where the rays travel in quantised steps 
there is the potential for rays to pass through cubes without registering as ever being present.
The result of the arbitrary angles and the quantised ray steps is that calculation of the effective 
antenna aperture of a cube and the estimation of the errors is not trivial.
A software simulation technique has been applied to this problem in order to derive quantitive 
estimates for the effective antenna area and errors as a function of ray step size. This has been 
written in the C programming language and is based on the principle of subjecting a cube to 
incident rays from all angles and calculating the number of rays that register within the cube as 
a function of ray step length.
The calculation of the mean result has used the assumption that the rays are uniformly 
distributed in azimuth and elevation and that the rays are uniformly distributed in length. These 
assumptions are satisfactory for calculations of received signal strength although in practical 
environments the rays would be expected to be travelling closer to the horizontal than the 
vertical. These assumptions are not used in the calculation of the errors.
The method used to calculate the mean effective antenna aperture area and errors is shown in 
Figure 3-12. A representative cube is placed at the origin and subject to 100 uniformly 
distributed incident rays from 6640 equi-spaced directions, equating to a uniform ray density 
with 2.5° separation. In order to determine if a particular ray traverses the cube area, the ray is 
incremented with a step size of !4 mm. The incident ray launch area is in excess of the area 
presented by the cube. Estimation of the effective cube ‘capture’ area, and hence the effective 
antenna aperture size, can therefore be made by counting the number of rays that fall incident on 
the cube at some point on their travel and those that do not. In addition by recording the distance 
that each ray travels through the cube it is possible to present the mean effective antenna 
aperture size as a function of ray step size.
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Figure 3-12. Effective cube aperture estimation
The distance through the cube travelled by the rays is shown in Figure 3-13. For a given step 
size this figure can be used to determine the probability of a ray failing to be detected as having 
traversed through a particular cube.
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Figure 3-13. Cumulative distribution of path lengths
The results from these simulations can be used to determine the mean effective area of a 
collection cube and the corresponding errors on that estimate. In total 664000 rays were 
launched during the simulation of which 249596 traversed the cube with a path length of greater 
than Va mm. Therefore if the step size of the ray-tracing simulation was !4 mm or less the cube 
effective area would be 0.376 m2. This is taken as the mean effective area for the case that the 
step size tends to zero. In a practical system it is not possible to have such a small step size due 
to the processing time burden this would cause.
A step size of 5 cm was ultimately adopted due to it providing an acceptable compromise 
between processing time and errors. From Figure 3-13 it can be seen that with a step size of 
5 cm, 90.9% of rays that traverse a cube will be definitely detected. The remaining 9.1% of rays 
may be detected depending on where the ray steps happen to fall. Assuming the worst case 
where all of the 9.1% happen to not be registered the minimum effective aperture area of the 
cube will be 0.376 x 0.9091 = 0.342 m2.
In order to calculate the mean effective aperture area an understanding is required for the 
probability of a ray that traverses a path of length less than the step size registering. This can be 
calculated as the product of the probability of the path having a given length and the probability 
of a ray following a path of that length registering assuming uniform ray distribution.
Therefore mean effective area = Min area + (Max area x probability of short rays registering)
Using the previously determined min area, max area and probability of a ray registering for a 
5 cm step size the mean effective area is calculated as 0.353 m2 +0.28 dB/-0.13 dB.
In addition to the above considerations of errors it is also necessary to consider the importance 
of utilising a step size that is significantly smaller than the width of a cube. This is necessary to 
minimise the granularity of wall loss with increasing angle of incidence and hence increasing 
wall penetration distance.
3.6.2 Lee Sampling Criteria
Part of the ray-tracing validation process reported in section 5.1 is a comparison of wide-area 
RSS predictions with drive test data for the same location. The drive test logging equipment is 
designed to perform averaging of at least 36 successive samples over a 40A, distance, in 
accordance with Lee sampling criteria [31]. The same process has been replicated for the wide- 
area comparative ray-tracing signal strength powers. This is implemented by determining the 
direction of travel from the corresponding GPS logged survey measurements and then, from the 
ray-tracing results, averaging the power of 36 samples over a 40A. length.
3.6.3 High Definition Time Domain
High definition PDP results are only required for ‘just’ outside the target building into which the 
propagation predictions are being calculated. The need to capture the received ray information 
quantised in both angle-of-arrival and time of arrival consumes significant amounts of memory. 
An upper limit is therefore set to have 1750 high definition cubes at the maximum.
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3.7 Antenna Modelling
Measurements of the physical antennas used have been made and simple quantised models 
derived as a function of azimuth and elevation launch ray direction. The measured antenna 





Conductivity (S/m) Typical Loss (dB)
2 GHz 5 GHz 2 GHz 5 GHz
Air 1 0 0 0 0
Double thickness brick wall [29] 5.86 0.013 0.034 9 29
Brick and breeze block cavity 
wall T291
5.86 0.013 0.034 12 27
Concrete [22] [5] 7 0.094 0.247 20 30
Fresh water [32] 80 0.7 3 oo 2 oo2
Aluminium [33] 1 20e6 20e6 25 3 25 3
Tree/hedge (use oak leaf data) 
[34]
31 0.89 2.33 1.1 dB/m 4 dB/m3
Glass [29] 6.38 0.00281 0.00735 1 3
Asphalt (use concrete3) [21] 7 0.094 0.247 oo2 oo2
In-building clutter (plywood) [29] 
[28]
2.47 0.0144 0.038 2 dB/m 2 dB/m
Rural land (medium dry ground) 
[32]
15 0.6 oo 2 oo 2
Tiled roof [211[291 2 0.055 0.145 9 12
Default ground (very dry ground) 
[32]
3 0.0008 0.01 oo 2 oo 2
Concrete floors [22] 7 0.094 0.247 30 40
Table 3-1. Material properties
2 Transmit rays are neglected once they enter a ground layer such as soil, tarmac or concrete path
3 Estimate used due to lack o f  reference
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3.9 Validation Simulations
To evaluate the performance of the tool a number of ray-tracing predictions using simple 
‘canonical’ environments have been performed. Such environments comprised obstacles such as 
planes and wedges, above flat surfaces. The RSS predictions for such environments are then 
compared to other prediction methods [30] in order to assess the accuracy. Quantitive 
comparisons between the ray-tracing predictions and alternative methods are given in Table 3-2, 
Table 3-3 and Table 3-4.
In addition to the validation predictions performed with the simple environments, a practical 
evaluation of the accuracy of the tool in a real environment has also been performed. Here the 
tool has been used to predict the RSS over a 350 x 350 x 20 m area of a rural village in North 
Essex. The predicted RSS has then been compared to measured results taken from a GPS logged 
drive test along a route around the village. A pictorial representation of the predicted RSS in the 
test environment is shown Figure 5-2 and Figure 5-3.
3.9.1 Validation Simulation Configuration and Result Key
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Figure 3-14. Transmission loss result key
The antenna configuration used for the validation predictions shown in section 3.9 is vertically 
polarised isotropic transmit antenna and a vertically polarised dipole receive antenna. The 
validation prediction in section 3.9.3 is the exception, where a semi-isotropic transmit antenna 
has been used.
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3.9.2 Free Space Above Very Dry Ground
The results from a ray-tracing prediction for the radiation from an isotropic source 5 m above a 
ground plane are shown in Figure 3-15 and Figure 3-16. The graphical representation in Figure 
3-15 shows a horizontal cut through the 350x350 x20 m test area at the same height as the 
transmit antenna and Figure 3-16 shows a vertical cut through the transmit antenna. The 
transmission loss scale is in accordance with the key shown in Figure 3-14. Results for 
predictions at 2 and 5 GHz are shown. The predicted transmission loss at a distance of 100 m 
from source is 76.5 dB at 2 GHz and 84.5 dB at 5.2 GHz. By comparison the transmission loss 
calculated using free space path loss assumptions (corrected for the receive antenna gain) is
76.5 dB at 2 GHz and 84.6 dB at 5.2 GHz.
Figure 3-15. Free space above very dry ground (2 and 5 GHz), plan view
Figure 3-16. Free space above very dry ground (2 and 5 GHz), elevation view
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3.9.3 Reflection Off a Brick Wall
The results from a ray-tracing prediction for the radiation from a semi-isotropic source 5 m 
above a ground plane and in close proximity to a vertical brick wall are shown in Figure 3-17, 
Figure 3-18 and Figure 3-19. The graphical representations in Figure 3-17 and Figure 3-19 are 
for horizontal and vertical cuts respectively. The representation in Figure 3-18 is a 3D view 
from above the environment. At a location 100 m from the source on the other side of the wall 
the predicted transmission loss is 87.5 dB at 2 GHz and 115.5 dB at 5 GHz. By comparison to 
the transmission loss calculated using free space path loss assumptions a perpendicular 
incidence excess transmission loss of 11 dB at 2 GHz and 30.9 dB at 5 GHz can therefore be 
attributed to the presence of the brick wall. The excess loss is due to the two mechanisms of 
reflection off the wall and attenuation of the refracted rays through the wall. Predicted 
transmission loss for a source incident at a grazing angle between incident ray and the wall of 
12° are 95.5 dB at 2 GHz and 125.5 dB at 5 GHz. The excess loss from increased reflection and 
further travel within the wall are therefore 8 dB at 2 GHz and 10 dB at 5 GHz. The material 
properties for loss and the complex permittivity of the brick wall are as in Table 3-1 and are 
consistent with these predicted transmission losses.
Figure 3-17. Source incident on vertical brick wall (2 and 5 GHz), plan view
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Figure 3-18. Source incident on vertical brick wall (2 and 5 GHz), 3D view
j •  1
Figure 3-19. Source incident on brick wall (2 and 5 GHz), elevation view
3.9.4 Diffraction Over a Single Metal Ridge
The results from a ray-tracing prediction for the radiation from an isotropic source 5 m above a 
ground plane in an environment including a horizontal ridge are shown in Figure 3-20. The 
ridge is located 70 m from the source and has a height above the ground plane of 5 m. The ridge 
material is aluminium with material properties for loss and complex permittivity as in Table 3-1.
Figure 3-20. Diffraction over a vertical wedge (2 and 5 GHz), elevation view
A quantitive comparison is made between the ray-tracing excess transmission loss predictions 
10 m behind the wall with increasing elevation and the method proposed in [30] for single 
knife-edge obstacle diffraction. The results are detailed in Table 3-2 with height relative to the 






















-4 100.5 27.1 112.5 31.0
-3 98.5 25.1 110.5 29.0
-2 95.5 22.1 19.7 107.5 26.0 23.7
-1 90.5 17.1 14.5 102.5 21.0 18
0 81.5 8.1 6 91.5 10.0 6
1 79.5 6.0 88.5 7.0
2 74.5 1.1 83.5 2.0
3 74.5 1.1 82.5 1.0
4 74.5 1.1 82.5 1.0
Table 3-2. Single ridge diffraction excess path loss
3.9.5 Diffraction Over Two Metal Ridges
As an extension to the single ridge environment a ray-tracing prediction has been performed 
with two parallel ridges. Due to finite PC memory it is necessary for the tracing tool to limit the 
number o f spawned rays from reflection and diffraction that can be cached for processing at any 
one time. (The limit is 25,000). The purpose of this test case is to stress the handling of the 
tracing tool when this limit is reached. The effect of having two long and parallel diffraction 
vectors is an escalation of spawned rays. The first diffraction event generates the expected cone 
of 720 rays. Several of these are incident on the second ridge where each one generates another 
cone of 720 rays. The result of such a sequential process of diffracted rays generating 
subsequent diffraction events is a significant number of spawned rays.
The environment consists of an isotropic source 5 m above the ground. The first ridge 70 m 
from the source and 5 m in height, the second ridge 120 m from the source and 8 m in height. In 
each case the ridge material is aluminium with material properties for loss and complex 
permittivity as in Table 3-1.
Figure 3-21. Diffraction over parallel wedges (2 and 5 GHz), elevation view
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As with the single ridge the predicted transmission loss to an observation point 10 m behind the 
far ridge has been determined. The results are detailed in Table 3-3 with height relative to the 
top of the ridge. The use of a second ridge of slightly greater height than the first ridge yields 
comparable excess transmission loss predictions to those for the single ridge case, as the second 
ridge is illuminated directly by the source. For this reason a comparison with theoretical double 

















-7 111.5 32.7 123.5 36.6
-6 109.5 30.7 122.5 35.6
-5 108.5 29.7 120.5 33.6
-4 106.5 27.7 118.5 31.6
-3 104.5 25.7 116.5 29.6
-2 101.5 22.7 113.5 26.6
-1 96.5 17.7 109.5 22.6
0 88.5 9.7 98.5 11.6
1 80.5 1.7 89.5 2.6
2 79.5 0.7 87.5 0.6
3 79.5 0.7 87.5 0.6
4 79.5 0.7 87.5 0.6
Table 3-3. Twin ridge diffraction excess path loss
3.9.6 Diffraction Around a Vertical Metal Corner
The final canonical environment considered for validating the simulations is a vertical 
diffracting comer, the results for which are shown in Figure 3-22. A source 5 m above the 
ground is used to illuminate a vertical edge 75 m from the source. The edge material is 
aluminium with material properties for loss and complex permittivity as in Table 3-1. In 
addition to the comer, a vertical wall has been added running from the apex of the ridge 
horizontally within the comer.
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Figure 3-22. Diffraction around a vertical corner (2 and 5 GHz), plan view
The ray-tracing predicted transmission loss travelling along a straight line 50 m behind the 
diffracting comer and travelling across the simulation from right to left is detailed in Table 3-4. 


















-30 118.5 40.1 130.5 44.0
-20 115.5 37.1 128.5 42.0
-10 109.5 31.1 121.5 35.0
0 89.5 11.1 98.5 12.0
10 77.5 -0.9 86.5 0.0
20 77.5 -0.9 86.5 0.0
Table 3-4. Vertical corner diffraction excess path loss
3.9.7 Validation Conclusions
A number of simple canonical environments have been used to test various aspects of the optics 
tracing tool accuracy and performance. The tool has shown accurate performance in 
environments involving reflection, refraction, transmission and diffraction when compared to 
other prediction techniques [30]. The tool has also been shown to operate satisfactorily when 
subjected to an over flow of spawned rays.
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3.10 Simulation Results
Following the validation predictions performed with canonical environments reported in section 
3.9, predictions with the tracing tool and the target area environment file have been performed. 
Sample graphical results are shown in Figure 3-24 - Figure 3-27 for 2 and 5 GHz. The colour 
key for the transmission loss predictions is shown in Figure 3-23. The transmission loss indicted 
is at a height of 2 m above local ground level.
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Figure 3-23. W ide area ray-tracing transmission loss key
Wide area RSS tracing predictions are compared to actual field measurements performed in the 
test area as part of a drive test. The results of the validation comparison is presented in section
5.1 along with other field measurement results.
3.11 Significance of Diffraction
The inclusion of consideration of diffraction in a ray-tracing tool is not a trivial matter. Both the 
time taken to implement the software processes for handling diffraction events and the 
additional time a typical ray-tracing prediction requires to process can be considerable. In order 
to assess the necessity to consider diffraction the corresponding wide-area RSS predictions to 
those shown in Figure 3-24 and Figure 3-26 are shown in Figure 3-25 and Figure 3-27 with 
diffraction disabled. The significance of diffraction can be seen is the shadowed region behind 
the cluster of buildings in the foreground where the non-LOS conditions result in diffraction 
being the dominant coverage mechanism. Consideration of diffraction has therefore been 
included in the tracing predictions performed.
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Figure 3-24. Wide area ray-tracing RSS predictions (2 GHz), with diffraction
Figure 3-25. Wide area ray-tracing RSS predictions (2 GHz), no diffraction
Figure 3-26. Wide area ray-tracing RSS predictions (5 GHz), with diffraction
Figure 3-27. Wide area ray-tracing RSS predictions (5 GHz), no diffraction
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3.12 Parallel Processing
Ray shooting is inherently a linear operation where the contribution from each ray is 
independent. Consequently the task can be divided between multiple processing platforms 
operating in parallel to speed the execution. Advances in the performance of modem computers 
make it realistic to use tools such as the one presented here for network planning. A full 
simulation for the environment used in this paper takes approximately 450 hours of processing 
on a Pentium 4 machine. This was performed in little over one day using 16 computers working 
in parallel. A number of possible techniques for speeding the execution of the tool are detailed 
in section 8.1.
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4 Channel Sounding Equipment
Many equipment architectures have been employed for channel sounding over a long period of 
time. The Cox sliding correlator design has been used extensively for indoor and outdoor 
analysis Cox [35], Devasirvatham [36]. Such equipment offers excellent dynamic range and 
good time resolution, but typically has a long measurement period making the architecture less 
suitable for fast changing environments. Impulse sounders have been used, offering the 
advantage of short measurement duration, although high Radio Frequency (RF) power is 
required if significant range is to be achieved Rappaport [4].
Recently digital signal processing techniques have been used in a chirp sounder for analysing 
UMTS channels Salous and Gokalp [21] and a Pseudo Random Binary Sequence (PRBS) 
sounder for measuring the time varying delay spread between a fixed node and a TGV train 
entering a tunnel Kivinen et al [37]. To date such equipment has typically either used a Random 
Access Memory (RAM) based data acquisition architecture or pre-sampling analogue 
compression. While both techniques give good results, neither offers the combination of 
continuous, high repetition rate, short time resolution, long maximum delay-spread and real 
time results. An alternative architecture that can potentially achieve these capabilities is a 
sounder constructed around a direct digital modulator, high-speed Intermediate Frequency (IF) 
sampler and Field Programmable Gate Array (FPGA) device. The novel aspect of the 
architecture used in the equipment built (in order to perform the measurements reported) is that 
a completely digital wideband modulator and demodulator have been implemented to allow 
extensive use of digital signal processing. Such architecture results in an instrument with 
significant flexibility, short measurement duration, a rapid correlation processing time and the 
ability for the receiver to automatically acquire time and frequency lock to the transmitter. The 
design implementation using an FPGA for the digital demodulator achieved the objective of 
allowing the measurement to be performed on a short sample of the received signal. One aspect 
of the channel sounder design that compromised the objective for a fast update rate was the 
choice and subsequent implementation of a USB 1.1 interface to the PC. The resulting data 
transfer rate limitation led to a maximum sounding rate of 4 soundings per second. This coupled 
with the requirement to perform 200 soundings and then apply averaging in order to achieve the 
dynamic range required over the paths measured resulted in a measurement period of 50 s. The 
implication of such measurement duration, for the static scenarios measured as part of this work 
is discussed in section 5.2.
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4.1 System Architecture
A spread spectrum channel sounder architecture has been used whereby a radio frequency 
carrier is modulated by a high chip rate Pseudo-Noise (PN) sequence. The inherent processing 
gain of the spread spectrum waveform allows a long time duration signal to be transmitted with 
timing resolution proportional to the PN bit rate. For a typical ‘real’ channel the signal at the 
receiver will consist of multiple copies of the transmitted waveform, attenuated and delayed in 
time. At the receiver each discrete signal component is detected by cross-correlation of the 
received signal with a locally synthesised copy of the PN sequence. Each discrete received 
signal component yields the transmit signal auto-correlation function.
The radio implementation is a classic double conversion super-heterodyne receiver and a triple 
conversion transmitter. Modulation fidelity is maintained at the analogue and digital domain 

























Figure 4-1. (a) Transmit (b) Receive architecture
4.2 Transmit/Receive Synchronisation
In addition to the channel measurement process a number of other radio interface control 
functions are required in order to enable the system to operate. These include automatic gain 
control and automatic frequency control at the receiver. Gain control is necessary to ensure that 
the incoming signal is within the Analogue-to-Digital Converter (ADC) dynamic range and 
frequency control is necessary to limit the phase rotation of the received signal during the 
correlation. For a PN sequence transmitted over 22 ps a short term frequency accuracy of better 
than 0.5 ppm is required to limit the phase rotation during the correlation to the order of 30°. 
Hardware frequency control has been implemented based on the receiver measuring the relative 
frequency error of a known transmit waveform. The error measurement is then used to make 
adjustment to the Digital-to-Analogue Converter (DAC) control voltage of the receiver Voltage 
Controlled Crystal Oscillator (VCXO) as part of a digital closed loop control system. From 
experimentation it was concluded that such a measurement of frequency error necessitated the 
transmission of a Continuous Wave (CW) tone by the transmitter, rather than a measurement 
based on the transmission of the PN sequence. The sequential transmission of a CW waveform
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for frequency control followed by a PN modulated waveform for channel measurement, results 
in the requirement for the receiver to have knowledge of transmitter timing in order to ensure 
that the correct waveform is used for the correct purpose. This has led to the development of a 
simple transmit frame structure as shown in Figure 4-2.
10 ms
---- ►
Dotting CW - AFC PN sequence
Figure 4-2. Measurement system frame structure
While the PN sequence length is only 22 ps, the narrow band nature of the dotting detection and 
AFC function necessitate that they are performed over longer time periods, hence the 10 ms 
transmit frame length.
4.3 Receiver DSP Implementation
The period of dotting at the start of the frame enables the receiver to initially acquire frame 
synchronisation with the transmitter. The dotting consists of 16 bits of alternating positive and 
negative Frequency Shift Keying (FSK) lasting for 8 cycles per bit with a frequency deviation 
of +/-44 kHz. The dotting detection algorithm requires bit periods of sequential positive and 
negative frequency deviation in order to trigger and set the receiver frame timing counter. In 
extreme conditions (such as operation of one end outdoors in the winter) the potential exists for 
the relative frequency error between the receiver and transmitter to be greater than the dotting 
peak frequency deviation. In order to enable the algorithm to operate, the receiver will start a 
process of hunting by stepping the frequency reference about a mid point if dotting has not been 
detected within a pre determined period of time.
PDP channel measurements with a time resolution of the order of 15 ns requires a wideband 
radio system. The IF bandwidth of the receiver in the equipment used is 30 MHz and the IF 
sampling rate is 180 Msamples/s. The detection of a +/-44 kHz FSK dotting waveform and the 
accurate frequency measurement of a CW tone are best performed using a radio receiver with a 
bandwidth of the order of 100 kHz as this reduces the noise floor. The narrow IF bandwidth of 
the dotting and CW tone also reduces the sampling rate required. Given the desire to use the 
same radio receiver hardware and same sampling clock for all modes, decimation by a factor of 
1024 has been used for dotting detection and frequency measurement. The process of 
decimation reduces the effective input sampling rate for the synchronisation and measurement 
algorithms, but not the rate at which the sampler operates. This is important due to the use of a 
digital IF sampling architecture.
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A relatively simple correlator based pattern detection algorithm forms the dotting detection 
process. A frequency detector based on the comparison of the sign of the phase difference 
between subsequent outputs from the decimation (by 1024) process is used to identify a positive 
or negative frequency deviation. The integration of the output of the frequency detector over 32 
decimation periods, when compared to positive and negative threshold levels, provides a high 
resilience measure to whether the deviation is positive, neutral or negative. The output of the 
frequency deviation detection process at the dotting bit boundaries will be potentially corrupted 
due to inclusion of samples from positive and negative dotting bits. For this reason a correlation 
pattern used to identify dotting must include the capability to allow such corruption. Each bit of 
dotting lasts for 4 periods of 32 decimation process outputs and there are 16 bits of dotting. The 
final part of the dotting detection correlation process involves running a sliding correlator over 
the incoming lA dotting bit deviation estimates looking for a pattern as shown in Figure 4-3. 
(Note that while 16 bits of dotting are transmitted, positive identification of 15 successive bits of 
dotting is used to establish frame lock).
111X000X111X000X111X000X111X000X111X000X111X000X111X000X111 
Figure 4-3. Dotting correlation pattern
Once frame time synchronisation has been established the receiver can identify the period of 
time when the transmitted modulation signal is a CW tone and therefore when to perform a 
frequency error measurement. The frequency error measurement is made in a similar way to the 
dotting detection process although instead of detection of a pattern, a quantitative measure of 
the phase rotation of the received signal during the measurement period is used to estimate 
frequency error and hence to determine the magnitude and sign of the correction. This is then 
applied to the VCXO control DAC voltage.
The final receiver operation prior to the measurement is to perform an automatic gain control 
process. The dynamic range of the receive sampling device is limited to 10 bits and the dynamic 
range of the digital correlation process is limited to 6 bits. In order to make measurements over 
the range of input signals, analogue and digital gain control processes have been implemented. 
The gain control operates in two stages, on conclusion of the automatic frequency control 
process an averaged and a peak signal amplitude measurement of the input samples is taken 
over a relatively long period of 250 ps. The GaAs digital step attenuators within the analogue 
sections of the receiver circuitry are then adjusted, if required, in steps of 2 or 4 dB depending 
on the magnitude and sign of the error. Gain adjustment immediately prior to the measurement 
will ensure that the input signal is at a level within the ADC dynamic range and above the 
system noise floor.
The second stage of gain control is performed digitally after the PN modulated data has been 
sampled and stored within the on-chip RAM in the FPGA. The block diagram of the functions
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used to perform all of the receiver signal processing is shown in Figure 4-4. During the channel 
measurement process the orthogonal I and Q samples are derived from the input sample stream 
by a process of multiplication with digital cosine and sine wave local oscillators with a period of 
!4 of the sample rate. This is conveniently implemented in the FPGA with simply logic by 
multiplying the input sample stream by 0,1,0,-1,0,1, and 1,0,-1,0,1,0 to form orthogonal, but 
time misaligned, samples. The down-converted base band I and Q samples require filtering and 
time alignment. A 16 tap root raised cosine filter with taps offset by half a sample period is used 
to perform these processes. The FPGA is clocked at 90 MHz and the correlation process 
requires several clock periods per sample and therefore cannot be performed in real time. The 
solution to this is to use the dual banks of on chip FPGA RAM to capture a burst of retimed and 
filtered samples from the ADC.
The two blocks o f4096 x 10 bit wide on chip RAM allow in excess of 45 ps of data to be 
captured for processing. The channel delay profile is generated by performing a correlation 
operation on the captured data against a locally synthesised version of the maximal code. The 
511 bit maximal code used for the correlation is approximately 22 ps long which enables the 
maximum anticipated delay of 10 ps to be accommodated. A correlation of this length has 
significant processing gain. Delay profile results with a dynamic range of 40 dB are the target, 
which makes it unnecessary to perform such a correlation operation on 10 bit wide input data. In 
addition, limitations on the available logic within the FPGA make it unfeasible to form a 10 bit 
wide correlator of this length. A digital Automatic Gain Control (AGC) process, based on the 
average and peak values of the sampled input data, is used to reduce the data word precision to 





















Figure 4-4. Receiver baseband processing 
4.4 Transmitter DSP Implementation
The signal processing required to implement the transmitter functions are simple, relative to the 
receiver. The measurement operation involves a simplex link with the transmit equipment 
continuously operating in a single configuration from power on. The transmitter time and 
frequency references are free running. All synchronisation processes are performed at the 
receiver.
The required output from the transmitter is as described in the frame structure shown in Figure 
4-2. A timing control state machine within the transmit modulation logic cycles between a 
dotting generator, a CW tone generator and a PN modulated signal. A digitally synthesised IF 
centred at 45 MHz is generated by a digital up-converter and a DAC clocking at 














Figure 4-5. Transmitter baseband processing
4.5 Equipment Hardware Design
A custom 2 and 5 GHz radio transceiver has been designed and built for use in the measurement 
equipment used in this work. The intermediate frequency transceiver block diagram is shown in 
Figure 4-7. The carrier frequency transceiver is shown in Figure 4-8. Schematic diagrams, 
Printed Circuit Board (PCB) diagrams and photographs of the equipment are shown in 
Appendix B and Appendix C. The equipment comprises four PCBs; an IF transceiver, an RF 
frequency transceiver, a switched mode power supply and a digital processing unit. The 
majority of the circuits have been designed using discrete components and all PCBs are 
fabricated on multilayer FR4 laminates.
4.5.1 Power Supply
It is desirable for the measurement equipment to be powered from a small sealed lead acid 
battery capable of running the equipment for at least eight hours. The power consumption of the 
equipment is around 10 W with the majority of this power consumption split between the radio 
frequency power amplifier and the FPGA. The principle voltage rails used by the FPGA is 2.5 V 
and the radio frequency power amplifier 3.6 V. Given the power consumption requirements, the 
relatively low voltage rails and the desire to use a battery with a capacity of no greater than 
10 Ahr switch mode regulators are required. The schematic diagrams for the switch mode power 
supply and accompanying linear regulators are shown in Appendix C.
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4.5.2 Digital Processing Unit
The digital signal processing functions required for the transmitter and receiver are described in 
section 4.3 and section 4.4. The core of the digital baseband design is the Xilinx Vertex II 
FPGA device containing configurable RAM and logic look up tables. The FPGA logic has been 
described in VHDL. The transmitter and receiver both use identical processing unit hardware 
with the required configuration code loaded on power up via a USB connection. The transmitter 
operates autonomously, cycling through the transmit frame. The receiver operates under the 
control of the user via a PC Windows application connected by USB. In addition to serving as a 
control interface the PC is used for result data logging. A block diagram of the digital 














Figure 4-6. Digital processing PCB functional block diagram
4.5.3 IF Transceiver
A double conversion radio receiver architecture and a triple conversion transmit architecture 
have been used in the measurement equipment. The need for the additional stage of conversion 
in the transmitter is due to the synthesis of a digital IF centred on !4 of the sampling frequency 
as opposed in the receiver to the sampling of a digital IF centred on % of the sampling 
frequency. The purpose of the additional transmit conversion stage being to up-convert the 
transmit IF to that of the final receiver IF to allow a symmetrical frequency architecture to be 
used throughout the other parts of the radio system.
The frequency of Rx IF1 is 1200 MHz and the frequency of Tx IF1 is 1205 MHz. The reason 
for the small offset is to ensure that Local Oscillator (LO) break through from one end of the 
equipment does not cause phase modulation if it couples into the frequency synthesiser of the
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other end. This was found to be a real issue when the two ends of the equipment were operated 
in close proximity to each other. The same high side IF local oscillator has been used for both 
transmit and receive. All oscillators within the measurement equipment are locked to a system 
30 MHz crystal reference, including the ADC and DAC sampling clocks. This is essential in the 
receiver in order for the automatic frequency control to operate in a closed loop system.
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Figure 4-7. Transmitter and receiver intermediate frequency architecture
4.5.4 RF Transceiver
A separate version of the radio frequency PCB has been produced for 2 and 5 GHz. The 
principle purpose of the RF frequency PCB is to provide up/down conversion from the 
1200 MHz IF interface of the IF transceiver to either 2 to 5 GHz. Use of a high side LO for the 
2 GHz band and a low side LO for the 5 GHz band enables an essentially common RF Voltage 
Controlled Oscillator (VCO) design to be used for both bands. In addition to up/down 
conversion, analogue gain control in the receiver is implemented using GaAs Field Effect 
Transistor (FET) switched digital attenuators. In total a maximum of 56 dB of switchable 




Figure 4-8. Transmitter and receiver RF frequency architecture
4.6 Radio Specification
The specification of the analogue and digital sections of the receiver is detailed in Table 4-1.
Receiver Parameters Specification
Gain 84 dB to 44 dB
Dynamic Range -80 dBm to -40 dBm
Signal bandwidth 30 MHz
Noise figure 6 dB
IP3 -12 dBm @  input out of band
Automatic Frequency Control +/-10 ppm
Table 4-1. Receiver specification
The specification of the analogue and digital sections of the transmitter is detailed in Table 4-2.
Transmitter Parameters Specification
Carrier frequency (2 GHz) 2017.5 MHz
Carrier frequency (5 GHz) 5225 MHz
Output power (2 GHz) 21 dBm
Output power (5 GHz) 16 dBm
Modulated signal bandwidth 30 MHz
Table 4-2. Transmitter specification
Receiver chain
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4.7 Result Processing
The raw results file from the channel sounder comprises a table of measurement configuration 
data including parameters such as the AGC setting, calculated frequency error, frame counter 
and a coherent time delay profile. The raw time delay profile output comprises 2048 complex 
samples representing a 20 ps channel impulse response convolved with the transmit and 
receiver filter response. Prior to the calculation of channel metrics several post processing stages 
are desirable. The principle aims of the post processing are as follows
-  apply AGC gain scaling
-  interpolate results to enable high resolution processing
-  average successive results to increase dynamic range
-  equalise group delay spread from radio filters
-  remove the modulation filtering response
-  determine channel metrics for comparison with model output
The process applied to perform the post processing is as shown in Figure 4-14.
The channel sounding measurement performed at each survey location consists of 200 
sequential measurements. The time required to perform 200 measurements is o f the order of 
50 s, although each individual measurement is based on a 45 ps sample of the received signal. 
(The dominant process in performing the measurement is the USB data logging).
200 in d e p en d en t channel re s p o n se  ou tp u ts  from channel s o u n d e r
1500
1000 -











Figure 4-9. Raw channel sounder output
The arbitrary phase relationship between successive impulse measurements and the effect of the 
coarse time alignment of the narrowband dotting detection can be seen in the form of a random 
uniform distribution in time and phase of the results. Advantage can be gained by averaging a
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number of channel sounding results for a specific location in order to reduce the measurement 
noise floor. (The validity of this channel measurement strategy is considered in section 5.2).
4.7.1 Coarse Time Alignment, Interpolation and Averaging
The 200 successive channel measurement results are spread uniformly in time, as shown in 
Figure 4-9. To successfully perform an averaging operation it is first necessary to align all the 
results to be averaged in time and phase. The first stage of the averaging operation involves 
performing a coarse time alignment based on the location of the peak amplitude in each result. 
The detected peak is re timed to be at Vi ps, necessitating that only measurements with Vi ps of 
result length prior to the peak and 9 Vi ps following the peak are selected. This stage leads to 
approximately half the results being rejected. Linear interpolation by a factor of 12 is applied 
next using a third order polynomial curve fitting approach with the polynomial coefficients 
being determined using Gaussian elimination. Following interpolation, a fine time alignment 
process is performed with a sliding correlator used to compare the amplitude of each successive 
measurement result with the middle measurement of the set to be averaged. The final process 
prior to averaging corresponding samples in each measurement result is to rotate the phase of 
the peak amplitude to be 45°. The process used to align and average the results set is shown in 
Figure 4-14.
The unprocessed channel sounding results for a validation measurement using a ‘cabled’ 
channel with a receiver input level of -60 dBm are shown in Figure 4-9. The interpolated and 
time and phase aligned channel sounding measurement results from the same validation 
measurement are shown in Figure 4-10.
100 Independent Interpolated time and phaae aligned channel 
re ip o n se  outputs from channel sounder
100 Independent Interpolated time and phaae aligned channel 
response outputs from channel sounder
0 25 0 3 0 35 04  045 0 6 0 55 0 6 0 65 0 7 0 75
Figure 4-10. Sample results data prior to averaging
4.7.2 Group Delay Equalisation
The radio spectrum is a managed resource and permission to operate a transmitter is only given 
within defined conditions such as occupied bandwidth and output power. Consequently there is 
a need to constrain the bandwidth of the output of the transmit part of the channel sounding 
equipment. This function is performed within the digital modulator using a root raised cosine
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filter. In order to constrain the noise bandwidth of the receiver a similar filter is used within the 
digital demodulator. (In both Tx and Rx cases the Finite Impulse Response (FIR) filter is also 
used to re time the complex samples in the digital up/down-converters).
In addition to the digital modulation filtering in the transmitter and receiver the amplitude and 
group delay variation across the bandwidth of the analogue channel filters in the transmitter and 
the receiver have an effect on the modulation. It is desirable to remove the effect of the analogue 
distortion prior to performing a deconvolution process in order to resolve the inferred channel 
impulse response. A 386 complex tap FIR group delay equaliser has been used to remove the 
distortion from the analogue filters. The tap coefficients for the group delay equaliser have been 
determined iteratively using the Least Mean Square (LMS) algorithm4. A theoretical raised 
cosine response has been defined as the required output of the equaliser and a sample single 
tone cabled measurement result as the input. As the front-end radio hardware is different for the 
2 and 5 GHz units it is necessary to determine separate complex tap values for each frequency. 
The taps for the 5 GHz equaliser are shown in Figure 4-11 and the effect of the equaliser on the 
measurement result can be seen in Figure 4-12.





129 161 193 225 257 289 321 353
-0.2
ta p s
Figure 4-11. FIR Group delay equaliser taps (5 GHz)
4 A group delay equaliser including LMS training algorithm from a standard library has been utilised
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Figure 4-12. Averaged measurement
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Figure 4-13. Equalised average measurement
4.7.3 Super Position
The equalised coherent channel impulse response, as shown in Figure 4-13, provides an 
accurate measure of the characteristics of the radio path between the receiver and the transmitter 
with the channel impulse response being convolved with the modulation and demodulation filter 
shape. The optimum channel measurement result form would be a coherent, discrete impulse 
response identifying each multipath component. By performing a deconvolution process to 
remove the filter shape it is possible to produce a discrete channel impulse response. An 
iterative technique has been implemented to perform the deconvolution resulting in the 
generation of an inferred discrete impulse response. The technique chosen to perform the
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deconvolution has two parts; an initial stage of re iterative peak search and subtraction to 
develop an accurate starting estimate and an optimisation stage using a technique called 
Simulated Annealing implemented with the Metropolis algorithm.
Simulated Annealing is a standard technique [38] and is analogous to the natural process 
observed during the slow cooling of liquids into crystals. The technique is designed to find the 
minimum ‘energy’ state of a particular structure whilst avoiding local minima. This is achieved 
by performing a random rearrangement of the solution, determining a quality metric for the new 
arrangement, always accepting the new arrangement if the quality metric is better and 
sometimes accept it if it is worse. The probability of accepting a worse rearrangement reduces 
with time as the solution ‘cools’. A number of parameters are set empirically when using this 
technique such as the rate at which the solution ‘cools’ and the amplitude of the random 
component used to generate each new iteration.
Efficient use of a numerical optimisation technique relies on the determination of a good 
starting point. The process used for generating the starting point is a re iterative process 
involving identification of the peak amplitude sample of the continuous measurement output to 
determine an estimate for a discrete impulse location, amplitude and phase. A phase rotated and 
amplitude scaled version of the modulation filter shape is then subtracted from the continuous 
result to leave a remainder. The process is repeated successively in order to generate estimates 
of further discrete impulse locations, amplitude and phase. The re iterative nature of the initial 
conditions estimation process involves using each new estimate to re evaluated previous 
estimates, hence removing the effect of lower impulse estimates on previous ones. The flow of 
the search and re iterative derivation of the initial conditions is shown in the pseudo code in 
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Figure 4-14. Result processing flow chart
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store new peak location and increment number of peaks detected so far
for (revision iteration = 0 to number of peaks detected so far)
{
for (peak to be optimised = 0 to number of peaks detected so far)
{
load (averaged I and Q measurement results into temp array)
for (peak counter = 0 to number of peaks found so far)
{
if (peak counter != peak to be optimised)
{
subtract( all other peaks)
}
}
update peak estimate (peak to be optimised)
Figure 4-15. Derivation and re iteration of initial conditions
4.7.4 Metric Reporting
In order to quantify the radio path propagation characteristics it is necessary to calculate a 
number of metrics relating to the amplitude and time domain properties of the path. These are 
summarised in Table 4-3. ITU-R 1407 [39] provides definitions for the calculation of such 
metrics and has been used as the basis for this task. Details of the implementation of the 
recommendation, as applicable to the results produced by the channel sounding equipment used, 
are given in the following paragraphs. Calculation of some metrics is based on the inferred 
discrete measurement results and some on the continuous results prior to iterative 
deconvolution.




Delay window (50%, 75%, 90%) 
Delay interval (6 dB, 12 dB, 18 dB) 
Correlation bandwidth (50%, 90%)
Average delay_________________
RMS delay spread______________
Table 4-3. Radio path metrics
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Received Power Magnitude
The received power magnitude is calculated from the inferred impulse response and consists of 
the integrated power in each of the 10000 discrete time bins.
9999
* w = £ ( / „ 2+fi,2) (4-D
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Transmission Loss
The transmission loss is calculated as the difference between the transmit power and the 
received power.
T k » , =  T x power -  power (4' 2)
Path Loss
As transmission loss but including antenna gains. Only applicable for indoor-to-indoor 
measurements as these were performed using omnidirectional antennas at the transmit and 
receive equipment.
Pfoss =  Txpow er +  ^ A n tg a in  ^ A n tg a in  ~  ^ X  power (4 -3 )
Delay Window (50%, 75%, 90%)
The delay window is the length in time of the middle portion of the PDP containing a certain 
percentage of the power. This is determined by converting the inferred discrete impulse 
response into a continuous PDP based on the height of the impulse and the width between 
adjacent impulses. (This is shown in red in Figure 4-16). Once the continuous PDP has been 
determined the length of time occupied by the power corresponding to the percentage outside 
the middle portion can be determined by integration. The time difference between the start and 
end of the window is then calculated to determine the Delay Window.
75
Power delay profile power density
Derived im pulse rep resen tation  
Impulse power density  
Raw m easu rem en t
Figure 4-16. Inferred impulse response continuous PDP 
Delay Interval (6 dB, 12 dB, 18 dB)
The delay interval is the length in time between the first time the continuous PDP exceeds a 
given level below the peak and the last time it falls below the same given level. This metric is 
most relevant for relatively high threshold levels and as such the averaged raw measurement 
data (prior to deconvolution and still including the effect of the modulation filtering) has been 
used as the best approximation to a continuous trace. The effect of the modulation filtering still 
being present will be to slightly over estimate the delay interval.
Correlation Bandwidth (50%, 90%)
The correlation bandwidth is defined as the frequency range over which the magnitude of the 
autocorrelation function of the channel transfer function is above a specified threshold. This can 
be a useful indication of the bandwidth over which the channel is effectively frequency 
independent. For example, the 50% correlation bandwidth for the channel with the 
autocorrelation function result shown in Figure 4-17 is 35 MHz.
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Autocorrelation function o f transfer function
Figure 4-17. Autocorrelation function of a typical non-LOS path at 5 GHz 
Average Delay
The average delay is defined as the power weighted excess delay. This metric is only 
determined for results with sufficient peak signal to spurious ratio and peak signal-to-noise ratio 
to yield accurate answers. In order to assess the noise and spurious levels the section of the 
averaged continuous measurement result between 5 and 10 ps after the first impulse response is 
analysed. (For the physical ranges considered during the measurement campaign no significant 
multipath components with delays in excess of 5 ps were detected). The peak magnitude 
detected within the 5 to 10 ps range is taken as the peak spurious level and the ratio between the 
peak inferred impulse response and the average noise power (between 5 and 10 ps) is taken as a 
measure of the peak signal-to-noise ratio. The minimum peak signal to spurious level ratio at 
which the average delay has been calculated is 15 dB and the minimum peak signal-to-noise 
power ratio is 18 dB. (These threshold values are those recommended in ITU-R 1407 [39]).
The determination of the average delay (TD) is performed using ITU-R 1407 [39] where:
i r , P ( r , )
Td r„ (4-4)
2 > ( 0
1=1
where:
i = 1 to N  are the time indices of the first and last samples of the inferred delay profile above the 
threshold
M  is the index of the first peak
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RMS Delay Spread
The RMS delay spread is the power weighted standard deviation of the excess delays. As for the 
average delay spread metric, the RMS delay spread requires sufficient peak signal-to-noise and 
interference ratio in order to be evaluated. The determination of the RMS delay spread (S) is 
performed using ITU-R 1407 [39] where:
H   (4-5)
i>(o
i= l
Examples of averaged channel measurement and inferred discrete impulse responses with 
including calculated metrics are shown throughout section 5.3.
4.8 Validation Measurements
Channel measurements in ‘real’ environments yield PDPs with rich detail. Attributing the 
individual peaks of the result directly to the physical properties of the environment is not 
usually possible. The consequence of this is that controlled validation measurements are 
required in order to gain confidence in the operation and performance of the measurement 
equipment. Samples of the validation measurements performed are included in Figure 4-18 
Figure 4-24 and summarised in Table 4-4. Included is assessment of dynamic range, time 
resolution and signal strength measurement accuracy.
4.8.1 2 GHz Validation Measurements
-40dBm  sin g le  to n e ; m e a su re d  c o n tin u o u s  an d  inferred d isc re te  
p ow er delay  profile
■ ■ H ljU I I I
0.0 0.2 0.4 0.6 0.8
us
Figure 4-18. Single path at 2 GHz with received signal strength -4 0  dBm
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-80dB m  s in g le  to n e ;  m e a s u re d  c o n tin u o u s  a n d  in fe rred  d is c re te  
p o w e r  d e la y  profile
0.0 0.2 0.4 0.6 0.8
us
Figure 4-19. Single path at 2 GHz with received signal strength -8 0  dBm
T w o  to n e s  1 5 n s  a p a rt;  m e a s u r e d  c o n tin u o u s  a n d  in fe rred  
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us
Figure 4-20. Double path at 2 GHz with received signals 15 ns apart
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4.8.2 5 GHz Validation Measurements
~40dBm single tone; m easu red  con tinuous and inferred d iscre te  
pow er delay profile
0.0 0.2 0.4 0.6 0.8
us
Figure 4-21. Single path at 5 GHz with received signal strength -4 0  dBm
-80dBm  single  ton e; m easu red  c o n tin u o u s  an d  inferred d iscrete  
pow er delay  profile
0.0 0.2 0.4 0.6 0.8
Figure 4-22. Single path at 5 GHz with received signal strength -8 0  dBm
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Two to n es  50ns apart; m easured  con tin u o u s and  inferred d iscrete 
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Figure 4-23. Double path at 5 GHz with received signals 50 ns apart
Two to n e s  30 n s apart; m ea su red  c o n tin u o u s  an d  inferred d iscre te  
p ow er de lay  profile
Figure 4-24. Double path at 5 GHz with received signals 30 ns apart
Input level (dBm) Recorded input level (dBm)






Table 4-4. Received signal strength m easurement accuracy
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4.9 Measurement Capability
Capability 2 GHz 5 GHz
Output power +20 dBm +16 dBm
Maximum usable sensitivity -80 dBm -80 dBm
Maximum delay 10 ps 10 ps
Time resolution 15 ns 15 ns
Single measurement repetition rate 0.25 s 0.25 s
Averaged measurement repetition rate 50 s 50 s
Measurement duration 45 ps 45 ps
Table 4-5. Measurement capability
4.10 Received Signal Strength Survey Equipment
Ray tracing wide-area RSS estimation validation has been performed using the results from a 
vehicular drive test to compare against the tracing simulations. The block diagram of the drive 
test system5 employed is shown in Figure 4-25. The system comprises a laptop PC connected to 
a GPS device via a USB port and a HP 8595 spectrum analyser via a General Purpose Interface 
Bus (GPIB) port. The software application automatically sets the spectrum analyser centre 
frequency, bandwidths, input attenuator and reference levels as per the programmed 
configuration. The spectrum analyser sweep time is adjusted to ensure that the 401 measurement 
points per sweep cover a distance in excess of 40A, in order to enable sample averaging to 
remove the fast fading component Lee [31]. The drive test results are shown in section 5.1.




Figure 4-25. GPS logged drive test survey system
5 Drive test system is a piece o f  custom equipment developed by Plextek Ltd for survey work
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5 Measurement Campaign
The equipment described in section 4 has been deployed in a rural environment in North Essex 
to perform RSS and delay spread measurements in support of the development of a new model 
for predicting wide-area-to-indoor propagation coverage. The measurements performed 
included RSS measurements in the wide-area using drive test survey equipment and delay 
spread measurements of the wide-area to in-building, building penetration and in-building using 
the channel sounding equipment.
An aerial picture of the test environment used for the measurements and the ray-tracing is 
shown in Figure 5-1. The approximate size of the test environment is 350 x 350 m.
^etm apping
Figure 5-1. Aerial view o f measurement environment 
5.1 Wide Area RSS Survey
A wide-area RSS survey has been performed at 2 and 5 GHz in order to validate the accuracy 
and performance of the ray-tracing tool. Graphical results of the predicted wide-area RSS are 
shown in Figure 3-24 - Figure 3-27. A comparison of the predicted and measured RSS is given 
in Figure 5-2 - Figure 5-5. The results are displayed in two forms; a discrete error magnitude 
overlaid on a simulated map of the environment and a continuous line graph comparing 
predicated and measured transmission loss. The accuracy of the predictions is good albeit with a 
tendency to over estimate the RSS at 2 GHz.
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5.1.1 Wide area plan view with overlaid RSS prediction error
A plan view generated by the ray-tracing tool for the area used for the RSS drive survey and the 
ray-tracing prediction is shown in Figure 5-2 and Figure 5-3. (The view covers the same area as 
shown in the aerial photograph in Figure 5-1). Overlaid onto the view of the terrain are discrete 
squares corresponding to RSS drive survey locations, colour coded in order to denote the error 
between the RSS drive survey and ray-tracing as detailed in the key shown in Figure 5-4.
Figure 5-2. Wide area RSS validation results, 2 GHz
The transmitter is located in the yellow farmland towards the top right hand comer of the view. 
A directional transmit antenna (as described in Appendix A) has been used with the main lobe 
pointing at the buildings in the centre of the view. (The transmit location and antenna direction 
can be seen in the ray-tracing results shown in Figure 3-24 and Figure 3-26). The magnitude of 
the error over wide areas is less than +/-5 dB, however there are some small areas where the 
error is considerably larger. These are likely to be due to deficiencies in the environment model, 




Figure 5-3. W ide area RSS validation results, 5 GHz







> -45 dB 
< -45 dB
Figure 5-4. Wide area RSS results key
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5.1.2 Linear prediction error
The results of the comparison between the RSS prediction produced by the ray-tracing tool and 
the drive survey has also been presented in the line graph form shown in Figure 5-5. This form 
does not provide any information on which physical locations show good agreement between 
simulation and measurement and which do not, but is does allow a more balances visual 





Wide Area RSS validation measurement 
comparison, 2GHz




















Figure 5-5. Wide area RSS validation results, 2 and 5 GHz
(Note: the spectrum analyser noise floor is approximately -118 dBm)
86
5.2 Channel Sounding Measurement Strategy
For reasons of simplicity and performance, the measurement procedure employed has been to 
perform 200 successive soundings at each single in-door measurement location. The reason for 
performing a significant number of measurements is to enable the signal-to-noise improvement 
benefits of averaging to be exploited. To perform 200 successive measurements takes of the 
order of 50 s, although the received signal sample that each measurement is based on is only 
40 ps. Consideration of the impact of channel movement during the averaging period and the 
impact of only performing the measurement at a spot location is required. Further information 
on the channel sounding equipment used to perform the measurements reported in section 4.
5.2.1 Averaging Results
The environment can be considered static for the 40 ps measurement duration but not for the 
minute measurement series duration. The dominant environmental objects such as buildings will 
not move but smaller clutter such as cars, people and foliage may. Accurate prediction of 
transmission and delay spread properties of the outdoor-to-indoor radio channel are central to 
the new proposed model. Transmission loss is the difference between the transmit power and 
the integrated received multipath component power magnitudes. This will be unaffected by 
movement during the measurement series as movement will change the time of arrival and not 
the average integrated magnitude of all the multipath components. Movement during the 
measurement series will alter the position in time of multipath components which are influenced 
by the smaller physical objects in the environment that are subject to movement. The effect of 
the movement, on the averaged PDP, will be to dither the position in time of specific impulses 
generated by the movement of the reflectors. This is in fact not any different to the effect from 
the thousands and thousands of small reflectors, all randomly spaced in a real environment, 
which generate a continuous rather than discrete time domain spread of multipath components. 
Dither in the position of multipath components will only be significant if the reflection is 
specular and the radiator sufficiently large. In that case rather than the average PDP containing a 
significant peak, the amplitude would be reduced and the peak spread in time.
In order to determine the significance of individual components from specific objects it is 
necessary to understand the relative amplitudes of the reflections from single moving objects, 
such as people and cars.
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P 4dB) = P ,  +  G ,  +  G r  + 201og(/l)+ R C S  -  301og(-U)-201og(Z),)-20 log(D,) (5-1)
where:
Pr (dB) is the power received from the reflection off the target 
Pt (dBm) is the transmitted power 
Gt (dBi) is the transmit antenna gain 
Gr (dBi) is the receive antenna gain 
X (m) is the wavelength
RCS (m2) is the target radar cross-sectional area
Dt (m) is the distance between the transmitter and the target
Dr (m) is the distance between the receiver and the target
Using the bi-static radar equation [40] (Equation 5-1) the typical transmission losses predicted 
for a measurement are shown in Table 5-1. Additionally the range of transmission loss over 
which useful measurement results have been generated is also shown. For the purpose of the 
example the path lengths between the reflector and the transmitter and reflector and receiver are 
assumed to be 150 m.
Reflecting object RCS estimate 
(dB m2)
Transmission loss (dB)
2 GHz 5 GHz
(direct path)
out door to indoor N/A 70-110 80-110
free space N/A 72 80
(static reflections)
house 15 85 106
office 21 79 100
(mobile reflections)
car 3 97 117
person -3 103 124
tree foliage6 18 82 103
Table 5-1. Typical relative received signal amplitude returns
6 Large tree with wet leaves
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The calculated relative reflection magnitudes in Table 5-1 suggest that only the largest of 
moving objects are likely to be identifiable as discrete components and therefore potentially 
make a difference to the calculated metrics. Given that the only large moving objects are 
foliage, where specular reflection is unlikely, averaging time and phase synchronised successive 
PDP results over a one minute period is acceptable.
5.2.2 Single Location
Measurements have been performed throughout the target building at 80 different locations at 
2 GHz and 65 locations at 5 GHz. (The slightly higher output power coupled with the lower 
propagation losses being the reason for the additional measurements at 2 GHz). Rather than 
performing a succession of measurements while moving throughout the building, static 
measurement locations have been favoured. The measurement of the transmission loss is 
required to be that of the mean transmission loss with the effects of fast fading removed. For 
narrowband RSS measurements this would typically be implemented by conducting a number of 
measurements in a continuous movement and then applying averaging over a 40A, distance, as 
recommended by Lee [31]. (The narrowband drive test results reported in section 5.1 have been 
performed in this way). For wideband measurements using equipment that can record all the 
received multipath components, rather than narrowband equipment that records the vector sum 
of the components, measurements at discrete locations can be used to determine the mean 
transmission loss excluding the effects of fast fading.
In order to test the effect of using discrete locations empirically, a series of spatially separated 
‘close’ location measurements have been performed at 2 GHz. The object of the analysis being 
to measure the transmission loss, RMS delay spread and 15 dB delay interval to 9 locations 
spread over a i m 2 in-door area. The transmitter was located 12 m outside a building, with an 
angle of incidence to the building of 67.5° and in a location where no LOS path existed. The 
results are shown in Table 5-2, Table 5-3 and Table 5-4. The separation between locations is 
many wavelengths and for narrowband measurements in a Rayleigh channel it would be 
expected that some of the 9 locations would be in nulls. From the transmission loss results in 
Table 5-2 it can be seen that a mean of 86.4 dB and a spread +0.8/-1.5 dB was recorded, 
supporting the claim that wideband techniques in fixed locations produce measurements of 
mean transmission loss. Additionally reasonable agreement was seen between the locations for 
RMS delay spread and 15 dB delay interval. A mean RMS delay spread 42.6 ns -9.7/+5 ns and 




-0.5 m 0m +0.5 m
-0.5 m 86.5 87.0 86.9
0m 87.2 86.5 84.9
+0.5 m 87.2 85.3 85.1
Table 5-2. Transmission loss comparison, spatially separated close locations
RMS Delay Spread 
(ns)
-0.5 m 0m +0.5 m
-0.5 m 47.1 42.5 41.6
0m 46.5 37.6 43.4
+0.5 m 47.6 44.0 32.9
Table 5-3. Delay Spread comparison, spatially separated close locations
15 dB Delay Interval 
(ns)
-0.5 m 0m +0.5 m
-0.5 m 158.1 166.7 168.5
0m 160.2 148.1 183.3
+0.5 m 145.4 215.7 168.5




X' Vft 'X ' AT^  .  ■* 3 «
t
North
Figure 5-6. W ide-area measurement location
The deployment scenario for which the model is proposed is that of a base station covering a 
wide-area and serving principally indoor users. In order to test the performance of the model a 
series of measurements have been performed with a base station deployed at low elevation 
within a field on the edge of the village covered by the test environment. The channel 
characteristics between the base station and a target building have then been measured to 
provide a comparison with which to assess the performance of the theoretical predictions.
The measurement series comprised deployment of the transmitter in the wide-area some 125 m 
for the target building with channel sounding measurements then taken at 80 locations at 2 GHz 
and 65 locations at 5 GHz within the target building. The relative position of the base station 
and the target building are as shown in Figure 5-6. Measurements were performed throughout 
the three blocks of the target building and on three stories as detailed in Table 5-5.
Location 2 GHz 5 GHz
Ground floor 23 18
First floor 39 32
Second floor/roof 18 15
Table 5-5. M easurement location spread
A sample of the channel characteristics results is shown in Figure 5-7 through Figure 5-13. The 
base station location was the same for measurements at both frequencies so comparison between 
results for the same radio path is possible.
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5.3.1 Sample Results
1 0 0  _  Transmission loss : 107.4 dB








Transmission loss: 92.6 dB 
Received power magnitude: -71.6 dBm 
^  Peak received power component: -77.8 dBm
50% delay window: 77.8 ns 
^  75% delay window: 97.2 ns
90% delay window: 182.4 ns 
■£ 3dB delay interval: 25.0 ns
6 dB delay interval: 108.3 ns 
o. 9dB delay interval: 116.7 ns
12dB delay interval: 124.1 ns 
-  15dB delay interval: 220.4 ns
jj  18dB delay interval: 238.0 ns
■* 90% correlation bandwidth: 2.6 MHz
5  50% correlation bandwidth: 8.7 MHz
g Average delay: 62.0 nsa RMS delay spread: 63.6 ns
40
Figure 5-7. Ground floor, north wall, block 1. (5 GHz top, 2 GHz bottom)
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Metrics:
Transmission loss : 99.8 dB
Received power magnitude: -83.8 dBm
Peak received power component: -85.8 dBm
50% delay window: 17.6 ns
75% delay wndow 59.3 ns
90% delay window 181.5 ns
3dB delay interval: 25.0 ns
6 dB delay interval: 39.8 ns
9dB delay interval: 50.0 ns
12dB delay interval: 57.4 ns
15dB delay interval: 236.1 ns
18dB delay interval: 245.4 ns
90% correlation bandwidth: 3.2 MHz
50% correlation bandwidth: 36.4 MHz
Average delay: 36.9 ns
RMS delay spread: 52.7 ns
Transmission loss: 96.6 dB
Received power magnitude: -75.6 dBm
Peak received power component: -79.5 dBm
50% delay window 10.2 ns
75% delay window 42.6 ns
90% delay window 181.5 ns
3dB delay interval: 31.5 ns
6 dB delay interval: 41.7 ns
9dB delay interval: 69.4 ns
12dB delay interval: 196.3 ns
15dB delay interval: 265.7 ns
18dB delay interval: 362.0 ns
90% correlation bandwidth: 2.6 MHz
50% correlation bandwidth: 40.3 MHz
Average delay: 28.9 ns
RMS delay spread: 63.1 ns
-2000
Figure 5-8. Ground floor, west wall, block 1. (5 GHz top, 2 GHz bottom)
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Transmission loss : 97.1 dB
Received power magnitude: -81.1 dBm
Peak received power component: -84.8 dBm
50% delay window: 13.0 ns
75% delay window: 53.7 ns
90% delay window: 89.8 ns
3dB delay interval: 16.7 ns
6 dB delay interval: 48.1 ns
9dB delay interval: 108.3 ns
12dB delay interval: 268.5 ns
15dB delay interval: 341.7 ns
18dB delay interval: 372.2 ns
90% correlation bandwidth: 3.2 MHz
50% correlation bandwidth: 37.2 MHz
Average delay: 26.5 ns
RMS delay spread: 53.1 ns
Metrics:
2000 ^  Transmission loss: 88.3 dB
?  Received power magnitude: -67.3 dBm
Peak received power component: -71.0 dBm 
1500 tj 50% delay window: 225.9 ns
75% delay window; 240.7 ns 
90% delay window: 250.0 ns 
1000 ^  3dB delay interval: 243.5 ns
6 dB delay interval: 251.9 ns 
§. 9dB delay interval: 256.5 ns
I 1 2 dB delay interval: 260.2 ns
5 0 0  _  15dB delay interval: 280.6 ns
c  18dB delay interval: 301.9 ns
'» 90% correlation bandwidth: 1 .6  MHz
0 |  50% correlation bandwidth: 3.7 MHz
j  Average delay: 110.8 nss RMS delay spread: 97.7 ns
Figure 5-9. First floor, east wall, block 1. (5 GHz top, 2 GHz bottom)
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Transmission loss : 98.2 dB
Received power magnitude: -82.2 dBm
Peak received power component: -87.8 dBm
50% delay window: 62.0 ns
75% delay window: 119.4 ns
90% delay window. 147.2 ns
3dB delay interval: 85.1 ns
6 dB delay interval: 94.4 ns
9dB delay interval: 150.0 ns
12dB delay interval: 158.3 ns
15dB delay interval: 194.4 ns
18dB delay interval: 217.6 ns
90% correlation bandwidth: 3.2 MHz
50% correlation bandwidth: 7.9 MHz
Average delay: 71.4 ns
RMS delay spread: 50.1 ns
01
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Metrics;
Transmission loss: 93.1 dB
Received power magnitude: -72.1 dBm
Peak received power component: -75.4 dBm
50% delay window 58.3 ns
75% delay window 95.4 ns
90% delay window 204.6 ns
3dB delay interval: 72.2 ns
6 dB delay interval: 101.0 ns
9dB delay interval: 110.2 ns
12dB delay interval: 236.1 ns
15dB delay interval: 285.2 ns
18dB delay interval: 294.4 ns
90% correlation_peak 2.4 MHz
50% correlation bandwidth: 9.2 Mhfc
Average delay: 57.3 ns
RMS delay spread: 70.8 ns
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.1
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0.0 0.2 0.4 0.8 1.0 1.2 1.6 1.80.6 1.4
Metrics:
Transmission loss : 85.9 dB
Received power magnitude: -69.9 dBm
Peak received power component: -70.5 dBm
50% delay window: 1.0 ns
75% delay window: 1.0 ns
90% delay window: 34.3 ns
3dB delay interval: 18.5 ns
6 dB delay interval: 25.9 ns
9dB delay interval: 31.5 ns
12dB delay interval: 35.2 ns
15dB delay interval: 91.7 ns
18dB delay interval: 150.9 ns
90% correlation bandwidth: 11.9 MHz
50% correlation bandwidth: >50 MHz
Average delay: 5.7 ns
RMS delay spread: 21.1 ns
V1
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Metrics:
Transmission loss: 81.9 dB
Received power magnitude: -60.9 dBm
Peak received power component: -62.2 dBm
50% delay window: 29.6 ns
75% delay window: 33.3 ns
90% delay window: 36.1 ns
3dB delay interval: 17.6 ns
6 dB delay interval: 55.6 ns
9dB delay interval: 62.0 ns
12dB delay interval: 66.7 ns
15dB delay interval: 85.2 ns
18dB delay interval: 105.6 ns
90% correlation bandwidth: 7.9 MHz
50% correlation bandwidth: 20.8 MHz
Average delay: 12.6 ns
RMS delay spread: 19.3 ns
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.1
Figure 5-11. First floor, centre o f block 2. (5 GHz top, 2 GHz bottom)
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Transmission loss : 101.7 dB
Received power magnitude: -85.7 dBm
Peak received power component: -88.1 dBm
50% delay window: 3.7 ns
75% delay window: 9.3 ns
90% delay window: 18.5 ns
3dB delay interval: 19.4 ns
6 dB delay interval: 26.9 ns
9dB delay interval: 51.9 ns
12dB delay interval: 59.3 ns
15dB delay interval: 78.7 ns
18dB delay interval: 875.9 ns
90% correlation bandwidth: 17.7 MHz
50% correlation bandwidth: >50 MHz
Average delay: 13.6 ns
RMS delay spread: 83.8 ns












0.0 0.2 0.4 0.6 1.2 1.6 1 .1 1.4
Metrics:
Transmission loss: 99.2 dB
Received power magnitude: -78.2 dBm
Peak received power component: -79.5 dBm
50% delay window: 19.4 ns
75% delay window: 66.7 ns
90% delay window 187.0 ns
3dB delay interval: 24.1 ns
6 dB delay interval: 32.4 ns
9dB delay interval: 38.9 ns
12dB delay interval: 80.6 ns
15dB delay interval: 201.0 ns
18dB delay interval: 225.9 ns
90% correlation bandwidth: 2.6 MHz
50% correlation bandwidth: 28.7 MHz
Average delay: 53.4 ns
RMS delay spread: 84.7 ns
Figure 5-12. Second floor, centre o f block 2. (5 GHz top, 2 GHz bottom)
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The measurement results shown in Figure 5-7 through Figure 5-12 show a high degree of 
correlation between the PDP shapes at 2 and 5 GHz for the same locations. This is consistent 
with reflections from large physical objects resulting in paths with the same time delay 
regardless of frequency. The figures also show a general trend for the results at 5 GHz to have a 
slightly higher transmission loss of between 5 and 15 dB. This is consistent with the generally 
higher losses quoted in Table 3-1 for the materials found within the environment.
Not all the locations surveyed demonstrate this degree of correlation between path 
characteristics at 2 and 5 GHz. The results shown in Figure 5-13 share common features 
between the two measurement frequencies, such as four peaks at 0.3, 0.6, 0.8 and 1.1 ps, 
although the magnitude of the second response is disproportionally greater at 2 GHz than at 
5 GHz. This is potentially due to different peaks resulting from paths through different 
materials, some with similar losses at the two frequencies and some with considerably more 
attenuation at 5 GHz. Glass and bricks are possible examples of such materials.
Tabulated metrics from the whole series of wide-area-to-indoor measurements are shown in 
Table 5-6 and Table 5-7. All the wide-area-to-indoor measurements were performed during a 6 










0.0 0.2 0.4 0.6 1.0 1.20.8 1.4 1.6 1 .8
Metrics:
Transmission loss : 92.4 dB
Received power magnitude: -76.4 dBm
Peak received power component: -76.5 dBm
50% delay window 12.0 ns
75% delay window 20.4 ns
90% delay window 25.0 ns
3dB delay interval: 22.2 ns
6 dB delay interval: 31.5 ns
9dB delay interval: 37.0 ns
12dB delay interval: 43.5 ns
15dB delay interval: 49.1 ns
18dB delay interval: 147.2 ns
90% correlation bandwidth: 15.0 MHz
50% correlation bandwidth: >50 MHz
Average delay: 22.5 ns




Transmission loss: 89.8 dB
Received power magnitude: -6 8 . 8  dBm
Peak received power component: -69.9 dBm
50% delay window 5.5 ns
75% delay window 63.0 ns
90% delay window 213.0 ns
3dB delay interval: 18.5 ns
6 dB delay interval: 25.9 ns
9dB delay interval: 50.0 ns
12dB delay interval: 250.0 ns
15dB delay interval: 271.3 ns
18dB delay interval: 278.7 ns
90% correlation bandwidth: 2.1 MHz
50% correlation bandwidth: >50 MHz
Average delay: 36.9 ns
RMS delay spread: 74.8 ns
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1




2 GHz 5 GHz
Main block Mean a n Mean CT n
- Ground floor 91.4 6.5 18 97.9 6.1 13
- First floor 92.5 6.8 20 96.2 7.0 18
- Second floor roof 89.5 3.0 5 89.6 2.2 4
Canteen
- First floor 89.6 3.4 6 95.6 4.2 5
- Second floor roof 99.2 0 1 101.7 0 1
Tower block
- Ground floor 90.3 5.7 5 102.2 7.9 5
- First floor 92.1 5.2 13 99.2 7.3 10
- Second floor 94.8 6.1 12 100.5 5.7 10
For reference, the free space path loss over 125 m is 80.5 dB at 2 GHz and 88.7 dB at 5 GHz.
Table 5-6. Wide area to indoor transmission loss summary
The averaged transmission loss results show a mean excess loss at 5 GHz of 6.8 dB. This value 
is small compared to the 11.1 dB difference between the hybrid brick and breeze block wall 
used in the construction of the target building. However the fact that 50% of the surface of the 
building is glass, which has a much smaller penetration difference at 2 and 5 GHz, is probably 
the dominant reason for this smaller excess loss difference.
5.3.3 RMS Delay Spread
RMS Delay Spread (ns)
2 GHz 5 GHz
Main block Mean CT n Mean CT n
- Ground floor 41.0 22.3 18 38.6 11.1 12
- First floor 37.8 19.7 20 38.2 15.2 18
- Second floor roof 18.5 1.3 4 13.3 7.3 4
Canteen
- First floor 63.5 20.7 6 39.5 14.9 5
- Second floor roof 84.7 0 1 83.3 0 1
Tower block
- Ground floor 33.8 15.4 5 19.9 3.6 4
- First floor 31.2 12.1 13 21.5 7.7 9
- Second floor 40.5 16.7 12 18.8 7.1 9
Table 5-7. RMS Delay spread
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The RMS delay spread results do not show the same clear frequency dependence seen with the 
transmission loss results. At a number of locations the results are very similar at both 
frequencies and for some the measured delay spread is less at 5 GHz. Possibly the reduced delay 
spread is due to the increased attenuation at 5 GHz.
5.3.4 Wide-Area-to-lndoors -  Conclusion
A number of conclusions can be drawn from the wide-area-to-indoor results
-  strong correlation between PDP shape at 2 and 5 GHz for the majority of locations
-  some locations show significance differences on some multipath clusters, but not all
-  mean transmission loss at 5 GHz is higher by some 6.8 dB
-  the importance of including the windows is evident as the excess loss at 5 GHz is lower 
than would be expected from the considerably higher wall penetration loss
-  delay spread does not show a strong frequency dependency in 75% of locations 
measured and slightly lower values in the other 25% of locations
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5.4 Outdoor-to-lndoor penetration with varying angle of incidence
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Figure 5-14. Outdoor-to-indoor measurement location
Inclusion of consideration of the angle of incidence of rays’ incident on the target building 
surface is a necessary part of the model. Fresnel reflection theory [22] shows an increasing 
reflection coefficient with increasing angle of incidence. Likewise the model offered as part of 
the COST 231 [5] work includes increasing penetration loss with increasing angle of incidence.
To quantify the relationship between increasing angle of incidence and increasing penetration 
loss a series of measurements has been conducted at 2 and 5 GHz. Using a 10 dB gain 
directional antenna the transmitter has been placed at a series of 4 different locations along an 
arc so that the signal is incident on the building surface with a range of angle of incidence. 
Measurements have been performed with an angle of incidence of 0°, 22.5°, 45° and 67.5°.
5.4.1 Sample Results
A sample of the results from the outdoor-to-indoor measurements with increasing angle of 
incidence is shown in Figure 5-15 and Figure 5-16. These two locations are perpendicular to the 
building wall at the notional centre of the arc o f transmitter locations. In general increasing 
transmission loss with increasing angle of incidence is observed. The results from 13 indoor 
measurement locations are tabulated in Table 5-8 through Table 5-11 with mean values of 
excess transmission loss for both frequencies individually and both frequencies combined. The 
indoor locations are uniformly distributed throughout the building, so in some locations there 
will potentially be a LOS path at some larger angles of incidence where there doesn’t exist such
1 0 2
a path at smaller angles of incidence. The result of this is that for some locations a negative 
excess transmission loss, relative to 0° angle of incidence, is measured.
l im i t— ■ii:amiiMy<yifciyii,i
J 5 @ 0 ° J 5  @  22.5°
J 5  @  45° J 5  @  67 .5°
Figure 5-15. Outdoor to indoor with varying angle of incidence, 5 GHz
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0° 22.5° 45° 67.5°
71.2 73.4 75.2 71.5
71.7 75.1 69.7 71
79.4 79.6 84.1 84
Excess loss (dB)
0 2.2 4 0.3
0 3.4 -2 -0.7
0 0.2 4.7 4.6




0° 22.5° 45° 67.5°
80.5 87.6 93.2 91.7
72.5 71.6 77.5 86.5
79 69.4 87.8 90.8
69.9 74.4 69.7 76.2.
79.5 82.3 84.2 91.2
66.5 75.4 76.4 83.6
70.3 66.6 69.4 75.3
77.9 82.3 86.8 90.2
77.3 73.8 80.1 84.2
Excess loss (dB)
0 7.1 12.7 11.2
0 -0.9 5 14
0 -9.6 8.8 11.8
0 4.5 -0.2 6.3
0 2.8 4.7 11.7
0 8.9 9.9 17.1
0 -3.7 -0.9 5
0 4.9 8.9 12.3
0 -3.5 2.8 6.9
Table 5-9. Angle dependent loss at 5 GHz
2 GHz: Mean excess angle dependent loss (dB)
0° 22.5° 45° 67.5°
0 1.9 2.2 1.4
5 GHz: Mean excess angle dependent loss (dB)
0° 22.5° 45° 67.5°
0 1.2 5.7 10.7
Table 5-10. Mean excess angle dependent loss (2 and 5 GHz)
2 and 5 GHz: Mean excess angle dependent loss (dB)
0° 22.5° 45° 67.5°
0 1.4 4.8 8.4
Table 5-11. Mean excess angle dependent loss (2 and 5 GHz)
5.4.3 RMS Delay Spread
The scatter graph in Figure 5-17 and the calculated RMS delay spread mean values in Table 
5-12 show very little dependence on angle of incidence. This is in line with models proposed by 
[22] where the reported dependency is on room floor area.
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RMS Delay Spread at different angles of incidence fo r various 
positions in a building, 2 and 5 GHz
60 , -
♦  0 degrees
■ 22.5 degrees 
A 45 degrees
•  67.5 degrees
Figure 5-17. Outdoor-to-indoor at varying angle of incidence





Table 5-12. RMS Delay spread at varying angle o f incidence
5.4.4 Outdoor-to-lndoor -  Conclusion
A number of conclusions can be drawn from the outdoor-to-indoor results
-  building penetration loss increases with increasing angle of incidence
-  the mean excess loss between an angle of incidence of 0° and 67.5° is 8.4 dB
-  the comparable excess loss predicted by the COST 231 interface model [5] is 7.6 dB




Figure 5-18. Indoor-to-indoor measurement location
Coverage predictions to indoor users are a central part of the new model. Modem usage patterns 
of multimedia equipment dictate that this is essential. A great many authors [2][23] have 
researched indoor propagation at the lower end of the frequency band considered for the model. 
Less published data is available at the higher end so some additional measurements have been 
made at 5 GHz.
A series of indoor-to-indoor same floor path loss and delay spread measurements have been 
made on two different floors of a modem brick building. The ground floor consists of a 
laboratory made up mainly of benches with high shelves and the first floor consists mainly of an 
open plan office area made up of desks and metal cupboards and filing cabinets. The walls are 
single skin brick and single skin breeze block with large windows covering up to 50% of the 
surface.
5.5.1 Sample Results
On each floor measurements have been made with the transmitter placed close to the outside 
wall in a central location as shown in Figure 5-18. The receiver has been moved around the
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building with measurements made at 33 locations. A sample of the PDP results is shown in 
Figure 5-19 and Figure 5-20.
Metrics:
30000 3  
a  £
20000 E
Transmission loss: 44.6 dB
Received power magnitude: -28.6 dBm
Peak received power component: -28.7 dBm
50% delay window: 9.3 re
75% delay window: 13.9 re
90% delay window: 24.1 re
3dB delay interval: 19.4 re
6 dB delay interval: 26.9 re
9dB delay interval: 32.4 r e
12dB delay interval: 37.0 re
15dB delay interval: 43.5 re
18dB delay interval: 92.6 re
90% correlation bandwidth: 44.8 M-tz
50% correlation bandwidth: >50 M-tz
Average delay: 18.6 re





Transmission loss: 68.0 dB
Received power magnitude: -52.0 dBm
Peak received power component: -55.2 dBm
50% delay window: 59.3 ns
75% delay window: 95.4 ns
90% delay window: 133.3 ns
3dB delay interval: 22.2 ns
6 dB delay interval: 72.2 ns
9dB delay interval: 82.4 ns
12dB delay interval: 133.3 ns
15dB delay interval: 140.7 ns
18dB delay interval: 213.9 re
90% correlation bandwidth: 3.4 MHz
50% correlation bandwidth: 10.5 MHz
Average delay: 6 8 . 8  ns




Transmission loss: 84.6 dB
Received power magnitude: -6 8 . 6  dBm
Peak received power component: -72.4 dBm
50% delay window: 52.8 ns
75% delay window: 94.4 ns
90% delay window: 142.6 ns
3dB delay interval: 72.2 ns
6 dB delay interval: 85.2 ns
9dB delay interval: 142.6 ns
12dB delay interval: 173.1 ns
l5dB delay interval: 196.3 ns
18dB delay interval: 203.7 ns
90% correlation bandwidth: 3.4 MHz
50% correlation bandwidth: 10.0 MHz
Average delay: 70.9 ns
RMS delay spread: 43.9 ns
Transmission loss: 83.3 dB
Received power magnitude: -67.3 dBm
Peak received power component: -72.5 dBm
50% delay window: 19.4 ns
75% delay window: 57.4 ns
90% delay window: 98.1 ns
3dB delay interval: 18.5 ns
6 dB delay interval: 94.4 ns
9dB delay interval: 101.9 ns
12dB delay interval: 127.8 ns
15dB delay interval: 172.2 ns
18dB delay interval: 228.7 ns
90% correlation bandwidth: 5.3 MHz
50% correlation bandwidth: 17.9 MHz
Average delay: 64.8 ns
RMS delay spread: 30.8 ns
Figure 5-20. Indoor-to-indoor
Location K7 is only 2 m from the transmitter and has a direct LOS path. (This accounts for the 
vastly smaller delay spread values recorded at location K7). The other locations are all in non- 
LOS coverage areas and V6 and W7 are actually in another room off the main lab area.
5.5.2 Path Loss
The indoor-to-indoor results from the non-LOS locations has been used to derive two simple 
models for predicting indoor path loss. The results are plotted on a scatter graph in Figure 5-21.
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Free space path loss 
 Linear (Survey points)
♦♦
D istance (m)
Figure 5-21. Indoor-to-indoor path loss measurement results
The first form of model considered has been to calculate the excess path loss at each survey 
point and to then derive the mean excess loss per unit distance. For the environment surveyed a 
figure of 0.18 dB/m has been calculated. The second form of model considered has been to use 
the measurement results to derive a model of the form shown by
Path loss (dB) = A + B d (5-2)
where:
A = 60.9 
B = 0.9
d is distance in m
The indoor-indoor linear distance model described by Equation 5-2 is shown by the linear trend 
line on the scatter graph of measurement results in Figure 5-21.
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5.5.3 Delay Spread
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D istance (m)
Figure 5-22. Indoor-to-indoor RMS delay spread results
The RMS delay spread results for the indoor-to-indoor measurements do not show a 
dependency on distance between transmitter and receiver. This is as reported by [22] where the 
observed dependence is on room area. The speculation on the reason for this dependence being 
the containment effect of the energy within the room resulting in the predominant loss of energy 
occurring due to reflections from walls. Consequently the larger the room area the longer the 
contained, reflecting rays remain significant.
The mean for all indoor-indoor measurements was 32.7 ns. The smallest was less than 10 ns for 
a very short range LOS path.
5.5.4 Validation
In addition to the indoor-indoor path loss measurements performed using the channel sounding 
equipment, some measurements have been performed of path loss using the drive test survey 
equipment described in Figure 4-25. As this system performs a narrowband measurement it has 
been essential to move the equipment during the measurement averaging period in order for the 
result to accurately reflect the mean path loss and to exclude fast fading effects. The results 
from these alternative measurements are shown in Figure 5-23 and agree well with the results 











5 GHz Indoor path loss validation measurements





Free space path loss
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Figure 5-23. Indoor-indoor path loss validation measurements
5.5.5 Indoor-to-lndoor -  Conclusion
A number of conclusions can be drawn from the indoor-to-indoor results
-  increasing path loss with increasing path length is observed
-  RMS delay spread does not have a strong dependence on path length
-  an excess path loss of 0.18 dB/m is observed at 5 GHz in the building measured
-  the relationship between path loss (dB) and distance (m) is linear
1 1 2
6 New Model
The purpose of the research conducted has been to develop a new model for use in producing 
propagation predictions for broadband point-to-multipoint systems operating over wide-areas. 
Key objectives of the model being that it must be location specific and that it must predict the 
propagation characteristics for systems serving predominantly indoor users. It is envisaged that 
the model would be useful both in system design where information on a wide range of 
transmission loss and time domain characteristics are useful and deployment where 
predominantly RSS predictions are required.
6.1 Theory
The location specific element of the model is implemented using optical ray shooting. Three- 
dimensional data can be used with such techniques for location specific, time domain 
predictions to outdoors locations for a given base station location. Given the desire to predict 
coverage for systems with indoor users, ray-tracing with three-dimensional outdoor data alone is 
not sufficient. The model must encompass elements to accurately transform the outdoor 
coverage prediction from the ray-tracing to the indoor environment. From 3D data and land 
usage databases, the buildings exterior dimensions and type, use and approximate age, can be 
determined. These information sources, coupled with the ray-tracing amplitude, time and 
bearing predictions, can then be used to generate input parameters for a generic indoor/outdoor 
interface and in-building model.
In summary, the model approach is to combine:
(i) Location specific ray-tracing for the outdoor environment
(ii) A building interface model with dependencies on building type and ray angle of incidence
(iii) An in-building model involving two distinct elements representing the scattered and 
unscattered indoor components
(iv) An indoor excess path loss term with dependency on building type
(v) An indoor delay spread term with dependency on room floor area
The combination of these elements enables delivery of path loss and delay spread statistics for 
outdoor-to-indoor mobile radio systems on a location specific basis. Significant work has been 
conduced in this area by COST 231 [5]. Elements of the building penetration model proposed 
by COST 231 [5] has been modified to be applicable to non-LOS scenarios and to link to the 
wide-area optical ray-tracing component.
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6.2 Description
The model is implemented in five steps as described in Figure 6-1.
Sum
Apply indoor range- 
dependent loss function
Apply indoor range- 
dependent loss function
Propagate normal radiation
Assign p*100% of indoor 
power for normal radiation





Assign (1-p)*100% of 




power to building interior 
using angle and material 
dependent loss function
Store amplitude and 
delay information at 
exterior pseudo-receivers
At each interior location 
convolve pseudo-source PDP 
with room-size dependent 
exponential delay-spreading 
function
Figure 6-1. Five-step model flow chart
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6.2.1 Wide-Area
The initial part of the model deployment uses ray-tracing to produce a quantised (in time, space 
and angle-of-arrival) estimate of the time domain properties of the channel between the 
transmitter and the surface of the target building. The wide-area channel characteristics are 
recorded at a mesh of pseudo-receivers spread over the exterior surface of the building. A high 
density of pseudo-receivers is used, one every Vi m2 of exterior surface on the target buildings 
considered, corresponding to 1500 pseudo-receivers.
6.2.2 Building Penetration
The amplitude, angle-of-arrival and time-of-arrival information for all rays incident on the 
pseudo-receivers is stored with a time domain resolution of 2 ns and azimuth angle-of-arrival 
resolution of tc/4 rad. Each exterior building surface time-domain power delay profile can then 
be transformed across the indoor/outdoor interface to form an effective indoor source. The sum 
of the powers transformed across the interface is scaled to be the sum of the powers incident on 
the whole building surface.
For transformation across the building surface an angle-of-arrival and building material loss 
dependent function, Lw (dB), is applied to the received signal data. The recommendation from 
COST 231 [5] is used for this transformation, i.e.:
L = W + W G , rx_ D } 2
\  S j
(6-1)
where:
D (m) is the perpendicular distance from the base-station to the nearest building wall 
S (m) is the distance from the external base-station to the pseudo-receiver 
We (dB) is the insertion loss of the wall for normal penetration 
WGe (dB) is the insertion loss of the wall for grazing penetration
The COST 231 interface model is recommended for LOS scenarios. Given that the in-building 
RSS estimate from the pure COST 231 interface model is based solely on the RSS at a discrete 
location on the building surface, the interface model, in its purest form, is evidently not suitable 
for non-LOS scenarios. Heavy localised shadowing of one particular area of the building surface 
would lead to a significant underestimate of the RSS at locations within the building along the 
normal to the surface intersecting the shadowed area. In a practical indoor environment large 
internal areas of shadowing due to external shadowing is unlikely to be experienced because 
internal reflections within the building dominate in such areas. Account is taken of this in the 
new model by dividing each transformed effective internal source into two components; one to 
be transformed along the surface normal representing the non-scattered component predicted by
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the COST 231 interface model and a semi-isotopic source radiating internally representing the 
scattered component which is invariably present. The fraction of power that the semi-isotropic 
source comprises has been determined empirically as 10%.
6.2.3 Indoor Propagation
The excess propagation loss experienced in the indoor environment has been accounted for in 
the model by the addition of an internal distance dependent loss factor. For the target building 
this was determined empirically as 0.2 dB/m at 2 and 5 GHz. This value is lower than some 
reported elsewhere [5] but could be due to the high density of metallic cupboards, filing cabinets 
and metallic floor, all acting to reflect incident rays through the building as opposed to 
absorption by more lossy furniture. Additionally the open plan nature of the areas will also tend 
to a lower excess loss as above the filing cabinet and cupboard height the in-building area has 
few obstructions. The indoor delay spread increase due to internal reflections within the indoor 
environment is accounted for by applying an exponential spreading function to each individual 
component of the prediction.
For outdoor-to-indoor scenarios the most appropriate generic model reviewed is the linear 
excess path loss attenuation (dB) proportional to linear distance, plus separate consideration of 
FAF as shown in Equation 6-2.
L, = 20 • log( + *) + p - d t + FAF(n) (6-2)
d e
where:
Li is the loss over the indoor section of an indoor/outdoor path 
de is external distance between transmitter and building exterior 
di is the in-building distance of the path
FAF(n) is the floor attenuation factor for an n floor separation between Tx and Rx
6.2.4 Full Model - Summary
A block diagram representation of the model as applied to a building is shown in Figure 6-2. 
Here a two dimensional slice is shown through the building with external receivers placed 
around the outside of the building surface and internal transformed effective sources placed 
around the inside of the surface. A predicted PDP for any internal location ‘A’ can be 
determined from the sum of the four contributions from the effective internal sources lying on 
the four surface normals intersecting ‘A’ and the semi-isotropic sources spread throughout the 
whole building. Empirically it has been determined that if 90% of the indoor semi-isotropic 
source power is assumed to radiate inwards along the four wall normals and 10% is assumed to
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radiate throughout the whole building, good agreement between prediction and simulation is 
achieved. Where the path between a contributing semi-isotropic source and a prediction location 
spans a building floor, consideration of the Floor Attenuation Factor (FAF) is required. The 
final component of the model is to account for the internal building delay spread increase due to 
reflections within the building. From the recommendations of [22] and supported by the 
conclusions from the indoor-to-indoor measurements reported in section 5.5 a building area 
dependent delay spread increase applied. This is done in the form of an exponential delay with 
time constant proportional to the area, convolved with the result for each predicted PDP location 
within the building.
Indoors
Figure 6-2. Elements of full model
6.2.5 Prediction Output
The model can be used to predict the transmission loss and PDP at any location within a user 
selected target building within the 3D ray-tracing environment. A typical deployment of the 
model would likely involve performing predictions to each indoor environment cube at the 
height a user would be expected to operate, for example 1.5 m above the floor level. The 
predictions can then be viewed as cumulative probability density function graphs providing 
estimated worst-case transmission loss and RMS delay spread for a certain percentage of indoor 
area.
6.3 Implementation
The model described in Figure 6-1 has been implemented in C++ and linked to the output from 
the ray-tracing tool containing the environment material file and the pseudo-receiver quantised 
amplitude and time domain data. The various stages of the model are described in section 6.2 
and the detailed algorithms used in the C++ code are documented in section 6.3.
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6.3.1 Pseudo-receivers
The pseudo-receiver is the interface element between the ray-tracing and the model. A 
representation of a pseudo-receiver is shown in Figure 6-3. The area shown comprises a 25 cube 
horizontal cut through an exterior wall section o f the target building. The dashed line (running 
from cube OB to cube 4E) represents a wall vector defined in the environment file. The shading 
represents cubes that the tracing tool environment synthesis process will define as wall material. 
Cube 2C contains a pseudo-receiver on account of it being immediately exterior to the wall and 
in an ‘air’ cube. Half of such cubes are defined as pseudo-receivers in order to ensure maximum 
granularity whilst operating within PC memory constraints. The output from the tracing tool 







6.3.2 Transformation Across Interface
The pseudo-receiver PDP data is read into the model software from a file written at the end of 
the ray-tracing. Each pseudo-receiver azimuth bin that contains rays that are incident on the 
building exterior is transformed across the interface to form an internal source. The location of 
the internal source is the first ‘air’ cube reached by the interface normal vector travelling 
towards the target building from the centre of the pseudo-receiver. This is in cube IE in the 
example shown and is identified by the ‘X ’. The magnitude of the incident energy transformed 
to the indoor source is calculated using the COST 231 interface model [5] stated in Equation
6-1. The angle of incidence term used in the model for each azimuth bin being transformed 
(D/S) is equal to the sine of the angle subtended between the centre of the bin and the wall 
vector. Only bins that contain rays that fall incident on the wall are included. For bins where
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Figure 6-3. Pseudo-receiver
only a fraction of the rays fall incident, the azimuth bin PDP is scaled proportionally. For 
example azimuth bins 0 and 4 are partially composed of rays that are incident on the wall. The 
proportion of the PDP for each bin to be transformed will be b/(a+b) and c/(c+d) respectively. 
The attenuation factors used in the interface model are defined in Table 6-1.
Attenuation factors (dB) 2 GHz 5 GHz
Brick/breeze block: We 7.8 10.6
WGe 20.0 20.0
Glass: We 2.0 6.0
WGe 20.0 20.0
Floors: FAF 26.0 35.0
Table 6-1. Interface coefficients
The contributions from each pseudo-receiver angular bin are summed to form a single indoor 
source PDP as shown in Equation 6-3.
X [n , m] = Y ,  p r IX  + C -  (Lw {<j>a ) + 10  log10 ( / ) ) ,  for y > 0 (6-3)
a- 0
where:
X[n,m] (dBW) is the time-quantised PDP of the indoor source m
Pr[n,a] (dBW) is the time-quantised pseudo-receiver PDP recorded for bin a
C (dB) is the ratio of building surface area per pseudo-receiver to pseudo-receiver aperture size
n is the bin index (0-1249)
a is the pseudo-receiver incident-angle bin index (0-7)
(f>a (rad) is the angle between the bisector of the incidence-angle bin and the wall 
y is the fraction of the bin that is incident onto the outer wall
6.3.3 Transformation to In-Building Locations
The transformation to within the building is performed in two parts; one modelling the non­
scattered component and one modelling the scattered component. Each indoor prediction 
location will have contributions from the four indoor sources that lie on the surface normals 
which intersect the prediction location. For prediction location ‘A’ (in Figure 6-2) the non­
scattering received signal will consist of contributions from the four indoor sources, highlighted 
in green. The indoor source PDP scaling required to account for the transformation to the 
prediction point is the sum of the additional divergence loss due to the extra path length from 
the source to ‘A’ plus an excess path loss contribution to account for the in-building clutter loss.
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P M  = f dX[n + - , s n ( b ) ] - ( d - E A  + 201oglo(— ) + 101og,0 p)  (6-4)
y  s
where:
Pns[n] (dBW) is the unscattered signal component at the prediction location 
d(m) is the perpendicular distance between the wall and the prediction location 
sn(b) is a function returning the indices for contributing pseudo-sources 
s (m) is the optical path length between the base-station and the pseudo-source 
v (m/time-sample interval) is the speed of propagation 
EA (dB/m) is the excess loss due to in-building clutter 
p  is the unscattered (per unit) fraction of pseudo-source power
The scattered signal at the prediction location is the sum of the contributions from all indoor 
semi-isotropic sources scaled to account for path loss, floor attenuation and excess in-building 
clutter loss as shown in Equation 6-5.
P. [«] = V  X[n  + c] -  (20 l o g ( ^ )  + d  ■ EA +10 log10 cr + FAF(k)) (6-5)
v  A
where:
P s[n ]  (dBW) is the scattered signal component at the prediction location 
TV is the number of pseudo-sources
cris the scattered (per unit) fraction of pseudo-source power (= 1 - y)
k is the number of floors between a particular pseudo-source and prediction location
FAF(k) (dB) is the floor attenuation factor for a k floor separation between pseudo-source and 
the prediction location
Good agreement between prediction and measurement has been achieved by assigning 10% of 
pseudo-source power to the scattered component (i.e. choosing a  = 0 .1).
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After summing all attenuated and delayed pseudo-source PDPs at the location of interest the 
resulting PDP is convolved with an indoor dispersion function, i.e.:
n
/V™ [n] = Z h ( n - m ) ( p s[m] + p J m ] )  (6-6)
m=0
where:
ps+nsM (W) is the predicted PDP at the prediction location
p s[m] (W) is the scattered signal PDP at the prediction location
P n s [ m ]  (W) is the unscattered signal PDP at the prediction location
S (s) is the time constant of the exponential indoor delay-spreading function
ris  the time sample interval (2 ns in these example calculations)
For the room considered (with area 425 m2) a time constant (S) of 8 ns was found optimum.
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7. Deployment
The model described in this paper has been used to produce coverage predictions for a selected 
target building. Practical measurements have also been performed between the same transmit 
location and the same target building using the equipment described in section 4. A comparison 
between the measured and the predicted transmission loss and RMS delay spread distributions 
have been produced in order to assess the accuracy of the model.
7.1 Transmission loss
Comparison of predicted and measured transmission loss at 2 and 5 GHz is shown in Figure 7-1. 
and Figure 7-2. On the same graph the transmission loss predictions derived using the original 
COST 231 building penetration model [5], instead of the modified form proposed, has been 
included to emphasis the significance of the additional elements of the new model.
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Figure 7-1. Measured and Predicted Transmission Loss, 2 GHz
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Transmission Loss - first floor (5 GHz)
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Figure 7-2. Measured and Predicted Transmission Loss, 5GHz
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7.2 Delay spread
A similar comparison has been performed between the predicted and measured RMS delay 
spread at 2 and 5 GHz and is shown in Figure 7-3 and Figure 7-4. Again on the same graph 
predictions derived from the original COST 231 building penetration model [5] has been 
included.
RMS Delay Spread - ground floor (2 GHz)
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RMS Delay Spread - first floor (2 GHz)
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Figure 7-3. M easured and Predicted RMS Delay Spread, 2 GHz
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RMS Delay Spread - ground floor (5 GHz)
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Figure 7-4. Measured and Predicted RM S Delay Spread, 5 GHz
The locations of the predicted results used to compile the comparisons shown in Figure 7-1. -  
Figure 7-4 have been selected so as to comprise the same spatial distribution within the room as 
the measured results. The comparison shows close agreement with transmission loss predictions 
at 2 and 5 GHz and reasonable agreement (albeit with a tendency to underestimate) with RMS 
delay spread.
125
7.3 Power delay profile
The nature of the proposed model is to give local mean transmission loss and RMS delay spread 
predictions based on location specific outdoor environment data and a generic homogeneous 
model of the indoor environment. Consequently as the indoor environment is actually 
comprised of large objects with different properties it is unlikely that all indoor location specific 
predictions will yield the same shaped PDP as measurements at the same locations. Visual 
comparisons of corresponding predicted and measured PDPs show that a good number have 
similar significant features while a sizeable minority have significantly different features.
The blue traces in shows the measured PDP, which consists of the channel impulse response 
convolved with the modulation filter. (The effect of the modulation filter is to generate 
sidebands, as can be seen in the validation results where the result is shown for a single path in a 
cabled validation measurement). The red trace is the predicted PDP and consists of discrete 
impulse components quantised into 2 ns bins.
7.3.1 Predicted and Measured PDP - 2 GHz
The predicted and measured PDPs at 2 GHz show good correlation in Figure 7-5 and Figure
7-6. The predicted and measured traces in Figure 7-7 are significantly different. This is either 
due to an inaccuracy in the wide-area component of the model or a dominant indoor item of 
furniture, such as a filing cabinet, greatly affecting indoor predictions in that locality. Whilst a 
minority of indoor locations will suffer these localised effects, as the model is aimed at 
producing statistical results for coverage in the whole of the building and not predictions to 
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Transmission loss: 82.2 dB
Received power magnitude: -61.2 dBm
Peak received power component: -62.8 dBm
50% delay window; 2.8 ns
75% delay window; 22.2 ns
90% delay window; 75.9 ns
3dB delay interval: 17.6 ns
6 dB delay interval: 24.1 ns
9dB delay interval: 50.0 ns
12dB delay interval: 56.5 ns
15dB delay interval: 75 0 ns
18dB delay interval: 154.6 ns
90% correlation bandwidth: 6.1 MHz
50% correlation bandwidth: >50 MHz
Average delay: 15.0 ns
RMS delay spiead: 31.6 ns
Figure 7-5. M easured, inferred and simulated, ground floor, 2 GHz
Measured signal metrics:
Transmission loss: 82.0 dB
Received power magnitude: -61.0 dBm
Peak received power component: -6 8 . 8  dBm
50% delay window: 25.0 ns
75% delay window: 38.9 ns
90% delay window: 59.3 ns
3dB delay interval: 38.9 ns
6 dB delay interval: 47.2 ns
9dB delay Interval: 75.0 ns
12dB delay interval: 81.5 ns
15dB delay interval: 173.1 ns
18dB delay interval: 181.5 ns
90% correlation bandwidth: 7.9 MHz
50% correlation bandwidth: 24.8 MHz
Average delay: 43.7 ns
RMS delay spread: 22.9 ns
- Measurement PDP
- Simulated PDP
Inferred discrete impulse response: I coordinate
- inferred discrete impulse response; Q coordinate
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Transmission loss: 99.0 dB
Received power magnitude: -78.0 dBm
Peak received power component: -80.8 dBm
50% delay window: 13.0 ns
75% delay window: 226.9 ns
90% delay window: 305.6 ns
3dB delay interval: 46.3 ns6dB delay interval: 58.3 ns
9dB delay interval: 63.9 ns
12dB delay interval: 156.5 ns
15dB delay interval: 344.4 ns
18dB delay interval: 351.9 ns
90% correlation bandwidth: 1.8 MHz
50% correlation bandwidth: 11.3 MHz
Average delay: 112.2 ns
RMS delay spread: 87.0 ns
 Measurement PDP
—  Simulated PDP
Inferred discrete impulse response: I coordinate 
 Inferred discrete impulse response; Q coordinate
Figure 7-7. Measured, inferred and simulated, ground floor, 2 GHz
7.3.2 Predicted and Measured PDP - 5 GHz
At 5 GHz a similar strong degree of correlation can also be seen in a majority of the PDP 
comparisons. Also again there are some locations where local clutter has resulted in 
considerable differences. The predicted and measured traces in Figure 7-8 and Figure 7-9 show 
strong similarities but the predicted and measured traces in Figure 7-10 shows significant 
differences.
Measured signal metrics:
Transmission loss : 88.3 dB 
Received power magnitude: -72.3 dBm 
— Peak received power component: -78.0 dBm
5 0 % delay window: 101.9 ns 
5  75% delay window: 111.1 ns
J  90% delay window: 118.5 ns
|  3dB delay interval: 132.4 ns
« 6dB delay interval: 139.8 ns
9dB delay interval: 146.3 ns 
12dB delay interval: 169.4 ns 
15dB delay interval: 190.7 ns 8 18dB delay interval: 238.9 ns
|  90% correlation bandwidth: 2.6 MHz
“  50% correlation bandwidth: 6.1 MHz
■a Average delay: 56.8 ns
1  RMS delay spread: 57.7 ns
8
- Measurement PDP 
-Simulated, PDP
Inferred discrete impulse response; I coordinate
- inferred discrete impulse response: Q coordinate
Figure 7-8. M easured, inferred and simulated, ground floor, 5 GHz
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Measured signal metrics:
Transmission loss : 83.2 dB 
Received power magnitude: -67.2 dBm 
4 0 0  _  Peak received power component: -67.9 dBm
S  50% delay window: 4.6 ns
•  75% delay window: 6.5 ns
300 2  90% delay window 26.9 ns
3dB delay interval: 19.4 ns 
6 dB delay interval: 26.9 ns 
2oo = 9dB delay interval: 32.4 ns
12dB delay interval: 37.0 ns 
£  15dB delay interval: 89.8 ns
100  8  18dB delay interval: 100.9 ns
■5 90% correlation bandwidth: 20.0 MHz
§> 50% correlation bandwidth: >50 MHz
J  Average delay: 12.5 ns
0 5 RMS delay spread: 17.9 ns
 Measurement PDP
 Simulated. PDP
Inferred discrete impulse response; I coordinate 
 Inferred discrete impulse response. Q coordinate
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Measured signal metrics:
Transmission loss : 99.5 dB
Received power magnitude: -83.5 dBm
Peak received power component: -86.4 dBm
50% delay window. 50.9 ns
75% delay window 67.6 ns
90% delay window 132.4 ns
3dB delay interval: 17.6 ns
6 dB delay interval: 83.3 ns
9dB delay interval: 92.6 ns
12dB delay interval: 169.4 ns
15dB delay interval: 181.5 ns
18dB delay interval: 188.9 ns
90% correlation bandwidth: 3.7 MHz
50% correlation bandwidth: 13.2 MHz
Average delay: 61.8 ns
RMS delay spread: 44.8 ns
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.1
 Measurement PDP
 Simulated, PDP
 Inferred! discrete impulse response; I coordinate
 Inferred discrete impulse response; Q coordinate
Figure 7-10. Measured, inferred and simulated, first floor, 5 GHz
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7.3.3 Model accuracy
Attempts to quantify the similarity between the predicted and measured PDPs at both 2 and 
5 GHz have been made using the cross-correlation function and by calculating the RMS error 
and the mean error between corresponding time bins. To ensure that a fair comparison is being 
performed the predicted discrete impulse response has been convolved with the modulation 
filter function prior to the comparison. Whilst ideally the predicted and measured discrete 
impulse responses (in the absence of modulation filtering effects) should be compared, the 
inability to simply generate a discrete measured impulse response renders this not possible. The 
approach employed enables a quantative assessment of the similarity between comparable forms 
of predicted and measured results to be made. Some 54 measurement results at 2 and 5 GHz and 
for the ground and first floor have been compared with predicted data for locations in the same 
area of the target building. The results are shown in Table 7-1 through Table 7-4.



































nl 89.9 47.9 89.8 46.5 0.1 1.4 0.71 -6.1 -4.2
hi 78.6 12.7 81.4 69.2 -2.8 -56.2 0.64 -9.6 -6.0
S1 82.0 22.8 85.3 89.1 -3.3 -66.3 0.72 -11.1 -6.8
al 75.8 31.1 70.4 8.2 5.4 22.9 0.83 -12.0 -6.4
c8 82.2 31.6 86.2 76.4 -4.0 -44.8 0.77 -5.8 -4.1
fl 78.6 11.9 87.6 61.9 -9.2 -50.0 0.65 -5.2 -4.1
bl 85.9 33.6 78.9 9.8 7.0 23.8 0.80 -11.4 -5.9
b8 92.0 49.7 77.8 25.4 14.2 24.3 0.691 -4.5 -2.6
a8 99.0 87.0 79.0 15.2 20.0 71.8 0.56 -3.6 -1.9
dl 89.5 33.2 79.0 26.1 10.5 7.1 0.82 -6.7 -4.3
cl 83.3 26.4 80.0 12.4 3.3 14.0 0.91 -12.1 -6.7
h8 95.5 86.1 82.7 15.1 12.8 71.0 0.52 -4.0 -1.8
j l 96.6 63.1 86.7 14.8 9.9 48.3 0.64 -8.0 -4.0
d8 84.4 35.4 85.4 69.0 -1.0 -33.6 0.74 -5.4 -3.8
ml 91.2 58.8 88.2 29.6 3 29.2 0.71 -8.9 -5.1
M
edian
85.9 33.6 82.7 26.1 3.3 14.0 0.71 -6.7 -4.2
M
ean 91.7 42.1 84.7 37.9 4.4 4.2 0.71 -7.6 -4.5
Table 7-1. Measured and simulated results, 2 GHz ground floor
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j 8 89.4 34.0 85.1 18.3 4.3 15.7 0.86 -7.4 -4.5
i8 81.6 23.0 91.5 31.7 -9.9 -8.7 0.88 -10.5 -7.1
n2 82.0 22.9 84.4 26.6 -2.4 -3.7 0.88 -8.0 -4.9
o2 84.9 23.1 92.2 39.2 -7.3 -16.1 0.87 -7.8 -5.2
12 84.5 20.4 79.7 18.8 4.8 1.6 0.85 -3.8 -2.9
k2 91.3 39.2 79.3 12.3 12 26.9 0.721 -6.6 -3.5
h2 96.2 61.4 82.5 14.9 13.7 46.5 0.67 -7.5 -3.8
j 2 98.3 40.5 82.8 11.5 15.5 29.0 0.73 -6.0 -3.7
d4 101.1 80.9 88.7 18.9 12.4 62.0 0.55 -5.2 -2.7
b2 81.5 28.3 92.6 133.7 -11.1 -105.4 0.78 -6.5 -4.9
yi 88.0 37.5 91.0 62.6 -3.0 -25.0 0.79 -6.1 -4.6
xl 75.5 11.5 70.4 7.4 5.1 4.1 0.91 -9.2 -5.5
e2 89.2 39.2 77.0 14.2 12.2 25.0 0.76 -5.5 -3.4
f8 91.0 36.6 79.4 10.1 11.6 26.5 0.79 -10.4 -5.1
g2 94.8 83.9 79.1 17.7 15.6 66.2 0.58 -6.2 -3.2
M
edian
89.2 36.6 82.8 18.3 5.1 15.7 0.79 -6.6 -4.5
M
ean 93.4 38.8 87.4 29.2 4.9 9.6 0.77 -7.1 -4.3
Table 7-2. Measured and simulated results, 2 GHz first floor
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dl 95.3 41.3 87.0 14.0 8.3 27.3 0.81 -9.7 -5.2
j l 99.8 52.7 88.6 11.6 11.2 41.1 0.73 -7.7 -4.4
il 91.6 42.8 93.3 62.5 -1.7 -19.7 0.81 -8.3 -5.3
cl 91.0 48.9 87.9 11.4 3.1 37.5 0.73 -4.0 -2.7
bl 89.0 31.7 86.7 8.7 2.3 23 0.82 -7.5 -4.0
fl 87.8 27.5 96.4 59.0 -8.6 -31.5 0.73 -7.3 -4.6
al 81 16.3 78.3 7.4 2.7 8.9 0.92 -15.4 -8.3
S1 91.9 42.0 95.7 80.0 -3.8 -38 0.744 -5.2 -3.5
hi 88.3 57.7 90.7 61.9 -2.4 -4.2 0.73 -5.2 -3.5
nl 91.7 38.9 98.5 37.0 -6.8 1.9 0.78 -6.6 -4.2
M
edian
91.3 41.6 89.7 25.5 0.3 5.4 0.76 -7.4 -4.3
M
ean 93.2 40.0 93.2 35.3 0.43 4.6 0.78 -7.7 -4.6
Table 7-3. Measured and simulated results, 5 GHz ground floor
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zl 83.4 29.6 102.3 41.9 -18.9 -12.3 0.84 -8.6 -6.1
yi 86.6 35.6 99.1 28.6 -12.5 7.0 0.82 -8.7 -5.6
c2 90.1 46.7 100.2 51.5 -10.1 -4.8 0.76 -6.2 -3.8
xl 83.2 17.9 78.4 7.2 4.8 10.7 0.87 -10.2 -5.7
e2 84.2 29.4 85 9.0 -0.8 20.4 0.85 -7.5 -4.5
d2 79.8 19.8 85.2 11.0 -5.4 8.8 0.84 -10.0 -6.0
g2 104.2 49.2 86.9 10.4 17.4 38.8 0.584 -6.9 -2.9
f2 93.9 26.4 87.1 8.2 6.8 18.2 0.675 -5.2 -2.8
o2 90.3 43.9 101.2 28.6 -10.9 15.3 0.82 -8.0 -4.6
n2 90.8 39.5 92.4 20.7 -1.6 18.8 0.85 -10.2 -6.3
12 83.7 22.2 87.7 18.7 -4.0 3.5 0.81 -11.2 -6.3
k2 91.5 35.3 87.9 11.1 3.6 31.7 0.81 -9.7 -5.7
j2 99.5 44.8 90.7 9.1 8.8 35.7 0.67 -6.0 -3.0
h2 101.7 61.8 90.4 11.0 11.3 50.8 0.7 -8.6 -4.4
M
edian
90.2 35.4 89.2 11.0 -1.2 16.7 0.81 -8.6 -5.1
M
ean 96.2 35.9 96.0 19.1 -0.8 17.3 0.78 -8.4 -4.8
Table 7-4. Measured and simulated results, 5 GHz first floor
The tabulated results show that transmission loss results show good agreement at 5 GHz and 
reasonable agreement at 2 GHz. The RMS delay spread tends to be slightly underestimated. The 
predicted PDP shapes tended to be closer to the corresponding measured shapes at 5 GHz than 
at 2 GHz.
133
7.3.4 Building Coverage Estimates
The model output data form most likely to be useful to system designers and network planners 
are the probability density functions for transmission loss and RMS delay spread as shown in 
Figure 7-11 and Figure 7-12. These can be used to determine the percentage of indoor coverage 
for a specific basestation location and power, or alternatively the required output power in order 
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Figure 7-12. Building Estimate Coverage, 5 GHz
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8 Conclusions
The implementation of a 3D ray optics tracing tool has been detailed and the predictions 
produced have been validated at 2 and 5 GHz. A number of simple ‘canonical’ environments 
have been used to generate validation predictions for comparison against other radio 
propagation prediction methods. This has shown that accurate implementation of reflection, 
refraction and diffraction processes have been achieved. Predictions for RSS around a village 
area in North Essex have been used to validated the tool in a real environment against drive test 
survey data. The tool has been shown to be accurate in the real environment. Built into the ray- 
tracing tool is the ability to cover the outer surface of a target building with pseudo receivers to 
capture the incident ray energy, quantised in time and azimuth angle of arrival. These pseudo 
receivers form the interface between the ray-tracing and the building penetration and indoor 
components of the model.
The time required to execute a wide-area optical ray-tracing prediction is significant. Using a 
0.05° angular separation between rays, resulting in the need to launch approximately 16 million 
rays to achieve 4t z  steradian radiation from a source, the time taken to process a 
350 x 350 x 20 m area is approximately 450 hours on a Pentium IV machine. Division of the 
computation between 16 such machines yields results within 36 hours. Exploiting the 
considerable scope for further optimisation of the ray launching and termination algorithms, 
coupled with the relentless year on year increase in computer speeds, means that it is feasible 
that within 5 years a prediction for a macro cell area (2 km radius) of a wireless broadband 
system would take less than 12 hours.
The consideration of diffraction effects is a great burden on the computation required to perform 
such a prediction. Analysis of the significance of the inclusion of diffraction effects has shown 
that in the shadowed regions the errors without diffraction are significant. Therefore, 
unsurprisingly, the conclusion is that consideration of diffraction effects requires inclusion.
The channel sounding equipment designed and built in order to perform the measurements 
required for the model development has been shown to perform satisfactorily in a series of 
cabled validation measurements. The use of FPGA technology has shown that digital 
modulators and demodulators implemented in programmable logic offer a route to performing 
near real time measurement processing, although the storage of results to a PC remains slow.
Consideration of the likely contributions from mobile objects shows them to be small. Short 
measurement duration’s (circa 40 ps) and longer multiple measurement averaging periods (circa 
50 s) are therefore acceptable as movement in the wide-area environment does not significant 
affect the results required for the model. The technique of using single point location 
measurements throughout the in-building environment for wideband channel sounding has been 
analysed and a series of validation measurements have been performed over a restricted 1 m2
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area. The results show that fast fading is not evident on the transmission loss measurements. 
Building penetration from the wide-area at 5 GHz was not found to be significantly worse than 
at 2 GHz. Potentially the large proportion of the surface area of the target building that is 
covered in glass is significant in this regard -  more measurements are required.
The COST 231 building penetration component has been shown to be accurate for sources with 
a LOS to the surface of the building. When compared to the building penetration measurement 
results, good agreement with the predicted excess loss was seen. Modification to the COST 231 
in-building propagation component to work in situations when the building exterior is 
illuminated by an obstructed source without a LOS path has been shown to be a significant 
addition and to offer accurate results.
The principle aim of the research has been to develop a model for use in performing location 
specific propagation path predictions in the wide-area environment between an outdoor 
basestation and an indoor user. The model has targeted the 2 and 5 GHz frequency bands and 
has sought to produce path statistics that are required both for deployment planning and system 
design. To this end cumulative probability density function graphs for the indoor coverage of a 
target building have been produced for transmission loss and RMS delay spread.
The model comprises four components
-  optical ray-tracing for the outdoor environment between a single transmitter and a series 
of ‘pseudo’ receivers placed around the exterior of the target building to record the 
received PDP quantised in time and azimuth angle of arrival
-  the building surface penetration element of the COST 231 LOS interface model to 
transform the received PDP from the ‘pseudo’ receiver ‘just’ outside the exterior 
surface, across the interface and to a single indoor source ‘just’ inside
-  a modified form of the indoor propagation element of the COST 231 LOS interface 
model to predict the PDP at all locations throughout the indoor environment at a vertical 
height selected to best represent typical users
-  convolution of the predicted PDP at each indoor location with an exponential function 
with time constant proportional to the in-building area to represent indoor delay spread 
increase due to internal reflections
Modification to the indoor element of the COST 231 LOS interface model is necessary to yield 
accurate predictions in the non-LOS environment. The modification consists of splitting the 
transformed indoor source into two sources; one source comprising 90% of the power and 
radiating inwards perpendicular to the surface and the other part comprising 10% of the power 
as a semi-isotropic source radiating throughout the building. The inwardly radiating component
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represents the unscattered radiation throughout the indoors environment and the semi-isotropic 
source represents the rays that are scattered throughout the indoor environment.
Comparison between predicted and measured wide-area to in-building transmission loss and 
RMS delay spread results at 2 and 5 GHz shows that the model yields reasonable agreement 
albeit with a tendency to underestimate delay spread.
8.1 Opportunities for Further Work
The work performed to date has involved two main strands; an equipment design and build task 
concluding with measurements in a number of different environments and a computer 
simulation task concluding with a tool to produce propagation predictions. The conclusion of 
the work has been the comparison of the predictions and measurements.
The proposed opportunities for further work are all aimed at improving the model rather than 
increasing the scope of the model. Primarily further validation activities are necessary to 
increasing the range of buildings and environments in which the proven validity can be 
demonstrated.
Additional software functionality
-  development of an environmental text file construction utility to automatic disintegrate 
local authority land plans into building vectors and land usage areas
-  develop a whole host of possible techniques to speed up the ray-tracing -  super cubes, 
predictive ray termination, variable ray termination thresholds are some possibilities
-  conduct more ray-tracing in new environments to assess RSS and model accuracy
-  investigate databases of different building types and how that could be implemented
-  extend ‘pseudo’ receives to store incident rays quantised in time, azimuth and elevation 
Additional measurements
-  perform more wide-area RSS drive tests in different environments
-  perform wide-area to in-building measurements with different buildings 
Enhancements to the channel sounding equipment
-  the use of a USB 2.0 interface between the laptop and measurement device would allow 
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Appendix A Channel Sounder Antennas
The measured performance of the two antennas is shown in Figure A-l and Figure A-3.
Antenna gain dBi 
Vertical EUT, Vertical test antenna
Antenna gain dBi 
Horizontal EUT, Vertical test antenna
Antenna gain dBi 
Vertical EUT, Horizontal tes t antenna
Antenna gain dBi 
Horizontal EUT, Horizontal test antenna
Figure A -l. 5225 M Hz Pyramidal horn antenna performance
Figure A-2. 5225 MHz Pyramidal horn
The horn design has been determined using the method described by Balanis [41].
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Antenna gain dBi 
Vertical EUT, Vertical te s t antenna
Antenna gain dBi 
Horizontal EUT, Vertical te s t antenna
Antenna gain dBi 
Vertical EUT, Horizontal te s t antenna
Antenna gain dBi 
Horizontal EUT, Horizontal te s t antenna
Figure A-3. 2017.5 M Hz Yagi-Uda linear antenna array performance
Figure A-4. 2017.5 M Hz Yagi-Uga linear antenna array
The array design has been determined using the method described by Balanis [41].
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5225MHz Piece-wise antenna model 
vertical polarisation dBi
Figure A-5. 5225 M Hz ray tracing antenna model
2017.5MHz Piece-wise antenna model 
vertical polarisation dBi
Figure A-6. 2017.5 M Hz ray tracing antenna model
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Appendix B Channel sounder equipment images
Figure B -l. (a) Processor and PSU (b) Transceiver
Figure B-2. Channel sound deployed in Great Chesterford
Figure B-3. Survey vehicle
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T o o  l R e f S iz e C o u n t D e s c r  ip t ion
1 UNREF 0 50mm 1.020"! 9B 3 PLATED
2 A 0 B0mm 1.032") B PLATED
3 B 0 90mm 1.036"} 4 PLATED
4 C !. 30mm 1.040") 4 PLATED
5 D 1. 0mm 1.044") 156 PLATED
6 E 1 !0mm 1.048" 1 15 PLATED
7 F 1 ,0mm f .063*1 7 PLATED
8 G 1 '0mm 1 .067 "| 2 0 PLATED
9 H : i|B0mm 1.110*} 10 PLATED
10 J 3 .50mm 1.130") 4 PLATED
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Figure C -17. Transm it DAC schem atic
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Figure C-19. Debug DAC schem atic
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Figure C -20. R x A DC  schem atic
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Figure C-22. Pow er supply and IO schem atic
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