Recent progress in methodologies for developing robust local area network software has not been matched by similar results for wide-area settings. Our work considers the design of application software spanning multiple local area environments. For important classes of applications, simple design techniques are presented that yield fault-tolerant wide area programs. An implementation of these techniques as a set of tools for use within the Isis system is described.
Introduction
There is growing recognition of the utility of the process-group paradigm in distributed systems. In this approach, distributed software is structured into groups of processes that cooperate to implement distributed services, share replicated data, monitor one another, and so forth. Communication facilities for systems designed in this manner include group multicast protocols in addition to more conventional ttPC facilities.
Many systems have implemented group facilities (process groups in V system [1] and ISIS [2] , port groups in Chorus [3] .) Likewise, a variety of group broadcast protocols have been implemented (atomic broadcast, causal broadcast, reliable broadcast, multiRPC, etc.) Unfortunately, although it is widely accepted that local area networks (LAN) and wide area networks (WAN) have different characteristics, most work on process groups and group communication has been restricted to LAN environments.
The problem on which we focus here arises in wide area applications that interconnect process groups located in different LAN systems. Such wide area applications present their users with an integrated abstraction, super-imposed upon these physically distinct process groups. Our goal is to identify and implement a suitable collection of WAN tools to assist in this process. These will consist of mechanisms and long haul protocols that assume that applications will be long-running and will experience such problems as partitions, network crashes, and long haul connection failures.
Background

T h e w i d e a r e a s y s t e m m o d e l
We assume a system composed of local area networks interconnected by point-to-point long-haul finks comprising the wide area neLwork. A cluster is a set of sites belonging to a single local area network. Each cluster is assumed to run Isls, a system that provides extensive support for process groups and reliable group communication within individual clusters. We focus on partitioned wide area applications, namely those composed of related (or cooperative) process groups located within different clusters.
Isls is used to deal with host crashes and local communication failures: only the application components located within the cluster are involved in the treatment of these events, a problem outside of the scope of this paper.
With regard to wide-area communication, we consider long haul connection failures, cluster crash, and WAN partition. We assume that none of these events lasts indefinitely. Moreover, our work focuses on wide area applications that can tolerate the delay introduced by the occurence of these events.
In this abstract, we will assume that even where WAN connections are broken and re-established, inter-cluster communication is by a failure free fifo channel with guaranteed delivery. An implementation of such a channel is part of our work. We also assume that all communication is direct, from a source cluster to its intended destination -no attempt is made to utilize indirect communication routes. This decision, which simplifies our implementation, is based on the premise that most WAN communication outages are planned events, i.e. to avoid keeping a costly connection open, and that connections will generally be made sufficiently often to satisfy any constraints on the application software.
I m p a c t o f W A N c h a r a c t e r i s t i c s o n b r o a d c a s t p r o t o c o l d e s i g n
A WAN differs from a LAN primarily in four respects : higher latency, lower bandwidth, point to point connections, and a much higher probability of partition. These differences, together with the fact that application components located in different LAN systems will generally be loosely coupled (that is, they interact relatively infrequently and most interaction is asynchronous), have a substantial impact on the implementation of a long haul broadcast protocol.
In a WAN environment, partition will often be the usual state, with clusters contacting each other periodically so as to minimize the cost of maintaining open connections for long periods of time and to ma~ximize the use of connections when they are opened. Moreover, because applications will be loosely coupled, a WAN partition will generally not trigger large numbers of machine failures. These considerations make it important to limit the impact of a partition and to provide mechanisms by which applications can offer some restricted (or autonomous) level of service in partitioned settings.
In a LAN environment, multicast is a natural tool for constructing distributed services; we use it heavily throughout Isls. Casual use of multicast in a WAN setting could lead to poor performances. In particular, if a user process needs to communicate with a partitioned wide-area application, it will normally multicast to a local group. If a process in that group needs information from a server on a specific remote LAN, it will most often use some form of point-to-point communication. On the other hand, WAN broadcast will remain useful for asynchronous purposes, such as the diffusion of information to the groups in a partitioned wide-area application.
Jointly, these considerations have a substantial impact on application design. To deal with asynchrony due to the nature of the application, or to the failures of application components, we associate a wide area application spool (or wSpoo 0 with each wide area application. A wSpoolis a buffer used to temporarily save messages that arrive on a cluster where an application has a representative, but at a time when the application is unavailable. In our system, all deliverable messages are logged in the application spool. Messages are forwarded to the application as desired.
At the core of our system is a protocol by which interLAN spool managers communicate with one another. Each manager is implemented as an Isls process group. At any point in time, some subset of the managers will operate communication links to remote clusters, transmitting messages and exchanging acknowledgement information that can be used to garbage collect messages from the spool file. A sufficient amount of channel state is replicated to enable us to restart communication in the event that a channel is lost or a manager process fails. Our solution implements the sort of reliable, fifo channel cited above.
A special file transfer mode can be used to transfer large amounts of data stored in a file; basically, a message containing a pointer to the file is transmitted, and the channel manager reads and transmits the file only when it is prepared to actually send it over the wire. Remotely, the data is immediately stored back into a file, and the file name is placed in the message. This permits high bandwidth transfer of large quantities of data.
On reception, messages are multicast directly to the destination process group or, if desired, placed into the corresponding wSpool for archival storage.
C o n v e r s a t i o n
A wide area application is made of a set of related groups. When point-to-point communication is done between two related groups, the basic protocol cited above suffices. However, when sets of groups interact, group broadcast and group-subset broadcast addressing is needed. To permit all these kinds of addressing, the wide area system provides support for conversations. A conversation is an association of a symbolic name with a set of participants (Isls process groups located on different clusters), and a stream of messages exchanged between these participants.
Our facility provides a WAN name service that can be used to define new conversations dynamically and to add and delete participants from an active conversation. No virtually synchronous addressing guarantees are provided; we believe that the synchronization overhead required to implement thes e abstractions would be prohibitive in a WAN setting.
T h e P e r C o n v e r s a t i o n C a u s a l B r o a d C A S T ( p c _ c b c a s t ) p r o t o c o l
Our long-haul facility supports two kinds of broadcast protocols: an atomically ordered, faulttolerant broadcast protocol, and a causally ordered, fault-tolerant broadcast protocol. We briefly discuss the latter; elsewhere we have shown how the first can be implemented using the second (in an up coming technical report).
Consider the "precede" relationship (noted -~) between messages as defined by Lamport. The (pc_cbcast) protocol guarantees that, for any couple of messages m and m ~ belonging to some conversation, if m -~ m ~, m will be delivered to each participant to that conversation before m ~. We have developed an efficient implementation of pc_cbcast using a timestamped delivery algorithm similar to the one used in Peterson's Psync system.
P e r f o r m a n c e
We have obtained detailed performance measurements of our protocol in a variety of modes of operation. These are summarized in tables 1 and 2.
The figures reported here are obtained using two Sun Sparc Stations, under SUNOS 4.0.3c. The long haul package is on top of Ism v2.0. The test program and the long haul package are linked together within a single process, and communicate by local procedure calls. The two remote processes communicate through a TCP connection. Table 1 (resp. 2) presents the transfer delay (resp. latency) of different protocols involved in the long haul package. For Table 1 (resp. 2), line tcp corresponds to the transfer delay (resp. latency) that you can see if two Ism applications were to communicate using a TCP conncetiou; line lh_ch corresponds to the transfer delay (resp. latency) of the inter cluster protocol of our wide area package; line pc_cbcast provides figures for transfer delay (resp. latency) for the pc_cbeast protocol when we bypass the spooling mechanisms; line wide_sys corresponds to the overall wide area system transfer delay (resp. latency). All figures are given in milliseconds, and the standard deviation of the measure is given in parentheses.
C o n c l u s i o n
Our effort to extend Isls into WAN settings resulted in the development of a communication facility that resembles Isis, but differs from the basic LAN system in important ways. These include the likelihood of much larger communication latencies and the need to provide local autonomy whenever possible. Our solutions are based on the combination of message spooling facilities and simple WAN group addressing mechanisms and broadcast protocols. Performance of a prototype implementation is clearly adequate to support a wide range of applications.
