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ABSTRACT 
Despite significant advances in cognitive neuroscience, comprehensive models of 
emotional functioning that include neuro-behavioral mechanisms and individual differences 
predicting vulnerability or resiliency to emotional challenges are scarce. At the level of brain 
structure, there has not been clear consensus on what the most appropriate tools and techniques 
are for investigating individual differences. At the level of brain function, the link between 
spatial (where) and temporal (when) aspects of the neural correlates of emotional processing 
remains unclear. Thus, there is a need to develop and capitalize on novel comprehensive 
approaches for the examination of emotional factors at multiple levels (i.e., brain structure, brain 
function, behavior, and individual differences), in order to elucidate the mechanisms of emotion-
cognition interactions. These issues were investigated in a series of studies using an 
interdisciplinary multi-method approach involving structural and functional brain imaging (i.e., 
structural magnetic resonance imaging, MRI; functional MRI; event-related optical signal, 
EROS; electroencephalography/event-related potential, EEG/ERP), a cognitive task involving 
emotion-cognition interactions (i.e., the emotional oddball paradigm), and measures of individual 
differences (i.e., cognitive reappraisal, positive affectivity, optimism). Such a comprehensive 
approach is essential to elucidate mechanisms of emotional functioning, which will contribute to 
the development of novel theoretical frameworks and the design of assessment tools and 
interventions that promote emotional well-being. 
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CHAPTER 1: INTRODUCTION 
 
 Healthy emotional functioning is a key part of adaptive human behavior in daily life. 
However, impairments of this functioning, such as emotional dysregulation and distress, are 
often hallmarks of clinical disorders (Banich et al., 2009; Dolcos, Wang, & Mather, 2014). 
Understanding the underlying mechanisms associated with these emotional processes, and 
clarifying the individual differences that predict vulnerability or resiliency in these domains, is 
key to identifying the etiological factors contributing to mental disorders and to promoting 
emotional well-being. Thus, there is an urgent need to elucidate the mechanisms of emotion-
cognition interactions using comprehensive approaches. These issues were investigated using an 
interdisciplinary multi-method approach involving structural and functional brain imaging, in 
conjunction with a behavioral paradigm assessing emotion-cognition interactions, and with 
measures of individual differences. Such an approach is crucial for the clarification of the 
mechanisms subserving emotional functioning, and will help to support the development of new 
theoretical frameworks that will inform the design of future assessment and training tools for 
promoting emotional well-being. 
 A key aspect of clarifying the mechanisms of emotional functioning is elucidating how 
individual differences map on to brain systems at a structural level. An emerging field of 
research, personality neuroscience (DeYoung et al., 2010), has provided a framework through 
which to investigate individual differences in brain structures, such as grey matter volume. 
However, there are currently many tools and techniques available for such investigations (e.g., 
surface-based morphometry [SBM], voxel-based morphometry [VBM], manual segmentation) 
and it remains unclear when and how to select an appropriate approach. SBM refers to 
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morphometric approaches that typically involve geometric models of the cortical surfaces, and 
can be used to extract metrics such as volume of targeted brain areas using region of interest 
(ROI) approaches, as well as other metrics such as cortical thickness and surface area (Desikan et 
al., 2006; Fischl, 2012). Capitalizing on the ROI approach with this method might help to 
capture volumetric correlates that reflect broad/diffuse associations in certain regions that might 
be relatively large in extent but also relatively weak in strength. VBM is an approach that 
involves spatially normalizing the structural brain images of individual participants to a template 
space, such that analyses can be performed on groups of individuals with voxel-for-voxel 
correspondence across the group (Ashburner & Friston, 2000). A potential strength of such an 
approach is that analyses can be performed at the voxel level, which might help to capture 
volumetric correlates that reflect specific/localized associations within brain sub-regions that 
might be relatively strong but also relatively small in extent. Manual segmentation refers here to 
the process of visually identifying and tracing ROIs using magnetic resonance imaging (MRI) 
data, which can then be used for assessing metrics such as brain region volume. A potential 
advantage of this approach is that the heterogeneity of individual brains can be addressed 
flexibly by incorporating guidelines for delineating brain regions that take into account variations 
in the anatomy that can affect border definitions in the context of the surrounding brain 
structures. This approach can be particularly useful for accurately assessing the volume of 
regions that might be challenging for automated approaches, such as deep structures in the 
medial temporal lobe (Moore et al., 2014), and for improving the accuracy of automatic 
segmentations.   
The use of different approaches to investigate brain structure might be a contributing 
factor to the apparent discrepancies in the extant literature, and as a result, important insights 
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might currently be missing. This issue also contributes to the challenge of interpreting results 
from structural brain imaging analyses in relation to findings from functional brain imaging 
investigations. Hence, there is a need for an analytical approach that capitalizes on multiple 
structural brain imaging methods to examine the convergence and complementarity of these 
approaches. In Chapter 2, we demonstrate and validate such an approach, capitalizing on three 
techniques (SBM, VBM, manual segmentation) for accurate and effective investigation of 
human brain structures. 
Furthermore, recent progress has been made in clarifying the links between the structure 
of specific brain regions and particular personality traits (DeYoung et al., 2010; Giuliani, 
Drabant, Bhatnagar, & Gross, 2011), but it is not clear whether there are common underlying 
brain and personality factors that provide joint protection against emotional challenges. 
Clarifying individual differences that predict resilience or vulnerability to emotional distress is 
essential for identifying factors that contribute to affective disturbances, and to promoting 
emotional well-being. It is, therefore, crucial to elucidate the associations among the brain 
regions, personality traits, and symptoms of distress, which might be altered in these conditions. 
In Chapter 3, a structural equation modeling approach was applied to the investigation of brain 
structure and individual differences that are important in predicting vulnerability or resilience to 
emotional distress. In particular, we examined a latent construct representing the volumes of a 
system of prefrontal cortical (PFC) regions including middle, inferior, and orbital frontal 
cortices, a latent construct of Resilience personality traits including cognitive reappraisal, 
positive affectivity, and optimism, and Anxiety and Depression symptoms.  
The brain-personality-symptom approach used in this study  builds upon the extant 
literature demonstrating that brain regions that are involved in similar processes appear to be 
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interrelated at both structural and functional levels (Alexander-Bloch, Giedd, & Bullmore, 2013; 
Bullmore & Sporns, 2009; Dosenbach et al., 2007; Dosenbach et al., 2006; Mechelli, Friston, 
Frackowiak, & Price, 2005; Power et al., 2011; Power & Petersen, 2013; Yeo, Krienen, Chee, & 
Buckner, 2014; Yeo et al., 2011), and that the traits of cognitive reappraisal, positive affectivity, 
and optimism are associated with each other (Chang, Maydeu-Olivares, & D'Zurilla, 1997; Gross 
& John, 2003), and protect against symptoms of distress (Gross & John, 2003; Martin & Dahlen, 
2005; Scheier, Carver, & Bridges, 1994; Watson, Clark, & Tellegen, 1988). By targeting the 
associations among PFC regions and Resilience traits, as well as the relation of these factors with 
Anxiety and Depression symptoms, the present work provides proof-of-concept evidence for an 
integrative model combining neural correlates, personality traits, and symptoms of distress that 
can help to identify common individual difference factors that may index resilience to, or 
risk/vulnerabilities for, affective disorders (Cuthbert & Insel, 2013). Such approaches can 
provide novel insights with valuable implications for understanding the interaction of these 
factors in healthy and clinically diagnosed individuals.  
 Another key aspect of clarifying the mechanisms of emotional functioning is elucidating 
how brain systems dynamically process emotional information. Collectively, the extant literature 
capitalizing on current brain imaging techniques has supported dramatic advances in 
understanding the spatial (where) and temporal (when) aspects of brain activity, but individual 
methods have also shown important limitations in either spatial or temporal domains. Hence, the 
link between the spatial and temporal aspects of the neural correlates of most psychological 
phenomena is still not clear, and individual techniques provide an incomplete view of human 
brain functioning. Multi-modal brain imaging approaches may overcome such limitations by 
capitalizing on the individual strengths of different psychophysiological methods, and providing 
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the opportunity for comprehensive integration across spatial and temporal scales. Therefore, in 
Chapter 4, we demonstrate a novel protocol for tri-modal brain imaging (i.e., simultaneous 
functional magnetic resonance imaging - fMRI, event-related optical signal - EROS, and 
electroencephalography/event-related potential - EEG/ERP) recordings to test its applicability to 
the study of emotion-cognition interactions.  
 Simultaneous recording of multi-modal brain imaging poses technical challenges. For 
example, recording fMRI and EEG together introduces artifacts in EEG from the scanner 
gradient and radio frequency pulse (Allen, Josephs, & Turner, 2000; Gonçalves, Pouwels, Kuijer, 
Heethaar, & de Munck, 2007), and the ballisto-cardiogram (BCG) (Allen, Polizzi, Krakow, Fish, 
& Lemieux, 1998). These artifacts should be removed, such that EEG data can be processed in a 
manner consistent with data collected outside of the MRI scanner. While optical recordings do 
not appear to interfere with fMRI and/or EEG/ERP recordings (Gratton & Fabiani, 2010), EROS 
data should still be carefully processed to correct for artifacts inherent in the data, such as those 
produced by the pumping of blood (Gratton & Corballis, 1995). Once the acquisition and data 
processing procedures are put in place, which was a primary goal of this work, the data can be 
investigated for comprehensive investigation of brain functioning. An example of integrative 
multi-modal brain imaging analyses was the focus of Chapter 5. 
 Despite a corpus of evidence highlighting that emotion-cognition interactions elicit 
specific patterns of response in brain regions associated with major brain systems, it is unclear 
how emotion processing, attentional control, and the interactions between these processes map 
onto the spatial and temporal dynamics of the associated brain mechanisms. Thus, in Chapter 5, 
we capitalize on multi-modal functional brain imaging (fMRI-EEG) to clarify the spatial and 
temporal dynamics of the neural mechanisms associated with emotion-cognition interactions.  
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More specifically, we target these processes using simultaneously acquired fMRI and EEG in 
conjunction with the emotional oddball task, such that targeted spatial dissociations captured by 
hemodynamic changes on the order of seconds (i.e., fMRI blood oxygen level dependent signal) 
could be examined in relation to temporal markers captured by electrophysiological signals on 
the order of milliseconds (i.e., ERPs).  
In particular, emotion-cognition paradigms such as the emotional oddball task allow for 
the examination of brain mechanisms mediating the impact of emotional distraction. Brain 
imaging investigations in which emotional information was presented as distracters during 
cognitive tasks (Anticevic, Repovs, & Barch, 2010; Denkova et al., 2010; Diaz et al., 2011; 
Dolcos, Diaz-Granados, Wang, & McCarthy, 2008; Dolcos et al., 2013; Dolcos, Kragel, Wang, 
& McCarthy, 2006; Dolcos & McCarthy, 2006; Iordan*, Dolcos*, Denkova, & Dolcos, 2013; 
Oei et al., 2012) showed that the impairing effect of negative distraction was linked to opposing 
patterns of  activity in two large neural systems: a dorsal executive system (DES) involved in 
cognitive/executive processing (showing decreased/disrupted activity) and a ventral affective 
system (VAS) involved in emotion processing (showing increased activity) (reviewed in Dolcos, 
Iordan, & Dolcos, 2011; Iordan, Dolcos, & Dolcos, 2013). Furthermore, previous research has 
shown that electrophysiological responses such as the P300 are consistently associated with 
response to stimuli in cognitive-attentional paradigms such as the oddball task (Bledowski, 
Prvulovic, Goebel, Zanella, & Linden, 2004; Bledowski, Prvulovic, Hoechstetter, et al., 2004; 
Fabiani, Gratton, Karis, & Donchin, 1987; Katayama & Polich, 1999), and that larger late 
positive potential (LPP) amplitudes are associated with processing of emotional compared to 
neutral images (Dolcos & Cabeza, 2002; Schupp et al., 2000; Schupp et al., 2004; Weinberg & 
Hajcak, 2010). By capitalizing on the simultaneous acquisition of both fMRI and EEG, in 
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conjunction with a task that targets both cognitive and affective processes, the relation between 
the spatial and temporal aspects of the neural mechanisms involved in emotion-cognition 
interactions was cohesively investigated. Clarification of the dynamics of these processes is a 
key factor for the development of new models and theories of emotion-cognition interactions.  
 In sum, the present work demonstrates and capitalizes on a novel combination of 
methodological and analytical approaches to clarify the structural and functional correlates of the 
neuro-behavioral mechanisms underlying emotion-cognition interactions. First, a comprehensive 
multi-method approach, capitalizing on three complementary techniques (SBM, VBM, manual 
segmentation) for the accurate and effective investigation of human brain structures was 
demonstrated and validated (Chapter 2). Second, a comprehensive structural equation modeling 
approach was applied for the investigation of multiple brain region volumes in association with 
individual differences supporting emotional well-being (Chapter 3). Third, a novel protocol for 
examining brain function, capitalizing on the simultaneous acquisition of three complementary 
psychophysiological modalities (fMRI, EROS, EEG/ERP) was implemented and validated, for 
the comprehensive investigation of the spatio-temporal dynamics of brain function, using an 
emotion-cognition interaction task as an example (Chapter 4). Finally, multi-modal functional 
brain imaging (fMRI-EEG) was further illustrated, examined, and analytically integrated in a full 
data set, to clarify the spatio-temporal correlates of emotional distraction (Chapter 5). Together, 
this work demonstrates novel protocols for comprehensively investigating structural and 
functional aspects of the human brain, and capitalizes on such techniques to clarify the 
underlying mechanisms of emotional functioning. Notably, this work spans critical dimensions 
of cognitive neuroscience research: (1) methodological development, implementation, and 
validation, (2) examination of psychological phenomena from the levels of brain structure, brain 
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function, behavior, and individual differences, and (3) clarification of emotional functions in 
emotion-cognition interactions.  
 The significance of the proposed research is twofold: (1) this work contributes to the 
development of novel techniques for elucidating both the structural and functional correlates of 
brain function, and (2) this work capitalizes on these and related techniques to examine the 
neural mechanisms associated with emotion-cognition interactions. This line of research will 
significantly advance our understanding of the relations between complex behaviors and their 
associated neural substrates, and will provide the basis for developing novel training and 
educational tools targeting improved functioning and behavior in healthy and clinically 
diagnosed individuals. By providing novel multi-method approaches and clarifying the neuro-
behavioral mechanisms underlying emotional functioning, the present research contributes to the 
improvement of current scientific knowledge in the fields of psychology as well as in cognitive, 












CHAPTER 2: A MULTI-METHOD APPROACH FOR INVESTIGATION OF 





Although emerging fields of research, such as personality neuroscience (DeYoung et al., 
2010), provide frameworks through which to investigate individual differences in brain structure, 
it remains unclear what the most appropriate tools and techniques are for such investigations. For 
example, previous investigations of brain region volume using structural magnetic resonance 
imaging (MRI) have capitalized on surface-based morphometry (SBM), voxel-based 
morphometry (VBM), and manual segmentation to investigate the underlying structural aspects 
of the brain, such as grey matter volume, in relation to factors such as personality, gender, age, 
and clinical conditions (Giuliani, Calhoun, Pearlson, Francis, & Buchanan, 2005; Giuliani, 
Drabant, Bhatnagar, et al., 2011; Giuliani, Drabant, & Gross, 2011; Jackson, Balota, & Head, 
2011; Witte, Savli, Holik, Kasper, & Lanzenberger, 2010). However, few studies have 
capitalized on multiple methods to examine the convergence and complementarity of these 
approaches. Here, we examine how these methods can be used for cortical and subcortical 
regions, with a focus on the prefrontal cortex (PFC) and the medial temporal lobe (MTL). 
 It is possible that volumetric correlates reflecting more broad/diffuse associations in 
certain brain regions might have a larger extent but be relatively weaker in strength, and thus 
they may not be captured by voxel-level approaches, such as VBM, using strict thresholds. 
                                                          
1
Versions of this chapter have been published as: 
Moore, M., Iordan, A. D., Hu, Y., Kragel, J. E., Dolcos, S., & Dolcos, F. (2016). Localized or diffuse: The link 
between prefrontal cortex volume and cognitive reappraisal. Social Cognitive and Affective Neuroscience, 
11(8), 1317-1325. doi: 10.1093/scan/nsw043 
Moore*, M., Hu*, Y., Woo, S., O'Hearn, D., Iordan, A. D., Dolcos, S., & Dolcos, F. (2014). A comprehensive 
protocol for manual segmentation of the medial temporal lobe structures. Journal of Visualized 
Experiments, (89), e50991; *shared first authorship. doi: 10.3791/50991  
Reprinted with permission. 
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Instead, such diffuse associations may be better captured by volumetric methods involving more 
region-level assessments, such as SBM, using region of interest (ROI) approaches. On the other 
hand, volumetric correlates reflecting more specific/localized and relatively stronger associations 
may be better captured by VBM. This issue is further complicated for investigations of some 
regions of the brain, particularly subcortical structures such as the MTL. Although automated 
tools such as SBM and VBM have become popular, automatic segmentations of the MTL should 
be examined carefully due to the highly variable morphology of the MTL structures, and the 
usually weak MRI contrasts of these structures against the surrounding neural tissue and non-
neural areas, which can leave open the possibility of misestimations of these regions (Morey, 
Petty, et al., 2009).  
The present study addressed this issue by implementing and validating a comprehensive 
methodological protocol based on three complementary volumetric methods: (1) A ROI 
approach (SBM), which allows identification of more diffuse, region-level, associations, (2) a 
voxel-based approach (VBM), which allows identification of more localized, voxel-level,  
associations that might be washed down and missed by ROI-level approaches, and (3) a manual 
segmentation approach, which allows for gold-standard identification of MTL structures (see 
Figure 2.1).  
For demonstration of the automated tools (SBM and VBM), a full sample data set from 
85 healthy young adults was processed using both approaches and was submitted to analyses 
targeting associations between regions of the PFC and a measure of habitual engagement of 
emotion regulation (Gross & John, 2003). Based on the functional literature (Buhle et al., 2013; 
Goldin, McRae, Ramel, & Gross, 2008; Kanske, Heissler, Schonfelder, Bongers, & Wessa, 
2011; Mcrae, Ochsner, Mauss, Gabrieli, & Gross, 2008; Ochsner, Bunge, Gross, & Gabrieli, 
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2002; Phan et al., 2005; Silvers, Weber, Wager, & Ochsner, 2014) and the theory of association 
between brain function and structural plasticity (Boyke, Driemeyer, Gaser, Buchel, & May, 
2008; Bütefisch et al., 2000; Draganski et al., 2004; Draganski & May, 2008; Hebb, 1949; May, 
2011; Nudo, Milliken, Jenkins, & Merzenich, 1996), we tested the hypothesis that habitual 
engagement of reappraisal is positively associated with brain volume in the MFC and SFC, but 
that this association is (a) more diffuse in the bilateral MFC and left SFC, regions most 
consistently reported as having broad increased activation for reappraisal and (b) more localized 
in the right SFC, the region reported in more specific/localized engagement of reappraisal. 
Diffuse associations were expected to be reflected in a relatively larger extent, more easily 
identified by whole-region analyses (SBM) and likely only at lower significance thresholds by 
voxel-level analyses (VBM). On the other hand, localized associations were expected to be 
reflected in a relatively smaller extent, less likely to be identified by SBM, but surviving higher 
significance thresholds in VBM analyses (see Figures 2.2-2.4). 
 For demonstration of the manual segmentation protocol, tracing guidelines and basic 
results are described and illustrated for the following two MTL structures (Figure 2.1): the 
amygdala (AMY), and the hippocampus (HC); full details about all MTL areas, also including 
Figure 2.1. An Overview of the PFC from Automatic Segmentation, and the MTL from Manual Tracing 
Using the Present Protocol. Structures labeled here include superior frontal cortex (SFC), middle frontal cortex 
(MFC), inferior frontal cortex (IFC), orbitofrontal cortex (OFC), amygdala (AMY), hippocampus (HC), 
perirhinal cortex (PRC), entorhinal cortex (ERC), and parahippocampal cortex (PHC). Adapted from Moore et 
al. (2014), with permission. 
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the perirhinal cortex (PRC), the entorhinal cortex (ERC), and the parahippocampal cortex (PHC), 
are provided in Moore et al. (2014). Here, the AMY and the HC are traced first, and are then 
followed by the parahippocampal gyrus (PHG) structures. Note that the generic term HC is used 
here to refer to the HC formation, which encompasses the HC proper, the subiculum, and the 
posterior segment of the uncus (Amaral & Witter, 1989; Duvernoy, 2005; Watson et al., 1992). 
Also, note that the PHG can be divided into two segments, the anterior portion and the posterior 
portion. Within the anterior portion of the PHG, it can be further divided into the lateral and 
medial anterior PHG, whose cortical areas correspond to the PRC and the ERC, respectively. 
The PHC, the cortical area of the posterior portion of the PHG, corresponds to the 
parahippocampal cortex proper. For simplicity reasons, we use the terms PRC and ERC to refer 
to the lateral and medial anterior PHG, and PHC to refer to the posterior PHG. The segmentation 
for each structure begins with a rough localization of the anterior and posterior borders, along 
with other relevant landmarks, which is then followed by the actual tracing performed slice-by-
slice in the coronal plane, in an anterior-posterior direction. In all cases, the sagittal and axial 
sections are closely monitored to assist the localization of anatomical boundaries and landmarks.  
 The need for such tracing guidelines is also illustrated in Table 2.1 displaying possible 
differences between the output of automatic and manual segmentation protocols. Notably, the 
advantage of a protocol that describes all of the MTL structures is that variations in the anatomy 
(e.g., the collateral sulcus [CS] depth) that can affect border definitions can be described in 
context with the surrounding anatomy (e.g., the PRC and ERC medial and lateral borders vary in 
location depending on the depth of the CS) (Insausti et al., 1998). This might not be clear to an 
inexperienced tracer or an experienced tracer who only traces single or separate structures, and to 
our knowledge, such a comprehensive guideline does not exist. 
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 The present manual segmentation protocol is an explicit presentation of guidelines used 
for MTL tracing in a previous investigation identifying differential contributions from MTL sub-
regions to the memory enhancing effect of emotion (Dolcos, LaBar, & Cabeza, 2004b), adapted 
to higher resolution brain images allowed by recent developments in structural MRI. By drawing 
information from various separate tracing protocols for these structures (Bonilha, Kobayashi, 
Cendes, & Li, 2004; Bronen & Cheung, 1991; Entis, Doerga, Barrett, & Dickerson, 2012; 
Goncharova, Dickerson, Stoub, & deToledo-Morrell, 2001; Hasboun et al., 1996; Insausti et al., 
1998; Pantel et al., 2000; Pruessner et al., 2002; Pruessner et al., 2000; Watson et al., 1992), as 
well as from anatomical analyses and atlases (Amaral & Lavenex, 2006; Blaizot et al., 2010; 
Ding & Van Hoesen, 2010; Ding, Van Hoesen, Cassell, & Poremba, 2009; Duvernoy, 1999; 
Duvernoy, 2005; Frankó, Insausti, Artacho‐Pérula, Insausti, & Chavoix, 2014), the present 
protocol presents a comprehensive set of guidelines that address inconsistencies in the extant 
literature. This work is expected to promote clearer understanding of the MTL structures, and stir 
up interest of future research in adopting manual segmentation, either as a primary method of 
MTL tracing or as a supplementary method to automatic segmentation. By providing an 
accurate, intuitive, and convenient guide for understanding the MTL anatomy, this protocol will 
help researchers identify the location of all MTL sub-regions, relative to their neighboring 
structures, even when only some MTL structures are specifically targeted for analyses. This will 
not only increase localization accuracy but will also help tracers make informed decisions in 
cases of morphological variation, which is highly likely in the MTL. These guidelines can be 
applied to research involving structural and/or functional MRI investigations of the MTL, 
including volumetric analyses and brain anomaly detection, as well as localizing procedures for 
functional, anatomical, and tractographic analyses, in healthy groups. This protocol could also be 
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used to inform segmentation of MTL structures for patients (e.g., patients with atrophy), if the 
major anatomical landmarks are relatively preserved. Tracing clinical participants’ data can take 
additional time and effort, depending on the severity of atrophy and/or anatomical changes. 
 We recommend the tracing to be performed sequentially, substructure by substructure, 
one hemisphere at a time. Certain software packages (Yushkevich et al., 2006) allow for tracing 
borders outlined on one slice to be pasted onto subsequent slices, a feature that speeds up the 
process. It is always advisable to reference the opposing hemisphere as needed, in order to check 
for consistency across the two sides (e.g., in detecting anatomical landmarks). Alternatively, 
parallel tracing of the same structures within the two hemispheres can also be performed. 
Regardless of whether the tracing is sequential or parallel, once the process is complete, the 
tracers should double-check the end-result and make adjustments as needed, referencing both 
hemispheres and multiple plane views.  
Methods 
Automatic Segmentation Approaches 
Participants 
Data were collected from a sample of 85 healthy young participants (18-34 years old, 48 
females), who had undergone MRI scanning. No participants had previously been diagnosed 
with any neurological, psychiatric, or personality disorders. Two participants were excluded 
from final analyses, one because of incomplete neuropsychological measures and the other 
because of outlier reappraisal scores; participants with outlier anatomical measures were also 
removed analysis-wise (see below and Representative Results section). Outlier values were 
determined using a criterion of 3 SDs (Osborne & Overbay, 2004) for both trait scores and for 
SBM/VBM measures. The experimental protocol was approved for ethical treatment of human 
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participants by the institutional Health Research Ethics Board, and participants provided written 
consent and were compensated with either course credit or money. 
Emotion Regulation and Control Measures 
Habitual engagement of cognitive reappraisal was assessed using the Emotion Regulation 
Questionnaire (ERQ) (Gross & John, 2003). This questionnaire assesses the habitual engagement 
of two emotion regulation strategies, reappraisal and suppression, using a 7-point Likert scale 
that ranges from “strongly disagree” to “strongly agree.” Examples of statements from the 
reappraisal dimension include “I control my emotions by changing the way I think about the 
situation I’m in,” and statements from the suppression dimension include “I keep my emotions to 
myself”(Gross & John, 2003). Reappraisal score was measured by 6 items (Cronbach’s alpha = 
.74, n = 83) and suppression score was measured by 4 items (Cronbach’s alpha = .79, n = 83). 
The distribution of reappraisal scores used for final analyses (M = 30.82, SD = 5.48, n = 83) was 
assessed for normality by performing a Shapiro-Wilk test. This confirmed that the frequency 
distribution of reappraisal scores did not significantly differ from a normal distribution (p > .3). 
For consistency with previous studies (Giuliani, Drabant, Bhatnagar, et al., 2011; Giuliani, 
Drabant, & Gross, 2011), we also included measures of trait negative affect as a control variable, 
which was assessed using the Positive and Negative Affect Scale (PANAS) (Watson, Clark, & 
Tellegen, 1988). This questionnaire assesses the extent to which a person feels a certain way 
right now or during a longer period of time, using a 5-point Likert scale that ranges from “Very 
slightly or not at all” to “Extremely.” Trait affect is concerned with the measures for a longer 
period of time. The trait negative affect was measured by 10 negative affective aspects (e.g., 
“irritable,” “upset;” Cronbach’s alpha = .79, n = 81).  
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 To ensure that the variables targeted for the current study were appropriate for multiple 
regression analysis and not substantially collinear, correlations were computed between 
reappraisal and the control variables. Also, for consistency with previous studies (Giuliani, 
Drabant, Bhatnagar, et al., 2011; Giuliani, Drabant, & Gross, 2011), follow-up analyses included 
additional control variables of suppression and trait negative affect.  
Brain Imaging and Processing Procedures 
Anatomical images (3D MPRAGE, TR = 1,600 ms; TE = 3.82 ms; FOV = 256 x 256 
mm
2
; volume size = 112 slices; voxel size = 1 x 1 x 1 mm³) were obtained using a 1.5 Tesla 
Siemens Sonata scanner. To test predicted diffuse vs. localized volumetric associations, brain 
imaging data were processed using two procedures, a surface-based segmentation procedure 
(SBM) and a voxel-based morphometric (VBM) procedure.  
Surface-based cortical reconstruction and volumetric segmentation were performed with 
the FreeSurfer image analysis suite (FreeSurfer Version 5.3) (Fischl, 2012), which is freely 
available for download online (https://surfer.nmr.mgh.harvard.edu/). For the SBM procedure, 
raw DICOM images were imported directly into FreeSurfer, where a semi-automatic workflow 
was adopted to ensure quality control at the stages of Talairach registration, skull stripping, white 
matter surface reconstruction, and pial surface reconstruction. Output from each of these stages 
was visually examined for quality assurance, and major errors were corrected using standard 
adjustment parameters or manual intervention before re-running the necessary processing steps 
again until results were of good quality. SBM output included whole-region ROI definitions in 
order to test diffuseness of associations at a more global level.  
To address sensitivity at a more localized level than whole-region SBM, VBM was 
performed in addition to the SBM processing, providing complementary analysis at a voxel 
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level. VBM was performed in SPM8 (Ashburner et al., 2008) with the VBM8 toolbox 
(https://dbm.neuro.uni-jena.de/vbm/) (Gaser, 2009; Kurth, Luders, & Gaser, 2010) using 
MATLAB. Processing included importing raw DICOM images directly into SPM8 (Ashburner et 
al., 2008), converting the raw images into NIFTI, then aligning the image origins with the 
anterior commissure and image orientations to be parallel with the anterior-posterior 
commissural plane, followed by normalizing to a standard template in MNI space using 
DARTEL via VBM8 (Ashburner, 2009; Gaser, 2009; Kurth et al., 2010). Grey matter 
segmentations were modulated using the Jacobian determinant, that is, an index of the nonlinear  
warping factor used to expand or shrink local grey matter volume for each participant in order to 
normalize the participant brain to the standard template (Ashburner, 2009), and were saved using 
the VBM8 default settings (Kurth et al., 2010). Quality of normalization accuracy was assessed 
using visual inspection of the normalized T1 weighted images for each participant, and through 
boxplot display of covariance to assess homogeneity of the normalized image data (i.e., 
modulated smoothed grey matter segmentations), which are both standard steps in VBM8. A 
Gaussian smoothing kernel of 10 mm full width at half maximum was used on the grey matter 
maps to correct for registration inaccuracies inherent to the normalization process.  
The ROIs were selected as standard locations for the same regions, specifically designed 
for the method to which it was applied. For SBM, the Desikan-Killiany atlas (Desikan et al., 
2006) implemented in FreeSurfer was used. For VBM, the Automatic Anatomical Labeling 
(AAL) atlas in the WFU PickAtlas toolbox (Maldjian, Laurienti, Kraft, & Burdette, 2003; 
Tzourio-Mazoyer et al., 2002) implemented in SPM8 was used, and ROI masks were resliced 
from atlas space to normalized grey matter space. Importantly, although different brain atlases 
are implemented in the two methods, the same anatomical landmarks are used to identify our 
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targeted regions. For both methods, the MFC ROIs identify the region bordered by the superior 
frontal sulcus, the inferior frontal sulcus, and the precentral sulcus, and the SFC ROIs identify 
the region bordered by the superior frontal sulcus, the precentral sulcus, the paracentral sulcus, 
and the medial extent of the frontal lobe (Desikan et al., 2006; Tzourio-Mazoyer et al., 2002). 
Although, ideally, the results from the two atlases should be directly compared (e.g., by 
coregistering the ROIs directly between SBM and VBM), this is not a common procedure 
because it can cause inappropriate results. For example, it has been suggested that warping SBM 
segmentations to MNI space for volume-based group analyses (e.g., VBM) does not result in 
useful ROI masks (Greve, 2014). For this reason, the current study implemented the 
recommended procedures for each method, to ensure interpretable results and maximize 
generalizability. 
Five participants were determined to have outlier anatomical volumes or poor 
registration, with one participant having outlier values using both methods, and were removed 
analysis-wise, as follows: as assessed by SBM, two participants had outlier total intracranial 
volumes (TIV), one had an outlier right MFC volume, and one had an outlier right SFC volume; 
as assessed by VBM, two were identified as having possibly anomalous registration quality 
(determined by plotting covariance of normalized smoothed grey matter images with a criterion 
of 3 SDs; one of these was also an outlier for SBM TIV).  
Statistical Analyses 
Statistical analyses for demographic variables and the whole-region ROIs were 
performed in IBM SPSS Statistics 22. For both the SBM and VBM approaches, multiple 
regression analyses were used to test the hypotheses regarding the relation between reappraisal 
and PFC volume. In SBM, the selected ROI volume was used as the dependent variable, with the 
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model including independent variables of sex, age, and TIV as nuisance variables, and 
reappraisal score as the variable of interest.  
The multiple regression model was also tested at the voxel level using VBM data. The 
modulated smoothed grey matter segmentation for each participant was used as the dependent 
variable, with the regression model including the covariates of sex and age as nuisance variables, 
and reappraisal score as the covariate of interest. For VBM, TIV was corrected for by scaling the 
grey matter data, which was accomplished by exporting grey matter segmentations normalized 
with the non-linear normalization component only, which effectively removes the affine 
normalization accounting for global brain size and allows for analysis to be considered to be on 
relative volume corrected for overall brain size differences. This is a suggested approach for 
VBM (Kurth et al., 2010) that has been used successfully in previous literature (Hermann, 
Bieber, Keck, Vaitl, & Stark, 2014) and, in principle, provides a correction similar to controlling 
for TIV through the use of a statistical covariate. An absolute threshold mask of 0.1 was used, 
along with an implicit mask. For the targeted analyses, contrast maps were created by controlling 
for effects of sex and age and then examining the relation of emotion regulation through 
reappraisal within each of the selected ROIs (MFC and SFC). Initial analyses used a voxel-wise 
intensity threshold corrected for multiple comparisons for within the extent of the ROI at p 
family-wise error corrected (pFWE) < .05. Follow-up analysis used an uncorrected threshold of p 
< .001, unless otherwise described. For initial analyses, extent thresholds were determined 
empirically using the expected voxels per cluster as calculated by SPM8 (Ashburner et al., 2008; 
Kurth et al., 2010).   
To quantify the relative diffuseness in MFC and SFC of the reappraisal associations, 
volumes were extracted from the modulated smoothed grey matter segmentations. Significant 
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clusters were initially identified at a range of uncorrected height thresholds: p < .0005, p < .001, 
p < .0025, p < .005, p < .01, p < .025, and p < .05 within each ROI mask for a positive 
association of reappraisal, while controlling for sex and age. No extent thresholds were used for 
this analysis. The resulting cluster maps were saved as binary masks and were then used for 
volume extraction using a MATLAB script. Additionally, total volume for each ROI was 
extracted and used to convert the cluster volumes at each significance level into proportions for 
comparison. Then, to test for differences between region volumes, proportional volumes were 
entered into a repeated-measures ANOVA with a factor of brain region and repeated measure of 
proportional volume at each significance level. ANOVA results are reported using Greenhouse-
Geisser correction. 
Manual Segmentation Approach 
Participant and Brain Imaging Procedures 
 The manual tracing was illustrated on scans obtained from a healthy volunteer (female, 
aged 24), using a 3 Tesla Siemens MAGNETOM scanner. Anatomical images were 3D 
MPRAGE (TR = 1,800 ms; TE = 2.26 ms; FOV = 256 x 256 mm
2
) with a built-in interpolation 
function to provide a final voxel size of 1 x 0.5 x 0.5 mm
3
. If image data are acquired with an 
acquisition angle other than AC-PC, such as oblique orientation, the data should be re-gridded to 
a parallel or perpendicular orientation to AC-PC, such that anatomical landmark descriptions 
translate appropriately. The images were then translated to NIFTI format and input into 
segmentation software (Yushkevich et al., 2006) for manual tracing. Scan data used in the 
current protocol was collected as part of a study that was approved by the Institutional Review 




Manual Segmentation Protocol 
Again, because emphasis here is primarily on the AMY and HC, tracing details are 
provided only for these two MTL regions; for complete tracing details about all MTL areas, 
please see Moore at al. (2014). 
1. Amygdala 
1. Anterior Slices of the AMY 
1. Identify the first slice of the AMY in which the limen insula initially appears, where 
the white matter connection between the frontal and temporal lobes is continuous and 
visible (Pruessner et al., 2002). In the coronal view, use the angular bundle as the 
inferolateral border of the AMY. 
2. Locate the optic chiasm as a landmark for the appearance of the AMY. Use the axial 
and sagittal views to distinguish the AMY in its early slices from the surrounding uncus. 
Follow the white matter tract around the AMY in the axial view to exclude the entorhinal 
area (Duvernoy, 1999). 
3. Moving posteriorly, identify the first slice in which the anterior commissure is 
continuous throughout both hemispheres (Entis et al., 2012), where the AMY is visible in 
its typical shape. Trace the AMY counter-clockwise using the entorhinal sulcus as the 
superomedial border, the imaginary line from the fundus of the semianular sulcus along 
the white matter to the inferior tip of the AMY as the inferomedial border, the temporal 
stem as the lateral border, and back to the entorhinal sulcus to complete the tracing 
(Pruessner et al., 2000). 
2. Posterior Slices of the AMY 
1. Note that at this level, both the AMY and HC are visible in the same slice(s). 
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2. Still in the coronal view, identify the last slice of the AMY where the structure is 
superior to the medial extension of the temporal horn of lateral ventricle (Lehmann et al., 
2010) (or the alveus if the ventricle is not present) and lateral to the uncinate gyrus, the 
protuberance of the head of the HC. Check the sagittal and axial views for accurate and 
consistent tracing. 
3. Draw an imaginary line from the fundus of the inferior circular sulcus of the insula to 
the optic tract as the superior border of the AMY (Pruessner et al., 2000), which also 
differentiates it from the grey matter of the globus pallidus and the putamen. 
4. Trace along the semilunar gyrus as the superomedial border and exclude the uncinate 
gyrus (Duvernoy, 1999). Use the inferior horn of the lateral ventricle and the temporal 
stem for the lateral delineation. 
3. Consecutive Slices of the AMY in Anterior-Posterior Direction 
1. Systematically trace the AMY slice-by-slice using the relevant guidelines above. At 
the anterior portion of the AMY, use the same boundaries as for the anterior-most slice; 
conversely, at the posterior portion of the AMY, use the same boundaries as for the 
posterior-most slice. 
2. Continue to employ the axial and sagittal views to help define and further refine the 
AMY borders. 
2. Hippocampus 
1. Localizing the HC 
1. Begin tracing the HC when the temporal horn of the lateral ventricle appears along the 
inferolateral border of the AMY. If the temporal horn of the lateral ventricle is already 
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present on previous slices, note that the onset of the HC is then indicated by the temporal 
horn of the lateral ventricle enlarging and stretching superolaterally. 
2. End the tracing of the HC with its last appearance inferomedial to the trigone of the 
lateral ventricle (Pruessner et al., 2000). Always utilize the alternative views to help 
localize the HC and its borders. 
2. Border Definitions of the HC 
1. Delineate the lateral HC against the temporal horn. In cases where the temporal horn of 
the lateral ventricle is not perceivable enough, exclude one row of voxels from the 
segmentation to denote it. 
2. Inferiorly, use the angular bundle (or its imaginary extension) to the ventricular cavity 
to separate the HC from the PHG. Use the alveus along with the fimbria as the superior 
border. Trace the HC using the same definitions throughout. 
3. Additionally, include the subiculum into the segmentation such that it medially borders 
the white matter bundle of the PHG, superiorly aligns with the curve of the uncus, and 
extends primarily horizontally from the HC (Winterburn et al., 2013). Tracing 
posteriorly, maintain these definitions until the calcarine sulcus intervenes. 
3. Noting Divisions of the HC 
1. Note that the HC can be divided into three segments: head, body, and tail. 
2. Use the appearance of the uncal apex to mark the transition from the HC head to the 
HC body, and the rapid ascending and expansion in size, which typically coincides with 
the appearance of the crus of the fornix, to signify the appearance of the HC tail 




4. Pay special attention when tracing the following structures. 
1. Include the posterior uncus in the segmentation. 
2. Omit the choroid plexus above the alveus from the segmentation on the coronal slices, 
although this may not be possible on lower resolution images. 
3. Refer to the two alternative views to avoid the inclusion of the tail of the caudate and 
the pulvinar at the superior aspect of the HC tail. 
4. Avoid inclusion of the fascicular gyrus by noting its emergence at the level of the crus 
of the fornix, where initially it is separated from the hippocampal tail by the fasciola 
cinerea and more posteriorly becomes the grey matter superior to the calcarine sulcus 
(Duvernoy, 1999). 
Representative Results 
Automatic Segmentation Approaches 
Evidence for Diffuse vs. Localized Associations of Cognitive Reappraisal with Right MFC vs. 
Right SFC Volumes 
 Reappraisal was not correlated with control variables of age (r = -.19, p = .092, n = 83), 
or TIV (r = -.07, p = .542, n = 81), but was negatively correlated with suppression score (r = -
.23, p = .037, n = 83). TIV was not correlated with age (r = -.03, p = .823, n = 81). Also, 
independent sample t-tests did not reveal any significant difference between sex in reappraisal 
score (t = .30, p = .764, n = 83), age (t = -.13, p = .896, n = 83), or TIV (t = -1.54, p = .129, n = 
81). The lack of significant correlation between reappraisal and the control variables indicated 
that these would be appropriate for inclusion in the multiple regression analyses. Suppression 
was not correlated with age (r = -.01, p = .919, n = 83), or TIV (r = .12, p = .292, n = 81), but 
was positively correlated with trait negative affect (r = .28, p = .011, n = 81). Trait negative 
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affect was not correlated with age (r = .06, p = .611, n = 81), or TIV (r = -.07, p = .565, n = 79), 
but was negatively correlated with reappraisal (r = -.28, p = .01, n = 81). For consistency with 
previous studies (Giuliani, Drabant, Bhatnagar, et al., 2011; Giuliani, Drabant, & Gross, 2011), 
follow-up analyses included control variables of suppression and trait negative affect. 
 As expected, reappraisal score showed positive associations with whole-region but not 
voxel-level volumes in the right MFC and left SFC, and voxel-level but not whole-region 
volumes in the right SFC. Consistent with a diffuse volumetric association, reappraisal was 
significantly associated with right MFC whole-region volume (β = .21, p = .035, n = 80), and 
was marginally associated with left SFC volume (β = .20, p = .056, n = 81); reappraisal was not 
associated with left MFC volume (β = .15, p = .134, n = 81). At a voxel level, no association was 
shown in the right MFC, left MFC, or left SFC that survived both the corrected height and 
empirically-determined extent threshold, suggesting that there were no localized effects 
detectable within these regions. However, consistent with the prediction of a more diffuse 
association, there were extended clusters associated with reappraisal in the right and left MFC 
when the height threshold was lowered. Additionally, when the threshold was lowered to 
uncorrected p < .001, a cluster was shown in the left SFC (t-max = 3.51, empirically-determined 
extent threshold of 152 voxels; MNI coordinates: x = -14, y = 11, z = 70; k = 403; n = 81), 
suggesting a more diffuse, lower threshold volumetric association. Cluster volumes were 
extracted and quantified for testing in subsequent analyses with right SFC, as described below.  
 Follow-up analyses controlling for trait negative affect and suppression confirmed that 
the identified associations were specific to reappraisal. These analyses still showed a significant 
association between the right MFC and reappraisal in SBM (β = .21, p = .045, n = 78), and the 
marginal association between the left SFC and reappraisal became significant (β = .24, p = .035, 
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Figure 2.2. Evidence for Localized Volumetric Association 
with Reappraisal in the Right SFC. Consistent with a 
localized volumetric association, voxel-level results from the 
multiple regression model in VBM analyses, controlling for 
sex and age, showed that reappraisal was significantly 
associated with right SFC (for display purposes, a height 
threshold of p < .001 uncorrected and an empirically-
determined extent threshold of 152 voxels were used). Key 
borders for the SFC and MFC are outlined on a rendering of 
the average brain from participants used in the final voxel-
level analyses (n = 81). The color bar indicates t values. Left, 
L; right, R; middle frontal cortex, MFC; superior frontal 
cortex, SFC; voxel-based morphometry, VBM. From Moore et 
al. (2016), with permission. 
n = 79); the left MFC remained non-significant (p > .05). In VBM, the left SFC still showed a 
cluster associated with reappraisal (t-max = 3.47, height threshold of p < .001 uncorrected and 
empirically-determined extent threshold of 147 voxels; MNI coordinates: x = -15, y = 9, z = 70; 
k = 148; n = 79), and the right and left MFC did not show a significant association at these 
thresholds.  
 For the right SFC, the voxel-level results were consistent with a localized volumetric 
association. Specifically, the regression model showed a significant positive association between 
reappraisal score and right SFC (t-max = 4.62, height threshold of pFWE < .05 corrected for 
within the extent of the right SFC ROI and empirically-determined extent threshold of 82 voxels; 
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MNI coordinates: x = 29, y = 14, z = 61; k = 95; n = 81). For a display of this result, see Figure 
2.2. At a whole-region level, reappraisal score did not show a significant association with right 
SFC volume (β = .16, p = .134, n = 80), suggesting that there was not a diffuse volumetric 
association with reappraisal in this region. Again, follow-up analyses controlling for trait 
negative affect and suppression confirmed that the identified association was specific to 
reappraisal. These analyses still showed a significant association between the right SFC volume 
and reappraisal in VBM (t-max = 4.25, height threshold of p < .001 uncorrected and empirically-
determined extent threshold of 147 voxels; MNI coordinates: x = 29, y = 15, z = 61; k = 293; n = 
79); the right SFC remained non-significant in SBM (p > .05).   
Based on the previous results identifying a diffuse association in right MFC and a 
localized association in right SFC, an additional analysis was performed to assess the gradient of 
diffuseness of association between reappraisal and proportional region volume using volumes 
extracted from VBM (n = 81). A repeated-measures ANOVA showed a significant main effect of 
brain region, F(1, 80) = 4180.06, p < .001, of significance threshold, F(1.10, 87.96) = 51237.13, 
p < .001, and a significant interaction between brain region and significance threshold F(1.28, 
102.56) = 4173.76, p < .001, indicating that there was a difference in the average percentage of 
ROI volume associated with reappraisal across significance levels. Results for the ANOVA are 
shown in Figure 2.3.  
 Post-hoc comparisons showed that, consistent with the expectation of a more diffuse 
association in right MFC, mean proportional volume of right MFC (13.99% ± .08%) was 
significantly larger than for right SFC (9.46% ± .06%, p < .001, Bonferroni corrected). The 
interaction between region and significance threshold provided additional clarification about this 
effect. Consistent with the expectation of diffuse (relatively larger extent, lower significance) 
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Figure 2.3. More Diffuse Volumetric Association with Reappraisal in the Right MFC 
than Right SFC. (A) The estimated marginal means plot for significance threshold and 
percentage of ROI volumes. The right MFC shows a smaller percentage of ROI volume 
associated with reappraisal at higher significance levels compared with right SFC, but 
larger increase in volume associated with reappraisal compared with right SFC. (B) The 
cross-over interaction between the right MFC and right SFC occurs around the significance 
threshold of p < .001. Region of interest, ROI; middle frontal cortex, MFC; superior frontal 
cortex, SFC. From Moore et al. (2016), with permission. 
association of reappraisal in right MFC compared to localized (relatively smaller extent, high 
significance) association of reappraisal in right SFC, right MFC showed a numerically lower 
proportional volume associated with reappraisal at a significance level of p < .0005 compared to 
right SFC, and showed a numerically higher proportional volume compared to right SFC at a 
significance level of p < .0025. This suggests that for these data, the cross-over point between 
diffuse compared to localized associations was around the typical exploratory significance 
threshold of p < .001. To visualize the relative diffuseness of the effects in right MFC and SFC, 
t-maps from the initial VBM analysis were converted to maximum intensity plots and then 
projected as surfaces in MATLAB. As can be seen in Figure 2.4, the MFC association showed 
more diffuse, lower significance cluster(s), while the SFC showed a more localized, higher 
significance cluster. Consistent with the ANOVA analysis, this visualization indicated that the 




Figure 2.4. Differential Intensity Distribution of Volumetric Association with Reappraisal in the Right MFC 
(A) Compared with the Right SFC (B). t-maps for the right MFC and SFC were converted to maximum intensity 
plots and mapped as surfaces in MATLAB. The matrix values have been thresholded at the critical t value 
associated with a contrast at p ≤ .0025. The x and y axes show projected voxel dimensions, the z axis and the color 
bar show t values. (C) Projected voxel counts for MFC and SFC. Middle frontal cortex, MFC; superior frontal 
cortex, SFC. From Moore et al. (2016), with permission. 
Manual Segmentation Approach 
Illustration of Possible Differences between Manual and Automatic Segmentation 
 A 3D model of the manual segmentation for the AMY, HC, PRC, ERC, and PHC is 
shown in Figure 2.1. For illustration purposes, the results of manual tracing in one participant 
were compared with those obtained from automatic segmentation using automatic segmentation 
program FSL FAST (Patenaude, Smith, Kennedy, & Jenkinson, 2011; Smith, 2002; Smith et al., 
2004; Woolrich et al., 2009); the focus was on the AMY and the HC. The AMY and HC 
volumes traced by the two methods were also corrected for the TIV of the participant (Table 
2.1), using the following two steps. (1) The volumetric statistics of the AMY and HC 
segmentations: The manual segmentation software automatically calculated the volume statistics 
for labeled areas. This information was retrieved in “Volume and statistics” in the Segmentation 
menu when the to-be-examined segmentation along with its greyscale image was input into the 
software. (2) TIV Calculation: This was accomplished in three steps, using three programs in a 
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Representative volumetric results of the bilateral AMY and the HC of a single participant, from manual tracing 
using the present protocol and automatic segmentation. Automatic segmentation has misestimated the volume of 
each of the four structures compared. Corrected volume was calculated as the ratio between voxel volume and TIV. 
For this participant, TIV = 1599482.11 mm
3
. Amygdala, AMY; hippocampus, HC; total intracranial volume, TIV. 
From Moore et al. (2014), with permission. 
standard automatic segmentation software (Smith et al., 2004). An extraction process was used to 
extract the brain volume from the original image, stripping off non-brain tissue such as the skull. 
A partial volume extraction process was used to separate cerebrospinal fluid (CSF), the grey 
matter, and the white matter. Finally, a statistics process was used to sum up the partial volumes 
to obtain the TIV for the participant. 
 From these results, it is clear that automatic segmentation software may be capable of 
providing a reasonable localization of the MTL structures, but that the outcome of its 
segmentation can be further modified and refined through manual adjustments to meet a higher 
level of precision. 




 In the current study, three complementary structural brain imaging approaches were 
demonstrated for the comprehensive and effective measurement of brain volume, at different 
levels. SBM and VBM results showed novel positive volumetric associations between habitual 
engagement of reappraisal and PFC regions, identifying a diffuse volumetric association in the 
right MFC and left SFC, and a localized association in the right SFC. Manual segmentation 





) Corrected volume 
    Manual Auto Manual Auto 
Amygdala Left 1828.25 1506.75 0.11 0.09 
  Right 1866.25 1494.75 0.12 0.09 
Hippocampus Left 4119.50 4493.50 0.26 0.28 




results showed notable improvement of AMY and HC measurement accuracy, compared to an 
automated approach.  
 Together the SBM and VBM results suggest a possible explanation as to why some 
volumetric literature has shown seeming discrepancies with functional literature and has failed to 
detect effects in some regions while successfully detecting them in others. A combined SBM-
VBM approach might therefore be useful for the study of other individual differences, where 
associations might be more distributed, and might be a complementary analysis to methods 
targeting individual differences across many regions, or at the level of networks. For example, 
the extant literature which has focused on individual differences within the framework of 
personality neuroscience has depended largely on voxel-level analyses (DeYoung et al., 2010). 
Additional clarifications may emerge if a multi-method approach is taken to investigations in 
these areas. 
A possible advantage of using multiple segmentation methods together is the feasibility 
of investigating or accounting for differing levels of variability in anatomical location across 
different brain regions. For example, it has been shown that notable variability can exist across 
individuals in regions such as the lateral PFC (Rajkowska & Goldman-Rakic, 1995). Although 
there does not appear to be strong evidence of substantial differences in the reliability of 
segmentation protocols for middle and superior frontal cortex (Crespo-Facorro et al., 1999; 
Desikan et al., 2006), variability in the anatomy is an aspect that might also influence the 
volumetric measurements captured by different morphometric approaches. Anatomical 
variability is one factor that might contribute to misestimations in the MTL, and might also 
present a challenge for approaches which involve stringent normalization procedures, such as 
VBM. This aspect should be considered in future work, and could perhaps be tested or controlled 
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for by capitalizing on multiple structural brain imaging segmentation protocols, such as those 
implemented in the present study. 
 Traditionally, manual segmentation has been considered the gold standard by many 
researchers. Nevertheless, a precise delineation of the individual structures has been complicated 
by the highly variable morphology of the MTL structures, and by the usually weak MRI 
contrasts of these structures against the surrounding neural tissue and non-neural areas. 
Historically, there have been conflicting descriptions in the literature for some MTL structures.  
 The benefit of manual segmentation of MR imaging data is the potential for increased 
accuracy and adaptability allowed by the flexibility in tracing and/or making adjustments based 
on knowledge of anatomy implemented in comprehensive guidelines. This flexibility can 
complement automatic tracing. Although it can be difficult to translate cytoarchitecture to MR 
images, as acknowledged in a recent paper (Frankó et al., 2014), the use of notable landmarks 
can provide contextual guidelines that are usable across participants. In segmenting the whole 
MTL, a tracer is given context and familiarity with surrounding structures which allows a level 
of adaptability and flexibility that can increase tracing accuracy. As we outline in our protocol, 
there are inconsistencies in the extant literature regarding the boundaries of MTL structures. 
Manual segmentation allows flexibility in implementing tracing guidelines, which is not as easily 
attainable by automatic segmentation algorithms. Additionally, the advantage of having working 
knowledge of relevant anatomical landmarks is also relevant if automatic segmentation fails, so 
that corrective measures can be taken based on good understanding of tracing guidelines 
regarding the borders of MTL (sub)regions, as described in our protocol. The importance of 
assessing the accuracy of segmentations is also highlighted by the increasing interest in subfields 
of MTL structures such as the HC (Van Leemput et al., 2009; Wisse, Biessels, & Geerlings, 
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2014). Investigation of subfields can benefit from initial quality assessment and confirmation of 
accuracy at the level of the larger MTL structures, followed by more fine-grained delineations.  
 The selective use of automated or manual segmentation protocols might explain some 
seeming inconsistencies across the extant brain imaging literature, and capitalization on multiple 
methods might help to resolve these inconsistencies. For example, much of the research on brain 
structural correlates of anxiety in clinical patients has used manual tracing protocols (e.g., 
Hayano et al., 2009; Irle et al., 2010), while research on trait anxiety in healthy participants has 
often used automated approaches (Baur, Hanggi, & Jancke, 2012; Blackmon et al., 2011). 
Interestingly, the patterns observed in the clinical studies have generally shown that smaller 
AMY volume was associated with anxiety (Hayano et al., 2009; Irle et al., 2010), while the 
patterns observed in the healthy studies have been mixed, (Baur et al., 2012; Blackmon et al., 
2011). More specifically, one study (Blackmon et al., 2011) reported a negative correlation 
between the volume of the left AMY and trait anxiety, whereas another study (Baur et al., 2012) 
identified a positive correlation between the left AMY volume and trait anxiety. Whereas these 
discrepancies may be related to such factors as heterogeneity in sample characteristics, it is also 
possible that the findings were influenced by the selected segmentation protocols, which have 
primarily been manually implemented in the clinical research, and automated in the healthy. 
Therefore, one possible cause for discrepancies between studies in the clinical vs. healthy 
populations may be related to their different approaches of using manual tracing vs. automated 
methods, respectively. Indeed, recent work applying a manual segmentation approach to a 
healthy group showed evidence that the patterns in healthy participants were consistent with 
what is found in clinical patients (Hu et al., 2018). This evidence points to the importance of the 
segmentation protocol that is used as a possible factor influencing analyses. 
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 Although speed and efficiency increase with training, a practical limitation of manual 
segmentation of brain structures is that it requires additional expertise in brain anatomy and a 
substantial devotion of time and effort. Hence, in the pursuit of higher efficiency, automated 
segmentation programs are also employed alternatively for the ROI segmentation. However, as 
the results of manual and automatic segmentation in the MTL illustrated here, the probabilistic 
estimation employed by automatic segmentation software can be less exact than manual 
approximation in these brain regions. The standard software used in the current protocol is one of 
several common options (Morey, Petty, et al., 2009), but the potential advantages and 
disadvantages of manual segmentation compared to automatic segmentation are similar  
regardless of the software chosen for automatic segmentation. 
 Overall, our view is that automatic and manual segmentation can be used as 
complementary methods or together in a hybrid approach. We suggest that capitalizing on 
automatic segmentation results can effectively capture diffuse (SBM) and localized (VBM) 
effects, particularly in cortical regions of the brain, and hence we capitalize on one of these 
approaches in conjunction with a more comprehensive statistical approach in Chapter 3. 
However, automatic segmentations, particularly of subcortical regions such as the MTL, should 
be checked and manually refined, if necessary, by expert tracers. Such a hybrid approach can 
increase the efficiency of segmenting large samples of participant MRI data, while also 
incorporating the advantages of increased parcellation accuracy via visual inspection and manual 
refinement of the automated segmentations. The present protocol provides a demonstration of 
multi-method automatic segmentation, and a set of guidelines for manual tracing of the MTL 
structures on high-resolution MR images. By taking advantage of the finer resolution of the 
current images, structures and landmarks can be accurately captured, so that the guidelines 
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presented here can be applied to images of a wide range of resolutions. This work is expected to 
provide and promote a clearer understanding of the advantages and disadvantages of different 
automatic segmentation methods, as well as improved understanding of gross anatomy of the 
MTL structures. Adoption of a comprehensive multi-method approach, or careful selection of an 
approach appropriate for a given research question, should lead to more consistent and 


















CHAPTER 3: NEURO-BEHAVIORAL MECHANISMS OF RESILIENCE AGAINST 
EMOTIONAL DISTRESS: AN INTEGRATIVE BRAIN-PERSONALITY-SYMPTOM 





Anxiety and depression  are among the most common mental disorders in the United 
States (Anxiety and Depression Association of America, 2016; National Institute of Mental 
Health, 2016), and among the most prevalent causes of disability worldwide (World Health 
Organization, 2017). Hence, it is critical to improve current understanding of the neuro-
behavioral mechanisms associated with functions that are altered in these conditions. Despite 
recent progress regarding specific brain regions and personality traits (e.g., DeYoung et al., 
2010; Giuliani, Drabant, Bhatnagar, et al., 2011), it remains unclear whether there are common 
latent brain and personality factors that might predict resilience or vulnerability to emotional 
distress. 
Volumetric alterations in the brain and individual differences in personality traits that 
support resilience to emotional distress have been consistently associated with anxiety and 
depression (Chang et al., 2011; Gross & John, 2003; Martin & Dahlen, 2005; Talati, Pantazatos, 
Schneier, Weissman, & Hirsch, 2013; van Tol et al., 2010; Watson, Clark, & Carey, 1988; Wu et 
al., 2013). However, it remains unclear how these factors are inter-related, and whether there are 
common brain and personality factors underlying these associations. Examining this issue using 
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integrative models combining neural correlates, personality traits, and measures indexing 
symptoms of distress in healthy populations provides the opportunity to identify common 
individual difference factors associated with different types of distress that may index resilience 
to, or risk/vulnerabilities for, psychopathologies (Cuthbert & Insel, 2013). Hence, in this proof-
of-concept study, we adopted a brain-personality-distress symptom framework, using an 
integrative structural equation modeling approach, to examine associations among latent 
constructs of brain region volumes and personality traits, and the presence of anxiety and 
depression symptoms in a sample of healthy young adults.  
A growing body of work from brain imaging research supports the idea that the brain can 
be conceptualized as a collection of inter-related systems or networks, and that brain regions that 
are involved in similar processes appear to be inter-related at both structural and functional levels 
(Alexander-Bloch et al., 2013; Bullmore & Sporns, 2009; Dosenbach et al., 2007; Dosenbach et 
al., 2006; Mechelli et al., 2005; Power et al., 2011; Power & Petersen, 2013; Yeo et al., 2014; 
Yeo et al., 2011). Although the exact delineation and dynamics of such networks continues to be 
an area of debate (e.g., Dosenbach et al., 2006; Power et al., 2011; Power & Petersen, 2013; Yeo 
et al., 2011), multiple networks appear to play key roles in top-down processing, cognitive 
control, and integration of emotional information (Dosenbach et al., 2006; Power et al., 2011; 
Power & Petersen, 2013; Seeley et al., 2007; Yeo et al., 2011). A shared feature of these 
networks is that key nodes exist within the prefrontal cortex (PFC), which has long been 
identified as a sector of the brain important for cognitive control and executive function (Gilbert 
& Burgess, 2008; Miller, 2000; Ochsner & Gross, 2005). Although the relative unity and 
diversity of cognitive control functions, and of the PFC, continues to be an ongoing area of 
research (Collette et al., 2005; Duncan, Johnson, Swales, & Freer, 1997; Friedman & Miyake, 
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Figure 3.1. The Regions of Interest Selected for Prefrontal Cortex Volumes. The Desikan-Killiany atlas was 
used to extract volumes for the MFC, IFC, and OFC for each participant. Left, L; right, R; middle frontal cortex, 
MFC; inferior frontal cortex, IFC; orbital frontal cortex, OFC. From Moore et al. (2018), with permission. 
2017; Miller, 2000; Miyake et al., 2000; Teuber, 1972), available evidence converges on the 
shared role of PFC regions in functions that contribute to the ability to cope with emotional 
challenges, such as cognitive reappraisal (Buhle et al., 2013; Goldin et al., 2008), positive affect 
(Ashby, Isen, & Turken, 1999; Davidson & Irwin, 1999), and optimism (Dolcos, Hu, Iordan, 
Moore, & Dolcos, 2016; Kringelbach, 2005; Sharot, Riccardi, Raio, & Phelps, 2007). We 
therefore introduce these associations below.  
Within the PFC, the middle frontal cortex (MFC), inferior frontal cortex (IFC), and 
orbital frontal cortex (OFC) have each been linked to integration and control of emotion 
(illustrations of these brain areas are shown in Figure 3.1). Greater engagement of these regions 
has been found consistently in association with cognitive reappraisal (Buhle et al., 2013; Goldin 
et al., 2008; Kalisch, 2009), an emotion regulation strategy that involves construing a particular 
situation in a way that changes its emotional impact (Gross & John, 2003; Lazarus & Alfert, 
1964). Individual differences in habitual engagement of reappraisal have also been associated 
with changes in brain response to emotional stimuli in the PFC (Drabant, McRae, Manuck, 
Hariri, & Gross, 2009). This suggests that the ways in which individuals typically control their 
emotions impacts neural processing and might, over the course of development, alter the 
structure of the underlying brain regions. Interestingly, engagement of reappraisal for longer 
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durations seems to shift activity from left to right lateral PFC (Kalisch, 2009),  and habitual 
engagement of reappraisal is positively associated with the volume of the right MFC (Moore et 
al., 2016). The right MFC has also been shown to be negatively associated with symptoms of 
emotional distress, such as depression (Bora, Fornito, Pantelis, & Yucel, 2012; Chang et al., 
2011). Together, these results suggest that within the MFC, the volume of the right hemisphere is 
particularly associated with individual differences in cognitive control of emotion and protection 
against symptoms of emotional distress. 
The PFC has also been identified as playing an important role supporting positive affect 
(Davidson & Irwin, 1999). In particular, convergent evidence from lesions, 
electroencephalography, and neuroimaging studies suggests that the left PFC is part of a system 
facilitating approach toward positive affective stimuli (Canli, Desmond, Zhao, Glover, & 
Gabrieli, 1998; Davidson & Irwin, 1999; Dolcos, LaBar, & Cabeza, 2004a; Eddington, Dolcos, 
Cabeza, Krishnan, & Strauman, 2007; Harmon-Jones, 2003). The left PFC has also been linked 
to trait optimism (Dolcos et al., 2016), which refers to the dispositional tendency for people to 
hold generalized favorable expectancies about their future (Carver, Scheier, & Segerstrom, 
2010). For example, disruption of the left PFC using transcranial magnetic stimulation has been 
shown to enhance the ability to incorporate negative information into beliefs (Sharot et al., 
2012), suggesting that the left PFC facilitates the optimistic bias. Consistent with this idea, the 
left IFC and OFC have been shown to be negatively associated with symptoms of anxiety (Hu & 
Dolcos, 2017; Shang et al., 2014; Talati et al., 2013) and depression (Bremner et al., 2002; Lai, 
Payne, Byrum, Steffens, & Krishnan, 2000; Shah, Ebmeier, Glabus, & Goodwin, 1998). This 
suggests that within the IFC and OFC, the volume of the left hemisphere is particularly important 
40 
 
in supporting cognitive control of emotion and protection against symptoms of emotional 
distress. 
Consistent with the idea that the dispositional traits of cognitive reappraisal, positive 
affectivity, and optimism protect against symptoms of distress, these factors have been shown to 
be positively associated with one another (Chang et al., 1997; Gross & John, 2003), and to 
negatively predict anxiety and depression (Gross & John, 2003; Martin & Dahlen, 2005; Scheier 
et al., 1994; Watson, Clark, & Tellegen, 1988), suggesting that each of these traits might be an 
indicator of a common factor indexing well-being. There is also evidence suggesting that each of 
these constructs is related to cognitive control. For example, reappraisal has been shown to be 
linked to cognitive control abilities, such as working memory capacity (McRae, Jacobs, Ray, 
John, & Gross, 2012), positive affect has been shown to be linked to increased cognitive 
flexibility and reduced perseveration (Dreisbach & Goschke, 2004), and optimism has been 
shown to be associated with self-report indices of executive function such as organization 
(Kruger, 2011). Together, the available evidence suggests that cognitive reappraisal, positive 
affectivity, and optimism share a common association involving adaptive control of emotion that 
protects against negative emotional outcomes and emotional distress. 
To summarize, greater engagement within a system of PFC regions has been associated 
with more adaptive responses to emotional challenges (Buhle et al., 2013; Davidson & Irwin, 
1999; Goldin et al., 2008; Harmon-Jones, 2003; Kalisch, 2009), suggesting that a similar pattern 
may exist at the level of brain structure (Davidson & Irwin, 1999; Dolcos et al., 2016; Hu & 
Dolcos, 2017; Moore et al., 2016). The dispositional traits of cognitive reappraisal, positive 
affectivity, and optimism are personality dimensions that help to protect against symptoms of 
emotional distress (Carver et al., 2010; Gross & John, 2003; Martin & Dahlen, 2005; Scheier et 
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al., 1994; Watson, Clark, & Tellegen, 1988). Finally, indices of emotional distress, including 
anxiety and depression, have been linked to reduced volume in PFC structures (Bora et al., 2012; 
Bremner et al., 2002; Chang et al., 2011; Hu & Dolcos, 2017; Lai et al., 2000; Shah et al., 1998; 
Shang et al., 2014; Talati et al., 2013), and reduced indices of the resilience-related personality 
traits (Carver et al., 2010; Gross & John, 2003; Martin & Dahlen, 2005; Scheier et al., 1994; 
Watson, Clark, & Tellegen, 1988).  
However, what remains unclear is whether the suggested pattern of common factors in 
brain structure and in personality predicts lower symptoms of distress. To clarify this issue, the 
current study employed structural equation modeling using a brain-personality-distress symptom 
framework, and explored a possible mediating role of resilience-related personality traits in the 
link between PFC volume and measures of distress (i.e., anxiety and depression), in a  sample of 
healthy young adults. The overall concept for the present report was informed by the existing 
literature (Colibazzi et al., 2008; Kim, Zhu, Chang, Bentler, & Ernst, 2007; Marsh et al., 2010; 
Yeh et al., 2010), and builds on previous findings coming from our work that targeted specific 
brain regions and factors (Dolcos et al., 2016; Hu & Dolcos, 2017; Moore et al., 2016) with a 
goal of testing for an integrated and comprehensive model. By incorporating factors that reflect 
individual differences in PFC volume, personality traits associated with enhanced positive 
affectivity, and measures of distress, the current study integrates control- and resilience-related 
constructs in a comprehensive brain-personality-symptom framework. Such an approach has the 
potential to advance our understanding of resilience and vulnerability to emotional distress and 
its mechanisms. The current study tested the following hypotheses: (a) A latent construct of PFC 
volume, including the MFC, IFC, and OFC, would be positively associated with latent trait 
Resilience; (b) a latent construct of trait Resilience would be negatively associated with Anxiety 
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and Depression; and (c) the latent PFC volume would negatively predict symptoms of Distress 
through greater latent trait Resilience.  
Methods 
Participants 
Data were collected from a sample of 85 healthy young participants (18-34 years old, 48 
females), who had undergone magnetic resonance imaging (MRI) scanning. Some individual 
differences measures were not completed by all participants (see Analytical Overview subsection 
and Table 3.1 for details of final sample sizes, as well as details of statistical outlier assessment 
and removal that preceded all reported results). No participants had previously been diagnosed 
with any neurological, psychiatric, or personality disorders. Potential outlier cases were assessed 
and excluded from final analyses, based on procedures described below. The neuropsychological 
testing and structural brain imaging procedures were part of a common protocol across multiple 
individual functional brain imaging studies that also involved completion of behavioral tasks in 
the scanner. Participants completed questionnaires in one or more sessions at a computer 
terminal in the lab, which typically occurred within a few weeks around the MRI scanning 
session, depending on the specific functional studies. The present sample overlaps with samples 
previously reported elsewhere (Dolcos et al., 2016; Hu & Dolcos, 2017; Moore et al., 2016). The 
experimental protocol was approved for ethical treatment of human participants by the 
institutional Health Research Ethics Board, and participants provided written consent and were 
compensated with either course credit or money. The authors assert that all procedures 
contributing to this work comply with the ethical standards of the relevant national and 
institutional committees on human experimentation and with the Helsinki Declaration of 1975, 
as revised in 2008.  
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Structural MRI Data Acquisition and Preprocessing 
Anatomical images (3D MPRAGE, repetition time = 1,600 ms; echo time = 3.82 ms; 
field of view = 256 x 256 mm
2
; volume size = 112 slices; voxel size = 1 x 1 x 1 mm³) were 
obtained using a 1.5 Tesla Siemens Sonata scanner. To examine volumetric associations, brain 
imaging data were processed using a surface-based morphometric procedure. Surface-based 
cortical reconstruction and volumetric segmentation were performed with the FreeSurfer image 
analysis suite (FreeSurfer Version 5.3) (Fischl, 2012), which is freely available for download 
online (https://surfer.nmr.mgh.harvard.edu/). Specifically, raw DICOM images were imported 
directly into FreeSurfer (Fischl, 2012), where a semi-automatic workflow was adopted to ensure 
quality control at the stages of Talairach registration, skull stripping, white matter surface 
reconstruction, and pial surface reconstruction. Output from each of these stages was visually 
examined for quality assurance, and major errors were corrected using standard adjustment 
parameters or manual intervention before re-running the necessary processing steps again until 
results were of good quality.  
Volume measures from regions of interest (ROIs) were extracted using the parcellation 
from Desikan et al. (2006). Specifically, the right MFC (combined caudal and rostral MFC) ROI 
identified the region bordered by the superior frontal sulcus, the inferior frontal sulcus, and the 
precentral sulcus. For the left IFC (pars opercularis) ROI, the whole IFC was identified as the 
area delineated anteriorly by the rostral extent of the inferior frontal sulcus, posteriorly by the 
precentral gyrus, laterally by the lateral bank of the inferior frontal sulcus, and medially by the 
medial bank of the lateral orbital sulcus and/or the circular insular sulcus. The subdivision pars 
opercularis was defined on this IFC ROI as the first gyrus from the precentral gyrus. Finally, the 
left OFC (lateral OFC) ROI identified the region lateral to the medial orbital sulcus, within the 
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rostral and caudal extent of the lateral orbital gyrus, bordering the lateral bank of the lateral 
orbital sulcus and/or the circular insular sulcus at the lateral aspect. Figure 3.1 shows an example 
of the ROI delineations. To account for overall brain size differences, the brain region volumes 
were scaled. Specifically, the MFC, IFC, and OFC volumes were divided by total intra -cranial 
volume, then multiplied by a constant (i.e., 1000), to bring the scaled values to a variance range 
similar to the other variables in the structural equation model.  
Volume measures from additional ROIs were extracted for additional analyses. 
Specifically, the right frontal pole, left pars triangularis, left medial OFC, right superior parietal 
cortex, left rostral anterior cingulate, and left accumbens area were examined. Consistent with 
the primary analyses, brain region volumes were scaled to account for overall brain size 
differences.  
Individual Differences Measures 
Personality and symptom measures included the Emotion Regulation Questionnaire 
(ERQ) (Gross & John, 2003), Positive and Negative Affect Scale (PANAS) (Watson, Clark, & 
Tellegen, 1988), Life Orientation Test-Revised (LOT-R) (Scheier et al., 1994), State-Trait 
Anxiety Inventory (STAI) (Spielberger, Gorsuch, & Lushene, 1970), the Beck Depression 
Inventory (BDI) (Beck, Ward, Mendelson, Mock, & Erbaugh, 1961; Sanz & Garcia-Vera, 2007), 
and the Neuroticism-Extraversion-Openness Five-Factor Inventory, neuroticism subscale 
(NEO_N) (Costa & McCrae, 1992).  
The ERQ assesses the habitual engagement of two emotion regulation strategies, 
reappraisal and suppression, using a 7-point Likert scale that ranges from 1 = “strongly 
disagree” to 7 = “strongly agree.” Examples of statements from the reappraisal dimension 
include “I control my emotions by changing the way I think about the situation I’m in,” and 
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statements from the suppression dimension include “I keep my emotions to myself” (Gross & 
John, 2003). In this sample, the Cronbach’s alpha was .73 for reappraisal, and .79 for 
suppression (n = 80). 
The PANAS is a widely-used measure of current/trait affect (Watson, Clark, & Tellegen, 
1988). It includes a list of 20 adjective descriptors of 10 positive (e.g., “interested,” 
“enthusiastic”) and 10 negative (e.g., “irritable,” “upset”) affects. Items are rated on a 5-point 
scale from 1 = “very slightly or not at all” to 5 = “extremely” according “to what extent [the 
person] feels this way right now” or during a longer period of time (i.e., “in general”). In the 
current study, the trait measure for positive affect (Cronbach’s alpha = .92, n = 78) over a longer 
period of time was used (negative affect Cronbach’s alpha = .79, n = 78). 
The LOT-R consists of 10 statements (e.g., “I’m always optimistic about my future,” “I 
rarely count on good things happening to me”), which measure the degree of optimism or 
pessimism (Scheier et al., 1994). Each statement is rated on a 5-point scale from 0 = “strongly 
disagree” to 4 = “strongly agree.” Cronbach’s alpha was .76 in this sample (n = 58). 
The STAI provides measures of the temporary condition of “state anxiety” and the more 
general and long-standing quality of “trait anxiety” in adults (Spielberger et al., 1970). The STAI 
consists of two scales containing 20 items each, with the trait anxiety measure evaluating how 
the participant feels “generally.” It uses “I feel/I am” statements that are rated on 4-point scale 
from 1 = “not at all” to 4 = “very much so.” In the current study, the total trait measure of how a 
participant feels generally was used (Cronbach’s alpha = .88, n = 81). The total state anxiety 
measure was used for additional comparison with the analyses targeting trait anxiety. Cronbach’s 
alpha for state anxiety was .89 in this sample (n = 81). 
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The BDI is a commonly used measure of depression (Beck et al., 1961; Sanz & Garcia-
Vera, 2007). It consists of 21 items, each of them having four possible options to select from, 
ranging in intensity from 0 to 3 (e.g., 0 = “I do not feel sad;” 1 = “I feel sad;” 2 = “I am sad all 
the time and I can’t snap out of it;” 3 = “I am so sad or unhappy that I can’t stand it”). A value of 
0 to 3 is assigned to each item and the total score determines the depression severity, the higher 
the score the more severe the depression (Cronbach’s alpha = .80, n = 79).  
Neuroticism was measured with Neuroticism-Extraversion-Openness Five-Factor 
Inventory neuroticism subscale (NEO_N) (Costa & McCrae, 1992). The subscale consists of 12 
statements, such as “I often feel tense and jittery.” Participants rated how much they agreed with 
each statement, using a 5-point scale (1 = “strongly disagree or the statement is definitely false,” 
3 = “neutral or undecided or the statement is about equally true and false,” 5 = “strongly agree or 
the statement is definitely true”). The ratings were summed to obtain a score of for each 
participant. Higher scores were taken to indicate higher levels of neuroticism.  Cronbach’s alpha 
for neuroticism was .82 in this sample (extraversion Cronbach’s alpha = .84; openness 
Cronbach’s alpha = .71; agreeableness Cronbach’s alpha = .77; conscientiousness Cronbach’s 
alpha = .86; n = 81). 
Analytic Overview 
Structural MRI data were analyzed in conjunction with the individual difference 
measures introduced above, to examine associations among brain structure, personality, and 
distress symptoms. Analyses were carried out for testing statistical models involving brain region 
volumes, personality measures, and symptom measures, using R 3.4.3 with RStudio 1.1.423 and 
statistical package lavaan (Rosseel, 2012). The models that were tested were informed by the 
available anatomical literature, as well as theory regarding factors of resilience and emotional 
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distress. Data were first assessed for potential outlier cases at a univariate level using a criterion 
of 3 SDs (Osborne & Overbay, 2004), for brain, trait, and symptom measures. Four participants 
were excluded from final analyses. Two of the participants were excluded because of outlier 
scaled ROI volumes, one participant was excluded because of outlier scores on reappraisal, 
anxiety, and depression measures, and one participant was excluded because of outlier score on 
optimism. In addition, some trait and symptom measures were not completed by all participants, 
thus handling of missing data is described below and final sample sizes are noted below. Besides 
the cases identified in the primary analyses, one participant was identified because of an outlier 
scaled ROI volume (left pars triangularis). Hence, analyses relating to the targeted variables 
excluded the identified outliers for the targeted brain regions, traits, and symptoms, while 
comparison analyses excluded the outlier cases for the relevant brain regions, traits, and 
symptoms. 
Correlation analyses were carried out to examine bivariate associations among the 
variables of interest and with the control variable of age. Since some variables had fewer 
observations than others, correlations were assessed using pairwise deletion for missing 
observations. Correlation results are described using two-sided significance tests unless 
otherwise specified. Path analyses were conducted using R package lavaan (Rosseel, 2012). 
Analyses completed in lavaan used settings that parallel other software packages such as AMOS 
standard settings, including Wishart estimation, maximum likelihood estimation for handling 
missing data, and the use of expected information for estimating standard error variance 
(Arbuckle, 2016; Rosseel, 2012). Within the hypothetical model, a latent factor was constructed 
for volumes of a PFC brain system of Control, another latent factor was constructed for a 
Resilience personality variable, and Distress was represented as manifest variables for total 
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Anxiety, and total Depression. Variables of sex and age were included in the regressions on the 
mediator and symptom variables, to control for the influence of these demographics. Given that a 
reversal of the proposed direction of effects is also statistically plausible, we tested two 
alternative models to examine the possibility that Resilience mediates the link from Distress to 
Control, or that Control mediates the link from Resilience to Distress. To determine the model 
fit, we examined the χ
2
/df ratio, Comparative Fit Index (CFI), and Root Mean Square Error of 
Approximation (RMSEA). A good model fit is reflected by χ
2
/df ratios < 3 (Kline, 1998), fit 
indices > .90 (Bentler, 1990; Kline, 1998), and RMSEA values ≤ .08.  
To confirm that our primary results were not influenced by our data screening procedure, 
we also re-tested our path model with univariate statistical outliers included. To further examine 
the specificity of the present results at the brain level, we tested the proposed model with 
comparison brain regions. A test with nearby regions was conducted to assess whether adjacent 
brain areas show the same patterns of prediction (i.e., right frontal pole, left pars triangularis, left 
medial OFC). A test with regions that perform similar roles in the context of the targeted 
processes (e.g., maintaining goal-relevant information, monitoring and assessing outcomes, 
reward and pleasure processing; right superior parietal cortex, left rostral anterior cingulate, left 
accumbens area) was conducted to assess whether the lateral PFC is of particular importance for 
the current findings. A test with bilateral MFC, IFC, and OFC regions was conducted to see 
whether considering the regions bilaterally is more appropriate than the hypothesized lateralized 
ROIs. For the purpose of comparison at the personality level, we also tested the proposed model 
with neuroticism included as an additional personality trait in the Resilience factor. For 





Analyses were conducted on brain, personality, and symptom measures using the 
hypothetical structural equation model. The structural equation model included confirmatory 
factor analysis of the manifest brain and personality variables into latent variable constructs, 
which then were tested for predicted associations among each other and anxiety and depression 
measures using regression and mediation analyses. Table 3.1 provides descriptive information 
and intercorrelations for the targeted variables.  
As expected, the intercorrelations of the variables of interest showed that the scaled PFC 
volume measures were positively associated with each other, the Resilience personality traits 
were positively associated with each other, and the Distress symptoms were also positively 
associated with each other (Table 3.1). At a bivariate level, right MFC volume was positively 
associated optimism, marginally positively associated with reappraisal (p = .032 one-tailed), and 
marginally negatively associated with Anxiety (p = .026 one-tailed). Left IFC volume was 
negatively associated with Anxiety. Left OFC volume was positively associated with optimism, 
and negatively associated with Anxiety. Anxiety was negatively associated with positive 
affectivity and optimism, and marginally negatively associated with reappraisal (p = .031 one-
tailed). Depression was negatively associated with positive affectivity and optimism. Age was 
not significantly associated with any of the variables of interest (ps > .13). To check for sex 
differences in the variables of interest, independent sample t-tests were performed. There were 
no significant differences between females and males for age, scaled PFC volumes, reappraisal, 
positive affectivity, or Anxiety (ps > .406). Results showed that females had greater trait 
optimism (M = 17.14, SD = 3.39, n = 36) compared to males (M = 14.91, SD = 4.39, n = 22; 
t[36.24] = 2.04, p = .049), and lower Depression (M = 3.38, SD = 3.48, n = 45) compared to 
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males (M = 5.65, SD = 4.68, n = 34; t[58.62] = -2.37, p = .021). To control for the possible 
influences of sex and age on the variables of interest, the variables of sex and age were included 
within the following path model analyses as variables of no interest. 
Table 3.1. Means, Standard Deviations, and Correlations.  
Figure 3.2 displays the latent variable mediation model for statistically predicting Anxiety 
with standardized path coefficients. The model predicting Anxiety showed a strong fit to the data, 
χ
2
(22) = 21.16, ns, χ2/df = .96, CFI = 1.00, RMSEA = .00. As expected, the scaled PFC volumes 
contributed significantly to the latent construct of Control (ps < .001), and the personality traits 
of reappraisal, positive affectivity, and optimism contributed significantly to the latent construct 
of Resilience (ps < .01). Consistent with the idea that brain regions engaged in cognitive control 
are associated with protection against emotional distress, the latent construct of PFC system 
volume positively predicted the latent construct of trait Resilience, and latent trait Resilience 
negatively predicted Anxiety. Furthermore, mediation analysis confirmed that greater latent PFC 
Note. * indicates p < .05; ** indicates p < .01. n, M, and SD are used to represent sub-sample size, mean, and 
standard deviation, respectively. From Moore et al. (2018), with permission. 
 
Variable n M SD  1   2   3   4   5   6   7   8  
             
1. Age  23.40 3.98          
   n 81              
2. Right MFC  181.36 27.62 -.00         
   n 81     81         
3. Left IFC  41.59 8.73 .10 .53**       
   n 81     81 81        
4. Left OFC  59.04 8.27 -.04 .75**     .60**      
   n 81     81 81 81       
5. Reappraisal  30.66 5.48 -.17 .21 .12 .14      
   n 80     80 80 80 80      
6. Positive Affectivity 32.36 7.52 .09 .11 .15 .15 .33**    
   n 78     78 78 78 78 78     
7. Optimism  16.29 3.92 .06 .27* .13 .26* .31* .37**   
   n 58     58 58 58 58 58 58    
8. Anxiety  38.09 8.72 -.05 -.22 -.23* -.26* -.21 -.42**   -.42**  
   n 81     81 81 81 81 80 78 58   
9. Depression  4.35 4.17 .03 -.08 -.12 -.13 -.11 -.28*  -.46**      .53** 




volume is indirectly associated with lower Anxiety symptoms through greater latent trait 
Resilience (see Figure 3.2). 
 Consistent with the idea that anxiety and depression are often comorbid but also have 
non-overlapping aspects (Bishop & Forster, 2013; Fava et al., 2000; Ormel et al., 2013; Pollack, 
2005), the hypothesized model did not work as well for statistically predicting Depression. 
Specifically, fitting the same model that was used for predicting Anxiety to predict Depression 
showed an overall good fit to the data, χ
2
(22) = 21.32, ns, χ2/df = .97, CFI = 1.00, RMSEA = .00, 
but mediation analysis revealed only a trend level of significance for an indirect effect (a = .32, p 
= .074; b = -.56, p = .018; c = -.12, p = .299; c’ = .06, p = .626; ab = -.18, p = .058). This 
Figure 3.2. Structural Equation Model of Latent PFC Volume, Latent Trait Resilience, and Anxiety. Results 
from the proposed model confirm that latent PFC volume is associated with lower Anxiety, through greater latent 
trait Resilience. Standardized coefficients are shown for each path. Middle frontal cortex MFC, (right side); inferior 
frontal cortex, IFC (left side); orbital frontal cortex, OFC (left side); e1-9, error terms. *Indicates p < .05 for the 
mediation analysis. From Moore et al. (2018), with permission. 
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possibly suggests that a similar model could be helpful for examining Depression, but that the 
current model might be better suited for understanding and predicting Anxiety in particular. 
As expected, although the alternative model testing whether Resilience mediates the link 
from Anxiety to Control provided a good fit to the data, χ2(20) = 21.06, ns, χ2/df = 1.05, CFI = 
.99, RMSEA = .03, paths from Anxiety and Resilience to Control were not significant and a 
significant indirect effect was not found (ps > .19). The alternative model testing whether 
Control mediates the link from Resilience to Anxiety also provided a good fit, χ2(22) = 23.06, ns, 
χ
2
/df = 1.05, CFI = .99, RMSEA = .02, but the path from Control to Anxiety was not significant, 
and a significant indirect effect was also not found (ps > .68). For Depression, the alternative 
model testing whether Resilience mediates the link from Depression to Control provided a good 
fit, χ
2
(20) = 21.25, ns, χ2/df = 1.06, CFI = .99, RMSEA = .03, but paths from Depression and 
Resilience to Control were not significant and a significant indirect effect was not found (ps > 
.08). The alternative model testing whether Control mediates the link from Resilience to 
Depression also provided a good fit, χ2(22) = 25.61, ns, χ2/df = 1.16, CFI = .97, RMSEA = .05, 
but the path from Control to Depression was not significant, and a significant indirect effect was 
not found (ps > .56).  
Within the overall model, the comparison regions fit into common latent variables, but 
they did not appear to predict Resilience or indirectly predict Anxiety symptoms as well as the 
featured model. Specifically, when testing the regions selected based on nearby proximity, the 
overall model had reasonable fit, χ
2
(22) = 30.04, ns, χ2/df = 1.37, CFI = .94, RMSEA = .07, but 
the mediation did not show a significant indirect association between Control and Anxiety (a = 
.33, p = .062; b = -.66, p = .005; c = -.32, p = .008; c’ = -.10, p = .411; ab = -.22, p = .060). 





(22) = 18.66, ns, χ2/df = .85, CFI = 1.00, RMSEA = .00, but the latent variable of scaled 
brain volumes did not significantly predict Resilience or indirectly predict Anxiety (a = .36, p = 
.057; b = -.71, p = .004; c = -.21, p = .101; c’ = .05, p = .721; ab = -.26, p = .063). Testing the 
model with both left and right hemispheres of the MFC, IFC, and OFC showed similar but not 
increased significance of results. The overall model showed good fit, χ
2
(46) = 36.43, ns, χ2/df = 
.79, CFI = 1.00, RMSEA = .00, but the mediation did not improve in terms of predicting Anxiety 
(a = .35, p = .050; b = -.66, p = .010; c = -.29, p = .011; c’ = -.06, p = .649; ab = -.23, p = .047). 
Together, these results are consistent with the idea that the right MFC, left IFC, and left OFC are 
particularly important in predicting Resilience and indirectly predicting Anxiety through 
Resilience, but also suggest that the homologous regions and regions that play similar roles may 
help in similar ways that are not captured in the present model.  
Similarly, we tested our model with the addition of neuroticism in the manifest variables 
associated with Resilience. This model showed fit indices similar to our featured model, χ2(30) = 
35.90, ns, χ2/df = 1.20, CFI = .97, RMSEA = .05, however the path from Control to Resilience 
became marginal (a = .40, p = .073; b = -.94, p = .031; c = -.29, p = .012; c’ = .09, p = .440; ab = 
-.38, p = .011), suggesting that neuroticism did not improve this leg of the path model. The test 
of the primary model with STAI-state as the symptom measure showed that the mediation did 
not significantly predict this measure, (χ
2
[22] = 24.17, ns, χ2/df = 1.10, CFI = .98, RMSEA = .04; 
a = .33, p = .061; b = -.66, p = .006; c = -.10, p = .370; c’ = .11, p = .377; ab = -.22, p = .060). 
Together, these results support the idea that the right MFC, left IFC, and left OFC are 
particularly relevant brain regions for Control of emotion, and that reappraisal, positive 
affectivity, and optimism are particularly relevant for Resilience. These results are also consistent 
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with the idea that the current model captures more enduring aspects of symptom expression than 
state-like measures.  
Consistent with the primary analyses, the results of the featured model when tested with 
univariate statistical outliers included showed the same pattern of associations for Anxiety. 
Specifically, the overall model had good fit, χ
2
(22) = 24.83, ns, χ2/df = 1.13, CFI = .98, RMSEA 
= .04, and the mediation significantly predicted Anxiety (a = .42, p = .011; b = -.75, p = .001; c = 
-.35, p = .002; c’ = -.03, p = .803; ab = -.31, p = .012).  Interestingly, when tested for Depression 
with outliers included, the mediation for Depression appeared to go from marginal to significant 
(χ
2
[22] = 24.39, ns, χ2/df = 1.11, CFI = .99, RMSEA = .04; a = .37, p = .018; b = -.65, p = .002; c 
= -.13, p = .228; c’ = .11, p = .360; ab = -.24, p = .017). We are cautious in interpreting this result 
as it appears to possibly be driven by particular outlier cases such as one participant that was a 
statistical outlier on multiple questionnaire measures, including Depression. This might indicate 
that this person did not complete the measures accurately, or is potentially outside the spectrum 
of “typical” healthy individual differences. With this in mind, we focus on the more conservative 
set of results without these cases.  
Discussion  
 The present study demonstrated the successful implementation of a structural equation 
modeling approach to a brain-personality-distress symptom framework. Results showed that 
within an integrative structural equation model, latent factors of PFC brain volume and trait 
Resilience could be constructed and examined in association with symptoms of Anxiety and 
Depression. As expected, results showed that the latent construct of PFC volumes positively 
predicted the latent construct of Resilience, which in turn negatively predicted Anxiety. 
Furthermore, mediation analysis confirmed that greater latent PFC volume is indirectly 
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associated with lower Anxiety symptoms through greater latent trait Resilience. Interestingly, the 
model fit well for Anxiety but did not show a significant mediation for Depression, which 
tentatively suggests that the associations with Anxiety are clearer, and more research will be 
needed to clarify the associations with Depression. 
 The latent construct of PFC region volumes is consistent with recent work suggesting an 
underlying framework of structural covariance in the brain (Alexander-Bloch et al., 2013; 
Baskin-Sommers, Neumann, Cope, & Kiehl, 2016; Bullmore & Sporns, 2009; Colibazzi et al., 
2008; Mechelli et al., 2005; Yeh et al., 2010), and extends this idea to a system of PFC regions 
associated with the integration and control of emotion. The volumetric association between 
regions of the brain that are functionally related is consistent with the idea of use-dependent 
plasticity (Bütefisch et al., 2000; Nudo et al., 1996; for reviews of relevant studies in humans see 
Draganski & May, 2008; May, 2011), which suggests that repeated patterns of neuronal firing 
may lead to increased synaptic connectivity (Hebb, 1949) and increases in grey matter volume 
(Draganski et al., 2006). Furthermore, the present results suggest that latent variable analysis is a 
feasible way of assessing the structural associations of functionally-related brain regions, which 
complements other structural and functional approaches commonly used in the field to assess 
brain systems and networks (Bullmore & Sporns, 2009). 
 The contribution of the right MFC to the latent factor of Control is consistent with 
evidence that the right PFC is associated with engagement of reappraisal to decrease negative 
emotional response (Ochsner, Silvers, & Buhle, 2012), and with a system facilitating avoidance 
of aversive stimuli (Canli et al., 1998; Davidson & Irwin, 1999; Dolcos et al., 2004a; Eddington 
et al., 2007; Spielberg, Stewart, Levin, Miller, & Heller, 2008). Additionally, the MFC has been 
emphasized in the integration of emotion and cognition (Gray, Braver, & Raichle, 2002), and in 
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executive processes such as working memory (Curtis & D'Esposito, 2003), suggesting that there 
are multiple possibly inter-related processes that engage the MFC. Consistent with this idea, in 
the present study, MFC volume tended to be positively associated with Resilience and negatively 
associated with Anxiety. Taken together, these findings suggest that the MFC plays a key role in 
the integration and control of emotion, and that this role might involve or emerge from common 
functions that engage this brain region along with the IFC and OFC.  
The left IFC and OFC contribution to the latent PFC construct is consistent with evidence 
that the left PFC is involved in a system facilitating approach toward appetitive stimuli 
(Davidson & Irwin, 1999; Spielberg et al., 2008), protecting against anxiety (Hu & Dolcos, 
2017; Shang et al., 2014; Talati et al., 2013), and supporting optimism (Dolcos et al., 2016). The 
present findings suggest that larger volume of left PFC protects against symptoms of Anxiety, 
and that the OFC and MFC share positive associations with optimism (see Table 3.1). This is in 
line with the notion that optimism is a higher level trait that, beyond reflecting reward-related 
processing, also reflects individual differences in self-regulation and goal-directed behavior 
(Carver et al., 2010; Nes & Segerstrom, 2006). 
 The latent construct of trait Resilience is consistent with the idea that cognitive 
reappraisal, positive affectivity, and optimism are associated traits (Chang et al., 1997; Gross & 
John, 2003), that each tap into a common factor that protects against emotional challenges. These 
traits also appear to be associated with individual differences in cognitive control and executive 
functions (Dreisbach & Goschke, 2004; Kruger, 2011; McRae et al., 2012), which supports the 
idea of examining latent constructs that might pull out common variance from across the 
observed personality traits. For example, it is interesting that positive affectivity was not directly 
correlated with any of the PFC volumes. However, positive affectivity contributed to the latent 
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Resilience trait that was associated with PFC system volume, which suggests a more complex 
relation between a very general emotional trait, such as positive affectivity, and PFC volume. It 
is possible that general emotional traits such as positive affectivity have a diffuse association 
with brain volume, which is more readily captured with latent construct analyses as opposed to 
manifest variable assessments. 
 The strong fit of the structural equation model and significant prediction of Anxiety is 
consistent with previous evidence showing negative associations between PFC volume and 
anxiety (Dolcos et al., 2016; Hu & Dolcos, 2017; Shang et al., 2014; Talati et al., 2013). It is also 
consistent with previous evidence showing that cognitive reappraisal, positive affect, and 
optimism negatively predict anxiety (Gross & John, 2003; Martin & Dahlen, 2005). Together 
with the significant mediation, these findings suggest that, while there are common factors at the 
levels of PFC system volume and trait Resilience, the current model primarily describes inter-
relations that are associated with Anxiety. Interestingly, the model did not work as well for 
Depression, which was also not directly correlated with any of the scaled PFC volumes in this 
sample. This possibly suggests that, although the regions included here have been shown to be 
associated with depression in other research (Bora et al., 2012; Bremner et al., 2002; Chang et 
al., 2011; Lai et al., 2000; Shah et al., 1998), perhaps other regions that appear to be affected by 
depression would fit better in a latent factor analysis targeting depression specifically.  
It is also possible that the results were somewhat influenced by aspects of the anxiety and 
depression measures themselves. The present study used a specific version of the STAI measure 
that targets trait anxiety, whereas the BDI typically assesses symptoms in a time range that 
includes the day of assessment. To further clarify these aspects, it would be important to 
investigate other brain regions that are also implicated in emotional dysregulation (Mayberg, 
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1997, 2006), and perhaps further explore other measures that are associated with emotional 
distress (e.g., neuroticism, Costa & McCrae, 1992). At any rate, the present mediation results are 
more interpretable in the prediction of anxiety symptoms, and future research is needed with 
regard to depression.  
 Overall, the present mediation findings are important because they suggest that, by 
modifying brain- and/or personality-level factors, it might be possible to change behavioral-level 
outcomes reflected in symptoms of anxiety, even within the spectrum of healthy functioning. 
The volume of PFC regions has been shown to change in response to experience and training 
(May, 2011), and interventions designed to train cognitive control of emotion hold promise in 
alleviating symptoms of emotional distress and affective disturbances (Fava et al., 2000; Siegle, 
Ghinassi, & Thase, 2007). The plasticity of brain structures and trait-level resilience factors 
reflects the dynamic interaction between the brain and behavior, and points to the possibility that 
resilience and well-being can be enhanced through training (Davidson & McEwen, 2012). 
Hence, by identifying concrete brain and personality factors that protect against symptoms of 
emotional distress, the present investigation highlights possible targets and related training areas 
(e.g., executive function, emotion control) for future interventions. To further investigate this 
possibility, future research could target tasks related to cognitive/executive control and emotion 
processing (e.g., Affective Go/No-Go task; Hu & Dolcos, 2017). 
Since a common function of the presently identified PFC system appears to be the 
cognitive control of emotion, future work should test the association of such a PFC system with 
other indicators of cognitive control, to tease apart the different roles that the system might play 
compared to other systems or networks. For example, externalizing and substance abuse are 
important factors often examined in clinical research, which might be linked to these brain 
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regions, but might also be linked to other systems such as fronto-striatal circuits (Limbrick-
Oldfield, van Holst, & Clark, 2013; Shannon, Sauder, Beauchaine, & Gatzke-Kopp, 2009). 
Regions such as the anterior cingulate cortex (ACC) also emerge in the literature related to 
cognitive control of emotion, resilience, anxiety, and depression, but the commonality of these 
associations is less clear. More specifically, it has long been posited that within the ACC the 
dorsal anterior portion might be relatively more involved in “cognitive” processes and the ventral 
anterior portion might be relatively more involved in “affective” processes (Bush, Luu, & 
Posner, 2000). This made the inclusion of the ACC a challenge for the current study, which 
aimed at making initial steps in identifying regions involved in the integration and control of 
emotion to test for a common latent factor. On the one hand, the available literature has shown 
that while the volume of dorsal ACC is associated with habitual reappraisal, the volume of the 
ventral ACC is not (Giuliani, Drabant, & Gross, 2011). On the other hand, response in the 
ventral ACC has been shown to be positively associated with optimism (Sharot et al., 2007). 
These mixed results suggest that although the ACC plays a key role in the processes targeted in 
the present study, it might be a heterogeneous and complex role, and hence it should be targeted 
in future research building upon these initial findings. Other regions such as the amygdala are 
also important to consider given their interaction with the PFC during cognitive control of 
emotion (e.g., Buhle et al., 2013; Denkova, Dolcos, & Dolcos, 2015; Dolcos et al., 2006; Goldin 
et al., 2008), and regions such as the hippocampus have been shown to have reduced volume 
associated with depression (Arnone, McIntosh, Ebmeier, Munafo, & Anderson, 2012; 
Koolschijn, van Haren, Lensvelt-Mulders, Hulshoff Pol, & Kahn, 2009). These regions should be 
examined in future investigations building on the presented model. We opted to not target 
regions such as the amygdala and hippocampus in the current analysis, because our previous 
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work has indicated that automated tools such as the one used here for extracting cortical 
parcellations are not as ideal as manual tracing for extracting region volume in the medial 
temporal lobe (Hu et al., 2018; Moore et al., 2014). Overall, the present study provides insights 
that can guide future research targeting latent constructs of brain structure and function to further 
elucidate these relations and interactions. 
Caveats. First, mediation models of cross-sectional data are limited in the extent to which they 
can explain dynamic relations among the variables being examined, and thus further empirical 
studies are needed to verify the directionality of these relations by manipulating and assessing 
changes at different levels in a longitudinal design. With this caveat in mind, based on the 
current results, it appears more likely that changes at the brain level, such as trainings that would 
target PFC-related cognitive control functions, may help to strengthen favorable effects of 
greater trait Resilience and reduced symptoms of Distress. These results point to promising 
possible future avenues for intervention studies in healthy populations, and provide novel 
insights with valuable implications for understanding how these mechanisms might be altered in 
clinical groups, which should also be tested in future studies. Second, it would also be ideal to 
have a larger sample size with statistical power that allows for the inclusion of more variables 
and the use of more conservative statistical criteria, including correction for multiple 
comparisons, which were not applied here. Third, in the present report, we tested for sex 
differences at the level of between-group main effects for each variable, and then included sex as 
a variable of no interest in the structural equation models. This is consistent with common 
practice in the literature and with previous findings that did not identify sex differences for some 
of the variables targeted here (Llewellyn, Dolcos, Iordan, Rudolph, & Dolcos, 2013; Moore et 
al., 2016). However, future research would ideally expand on the current study with larger 
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sample sizes and multi-group analyses to further tease apart possible sex differences with 
appropriate statistical power.  
Fourth, when targeting regions of the brain for analysis, it is important to consider the 
delineation used to define the ROIs. In the present analysis, a standard anatomical atlas was used 
to define and extract ROI volumes (see Figure 3.1). However, there are many possible 
anatomically- or functionally-informed atlases that are commonly used (e.g., Destrieux, Fischl, 
Dale, & Halgren, 2010), and the use of different atlases may contribute to variability in reported 
findings in the literature. Future work should further examine the brain structural correlates of 
emotional integration and control using multiple methods. Finally, further testing for specificity 
(e.g., to anxiety vs. depression) is also important. Consistent with the primary analyses, the 
results of the main model when tested for Anxiety with univariate statistical outliers included 
showed the same pattern of associations. Interestingly, when tested for Depression with outliers 
included, the mediation for Depression appeared to go from marginal to significant. However, 
we are cautious in interpreting this result as it appears to possibly be driven by particular outlier 
cases. For example, one participant was a statistical outlier on multiple questionnaire measures, 
including Depression, which might indicate that this person did not complete the measures 
accurately, or is potentially outside the spectrum of “typical” healthy individual differences. 
With this in mind, we have chosen to be on the conservative side and focus on the results without 
these cases. Nevertheless, as noted above, future research further targeting possible dissociations 
between anxiety and depression is needed.  
Conclusion 
In summary, the current study showed that greater latent PFC volume in healthy 
participants was associated with greater latent trait Resilience, which in turn was associated with 
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lower Anxiety. In addition, latent trait Resilience mediated the indirect relation between the latent 
PFC volume and Anxiety. These results build upon and advance previous findings regarding the 
roles of the PFC and trait Resilience in the integration and control of emotion to protect against 
affective challenges. The present findings have valuable implications for the development of 
future tools targeting the reduction of anxiety, as well as the promotion of enhanced emotional 
well-being, in both healthy and clinical populations. 


















CHAPTER 4: IMPLEMENTATION AND VALIDATION OF A PROTOCOL FOR TRI-





 Brain imaging methodologies have progressed dramatically over the past decades, but 
current techniques still have important limitations in either spatial or temporal domain, and hence 
they provide only an incomplete view of the human brain functioning. Multi-modal imaging 
approaches may overcome such limitations, by jointly capitalizing on the individual strengths of 
different brain imaging modalities. This is possible because simultaneous acquisition of multiple 
imaging techniques enables direct examination of multiple indices of brain activity related to the 
same events, within the same participants, and at the same time. Additionally, multi-modal brain 
imaging eliminates important confounds, such as habituation and memory, and allows for more 
comprehensive investigation of phenomena which can be difficult to examine when using 
multiple uni-modal sessions, such as moment-to-moment variability of cognitive processes (e.g., 
attention) or physiological responses (e.g., electrophysiological or neurovascular state), or acute 
changes such as short-term drug effects. Multi-modal imaging, however, also poses specific 
technical and interpretational challenges, which have traditionally limited its applicability. The 
main goal of the present investigation was to implement and validate a novel protocol for tri-
modal simultaneous brain imaging recording, using the following three methodologies: 
functional magnetic resonance imaging (fMRI), electroencephalography/event-related potentials 
(EEG/ERP), and event-related optical signals (EROS).  The resulting protocol provides a novel 
brain imaging tool that enables further clarifications of the links between spatial and temporal 
aspects of brain activity. In the following sections, we first provide a brief overview of the three 
                                                          
3
A version of this chapter is currently in preparation for publication.  
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brain imaging techniques and the rationale for capitalizing on these methods together in the 
present study, and then demonstrate its feasibility for the study of human brain function, using a 
task involving emotion-cognition interactions.   
Functional Magnetic Resonance Imaging (fMRI) 
Functional MRI is the most commonly used noninvasive method for examining spatial 
(where) aspects of brain function. The typical fMRI method by which spatial mapping of 
hemodynamic responses is achieved is referred to as blood oxygen level dependent (BOLD) 
fMRI. At a basic level, changes in the BOLD signal are posited to happen through the following 
process: increased neural activity in specific brain regions elicits an increase in the metabolic rate 
of oxygen consumption (CMRO2) in those regions, along with an increase in the local cerebral 
blood flow (CBF) (Buxton, 2002; Raichle & Mintun, 2006; Ritter & Villringer, 2006). Because 
the change in CBF is larger than the change in CMRO2, this imbalance leads to a change in the 
level of oxygenated blood in the brain region (i.e., relative increase in the local concentration of 
oxyhemoglobin), which changes the local magnetic susceptibility of the blood, because oxy- and 
deoxyhemoglobin have different magnetic properties. This change in magnetic susceptibility can 
then be detected as an increase in the BOLD fMRI signal (Buxton, 2002). Therefore, through 
these indirect mechanisms, an increase in the BOLD signal is commonly taken as an indicator of 
increased neural activity.  
Although questions regarding the nature of the BOLD signal are still a matter of active 
research, the association between increased BOLD signal and increased neural activity is 
supported by a substantial corpus of evidence. Specifically, the clearest relation between BOLD 
fMRI signal and neural activity is apparent in local field potentials (LFPs) (Logothetis, Pauls, 
Augath, Trinath, & Oeltermann, 2001; Logothetis & Wandell, 2004), which suggests that the 
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BOLD signal may primarily represent synchronized dendro-somatic components of synaptic 
activity (Logothetis et al., 2001; Logothetis & Wandell, 2004). Other previous research also 
supports the idea that BOLD signal is associated largely with synaptic activity. For example, a 
study in rats showed that up to 95% of regional cerebellar blood flow increases might be 
dependent on postsynaptic activity (Mathiesen, Caesar, Akgören, & Lauritzen, 1998; reviewed in 
Arthurs & Boniface, 2002; Blinowska et al., 2009), and another study showed that activity from 
action potentials has little influence on metabolic demand in the brain, accounting for only 
around 3% of resting cortical energy consumption (Creutzfeldt, 1975; reviewed in Arthurs & 
Boniface, 2002; Blinowska et al., 2009).  
Importantly, fMRI can be used for high-resolution localization of changes in brain 
activity, on the order of millimeters, but the detected changes in hemodynamic response are 
relatively slow, on the order of seconds. Thus, while fMRI is most suited for investigating where 
changes occur, it is much less accurate regarding when changes occur. For example, relevant for 
the task manipulation involved here, although fMRI studies of emotion-cognition interactions 
have linked the brain responses to emotional distraction presented concurrently with 
performance in cognitive tasks with specific patterns of response in the lateral prefrontal cortex 
(PFC) (Dolcos et al., 2006; Dolcos & McCarthy, 2006; García-Pacios, Garcés, Del Río, & 
Maestú, 2015), which also point to possible spatial dissociations between various aspects of 
processing (reviewed in Iordan et al., 2013), the timing of these phenomena remains largely 
unknown. Consequently, cognitive neuroscience research that targets fast and/or dynamic 
changes in brain activity often uses other techniques, such as electrophysiology and fast optical 
imaging, and the integration of fMRI with these techniques putatively enables capturing of both 
fast neural and slower hemodynamic responses. In the next section, we turn to the next two 
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psychophysiological methods involved here (EEG/ERP and EROS) and their integration with 
other imaging modalities. 
Electroencephalography/Event-Related Potentials (EEG/ERP) 
EEG/ERP recording is the most commonly used noninvasive method for examining 
temporal (when) aspects of brain function. This method capitalizes on the brain’s natural 
electrical properties, typically by recording from electrodes placed on the surface of the scalp. 
EEG/ERP is believed to primarily represent synchronous post-synaptic potentials coming from 
pyramidal neurons that are similarly oriented with “open-field” configurations (Fabiani, Gratton, 
& Federmeier, 2007). It is less likely that EEG/ERPs represent pre-synaptic potentials, which 
have high frequency and short duration, or activity of neurons with “closed-field” configurations, 
as this activity would less readily sum to the surface of the scalp (Fabiani et al., 2007). Given a 
proper paradigm, the EEG signal can be time-locked to the onset of a stimulus and averaged 
across trials to provide ERPs, which are inferred to be linked to specific stimuli, or events. For 
example, a highly targeted ERP component is the so-called “P300,” a large positive going ERP 
amplitude around 300 ms following the stimulus onset (Fabiani et al., 1987; Katayama & Polich, 
1999; Linden, 2005; Polich, 2007), which has been shown to be associated with responses to 
relevant but infrequent target stimuli presented in a stream of common stimuli, in the “oddball” 
paradigm (Fabiani et al., 1987; Katayama & Polich, 1999; Polich & Heine, 1996; Singhal et al., 
2012). Although much of the extant literature has focused on ERPs, another large body of 
research has focused on oscillatory activity, targeting measures such as power in certain 
frequency bands (Mayhew, Ostwald, Porcaro, & Bagshaw, 2013), and event-related spectral 
perturbations (ERSPs) (Makeig et al., 2004). 
67 
 
Unlike fMRI, EEG/ERP technique is most advantageous for investigating when changes 
occur, but less so regarding where changes occur. Although EEG/ERPs can be used for 
examining brain responses with millisecond resolution, recording of neural activity from the 
scalp does not provide thorough information about the sources of the signal within the brain. It 
is, therefore, difficult to determine the unique solution to the so-called inverse problem - that is, 
to determine the generators or sources of the activity from the summed signal recorded at the 
level of the scalp. Some techniques have emerged that allow for identification of probable 
generators of EEG/ERP signals, such as low resolution brain electromagnetic tomography 
(LORETA) (Pascual-Marqui, 1999). However, there are important considerations for defining 
the parameters of these models, such as the level of neuroanatomical detail for the head, which 
might come from an estimation of the head medium using a number of interleaved spheres, or 
from using actual structural MRI to represent skin, skull, and brain tissue (Huster, Debener, 
Eichele, & Herrmann, 2012). Some research suggests that source localization can identify 
subcortical sources (Cannon, Lubar, Thornton, Wilson, & Congedo, 2005), but it has been noted 
that the head model can influence errors in localization of deep sources (Cuffin, 1998), and that 
deeper sources can have blurrier estimates which might lead to under-estimations (Pascual-
Marqui, 1999). It is also difficult to determine the accuracy of conductivity values for the tissues 
of the head, which might affect the source localization accuracy (Cuffin, Schomer, Ives, & 
Blume, 2001). These considerations suggest that having additional information from another 
modality (e.g., fMRI) could improve source localization of EEG/ERP, particularly if subcortical 
structures are of interest.  
fMRI-EEG Integration. One way to overcome the limitations of fMRI and EEG used 
individually is to acquire both modalities simultaneously (Daunizeau, Laufs, & Friston, 2010; de 
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Munck et al., 2007; Debener, Ullsperger, Siegel, & Engel, 2006; Goldman, Stern, Engel, & 
Cohen, 2002; Kilner & Friston, 2010; Liu, Huang, McGinnis-Deweese, Keil, & Ding, 2012; 
Martı́nez-Montes, Valdés-Sosa, Miwakeichi, Goldman, & Cohen, 2004; Mulert et al., 2004; 
Sabatinelli, Lang, Keil, & Bradley, 2007; Valdes-Sosa et al., 2009). This is generally a better 
approach than recording each modality separately, because it avoids effects of habituation and/or 
memory (Breiter et al., 1996; Dolcos et al., 2011). Avoiding such possible confounds is 
particularly important in studies of emotion-cognition interactions. The effect of emotion on 
memory, for example, has been well documented (Dolcos et al., 2011) and if not particularly 
targeted as the effect of interest or properly manipulated in such studies, presenting stimuli 
multiple times in separate recordings may introduce confounds. Simultaneous acquisition also 
allows for more comprehensive investigations of phenomena which can be difficult to examine 
when using multiple uni-modal sessions, such as moment-to-moment or trial-by-trial variability 
of cognitive processes (e.g., attention) or physiological responses (e.g., electrophysiological or 
neurovascular state), or acute changes such as short-term drug effects.  
A common way of integrating fMRI-EEG is “asymmetric” data integration (Daunizeau et 
al., 2010), in which signals from one imaging modality can be used to inform analysis of signals 
from another modality. For example, fMRI data can be used to improve the source localization 
of EEG/ERP, or EEG/ERP signals could be used in fMRI analysis to examine associations with 
BOLD response (Huster et al., 2012). Such approaches have been successful in examining 
associations between BOLD response and ERPs, such as fMRI-constrained source localization of 
P300 sub-components in a 3-condition oddball task to parietal, inferior temporal, frontal, and 
insular areas (Bledowski, Prvulovic, Hoechstetter, et al., 2004). In research of emotion 
processing, a link between the amplitude of a component called the late positive potential (LPP) 
69 
 
(Dolcos & Cabeza, 2002; Schupp et al., 2004; Weinberg & Hajcak, 2010) in response to 
unpleasant emotional pictures and BOLD response in the ventrolateral prefrontal cortex (vlPFC), 
insula, and posterior cingulate cortex was identified (Liu et al., 2012). Similar approaches have 
also identified associations between EEG oscillations and fMRI BOLD during tasks and at rest 
(Sadaghiani et al., 2010; Scheeringa et al., 2011; Scheeringa et al., 2009). 
Simultaneous recording of fMRI and EEG also poses additional technical difficulties. Of 
particular importance has been elimination of artifacts in EEG recorded during fMRI recordings 
from the scanner gradient and radio frequency pulse (Allen et al., 2000; Gonçalves et al., 2007), 
and the ballisto-cardiogram (BCG) (Allen et al., 1998). Once these artifacts are removed, EEG 
data can be processed in a manner consistent with data collected outside of the MRI scanner. 
Still, integration of clean bi-modal fMRI-EEG data has certain limitations. For example, it is 
difficult to distinguish apparent mismatches between fMRI and EEG as being due to decoupling 
of the signals, or as signal detection failures (Daunizeau et al., 2010). Previous evidence in rats 
suggests that decoupling of electrophysiological and metabolic activity might be a feature of 
pathology, such as seizures that can show increases in hemodynamic, neuronal, and metabolic 
activity associated with positive BOLD signals in the cortex, but with negative BOLD signals in 
the hippocampus (Schridde et al., 2008). Hence, it is critical to clarify mismatches between bi-
modal fMRI-EEG signals. To overcome these difficulties, the present protocol included a third 
psychophysiological method, EROS, which can be used as a bridging method between the spatial 
resolution of fMRI and the temporal resolution of EEG/ERPs, because of its shared properties 





Fast Optical Imaging/Event-Related Optical Signals (EROS) 
EROS recording is related to functional near-infrared spectroscopy (fNIRS). Whereas 
typical fNIRS recordings capture indirect indices of neuronal activity using hemodynamic 
changes, similar to fMRI (Ferrari & Quaresima, 2012), fast optical imaging/event-related optical 
signal (EROS) records changes related more directly to neuronal activity (Gratton & Fabiani, 
2010), similar to EEG/ERP. The fast optical signal measures changes in light scattering within 
neural tissue when the tissue is active compared to when it is not active (Gratton & Fabiani, 
2010). Tissue being “active” may refer to physiological changes when neurons are depolarized, 
or when they are hyperpolarized. In the case of depolarization, it appears that neurites (primarily 
dendrites) swell, while in the case of hyperpolarization, it appears that neurites shrink, which is 
posited to be related to the movement of water across the membrane during ion transport 
(Gratton & Fabiani, 2010). The swelling/shrinking of neurites during neural activity changes the 
way in which light scatters within the tissue, which can then be measured using fast optical 
signal or EROS.  
Fast optical signal/EROS recordings provide a balance in resolution, with surface spatial 
resolution similar to fMRI, and temporal resolution similar to EEG/ERPs (Gratton & Fabiani, 
2010), and thus it is an ideal bridging method. Extant research has shown that the fast optical 
signal can distinguish between activity in regions within 5 to 10 mm from each other (Gratton & 
Fabiani, 2010), which is a spatial resolution comparable to fMRI. Moreover, because EROS is 
associated with neuronal activity, rather than other physiological changes such as hemodynamic 
response, this method can provide measurements with a time resolution on the order of 
milliseconds (Gratton & Fabiani, 2010), similar to that of EEG/ERPs. Notably, because fast 
optical signal recording is limited to a few centimeters below the head surface (Gratton & 
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Fabiani, 2010), this technique does not fully replace the advantages of combined fMRI-EEG. 
However, as mentioned above, because of the shared properties with these two methods, it can 
help to bridge between these techniques when examining brain activity near the cortical surface. 
Integration of EROS with other Neuroimaging Methods. Some studies have begun to 
incorporate optical imaging with EEG/ERPs or with fMRI (Fabiani et al., 2014; Gratton & 
Fabiani, 2010), as the spatial and temporal precision of optical imaging make it a compelling tool 
for validating or acting as a bridge across methodologies. For example, previous work has shown 
complementary use of ERPs and fast optical imaging (Fabiani et al., 2014), supporting the idea 
that these methods can measure neuronal activity at a similar time scale. Additionally, fNIRS and 
fMRI data demonstrated complementary evidence related to hemodynamic activity (Fabiani et 
al., 2014). The feasibility of using EROS as a validation tool bridging between fMRI and EEG is 
further supported by the fact that this approach has been used together with both fMRI (Toronov, 
Zhang, Fabiani, Gratton, & Webb, 2005) and EEG/ERP (Desoto, Fabiani, Geary, & Gratton, 
2001) analyses. Hence, evidence such as this provides a compelling case for using optical 
imaging along with other measures to provide a cohesive analysis, overcoming the limitations 
currently constraining each individual technique. Finally, the feasibility of using EROS as a 
bridging method is also supported by evidence for effective solutions to overcome 
methodological difficulties associated with multi-modal imaging. For instance, while optical 
recordings do not appear to interfere with fMRI and/or EEG/ERP recordings (Gratton & Fabiani, 
2010), EROS data should still be carefully cleaned to correct for artifacts inherent in the data. 
Artifacts, such as those produced by the pumping of blood, are evident in fast optical signal and 
can be removed with an adaptive filtering algorithm (Gratton & Corballis, 1995). Additionally, 
fast optical signal can be analyzed using phase data instead of intensity data, which is 
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advantageous because this measure appears to be largely resistant to movement artifacts (Gratton 
& Fabiani, 2010).  
The Need for a Tri-Modal Neuroimaging Approach 
Although considerable progress has been made in integrating different brain imaging 
techniques, current bi-modal protocols still have important limitations. Specifically, bi-modal 
fMRI-EEG is limited with respect to how much it can clarify possible decoupling of 
electrophysiological signals and metabolic changes (Daunizeau et al., 2010). Also, bi-modal 
EROS-EEG is limited in how much information it can provide about subcortical brain activity 
and source localization, due to the limited depth of optical imaging and incomplete source 
information in EEG. Finally, current bi-modal fMRI-EROS integrations are limited in that there 
are no systems available to provide full head coverage for EROS recording in a fMRI scanner, 
and available targeted optical arrays cannot replace the broad coverage available with MR-
compatible EEG and the long-studied components in ERP.  
Tri-modal integration of fMRI, EEG, and EROS can overcome such limitations by 
capitalizing on the strengths of each technique, and thus clarify the complementarity of the uni-
modal signals captured by each individual approach. Although evidence supports that each of 
these three psychophysiological measures (fMRI, EEG/ERP, EROS) is related to neuronal 
activity (Gratton & Fabiani, 2010; Gratton, Goodman-Wood, & Fabiani, 2001; Logothetis et al., 
2001; Teplan, 2002), these measures differ in a number of important aspects. The most obvious 
difference is that one relates more to hemodynamic measures of brain activity, and therefore 
more indirectly to neuronal activity (i.e., fMRI), while the others relate more directly to changes 
of neuronal activity (i.e., EEG/ERP/EROS). Hence, these tools will need to be used together in 
order to determine the unique and overlapping contribution they can provide in measuring 
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indices of brain function. To date, no study has simultaneously recorded and integrated these 
techniques for the purpose of clarifying the link between spatial and temporal aspects of human 
brain function, and hence implementation of their simultaneous recording is the focus of the 
present approach. As alluded to above, an area of investigation where clarifications of the 
interplay between spatial and temporal aspects of brain function are critical is the study of 
emotion-cognition interactions. In the next section, we briefly introduce these aspects, which 
also justify the present task manipulation.  
Neural Correlates of Emotion-Cognition Interactions 
 Clarification of the links between spatial and temporal aspects of brain response 
associated with psychological phenomena can be accomplished not only by targeting appropriate 
neuroimaging techniques but also by using paradigms that robustly modulate neural activity in 
the brain systems of interest. A promising and important area for such investigation is the area of 
emotion-cognition interactions. Using an established paradigm such as the emotional oddball 
task, which has been studied with fMRI (Wang, McCarthy, Song, & Labar, 2005) and EEG/ERP 
(Singhal et al., 2012), provides a clear target for expected spatial dissociations in brain response, 
and expected temporal responses from scalp electrodes. Thus, our novel protocol for 
simultaneous recordings of fMRI-EROS-EEG can work well to capture the spatio-temporal 
dynamics of the neural correlates underlying emotion-cognition interactions in this task.  
 Previous studies of emotion-cognition interactions showed that the response to the task-
irrelevant emotional stimuli was linked to opposing patterns of activity in two large neural 
systems: a dorsal executive system (DES) involved in cognitive/executive processing, showing 
decreased/disrupted activity, and a ventral affective system (VAS) involved in emotion 
processing, showing increased activity (Anticevic et al., 2010; Chuah et al., 2010; Denkova et 
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al., 2010; Diaz et al., 2011; Dolcos et al., 2011; Dolcos & McCarthy, 2006; Iordan et al., 2013; 
Oei et al., 2012) (Figure 4.1). A task that has been used to capture these dorso-ventral 
dissociations in fMRI is the emotional oddball task (Fichtenholtz et al., 2004; Wang et al., 2005; 
Yamasaki, LaBar, & McCarthy, 2002), which involves identification of infrequent target stimuli 
(e.g., pictures of circles) in a stream of common stimuli (e.g., scrambled pictures), and also 
amongst other “distracter” stimuli, which might include emotional and neutral pictures (Singhal 
et al., 2012; Wang et al., 2005). Consistent with the DES-VAS framework described above, 
fMRI research using the emotional oddball or similar tasks with distraction has shown greater 
response to goal-relevant stimuli (targets) compared to distracters in dorsal regions, such as the 
dorsolateral prefrontal and lateral parietal cortices (dlPFC, LPC), and greater response to 
distracters compared to targets in ventral regions, such as the vlPFC and the amygdala (Wang et 
al., 2005). It should be noted that while the DES and VAS as not treated as equal to brain 
networks, there are considerable overlaps between these larger neural systems which are 
sensitive to emotional distraction and the large-scale functional networks (Iordan & Dolcos, 
2017). Specifically, the task-induced dorso-ventral dissociation between DES and VAS overlaps 
with the resting-state dissociations between the fronto-parietal control/central-executive/dorsal-
attentional networks and the salience/cingulo-opercular/ventral-attentional networks, 
respectively (Bressler & Menon, 2010; Dosenbach, Fair, Cohen, Schlaggar, & Petersen, 2008; 
Dosenbach et al., 2007; Power et al., 2011; Seeley et al., 2007; Yeo et al., 2011). 
Another important open question in the literature is the role of the vlPFC in the impact of, 
and coping with, emotional distraction. Extant fMRI studies have linked vlPFC responses with 
both general emotion processing and engagement of control mechanisms to cope with emotional 
distraction (also illustrated in Figure 4.1) (Dolcos et al., 2011; Iordan et al., 2013; Ochsner et al., 
75 
 
2012). However, the dynamics of such dissociations do not appear to be well captured by 
EEG/ERP data from frontal electrodes, although sensitivity in the timing of responses to task 
manipulations such as those in the emotional oddball paradigm are identified at posterior 
electrodes. Specifically, the P300 has been shown to be associated with response to targets in the 
oddball paradigm (Fabiani et al., 1987; Katayama & Polich, 1999; Polich & Heine, 1996; 
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Figure 4.1. Summary of Activations in Brain Regions of the Dorsal 
(DES) and Ventral (VAS) Neural Systems. Peak activation voxels from 
ventral areas showing increased (red) and dorsal areas showing decreased 
(blue) activity to negative emotional distraction are displayed based on 
their locations in the brain, as identified by fMRI studies using dual 
co nitive tasks with emotional distraction, including emotional oddball  
and other similar tasks like working memory (WM) paradigms (reviewed 
in Iordan, Dolcos, & Dolcos, 2013). The diamonds and triangles mark 
peak voxels from areas involved in coping with emotional distraction. 
The line graphs show the typical time course of activity in dorsal (dlPFC) 
and ventral (vlPFC) regions (adapted from Dolcos & McCarthy, 2006). 
As indicated by the arrows, emotional distraction produced the most 
disrupting effect on activity in dlPFC, while producing the most 
enhancing effect in vlPFC. The gray boxes above the x-axes indicate the 
onset and duration of the WM task’s phases: memoranda, distracters, and 
probes. Left, L; right, R; dorsolateral prefrontal cortex, dlPFC; 






spatial and temporal aspects of emotional distraction, using multiple brain imaging techniques. 
Therefore, the present approach targeted fronto-parietal regions using tri-modal imaging 
recording in conjunction with an emotional oddball paradigm. Notably, targeting lateral frontal 
locations with EROS can provide a way of bridging fMRI and EEG/ERP data by capturing the 
spatial dissociation in frontal areas identified using fMRI with a temporal resolution comparable 
to ERPs that are captured at posterior scalp locations. This will allow clarification of how the 
spatial (where) aspects of the neural correlates of emotion-cognition interactions (captured with 
fMRI and EROS) are related to temporal (when) aspects (captured with EROS and EEG/ERP).  
Hypotheses & Expected Findings  
The key goal of this project was to implement and validate a novel protocol for tri-modal 
brain imaging. This required successful acquisition of data from multiple brain imaging 
modalities simultaneously, and thorough data cleaning such that artifacts inherent to the multi -
modal acquisition were removed and targeted effects could be assessed. This project provides 
initial proof-of-concept evidence regarding the feasibility of this approach, based on integrating 
data from pilot investigations. The present study involved two stages: bi-modal (fMRI-EEG, 
EROS-EEG) data collection, followed by tri-modal (fMRI-EROS-EEG) data collection. The 
following two hypotheses regarding the spatial and temporal dynamics of emotion-cognition 
interactions in the brain were tested: (1) fMRI data will effectively capture expected dorso-
ventral spatial dissociations in the lateral PFC, in response to targets and negative distracters, 
while ERP components such as P300 will capture temporal sensitivity to oddball stimuli, and (2) 
EROS data will provide converging evidence validating and bridging between the spatial and 





Tri-modal and bi-modal (fMRI-EEG, EROS-EEG) recordings were collected to validate 
the expected findings in each individual modality, based on findings from extant literature, 
including from our own work. The primary focus was on data resulting from implementation of 
the proposed tri-modal brain imaging protocol, which built on the procedures used to obtain bi-
modal recordings. Hence, procedures are described for the bi-modal and tri-modal brain imaging 
protocols below. 
Participants 
 In the present investigation, data were collected from nine healthy young adults (18-29 
years old, 4 females). This investigation was part of a larger multi-modal brain imaging project 
(N = 36), involving uni-modal or bi-modal data collections with other conceptually similar tasks 
(e.g., working memory paradigms with distraction) as well as tasks targeting other cognitive 
processes (e.g., social cognition). Of the nine participants from the present investigation, two 
participated in fMRI-EEG sessions, three in EROS-EEG sessions, and four in fMRI-EROS-EEG 
sessions. The experimental protocol was approved for ethical treatment of human participants by 
the institutional Health Research Ethics Board at the University of Illinois, and all participants 
provided written consent. 
The Emotion-Cognition Interaction Task 
 In the current study, participants underwent simultaneous recording of brain imaging data 
in bi-modal (fMRI-EEG, EROS-EEG) or tri-modal (fMRI-EROS-EEG) formats, while 
performing an emotional oddball task similar to that used in our previous research (Singhal et al., 
2012) (Figure 4.2). During the task, participants detected “oddball” target stimuli (circles) 
presented in a string of standard (scrambled) and distracter (emotional and neutral) stimuli 
78 
 
(squares). There were 595 scrambled image trials, 60 target trials, 45 emotional (40 negative, 5 
positive) distracter trials, and 40 neutral distracter trials. Each stimulus was displayed for 1250 
ms and a fixation cross was presented for 750 ms during the inter-stimulus intervals. The 
infrequent distracter stimuli (negative, positive, and neutral pictures) were selected from the 
International Affective Picture System (IAPS) (Lang, Bradley, & Cuthbert, 2008), based on 
normative ratings for valence and arousal and were supplemented with in-house pictures used in 
previous studies (Singhal et al., 2012; Wang et al., 2005). Positive distracters were included to 
provide anchors for the comparison with negative and neutral distracters and to avoid induction 
of longer-lasting negative moods. For the purposes of analyses, targets were compared with 
negative distracters, to assess differences in the associated brain activity linked to the two main 
aspects of processing involved by the oddball task: goal-relevant cognitive processing vs. goal-
irrelevant emotional distraction (i.e., oddball targets vs. negative distracters, respectively).  
Figure 4.2. Diagram of the Emotional Oddball Task. Participants detected “oddball” target 
stimuli presented in a string of standard (scrambled) and distracter (emotional and neutral) pictures. 
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Bi-modal fMRI-EEG Data Acquisition, Preprocessing, and Analysis 
fMRI. Scanning was conducted using a 3 Tesla Siemens MAGNETOM Trio scanner. 
Following the sagittal localizer and the 3D MPRAGE anatomical images (repetition time [TR] = 
2000 ms, echo time [TE] = 2.32 ms, flip angle 9°, field of view = 230 × 230 mm
2
, volume size = 
192 slices, voxel size = 0.9 × 0.9 × 0.9 mm
3
), functional MRI data consisting of a series of T2*-
weighted images were acquired axially, using an echoplanar sequence (TR = 2000 ms, TE = 25 
ms, field of view = 240  240 mm
2
, volume size = 25 slices, voxel size = 2.6  2.6  4.4 mm
3
). 
All preprocessing and analyses of fMRI data were performed using SPM12 (Wellcome 
Department of Cognitive Neurology, London, UK). Specifically, fMRI data were first corrected 
for differences in acquisition time between slices for each image. Second, each functional image 
was spatially realigned to the first image of each run to correct for head movement, and was co-
registered to the participant’s high-resolution 3D anatomical image. Third, these functional 
images were transformed into the standard anatomical space defined by the Montreal 
Neurological Institute (MNI) template implemented in SPM12. Finally, the normalized 
functional images were spatially smoothed using an 8 mm Gaussian kernel, full-width-at-half-
maximum (FWHM), to increase the signal-to-noise ratio. 
Preprocessed functional images were submitted to fixed-effects t-test analyses using an 
event-related design in the general linear model (GLM) framework, in which the onsets of target 
and distracter stimuli were convolved with a canonical hemodynamic response function and 
included as the regressors of interest. To control for motion-related artifacts, six motion 
parameters calculated during spatial realignment for each run were included in our GLM as 
regressors of no interest. These analyses generated contrast images identifying differential 
BOLD activation associated with each event of interest relative to baseline, as well as differences 
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in activation between the events of interest. In the present analyses, we primarily focused on the 
two contrasts, targets > negative distracters and negative distracters > targets, to identify brain 
regions whose activity was sensitive to the manipulation of stimulus type. A voxel-wise intensity 
threshold of p < .001 uncorrected for multiple comparisons and a cluster extent threshold 10 
voxels was used.  
EEG. EEG data were acquired using a Brain Products 32 electrode cap and BrainAmp 
MR (Figure 4.3) at a sampling rate of 5 kHz. The reference electrode was located at Fz and the 
ground electrode was located at AFz. Electrooculogram (EOG) channels were located below the 
right eye, and at the outer canthi of the left and right eyes. Data were processed using Brain 
Figure 4.3. Diagram of the Bi-Modal Imaging Equipment. Data from fMRI, 
EEG, and EROS were recorded using a 3-T Siemens MAGNETOM scanner (not 
shown), MR-Compatible Brain Products EEG system including EEG cap and 
Amplifier, and ISS Imagent oximeter with custom EROS helmet, respectively. 
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Vision Analyzer 2 for MR gradient (Allen et al., 2000; Gonçalves et al., 2007) artifact removal, 
down-sampling to 250 Hz, and pulse artifact (Allen et al., 1998) removal, followed by exporting 
to EEGLAB (Delorme & Makeig, 2004) for low-pass FIR filtering at 30 Hz, high pass FIR 
filtering at 0.1 Hz, and eye movement artifact correction (Gratton, Coles, & Donchin, 1983), 
which involved using the horizontal eye electrodes together and the vertical eye electrode with 
FP2 to derive horizontal and vertical eye channels, respectively, to calculate correction factors. 
The EEG data were then re-referenced to an average reference and trials that showed large 
microvolt amplitudes after data processing (> ±100 µV) were excluded from analysis. After 
cleaning, each data set was confirmed to have more than 25 trials per condition of interest. 
Average ERPs were computed time-locked to the onset of the targets and negative distracters, at 
centro-parietal electrodes.  
Bi-modal EROS-EEG Data Acquisition, Preprocessing, and Analysis 
EROS. EROS data collection involved ISS frequency-domain oximeters and source 
fibers (64 laser diodes) emitting a wavelength of 830 nm. Light was detected by 24 
photomultiplier tubes and both amplitude and delay were sampled at 39 Hz. Optical fibers were 
placed against the scalp using a custom-built helmet designed for full-head coverage (Figure 
4.3). Application involved parting the hair beneath each optical fiber location and securing the 
fiber in place at each location in a configuration montage. Delay data were corrected off-line for 
phase wrapping, pulse artifacts were removed, and data were low-pass filtered at 8 Hz. Optical 
fiber locations were digitized in 3D with respect to three fiducial points (located on the nasion 
and left and right pre-auricular points) on each individual participant using a Polhemus 
“3Space”® 3D digitizer. The same fiducial points were then marked on MR anatomical images 
and co-registered using a recently developed optimized co-registration package (OCP) (Chiarelli, 
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Maclin, Low, Fabiani, & Gratton, 2015). The optical source and detector points were 
transformed to MNI space to place them in a common space. Analysis software OPT-3D 
(Gratton, 2000) was used to estimate optical paths, construct activity images, and perform 
statistical tests, time locked to the onset of the targets and negative distracters.  Statistical maps of 
the optical signal for each data point were generated by 3D reconstruction of the z-scores on a 
template brain in MNI space, with an 8 mm spatial filter according to the location information 
from the coregistration procedure.  
EEG. EEG data were collected using 10 drop-electrodes and a sampling rate of 1 kHz. 
Additionally, the right mastoid was used as the online reference (left mastoid was also recorded), 
and the ground electrode was placed near the nasion. EOG electrodes were placed below the 
right eye, and at the outer canthi of the left and right eyes. EEG electrode placements were based 
on available locations in the EROS helmet, within approximately 2 cm of standard extended 10-
20 system locations. Locations included: FC: 1, 2, 5, 6; C: 3, 4; CP: 1, 2; P: 3, 4. EEG data were 
down-sampled to 250 Hz and re-referenced to an average mastoid reference during 
preprocessing. Consistent with fMRI-EEG analysis, average ERPs were computed time-locked 
to the onset of the targets and distracters at centro-parietal electrodes. Each data set was 
confirmed to have more than 25 trials per condition of interest after excluding trials that showed 
large microvolt amplitudes (> ±100 µV). 
Tri-modal fMRI-EROS-EEG Data Acquisition, Preprocessing, and Analysis  
Functional MRI data were acquired and processed using the same parameters described 
for bi-modal fMRI-EEG, with the exception of TE which was 26 ms. For EROS data, custom 
patches were created from rubber and elastic to hold plastic optical fiber housings and prisms 
that allowed the optical fibers to be placed tangentially to the scalp surface under the EEG cap 
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(Figure 4.4). A similar approach was used in a previous study using simultaneous optical 
imaging and transcranial magnetic stimulation (Parks et al., 2012). For data acquisition in this 
study, the patches were placed using EEG 10-20 system locations of F3/4 and F7/8 to 
approximate coverage for dlPFC and vlPFC, respectively.  Source optical fibers were threaded 
through the mesh of the EEG cap into small holes in the rubber patches, and held in place using 
adhesive putty. EROS data collection involved an ISS frequency-domain oximeter; and sources 
were 16 laser diodes emitting a wavelength of 830 nm. Light was detected by 4 photomultiplier 
tubes, and both amplitude and delay were sampled at 39 Hz. Delay data were processed using 
procedures consistent with EROS-EEG analysis, and OPT-3D was used for analysis. EEG 
Figure 4.4. Diagram of the Tri-Modal Imaging Equipment.  In the fMRI 
scanner, EROS and EEG data were recorded using two patches (top left) to apply 
optical fibers and a MR-compatible EEG cap (top right). The optical detector fibers 
were applied to the scalp using prisms, to allow for tangential orientation such that 
the EEG cap could be placed over the patch. The optical emitter fibers were 
threaded through the mesh of the EEG cap. Optical fibers were connected to the 
ISS Imagent unit, which input to the acquisition computer running BOXY (bottom 
left). The EEG signal was acquired using the Brain Products BrainAmp MR plus 
and USB2 Adapter, sending the signal to the acquisition laptop. The EEG 
acquisition also recorded clock signal from the MR scanner via the SyncBox, and 
TR and event markers via a parallel port cable bringing signals from the MR 
scanner and stimulus computer (bottom right). 
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Figure 4.5. Evidence for MR Artifact 
Removal in EEG. (A) An example of 
EEG data from fMRI-EEG, with MR 
gradient artifacts that were removed (B), 
followed by removal of BCG artifacts (C).  
equipment included the same Brain Products system, 
and for this session the electrodes located over the 
optical patches (F: 3, 4, 7, 8, FC: 5, 6) were moved to 
posterior locations on the cap. EEG data were processed 
using a procedure consistent with the method for bi-
modal fMRI-EEG, and the electrodes moved to posterior 
locations were ignored during the calculation of the 
average reference, in order to avoid over-weighting the 
reference for posterior scalp activity. Each data set was 
confirmed to have more than 25 trials per condition of 
interest after excluding trials that showed large 
microvolt amplitudes (> ±100 µV). 
Results  
 Processing of EEG data collected in the MR 
scanner showed successful removal of MR gradient and 
BCG artifacts. Large MR gradient artifacts were clearly 
evident in the raw EEG recordings (Figure 4.5A), and 
were successfully removed using the average artifact 
subtraction approach (Allen et al., 2000) in BrainVision 
Analyzer 2 (Figure 4.5B). The BCG artifact was then 
removed using a semi-automatic pulse detection and 
correction approach (Allen et al., 1998) (Figure 4.5C).  
 Behaviorally, participants tended to have high 
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overall accuracy in responding to each category. Mean accuracy in response to targets was 
86.30% (SD = 20.56%), and over 90% in distracter and standard conditions (Neutral distracters, 
M = 98.10%, SD = 2.43%; Negative distracters, M = 98.89%, SD = 1.82%; Positive distracters, 
M = 97.78%, SD = 6.67%; Standards, M = 99.61%, SD = .36%). Data from all participants were 
included in brain imaging analyses. 
 Analysis of data from bi-modal brain imaging sessions (not shown) provided strong 
evidence for expected fMRI, EROS, and EEG responses, capturing prefrontal and parietal 
cortical responses, which were consistent with spatial and temporal evidence from uni-modal 
recordings. First, fMRI results identified increased responses in the dlPFC and LPC to targets 
compared to negative distracters, and in the vlPFC in the reverse contrast (negative distracters > 
targets). Second, EROS results identified a similar pattern of dissociation in the dlPFC vs. vlPFC 
in the responses to targets vs. negative distracters. Finally, in both simultaneous fMRI-EEG and 
EROS-EEG sessions, EEG results identified greater positivity over centro-parietal electrode sites 
for targets than for negative distracters, consistent with a P300 response. Importantly, these data 
showed that dorso-ventral dissociations observed in the lateral PFC in dual tasks with emotional 
distraction (Figure 4.1) are effectively captured using fMRI and EROS in similar spatial 
locations but at different time scales. Also ERP responses were effectively captured at a similar 
time scale with that of EROS but at posterior locations. Thus, these results demonstrated the 
feasibility of tri-modal acquisition using the present task and simultaneously recording, in the 
MRI scanner, of both EROS data using an optical array targeting lateral PFC areas and EEG data 
using a cap covering posterior locations.   
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 Consistent with the results identified in the bi-modal sessions, tri-modal brain imaging 
data yielded the expected results for each modality. Specifically, fMRI results identified (1) 
greater responses in the dlPFC and LPC to targets than to negative distracters, and in the vlPFC 
to negative distracters than to targets (Figure 4.6A), (2) EROS data showed similar responses in 
the dlPFC vs. vlPFC dissociating targets vs. negative distracters (Figure 4.6B), and (3) ERP data 
identified increased P300 sensitivity to targets over centro-parietal electrode sites (Figure 4.6C). 
These results provide strong support for the feasibility of using simultaneous tri-modal (fMRI-
EROS-EEG) recordings to study brain function. These findings, identifying overlapping and 
complementarity responses across different measures of brain function, reflecting responses to 
Figure 4.6. Tri-Modal Evidence for Expected Effects in fMRI, EROS, 
and EEG (n = 4). (A) fMRI results showed increased responses in the dlPFC 
and LPC to targets than to negative distracters, and in the vlPFC to negative 
distracters than to targets. (B) Consistent with fMRI results, EROS results 
identified spatial dissociations within lateral PFC to targets and negative 
distracters using a custom-made optical array (127 and 614 ms plotted with 
range of z-scores ±1-1.5, 358 ms plotted with range of z-scores ±1.67-2.5). 
(C) ERP data identified differential sensitivity to targets, over centro-parietal 
electrode sites. For (B), the shaded area on the cortex represents coverage of 
the optical array. Right, R; dorsolateral prefrontal cortex, dlPFC; ventrolateral 
prefrontal cortex, vlPFC; lateral parietal cortex, LPC.  
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task manipulations involving emotion-cognition interactions, provide proof-of-concept evidence 
supporting the use of these methodologies to study spatio-temporal aspects of brain function. 
Further investigation of these links will be possible in larger samples by extracting the signals 
from each modality to examine the associations across spatio-temporal scales (Figure 4.7). 
Discussion 
 The goal of the present study was to implement and validate a novel protocol for tri-
modal simultaneous brain imaging, employing a two-stage approach: implementation and 
validation of two bi-modal protocols (fMRI-EEG and EROS-EEG), followed by implementation 
and validation of a tri-modal (fMRI-EROS-EEG) protocol, using simultaneous recordings. 
Results from simultaneous bi-modal fMRI-EEG recordings indicated successful removal of MR 
artifacts in the EEG data, and captured the expected fMRI and ERP response patterns. Analyses 
of data from simultaneous EROS-EEG captured patterns of responses in the PFC consistent with 
previous spatial (fMRI) and temporal (ERP) evidence. Finally, results from the tri-modal fMRI-
EROS-EEG integration captured results consistent with the previously identified dorso-ventral 
Figure 4.7. Tri-Modal Signals from fMRI, EROS, and EEG. Single trial signal 
from fMRI (A), EROS (B), and EEG (C) can be extracted and integrated in 
comprehensive analyses, to examine the associations between the 
psychophysiological signals across spatial and temporal scales. The displayed 
signals are a single trial from a representative participant.  
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PFC dissociation in fMRI and EROS recordings, while also capturing ERPs at posterior scalp 
locations, thus demonstrating the feasibility of using these three techniques simultaneously.  
Tri-modal brain imaging involves clear challenges, which have been addressed in the 
current protocol. First, the optical and EEG arrays had to be carefully configured to capture 
expected effects of interest. The present results point to remarkable parallels between fMRI, 
EROS, and EEG measures of brain activity, even within a small number of data sets. The fMRI 
and EROS from the bi-modal acquisitions showed spatially convergent results, with both 
capturing expected dorso-ventral dissociations in the PFC. Additionally, the EROS and EEG 
from the bi-modal acquisitions showed temporally convergent results, capturing responses to 
targets at similar timings after stimulus presentation. Specifically, we demonstrated that a 
targeted optical array over the lateral PFC regions can capture dorso-ventral spatial dissociations 
similar to those identified by fMRI, but at a much higher temporal resolution, while EEG 
electrodes at posterior locations can capture expected responses, at a similar timing with that of 
EROS. Notably, the EROS sensitivity to targets appears to coincide with the P300 and also an 
earlier time window, while the EROS sensitivity to negative distracters appears to coincide with 
the typical window for LPP. Another key aspect of integrating fMRI, EROS, and EEG, is 
cleaning the data of artifacts inherent to the multi-modal acquisition format. Artifacts are 
primarily apparent in the EEG data, as a result of being acquired in a MR environment. The 
current protocol also demonstrated effective removal of MR gradient and pulse artifacts from the 
EEG data, by using artifact correction procedures, as implemented in BrainVision Analyzer 2.  
 The present findings expand beyond previous bi-modal investigations of brain function, 
which have shown associations between BOLD and ERP components (Bénar et al., 2007; Liu et 
al., 2012; Sabatinelli et al., 2007; Warbrick et al., 2009), and demonstrate complementarity 
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across spatial and temporal aspects using EROS as a bridging technique. For instance, the 
present EROS findings identified dorso-ventral PFC dissociations that are (1) at a much earlier 
timing than is detectable in fMRI, and (2) not clearly captured in ERPs at frontal locations. The 
EROS dlPFC response captured for targets in the present study is consistent with the DES-VAS 
dissociation previously observed in fMRI studies (Figure 4.1), and suggests that dorsal regions 
are involved in processing oddball targets even before the expected P300 peak. Notably, the 
EROS results also point to the role of the vlPFC in early responses, consistent with the idea that 
the vlPFC is part of the VAS and sensitive to bottom-up processing which might be dissociable 
from later processing associated with coping with emotional distraction (Iordan et al., 2013). 
Overall, the present results are consistent with the idea that DES and VAS regions play 
dissociable roles in the context of emotional distraction, and suggest that these responses are 
detectable even at early stages of processing of visual stimuli. Future research combining these 
three modalities could further explore the spatio-temporal dynamics of these brain systems, to 
clarify the underlying mechanisms of the impact of, and coping with, emotional distraction, 
which are still not well understood.   
 Although the task used in the present study was selected primarily because it provided 
clear expectations for fMRI and ERP responses coming from the literature on emotion-cognition 
interactions (Iordan et al., 2013; Singhal et al., 2012; Wang et al., 2005), there are other 
frameworks that can also provide possible insights into the underlying mechanisms of the 
responses elicited by this task. For example, the present results showed that response to targets 
was associated with enhanced engagement of the DES. This pattern of response is also consistent 
with the cognitive control frameworks that emphasize endogenous control (Corbetta & Shulman, 
2002) and proactive processing (Braver, 2012), which both highlight activity of dorsal brain 
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regions during responses that are more related to top-down processing. The response to targets 
can also be considered in terms of the cognitive control process of shifting, which refers to 
flexible changes between task-sets or goals (Miyake & Friedman, 2012; Miyake et al., 2000). In 
these frameworks, the response to targets might be seen as a top-down process in which the 
participant is maintaining a goal of detecting the target shapes among the stream of presented 
standard scrambled images and distracter images. This response might require shifting from the 
“standard” response rule (i.e., responding with “standard” hand) to the “oddball” response rule 
(i.e., responding with “target” hand). Additionally, the P300 (or so-called P3b, in this case) has 
been proposed as a component that might be related to these processes, although there has also 
been some evidence suggesting relation to other cognitive control processes (Gratton, Cooper, 
Fabiani, Carter, & Karayanidis, 2018). 
The present results also showed that distracter processing was associated with enhanced 
engagement of the VAS. This pattern of response is also consistent with several models of 
cognitive control, which emphasize exogenous control (Corbetta & Shulman, 2002), and reactive 
processing (Braver, 2012) in ventral brain regions engaged during bottom-up processing. The 
response to distracters might also be considered in the context of the cognitive control process of 
updating, which refers to monitoring and changing working memory contents (Miyake & 
Friedman, 2012; Miyake et al., 2000). In these frameworks, the response to distracters might be 
seen as a bottom-up process in which the participant is monitoring the stream of standard 
scrambled images and during the presentation of distracters engages in reacting to and updating 
the response rule to address the distracter, because despite the differences between scrambled 
and distracters images, the participant is instructed to respond to them following the same rule 
(i.e., same response hand). This response might require updating the “standard” response rule 
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(i.e., with one hand) to also respond with that same rule for the distracter images. All in all, 
investigation of these possible alternative options regarding the processing indexed by the dorso-
ventral dissociations identified here is beyond the scope of the present study; their clarification is 
allowed by future investigations using simultaneous multi-modal imaging.    
 It should be noted that there is some evidence for EROS and ERPs with frontal 
topography during oddball tasks (Bledowski, Prvulovic, Goebel, et al., 2004; Low, Leaver, 
Kramer, Fabiani, & Gratton, 2006), and that there have been proposed distinctions of P300 
subcomponents: the so-called P3a, which typically peaks over fronto-central areas, and the P3b, 
which typically peaks over parietal areas (Polich, 2007). However, these previous studies did not 
involve emotional stimuli or target the role of the vlPFC in emotional distraction, and hence it 
remains unclear how activity of the vlPFC might be related to such aspects. Interestingly, a 
recent MEG investigation of emotional distraction (García-Pacios et al., 2015) has provided 
initial evidence for a temporal dissociation in the orbito-lateral PFC between an earlier (70-130 
ms) response, and a later response (360-455 ms), which supports the idea of detectable 
engagement in the initial impact of vs. coping with distraction, respectively. However, this MEG 
investigation focused on a short (1 s) time window following the onset of the distracters, and 
hence it is still not known how the fast neuronal responses captured by MEG relate to the slower 
hemodynamic changes in the vlPFC, revealed by fMRI studies. Future studies capitalizing on the 
tri-modal imaging approach demonstrated here will be able to more comprehensively clarify the 
dynamic role of the vlPFC in processing emotional distraction by incorporating EROS to identify 
a clearer separation of these processes for more comprehensive interpretation.  
 It is also important to note that not all brain activity is captured by event-related measures 
such as ERPs. Indeed, a substantial amount of brain activity appears to occur in the form of 
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ongoing oscillatory activity, which can be captured in other ways than those presented here. For 
example, spectral perturbation measures are commonly used in the EEG literature (Onton & 
Makeig, 2006), and offer another way of capturing the oscillatory changes. Interestingly,  
oscillatory measures have been shown to be especially informative in some cases of examining 
EEG associations with fMRI BOLD, and thus might provide complementary information related 
to BOLD response that is not captured by ERPs (Engell, Huettel, & McCarthy, 2012). Future 
work should incorporate oscillatory measures for the analyses across the three modalities in a full 
study sample. 
 Simultaneous fMRI-EROS-EEG recordings have benefits beyond the study of emotion-
cognition interactions. For example, recent studies have demonstrated comprehensive multi-
method investigations of topics such as neurovascular coupling in aging (Fabiani et al., 2014), 
using simultaneously acquired EROS-EEG and separately acquired fMRI. Capitalizing on 
multiple indices of brain activity allows for validation measures to be built in to a given study, 
which can help to strengthen inferences about results. Additionally, multi-modal brain imaging 
can provide advantages for controlling effects such as habituation and/or memory, which can be 
difficult to obtain across multiple uni-modal sessions. Another important feature of simultaneous 
multi-modal data collection is in experiments where moment-to-moment spontaneous variations 
in activity can be captured, such that not only variability across individuals is captured, but also 
variability in individual responses or ongoing activity. One clear example of this is the study of 
so-called “resting state” networks, where the spontaneous and random (uncontrolled) variations 
are correlated over time between brain locations. In order to fully understand the relations 
between activity fluctuations observed with different imaging modalities, the modalities must be 
collected simultaneously. Even for event-related paradigms, as previously noted, trial-by-trial 
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variations may be an important consideration for either cognitive (e.g. attention) or physiological 
(e.g. EEG phase/micro-state or neurovascular state) reasons. Some practical limitations can also 
be avoided or addressed by simultaneous multi-modal brain imaging, such as cases where only a 
limited set of unique appropriate stimuli are available, or when time and resources are not 
available for bringing in participants for multiple sessions. Therefore, brain imaging studies 
targeting various topics of interest can capitalize on tri-modal imaging for advantages at the 
levels of study design and interpretation of results, with great benefits for the field of cognitive 
neuroscience.  
Multi-modal data integration is an emerging and highly anticipated area in cognitive 
neuroscience. Using advanced statistical techniques, such as the independent component (ICA) 
analyses (Moosmann, Eichele, Nordby, Hugdahl, & Calhoun, 2008), partial least squares 
(Krishnan, Williams, McIntosh, & Abdi, 2011; McIntosh & Lobaugh, 2004), or machine 
learning techniques (Huster et al., 2012), to name a few, could potentially provide notable and 
compelling avenues for data integration. The benefits of integrating across modalities could help 
inform future manipulations of underlying brain activity, using techniques such as transcranial 
magnetic stimulation (TMS) and transcranial direct-current stimulation (tDCS) to alter brain 
activity, or to incorporate uni-modal findings with existing literature using other techniques. 
Multi-modal imaging could potentially also help to clarify questions that remain unclear in brain 
imaging, such as the contribution of inhibitory activity to the BOLD signal (Blinowska et al., 
2009), the role of glial cells in neurovascular coupling (Metea & Newman, 2006), the 
contribution of physiological noise to brain imaging signals (Kruger & Glover, 2001), and the 
roles of dendritic hyperpolarization and depolarization in relation to each of the 
psychophysiological signals (Buzsáki, Anastassiou, & Koch, 2012; Logothetis, 2008). These 
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techniques could also allow for examination of the relations between sustained activations and 
the amplitude of changes in each signal.  
A number of analytical approaches integrating data from multi-modal brain imaging can 
be employed. Some studies have demonstrated analytical integration for bi-modal brain imaging 
data. For example, in the case of fMRI-EEG, so-called asymmetric data integration can be done 
in which the fMRI data is used to improve the source localization of EEG/ERP (Huster et al., 
2012). If a distributed source model is used, which computes a reconstruction of activity at each 
point in a 3D space of possible current sources, statistical maps from fMRI analyses can be used 
to constrain the possible source locations (Huster et al., 2012). Alternatively, the statistical maps 
from fMRI analyses can be used to identify locations for seeding the possible EEG/ERP sources, 
which may identify more specific source locations. 
In other cases, asymmetric data integration can be done in the other direction, using 
EEG/ERP data to inform fMRI analyses. In this case, EEG or ERP measurements might be used 
as parametric modulators in the fMRI analyses for each participant, essentially using the 
EEG/ERP signal to identify coupling with the BOLD response. This can be informative about 
associations between the EEG/ERP signal and the BOLD signal, and may be used as converging 
evidence for the temporal and spatial correlates of cognitive processing. Notably, some extant 
studies have begun to examine such associations using oddball and target detection tasks (Bénar 
et al., 2007; Warbrick et al., 2009), and emotion processing tasks (Liu et al., 2012; Sabatinelli et 
al., 2007). Such approaches could help to further clarify the relations between these signals. 
Furthermore, another important aspect to consider for integrating multi-modal imaging data 
analytically is what measure to extract from each signal. Whereas some studies involving task-
manipulations use ERP amplitude (Warbrick et al., 2009), it is also possible to extract other 
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measures such as power in various EEG frequency bands (Michels et al., 2010). Depending on 
the research question and the modalities acquired, different measures might be appropriate for 
integration. Similar considerations are also necessary for examination of multi-modal resting 
state data (Mantini, Perrucci, Del Gratta, Romani, & Corbetta, 2007).  
Based on the extant literature, we might expect that features of event-related signals from 
EEG and fast optical imaging, such as ERP or EROS amplitudes, would be associated with the 
amplitude of peak of hemodynamic changes captured by fMRI and fNIRS (Goldman et al., 2009; 
Liu et al., 2012). We might also expect that ongoing oscillatory activity in the EEG and fast 
optical data would be associated with features of the fMRI and fNIRS (e.g., Sadaghiani et al., 
2010; Scheeringa et al., 2011; Scheeringa et al., 2009). Such associations can link the fast 
fluctuations or ongoing activity that is captured by measures linked to neuronal responses and the 
subsequent hemodynamic changes in large scale brain networks (Jann et al., 2009; Sadaghiani et 
al., 2010). For instance, this approach could help clarify interactions between attentional and 
executive control functions in fronto-parietal regions (Cabeza et al., 2003; Dolcos & McCarthy, 
2006; Vincent, Kahn, Snyder, Raichle, & Buckner, 2008), dissociations between the initial 
impact of emotional distraction and coping with it (Dolcos et al., 2006; Dolcos & McCarthy, 
2006; Iordan et al., 2013), and altered mechanisms in neurological conditions (Goldfine, Victor, 
Conte, Bardin, & Schiff, 2011; Morgan, Price, Arain, Modur, & Abou-Khalil, 2004). Future 
studies should also investigate the role of individual differences as possible factors influencing 
vulnerability or resilience to emotional challenges using multi-modal measurement of the large-
scale brain networks, to improve and expand on previous research in clinical groups (anxiety, 
depression, and post-traumatic stress disorder) and other age categories (adolescence and aging) 
(Hayes et al., 2011; Morey, Dolcos, et al., 2009; Ritchey, Dolcos, Eddington, Strauman, & 
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Cabeza, 2011; Singhal et al., 2012; St. Jacques, Dolcos, & Cabeza, 2010; St. Jacques*, Dolcos*, 
& Cabeza, 2009; Wang, Krishnan, et al., 2008; Wang et al., 2012). Connectivity will be an 
important component of this approach for integrating multi-modal brain imaging data. 
Additionally, incorporating optical imaging with fMRI and EEG will help to clarify and validate 
dynamics that might be challenging to investigate with these techniques individually (e.g., 
providing converging evidence to compare with EEG source analyses).   
Other approaches to integrating multi-modal data include symmetric or joint analyses. 
Some symmetric approaches, such as Bayesian models, have been proposed as a possible way to 
derive an optimal balance of information from multi-modal recordings (Daunizeau et al., 2010). 
Joint ICA is another approach that can be used on EEG and fMRI data to capture the variance in 
brain responses across modalities, to decompose the data into components that represent 
temporal and spatial aspects of brain activity (Huster et al., 2012). Using asymmetric or joint 
data integration methods still has limitations, as they may rely on some assumptions about the 
relation between the two signals, but in many cases these analyses have been shown to be 
feasible and yielded plausible results (Huster et al., 2012). Although currently less common, 
similar analysis techniques could also be done with optical imaging data being used in place of 
fMRI or EEG/ERP, or by using all three modalities together in a combined analysis. By 
including data from simultaneous fMRI-EROS-EEG, data integration could be used to identify 
associations among these signals that might not be detectable using uni-modal or bi-modal 
approaches. 
Some limitations should also be mentioned. An important consideration for the present 
proof-of-concept evidence is that the optical data in the tri-modal format were collected with a 
relatively small array placed at PFC regions, and using a limited number of data sets. Although 
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the results suggest that these findings are consistent across acquisition formats (bi- and tri-
modal), ideally is to further improve the tri-modal configuration—e.g., by using larger optical 
arrays for more widespread and/or denser coverage, and by adapting the arrays to allow for EEG 
electrode placements in areas like the frontal locations that were obscured due to the optical 
arrays in the present design. It should be noted, however, that, although the present study 
demonstrated optical imaging over lateral PFC and ERPs at posterior locations, tri-modal 
simultaneous brain imaging is not limited to this configuration. In principle, customized optical 
imaging arrays could be designed to target essentially any location on the scalp, and EEG 
electrodes could be arranged to record elsewhere or even within the space covered by the optical 
array, given appropriate precautions. For example, another compelling area of research that 
could capitalize on tri-modal brain imaging is the study of social cognition and social decision 
making, which could benefit from placing the optical array over the lateral temporal cortex, to 
capture responses around the superior temporal sulcus (STS) areas. Improving the integration of 
the optical and EEG placements would also allow for enhanced coverage, which might influence 
aspects of data processing such as the computed average reference. Although the EEG electrodes 
that were moved from frontal locations were not included in the average reference, the lack of 
these frontal electrodes might have contributed to slight differences in the topography of ERP 
responses compared to other data sets or other data collection configurations. For example, the 
ERP response to negative distracters appears to be relatively small at the locations of Cz and Pz, 
but as can be seen from the topography plot (Figure 4.6), a peak over posterior electrodes is still 
apparent. Regarding the limited number of data sets, although the present data provide strong 
proof-of-concept evidence demonstrating successful implementation of simultaneous fMRI-
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EROS-EEG imaging, future multi-modal imaging studies capitalizing on the present evidence 
should use larger participant samples to address open questions regarding brain function. 
In sum, the present report provides proof-of-concept evidence demonstrating 
implementation and validation of simultaneous tri-modal recording of fMRI, EROS, and EEG, 
based on parallel and converging results across the three methodologies. Tri-modal imaging 
provides advantages that can overcome the current limitations of uni- or bi-modal imaging, help 
to clarify the fundamental links between brain activity and these individual measures, and 
elucidate the links between the spatial and temporal aspects of dynamic brain functioning. This 
technique will be useful for future studies to comprehensively examine the neural correlates of 
psychological functioning, and will inform future theoretical models of brain function, in 















CHAPTER 5: INTEGRATION OF SPATIO-TEMPORAL DYNAMICS IN EMOTION-
COGNITION INTERACTIONS: A SIMULTANEOUS FMRI-ERP INVESTIGATION 





 Despite a growing body of evidence highlighting that emotion-cognition interactions 
elicit specific patterns of response in brain regions associated with major brain networks (Barrett 
& Satpute, 2013; Lindquist & Barrett, 2012; Seeley et al., 2007; Sylvester et al., 2012), it is 
unclear how the mechanisms by which emotion interfaces with cognition at various levels (from 
basic emotional responses to emotion control) are linked to spatial and temporal dynamics in the 
associated neural correlates. For example, it is not well understood how emotion processing, 
attentional control, and the interactions between these processes map onto the dynamic 
functioning of the associated brain mechanisms. Thus, there is an urgent need to adopt a 
comprehensive approach through the utilization of multiple brain imaging modalities in order to 
elucidate the mechanisms of emotion-cognition interactions. Clarification of these issues is 
central to generating novel models and theories of emotion-cognition interactions, and to 
advance how cognitive and emotional dysfunctions are conceptualized, measured, treated, and 
prevented. For instance, understanding the neural mechanisms of emotion-cognition interactions 
can provide insight into alterations that might lead to dysfunctions associated with clinical 
disorders (e.g., anxiety, depression, post-traumatic stress disorders [PTSD], attention-deficit 
hyperactivity disorder [ADHD]).  
 Presumably due to their relevance for survival, emotional stimuli capture attentional 
resources more readily than neutral stimuli. Such attentional capture by emotional stimuli may 
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result in distraction from task- or goal-relevant behavior, which can be detrimental to adaptive 
behavior, particularly in situations where one’s survival is not in immediate danger. 
Consequently, the ability to limit the impact of emotional distraction is crucial to successful 
goal-relevant behavior. Consistent with this idea, affective and attentional dysfunctions are often 
hallmarks of clinical disorders where goal-relevant behavior (e.g., working memory, decision 
making) might suffer (Banich et al., 2009; Dolcos et al., 2014).  
 Building upon clinical models of emotion-cognition interactions (Drevets & Raichle, 
1998; Mayberg, 1997, 2006; Price & Drevets, 2012) brain imaging studies in which emotional 
information was presented as transient distraction during cognitive tasks (Anticevic et al., 2010; 
Chuah et al., 2010; Denkova et al., 2010; Diaz et al., 2011; Dolcos et al., 2011; Dolcos & 
McCarthy, 2006; Iordan et al., 2013; Oei et al., 2012) have shown that the impairing effect of 
negative distraction was linked to opposing patterns of activity in two large neural systems: a 
dorsal executive neural system (DES) (showing hypo-function) and a ventral affective system 
(VAS) (showing hyper-function). The dorsal system includes brain regions typically involved in 
executive cognitive functions, which are critical for executive-based attentional processing and 
the ability to maintain focus on goal-relevant information (e.g., dorsal lateral prefrontal cortex 
[dlPFC] and lateral parietal cortex [LPC]). The ventral system includes brain regions involved in 
emotion processing (e.g., ventral lateral prefrontal cortex [vlPFC], fusiform gyrus [FFG], 
amygdala [AMY], ventral medial prefrontal cortex [vmPFC], and inferior parietal cortex). It is 
important to note that while we do not treat DES and VAS as equivalent to brain networks, there 
are considerable overlaps between these larger neural systems and the large-scale functional 
networks (Iordan & Dolcos, 2017). More specifically, the task-induced dorso-ventral 
dissociation between DES and VAS overlaps with the resting-state dissociations between the 
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fronto-parietal control/central-executive/dorsal-attentional networks and the salience/cingulo-
opercular/ventral-attentional networks, respectively (Bressler & Menon, 2010; Dosenbach et al., 
2008; Dosenbach et al., 2007; Power et al., 2011; Seeley et al., 2007; Yeo et al., 2011). Notably, 
evidence from functional magnetic resonance imaging (fMRI) research (Anticevic et al., 2010; 
Chuah et al., 2010; Denkova et al., 2010; Diaz et al., 2011; Dolcos et al., 2011; Dolcos & 
McCarthy, 2006; Iordan et al., 2013; Oei et al., 2012) has shown that interactions between these 
neural systems can occur transiently in response to emotional distraction that can interfere with 
ongoing cognitive processing, in healthy participants (reviewed in Dolcos et al., 2011; Iordan et 
al., 2013). Therefore, clarifying the neural correlates of emotion-cognition interactions can be 
targeted with fMRI within the spectrum of functioning in a healthy population to inform future 
work with patient populations or populations at risk for mental disorders, to identify and treat 
possible break-downs in the mechanisms associated with these processes. However, fMRI is 
primarily advantageous for examining where changes occur in the brain, due to its spatial 
resolution on the order of millimeters, but is less advantageous for examining when changes 
occur, due to the timing of hemodynamic response, which is on the order of seconds. Hence, 
elucidation of the link between spatial (where) and temporal (when) aspects of the neural 
correlates of emotion-cognition interactions requires integration of brain imaging methods such 
as fMRI with other methods that allow for higher temporal resolution. 
 A common psychophysiological method for examining the temporal (when) aspects of 
emotion-cognition interactions is electroencephalography/event-related potentials (EEG/ERP). 
Extant EEG studies highlight temporal markers associated with attentional control such as the 
P300 located over central and parietal electrodes (Bledowski, Prvulovic, Goebel, et al., 2004; 
Fabiani et al., 1987; Polich, 2007; Singhal et al., 2012), and temporal markers associated with 
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emotional processing such as the late positive potential (LPP) located over occipital, temporal, 
and parietal electrodes (Dolcos & Cabeza, 2002; Schupp et al., 2004; Schupp, Junghofer, Weike, 
& Hamm, 2003; Singhal et al., 2012; Weinberg & Hajcak, 2010). For example, previous research 
has consistently shown that the P300 is associated with response to stimuli in cognitive-
attentional paradigms such as the oddball task (Bledowski, Prvulovic, Goebel, et al., 2004; 
Bledowski, Prvulovic, Hoechstetter, et al., 2004), and that larger LPP amplitude is associated 
with processing of emotional compared to neutral images (Schupp et al., 2000; Schupp et al., 
2004). Importantly, these studies highlight differential temporal markers of attentional and 
emotional processing, which can be captured with a time scale on the order of milliseconds.  
 Whereas fMRI and EEG research have each separately identified spatial and temporal 
markers of brain function, it remains unclear how the dynamic process of emotion-cognition 
interactions maps onto the spatio-temporal changes of the associated neural mechanisms. For 
example, an open question in the literature is the role of regions such as the vlPFC in the impact 
of, and coping with, emotional distraction (Iordan et al., 2013). Consistent with the idea that the 
vlPFC is involved with multiple processes related to emotion, converging evidence from task-
related and resting-state functional connectivity investigations points to the vlPFC as a site of 
rich functional heterogeneity, possibly linked to the overlap between different functional 
networks in this area (Cai, Ryali, Chen, Li, & Menon, 2014; Gordon et al., 2014; Levy & 
Wagner, 2011; Power et al., 2011; Warren et al., 2014). Extant fMRI research has linked vlPFC 
with both processing of emotional (Dolcos et al., 2011; Iordan et al., 2013) and salient 
information (Bressler & Menon, 2010; Corbetta, Patel, & Shulman, 2008; Seeley et al., 2007), as 
well as with response inhibition (Aron, 2007; Aron, Robbins, & Poldrack, 2004, 2014; Berkman, 
Burklund, & Lieberman, 2009), and affect regulation (Ochsner et al., 2004; Ochsner et al., 2012). 
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Interestingly, a recent magnetoencephalographic (MEG) investigation of emotional distraction 
(García-Pacios et al., 2015) has provided initial evidence for a temporal dissociation in the 
orbito-lateral PFC between an earlier (70-130 ms) response, and a later response (360-455 ms), 
which supports the idea of detectable engagement in the initial impact of, and coping with, 
distraction. However, this MEG investigation focused on a short (1 s) time window following the 
onset of the distracters, and hence it is still not known how the fast neuronal responses captured 
by MEG relate to the slower hemodynamic changes in the vlPFC, revealed by fMRI studies.  
 Interestingly, the dynamics of the vlPFC do not appear to be well captured by EEG/ERP 
data from frontal electrodes, but posteriorly peaking ERPs such as the LPP have been shown to 
be associated with response to emotional stimuli (Liu et al., 2012), which suggests that there 
might be complex associations between ERPs and fMRI BOLD. Recently, fMRI-EEG research 
has begun to use integrative analyses to examine the neural substrates of ERPs such as the LPP 
(Liu et al., 2012) and P300 (Bledowski, Prvulovic, Hoechstetter, et al., 2004). Such studies have 
identified correlations between the amplitude of LPP in response to unpleasant emotional 
pictures and BOLD in vlPFC, insula, and posterior cingulate cortex (Liu et al., 2012), and have 
modeled source localizations of P300 sub-components in a 3-condition oddball task to parietal, 
inferior temporal, frontal, and insular areas (Bledowski, Prvulovic, Hoechstetter, et al., 2004). 
Although these studies bring us closer to understanding how spatial and temporal aspects of 
brain functioning relate, they have not directly targeted the interactions between emotion and 
attention, and thus it remains unclear how the spatio-temporal dynamics of these processes 
unfold.  
 Clarification of the links between spatial and temporal aspects of the brain mechanisms 
associated with emotion-cognition interactions should incorporate not only appropriate brain 
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imaging techniques, but also paradigms that reliably modulate neural activity in the brain 
systems of interest. A task that has been used to examine such interactions with both fMRI 
(Fichtenholtz et al., 2004; Wang, Krishnan, et al., 2008; Wang, Labar, et al., 2008; Wang et al., 
2005; Yamasaki et al., 2002) and EEG/ERP (Singhal et al., 2012) is the emotional oddball task. 
This paradigm involves identification of infrequent target stimuli (e.g., pictures of circles) in a 
stream of common stimuli (e.g., scrambled pictures), and other “distracter” stimuli, which might 
include emotional and neutral pictures (Fichtenholtz et al., 2004; Singhal et al., 2012; Wang, 
Krishnan, et al., 2008; Wang, Labar, et al., 2008; Wang et al., 2005; Yamasaki et al., 2002). 
Consistent with the dorso-ventral dissociations described in the DES-VAS framework, fMRI 
research using the emotional oddball task has shown greater response to targets compared to 
distracters in dorsal regions, such as the dlPFC and LPC, and greater response to distracters 
compared to targets in ventral regions, such as the vlPFC, FFG, and AMY (Fichtenholtz et al., 
2004; Wang, Krishnan, et al., 2008; Wang, Labar, et al., 2008; Wang et al., 2005; Yamasaki et 
al., 2002). Consistent with the extant EEG literature, the emotional oddball task has also been 
shown to capture the P300 and LPP responses (Singhal et al., 2012). Thus, using simultaneous 
fMRI-EEG during the emotional oddball task should work well to capture the spatio-temporal 
dynamics of the neural correlates underlying emotion-cognition interactions. 
The present investigation targeted spatio-temporal dynamics of brain function using a 
simultaneous fMRI-EEG approach in conjunction with an emotional oddball paradigm. This 
approach can integrate fMRI and EEG/ERP data to address the spatial dissociations captured in 
fMRI and the temporal responses captured with ERPs to clarify how the spatial (where) aspects 
of the neural correlates of emotion-cognition interactions are related to temporal (when) aspects. 
Based on the extant fMRI literature, it was expected that dorsal brain regions would show greater 
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response to targets compared to emotional distracters, while ventral regions would show an 
opposite pattern. Additionally, it was expected that ventral regions would show particular 
sensitivity to emotional compared to neutral distracters. Based on the extant EEG literature, it 
was expected that ERP responses to targets would be associated with a prominent P300, and 
responses to distracters would be associated with a LPP, specifically with greater amplitude for 
emotional compared to neutral distracters. Furthermore, it was expected that integrative analysis 
of fMRI and EEG would show convergence between these signals, with P300 amplitude being 
associated with BOLD in dorsal brain regions such as LPC (Bledowski, Prvulovic, Hoechstetter, 
et al., 2004) and LPP amplitude being associated with BOLD in ventral brain regions such as 
vlPFC (Liu et al., 2012). 
Methods 
 Simultaneous fMRI-EEG data were collected while participants completed the emotional 
oddball task to examine the spatio-temporal dynamics of the neural mechanisms associated with 
emotion-attention interactions.  
Participants 
 In the present study, twenty-two healthy young adults (18-31 years old, 13 females) 
underwent simultaneous fMRI-EEG recording. The experimental protocol was approved for 
ethical treatment of human participants by the institutional Health Research Ethics Board, and all 
participants provided written consent. 
The Emotion-Cognition Interactions Task 
 Participants underwent simultaneous recording of fMRI-EEG while performing the 
emotional oddball task (Fichtenholtz et al., 2004; Singhal et al., 2012; Wang, Krishnan, et al., 
2008; Wang, Labar, et al., 2008; Wang et al., 2005; Yamasaki et al., 2002). This task was also 
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used for the study described in Chapter 4. During the task, participants detected “oddball” target 
stimuli (shapes) presented in a string of standard (scrambled) and distracter (emotional and 
neutral) stimuli (Figure 5.1). The oddball task consisted of 60 target trials, 45 emotional (40 
negative, 5 positive) distracter trials, 40 neutral distracter trials, and 595 scrambled image trials, 
each of which are displayed for 1250 ms. Six participants were shown 536 scrambled images due 
to a change in the length of the session. The inter-stimulus interval consisted of a fixation cross 
presented for 750 ms. A subset of 4 participants performed a version of the task with more trials 
but similar proportions: 704 scrambled image trials, 72 target trials, 48 emotional (40 negative, 8 
positive) distracter trials, and 40 neutral distracter trials. The infrequent distracter stimuli 
(negative, positive, and neutral pictures) were selected from the International Affective Picture 
System (IAPS) (Lang et al., 2008) based on normative ratings for valence and arousal and were 
supplemented with in-house pictures used in previous studies (Singhal et al., 2012; Wang et al., 
2005). Positive distracters were included to provide a positive anchor in contrast to neutral and 
negative distracters.  
Figure 5.1. Diagram of the Emotional Oddball Task. Participants detect 
“oddball” target stimuli presented in a string of standard (scrambled) and distracter 
(emotional and neutral) pictures. 
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Simultaneous fMRI-EEG Data Acquisition, Preprocessing, and Analysis 
fMRI. Scanning was conducted using a 1.5 Tesla Siemens Sonata scanner. Following the 
sagittal localizer and the 3D MPRAGE anatomical images (repetition time [TR] = 1600 ms, echo 
time [TE] = 3.82 ms, flip angle 15°, field of view = 256 × 256 mm
2
, volume size = 112 slices, 
voxel size = 1 × 1 × 1 mm
3
), functional MRI data consisting of a series of T2*-weighted images 
were acquired using an echoplanar sequence (TR = 2000 ms, TE = 40 ms, field of view = 256  
256 mm
2
, volume size = 28 slices, voxel size = 4  4  4 mm
3
). Due to a technical error during 
acquisition, two participants had truncated imaging sequences during one block, resulting in a 
loss of fMRI data for onsets of 5 trials of interest (i.e., 2 targets, 1 negative distracter, and 2 
neutral distracters) for each of these participants. All preprocessing and analyses of fMRI data 
were performed using SPM12 (Wellcome Department of Cognitive Neurology, London, UK) 
and in-house MATLAB tools. Specifically, fMRI data were first corrected for differences in 
acquisition time between slices for each image. Second, each functional image was spatially 
realigned to the first image of each run to correct for head movement. Third, the functional 
images were transformed into the standard anatomical space defined by the Montreal 
Neurological Institute (MNI) template implemented in SPM12. Fourth, the normalized functional 
images were assessed using the Artifact Detection Tools (ART) toolbox 
(https://www.nitrc.org/projects/artifact_detect/). Functional images with excessive movement (z-
score > ±6 for global mean signal value; > ±2 mm linear movement in the orthogonal planes; > 
±0.05 radians of angular movement) were identified and a matrix of nuisance regressors was 
generated to be included in first-level analyses. Finally, the normalized functional images were 
spatially smoothed using an 8 mm Gaussian kernel, full-width-at-half-maximum (FWHM), to 
increase the signal-to-noise ratio. 
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At the first level, each participant’s preprocessed functional images were analyzed using 
an event-related design in the general linear model (GLM) framework, in which the onsets of 
target and distracter stimuli (i.e., negative, neutral, positive) were convolved with a canonical 
hemodynamic response function and included as the regressors of interest. Durations of the 
stimulus events were specified as the duration of stimulus presentation (i.e., 1250 ms). To control 
for motion-related artifacts, six motion parameters calculated during spatial realignment for each 
run were included in our GLM as regressors of no interest, along with the aforementioned 
nuisance regressors for functional images with excessive motion. These analyses generated 
contrast images identifying differential BOLD activation associated with each event of interest 
relative to baseline, as well as differences in activation between the events of interest. At the 
second level, the contrast images generated for each participant were entered into a within-
participant ANOVA to test for general effects of conditions of interest (i.e., differential 
sensitivity to targets, negative distracters, and neutral distracters), to examine the differential 
BOLD activations at a group level using a whole-brain voxel-wise intensity threshold of p < .005 
uncorrected for multiple comparisons and a cluster extent threshold corresponding to p < .05 
corrected for multiple comparisons (family-wise error corrected, FWE). Furthermore, one-
sample t-tests were used to target expected effects, such as the dorso-ventral dissociation for the 
most dissimilar conditions (i.e., targets vs. negative distracters). 
Additionally, region of interest (ROI) statistical analyses (i.e., ANOVAs/t-tests and post-
hoc analyses performed with Fisher’s Least Significant Difference tests) were performed using 
the individual activation maps and percent signal change data extracted from ROIs, and using the 
GLM framework for secondary voxel-wise analyses targeting sub-regional sensitivity to 
distracter type. Building upon previous investigations of the emotional oddball task (Fichtenholtz 
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et al., 2004; Yamasaki et al., 2002), anatomical ROIs were used to delineate targeted brain areas 
for signal extraction. Furthermore, the signal from the anatomical ROIs was constrained to 
significant functional clusters identified by the within-participant ANOVA for targets, negative 
distracters, and neutral distracters. This approach allowed for both anatomical specificity and a 
whole-brain statistical threshold. For the present analyses, ROIs for the DES included dlPFC and 
LPC, and for the VAS included vlPFC and FFG along with the surrounding occipito-temporal 
cortex (OTC), and were broadly defined using masks from the Automated Anatomical Labeling 
(AAL) atlas (Tzourio-Mazoyer et al., 2002) to target each of these regions in each hemisphere. 
Specifically, the dlPFC was defined roughly corresponding to the middle frontal gyrus (MFG), 
which encompassed the region bordered by the superior frontal sulcus, the inferior frontal sulcus, 
and the precentral sulcus. The LPC was defined at one level as the inferior parietal and 
supramarginal gyrus regions, to capture the anterior LPC (aLPC) areas that have been targeted in 
previous investigations using anatomical ROIs (Fichtenholtz et al., 2004; Yamasaki et al., 2002). 
At the second level, the LPC was defined as the inferior and superior parietal, and supramarginal 
and angular gyri, to capture the broader parietal cortex extending to the borders of the postcentral 
sulcus, precuneus, and including the anterior and posterior gyri (i.e., supramarginal and angular, 
respectively), for the examination of sub-regional specificity suggested by more recent studies 
using functional ROIs (Dolcos & McCarthy, 2006; Iordan & Dolcos, 2017). The vlPFC was 
defined as the opercular, triangular, and orbital parts of the inferior frontal gyrus (IFG), which 
was bordered by the inferior frontal sulcus and precentral sulcus. The OTC was broadly defined 
as the region encompassing the middle and inferior occipital, middle temporal, fusiform, and 
lingual gyri. In cases where more than one significant cluster was identified within an anatomical 
ROI, the cluster around the most significant peak was selected for signal extraction.  
110 
 
It should be noted that the anatomical ROIs for the present analyses were purposefully 
selected to capture the large expected areas of activity that have been identified in previous 
studies using similar emotional oddball and emotion-cognition interaction tasks, and in some 
cases ROIs combined neighboring regions that have been shown to have similar responses. For 
example, the supramarginal gyrus and inferior parietal sulcus have been targeted separately but 
have shown similar patterns of response in previous emotional oddball studies (Fichtenholtz et 
al., 2004; Yamasaki et al., 2002), and hence a single anterior LPC ROI in each hemisphere was 
used to capture activity around this area for the present analyses. However, more recent research 
has also highlighted sensitivity to distracter type within the broader parietal cortex (Dolcos & 
McCarthy, 2006; Iordan & Dolcos, 2017). Hence, a secondary analysis using a broader definition 
of LPC that included anterior and posterior areas was also targeted for voxel-wise analyses. 
Additionally, the FFG has been targeted as a key region in the OTC sensitive to emotion 
distraction, however the surrounding occipital and temporal gyri also interact with VAS regions 
(Dolcos et al., 2011), and hence the ROI capturing the FFG for the present analyses also captured 
the surrounding occipital and temporal areas. This approach allowed for testing of general 
overall sensitivity in regions that have previously been shown to have similar functional 
responses, and testing of sub-regional sensitivity in the case of LPC. For the primary ROI 
analyses, signal was extracted from ROIs using a selective averaging approach, in which the 
fMRI signal was averaged for each participant as a function of trial type (i.e., targets, negative 
distracters, neutral distracters) and time point (1 pre-stimulus and 7 post-stimulus onset time 
points). Signal was compared for each condition of interest for the time point covering the period 
of 6-8 seconds after stimulus onset. To ensure that effects were not driven by motion, trials in 
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which a functional image had been identified as a motion outlier by ART were omitted from the 
analyses on extracted BOLD signals. 
EEG. EEG data were acquired using a 64 channel Geodesic Sensor Net (Electrical 
Geodesics Inc., Eugene, OR), sampled at 250 Hz, and referenced to the vertex electrode (Cz). 
Electrooculogram (EOG) channels were located below the left and right eyes, and at the outer 
canthi of the left and right eyes. Data were processed using EEGLAB (Delorme & Makeig, 
2004) and the fMRIB (Iannetti et al., 2005; Niazy, Beckmann, Iannetti, Brady, & Smith, 2005). 
First, the fMRIB FASTR tool was used to remove MR gradient artifacts, which involved a low-
pass filter of 70 Hz, up-sampling factor of 80, an averaging window of 30 artifact instances, and 
adaptive noise cancellation. Due to a technical error during acquisition, one block of EEG data 
from one participant did not have the fMRI TR markers that were used for the MR artifact 
removal step, and therefore this block was excluded from further analysis. Second, EEG data 
were low-pass FIR filtered at 30 Hz and high-pass FIR filtered at 0.1 Hz. Third, independent 
component analysis (ICA) was used to decompose the continuous EEG channel data, and 
components capturing the pulse and other artifacts were identified and removed based on visual 
inspection. Fourth, the data were re-referenced to an average reference and the online reference 
(Cz) was added back to the data. Fifth, the data were up-sampled to 500 Hz and epochs for each 
condition were defined using a time window from 200 ms before stimulus onset to 824 ms after 
stimulus onset. Trials that still showed large microvolt amplitudes after data processing (> ±150 
µV), were excluded from analysis. ERP data from one participant was determined to have too 
few clean trials in the conditions of interest (< 12 trials in target, negative distracter, and neutral 
distracter conditions), and therefore was excluded from analysis. Finally, targeted electrodes 
were filtered using a wavelet decomposition approach (Ahmadi & Quiroga, 2013), which is a 
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common technique for enhancing extraction of task-related activity from average and single-trial 
ERP data. The wavelet decomposition approach was implemented using freely available 
automated software in MATLAB (Ahmadi & Quiroga, 2013), and was visually checked and 
manually adjusted in cases of poor decompositions (e.g., over-filtering). ERPs were targeted at 
central and parietal midline electrode locations within expected time-windows consistent with 
those identified in previous studies using similar paradigms (Katayama & Polich, 1999; Singhal 
et al., 2012). Specifically, a time window of 250 through 500 ms post-stimulus onset was used 
for P300, and a time window of 550 through 800 ms post-stimulus onset was used for LPP. ERP 
analysis first involved a within-participant ANOVA, with factors of electrode (Cz, Pz), time 
window (250-500 ms, 550-800 ms), and condition (targets, negative distracters, neutral 
distracters). ANOVA results are reported with the Greenhouse-Geisser correction. Planned 
comparisons also included two-tailed paired t-tests on the average ERP amplitudes from each 
participant with a threshold of p < .05. 
ERP-informed fMRI. Mean ERP amplitudes were extracted for each trial and used for 
parametric modulation analysis with fMRI BOLD. Within the P300 time window, mean 
amplitudes were extracted from electrode Cz. Within the LPP time window, mean amplitudes 
were extracted from Pz. Specifically, a P300 regressor was added to the design matrix for target 
onsets, and a LPP regressor was added for distracter onsets. The resulting GLM allowed for the 
examination of modulations in the BOLD response to targets associated with P300 amplitudes, 
and BOLD response to negative distracters associated with LPP amplitudes. Trials which did not 
have both fMRI and ERP data due to the aforementioned technical errors or due to data cleaning 
were not included in the GLM, and conditions which had two or fewer trials per block (including 
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positive distracters) were included in the model (both onset regressors and parametric 
modulation regressors) but were weighted as zero for the statistical contrasts.  
At the second level, the contrast images generated for each participant were entered into 
one-sample t-tests to examine the differential BOLD modulations at a group level using a whole-
brain voxel-wise intensity threshold of p < .005 uncorrected for multiple comparisons and cluster 
extent threshold of 10 voxels (Bénar et al., 2007; Wirsich et al., 2014), unless otherwise stated. 
Results 
 Analyses were performed for behavior, fMRI, and EEG separately, followed by ERP-
informed fMRI analyses, to examine associations within and across modalities.  
Behavioral Results. Participants tended to have high overall accuracy in responding to each 
category.  Mean accuracy in response to targets was 80.51% (SD = 16.68%), and over 90% in 
distracter and standard conditions (Neutral distracters, M = 97.84%, SD = 5.02%; Negative 
distracters, M = 97.84%, SD = 4.84%; Positive distracters, M = 97.61%, SD = 6.29%; Standards, 
M = 98.47%, SD = 4.28%). Due to the generally high rate of correct responses, trials were not 
removed based on behavioral accuracy in the analyses of fMRI and EEG data, in order to 
maintain maximum statistical power.  
fMRI Results. Consistent with the expected DES and VAS engagement during the emotional 
oddball task, results from the whole-brain within-participant ANOVA showed differential 
sensitivity to targets, negative distracters, and neutral distracters in bilateral dlPFC, LPC, vlPFC, 
and OTC. More specifically, second level one-sample t-tests of contrasts for the most dissimilar 
conditions (i.e., targets vs. negative distracters) clearly identified the expected pattern of greater 
response to targets compared to negative distracters in bilateral dlPFC and LPC, and the opposite 
pattern in bilateral vlPFC and OTC (Figure 5.2; Table 5.1). Furthermore, repeated-measures 
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ANOVAs computed on the percentage change in the MR signal from the targeted ROIs averaged 
across hemispheres showed that response was greater for targets in DES regions compared to 
negative and neutral distracters, and response to negative distracters was greater compared to 
targets and neutral distracters in VAS regions (Figure 5.2). Specifically, a two-way 2 (neural 
system, dorsal vs ventral) × 3 (targets vs. negative distracters vs. neutral distracters) ANOVA 
computed on the MR signal extracted from dorsal (dlPFC and aLPC) and ventral (vlPFC and 
OTC) regions yielded highly significant main effects of system (F[1, 21] = 132.76, p < .001, η2p = 
.86), and condition (F[1.69, 35.50] = 7.95, p = .002, η2p = .28), as well as a neural system × 
condition interaction (F[1.81, 38.07] = 169.12, p < .001, η2p = .89). One-way ANOVAs computed 
on the percentage change in the MR signal for each condition of interest (targets vs. negative 
distracters vs. neutral distracters) yielded significant main effects in all four brain regions 
(dlPFC, F[1.88, 39.50] = 14.75, p < .001, η
2
p = .41; aLPC, F[1.48, 31.02] = 34.81, p < .001, η
2
p = 
.62; vlPFC, F[1.70, 35.79] = 27.75, p < .001, η2p = .57; OTC, F[1.59, 33.45] = 123.02, p < .001, 
η
2
p = .85). Results from post-hoc analyses were consistent with the idea that the negative 
distracters produced greater effects (i.e., greater deactivation in the dorsal system and greater 
activation in the ventral system) than targets in each region (ps < .001), and greater effects than 
neutral distracters (ps ≤ .005; aLPC showed a trend, p = .071). Additionally, as expected, the 
secondary voxel-wise analysis targeting sub-regional sensitivity to distracter type within the 
broader parietal cortex confirmed that clusters extending into posterior LPC showed differential 
sensitivity to neutral distracters compared to negative distracters bilaterally (Left LPC: t-max = 
4.82, p < .005 uncorrected for multiple comparisons, MNI coordinates: x = -48, y = -60, z = 48; k 
= 81; Right LPC: t-max = 4.38, p < .005 uncorrected for multiple comparisons, MNI coordinates: 
x = 44, y = -56, z = 56; k = 146). Notably, this secondary analysis showed that although peaks of 
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these clusters were located in expected locations such as Brodmann’s area (BA) 40, the 
functional clusters were primarily located in the posterior parts of the LPC (e.g., BAs 40, 7, 39), 
which points to how previous anatomically-informed ROI analyses captured less of this 
Figure 5.2. Dorso-Ventral Dissociation between Responses to Targets and Negative Distracters. fMRI results 
showed greater response for targets compared to negative distracters in dlPFC (A) and aLPC (B), and the opposite 
pattern in vlPFC (C) and OTC (D). Displayed with voxel-wise intensity threshold of p < .005 uncorrected, within a 
mask resulting from the whole-brain ANOVA contrast for regions sensitive to differences between targets, negative 
distracters, and neutral distracters, with height threshold p < .005 and extent threshold corresponding to p < .05 
family-wise error corrected for multiple comparisons. Time course plots depict average BOLD percent signal 
change from the contiguous clusters around peak locations within anatomical regions of interest. White bars on time 
course plots show the standard errors of the means. Left, L; right, R; dorsolateral prefrontal cortex, dlPFC; lateral 




sensitivity (Fichtenholtz et al., 2004; Yamasaki et al., 2002) that is apparent in investigations 
capitalizing on functionally defined ROIs (Dolcos & McCarthy, 2006; Iordan & Dolcos, 2017).  
Table 5.1. fMRI Results.  
Brain Region Side BA 








) x y z 
Targets > Negative Distracters 
      
5039 322496 
 
Inferior Parietal Lobule L 40 -36 -32 60 13.91 
  
 
Postcentral Gyrus L 3 -40 -24 56 13.88 
  
 
Paracentral Lobule L 31 -8 -8 48 10.11 
  
 
Postcentral Gyrus L 40 -52 -24 20 9.98 
  
 
Anterior Cingulate R 32 28 48 0 9.82 
  
 
Superior Parietal Lobule L 7 -28 -44 64 9.49 
  
 
Precuneus R 7 8 -68 48 9.47 
  
 
Medial Frontal Gyrus L 32 -24 40 0 9.11 
  
 
Precentral Gyrus R 9 40 28 32 8.82 
  
 
Precentral Gyrus L 4 -28 -20 68 8.44 
  
 
Middle Frontal Gyrus R 10 36 44 16 8.44 
  
 
Cingulate Gyrus L 24 -16 -8 40 8.37 
  
 
Inferior Parietal Lobule R 40 48 -60 52 8.36 
  
 
Inferior Parietal Lobule R 40 48 -44 52 8.21 
  
 
Inferior Parietal Lobule R 40 48 -32 48 8.07 
  
 
Anterior Cingulate R 32 16 32 8 8.01 
  
 
Medial Frontal Gyrus L 9 -24 36 8 7.99 
  
 
Precuneus L 7 -8 -60 60 7.58 
  
 
Inferior Parietal Lobule L 40 -48 -60 52 7.44 
  
 
Middle Temporal Gyrus R 21 68 -24 -4 7.23 
  
 





-4 -24 16 7.06 
  
 
Paracentral Lobule L 31 -4 -24 52 7.03 
  
 





36 -36 -4 6.95 
  
 










-24 28 4 6.69 
  
 
Superior Temporal Gyrus R 41 56 -24 4 6.68 
  
 










12 -16 16 6.51 
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Cingulate Gyrus R 24 20 8 44 6.51 
  
 
Superior Temporal Gyrus R 42 68 -24 8 6.49 
  
 










-24 8 16 6.37 
  
 
Middle Frontal Gyrus L 9 -36 32 32 6.31 
  
 
Posterior Cingulate R 30 28 -64 8 6.09 
  
 
Cingulate Gyrus L 31 0 -36 28 6.01 
  
 





36 12 -8 5.78 
  
 
Cingulate Gyrus L 32 0 32 32 5.77 
  
 





-16 12 -4 5.70 
  
 
Insula R 13 52 -20 20 5.69 
  
 
Parahippocampal Gyrus L 19 -32 -56 4 5.68 
  
 
Cingulate Gyrus R 31 4 -28 32 5.68 
  
 
Cingulate Gyrus R 31 12 -36 44 5.67 
  
 
Inferior Parietal Lobule L 40 -40 -52 44 5.67 
  
 










0 -8 16 5.62 
  
 





-40 -32 -8 5.51 
  
 
Postcentral Gyrus R 3 56 -16 36 5.48 
  
 
Sub-Gyral R 6 20 4 56 5.45 
  
 
Precuneus R 19 40 -72 44 5.44 
  
 
Cingulate Gyrus L 32 -20 16 28 5.43 
  
 
Cingulate Gyrus L 32 -12 28 40 5.38 
  
 





24 -52 -28 5.34 
  
 
Paracentral Lobule R 5 28 -36 52 5.34 
  
 
Anterior Cingulate R 33 12 16 20 5.32 
  
 
Insula L 13 -36 -4 12 5.31 
  
 










4 -56 -8 4.75 
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Table 5.1. fMRI Results (continued). 
Negative Distracters > Targets 
      
3203 204992 
 
Lingual Gyrus R 18 24 -84 -8 15.39 
  
 
Fusiform Gyrus L 19 -24 -84 -12 14.71 
  
 
Fusiform Gyrus L 19 -24 -68 -8 14.69 
  
 





28 -68 -12 13.15 
  
 
Middle Occipital Gyrus L 18 -32 -92 12 13.06 
  
 
Cuneus R 17 16 -96 8 12.91 
  
 





-36 -80 -12 12.39 
  
 





-32 -64 -16 11.91 
  
 
Middle Occipital Gyrus R 19 44 -76 12 11.91 
  
 















40 -52 -20 11.29 
  
 
Cuneus L 18 -12 -96 16 11.09 
  
 
Lingual Gyrus L 17 -12 -92 4 10.93 
  
 
Inferior Occipital Gyrus L 17 -20 -96 -4 10.79 
  
 
Lingual Gyrus R 18 8 -84 -4 10.41 
  
 
Lingual Gyrus R 18 12 -92 -4 10.20 
  
 
Middle Occipital Gyrus R 19 28 -92 4 10.05 
  
 
Inferior Frontal Gyrus L 47 -36 28 -20 10.02 
  
 
Cuneus L 17 -20 -96 12 9.77 
  
 





-24 -40 -16 8.67 
  
 
Middle Occipital Gyrus L 19 -28 -84 28 8.40 
  
 
Superior Frontal Gyrus L 8 -8 52 40 8.34 
  
 
Inferior Frontal Gyrus L 45 -52 24 4 8.33 
  
 





-36 -40 -24 8.24 
  
 
Parahippocampal Gyrus R 35 24 -12 -28 8.11 
  
 
Middle Temporal Gyrus L 39 -52 -72 20 7.78 
  
 





-24 -12 -24 7.10 
  
 
Uncus R 36 36 -4 -36 7.09 
  
 
Medial Frontal Gyrus L 10 -8 44 -16 6.94 
  
 
Middle Temporal Gyrus L 39 -44 -64 24 6.82 
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ERP Results. Consistent with the expected P300 and LPP responses in the EEG data, deflections 
over central/parietal sites showed a peak response for targets in the earlier time window, and 
deflections over parietal sites showed a peak response for negative distracters in the later time 
window (Figure 5.3). Specifically, an ANOVA for electrode × time window × condition showed 




= .34, time window F(1,20) = 4.99, p = 
 
Precentral Gyrus R 4 44 -12 64 6.54 
  
 
Inferior Frontal Gyrus R 47 36 28 -20 6.50 
  
 
Precentral Gyrus R 6 48 0 56 6.32 
  
 
Precentral Gyrus R 4 44 -20 68 6.13 
  
 
Inferior Frontal Gyrus R 45 60 20 16 6.06 
  
 
Lingual Gyrus R 19 16 -48 0 5.97 
  
 
Superior Frontal Gyrus R 6 12 40 56 5.81 
  
 
Posterior Cingulate L 31 -4 -52 24 5.73 
  
 
Superior Frontal Gyrus R 9 12 60 28 5.60 
  
 
Middle Temporal Gyrus R 21 56 -4 -24 5.53 
  
 
Sub-Gyral R 21 52 -12 -20 5.51 
  
 
Parahippocampal Gyrus L 27 -20 -32 -4 5.44 
  
 
Inferior Frontal Gyrus L 47 -40 16 -24 5.14 
  
 
Medial Frontal Gyrus R 10 8 48 -20 5.12 
  
 
Superior Frontal Gyrus R 8 4 48 48 5.08 
  
 
Lingual Gyrus L 18 -12 -52 4 5.02 
  
 
Inferior Frontal Gyrus R 46 52 32 0 4.96 
  
 
Superior Temporal Gyrus L 38 -40 12 -36 4.56 
  
 
Superior Frontal Gyrus L 6 -12 24 64 4.14 
  
 
Superior Frontal Gyrus R 8 16 48 44 3.77 
  
 
Inferior Frontal Gyrus R 9 40 12 24 3.52 
  
 
Inferior Frontal Gyrus R 47 32 16 -24 3.32 
  
 
Uncus R 28 28 8 -28 3.30 
                      
 Brain regions showing sensitivity to targets and negative distracters. This table identifies brain regions showing 
differential activity between the most dissimilar experimental conditions of targets and negative distracters, 
identified by t-tests significant above a voxel-wise intensity threshold of p < .005 uncorrected for multiple 
comparisons. These results were constrained by a mask from the whole-brain ANOVA contrast for regions 
sensitive to differences between targets, negative distracters, and neutral distracters, which had a height threshold 
p < .005 and extent threshold corresponding to p < .05 family-wise error corrected for multiple comparisons. A 
maximum of 64 local maxima 8 mm apart are shown, and clusters with extent < 10 voxels were excluded. Peaks 





p = .20, condition F(1.45, 29.08) = 5.69, p = .014, η
2
p = .22, and an electrode × condition 
interaction F(1.71, 34.17) = 12.50, p < .001, η2p
 
= .39. Notably, average P300 amplitude at Cz 
within the early time window was significantly greater in response to targets (M = 2.98, SD = 
3.44) compared to negative distracters (M = .25, SD = 2.39; t[20] = 4.64, p < .001), and 
compared to neutral distracters (M = -.25, SD = 2.38; t[20] = 4.60, p < .001), and average LPP 
Figure 5.3. ERP Response to Targets, Negative Distracters, and Neutral 
Distracters. ERP results showed the expected P300 response to targets 
peaking at central/parietal electrodes within the earlier time window, and 
greater LPP response for negative distracters compared to neutral distracters 
and targets over parietal electrodes within the later time window. 
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amplitude at Pz within the late time window was significantly greater in response to negative 
distracters (M = 2.53, SD = 2.72) compared to targets (M = .85, SD = 2.38; t[20] = 2.29, p = 
.033), and neutral distracters (M = .90, SD = 2.19; t[20] = 4.59, p < .001) (Figure 5.3).  
ERP-informed fMRI Results. Consistent with the expected ventral association, results from 
ERP-informed fMRI showed modulation of the BOLD response in vlPFC associated with the 
LPP amplitude to negative distracters (Figure 5.4; Table 5.2). Interestingly, results did not show 
modulations of the BOLD response associated with P300 amplitude to targets at the threshold of 
p < .005 uncorrected and extent threshold of 10 voxels. To further investigate the expected 
associations between P300 amplitude and BOLD based on previous studies (Bledowski, 
Prvulovic, Goebel, et al., 2004; Warbrick et al., 2009), this comparison was also examined using 
an exploratory  voxel-wise intensity threshold of p < .05 and extent threshold of 10 voxels. At 
this exploratory threshold, modulation of the BOLD response in regions such as the parietal 
Figure 5.4. BOLD Signal Modulations 
Associated with the LPP. ERP-informed fMRI 
results showed modulations of the BOLD response 
to negative distracters in regions including the 
vlPFC linked to LPP amplitude. Displayed with a 
voxel-wise intensity threshold of p < .005 
uncorrected, and an extent threshold of 10 voxels. 
Left, L; ventrolateral prefrontal cortex, vlPFC. 
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cortex was associated with the P300 amplitude to targets. For completeness, results for both the 
planned and exploratory significance thresholds are shown in Table 5.2.  
Table 5.2. ERP-informed fMRI Results.  
Brain Region Side BA 








) x y z 
P300 EEG-fMRI for Targets 









-20 16 20 3.48 
  
 
Middle Occipital Gyrus R 19 28 -88 12 3.34 
  
 
Substania Nigra L 
 
-12 -16 -12 3.32 
  
 
Precentral Gyrus L 6 -44 -4 28 3.21 
  
 
Cingulate Gyrus R 24 4 0 28 2.87 
  
 
Cingulate Gyrus R 24 12 0 24 2.86 
  
 
Inferior Frontal Gyrus L 9 -48 8 28 2.82 
  
 
Middle Frontal Gyrus L 8 -20 32 40 2.79 
  
 
Cingulate Gyrus L 23 -8 -4 28 2.78 
  
 
Substania Nigra R 
 
12 -16 -12 2.77 
  
 
Postcentral Gyrus L 3 -24 -24 48 2.76 
  
 
Superior Parietal Lobule R 7 20 -56 72 2.63 
  
 
Precentral Gyrus L 6 -32 -8 28 2.61 
  
 
Fusiform Gyrus L 37 -40 -52 -8 2.60 
  
 
Inferior Frontal Gyrus L 9 -52 20 20 2.58 
  
 
Middle Temporal Gyrus L 21 -60 -32 -12 2.54 
  
 















24 -12 28 2.48 
  
 





-32 -36 -8 2.43 
  
 
Superior Frontal Gyrus R 9 16 48 32 2.39 
  
 
Middle Temporal Gyrus L 20 -52 -36 -12 2.38 
  
 
Medial Frontal Gyrus R 8 20 40 32 2.35 
  
 
Paracentral Lobule R 5 8 -36 68 2.35 
  
 





-20 -8 -12 2.33 
  
 
Middle Frontal Gyrus L 6 -28 -4 48 2.31 
  
 





-24 -4 28 2.29 
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Medial Frontal Gyrus R 9 12 48 12 2.28 
  
 
Inferior Parietal Lobule R 40 52 -56 52 2.25 
  
 
Postcentral Gyrus R 2 48 -16 32 2.25 
  
 
Cingulate Gyrus L 31 -20 -44 44 2.24 
  
 










0 -44 -20 2.19 
  
 





-24 12 36 2.16 
  
 
Cingulate Gyrus L 24 -20 4 36 2.13 
  
 
Lingual Gyrus L 18 -8 -84 0 2.13 
  
 
Precuneus R 19 36 -68 48 2.12 
  
 
Fusiform Gyrus L 37 -48 -44 -12 2.11 
  
 
Middle Frontal Gyrus L 6 -32 8 48 2.11 
  
 





-28 -20 -8 2.09 
  
 
Superior Parietal Lobule R 7 32 -44 68 2.07 
  
 
Parahippocampal Gyrus R 36 28 -36 -12 2.06 
  
 
Inferior Parietal Lobule L 40 -36 -44 56 2.04 
  
 





-32 -8 -12 1.93 
  
 
Superior Temporal Gyrus L 21 -56 -24 -4 1.93 
  
 





-32 -64 -8 1.87 
  
 
Medial Frontal Gyrus R 10 12 56 8 1.87 
  
 










-4 -32 -16 1.82 
  
 
Precentral Gyrus R 6 40 -12 28 1.80 
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Table 5.2. ERP-informed fMRI Results (continued). 
LPP EEG-fMRI for Negative Distracters 
      
1576 100864 
 
Angular Gyrus L 39 -40 -60 44 5.27 
  
 
Middle Frontal Gyrus L 47 -44 40 -12 4.25 
  
 
Paracentral Lobule R 6 12 -20 56 4.00 
  
 
Middle Frontal Gyrus L 6 -32 16 52 3.82 
  
 
Middle Frontal Gyrus L 9 -44 20 36 3.81 
  
 
Inferior Parietal Lobule L 40 -40 -52 40 3.80 
  
 
Medial Frontal Gyrus L 10 -8 56 -4 3.76 
  
 
Superior Frontal Gyrus L 10 -20 60 8 3.72 
  
 
Superior Temporal Gyrus L 39 -56 -56 32 3.70 
  
 
Superior Parietal Lobule R 7 40 -56 56 3.66 
  
 
Superior Frontal Gyrus L 9 -16 60 20 3.63 
  
 
Inferior Frontal Gyrus L 47 -48 28 -8 3.51 
  
 
Fusiform Gyrus L 37 -52 -44 -12 3.49 
  
 
Inferior Frontal Gyrus L 47 -36 24 -20 3.46 
  
 
Middle Temporal Gyrus L 39 -40 -60 24 3.46 
  
 
Precuneus R 7 20 -68 60 3.46 
  
 
Inferior Frontal Gyrus R 45 52 32 -8 3.37 
  
 
Anterior Cingulate L 32 -4 48 -16 3.35 
  
 
Superior Frontal Gyrus R 6 12 40 52 3.34 
  
 
Superior Frontal Gyrus L 8 -12 56 32 3.34 
  
 
Medial Frontal Gyrus R 9 12 56 28 3.29 
  
 
Middle Temporal Gyrus L 21 -60 -36 -8 3.29 
  
 
Middle Frontal Gyrus R 6 24 20 60 3.23 
  
 
Postcentral Gyrus R 3 32 -24 40 3.22 
  
 
Inferior Frontal Gyrus R 44 60 8 16 3.16 
  
 
Superior Temporal Gyrus R 22 44 -48 24 3.11 
  
 
Middle Frontal Gyrus R 11 28 40 -16 3.10 
  
 
Middle Frontal Gyrus R 6 28 8 40 3.06 
  
 
Inferior Parietal Lobule R 40 52 -48 56 2.94 
  
 
Paracentral Lobule L 6 0 -28 72 2.89 
  
 
Precentral Gyrus L 43 -56 -8 8 2.87 
  
 
Superior Frontal Gyrus L 9 -24 52 28 2.79 
  
 
Superior Temporal Gyrus L 22 -52 -56 20 2.76 
  
 
Middle Frontal Gyrus R 47 40 44 -12 2.73 
  
 
Superior Frontal Gyrus L 6 -16 28 60 2.71 
  
 
Medial Frontal Gyrus R 6 4 -8 68 2.70 
  
 
Middle Frontal Gyrus R 6 32 4 60 2.69 
  
 
Precuneus L 7 -16 -72 60 2.68 
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Table 5.2. ERP-informed fMRI Results (continued). 
 
Precuneus L 31 -4 -52 36 2.66 
  
 
Angular Gyrus R 39 52 -60 40 2.65 
  
 
Superior Temporal Gyrus L 22 -56 4 0 2.63 
  
 
Precuneus L 19 -28 -80 44 2.63 
  
 
Insula R 13 44 -24 20 2.57 
  
 
Inferior Frontal Gyrus L 44 -48 16 8 2.57 
  
 
Precentral Gyrus R 4 36 -16 52 2.56 
  
 
Medial Frontal Gyrus L 9 -4 60 8 2.53 
  
 
Precentral Gyrus R 4 64 0 12 2.51 
  
 
Superior Frontal Gyrus L 6 -8 36 60 2.50 
  
 





-32 -12 4 2.46 
  
 
Precuneus L 7 -4 -64 56 2.46 
  
 
Inferior Frontal Gyrus L 44 -48 12 16 2.42 
  
 
Superior Frontal Gyrus L 6 -16 36 56 2.35 
  
 
Precuneus L 7 -12 -40 68 2.31 
  
 
Superior Frontal Gyrus L 8 -20 36 44 2.30 
  
 
Insula R 13 44 -16 -8 2.30 
  
 





28 36 -4 2.30 
  
 
Medial Frontal Gyrus L 8 -4 52 36 2.29 
  
 
Superior Frontal Gyrus L 6 -12 28 48 2.29 
  
 
Posterior Cingulate L 30 -8 -44 24 2.28 
  
 
Medial Frontal Gyrus R 9 16 44 24 2.26 
  
 
Insula L 13 -28 -28 16 2.25 
  
 
Middle Frontal Gyrus L 6 -28 4 44 2.24 
  
 
Superior Frontal Gyrus L 6 -8 36 48 2.23 
  
 
Fusiform Gyrus L 20 -44 -28 -16 2.21 
  
 
Insula L 13 -36 28 4 2.20 
  
 
Medial Frontal Gyrus L 6 0 8 56 2.18 
  
 
Medial Frontal Gyrus L 6 -12 8 64 2.17 
  
 
Cingulate Gyrus R 31 28 -32 40 2.15 
  
 
Medial Frontal Gyrus R 6 12 0 56 2.13 
  
 
Insula L 13 -32 -24 8 2.09 
  
 
Precentral Gyrus R 4 36 -20 64 2.09 
  
 
Cingulate Gyrus L 32 -8 32 32 2.08 
  
 
Cingulate Gyrus R 32 20 28 32 2.07 
  
 
Precentral Gyrus L 6 -40 0 52 2.06 
  
 
Lingual Gyrus L 18 -4 -88 0 2.04 
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The goal of the present study was to clarify the spatio-temporal dynamics of the neural 
mechanisms associated with emotion-attention interactions by capitalizing on simultaneously 
acquired fMRI and EEG data. Results from the fMRI-EEG recordings showed the expected 
fMRI and ERP response patterns, and association between ERP amplitudes and modulation of 
the BOLD response, in expected regions. Specifically, fMRI captured the expected dorso-ventral 
dissociations for targets compared to negative distracters, and the expected ventral sensitivity to 
negative compared to neutral distracters. EEG captured the expected P300 response to targets, 
and the expected LPP response to distracters (particularly negative distracters). Associations 
between LPP and BOLD were identified in ventral regions such as vlPFC in response to negative 
distracters. At an exploratory threshold, associations between P300 and BOLD were identified in 
dorsal regions such as LPC.  
ERP-informed fMRI results for targets and negative distracters. This table identifies brain regions showing 
modulation of BOLD response associated with ERP amplitude for the experimental conditions of targets and 
negative distracters. Regions shown in bold meet the criteria of a voxel-wise intensity threshold of p < .005 
uncorrected for multiple comparisons and extent threshold of 10 voxels. For completeness, all clusters are reported 
using the criteria of a voxel-wise intensity threshold of p < .05 uncorrected for multiple comparisons and extent 
threshold of 10 voxels. Peaks are listed in order of statistical significance. Left, L; right, R; Brodmann’s area, BA. 
 
Precentral Gyrus R 6 52 -4 4 2.03 
  
 





24 12 20 1.98 
  
 
Sub-Gyral R 37 48 -44 -8 1.95 
  
 
Medial Frontal Gyrus R 8 16 32 40 1.94 
  
 
Lingual Gyrus R 18 4 -84 4 1.90 
  
 





20 4 24 1.87 
  
 
Superior Frontal Gyrus R 6 12 16 56 1.84 
  
 
Parahippocampal Gyrus R 36 40 -36 -16 1.84 
  
 
Cingulate Gyrus R 32 16 12 40 1.76 
  
 
Postcentral Gyrus R 3 48 -16 48 1.76 
  




 The present findings show parallels and convergence between the separate fMRI and 
ERP analyses, and demonstrate how multi-modal recordings can be integrated for more 
comprehensive analyses. For example, the fMRI analysis captured greater response to negative 
distracters in vlPFC, and the ERP-informed fMRI showed associations between LPP amplitude 
and vlPFC BOLD. Additionally, fMRI analysis captured greater response to targets in dlPFC and 
LPC, and the ERP-informed fMRI analysis at an exploratory threshold pointed to associations 
between P300 amplitude and BOLD in dlPFC and LPC. The overall pattern of responses to 
negative distracters and VAS regions across temporal scales supports the idea that these regions 
are involved in processing salient and emotional distraction, and the pattern of target responses 
in DES regions across temporal scales is consistent with the idea that these regions subserve 
attentional and goal-relevant cognitive processing (Anticevic et al., 2010; Chuah et al., 2010; 
Denkova et al., 2010; Diaz et al., 2011; Dolcos et al., 2011; Dolcos & McCarthy, 2006; Iordan et 
al., 2013; Oei et al., 2012).  
 The results from fMRI BOLD and LPP responses to negative distracters confirms and 
expands on previous investigations of emotional distraction that have examined these neural 
correlates using fMRI and EEG separately (Dolcos & Cabeza, 2002; Fichtenholtz et al., 2004; 
Schupp et al., 2004; Wang, Krishnan, et al., 2008; Wang, Labar, et al., 2008; Weinberg & 
Hajcak, 2010; Yamasaki et al., 2002). Additionally, the association between vlPFC BOLD and 
LPP amplitude is consistent with results from previous multi-modal brain imaging studies of 
emotion processing (Liu et al., 2012). The associations identified with regions such as the 
posterior parietal cortex (i.e., angular gyrus) also highlight possible dynamics that emerge during 
emotional distraction from an ongoing cognitive task. Specifically, the significant BOLD 
modulation in regions such as the vlPFC and posterior parietal cortex associated with the LPP 
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amplitude to negative distracters suggests that these structures are part of circuits or networks 
that might contribute to the modulation of the cortical potential during emotional distraction. 
This possibility is further supported by the secondary analyses performed within the LPC, which 
identified posterior parietal sensitivity to distracter type. As noted previously, the vlPFC has 
been linked with both processing of emotional (Dolcos et al., 2011; Iordan et al., 2013) and 
salient information (Bressler & Menon, 2010; Corbetta et al., 2008; Seeley et al., 2007), and 
affect regulation (Ochsner et al., 2004; Ochsner et al., 2012). Regions with the posterior parietal 
cortex, such as the angular gyrus, play a key role in perception and attention, and has been 
posited to be a hub for integration of multisensory information (Seghier, 2013). Together, the 
association of these regions with the LPP is consistent with the idea that salient negative 
distracters tend to capture attention and that these hemodynamic and electrophysiological signals 
each capture indices of the associated response, across different spatial and temporal scales.  
The association of the LPP with modulation of the BOLD response in the superior and 
middle frontal gyri is consistent with the idea that top-down processes such as emotion 
regulation can modulate the LPP (Hajcak, MacNamara, & Olvet, 2010). Since the emotional 
images in this task were distracters from the cognitive task of detecting targets, it is possible that 
the participants engaged in some form of regulation to successfully respond to distracters and 
continue performing the task. Future research could target this effect with explicit manipulations 
of emotion regulation and perhaps a more difficult task to increase variability in behavioral 
performance, which was highly accurate for distracters in the present study.  
 Although only apparent at an exploratory threshold, the association between modulation 
of BOLD and P300 amplitude in response to targets is in line with previous investigations of 
attention and executive functioning. For example, previous studies of the P300 have suggested 
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that generators of this component are located in parietal and frontal locations, as well as regions 
such as the anterior cingulate cortex and medial temporal lobe (Linden, 2005). Consistent with 
these findings, the present exploratory results point to associations between BOLD modulation in 
these locations and the P300 amplitude. This suggests that regions within the DES as well as 
other areas might contribute to the P300, which is consistent with the large body of evidence 
highlighting the P300 as a signature of cognitive processes such as attention and working 
memory (Linden, 2005; Polich, 2007). 
Together, the present findings are consistent with the idea that these psychophysiological 
signals can capture and dissociate different but related indices of brain activity, across spatial and 
temporal scales. By examining the associations between the fMRI and ERP responses to an 
emotion-cognition interaction task, the present findings confirm and expand on previous studies 
that targeted cognitive and emotional processing separately (Bledowski, Prvulovic, Hoechstetter, 
et al., 2004; Liu et al., 2012). Future work can build upon the present findings to further explore 
and manipulate emotion-cognition interactions, by examining factors such as ERP latency, and 
with manipulations of aspects such as cognitive load or emotion regulation, to further investigate 
dynamics in regions that might engage in multiple roles, such as the vlPFC. 
Caveats. First, it is remarkable that these associations emerge despite multiple possible sources 
of variability and sensitivity that could be taken into account. For example, trial-by-trial 
measures from ERP can be sensitive to trial-by-trial variability, but this sensitivity can also lead 
to challenges with extracting signal from noise. Currently, there is not a clear consensus on 
which indices are optimal for integrative multi-modal brain imaging analyses, and hence these 
aspects should be considered carefully. Future research should confirm and expand on the EEG-
fMRI associations identified here, using approaches such as the ones currently demonstrated as 
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well as others that could possibly identify complementary associations (e.g., time-frequency 
analyses).  Second, future work could also examine other ERP components, such as the P100, 
N200, P200, and early posterior negativity (EPN), to examine dissociable temporal markers of 
attentional and emotional processes. For example, it is notable that the negative and neutral 
distracter conditions appeared to elicit larger N200 components at Cz compared to the target 
condition, which might suggest an enhanced engagement of monitoring during the presentation 
of distracting stimuli. A broader time window for analyses of peak fMRI BOLD signal could 
also be used in future research to explore possible variability in responses or timing of 
dissociations across systems or regions (Dolcos & McCarthy, 2006; Iordan, Dolcos, & Dolcos, 
2018; Yamasaki et al., 2002). More sophisticated analyses could also be deployed to integrate 
the bi-modal data, such as joint independent component analyses (Moosmann et al., 2008), 
partial least squares (Krishnan et al., 2011; McIntosh & Lobaugh, 2004), machine learning 
(Huster et al., 2012), and dynamic causal modeling (Friston, Harrison, & Penny, 2003). By using 
these techniques to examine the interplay between brain regions and across time scales, the 
underlying mechanisms can be further examined, and a clearer causal inference can be drawn 
regarding the dynamics of brain function. 
Conclusion 
 In sum, the present report provides evidence demonstrating the integration of 
simultaneous bi-modal recording of fMRI and EEG, and highlights the parallel and converging 
results across the methodologies. The present results provide evidence which is consistent with 
the idea that dynamics captured early in electrophysiology and later in hemodynamic changes are 
associated, and supports the idea that these measures are different indices of related processing. 
The association between fMRI BOLD and ERP measures of response to distracters suggests that 
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the VAS is engaged during salient distraction, particularly in response to negative emotional 
distraction. The fMRI and ERP responses to targets suggest that the DES is involved in 
attentional and executive functioning for goal-relevant processes. The present study highlights 
the spatio-temporal dynamics of emotion-cognition interactions, pointing to fMRI BOLD and 
ERP patterns that dissociated responses across conditions and were associated across modalities 
within condition. These findings can be further explored in future work through manipulations 



















CHAPTER 6: GENERAL DISCUSSION AND CONCLUSIONS 
 
 This work demonstrates novel comprehensive protocols for investigating structural and 
functional aspects of the human brain, and capitalized on these and related techniques to 
investigate the underlying mechanisms of emotional functioning. First, we demonstrated a 
comprehensive multi-method approach, capitalizing on three complementary techniques 
(surface-based morphometry, SBM; voxel-based morphometry, VBM; and manual 
segmentation) for accurate and effective investigation of human brain structures (Chapter 2). 
Second, results from the study capitalizing on a structural equation modeling approach for 
analyzing multiple brain structures and personality traits showed an association between latent 
prefrontal cortex (PFC) volumes and individual differences in latent trait Resilience, which in 
turn was associated with lower levels of Anxiety (Chapter 3). This study also showed that greater 
latent PFC volume was indirectly associated with lower Anxiety through greater trait Resilience. 
Third, a novel protocol for examining brain function, capitalizing on the simultaneous 
acquisition of three complementary brain imaging modalities (functional magnetic resonance 
imaging, fMRI; event-related optical signal, EROS; electroencephalography/event-related 
potential, EEG/ERP) was demonstrated and validated, using an emotion-cognition interaction 
task as an example (Chapter 4). Finally, results from a study capitalizing on multi-modal 
functional brain imaging (fMRI-EEG) showed notable parallels and convergence between the 
different psychophysiological signals, which highlights the spatio-temporal dynamics of 
emotion-cognition interactions (Chapter 5).  
 In Chapter 2, three complementary structural brain imaging approaches were 
demonstrated for the comprehensive and effective measurement of brain volume, at different 
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levels. SBM and VBM results showed positive volumetric associations between habitual 
engagement of reappraisal and PFC regions, providing evidence consistent with a diffuse 
volumetric association in the right middle frontal cortex (MFC) and left superior frontal cortex 
(SFC), and a localized association in the right SFC. Manual segmentation results showed 
improvement of amygdala (AMY) and hippocampus (HC) measurement accuracy, compared to 
an automated approach. Together, the SBM and VBM findings point to a possible explanation as 
to why some volumetric literature has found seeming discrepancies with functional literature and 
has not successfully detected effects in some regions while successfully detecting them in others. 
These results suggest that a combined multi-method approach could be useful for the study of 
individual differences, and might be a complementary analysis to methods targeting individual 
differences across many regions, or at the level of networks. 
 Importantly, the present demonstration of multiple structural brain image segmentation 
approaches highlights the possibility for different strategies that can be used to enhance 
efficiency and accuracy in the measurement of brain region volumes. One possibility is to 
capitalize on the available automated approaches that are available for parcellation of the brain 
regions, then to refine the automated segmentations via visual inspection and manual adjustment. 
This hybrid approach could allow for faster processing of a sample than relying on manual 
segmentation alone, but could also provide important improvements to accuracy over 
uninspected automated segmentation protocols. However, one key consideration for manually 
altering the automated segmentations is whether the automated segmentation software 
appropriately handles manually-modified segmentation files for any later processing functions. If 
there are processes that depend on the segmentation file that was altered, manually changing the 
files might lead to unexpected errors. Researchers choosing to perform a hybrid 
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automatic/manual approach for segmenting brain imaging data should consider carefully the 
processing pipeline and analysis strategy that is being applied to the data and perform checks that 
the approach works as intended. 
 Another consideration for researchers using manual segmentation compared to an 
automated approach or hybrid automated segmentation with manual intervention is tracer 
expertise. If a researcher is learning to trace the regions of interest, the approach of altering 
automated segmentation outcomes could be either helpful or harmful. It could be helpful if the 
software generally localizes the regions of interest well and the tracer knows the appropriate 
borders of the regions in order to refine the segmentation appropriately. However, if the tracer is 
a novice, the approach of altering automated segmentation output could lead to the tracer 
learning biased border definitions consistent with the automated protocol. If the automated 
segmentation misestimates the delineation of the regions systematically, this could lead the 
novice tracer to have biased segmentations that are not accurate. Hence, researchers 
implementing any segmentation protocol should take precautions to ensure that the segmentation 
approach is implemented appropriately and accurately. Overall, the use of multiple segmentation 
approaches and implementation of appropriate quality assessment procedures to ensure that 
structural brain segmentations are performed accurately will help to improve the quality and 
interpretability of research examining aspects of brain structure such as region volume, and could 
help to enhance the reproducibility of findings across studies.   
In Chapter 3, a structural equation modeling approach was used to examine a brain-
personality-distress symptom framework. Results showed that latent factors of PFC brain volume 
and trait Resilience could be constructed and examined in association with symptoms of Anxiety 
and Depression. Within an integrative structural equation model, results showed that the latent 
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construct of PFC volumes was positively associated with the latent construct of Resilience, 
which in turn was negatively associated with Anxiety. Additionally, mediation analysis 
confirmed that greater latent PFC volume was indirectly associated with lower Anxiety 
symptoms through greater latent trait Resilience. Notably, the model identified a significant 
mediation for Anxiety but did not identify one for Depression, which suggests that the 
associations with Anxiety are clearer, and additional research will be needed to clarify the brain-
personality-symptom associations for Depression.  
The results of the mediation analysis expand upon previous findings regarding the roles 
of the PFC and factors of trait Resilience in the integration and control of emotion to protect 
against affective challenges, which has important implications for the development of future 
techniques that will target the reduction of anxiety and the enhancement of emotional well-being 
in healthy and clinically diagnosed individuals. For instance, the present findings suggest that 
altering brain- and/or personality-level factors might enhance behavioral-level outcomes 
reflected in symptoms of anxiety. The plasticity of brain structures and trait-level resilience 
factors highlights the dynamic interaction between the brain and behavior, and points to the 
possibility that resilience and well-being can be enhanced through experience and training 
(Davidson & McEwen, 2012). For example, tasks that help to increase engagement of the PFC 
might contribute to changes in the underlying brain structure, through mechanisms such as use-
dependent plasticity (Boyke et al., 2008; Bütefisch et al., 2000; Draganski et al., 2004; Draganski 
& May, 2008; Hebb, 1949; May, 2011; Nudo et al., 1996). Furthermore, training to enhance 
adaptive strategies, such as emotion regulation, might help to enhance habitual engagement of 
factors that support resilience. Such possibilities highlight the importance of also examining and 
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furthering the current understanding of the dynamics of emotion-cognition interactions in 
behavior and brain function, which was the focus of Chapters 4 and 5. 
Although the present findings are consistent with the idea that regions that tend to show 
increased transient engagement during a cognitive process might also show greater volume 
associated with habitual engagement of that cognitive process, it should be noted that the 
association between brain function and structure is complex and does not necessarily follow this 
pattern in all cases. A number of possible mechanisms have been identified as possible 
contributors to brain region volume changes, such as neurogenesis, gliogenesis, synaptogenesis, 
and changes in neuronal morphology such as dendritic arborization and cell size (Zatorre, Fields, 
& Johansen-Berg, 2012). However, the exact contribution of these mechanisms to brain region 
volumes assessed with typical MRI approaches is still unclear. Additionally, it should also be 
noted that neural plasticity may manifest through different mechanisms in different areas of the 
brain, and for different reasons. This may include neural plasticity mechanisms induced by 
excessive activation, as suggested by (Shekhar, Truitt, Rainnie, & Sajdyk, 2005), or mechanisms 
that induce neural toxicity, similar to what have been found in the HC (Chambers et al., 1999).  
Interestingly, it has been shown that in rodents, stress-related neuroplasticity can manifest 
differently in different substructures of regions such as the AMY. For example, stress has been 
shown to be associated with decreased spine density in the medial AMY, but also with 
hypertrophy of dendritic arborization and increased spine density in the basolateral AMY 
(Christoffel, Golden, & Russo, 2011). In humans, previous research has shown that long-term 
structural neuroplasticity in the AMY as a result of trauma was correlated with AMY activation 
to negative stimuli, such that the smaller the AMY volume, the greater the blood oxygen level 
dependent (BOLD) response (Ganzel, Kim, Glover, & Temple, 2008). These patterns support the 
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idea that in some cases enhanced activation might be associated with inefficient engagement, 
hypervigilance, maladaptive functioning, or pathological activity, and the structural impact of 
this engagement might be decreases in volume. Future work is still needed to integrate across 
systems-level brain imaging approaches and cellular level neuroscience techniques to clarify the 
dynamics of these mechanisms.  
In Chapter 4, proof-of-concept evidence was shown for the implementation and 
validation of simultaneous tri-modal recording of fMRI, EROS, and EEG. Data cleaning 
procedures for EEG recorded within the MR environment showed successful removal of MR 
artifacts in the EEG data, and the tri-modal brain imaging procedures expanded upon the 
protocols for bi-modal brain imaging (fMRI-EEG, EROS-EEG) to capture expected fMRI, 
EROS, and ERP responses to the emotional oddball. More specifically, results from the tri-modal 
fMRI-EROS-EEG acquisition captured: (1) dorso-ventral PFC dissociations in fMRI, where 
dorsal PFC showed greater response to targets, and ventral PFC showed greater response to 
negative distracters; (2) ERP responses at posterior scalp locations such as P300 responses to 
targets over centro-parietal electrode locations; and (3) EROS responses that showed spatial 
dissociations consistent with the fMRI responses in PFC but within time windows similar to the 
ERPs. Together, these results demonstrate the feasibility of using these three techniques 
simultaneously. Tri-modal imaging will be useful for future studies to comprehensively examine 
the neural correlates of psychological functioning, and will inform future theoretical models of 
brain function, in general, and of emotion-cognition interactions, in particular, along with other 
psychological phenomena. 
An interesting possibility for clarifying the spatio-temporal dynamics of brain functioning 
is the investigation of connectivity. A growing body of work highlights the usefulness of 
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examining large-scale brain networks using approaches with high spatial resolution such as fMRI 
(Dosenbach et al., 2008; Power et al., 2011; Power & Petersen, 2013; Yeo et al., 2011), and the 
possibility of examining temporal dynamics in such signals (Chang & Glover, 2010). 
Capitalizing on connectivity measures in signals such as EEG and EROS could also be 
informative in translating dynamics of neuronal activity to hemodynamic changes across spatial 
and temporal scales. Notably, the integration of structural brain imaging features and 
connectivity could also enhance the comprehensive analysis of multi-modal brain imaging data 
(Calhoun & Sui, 2016; Rykhlevskaia, Gratton, & Fabiani, 2008). For example, incorporation of 
structural and functional brain imaging data to examine multi-modal connections has been 
successfully applied to groups with psychosis (Calhoun & Sui, 2016). By capitalizing on these 
various forms of integration across multi-modal brain imaging formats, new clarifications about 
the spatio-temporal dynamics of brain function, and the links between brain structure and 
function, can be identified which are not possible using single modalities alone. Such approaches 
could provide new insights regarding healthy and clinical variability in brain structure and 
function to enhance the promotion of emotional and social well-being.     
Importantly, the multi-modal approach can also support new and compelling possibilities 
for interpretation breakthroughs. In cognitive neuroscience, this approach could help clarify 
interactions between attentional and executive control functions in fronto-parietal regions 
(Cabeza et al., 2003; Dolcos & McCarthy, 2006; Vincent et al., 2008), dissociations between the 
initial impact of emotional distraction and coping with it (Dolcos et al., 2006; Dolcos & 
McCarthy, 2006; Iordan et al., 2013), and altered mechanisms in neurological conditions 
(Goldfine et al., 2011; Morgan et al., 2004). Future investigations could help clarify the role of 
individual differences as possible factors influencing vulnerability or resilience to emotional 
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challenges using multi-modal measurement of the large-scale brain networks across spatial and 
temporal scales, and expand on previous research in clinical groups (e.g., anxiety, depression, 
and post-traumatic stress disorder) and other age categories (adolescence and aging) (Hayes et 
al., 2011; Morey, Dolcos, et al., 2009; Ritchey et al., 2011; Singhal et al., 2012; St. Jacques et al., 
2010; St. Jacques* et al., 2009; Wang, Krishnan, et al., 2008; Wang et al., 2012). The 
interpretations that can be drawn from multi-modal brain imaging can be stronger, due to the 
possibility of assessing converging evidence across modalities within the same data set, and can 
also help to clarify the unique and overlapping contributions each modality provides for 
capturing brain function.  
In Chapter 5, the spatio-temporal dynamics of the neural mechanisms associated with 
emotion-attention interactions were examined by capitalizing on simultaneously acquired fMRI 
and EEG data during an emotional oddball paradigm. The fMRI analysis captured greater 
response to negative distracters in ventrolateral PFC (vlPFC) and occipito-temporal cortex 
(OTC), and the ERP-informed fMRI showed associations between late positive potential (LPP) 
amplitude and vlPFC BOLD signal, which highlights the spatio-temporal dynamics of the ventral 
affective system (VAS) response to negative distracters. Additionally, the fMRI analysis 
captured greater response to targets in dorsolateral PFC (dlPFC) and lateral parietal cortex 
(LPC), and the ERP-informed fMRI analysis pointed to associations between P300 amplitude 
and dlPFC and LPC BOLD signal, although at an exploratory significance threshold, which 
highlights the spatio-temporal dynamics of the dorsal executive system (DES) response to 
targets. As noted in Chapters 4 and 5, we do not treat DES and VAS as equivalent to brain 
networks, but there are considerable overlaps between these larger neural systems, sensitive to 
emotional distraction, and the large-scale functional networks (Iordan & Dolcos, 2017). 
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Specifically, the task-induced dorso-ventral dissociation between DES and VAS overlaps with 
the resting-state dissociations between the fronto-parietal control/central-executive/dorsal-
attentional networks and the salience/cingulo-opercular/ventral-attentional networks, 
respectively (Bressler & Menon, 2010; Dosenbach et al., 2008; Dosenbach et al., 2007; Power et 
al., 2011; Seeley et al., 2007; Yeo et al., 2011). By confirming that fMRI and ERP responses to 
an emotion-cognition interaction task are associated with each other, the present findings 
confirm and expand on previous studies that targeted cognitive and emotional processing 
separately (Bledowski, Prvulovic, Hoechstetter, et al., 2004; Liu et al., 2012), and future work 
can build upon the present findings to further explore the dynamics in regions that might be 
engaged for multiple roles, such as the vlPFC. Future research should also capitalize on multi-
modal brain imaging to further clarify the links between the neural systems targeted here and the 
large-scale brain networks. 
 The association between modulation of vlPFC BOLD signal and LPP amplitude is in line 
with results from previous multi-modal brain imaging studies of emotion processing (Liu et al., 
2012). Additionally, the associations identified with other regions such as the angular, middle 
frontal, and superior frontal gyri point to possible dynamics that emerge during emotional 
distraction from a cognitive task. For example, the BOLD modulation in regions such as the 
vlPFC and angular gyrus associated with the LPP amplitude to negative distracters is consistent 
with the idea that the vlPFC are linked with processing of emotional and salient information 
(Bressler & Menon, 2010; Dolcos et al., 2011; Iordan et al., 2013; Seeley et al., 2007) , and that 
the angular gyrus plays a key role in perception, attention, and the integration of sensory 
information (Seghier, 2013). The association identified with the dorsal PFC (i.e., middle and 
superior frontal gyri) is consistent with the idea that top-down processes such as emotion 
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regulation, which modulate the LPP (Hajcak et al., 2010), might have played a role during 
performance of the task. Since the emotional images in this task were distracters from the 
cognitive task of detecting targets, it is possible that the participants engaged in a form of 
regulation to adaptively respond to distracters and continue performing the task. This is a notable 
finding that points to the possible advantage of using an emotion-cognition interaction task to 
investigate the neural correlates of emotion and cognition, over tasks that target emotion or 
cognition alone. Future research should target such effects with manipulations of emotion 
regulation and perhaps paradigms that enhance the variability in behavioral performance, which 
was highly accurate for distracters in the present study.  
As noted in Chapter 4, the emotional oddball task has generally been interpreted in the 
literature with regard to the engagement of brain systems differentially sensitive to affective and 
cognitive processes (Iordan et al., 2013; Singhal et al., 2012; Wang et al., 2005). However, there 
are also notable cognitive control frameworks that provide additional interpretations for the 
present findings. For instance, the enhanced engagement of DES following targets is a pattern of 
response that could also be seen as consistent with the frameworks that emphasize endogenous 
control (Corbetta & Shulman, 2002) and proactive processing (Braver, 2012), which highlight 
the engagement of dorsal brain regions during responses that are involved with top-down 
processing. The response to targets could also be seen as consistent with the cognitive control 
process of shifting, which refers to flexible changes between task-sets or goals (Miyake & 
Friedman, 2012; Miyake et al., 2000). In these frameworks, the response to targets could be 
interpreted as a top-down process in which the participant is maintaining a goal of detecting the 
target shapes among the stream of presented standard scrambled images and distracter images. 
This response might require shifting from the “standard” response rule (i.e., respond with 
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“standard” hand) to the “oddball” response rule (i.e., respond with “target” hand). The P300 has 
also been proposed as an ERP component that might be associated with these processes, 
although the P300 has been associated with other cognitive control processes as well (Gratton et 
al., 2018).  
The present results also highlighted the enhanced engagement of the VAS in response to 
distracters. This pattern of response could also be interpreted within the context of models of 
cognitive control which emphasize exogenous control (Corbetta & Shulman, 2002) and reactive 
processing (Braver, 2012) in ventral brain regions engaged during bottom-up processing. The 
response to distracters could also be seen as consistent with the cognitive control process of 
updating, which refers to monitoring and changing working memory contents (Miyake & 
Friedman, 2012; Miyake et al., 2000). Specifically, the response to distracters could be 
suggestive of a bottom-up process in which the participant is monitoring the stream of standard 
scrambled images and during the presentation of distracters engages in reacting to and updating 
the response rule to address the distracter, because despite the differences between scrambled 
and distracters images, the participant is instructed to respond to them following the same rule 
(i.e., same response hand). This response might require updating the “standard” response rule 
(i.e., with one hand) to also respond with that same rule for the distracter images. Further 
research specifically targeting the dissociation of these possible frameworks would be needed, 
and would benefit from the multi-modal brain imaging approaches used in this study. 
Overall, the evidence provided in Chapters 2 and 3 highlight techniques and analytical 
approaches that help shed light on the comprehensive and accurate investigation of brain 
structural correlates of individual differences, and the protocols and results shown in Chapters 4 
and 5 showcase multi-modal brain imaging procedures and analyses that can enhance the 
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investigation of brain function across spatial and temporal scales. Taken together, this research 
demonstrates multi-method approaches for the purpose of significantly advancing our 
understanding of the structural and functional brain correlates of emotional processing, and of 
the complex behaviors and individual differences associated with these processes. These findings 
provide key insights that will contribute to the generation of comprehensive models of emotional 
functioning that span from the underlying neuro-behavioral mechanisms to high level individual 
differences that predict vulnerability or resiliency to emotional challenges. Furthermore, the 
approaches demonstrated in this work point to the potential for collectively using integrated data 
acquisition and analyses that could identify associations across various levels of brain structure 
and function, linked to individual differences in personality, symptoms, and behaviors. This will 
help to inform future conceptualization, prevention, and treatment of mental disorders, and will 
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