Industrial production of antibiotics, biopharmaceuticals and enzymes is typically carried out via a batch or fed-batch fermentation process. These processes go through various phases based on sequential substrate uptake, growth and product formation, which require monitoring due to the potential batch-to-batch variability. The phase shifts can be identified directly by measuring the concentrations of substrates and products or by morphological examinations under microscope. However, such measurements are cumbersome to obtain. We present a method to identify phase transitions in batch fermentation using readily available online measurements. Our approach is based on Dynamic Principal Component Analysis (DPCA), a multivariate statistical approach that can model the dynamics of non-stationary processes. Phase-transitions in fermentation produce distinct patterns in the DPCA scores, which can be identified as singular points. We illustrate the application of the method to detect transitions such as the onset of exponential growth phase, substrate exhaustion and substrate switching for rifamycin B fermentation batches. Further, we analyze the loading vectors of DPCA model to illustrate the mechanism by which the statistical model accounts for process dynamics. The approach can be readily applied to other industrially important processes and may have implications in online monitoring of fermentation batches in a production facility.
Introduction
Fermentation processes have innumerable applications in food, agrochemical and pharmaceutical industries. For safety and health reasons, fermentation products are subjected to stringent regulatory standard (de Noronha Pissarra, 2004) . Further, the cost-competitive nature of such products demands an optiAbbreviations: Glc, glucose; DSF, defatted soybean flour; CSL, corn steep liquor; AMS, ammonium sulfate; DPCA, dynamic principal component analysis; SP, singular point; PC, principal component; PLS, partial least square mal operation of the process (Nielsen, 1998; Nissen et al., 2000; Olsson et al., 1998; Vara et al., 2002) . Therefore, fermentation process supervision is of particular importance to ensure consistent operation and thereby achieve high quality products. Industrial fermentation is typically carried out in batch or fedbatch mode to overcome the limitations of carbon and nitrogen catabolite repression (Bapat et al., 2006b ). The key challenges in the monitoring of fermentation processes are batch-to-batch variation and complex dynamics. The batch-to-batch variation may result from the variation in the raw material quality or the variations in the seed culture. The variables that are desired to be monitored and controlled may include the biomass or product concentration(s). These variables are typically available only via offline measurements. Online measurements that are readily available include pH, temperature, agitation speed, dissolved oxygen, and exhaust CO 2 , and O 2 . However, these measurements do not give direct information on the state of the process (Vaidyanathan et al., 1999) .
Industrial fermentations typically use a multi-substrate complex medium, which may result in sequential and/or simultaneous utilization of the available substrates (Bapat et al., 2006a; Bapat and Wangikar, 2004) . The metabolism in each phase is different and hence deserves its own consideration in terms of modeling, and supervisory control strategy (Konstantinov and Yoshida, 1989; Muthuswamy and Srinivasan, 2003) . In addition, it is desirable to minimize offline sampling and the concomitant risk of contamination, yet obtain sufficient information on nutrient uptake and product formation in real time. As a result, online identification of phases and phase shifts in complex media is of critical importance.
The recently published methods for the identification of phase shift via online measurements have required the quantitative evaluation of key components such as the biomass concentration. Consequently these methods require advanced sensors such as infrared/mass spectrometers (Feng and Glassey, 2000; Grube et al., 2002) , electronic nose (Bachinger and Mandenius, 2001; Pinheiro et al., 2002) , or calorimetric sensors (Voisard et al., 2002) . In addition, these methods suffer from the disadvantage that extensive time and experience are often required to implement them. Further, the low signal-tonoise ratio (Schugerl, 2001 ) and specific requirements of aseptic conditions (Clementschitsch and Bayer, 2006) of such sensors has limited their application in large-scale industrial processes. Another class of methods has focused on utilizing the routinely available online data for qualitatively identifying fermentation phases. Qualitative trend analysis and expert system are the two most common methods belonging to this class. A formal framework for deducing process trends from the online process variables was developed (Cheung and Stephanopoulos, 1990) and applied to fermentation data (Stephanopoulos et al., 1997) . Alternatively, (Srinivasan et al., 2004) proposed a clustering approach using similarity factor derived from dynamic principal component analysis for process state identification. The approach relied on identifying the steady states to locate and subsequently segment historical data into different process phases. Consequently, it is not readily applicable in batch fermentation processes, where steady states do not normally exist. An expert system uses process knowledge gathered from experts such as biochemical engineers, biochemists, and microbiologists and coded in forms of "if-then" rules. These rules may be crisp or based on fuzzy logic (Kamimura et al., 1996) . However, the limitation of expert system technique is that it is system-specific and difficult to customize for different fermentation processes (Venkatasubramanian et al., 2003) .
Here, we present a method for the detection of phase shifts in batch fermentation via dynamic principal component analysis (DPCA) of the online measurements. We illustrate the application of the method for rifamycin B fermentation. Rifamycin B is a polyketide antibiotic from ansamycin family with a pronounced anti-mycobacterial activity and is extensively used in clinical treatment of tuberculosis, leprosy and AIDS-related mycobacterial infections (Sepkowitz et al., 1995) . Further, we analyze the DPCA model in terms of the loading vectors in an attempt to understand the mechanism by which the DPCA model uses the process history.
Materials and methods

Experimental methods
Strain and fermentation medium
Prof. Heinz Floss (Washington University, USA) kindly donated the rifamycin B overproducing strain of Amycolatopsis mediterranei S699 that does not require barbital (Yu et al., 2001) . The preculture was propagated as described by (Kim et al., 1996) . One hundred and fifty milliliters of pre culture (10%, v/v) was used to inoculate the bioreactor. The media contained (per liter of distilled water) glucose, 80 g; potassium phosphate, 1 g; magnesium sulphate, 1 g; ferrous sulfate, 1 g; zinc sulfate, 0.010 g; cobalt chloride, 0.0030 g. In addition, the medium contained one or more of the following: ammonium sulfate, 4 g; potassium nitrate, 5.1 g; defatted soybean flour (DSF), 8 g; corn steep liquor solids (CSL), 8 g. After adjusting the pH to 7.0 with 1 N sodium hydroxide, the fermentor was sterilized by autoclaving at 121 • C for 15 min.
Bioreactor and cultivation conditions
Batch cultivations were conducted in 6.5-l BIOSTAT ® B (BBI; B. Braun Biotech International, Schwarzenberger, Germany) bioreactor at working volume of 1.50 l at 28 • C. The pH and the dissolved oxygen (pO 2 ) were recorded by using autoclavable pH-electrode and polarographic pO 2 -electrode (INGOLD, USA), respectively. Agitator speed was used as a control variable to maintain dissolved oxygen at 40% via cascade control. Mass flow controller (BBI, Germany) was used to supply a constant airflow of 1.0 vvm (volume of air per minute per volume of media). The concentration of O 2 and CO 2 in the exit gas stream from the bioreactor were measured by infrared spectroscopy and paramagnetic analysis, respectively (Analyzer BINOS1002M ® with sample conditioning unit, Rosemount analytical, Germany).
Analytical techniques
Samples were drawn from the fermentation medium at regular intervals to analyze the dry cell weight and the concentrations of glucose, ammonium sulfate, free amino acids and rifamycin B as described previously (Bapat et al., 2006a) . Glucose was analyzed via RI detector on HPLC (Hitachi, Merck KgaA, Darmstadt, Germany) using HP-Aminex-87-H column (Biorad, Hercules, CA, USA) at 60 • C. The concentration of free amino acids was estimated via the ninhydrin method (Moore, 1968) . The concentrations of the ammonium and nitrate ions were determined by the respective ion specific electrodes (EA940 Ion analyzer, Thermo Orion, USA). Rifamycin B was detected on spectrophotometer (V-540, Jasco, Tokyo, Japan) at a wavelength of 425 nm.
Data analysis methods
Principal component analysis
Principal component analysis (PCA) is a linear dimensionality reduction technique, which is optimal in capturing the variance in the data. It determines a set of orthogonal vectors, called loading vectors, which are used to transform the original variables into a new set of variables, often referred to as principal components (PCs). The PCs are weighted, linear combinations of the original variables and due to the orthogonality of the loading vectors, are uncorrelated with each other. The loading vectors are usually ordered by the amount of variance they explain; thus although the total variance in the new variables remains unchanged by the transformation, it is redistributed so that most of the variance is explained in the first PC (denoted as PC 1 ); the next largest amount goes to the next (PC 2 ), and so on. The development of the PCA model can be found in numerous literature including (Ralston et al., 2001; Russell et al., 2000) .
Dynamic principal component analysis (DPCA)
The underlying assumption of classical PCA is that the measurements at one time instant are statistically independent of measurements at past time instants (Russell et al., 2000) . However, for dynamic systems such as batch fermentation, this assumption is not valid and the value of a variable at an instant depends on past values. In other words, the state of such dynamic systems at time t needs to be represented by the observations over the time interval [t − D, t] , rather than at time t alone.
In order to capture the process dynamics as well as the timedependent relationships between variables, (Ku et al., 1995) proposed the dynamic PCA (DPCA), where PCA is performed on a time-lagged version of input data X 0 , formed as follows:
where 
, which usually represents data with very high dimensionality. Consequently, dimension reduction becomes necessary and this is where PCA can be applied.
After auto-scaling the time-lagged data X 0 d , the corresponding covariance matrix S can be obtained as
and eigenvalues and loading vectors (i.e. eigenvectors) calculated by eigen-decomposition of S. The principal components can be obtained from the data and the loading matrix P as shown below.
where
T is the time-lagged vector of the current measurement x(t). In this work, we use plots of a PC versus another (e.g.: PC 1 versus PC 2 ), called score plots, for depicting the process trajectory. Hypothesis testing can also be performed using a generalization of Student's t-statistic, called Hotelling's T 2 statistic, which is a scaled squared-norm of an observation vector from its mean.
where P a is the loading matrix containing a loading vectors.
a is a diagonal matrix containing the a corresponding singular values. Note that unless T 2 statistic is used for confidence estimation, an assumption of a multivariate normal distribution of the process measurements is not required. Nevertheless, changes in the process dynamics can be observed from plot of the T 2 statistic versus time.
Singular points of a signal
It has been observed that the information content in a time varying signal is not homogenously distributed throughout (Srinivasan and Qian, 2005) . Some landmarks, termed as singular points (SPs), in the trajectory contain more information about the dynamic behavior than others. Examples of SPs include points of discontinuities, trend changes, and extrema. SPs can be used for annotating signals as well as signal comparison (Srinivasan and Qian, 2005) . In this paper, SPs are used to detect phase shifts during rifamycin B fermentation experiments.
Results
Description of the case studies and measured variables
Here we present DPCA analysis for several case studies of batch runs involving rifamycin B production via Amycolatopsis mediterranei fermentation. The case studies differ in their initial medium composition and in turn in the profiles of substrate utilization and production of biomass and rifamycin B. This reflects in the profiles of the measured variables, both offline and online. The case studies include (i) defined medium containing glucose as the sole carbon substrate and AMS as the sole nitrogen substrate; (ii) defined medium containing glucose as the sole carbon substrate and AMS and KNO 3 as nitrogen substrates; (iii) complex medium containing glucose as a carbon substrate and DSF-CSL as a carbon and nitrogen substrate; (iv) complex medium containing glucose, AMS and DSF-CSL.
A total of five process variables were measured online and recorded every 5 min for each of the case studies. These variables, which are typically observed in any fermentation process, include vent CO 2 (%), vent O 2 (%), pH, dissolved O 2 (%) and stirring rate (rpm). Although this work treats the online measurements as random variables in the development of the DPCA technique, note that the measurements indicate some physical phenomenon related to the fermentation process. For example, the values of vent CO 2 (%) and vent O 2 (%) indicate the instantaneous rates of CO 2 production and O 2 consumption in the fermentor, respectively. Similarly, the trends of pH values may be qualitative indicators of phenomena such as organic acid production or consumption. The dissolved O 2 concentra-tion is maintained at 40% of saturation and hence its value typically varies between 40 and 100% of saturation. The stirring rate is a control variable, which is varied between 120 and 1200 rpm in order to maintain dissolved O 2 at 40%. A higher oxygen demand by the fermentation culture usually leads to a higher stirring rate. Thus, the values of vent CO 2 , vent O 2 , pH, dissolved O 2 and stirring rate, together contain information on the overall state of the fermentation process. Note that the knowledge of the relationships between the measured variables and the physical phenomena is not used in the method presented here. Further, the offline variables such as concentrations of substrates, cell mass and product in the liquid medium are not used in the DPCA model, rather the DPCA results are compared qualitatively with the profiles of the offline measurements.
Case study with defined medium
In this case study, the initial fermentation medium contained glucose and AMS. Based on the profile of the biomass, the fermentation appears to have progressed through three main phases: an initial lag phase of 20 h followed by an exponential growth phase until around 80 h and a slower growth phase from 80 h until end of the batch (Fig. 1A) . During the lag phase, the cells utilize free amino acid as a source of carbon and nitrogen (data not shown). Although free amino acids were not added to the initial medium, they get transferred along with the seed culture. During the second phase, the biomass growth and product formation were concomitant with the utilization of glucose and AMS. AMS was exhausted around 80 h. The profiles of the online measurements are shown in Fig. 1B . Although certain trends may be observed in these profiles, there exists no single measurement from which all phases of the fermentation process can be inferred. To that end, a DPCA model was developed by using the profiles of the five online variables shown in Fig. 1B . The values of the model parameters D and τ were chosen based on the preliminary process knowledge (Bapat et al., 2006a) . The microorganism used in this study has a doubling time of approximately 10 h. Thus, as an initial exercise, the DPCA model was evaluated for the values of D and τ ranging from 2-20 h to 0.2-1.0 h, respectively. The results were not satisfactory for values of D less than 5 h or greater than 12 h (data not shown). Moreover, the results did not vary substantially for τ values in the range of 0.2-0.5 h. Thus, for subsequent analysis, we decided to use the values of D and τ as 8 h and 0.5 h, respectively, resulting in d = 16. With the five online measurements and d = 16, each time point of the batch process was represented in an 85-dimensional-space spanned by the time-lagged variables. The variables were normalized and then subjected to dimension reduction via PCA. The first three PCs explain 92% of the variance in the data. First we examined the score plots of PC 1 versus PC 2 ( Fig. 2A) and PC 2 versus PC 3 (Fig. 2B) . Note that the direction of the trajectory of score plots changes at a finite number of locations. These have been marked as singular points (SPs) in the score plots ( Fig. 2A and B) . It is of interest to understand if the SPs correlate with the known phase shifts in the batch. For example, the score plots show up to five SPs. Of these, the SP at 17.5 h corresponds with the end of lag phase as seen from the offline cell mass measurements (Fig. 1A) . The SP at 80 h corresponds with exhaustion of AMS (Fig. 1A) . In addition, the SPs at times between 17.5 and 80 h may correspond to substrate acclimatization, morphological changes, etc. Fig. 3 shows Hotelling's T 2 statistic evaluated using two PCs and three PCs. The SPs for T 2 statistics, which are local maxima and minima, have been marked. The time points where SPs occur in these plots are approximately same as those in the score plots ( Fig. 2A and B) . Note that the score plots and T 2 statistic are more sensitive when three PCs are used. In this case, the number of SPs is greater than the number of known phase shifts in the fermentation. The additional SPs may correspond to morphological/physiological changes in the organism. For this reason, three PCs have been retained for other case studies in this work.
Glucose-AMS-KNO 3 case study
In this case study, the medium contained glucose as C source, and AMS and KNO 3 as substitutable N sources (Fig. 4) . Of these, AMS is known to be the preferred N substrate. The utilization of KNO 3 is more complex because the organism needs to convert KNO 3 into ammonia before utilization. Offline data (Fig. 4B) shows utilization of AMS from 12 to 60 h. Interestingly, AMS concentration increases between 80 and 95 h. This may be due to the rapid synthesis of ammonia from KNO 3 . Subsequently, there appears to be a balance between ammonia synthesis and consumption rates.
DPCA analysis shows three SPs for this batch (Fig. 4C) . The SP at 12 h signals the end of the initial lag phase and the start of the AMS uptake. It can also be observed that the second SP at 47 h divides the T 2 profile into two segments: a first half of slowly changing pace and a second half with fluctuations. This correlates well with the fact that AMS is utilized in the first half and nitrate in the second half. The third marked SP (at 112 h) does not correlate with any of the known phenomena observed from the offline data.
Glucose-DSF-CSL case study
In this batch, initial fermentation medium contains glucose, defatted soybean flour (DSF) and corn steep liquor solids (CSL) (Fig. 5) . DSF-CSL is primarily a mixture of proteins, peptides and amino acids. The organism is able to take up the free amino acids and small peptides directly while the larger peptides and proteins are first hydrolyzed in the extra-cellular medium before their uptake (Bapat et al., 2006b ). The measurements for free amino acids (AA), glucose, and rifamycin B and a modelpredicted profile for biomass concentration is shown are shown in Fig. 5B (Bapat et al., 2006a) .
The organism has a choice of either utilizing AA as the sole source of carbon and nitrogen or simultaneously utilizing glucose and AA. It is observed that the organism takes up AA as the sole substrate for the first 30 h (Fig. 5B) . This may result because of the fact that the organism has been adapted to an AA-rich medium during the seed culture. During the second phase, the organism starts utilizing glucose in addition to the AA. During this phase, the glucose concentration decreases but the AA concentration remains steady as the medium gets a steady supply of AA by hydrolysis of proteins available in the DSF and CSL.
DPCA analysis for this batch shows three SPs between 20 and 40 h (Fig. 5C ). The first two SPs correspond to the transition from the AA phase to the glucose + AA phase which occurred from 21 to 26 h. The third SP at 35 h may correspond with the depletion of free amino acids in the medium. From this point onward, the rate of production of amino acid via hydrolysis is equal to that of consumption so that the concentration of amino acids remains at low but unchanged value. In addition, other SPs provide additional insights into the fermentation. For example, the last two SPs at approximately 98 and 105 h coincide with the choking of the vent filter. Thus, SPs that occur at unexpected time points may provide clues on the abnormal behaviour of the fermentor.
Glucose-AMS-DSF-CSL case study
In this batch, initial fermentation medium contains glucose, AMS, and DSF-CSL (Fig. 6) . Offline measurements for AMS, AA, glucose, and rifamycin B and model-predicted profile of biomass concentration are shown in Fig. 6B . The fermentation medium contains several carbon and nitrogen substrates. As a result, the major phases of substrate utilization in this batch include (1) utilization of AA as a sole carbon and nitrogen substrate, (2) utilization of glucose and AA, and (3) utilization of glucose and AMS. The AA utilization phase is observed for the first 20 h (Fig. 6B) . The figure also indicates that the glucose-AMS phase starts at around 35 h when both glucose and AMS concentrations start to decrease significantly. Note that substantial amount of the amino acids have been consumed by 20 h. This seems to indicate that AA has become the limiting substrate and simultaneous utilization of AA and AMS is likely during the transition period (20-35 h). The DPCA analysis shows four SPs (Fig. 6C) . The first SP at 20 h seems to signal the end of AA utilization phase, and the last SP at 34.5 h marks the beginning of the glucose-AMS phase. The other two SPs (26, 30.5) are believed to signal the adaptation or possibly utilization of some other substrate combination.
DPCA and the process dynamics: Interpretation of the loading vectors
The dynamics of a process over an interval [t 1 t 2 ] is usually analyzed by asking two questions: (i) have the measured variable values changed in the interval? (ii) have the trends of the measured variables changed in the interval? The first question can be answered by trivial methods. However, to answer the second question, one needs to look at the profiles of variable values in the neighborhood of t 1 and t 2 . The techniques of qualitative trend analysis use the information on the first and second derivative to distinguish between different categories of trends (Cheung and Stephanopoulos, 1990) . The DPCA technique presented here seems to be able to detect changes in the trends of the variables when the fermentation process enters a new phase. While the DPCA technique is based on a statistical data reduction method, it would be of interest to understand the mechanism by which the reduced dimensional data vector captures the important characteristics associated with the trends of the variables. Note that DPCA uses time-lagged input data over the interval "D" and then compresses it by using the loading vectors. Specifically, a loading vector may combine the original variables to obtain a simple arithmetic mean or a simple difference of the time lagged data. Such combinations of the data would be equivalent to the average value or the first derivative of the online measurements in the interval D. Alternatively, the loading vector may be based on some linear combination of the above two, which in turn would affect the sensitivity of a given PC to the perturbations in the measured variables. Further, the different PCs may have different levels of sensitivity to small changes in the online measurements. Below, we show mathematically, a qualitative way of interpreting the loading vectors for this purpose.
The projection of a time lagged measurement vector to the principal component space is
For each v (corresponding to the online variables), let us consider the term
In the above equation, the first term p i d+1 j=1 x j is equivalent to the integral (or average) of the variable value in the interval D. The second term can be rearranged in the form of first derivative since the consecutive x j are essentially time-lagged variables of one kind (Eq. (8)
Eq. (9) states that the ith principal component PC i is a weighted sum of the average of the variable and its first derivative at various time points in the interval D. Continuing in a similar fashion, an expression involving the second derivative of the variables can be derived as follows:
The weights p i , b j ,b and c j in Eqs. (9) and (10) are dependent on the original loading vector P i for each score PC i . The expression of the score in terms of the variables, its first and second derivatives highlights the extra capability of DPCA in capturing dynamic information embedded in the online measurements, which ordinary PCA is unable to achieve. Moreover, the coefficients in the dynamic expression are calculated automatically by DPCA. Hence, the weights of the online variables and their derivatives are automatically obtained by the PCA methodology.
The glucose-AMS case study (Section 3.2) has been chosen for illustration. We analyzed the first four loading vectors which together explain 96% of the variance in the original time-lagged version of the data. Specifically, the weights associated with the average variable values, p i and the first derivative values b j were evaluated. Fig. 7 shows the weights p i associated with the first loading vector. The weights show a positive correlation between vent CO 2 and stirring speed and a negative correlation between stirring speed and dissolved O 2 . Further, we analyzed the relative weights of the first derivative and the average variable value (b j /p i ) for the first four loading vectors (Fig. 8) . Note that the relative weight of the first derivative increases significantly from the first loading vector to the fourth loading vector. As this ratio represents the weight of the dynamics (as captured in the first derivative ∂x/∂t), the increase in the weighting ratio implies that retaining more loading vectors for further analysis might describe process dynamics better but possibly at the expense of magnifying process noise.
Discussion
The identification of phase shifts in batch fermentations is important in monitoring the process. A direct approach would involve the examination of the time-profiles of the concentrations of the substrates, products and cell mass. Although rich in information content, these offline measurements are expensive, time consuming and hence infrequently available. On the other hand, the online measurements such as pH and dissolved oxygen are readily available but do not provide direct information about the phase shifts. Here, we present a technique based on DPCA coupled with T 2 statistic to obtain information on the phase shifts solely from the online measurements. The principal idea is that when the fermentation progresses from one phase to another, the information is captured and reflected in the online measurements. The challenge is that this information is not readily apparent from any single variable at any particular time but rather spread across all online variables over an interval. The technique presented here is able to extract this information in the form of SPs (Srinivasan and Qian, 2005) .
The key parameters of the DPCA model include the process history to be considered (D), the sampling time (τ) and the number of principal components a retained. The first two parameters are process dependent and hence some process knowledge Fig. 8 . Weighting ratio b j /p i (Eqs. (7) and (8) In the past, phase shifts have been identified by using the techniques of trend analysis (Cheung and Stephanopoulos, 1990; Janusz and Venkatasubramanian, 1991) . This involves the use of first and second derivatives of the measured variables. In our analysis, DPCA scores are obtained as a weighted sum of variable values over an interval. The scores can be rearranged as a linear combination of the first derivative and the average of the variable values in that interval. We find that the first score consists of higher weights for the average value while the second and subsequent scores consist of higher weights for the first derivative. Note that in DPCA, the relative weights of the average variable values and the first derivative value are automatically decided. Thus, the DPCA technique, although based on time-lagged data, offers a novel method of analyzing trends and phase shifts compared to the conventional trend analysis methods.
The technique presented here can be applied to other fermentation processes where minimal process knowledge regarding phase shifts is available. For industrial fermentation, the technique may have implications in online process supervision of repetitive batches in a production facility.
