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Abstract
We study inner product inequalities for a G-doubly stochastic map with respect to a group
induced cone ordering. We give necessary and sufficient conditions for the inequalities to
become equalities. A special condition is obtained if a Birkhoff type theorem holds for a finite
reflection group related to the ordering. The conditions are applied to derive some classical
and new results on equality cases for majorization inequalities connected with certain group
actions.
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1. Introduction and summary
Given points x and y in an inner product space V and a closed subgroup G of the
orthogonal group O(V ), we say y is G-majorized by x, denoted y G x, if y lies
in the convex hull of the orbit Gx = {gx : g ∈ G} [6]. The preordering G on V is
called the group majorization w.r.t. G, abbreviated as G-majorization. A linear map
L : V → V is said to be G-doubly stochastic (G-d.s.) if Lx G x for all x ∈ V (cf.
[1, Theorem II.1.9]).
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In this paper we deal with inner product inequalities for G-doubly stochastic
maps. We extend the ideas in [10,13,14,26,27]. Our aim is to find necessary and suf-
ficient conditions for those inequalities to become equalities. Many authors obtained
such conditions for various maps defined on linear spaces equipped with the classical
majorization or the weak majorization (e.g., see [4,10,11,13,14,18]). However, very
little is known about such conditions for a generic G-doubly stochastic map on a
space supplied with a G-majorization preordering. Some special cases are described
in [26,27]. In our discussion, we focus on group induced cone orderings connected
with finite reflection groups. Developing a perturbation technique (see Lemmas 1
and 2), we provide a group-theoretical framework for our coincidence problem. This
gives a more conceptual understanding of some existing results in the literature (cf.
Examples 1 and 3).
The paper is organized as follows. Section 2 contains a condensed exposition of
group induced cone orderings and related notions. In Section 3 we study cases of
equality in the mentioned inequalities. We establish conditions for the equalities to
hold (see Theorems 1 and 2). In addition, a discussion of particular cases is presented.
In particular, a special condition is derived if a Birkhoff type theorem is met for
a finite reflection group (see [17]) related to the underlying G-majorization. Also,
some of the results can be demonstrated in a dual form (see Remark 1).
The conditions are geometrical and they give a deeper insight in the geometry
of G-majorization. On the other hand, they allow us to derive the structure of the
maps for concrete groups. Thus the classical theorem due to Levow [13] on doubly
stochastic maps is recovered (see Example 1). In Example 2 we investigate an anal-
ogous problem for absolutely doubly substochastic matrices. Finally, in Example 3,
we indicate how our theory may be used to get a result of Li [14] on singular values
of matrices.
In the interest of simplicity, we often divide our considerations into two separate
parts: perturbation case and nonperturbation case (see Examples 1 and 2), although
a unified approach is possible (cf. [10]). The former is associated with an isotropy
subgroup of a point, so a solution to our problem takes a simple and illustrative form.
Therefore this case is important enough to be stated separately (cf. [2,13]). The latter
has somewhat unexpected form, and an orthoprojector method must be used to get a
solution.
2. GIC orderings and Eaton triples
Throughout the paper V is a finite-dimensional real linear space with inner prod-
uct 〈·, ·〉. We say that the group majorizationG on V is a group induced cone (GIC)
ordering [7] if there exists a nonempty closed convex cone D ⊂ V such that
(A1) Gx ∩D is not empty for each x ∈ V ,
(A2) 〈x, gy〉  〈x, y〉 for all x, y ∈ D and g ∈ G.
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In this event, (V ,G,D) is called an Eaton triple. See [6–8,19–27] for examples,
properties and applications of GIC orderings and Eaton triples.
Assume (A1) and (A2) for (V ,G,D). The convex cone positively spanned by
a set Z ⊂ V is denoted by cone Z. Let dualD = {v ∈ V : 〈v, x〉  0 for all x ∈ D}
stand for the dual cone of D. For x ∈ V , we define x↓ to be the only member of the
set Gx ∩D [20, p. 14]. It is known (see [6, p. 15], [22, p. 210]) that for x, y ∈ V the
following are equivalent:
y G x, (1)
y↓ G x↓, (2)
〈z, gy〉  〈z, x↓〉 for all z ∈ D and g ∈ G, (3)
〈z, y〉  〈z, x〉 for all z ∈ D (provided x, y ∈ D), (4)
〈si, y〉  〈si, x〉 for i ∈ I (provided x, y ∈ D), (5)
where {si : i ∈ I } is a frame (i.e. minimal spanning set) of D.
A reflection on a linear space W ⊂ V is an orthogonal map Sr defined by
Sr(x) = x − 2
〈
x,
r
‖r‖
〉
r
‖r‖ , x ∈ W,
where r ∈ W is a nonzero vector and ‖r‖ = 〈r, r〉 12 . A finite group H ⊂ O(W) gen-
erated by reflections is called a finite reflection group. A minimal set of reflections
generating H is called simple set of reflections for H . It is known (see [8, pp. 841–
844], [24, Theorem 4.1]) that finite reflection groups are the only finite groups in-
ducing GIC orderings.
Given an Eaton triple (V ,G,D), we set
W = spanD and H = {h ∈ O(W) : h = g|W, g ∈ G, gW = W }.
Then the following statements are equivalent (see [20, Theorem 3.2], [24, Theorem
4.1]).
(i) For any x, y ∈ W , y G x if and only if y H x.
(ii) (W,H,D) is an Eaton triple.
(iii) A Schur type inequality holds, that is
Px H x↓ for all x ∈ V, (6)
where P is the orthogonal projection from V onto W .
(iv) H is a finite reflection group acting on W .
If, in addition, G is finite, then (V ,G,D) = (W,H,D) [20, Theorem 3.1].
If any of the above conditions (i)–(iv) is met, then (W,H,D) is called a reduced
triple of (V ,G,D) [26, p. 1]. In this case, there exist simple reflections Sr1 , . . . , Srm
generating H , and the following hold (cf. [24, pp. 112–114]):
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D = {w ∈ W : 〈w, r1〉  0, . . . , 〈w, rm〉  0}, (7)
 = {r1, . . . , rm} is a basis of the space (MH (W))⊥, (8)
there exists a frame {s1, . . . , sn} of D such that 〈ri, sj 〉 = δij (Kronecker delta),
(9)
where (·)⊥ stands for “the orthogonal complement to W of”, and
MH(W) = {w ∈ W : hw = w for all h ∈ H },
the subspace of fixed points in W under the action of H . It is evident by (A1) that
MH(W) ⊂ D.
For y ∈ W , we define
(y) = {r ∈  : 〈y, r〉 = 0}.
Clearly, for r ∈ (y), Sr is a reflection fixing y. It is easily seen that (y) =  for
y ∈ MH(W). On the other hand, (y) is the empty set for y ∈ riD, which denotes
the relative interior of D in W [20, Lemma 2.1, Theorem 3.1]. For y ∈ D, let H(y)
be the finite reflection group generated by all reflections Sr for r ∈ (y). In other
words, H(y) is the isotropy group of y [12, p. 22, Theorem], i.e.
H(y) = {h ∈ H : hy = y}.
Furthermore, by [12, p. 19, Proposition, part (a)] and [24, Theorem 4.1],
Sr for r ∈ (y) are simple reflections for H(y), (10)
(W,H0,D0) is an Eaton triple for H0 = H(y) and D0 = dual cone (y), (11)
(span(y))⊥ is equal to MH(y)(W) = {w ∈ W : hw = w for all h ∈ H(y)}.
(12)
For a linear map L : V → V , the symbol L∗ denotes the adjoint operator of L in the
sense 〈Lx, y〉 = 〈x, L∗y〉 for all x, y ∈ V .
3. G-doubly stochastic maps, coincidence and perturbation
Let (V ,G,D) be an Eaton triple. Assume L : V → V is a G-d.s. map, i.e. L is a
linear map and Lz G z for all z ∈ V . Given x ∈ D, it follows from the equivalence
of (1) and (3) that
〈y, Lx〉  〈y, x〉 for all y ∈ D. (13)
We say that Lx G x has a coincidence at y ∈ D (y-coincidence, for short) (cf. [13]
and Example 1) if
〈y, Lx〉 = 〈y, x〉. (14)
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The purpose of this section is to find conditions on L and x, y ∈ D so that (14) holds.
In doing so, we explore the notion of perturbation [15, pp. 903–904]. A vector z ∈ V
is said to be a perturbation of y ∈ D if there exists ε > 0 such that y + tz ∈ D
for all |t | < ε. The set of all perturbations of y is denoted by pert(y). Since D is
convex, pert(y) is a subspace of V . In addition, y ∈ pert(y). If y = 0 then pert(y) =
D ∩ −D. So, if D is pointed (i.e. D ∩ −D = {0}) then y = 0 implies pert(y) =
{0}.
Before the discussing our main problem, a few useful lemmas are needed.
Lemma 1. Assume D ⊂ V is a convex cone. Let y ∈ D and a ∈ dualD. Then
〈a, y〉 = 0 if and only if 〈a, z〉 = 0 for all perturbations z ∈ V of y.
Proof
(⇒) Let z be a perturbation of y. There exists ε > 0 such that y + tz ∈ D for all
|t | < ε. Since a ∈ dualD, we have 〈a, y + tz〉  0 and further 〈a, y〉 + t〈a, z〉  0
for all |t | < ε. As 〈a, y〉 = 0, we obtain 〈a, z〉 = 0.
(⇐) Apply the fact that z = y is a perturbation of y. 
Given y, z ∈ D, the relation (y) ⊂ (z) means that y refines z [27, p. 9]. In the
lemma below, we connect this notion with the perturbation relation.
Lemma 2. Suppose (W,H,D) is an Eaton triple with a finite reflection group H ⊂
O(W). Let y ∈ D and z ∈ W. Then
z is a perturbation of y if and only if (y) ⊂ (z).
Proof
(⇒) Let z be a perturbation of y. There exists ε > 0 such that y + tz ∈ D for all
|t | < ε. Hence, by (7), we deduce that 〈r, y〉 + t〈r, z〉  0 for all r ∈  and |t | < ε.
Fix any r ∈ (y). Then 〈r, y〉 = 0, so t〈r, z〉  0 for all |t | < ε. Therefore 〈r, z〉 = 0
and r ∈ (z), as required.
(⇐) By virtue of (7), we have to show that there exists ε > 0 such that 〈r, y +
tz〉  0 for all r ∈  and |t | < ε.
If r ∈ (z) then 〈r, y + tz〉  0 for all t ∈ R, since y ∈ D and 〈r, y〉  0 by (7).
On the other hand, if r ∈ (z) then r /∈ (y), because (y) ⊂ (z). Hence 〈r, y〉 >
0 by (7). In consequence, the inequality 〈r, y + tz〉  0 holds for all t  −〈r,y〉〈r,z〉 if
〈r, z〉 > 0, and it holds for all t  −〈r,y〉〈r,z〉 if 〈r, z〉 < 0.
Put εr := 1 if r ∈ (z), and εr := 12
∣∣∣ 〈r,y〉〈r,z〉
∣∣∣ > 0 if r /∈ (z). In all above cases, we
have 〈r, y + tz〉  0 for all |t | < εr . But  is finite, so taking ε := minr∈ εr > 0
we obtain 〈r, y + tz〉  0 for all |t | < ε and r ∈ . Accordingly, z is a perturbation
of y. 
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The following technical lemma will be applied in the proof of Theorem 1.
Lemma 3. Assume (W,H0,D0) is an Eaton triple, where H0 ⊂ O(W) is a closed
group andD0 ⊂ W is a closed convex cone. LetW = W1 +W2 be an orthogonal de-
composition of W such that W2 ⊂ MH0(W), and let Q and R be the orthoprojectors
onto W1 and W2, respectively.
Then (W1, H0|W1 ,QD0) is an Eaton triple, and for any x, y ∈ W we have
y H0 x if and only if Ry = Rx and Qy H0 Qx. (15)
Proof. We begin with the observation that W2 is H0-invariant subspace of W . Since
H0 ⊂ O(W), W1 = W⊥2 is also H0-invariant. Therefore (W1, H0|W1 ,D0 ∩W1) is
an Eaton triple [23, Theorem 2.1]. We shall prove D0 ∩W1 = QD0.
The inclusion D0 ∩W1 ⊂ QD0 is immediate. For the reverse inclusion, we have
to show Qw ∈ D0 ∩W1 for all w ∈ D0. By (A1) for (W,H0,D0), we get Qw = hz
for some h ∈ H0 and z ∈ D0. Hence z ∈ W1, since z = h−1Qw ∈ h−1W1 = W1, the
last equality by the H0-invariance of W1. In this way we obtain z ∈ D0 ∩W1. Now,
we claim that 〈z, hz〉 = 〈z, z〉. Indeed, it follows from the Cauchy–Schwarz inequal-
ity that 〈z, hz〉  〈z, z〉. Moreover, because z, hz ∈ W1 and w −Qw is orthogonal
to W1, we get
〈z, z〉 = 〈hz, hz〉 = 〈Qw,hz〉 = 〈w, hz〉  〈w, z〉 = 〈Qw, z〉 = 〈hz, z〉,
the inequality by (A2) for (W,H0,D0). Therefore 〈z, hz〉 = 〈z, z〉 = ‖z‖‖hz‖, which
is the equality case in C–S inequality. Now, it follows that hz = ξz for some ξ > 0.
But h is orthogonal, so we conclude that ξ = 1, hence that hz = z, and finally that
Qw = z ∈ D0 ∩W1, as was to be proved. In summary, (W1, H0|W1 ,QD0) is an
Eaton triple.
We now proceed to show the “only if” part of (15). Let y H0 x with x, y ∈ W .
By (2) and (4), 〈z, y↓〉  〈z, x↓〉 for all z ∈ D0. Since ±MH0(W) ⊂ D0
[21, Theorem 3.1], 〈z, y↓〉 = 〈z, x↓〉 for all z ∈ MH0(W). It follows from (A1) for
(W,H0,D0) that x↓ = h1x for some h1 ∈ H0. However, h∗1 = h−11 ∈ H0 ⊂ O(W)
and W2 ⊂ MH0(W), so we have 〈z, x↓〉 = 〈h∗1z, x〉 = 〈z, x〉 = 〈z, Rx〉 for all z ∈
W2. A similar calculation shows that 〈z, y↓〉 = 〈z, Ry〉 for z ∈ W2. In consequence,
〈z, Ry〉 = 〈z, Rx〉 for all z ∈ W2. Hence Rx − Ry = R(x − y) ∈ W2 is orthogonal
to W2. For this reason, Rx = Ry, which is desired conclusion.
In order to prove Qy H0 Qx, it is enough to show that
〈Qz, hQy〉  〈Qz, (Qx)↓〉 for all z ∈ D0 and h ∈ H0, (16)
where (Qx)↓ is the only member of the intersection of the convex cone QD0 and of
the H0|W1 -orbit of Qx, since (W1, H0|W1 ,QD0) is an Eaton triple and (3) holds for
this triple.
Recall that y H0 x means 〈z, hy〉  〈z, x↓〉 for all z ∈ D0 and h ∈ H0 (see (3)).
Because Q+ R = idW , Rz,Ry ∈ W2 ⊂ MH0(W) and 〈Rz,Qy〉 = 0 = 〈Qz,Ry〉,
it is not hard to check that
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〈z, hy〉 = 〈Rz, hRy〉 + 〈Rz, hQy〉 + 〈Qz, hRy〉 + 〈Qz, hQy〉
= 〈Rz,Ry〉 + 〈Qz, hQy〉. (17)
Likewise, as x↓ = h1x for some h1 ∈ H0, one has
〈z, x↓〉 = 〈Rz,Rx〉 + 〈Qz, h1Qx〉. (18)
In addition,
Qx↓ = Qh1Rx +Qh1Qx = QRx + h1Qx = h1Qx, (19)
the second equality by Rx ∈ W2 ⊂ MH0(W) and H0-invariance of W1. From this
h1Qx ∈ QD0, so h1Qx = (Qx)↓.
Therefore, on account of (17) and (18), the inequality 〈z, hy〉  〈z, x↓〉 gives
〈Rz,Ry〉 + 〈Qz, hQy〉 〈Rz,Rx〉 + 〈Qz, h1Qx〉
= 〈Rz,Rx〉 + 〈Qz, (Qx)↓〉. (20)
But Ry = Rx, so we obtain (16). In consequence, Qy H0 Qx, as claimed.
To see the “if” part of (15), it suffices to backtrack the steps above. This completes
the proof. 
We are now in a position to solve our coincidence problem for G-d.s. maps. Ob-
serve that if (W,H,D) is a reduced triple for (V ,G,D) then, by (6), Lx G x
implies PLx H x for x ∈ W . In this situation, y-coincidence of Lx G x is equiv-
alent to y-coincidence of PLx H x. Thus the coincidence problem for the map L
and Eaton triple (V ,G,D) can be replaced by an analogous problem for the map
PL|W and reduced triple (W,H,D). The reduced problem is simpler, since H is
a finite reflection group and we can give a solution in terms of notions related to
reflection groups.
In the forthcoming theorem we give a geometrical interpretation of coincidence
(14). Condition (22) says that x − Lx must be orthogonal to MH(y)(W), which is,
by definition, the space of fixed points in W for H(y), the isotropy group of y. It is
interesting that MH(y)(W) = (span(y))⊥ is the space of all perturbations of y (see
(12), Lemma 2 and the proof of Theorem 1 for details). (23) provides an additional
information about the location of PLx (of Lx, if G is finite) in the convex hull of
H -orbit of x. Namely, PLx must lie in the convex hull of the orbit of x under the
action of H(y). This means that PLx is H(y)-majorized by x.
Since the map PL|W : W → W is H -doubly stochastic and H is a finite reflec-
tion group, the assumption PL|W ∈ convH in Theorem 1 is met if a Birkhoff type
theorem holds for H . See [17] for recent results on Birkhoff’s theorem for finite
reflection groups.
Theorem 1. Let (V ,G,D) be an Eaton triple with reduced triple (W,H,D), and
let L : V → V be a G-doubly stochastic map. Suppose that x, y ∈ D. Let P and R
be the orthoprojectors onto W and (span(y))⊥, respectively.
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Then the following statements are equivalent:
Lx G x has y-coincidence, (21)
RLx = Rx, (22)
PLx H(y) x. (23)
If PL|W ∈ convH, then (21) is equivalent to
PL|W ∈ convHR(x), (24)
where HR(x) := {h ∈ H : Rhx = Rx}.
If, in addition, G is a finite reflection group then (23) becomes
Lx H(y) x. (25)
Proof
(21)⇒ (22): By (13), (14) and (21), we have x − Lx ∈ dualD and 〈x − Lx, y〉 =
0. Using Lemma 1, we get 〈x − Lx, z〉 = 0 for all perturbations z ∈ W of y. There-
fore, by Lemma 2, x − Lx is orthogonal to the subspace
{z ∈ W : (y) ⊂ (z)} = {z ∈ W : 〈z, r〉 = 0 for all r ∈ (y)}
= (span(y))⊥.
Hence x − Lx ∈ span(y), which leads to RLx = Rx.
(22) ⇒ (23): At first we shall prove that
QLx H(y) Qx, (26)
where Q is the orthoprojector onto W1 := span(y).
By (11), (W,H0,D0) is an Eaton triple forH0 := H(y) andD0 := dual cone(y).
Applying Lemma 3, we find that (W1, H0|W1 ,QD0) is also an Eaton triple. Remind
that {sj : j = 1, . . . , n} is a frame of D such that 〈ri, sj 〉 = δij , where  = {ri :
i = 1, . . . , m} is the set of simple roots for H (see (9)). Let ri1 , . . . , rik denote the
elements of (y). Then the set {Qsj : j = i1, . . . , ik} is a frame of QD0, since it is
the dual basis in W1 to the basis (y) (cf. (8) and (9) for (W,H0,D0)). Therefore,
according to (3) for (W1, H0|W1 ,QD0), it is enough to prove
〈Qsj , hQLx〉  〈Qsj , (Qx)↓〉 for all h ∈ H0 and j = i1, . . . , ik, (27)
where (Qx)↓ is the only common vector of the cone QD0 and H(y)|W1 -orbit of Qx.
Since Lx G x and x ∈ D, we have PLx H x by (6). Hence, by (3), 〈sj ,
hPLx〉  〈sj , x〉 for all h ∈ H0 and j = i1, . . . , ik . But P = Q+ R, so
〈sj , hRLx〉 + 〈sj , hQLx〉  〈sj , Rx〉 + 〈sj ,Qx〉.
From this we obtain 〈sj , hQLx〉  〈sj ,Qx〉, as RLx ∈ W⊥1 = MH0(W) (see (12))
and hRLx = RLx = Rx. Because h∗Rsj = Rsj ∈ MH0(W), we get
〈Qsj , hQLx〉 = 〈h∗Rsj ,QLx〉 + 〈Qsj , hQLx〉 = 〈sj , hQLx〉
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 〈Rsj ,Qx〉 + 〈Qsj ,Qx〉
= 〈Qsj ,Qx〉  〈Qsj , (Qx)↓〉,
the last inequality is a consequence of (A1) and (A2) for the Eaton triple (W1, H0|W1 ,
QD0).
Thus (27) and (26) are proved. Now, to see (23), it is sufficient to employ Lemma
3, because RP = R and QP = Q, and (22) and (26) take the form RPLx = Rx
and QPLx H(y) Qx.
(23) ⇒ (21): We conclude from PLx H(y) x that PLx =∑i µihix, where the
hi are members of H(y) and the µi are positive numbers summing to one. Moreover,
hy = y for all h ∈ H(y). Thus
〈y, Lx〉 = 〈y, PLx〉 =
〈
y,
∑
i
µihix
〉
=
∑
i
µi〈h∗i y, x〉 =
∑
i
µi〈y, x〉 = 〈y, x〉,
which gives y-coincidence of Lx G x.
(21) ⇒ (24): Write PL|W =∑i µihi for some hi ∈ H , µi > 0 and ∑i µi = 1.
Now, by (21), we get
0= 〈y, x − Lx〉 = 〈y, P (x − Lx)〉
= 〈y, x − PLx〉 =
∑
i
µi〈y, x − hix〉. (28)
It follows from (A2) for (W,H,D) that 〈y, x − hix〉  0. Hence, by (28), 〈y, x −
hix〉 = 0 for all i. This means that hix G x has y-coincidence. Using the proved
equivalence of (21) and (22) for h(i) ∈ G such that h(i)|W = hi , we derive Rhix =
Rx. In other words, hi ∈ HR(x) for all i. Therefore PL|W ∈ convHR(x), as re-
quired.
(24) ⇒ (21): A similar calculation as above shows that (24) implies (21).
(23) ⇔ (25): Assume G is finite. Then V = W , G = H and P is the identity [20,
Theorem 3.1]. This completes the proof. 
We now study a particular case of Theorem 1 when x is a perturbation of y.
Then the set HR(x) becomes the subgroup H(x) of H (see the proof of Theorem
2). Remind that PL|W : W → W is H -doubly stochastic and H(x) is a finite reflec-
tion group. For this reason, the statement PL|W ∈ convH(x) in Theorem 2 can be
thought of as a Birkhoff type condition for H(x) (cf. [17]).
Theorem 2. Under the assumptions of Theorem 1, suppose that x is a perturbation
of y. Then statements (21)–(23) are equivalent to the condition
Lx = x. (29)
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If, in addition, PL|W ∈ convH, then (29) is equivalent to
PL|W ∈ convH(x). (30)
Moreover, if G is a finite reflection group then (30) can be rewritten as
L ∈ convH(x). (31)
Proof. By Lemma 2, (y) ⊂ (x), i.e. 〈x, r〉 = 0 for all r ∈ (y). Consequently,
x ∈ (span(y))⊥ = MH(y)(W) (see (12)). Therefore (23) implies PLx = x. How-
ever, ‖PLx‖  ‖Lx‖  ‖x‖, because P and L are contractions. Hence ‖PLx‖ =
‖Lx‖, which leads to x = PLx = Lx by Pythagorean Theorem. Thus (23) forces
(29). Conversely, it is clear that (29) guarantees PLx = x and, in consequence, (23)
holds. So, if x is a perturbation of y then (21)–(23) are equivalent to (29).
By virtue of Theorem 1, to prove the equivalence (29) and (30), we must show
H(x) = HR(x). The inclusion H(x) ⊂ HR(x) is evident. For the reverse inclusion,
let h ∈ HR(x), i.e. h ∈ H and Rhx = Rx. Recall that x ∈ (span(y))⊥, so Rx = x.
Then Rhx = x, and therefore ‖x‖ = ‖Rhx‖  ‖hx‖ = ‖x‖. This implies ‖Rhx‖ =
‖hx‖, which yields Rhx = hx. Thus the equality Rhx = Rx takes the form hx = x.
In consequence, h ∈ H(x), as claimed.
Finally, if G is finite then V = W and P is the identity, so PL|W = L and (30)
reduces to (31). 
If y ∈ riD then the assumption on x can be relaxed. Namely, it suffices to assume
that x ∈ D to get the equivalence of (21) and (29). For L = g ∈ G, this specializes
to the result in [26, Theorem 1.5].
An interesting case of Theorem 2 is for x = sk and y ∈ D such that 〈y, rk〉 > 0.
Then x is a perturbation of y by Lemma 2. In fact, we have 〈ri, sk〉 = δik , so (y) ⊂
 \ {rk} = (x). Therefore (21) and (29) are equivalent in this case, too. This result
is due to Tam and Hill [27, Lemma 3.1].
In essence the case x = sk is the most important one. The reason is that given an
arbitrary x ∈ D, we have
〈y, x − Lx〉 = 0 if and only if 〈x, ri〉〈y, si − Lsi〉 = 0 for all i = 1, . . . , m
(32)
(cf. [4, Lemma 4] in the context of our Example 2). This means that if (x) =  \
{rk1 , . . . , rkl } for some rk1 , . . . , rkl ∈ , then y-coincidence of Lx G x is equiva-
lent to y-coincidence of Lski G ski for all i = 1, . . . , l.
To see this, suppose that 〈y, Lx〉 = 〈y, x〉. Hence 〈x, L∗y〉 = 〈x, y〉. It follows
from Lemma 2 that each ski is a perturbation of x, because (x) =  \ {rk1 , . . . , rkl }⊂  \ {rki } = (ski ). In consequence, by Lemma 1, 〈ski , L∗y〉 = 〈ski , y〉, and fur-
ther 〈y, Lski 〉 = 〈y, ski 〉 for all i = 1, . . . , l, which is our assertion.
For the converse implication, let Q be the orthoprojector onto span. By (9),
the vectors Qsj , j = 1, . . . , m, form the dual basis to the basis  = {r1, . . . , rm} in
span. ThereforeQx is positively spanned byQski for i = 1, . . . , l. Indeed, we have
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Qx =
m∑
j=1
〈Qx, rj 〉Qsj =
m∑
j=1
〈x, rj 〉Qsj
=
∑
rj /∈(x)
〈x, rj 〉Qsj +
∑
rj∈(x)
〈x, rj 〉Qsj
=
∑
rj /∈(x)
〈x, rj 〉Qsj . (33)
On the other hand, L∗y G y (see Remark 1) and therefore PL∗y G L∗y G y
by (6). Hence PL∗y H y by (i)–(iv), and further 〈z, PL∗y〉  〈z, y〉 for all z ∈ D
by (3). Since ±MH(W) ⊂ D [21, Theorem 3.1], we get 〈z, PL∗y〉 = 〈z, y〉 for all
z ∈ MH(W). From this we have y − PL∗y ∈ (MH (W))⊥ = span. Thus
〈y, x − Lx〉 = 〈y − L∗y, x〉 = 〈y − PL∗y, x〉 = 〈y − PL∗y,Qx〉. (34)
Likewise, one can get
〈y, ski − Lski 〉 = 〈y − PL∗y,Qski 〉. (35)
Combining (33)–(35), we see that the y-coincidence of Lx G x is implied by the
y-coincidence of Lski G ski for i = 1, . . . , l. This completes the proof of (32).
Remark 1. Theorems 1 and 2 and the above discussion can be presented in a dual
form, where the role of L, x and y is played by L∗, y and x, respectively. This is
possible with the help of the following two properties of G-d.s. maps.
(a) A linear map L is G-d.s. if and only if L∗ is G-d.s. (cf. [22, Lemma 3.1]).
(b) If x, y ∈ D and L is G-d.s. then Lx G x has y-coincidence if and only if
L∗y G y has x-coincidence.
In Example 1, we specialize Theorems 1 and 2 to give an interpretation of classical
results of Levow [13]. In contrast to the original proof, our approach uses a group
framework.
Example 1. Put V = Rn with the standard basis e1, . . . , en. Consider G = Pn,
the group of n× n permutation matrices. It is known that (V ,G,D) is an Eaton
triple for D = {x ∈ Rn : x1  · · ·  xn} [6, p. 16]. Since G is finite, (V ,G,D) =
(W,H,D) (see [21, Theorem 1]). Here x↓ = (x[1], . . . , x[n])T, where x[1]  · · · 
x[n] are the entries of x ∈ Rn stated in nonincreasing order. Simple roots are vectors
ri = ei − ei+1, i = 1, . . . , n− 1. A frame for D is the set {s1, . . . , sn,−sn}, where
si = (1, . . . , 1, 0, . . . , 0)T is the vector whose first i entries are 1 and the rest of the
entries are 0, i = 1, . . . , n [6, Example 2.2]. It follows from (2) and (5) that y G x
reduces to the classical majorization y ≺ x defined by ∑ij=1 y[j ] ∑ij=1 x[j ], i =
1, . . . , n, with equality for i = n [16, p. 7].
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We identify a linear map L : Rn → Rn with its n× n matrix L = [lij ] w.r.t.
e1, . . . , en. Suppose L is doubly stochastic (d.s.), that is lij  0 and
∑n
i=1 lij =∑n
j=1 lij = 1 for all i, j = 1, . . . , n. Then Lz ≺ z for all z ∈ Rn, i.e. L is G-doubly
stochastic for G = Pn. By Birkhoff’s theorem [16, Theorem A.2.], convPn = Dn,
where Dn denotes the set of n× n d.s. matrices.
Assume Lx ≺ x has y-coincidence for y = sk . The results of Levow [13, The-
orem 2, Corollary 2] (cf. [2, Theorem 1], [10, Lemma 2]) say that
if xk > xk+1 then
L =
[
A 0
0 B
]
(36)
for some d.s. matrices A and B with respective orders k and n− k;
if xk = xk+1 then
L =
[
A C 0
0 D B
]
, (37)
where A is a k × (p − 1) matrix and C is a k × (q − p + 1) matrix, and positive
integers p  k < q are such that xp−1 > xp = · · · = xk = · · · = xq > xq+1.
We intend to recover (36) and (37) using results of Section 3. Because LTy ≺ y
has x-coincidence (see Remark 1), we employ Theorems 1 and 2 for L∗ = LT, y and
x instead of L, x and y, respectively.
(I) Let y = sk be a perturbation of x, i.e. xk > xk+1. We have LT ∈ convH(y) by
(31), where H(y) is the isotropy group of y = sk . It is easily seen that H(y) =
Pk ⊕Pn−k . Hence, by Birkhoff’s theorem,LT ∈ Dk ⊕Dn−k . This implies (36).
(II) Suppose y = sk is not a perturbation of x, i.e. xk = xk+1. SinceLT ∈ convHR(y)
by (24), it is sufficient to find the form of any h ∈ HR(y). Partition h as follows
h =

h1 h6h2 h5
h3 h4

 (38)
with sizes of hj ’s according to the partition of LT from (37). We have Rhy = Ry
for y = sk =
[
1Tk 0
T
n−k
]T
. The vector 1α = (1, . . . , 1)T has α ones, while 0α =
(0, . . . , 0)T has α zeros. Here R is an averaging operator, that is R = Jα1 ⊕ · · · ⊕
Jαl , where Jα denotes the α × α matrix all of whose entries equal 1α , and αi := ki −
ki−1, where 0 = k0 < k1 < · · · < kl−1 < kl = n are all the indices such that xki−1 >
xki−1+1 = · · · = xki > xki+1 for i = 1, . . . , l, and x0 := ∞ and xn+1 := −∞, if nec-
essary. (See [3, Lemma 4] and [5, Theorem 2.1] for applications of the operation
R.)
All of this gives
R

h11kh21k
h31k

 =

1p−1∗
0n−q

 .
But h is a permutation matrix, and h1 and h3 are 0, 1-matrices, so a bit of algebra
gives h11k = 1p−1 and h31k = 0n−q . From this h6 = 0 and h3 = 0.
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Finally, each h ∈ HR(y) has form (38) with h3 = 0 and h6 = 0. Now, we obtain
(37), because LT ∈ convHR(y).
We now characterize absolutely doubly substochastic matrices inducing coinci-
dences.
Example 2. We consider V = Cn as a real linear space provided with real in-
ner product 〈x, y〉 = Re ∑i xiyi for x, y ∈ Cn. Let GPn(C) GPn(R)) stand for
the group of n× n complex (real) generalized permutation matrices [28, p. 52].
Denote D = {x ∈ Rn : x1  · · ·  xn  0}. Then (V ,G,D) is an Eaton triple for
G = GPn(C), and x↓ = (|x|[1], . . . , |x|[n])T. The reduced triple is (W,H,D) for
W = Rn and H = GPn(R) (cf. [6, p. 16]). The orthoprojector onto W is given by
Px = Re x for x ∈ Cn. The vectors ri = ei − ei+1, i = 1, . . . , n− 1, and rn = en
are simple roots of H , while si = e1 + · · · + ei , i = 1, . . . , n, constitute a frame of
D. The relation y G x is equivalent to ∑ij=1 |y|[j ] ∑ij=1 |x|[j ], i = 1, . . . , n
[28, Theorems 4 and 5]. This is the weak majorization y ≺w x (cf. [16, p. 10]).
We call an n× n complex matrix L absolutely doubly substochastic (a.d.ss.) if∑n
i=1 |lij |  1 and
∑n
j=1 |lij |  1 for all i, j = 1, . . . , n. If L is a.d.ss. then Lz ≺w
z for all z ∈ Cn, since the set ADn(C) of a.d.ss. matrices is convGPn(C) [28,
Theorem 4].
Let L be an a.d.ss. matrix and let Lx ≺w x have y-coincidence for x ∈ D and
y = sk . Then, by Remark 1,L∗y ≺w y has x-coincidence forL∗ = LT. We are going
to find the structure of L.
(I) Let y = sk be a perturbation of x, i.e. xk > xk+1 if k < n, or xk > 0 if k = n.
By (30), PL∗|W ∈ convH(y). It is obvious that H(y) = Pk ⊕ GPn−k(R). It fol-
lows that convPk ⊕ GPn−k(R) = Dk ⊕ADn−k(R). In addition, PL∗|W = ReLT.
Thus ReLT ∈ Dk ⊕ADn−k(R). HenceLT ∈ Dk ⊕ADn−k(R), because a.d.ss. ma-
trices that have d.s. real part are also d.s. Therefore
L =
[
A 0
0 B
]
,
where A is a k × k d.s. matrix and B is an (n− k)× (n− k) a.d.ss. matrix.
(II) Assume y = sk is not a perturbation of x, i.e. xk = xk+1 if k < n, or xk = 0 if
k = n. Clearly PL∗|W ∈ convHR(y) by (24) for L∗, y and x. We shall find the form
of any h ∈ HR(y). Fix integers p  k < q such that xp−1 > xp = · · · = xk = · · · =
xq > xq+1 (with x0 := ∞ and xn+1 := −∞). We have Rhy = Ry by the definition
of HR(y). The operator R has the form
Rz = (Jα1 ⊕ · · · ⊕ Jαl−1 ⊕ J )Re z for z ∈ Cn, (39)
where J = Jαl if xn > 0, and J = 0 if xn = 0. Here the indices αi and matrices Jαi
are as in Example 1.
Case (i): xn > 0, or xn = 0 with q < n. Partitioning h and sk as in the previous
example, we get
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R

h11kh21k
h31k

 =

 1p−1ξ1q−p+1
0n−q

 , ξ := k − p + 1
q − p + 1 . (40)
L is a.d.ss., so Reh11k  |h1|1k  1p−1. Hence, in light of (39) and (40), we deduce
that Reh11k = 1p−1 and that h1 is real and nonnegative. Therefore h1 is row stochas-
tic, and, consequently, h6 = 0. Again using (39) and (40), we see that the matrix sum
of Reh2 is k − p + 1. Thus the matrix sum of Reh1 and of Reh2 together is k. On
the other hand, the sum of moduli of the entries of h1, h2 and h3 does not exceed
k, since L is a.d.ss. Hence h3 = 0, h2 is real and nonnegative, and
[
hT1 h
T
2
]T is
column stochastic.
In summary, by ReLT = PL∗|W ∈ convHR(W), we derive
L =
[
A C 0
0 D B
]
, (41)
where A is a k × (p − 1) column stochastic matrix and [A C] is a k × (q − p +
1) row stochastic matrix.
Case (ii): xn = 0 with q = n. An analysis similar to that in Case (i) shows that
L =
[
A C
0 D
]
, (42)
where A is a k × (p − 1) column stochastic matrix.
Fu and Markham [10, Theorem 3] (see also [14, Lemma 4.1]) used a Levow-type
result [10, Lemma 2] to characterize the coincidence cases of the classical Schur
inequality for Hermitian matrices. Having in mind results of Example 2, we now
present a similar method for Fan’s inequality on singular values of a matrix [9]. Such
an approach leads us to a result closely related to [14, Corollary 3.2].
Example 3. Take V to be the space Mn(C) of complex matrices of order n equipped
with real inner product defined by 〈X, Y 〉 = Re trXY ∗ for X, Y ∈ Mn(C), where
(·)∗ means conjugate transpose. Let G be the group of operators of the form X →
U1XU
∗
2 , where U1, U2 run over the group of n× n unitary matrices. By diag d we
denote the diagonal matrix with d ∈ Cn on the main diagonal. Then (V ,G,D) is
an Eaton triple for D = {diag(σ1, . . . , σn) : σ1  · · ·  σn  0} and W is the space
of real diagonal matrices (cf. [6, p. 17], [7, pp. 13–14]). The matrices diag si , i =
1, . . . , n, form a frame of D, where si = (1, . . . , 1, 0, . . . , 0)T has i ones. Moreover
X↓ = diag σ(X) for all X ∈ Mn(C), where σ(X) = (σ1(X), . . . , σn(X))T stands
for the vector of singular values of X in descending order. The reduced triple is
(W,H,D) for H consisting of the restrictions to W of the operators X → P1XP ∗2 ,
where P1, P2 ∈ GPn(R). Identifying diag d with d , it is easy to see that (W,H,D)
is just the Eaton triple (Rn,GPn(R),D) considered in Example 2. It follows from
(2) and (5) that Y G X if and only if σ(Y ) ≺w σ(X) for X, Y ∈ Mn(C). The
orthoprojector P onto W is given by PX = diag Re d(X) for X ∈ Mn(C), where
d(X) denotes the diagonal of X.
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A result of Fan [9] asserts that
d(X) ≺w σ(X) for all X ∈ Mn(C). (43)
We are interested in conditions on X so that sk-coincidence holds for (43), i.e.
〈sk, d(X)〉 = 〈sk, σ (X)〉. (44)
Write X = U1diag σ(X)U∗2 with unitary U1 and U2. Then d(X) = (U1 ◦ U2)σ (X)
and U1 ◦ U2 is an a.d.ss. matrix, where the symbol ◦ stands for the Hadamard (entry-
wise) product of matrices [28, Theorem 3]. Referring to Example 2, we considerL =
U1 ◦ U2 and x = σ(X) in the context of the Eaton triple (Cn,GPn(C),D). Deter-
mine positive integers p and q such that σp−1 > σp = · · · = σk = · · · = σq > σq+1,
where σi := σi(X), i = 1, . . . , n. (We set σ0 = ∞ or σn+1 = −∞, if necessary.) Let
σn(X) > 0 or σn(X) = 0 with q < n. By (41) and (44)
U1 ◦ U2 =
[
A C 0
0 D B
]
,
where A is column stochastic of size k × (p − 1), and [A C] is row stochastic of
size k × q. So, partitioning Ut as follows
Ut =
[
At Ct Et
Ft Dt Bt
]
, t = 1, 2,
we obtain F1 ◦ F 2 = 0 and A1 ◦ A2 is column stochastic. This forces F1 = F2 =
0. Indeed, denoting at =
[
ATt F
T
t
]T for t = 1, 2, we see that the matrix sum of
a1 ◦ a¯2 is p − 1. Since Ut is unitary, we have ‖at‖ = (p − 1) 12 , and therefore
p − 1 = (a1, a2)  ‖a1‖‖a2‖ = p − 1,
where (·, ·) and ‖ · ‖ are the standard inner product and norm for matrices, respec-
tively. For this reason a2 = θa1 for some θ > 0. Hence θ = 1, because ‖a1‖ = ‖a2‖.
Thus A1 = A2 and F1 = F2. Now, F1 ◦ F 2 = 0 implies F1 = F2 = 0, as desired.
A similar argument for the row stochastic matrix
[
A C 0
]
yields C1 = C2
and E1 = E2 = 0.
Let diag σ(X) = ;1 ⊕;2 ⊕;3 be partitioned according to U1 and U2. Then
X = U1diag σ(X)U∗2 may be written as
X =
[
A1;1A
∗
1 + C1;2C∗1 0
0 D1;2D∗2 + B1;3B∗2
]
,
because ;2 = σk(X)Iq−p+1, and D1C∗1 = D1C∗2 = 0 and C2D∗2 = C1D∗2 = 0 by
UtU
∗
t = I , t = 1, 2. In consequence, we get
X =
[
X1 0
0 X2
]
with positive semidefinite X1 having eigenvalues σ1(X), . . . , σk(X) (cf. [14, Corol-
lary 3.2]).
The remaining cases lead to identical conclusions. The details are left to the reader.
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