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ON EXPLICIT RECURSIVE FORMULAS IN THE SPECTRAL
PERTURBATION ANALYSIS OF A JORDAN BLOCK∗
AARON WELTERS†
Abstract. Let A (ε) be an analytic square matrix and λ0 an eigenvalue of A (0) of algebraic
multiplicity m ≥ 1. Then under the condition, ∂
∂ε
det (λI − A (ε)) |(ε,λ)=(0,λ0) 6= 0, we prove that
the Jordan normal form of A (0) corresponding to the eigenvalue λ0 consists of a singlem×m Jordan
block, the perturbed eigenvalues near λ0 and their corresponding eigenvectors can be represented by
a single convergent Puiseux series containing only powers of ε1/m, and there are explicit recursive
formulas to compute all the Puiseux series coefficients from just the derivatives of A (ε) at the origin.
Using these recursive formulas we calculate the series coefficients up to the second order and list
them for quick reference. This paper gives, under a generic condition, explicit recursive formulas
to compute the perturbed eigenvalues and eigenvectors for non-selfadjoint analytic perturbations of
matrices with non-derogatory eigenvalues.
Key words. Matrix Perturbation Theory, Degenerate Eigenvalue, Jordan Block, Perturbation
of Eigenvalues and Eigenvectors, Puiseux Series, Recursive Formula
AMS subject classification. 15A15, 15A18, 15A21, 41A58, 47A55, 47A56, 65F15, 65F40
1. Introduction. Consider an analytic square matrix A (ε) and its unperturbed
matrix A (0) with a degenerate eigenvalue λ0. A fundamental problem in the analytic
perturbation theory of non-selfadjoint matrices is the determination of the perturbed
eigenvalues near λ0 along with their corresponding eigenvectors of the matrix A (ε)
near ε = 0. More specifically, let A (ε) be a matrix-valued function having a range in
Cn×n, the set of n×n matrices with complex entries, such that its matrix elements are
analytic functions of ε in a neighborhood of the origin. Let λ0 be an eigenvalue of the
matrix A (0) with algebraic multiplicitym ≥ 1. Then in this situation, it is well known
[1, §6.1.7], [2, §II.1.8] that for sufficiently small ε all the perturbed eigenvalues near
λ0, called the λ0-group, and their corresponding eigenvectors may be represented as
a collection of convergent Puiseux series, i.e., convergent Taylor series in a fractional
power of ε. What is not well known, however, is how we compute these Puiseux series
when A (ε) is a non-selfadjoint analytic perturbation and λ0 is a defective eigenvalue
of A (0). There are sources on the subject like [1, §7.4], [3], [4], [5, §32], and [6] but it
was found that there lacked explicit formulas, recursive or otherwise, to compute the
series coefficients beyond the first order terms. Thus the fundamental problem that
this paper addresses is to find explicit recursive formulas to determine the Puiseux
series coefficients for the λ0-group and their eigenvectors.
This problem is of applied and theoretic importance, for example, in studying the
spectral properties of dispersive media such as photonic crystals. In particular, this
is especially true in the study of slow light [7]–[9], where the characteristic equation,
det (λI −A (ε)) = 0, represents implicitly the dispersion relation for Bloch waves in
the periodic crystal. In this setting ε represents a small change in frequency, A(ε)
is the Transfer matrix of a unit cell, and its eigenpairs, (λ(ε), x(ε)), correspond to
the Bloch waves. From a practical and theoretical point of view, condition (1.1) on
the dispersion relation or its equivalent formulation in Theorem 2.1.ii of this paper
regarding the group velocity for this setting, arises naturally in the study of slow light
∗This work was supported by the Air Force Office of Scientific Research under grant #FA9550-
08-1-0103.
†Dept. of Mathematics, Univ. of California at Irvine, Irvine CA 92697 (awelters@math.uci.edu).
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where the Jordan normal form of the unperturbed Transfer matrix, A(0), and the
perturbation expansions of the eigenpairs of the Transfer matrix play a central role
in the analysis of slow light waves.
Main Results. In this paper under the generic condition,
∂
∂ε
det (λI −A (ε)) ∣∣
(ε,λ)=(0,λ0)
6= 0, (1.1)
we show that λ0 is a non-derogatory eigenvalue of A(0) and the fundamental problem
mentioned above can be solved. In particular, we prove Theorem 2.1 and Theorem
3.1 which together state that when condition (1.1) is true then the Jordan normal
form of A (0) corresponding to the eigenvalue λ0 consists of a single m ×m Jordan
block, the λ0-group and their corresponding eigenvectors can each be represented by
a single convergent Puiseux series whose branches are given by
λh (ε) = λ0 +
∞∑
k=1
αk
(
ζhε
1
m
)k
xh (ε) = β0 +
∞∑
k=1
βk
(
ζhε
1
m
)k
for h = 0, . . . ,m − 1 and any fixed branch of ε 1m , where ζ = e 2πm i, {αk}∞k=1 ⊆
C, {βk}∞k=0 ⊆ Cn×1, α1 6= 0, and β0 is an eigenvector of A (0) corresponding to
the eigenvalue λ0. More importantly though, Theorem 3.1 gives explicit recursive
formulas that allows us to determine the Puiseux series coefficients, {αk}∞k=1 and
{βk}∞k=0, from just the derivatives of A (ε) at ε = 0. Using these recursive formulas,
we compute the leading Puiseux series coefficients up to the second order and list
them in Corollary 3.3.
The key to all of our results is the study of the characteristic equation for the
analytic matrix A (ε) under the generic condition (1.1). By an application of the
implicit function theorem, we are able to derive the functional relation between the
eigenvalues and the perturbation parameter. This leads to the implication that the
Jordan normal form of the unperturbed matrix A (0) corresponding to the eigenvalue
λ0 is a single m × m Jordan block. From this, we are able to use the method of
undetermined coefficients along with a careful combinatorial analysis to get explicit
recursive formulas for determining the Puiseux series coefficients.
We want to take a moment here to show how the results of this paper can be
used to determine the Puiseux series coefficients up to the second order for the case
in which the non-derogatory eigenvalue λ0 has algebraic multiplicity m ≥ 2. We start
by putting A (0) into the Jordan normal form [10, §6.5: The Jordan Theorem]
U−1A (0)U =
[
Jm (λ0)
W0
]
, (1.2)
where (see notations at end of §1) Jm (λ0) is an m ×m Jordan block corresponding
to the eigenvalue λ0 and W0 is the Jordan normal form for the rest of the spectrum.
Next, define the vectors u1,. . . , um, as the first m columns of the matrix U ,
ui := Uei, 1 ≤ i ≤ m (1.3)
(These vectors have the properties that u1 is an eigenvector of A (0) corresponding
to the eigenvalue λ0, they form a Jordan chain with generator um, and are a basis
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for the algebraic eigenspace of A (0) corresponding to the eigenvalue λ0). We then
partition the matrix U−1A′(0)U conformally to the blocks Jm (λ0) and W0 of the
matrix U−1A (0)U as such
U−1A′(0)U =


∗ ∗ ∗ · · · ∗ ∗ · · · ∗
...
...
...
. . .
...
...
. . .
...
∗ ∗ ∗ · · · ∗ ∗ · · · ∗
am−1,1 ∗ ∗ · · · ∗ ∗ · · · ∗
am,1 am,2 ∗ · · · ∗ ∗ · · · ∗
∗ ∗ ∗ · · · ∗ ∗ · · · ∗
...
...
...
. . .
...
...
. . .
...
∗ ∗ ∗ · · · ∗ ∗ · · · ∗


. (1.4)
Now, by Theorem 2.1 and Theorem 3.1, it follows that
am,1 = −
∂
∂ε det (λI −A (ε)) |(ε,λ)=(0,λ0)(
∂m
∂λm
det(λI−A(ε))|(ε,λ)=(0,λ0)
m!
) . (1.5)
And hence the generic condition is true if and only if am,1 6= 0. This gives us an
alternative method to determine whether the generic condition (1.1) is true or not.
Lets now assume that am,1 6= 0 and hence that the generic condition is true.
Define f (ε, λ) := det (λI −A (ε)). Then by Theorem 3.1 and Corollary 3.3 there is
exactly one convergent Puiseux series for the perturbed eigenvalues near λ0 and one
for their corresponding eigenvectors whose branches are given by
λh (ε) = λ0 + α1
(
ζhε
1
m
)
+ α2
(
ζhε
1
m
)2
+
∞∑
k=3
αk
(
ζhε
1
m
)k
(1.6)
xh (ε) = x0 + β1
(
ζhε
1
m
)
+ β2
(
ζhε
1
m
)2
+
∞∑
k=3
βk
(
ζhε
1
m
)k
(1.7)
for h = 0, . . . ,m− 1 and any fixed branch of ε 1m , where ζ = e 2πm i. Furthermore, the
series coefficients up to second order may be given by
α1 = a
1/m
m,1 =
(
−
∂f
∂ε (0, λ0)
1
m!
∂mf
∂λm (0, λ0)
)1/m
6= 0, (1.8)
α2 =
am−1,1 + am,2
mαm−21
=
−
(
αm+11
1
(m+1)!
∂m+1f
∂λm+1
(0, λ0) + α1
∂2f
∂λ∂ε (0, λ0)
)
mαm−11
(
1
m!
∂mf
∂λm (0, λ0)
) , (1.9)
β0 = u1, β1 = α1u2, β2 =
{ −ΛA′(0)u1 + α2u2, if m = 2
α2u2 + α
2
1u3, if m > 2
(1.10)
for any choice of the mth root of am,1 and where Λ is given in (3.4).
The explicit recursive formulas for computing higher order terms, αk, βk, are given
by (3.13) and (3.14) in Theorem 3.1. The steps which should be used to determine
these higher order terms are discussed in Remark 3.4 and an example showing how
to calculating α3, β3 using these steps, when m ≥ 3, is provided.
4 AARON WELTERS
Example. The following example may help to give a better idea of these results.
Consider
A (ε) :=

 − 12 1 121
2 0 − 12
−1 1 1

+ ε

 2 0 −12 0 −1
1 0 0

 . (1.11)
Here λ0 = 0 is a non-derogatory eigenvalue of A (0) of algebraic multiplicity
m = 2. We put A (0) into the Jordan normal form
U−1A (0)U =

 0 1 00 0 0
0 0 1/2

 , U =

1 1 10 1 1
1 1 0

 , U−1 =

 1 −1 0−1 1 1
1 0 −1

 ,
so that W0 = 1/2. We next define the vectors u1, u2, as the first two columns of the
matrix U ,
u1 :=

10
1

 , u2 :=

11
1

 .
Next we partition the matrix U−1A′(0)U conformally to the blocks Jm (λ0) and W0
of the matrix U−1A (0)U as such
U−1A′(0)U =

 1 −1 0−1 1 1
1 0 −1



 2 0 −12 0 −1
1 0 0



1 1 10 1 1
1 1 0

 =

 0 ∗ ∗1 1 ∗
∗ ∗ ∗

 .
Here a2,1 = 1, a1,1 = 0, and a2,2 = 1. Then
1 = a2,1 = −
∂
∂ε det (λI −A (ε)) |(ε,λ)=(0,λ0)(
∂2
∂λ2
det(λI−A(ε))|(ε,λ)=(0,λ0)
2!
) ,
implying that the generic condition (1.1) is true. Define f (ε, λ) := det (λI −A (ε)) =
λ3− 2λ2ε− 12λ2+λε2− 12λε+ ε2+ 12ε. Then there is exactly one convergent Puiseux
series for the perturbed eigenvalues near λ0 = 0 and one for their corresponding
eigenvectors whose branches are given by
λh (ε) = λ0 + α1
(
(−1)h ε 12
)
+ α2
(
(−1)h ε 12
)2
+
∞∑
k=3
αk
(
(−1)h ε 12
)k
xh (ε) = β0 + β1
(
(−1)h ε 12
)
+ β2
(
(−1)h ε 12
)2
+
∞∑
k=3
βk
(
(−1)h ε 12
)k
for h = 0, 1 and any fixed branch of ε
1
2 . Furthermore, the series coefficients up to
second order may be given by
α1 = 1 =
√
1 =
√
a2,1 =
√√√√(− ∂f∂ε (0, λ0)
1
2!
∂2f
∂λ2
(0, λ0)
)
6= 0,
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α2 =
1
2
=
a1,1 + a2,2
2
=
−
(
α31
1
3!
∂3f
∂λ3
(0, λ0) + α1
∂2f
∂λ∂ε (0, λ0)
)
α1
(
1
2!
∂2f
∂λ2
(0, λ0)
) ,
β0 =

10
1

 , β1 =

11
1

 , β2 = −ΛA′(0)u1 + α2u2
by choosing the positive square root of a2,1 = 1 and where Λ is given in (3.4). Here
Λ = U
[
Jm (0)
∗
(W0 − λ0In−m)−1
]
U−1
=

1 1 10 1 1
1 1 0



 0 0 01 0 0
0 0 (1/2)
−1



 1 −1 0−1 1 1
1 0 −1

 =

 3 −1 −23 −1 −2
1 −1 0


β2 = −ΛA′(0)u1 + α2u2
= −

 3 −1 −23 −1 −2
1 −1 0



 2 0 −12 0 −1
1 0 0



10
1

+ 1
2

11
1

 = 1
2

11
1

 .
Now compare this to the actual perturbed eigenvalues of our example (1.11) near
λ0 = 0 and their corresponding eigenvectors
λh (ε) =
1
2
ε+ (−1)h 1
2
ε
1
2 (ε+ 4)
1
2
=
(
(−1)h ε 12
)
+
1
2
(
(−1)h ε 12
)2
+
∞∑
k=3
αk
(
(−1)h ε 12
)k
xh (ε) =

10
1

+

11
1

λh (ε)
=

10
1

+

11
1

((−1)h ε 12)+ 1
2

11
1

((−1)h ε 12)2 + ∞∑
k=3
βk
(
(−1)h ε 12
)k
for h = 0, 1 and any fixed branch of ε
1
2 . We see that indeed our formulas for the
Puiseux series coefficients are correct up to the second order.
Comparison to Known Results. There is a fairly large amount of literature
on eigenpair perturbation expansions for analytic perturbations of non-selfadjoint
matrices with degenerate eigenvalues (e.g. [1]–[6], [11]–[24]). However, most of the
literature (e.g. [3], [4], [11], [12], [14], [16]–[21], [23], [24]) contains results only on the
first order expansions of the Puiseux series or considers higher order terms only in
the case of simple or semisimple eigenvalues. For those works that do address higher
order terms for defective eigenvalues (e.g. [1], [2], [5], [6], [13], [15], [22]), it was found
that there did not exist explicit recursive formulas for all the Puiseux coefficients
when the matrix perturbations were non-linear. One of the purposes and achieve-
ments of this paper are the explicit recursive formulas (3.12)–(3.14) in Theorem 3.1
which give all the higher order terms in the important case of degenerate eigenvalues
which are non-derogatory, that is, the case in which a degenerate eigenvalue of the
unperturbed matrix has a single Jordan block for its corresponding Jordan structure.
6 AARON WELTERS
Our theorem generalizes and extends the results of [1, pp. 315–317, (4.96) & (4.97)],
[5, pp. 415–418], and [6, pp. 17–20] to non-linear analytic matrix perturbations and
makes explicit the recursive formulas for calculating the perturbed eigenpair Puiseux
expansions. Furthermore, in Proposition B.2 we give an explicit recursive formula for
calculating the polynomials {rl}l∈N. These polynomials must be calculated in order
to determine the higher order terms in the eigenpair Puiseux series expansions (see
(3.14) in Theorem 3.1 and Remark 3.4). These polynomials appear in [1, p. 315,
(4.95)], [5, p. 414, (32.24)], and [6, p. 19, (34)] under different notation (compare with
Proposition B.1.ii) but no method is given to calculate them. As such, Proposition
B.2 is an important contribution in the explicit recursive calculation of the higher
order terms in the eigenpair Puiseux series expansions.
Another purpose of this paper is to give, in the case of degenerate non-derogatory
eigenvalues, an easily accessible and quickly referenced list of first and second order
terms for the Puiseux series expansions of the perturbed eigenpairs. When the generic
condition (1.1) is satisfied, Corollary 3.3 gives this list. Now for first order terms there
are quite a few papers on formulas for determining them, see for example [21] which
gives a good survey of first order perturbation theory. But for second order terms, it
was difficult to find any results in the literature similar to and as explicit as Corollary
3.3 for the case of degenerate non-derogatory eigenvalues with arbitrary algebraic
multiplicity and non-linear analytic perturbations. Results comparable to ours can
be found in [1, p. 316], [5, pp. 415–418], [6, pp. 17-20], and [22, pp. 37–38, 50–54,
125–128], although it should be noted that in [5, p. 417] the formula for the second
order term of the perturbed eigenvalues contains a misprint.
Overview. Section 2 deals with the generic condition (1.1). We give conditions
that are equivalent to the generic condition in Theorem 2.1. In §3 we give the main
results of this paper in Theorem 3.1, on the determination of the Puiseux series with
the explicit recursive formulas for calculating the series coefficients. As a corollary
we give the exact leading order terms, up to the second order, for the Puiseux series
coefficients. Section 4 contains the proofs of the results in §2 and §3.
Notation. Let Cn×n be the set of all n × n matrices with complex entries and
Cn×1 the set of all n× 1 column vectors with complex entries. For a ∈ C, A ∈ Cn×n,
and x = [ai,1]
n
i=1 ∈ Cn×1 we denote by a∗, A∗, and x∗, the complex conjugate of a,
the conjugate transpose of A, and the 1 × n row vector x∗ := [ a∗1,1 · · · a∗n,1 ].
For x, y ∈ Cn×1 we let (x, y) := x∗y be the standard inner product. The matrix
I ∈ Cn×n is the identity matrix and its jth column is ej ∈ Cn×1. The matrix In−m is
the (n−m)×(n−m) identity matrix. Define an m×m Jordan block with eigenvalue
λ to be
Jm (λ) :=


λ 1
. .
. .
. 1
λ

 .
When the matrix A (ε) ∈ Cn×n is analytic at ε = 0 we define A′(0) := dAdε (0) and
Ak :=
1
k!
dkA
dεk
(0). Let ζ := ei
2π
m .
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2. The Generic Condition. The following theorem, which is proved in §4,
gives conditions which are equivalent to the generic one (1.1).
Theorem 2.1. Let A (ε) be a matrix-valued function having a range in Cn×n
such that its matrix elements are analytic functions of ε in a neighborhood of the
origin. Let λ0 be an eigenvalue of the unperturbed matrix A (0) and denote by m its
algebraic multiplicity. Then the following statements are equivalent:
(i) The characteristic polynomial det (λI −A (ε)) has a simple zero with respect
to ε at λ = λ0 and ε = 0, i.e.,
∂
∂ε
det (λI −A (ε))
∣∣
(ε,λ)=(0,λ0)
6= 0.
(ii) The characteristic equation, det(λI − A (ε)) = 0, has a unique solution,
ε (λ), in a neighborhood of λ = λ0 with ε (λ0) = 0. This solution is an analytic
function with a zero of order m at λ = λ0, i.e.,
d0ε (λ)
dλ0
∣∣∣
λ=λ0
= · · · = d
m−1ε (λ)
dλm−1
∣∣∣
λ=λ0
= 0,
dmε (λ)
dλm
∣∣∣
λ=λ0
6= 0.
(iii) There exists a convergent Puiseux series whose branches are given by
λh (ε) = λ0 + α1ζ
hε
1
m +
∞∑
k=2
αk
(
ζhε
1
m
)k
,
for h = 0, . . . ,m− 1 and any fixed branch of ε 1m , where ζ = e 2πm i, such that the values
of the branches give all the solutions of the characteristic equation, for sufficiently
small ε and λ sufficiently near λ0. Furthermore, the first order term is nonzero, i.e.,
α1 6= 0.
(iv) The Jordan normal form of A (0) corresponding to the eigenvalue λ0 consists
of a singlem×m Jordan block and there exists an eigenvector u0 of A (0) corresponding
to the eigenvalue λ0 and an eigenvector v0 of A (0)
∗
corresponding to the eigenvalue
λ∗0 such that
(v0, A
′(0)u0) 6= 0.
3. Determination of the Puiseux Series and the Explicit Recursive For-
mulas for Calculating the Series. This section contains the main results of this
paper presented below in Theorem 3.1. To begin we give some preliminaries that
are needed to set up the theorem. Suppose that A (ε) is a matrix-valued function
having a range in Cn×n with matrix elements that are analytic functions of ε in a
neighborhood of the origin and λ0 is an eigenvalue of the unperturbed matrix A (0)
with algebraic multiplicity m. Assume that the generic condition
∂
∂ε
det (λI −A (ε))
∣∣
(ε,λ)=(0,λ0)
6= 0,
is true.
Now, by these assumptions, we may appeal to Theorem 2.1.iv and conclude that
the Jordan canonical form of A(0) has only one m×m Jordan block associated with
λ0. Hence there exists a invertible matrix U ∈ Cn×n such that
U−1A (0)U =
[
Jm (λ0)
W0
]
, (3.1)
8 AARON WELTERS
where W0 is a (n−m)× (n−m) matrix such that λ0 is not one of its eigenvalues [10,
§6.5: The Jordan Theorem].
We define the vectors u1, . . . , um, v1, . . . , vm ∈ Cn×1 as the first m columns of the
matrix U and
(
U−1
)∗
, respectively, i.e.,
ui : = Uei, 1 ≤ i ≤ m, (3.2)
vi : =
(
U−1
)∗
ei, 1 ≤ i ≤ m. (3.3)
And define the matrix Λ ∈ Cn×n by
Λ := U
[
Jm (0)
∗
(W0 − λ0In−m)−1
]
U−1, (3.4)
where (W0 − λ0In−m)−1 exists since λ0 is not an eigenvalue of W0(for the important
properties of the matrix Λ see Appendix A).
Next, we introduce the polynomials pj,i = pj,i (α1, . . . , αj−i+1) in α1,. . . , αj−i+1,
for j ≥ i ≥ 0, as the expressions
p0,0 := 1, pj,0 := 0, for j > 0,
pj,i (α1, . . . , αj−i+1) :=
∑
s1+···+si=j
1≤s̺≤j−i+1
i∏
̺=1
αs̺ , for j ≥ i > 0

 (3.5)
and the polynomials rl = rl(α1, . . . , αl) in α1,. . . , αl, for l ≥ 1, as the expressions
r1 := 0, rl(α1, . . . , αl) :=
∑
s1+···+sm=m+l
1≤s̺≤l
m∏
̺=1
αs̺ , for l > 1 (3.6)
(see Appendix B for more details on these polynomials including recursive formulas
for their calculation).
With these preliminaries we can now state the main results of this paper. Proofs
of these results are contained in the next section.
Theorem 3.1. Let A (ε) be a matrix-valued function having a range in Cn×n
such that its matrix elements are analytic functions of ε in a neighborhood of the
origin. Let λ0 be an eigenvalue of the unperturbed matrix A (0) and denote by m its
algebraic multiplicity. Suppose that the generic condition
∂
∂ε
det (λI −A (ε))
∣∣
(ε,λ)=(0,λ0)
6= 0, (3.7)
is true. Then there is exactly one convergent Puiseux series for the λ0-group and one
for their corresponding eigenvectors whose branches are given by
λh (ε) = λ0 +
∞∑
k=1
αk
(
ζhε
1
m
)k
(3.8)
xh (ε) = β0 +
∞∑
k=1
βk
(
ζhε
1
m
)k
(3.9)
for h = 0, . . . ,m− 1 and any fixed branch of ε 1m , where ζ = e 2πm i with
αm1 = (vm, A1u1) = −
∂
∂ε det (λI −A (ε)) |(ε,λ)=(0,λ0)(
∂m
∂λm
det(λI−A(ε))|(ε,λ)=(0,λ0)
m!
) 6= 0
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(Here A1 denotes
dA
dε (0) and the vectors u1 and vm are defined in (3.2) and (3.3)).
Furthermore, we can choose
α1 = (vm, A1u1)
1/m
, (3.10)
for any fixed mth root of (vm, A1u1) and the eigenvectors to satisfy the normalization
conditions
(v1, xh (ε)) = 1, h = 0, ...,m− 1. (3.11)
Consequently, under these conditions α1, α2,. . . and β0, β1, . . . are uniquely deter-
mined and are given by the recursive formulas
α1 = (vm, A1u1)
1/m
=

− ∂∂ε det (λI −A (ε)) |(ε,λ)=(0,λ0)( ∂m
∂λm
det(λI−A(ε))|(ε,λ)=(0,λ0)
m!
)


1/m
(3.12)
αs =
−rs−1 +
min{s,m}−1∑
i=0
s−1∑
j=i
pj,i

vm−i, ⌊
m+s−1−j
m ⌋∑
k=1
Akβm+s−1−j−km


mαm−11
(3.13)
βs =


s∑
i=0
ps,iui+1, if 0 ≤ s ≤ m− 1
m−1∑
i=0
ps,iui+1 −
s−m∑
j=0
j∑
k=0
⌊ s−jm ⌋∑
l=1
pj,kΛ
k+1Alβs−j−lm, if s ≥ m
(3.14)
where ui and vi are the vectors defined in (3.2) and (3.3), pj,i and rl are the polyno-
mials defined in (3.5) and (3.6), ⌊⌋ denotes the floor function, Ak denotes the matrix
1
k!
dkA
dεk
(0), and Λ is the matrix defined in (3.4).
Corollary 3.2. The calculation of the kth order terms, αk and βk, requires
only the matrices A0, . . . , A⌊m+k−1m ⌋.
Corollary 3.3. The coefficients of those Puiseux series up to second order are
given by
α1 =
(
−
∂f
∂ε (0, λ0)
1
m!
∂mf
∂λm (0, λ0)
)1/m
= (vm, A1u1)
1/m
,
α2 =


−
(
αm+11
1
(m+1)!
∂m+1f
∂λm+1
(0,λ0)+α1
∂2f
∂λ∂ε
(0,λ0)+
1
2
∂2f
∂ε2
(0,λ0)
)
mαm−11 ( 1m!
∂mf
∂λm
(0,λ0))
, if m = 1
−
(
αm+11
1
(m+1)!
∂m+1f
∂λm+1
(0,λ0)+α1
∂2f
∂λ∂ε
(0,λ0)
)
mαm−11 ( 1m!
∂mf
∂λm
(0,λ0))
, if m > 1
=
{
(v1, (A2 −A1ΛA1)u1) , if m = 1
(vm−1,A1u1)+(vm,A1u2)
mαm−21
, if m > 1
,
β0 = u1,
β1 =
{ −ΛA1u1, if m = 1
α1u2, if m > 1
,
β2 =


(
−ΛA2 + (ΛA1)2 − α1Λ2A1
)
u1, if m = 1
−ΛA1u1 + α2u2, if m = 2
α2u2 + α
2
1u3, if m > 2
,
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where f (ε, λ) := det (λI −A (ε)).
Remark 3.4. Suppose we want to calculate the terms αk+1, βk+1, where k ≥ 2,
using the explicit recursive formulas given in the theorem. We may assume we already
known or have calculated
A0, . . . , A⌊m+km ⌋, {rj}
k−1
j=1 , {αj}kj=1, {βj}kj=0, {{pj,i}kj=i}ki=0. (3.15)
We need these to calculate αk+1, βk+1 and the steps to do this are indicated by the
following arrow diagram:
(3.15)
(B.5)→ rk (3.13)→ αk+1 (B.4)→ {pk+1,i}k+1i=0
(3.14)→ βk+1. (3.16)
After we have followed these steps we not only will have calculated αk+1, βk+1 but we
will now know
A0, . . . , A⌊m+k+1m ⌋, {rj}
k
j=1, {αj}k+1j=1 , {βj}k+1j=0 , {{pj,i}k+1j=i }k+1i=0 (3.17)
as well. But these are the terms in (3.15) for k + 1 and so we may repeat the steps
indicated above to calculate αk+2, βk+2.
It is in this way we see how all the higher order terms can be calculated using the
results of this paper.
Example. In order to illustrate these steps we give the following example which
recursively calculates the third order terms for m ≥ 3.
The goal is to determine α3, β3. To do this we follow the steps indicated in the
above remark with k = 2. The first step is to collect the terms in (3.15). Assuming
A0, A1 are known then by (3.5), (3.6), Corollary 3.3, and Proposition B.1 we have
A0, A1, r1 = 0, α1 = (vm, A1u1)
1/m , α2 =
(vm−1,A1u1)+(vm,A1u2)
mαm−21
,
β0 = u1, β1 = α1u2, β2 = α2u2 + α
2
1u3,
p0,0 = 1, p1,0 = 0, p1,1 = α1, p2,0 = 0, p2,1 = α2, p2,2 = α
2
1.
The next step is to determine r2 using the recursive formula for the rl’s given in
(B.5). We find that
r2 =
1
2α1
1∑
j=1
[(3− j)m− (m+ j)]α3−jrj + m
2
αm−21
1∑
j=1
[(3− j)m− (m+ j)]α3−jαj+1
=
m(m− 1)
2
αm−21 α
2
2.
Now, since r2 is determined, we can use the recursive formula in (3.13) for the
αs’s to calculate α3. In doing so we find that
α3 =
−r2 +
min{3,m}−1∑
i=0
2∑
j=i
pj,i

vm−i, ⌊
m+2−j
m ⌋∑
k=1
Akβm+2−j−km


mαm−11
=
−r2 + p2,1 (vm−1, A1β0) + p0,0 (vm, A1β2)
mαm−11
+
p2,2 (vm−2, A1β0) + p1,1 (vm−1, A1β1)
mαm−11
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=
−m(m−1)2 αm−21 α22 + α2 (vm−1, A1u1) +
(
vm, A1(α2u2 + α
2
1u3)
)
mαm−11
+
α21 (vm−2, A1u1) + α1 (vm−1, A1α1u2)
mαm−11
=
(
3−m
2
)
α−11 α
2
2 +
(vm−2, A1u1) + (vm−1, A1u2) + (vm, A1u3)
mαm−31
.
Next, since α3 is determined, we can use (B.4) to calculate {p3,i}3i=0. In this case
though it suffices to use Proposition B.1 and in doing so we find that
p3,0 = 0, p3,1 = α3, p3,2 = 2α1α2, p3,3 = α
3
1.
Finally, we can compute β3 using the recursive formula in (3.14) for the βs’s. In
doing so we find that
β3 =


3∑
i=0
p3,iui+1, if m > 3
m−1∑
i=0
p3,iui+1 −
3−m∑
j=0
j∑
k=0
⌊ 3−jm ⌋∑
l=1
pj,kΛ
k+1Alβ3−j−lm, if m = 3
=


p3,1u2 + p3,2u3 + p3,3u4, if m > 3
2∑
i=0
p3,iui+1 − ΛA1β0, if m = 3
=
{
α3u2 + 2α1α2u3 + α
3
1u4, if m > 3
α3u2 + 2α1α2u3 − ΛA1u1, if m = 3.
This completes the calculation of the third order terms, α3, β3, when m ≥ 3.
4. Proofs. This section contains the proofs of the results of this paper. We
begin by proving Theorem 2.1 of §2 on conditions equivalent to the generic condition.
We next follow this up with the proof of the main result of this paper Theorem 3.1.
We finish by proving the Corollaries 3.2 and 3.3.
4.1. Proof of Theorem 2.1. To prove this theorem we will prove the following
chain of statements (i)⇒(ii)⇒(iii)⇒(iv)⇒(i).
We begin by proving (i)⇒(ii). Define f (ε, λ) := det (λI −A (ε)) and suppose
(i) is true. Then f is an analytic function of (ε, λ) near (0, λ0) since the matrix
elements of A (ε) are analytic functions of ε in a neighborhood of the origin and
the determinant of a matrix is a polynomial in its matrix elements. Also we have
f (0, λ0) = 0 and
∂f
∂ε (0, λ0) 6= 0. Hence by the holomorphic implicit function theorem
[25, §1.4 Theorem 1.4.11] there exists a unique solution, ε (λ), in a neighborhood of
λ = λ0 with ε (λ0) = 0 to the equation f (ε, λ) = 0, which is analytic at λ = λ0. We
now show that ε (λ) has a zero there of orderm at λ = λ0. First, the properties of ε(λ)
imply there exists εq 6= 0 and q ∈ N such that ε (λ) = εq (λ− λ0)q+O
(
(λ− λ0)q+1
)
,
for |λ − λ0| << 1. Next, by hypothesis λ0 is an eigenvalue of A (0) of algebraic
multiplicity m hence ∂if\∂λi (0, λ0) = 0 for 0 ≤ i ≤ m− 1 but ∂mf\∂λm (0, λ0) 6= 0.
Combining this with the fact that f (0, λ0) = 0 and
∂f
∂ε (0, λ0) 6= 0 we have
f (ε, λ) = a10ε+ a0m (λ− λ0)m +
∑
i+j≥2, i,j∈N
(i,j) 6∈{(0,j):j≤m}
aijε
i (λ− λ0)j (4.1)
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for |ε|+|λ−λ0| << 1, where a10 = ∂f∂ε (0, λ0) 6= 0 and a0m = 1m! ∂
mf
∂λm (0, λ0) 6= 0. Then
using the expansions of f (ε, λ) and ε (λ) together with the identity f (ε (λ) , λ) = 0
for |λ− λ0| << 1, we find that q = m and
εm = −a0m
a10
= −
1
m!
∂m det(λI−A(ε))
∂λm
∣∣∣
(λ,ε)=(λ0,0)
∂
∂ε det (λI −A (ε))
∣∣
(λ,ε)=(λ0,0)
. (4.2)
Therefore we conclude that ε (λ) has a zero of order m at λ = λ0, which proves (ii).
Next, we prove (ii)⇒(iii). Suppose (ii) is true. The first part of proving (iii)
involves inverting ε (λ) near ε = 0 and λ = λ0. To do this we expand ε (λ) in a power
series about λ = λ0 and find that ε (λ) = g(λ)
m where
g(λ) = (λ− λ0)
(
εm +
∞∑
k=m+1
εk (λ− λ0)k−m
)1/m
and we are taking any fixed branch of the mth root that is analytic at εm. Notice
that, for λ in a small enough neighborhood of λ0, g is an analytic function, g (λ0) = 0,
and dgdλ(λ0) = ε
1/m
m 6= 0. This implies, by the inverse function theorem for analytic
functions, that for λ in a small enough neighborhood of λ0 the analytic function g (λ)
has an analytic inverse g−1 (ε) in a neighborhood of ε = 0 with g−1 (0) = λ0. Define
a multivalued function λ (ε), for sufficiently small ε, by λ (ε) := g−1
(
ε
1
m
)
where by
ε
1
m we mean all branches of the mth root of ε. We know that g−1 is analytic at ε = 0
so that for sufficiently small ε the multivalued function λ (ε) is a Puiseux series. And
since dg
−1
dε (0) =
[
dg
dλ(λ0)
]−1
6= 0 we have an expansion
λ (ε) = g−1
(
ε
1
m
)
= λ0 + α1ε
1
m +
∞∑
k=2
αk
(
ε
1
m
)k
.
Now suppose for fixed λ sufficiently near λ0 and for sufficiently small ε we have
det (λI −A (ε)) = 0. We want to show this implies λ = λ (ε) for one of the branches
of the mth root. We know by hypothesis we must have ε = ε (λ). But as we know this
implies that ε = ε (λ) = g(λ)m hence for some branch of the mth root, bm(· ), we have
bm(ε) = bm(g(λ)
m) = g(λ). But λ is near enough to λ0 and ε is sufficiently small that
we may apply the g−1 to both sides yielding λ = g−1 (g(λ)) = g−1 (bm(ε)) = λ (ε), as
desired. Furthermore, all the m branches λh (ε), h = 0, . . . ,m − 1 of λ (ε) are given
by taking all branches of the mth root of ε so that
λh (ε) = λ0 + α1ζ
hε
1
m +
∞∑
k=2
αk
(
ζhε
1
m
)k
for any fixed branch of ε
1
m , where ζ = e
2π
m
i and
α1 =
dg−1
dε
(0) =
[
dg
dλ
(λ0)
]−1
= ε−1/mm 6= 0, (4.3)
which proves (iii).
Next, we prove (iii)⇒(iv). Suppose (iii) is true. Define the function y (ε) :=
λ0 (ε
m). Then y is analytic at ε = 0 and dydε (0) = λ1 6= 0. Also we have for ε
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sufficiently small det (y (ε) I −A (εm)) = 0. Consider the inverse of y (ε), y−1 (λ). It
satisfies 0 = det
(
y
(
y−1 (λ)
)
I −A ([y−1 (λ)]m)) = det (λI −A ([y−1 (λ)]m)) with
y−1 (λ0) = 0,
dy−1
dλ (λ0) = α
−1
1 . Define g (λ) :=
[
y−1 (λ)
]m
. Then g has a zero of
order m at λ0 and det (λI −A (g (λ))) = 0 for λ in a neighborhood of λ0.
Now we consider the analytic matrix A (g (λ))− λI in a neighborhood of λ = λ0
with the constant eigenvalue 0. Because 0 is an analytic eigenvalue of it then there
exists an analytic eigenvector, x (λ), of A (g (λ))−λI corresponding to the eigenvalue
0 in a neighborhood of λ0 such that x (λ0) 6= 0. Hence for λ near λ0 we have
0 = (A (g (λ))− λI)x (λ)
=
(
A
(
α−m1 (λ− λ0)m +O
(
(λ− λ0)m+1
))
− (λ− λ0) I − λ0I
)
x (λ)
= (A (0)− λ0I)x (λ0) +
(
(A (0)− λ0I) dx
dλ
(λ0)− x (λ0)
)
(λ− λ0) + · · ·
+
(
(A (0)− λ0I) d
m−1x
dλm−1
(λ0)− d
m−2x
dλm−2
(λ0)
)
(λ− λ0)m−1
+
(
(A (0)− λ0I) d
mx
dλm
(λ0)− d
m−1x
dλm−1
(λ0) + α
−m
1 A
′(0)x (λ0)
)
(λ− λ0)m
+O
(
(λ− λ0)m+1
)
.
This implies that
(A (0)− λ0I)x (λ0) = 0, (A (0)− λ0I) d
jx
dλj
(λ0) =
dj−1x
dλj−1
(λ0) , for j = 1, . . . ,m− 1,
(A (0)− λ0I) d
mx
dλm
(λ0) =
dm−1x
dλm−1
(λ0)− α−m1 A′(0)x (λ0) . (4.4)
The first m equations imply that x (λ0),
dx
dλ (λ0), . . .,
dm−1x
dλm−1
(λ0) is a Jordan chain
of length m generated by d
m−1x
dλm−1
(λ0). Since the algebraic multiplicity of λ0 for A (0)
is m this implies that the there is a single m×m Jordan block corresponding to the
eigenvalue λ0 where we can take x (λ0) ,
dx
dλ (λ0) , ...,
dm−1x
dλm−1
(λ0) as a Jordan basis. It
follows from basic properties of Jordan chains that there exists an eigenvector v of
A(0)∗ corresponding to the eigenvalue λ∗0 such that
(
v, d
m−1x
dλm−1
(λ0)
)
= 1. Hence
0 =
(
(A(0)− λ0I)∗v, d
mx
dλm
(λ0)
)
(4.4)
= 1− α−m1 (v,A′(0)x (λ0))
implying that
(
v, dAdε (0)x (λ0)
)
= αm1 6= 0. Therefore we have shown that the Jordan
normal form of A (0) corresponding to the eigenvalue λ0 consists of a single m ×m
Jordan block and there exists an eigenvector u of A (0) corresponding to the eigen-
value λ0 and an eigenvector v of A (0)
∗
corresponding to the eigenvalue λ∗0 such that
(v,A′(0)u) 6= 0. This proves (iv).
Finally, we show (iv)⇒(i). Suppose (iv) is true. We begin by noting that since
det (λ0I −A (ε)) = (−1)n det ((A (0)− λ0I) +A′(0)ε) + o (ε)
it suffices to show that
Sn−1 :=
d
dε
det ((A (0)− λ0I) +A′(0)ε)
∣∣
ε=0
6= 0. (4.5)
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We will use the result from [26, Theorem 2.16] to prove (4.5). Let A (0)− λ0I =
Y ΣX∗ be a singular-value decomposition of the matrix A (0)− λ0I where X , Y are
unitary matrices and Σ = diag(σ1, . . . , σn−1, σn) with σ1 ≥ . . . ≥ σn−1 ≥ σn ≥ 0 (see
[10, §5.7, Theorem 2]). Now since the Jordan normal form of A (0) corresponding to
the eigenvalue λ0 consists of a single Jordan block this implies that rank of A (0)−λ0I
is n−1. This implies that σ1 ≥ . . . ≥ σn−1 > σn = 0, u = Xen is an eigenvalue of A (0)
corresponding to the eigenvalue λ0, v = Y en is an eigenvalue of A (0) corresponding
to the eigenvalue λ∗0, and there exist nonzero constants c1, c2 such that u = c1u0 and
v = c2v0.
Now using the result of [26, Theorem 2.16] for (4.5) we find that
Sn−1 = det (Y X
∗)
∑
1≤i1<···<in−1≤n
σi1 · · ·σin−1 det
(
(Y ∗A′(0)X)i1...in−1
)
,
where (Y ∗A′(0)X)i1...in−1 is the matrix obtained from Y
∗A′(0)X by removing rows
and columns i1 . . . in−1. But since σn = 0 and
(Y ∗A′(0)X)1...(n−1) = e
∗
nY
∗A′(0)Xen = (v,A
′(0)u) = c∗2c1 (v0, A
′(0)u0) 6= 0
then Sn−1 = det (Y X
∗)
n−1∏
j=1
σjc
∗
2c1 (v0, A
′(0)u0) 6= 0. This completes the proof.
4.2. Proof of Theorem 3.1. We begin by noting that our hypotheses imply
that statements (ii), (iii), and (iv) of Theorem 2.1 are true. In particular, statement
(iii) implies that there is exactly one convergent Puiseux series for the λ0-group whose
branches are given by
λh (ε) = λ0 + α1ζ
hε
1
m +
∞∑
k=2
αk
(
ζhε
1
m
)k
,
for h = 0, . . . ,m−1 and any fixed branch of ε 1m , where ζ = e 2πm i and α1 6= 0. Then by
well known results [1, §6.1.7, Theorem 2], [2, §II.1.8] there exists a convergent Puiseux
series for the corresponding eigenvectors whose branches are given by
xh (ε) = β0 +
∞∑
k=1
βk
(
ζhε
1
m
)k
,
for h = 0, . . . ,m − 1, where β0 is an eigenvector of A0 = A (0) corresponding to the
eigenvalue λ0. Now if we examine the proof of (ii)⇒(iii) in Theorem 2.1 we see by
equation (4.3) that αm1 = ε
−1
m , where εm is given in equation (4.2) in the proof of
(i)⇒(iii) for Theorem 2.1. Thus we can conclude that
αm1 = −
∂
∂ε det (λI −A (ε)) |(ε,λ)=(0,λ0)(
∂m
∂λm
det(λI−A(ε))|(ε,λ)=(0,λ0)
m!
) 6= 0. (4.6)
Choose any mth root of (vm, A1u1) and denote it by (vm, A1u1)
1/m
. By (4.6) we
can just reindexing the Puiseux series (3.8) and (3.9) and assume that
α1 =

− ∂∂ε det (λI −A (ε)) |(ε,λ)=(0,λ0)( ∂m
∂λm
det(λI−A(ε))|(ε,λ)=(0,λ0)
m!
)


1/m
.
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Next, we wish to prove that we can choose the perturbed eigenvectors (3.9) to
satisfy the normalization conditions (3.11). But this follows by Theorem 2.1 (iv) and
the fact β0 is an eigenvector of A(0) corresponding to the eigenvalue λ0 since then
(v1, β0) 6= 0 and so we may take xh(ε)(v1,xh(ε)) , for h = 0, . . . ,m− 1, to be the perturbed
eigenvectors in (3.9) that satisfy the normalization conditions (3.11).
Now we are ready to begin showing that {αs}∞s=1, {βs}∞s=0 are given by the recur-
sive formulas (3.12)-(3.14). The first key step is proving the following:
(A0 − λ0I)βs = −
s∑
k=1
(
A k
m
− αkI
)
βs−k, for s ≥ 1, (4.7)
β0 = u1, βs = Λ (A0 − λ0I)βs, for s ≥ 1, (4.8)
where we define A k
m
:= 0, if km 6∈ N.
The first equality holds since in a neighborhood of the origin
0 = (A (ε)− λ0 (ε) I)x0 (ε) =
∞∑
s=0
(
s∑
k=0
(
A k
m
− αkI
)
βs−k
)
ε
s
m .
The second equality will be proven once we show β0 = u1 and βs ∈ S :=
span{Uei|2 ≤ i ≤ n}, for s ≥ 1, where U is the matrix from (3.1). This will prove (4.8)
because Λ (A0 − λ0I) acts as the identity on S by Proposition A.1.i. But these follow
from the facts that S = {x ∈ Cn×1|(v1, x) = 0} and the normalization conditions
(3.11) imply that (v1, β0) = 1 and (v1, βs) = 0, for s ≥ 1.
The next key step in this proof is the following lemma:
Lemma 4.1. For all s ≥ 0 the following identity holds
(A0 − λ0I)βs =


s∑
i=0
ps,iui, for 0 ≤ s ≤ m− 1
m∑
i=0
ps,iui −
s−m∑
j=0
j∑
k=0
⌊ s−jm ⌋∑
l=1
pj,kΛ
kAlβs−j−lm, for s ≥ m
(4.9)
where we define u0 := 0.
Proof. The proof is by induction on s. The statement is true for s = 0 since
p0,0u0 = 0 = (A0 − λ0I)β0. Now suppose it was true for all r with 0 ≤ r ≤ s for
some nonnegative integer s. We will show the statement is true for s+ 1 as well.
Suppose s + 1 ≤ m − 1 then (A0 − λ0I) βr =
∑r
i=0 pr,iui for 0 ≤ r ≤ s and we
must show that (A0 − λ0I)βs+1 =
∑s+1
i=0 ps+1,iui. Well, for 1 ≤ r ≤ s,
βr
(4.8)
= Λ (A0 − λ0I)βr =
r∑
i=0
pr,iΛui
(A.1)
=
r∑
i=1
pr,iui+1. (4.10)
Hence the statement is true if s+ 1 ≤ m− 1 since
(A0 − λ0I)βs+1
(4.7)
= −
s+1∑
k=1
(
A k
m
− αkI
)
βs+1−k
(4.10)
=
s+1∑
k=1
s+1−k∑
i=0
αkps+1−k,iui+1
(C.1)
=
s∑
i=0
(
s+1−i∑
k=1
αkps+1−k,i
)
ui+1
(B.3)
=
s+1∑
i=0
ps+1,iui.
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Now suppose that s + 1 ≥ m. The proof is similar to what we just proved. By
the induction hypothesis (4.9) is true for 1 ≤ r ≤ s and βr
(4.8)
= Λ (A0 − λ0I)βr thus
βr
(A.1)
=


r∑
i=0
pr,iui+1, for 0 ≤ r ≤ m− 1
m−1∑
i=0
pr,iui+1 −
r−m∑
j=0
j∑
k=0
⌊ r−jm ⌋∑
l=1
pj,kΛ
k+1Alβr−j−lm, for r ≥ m.
(4.11)
Hence we have
(A0 − λ0I) βs+1
(4.7)
= −
s+1∑
k=1
(
A k
m
− αkI
)
βs+1−k
(4.11)
= −
⌊ s+1m ⌋∑
l=1
Alβs+1−lm +
s+1−m∑
k=1
m−1∑
i=0
αkps+1−k,iui+1
−
s+1−m∑
k=1
s+1−k−m∑
j=0
j∑
i=0
⌊ s+1−k−jm ⌋∑
l=1
αkpj,iΛ
i+1Alβs+1−k−j−lm
+
s+1∑
k>s+1−m
s+1−k∑
i=0
αkps+1−k,iui+1
(C.1)
= −
⌊ s+1m ⌋∑
l=1
Alβs+1−lm +
m−1∑
i=0
(
s+1−i∑
k=1
αkps+1−k,i
)
ui+1
−
s+1−m∑
k=1
s+1−k−m∑
j=0
j∑
i=0
⌊ s+1−k−jm ⌋∑
l=1
αkpj,iΛ
i+1Alβs+1−k−j−lm
(B.3)
= −
⌊ s+1m ⌋∑
l=1
Alβs+1−lm +
m∑
i=0
ps+1,iui
−
s+1−m∑
k=1
s+1−k−m∑
j=0
j∑
i=0
⌊ s+1−k−jm ⌋∑
l=1
αkpj,iΛ
i+1Alβs+1−k−j−lm.
Now let ak,j,i :=
⌊ s+1−k−jm ⌋∑
l=1
αkpj,iΛ
i+1Alβs+1−k−j−lm. Then using the sum identity
s+1−m∑
k=1
s+1−k−m∑
j=0
j∑
i=0
ak,j,i
(C.1)
=
s−m∑
j=0
s+1−j−m∑
k=1
j∑
i=0
ak,j,i =
s−m∑
j=0
j∑
i=0
s+1−j−m∑
k=1
ak,j,i
(C.3)
=
s−m∑
i=0
s−m∑
j=i
s+1−j−m∑
k=1
ak,j,i
(C.4)
=
s−m∑
i=0
s+1−m∑
q=i+1
q−i∑
k=1
ak,q−k,i
we can concluded that
(A0 − λ0I)βs+1 = −
⌊ s+1m ⌋∑
l=1
Alβs+1−lm +
m∑
i=0
ps+1,iui
−
s−m∑
i=0
s+1−m∑
q=i+1
q−i∑
k=1
⌊ s+1−qm ⌋∑
l=1
αkpq−k,iΛ
i+1Alβs+1−q−lm
= −
⌊ s+1m ⌋∑
l=1
Alβs+1−lm +
m∑
i=0
ps+1,iui
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−
s−m∑
i=0
s+1−m∑
q=i+1
⌊ s+1−qm ⌋∑
l=1
(
q−i∑
k=1
αkpq−k,i
)
Λi+1Alβs+1−q−lm
(B.3)
= −
⌊ s+1m ⌋∑
l=1
Alβs+1−lm +
m∑
i=0
ps+1,iui
−
s−m∑
i=0
s+1−m∑
q=i+1
⌊ s+1−qm ⌋∑
l=1
pq,i+1Λ
i+1Alβs+1−q−lm
(C.2)
= −
⌊ s+1m ⌋∑
l=1
Alβs+1−lm +
m∑
i=0
ps+1,iui
−
s+1−m∑
q=1
q−1∑
i=0
⌊ s+1−qm ⌋∑
l=1
pq,i+1Λ
i+1Alβs+1−q−lm
(3.5)
=
m∑
i=0
ps+1,iui −
s+1−m∑
j=0
j∑
k=0
⌊ s+1−jm ⌋∑
l=1
pj,kΛ
kAlβs+1−j−lm.
But this is the statement we needed to prove for s+ 1 ≥ m. Therefore by induction
the statement (4.9) is true for all s ≥ 0 and the lemma is proved.
The lemma above is the key to prove the recursive formulas for αs and βs as given
by (3.12)-(3.14). First we prove that βs is given by (3.14). For s = 0 we have already
shown β0 = u1 = p0,0u1. So suppose s ≥ 1. Then by (4.8) and (4.9) we find that
βs
(A.1)
=


s∑
i=0
ps,iui+1, if 0 ≤ s ≤ m− 1
m−1∑
i=0
ps,iui+1 −
s−m∑
j=0
j∑
k=0
⌊ s−jm ⌋∑
l=1
pj,kΛ
k+1Alβs−j−lm, if s ≥ m.
This proves that βs is given by (3.14).
Next we will prove that αs is given by (3.12) and (3.13). We start with s = 1 and
prove α1 is given by (3.12). First, (A0 − λ0I)∗vm = 0 and (vm, ui) = δm,i hence
0 = (vm, (A0 − λ0I)βm)
(4.9)
=
(
vm,
m∑
i=0
pm,iui −A1u1
)
(B.2)
= αm1 − (vm, A1u1)
so that αm1 = (vm, A1u1). This and identity (4.6) imply that formula (3.12) is true.
Finally, suppose that s ≥ 2. Then (A0−λ0I)∗vm = 0 and (vm, ui) = δm,i implies
0 =
(
vm, (A0 − λ0I)βm+s−1
)
(4.9)
=

vm, m∑
i=0
pm+s−1,iui −
s−1∑
j=0
j∑
k=0
⌊m+s−1−jm ⌋∑
l=1
pj,kΛ
kAlβm+s−1−j−lm


(C.3)
= pm+s−1,m −
s−1∑
k=0
s−1∑
j=k
pj,k

(Λ∗)k vm, ⌊
m+s−1−j
m ⌋∑
l=1
Alβm+s−1−j−lm


(B.1)
= rs−1 +mα
m−1
1 αs −
s−1∑
i=0
s−1∑
j=i
pj,i

(Λ∗)i vm, ⌊
m+s−1−j
m ⌋∑
k=1
Akβm+s−1−j−km


Therefore with this equality, the fact α1 6= 0, and Proposition A.1.iii, we can solve for
αs and we will find that it is given by (3.13). This completes the proof.
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4.3. Proof of Corollaries 3.2 and 3.3. Both corollaries follow almost trivially
now. To prove Corollary 3.2, we just examine the recursive formulas (3.12)-(3.14) in
Theorem 3.1 to see that αk, βk requires only A0, . . . , A⌊m+k−1m ⌋. To prove Corollary
3.3, we use Proposition B.1 to show that
p0,0 = 1, p1,0 = p2,0 = 0, p1,1 = α1, p2,1 = α2, p2,2 = α
2
1
and then from this and (3.12)-(3.14) we get the desired result for α1, α2, β0, β1, β2 in
terms of A0, A1, A2. The last part to prove is the formula for α2 in terms of f (ε, λ)
and its partial derivatives. But the formula follows from the series representation of
f (ε, λ) in (4.1) and λ0 (ε) in (3.8) since, for ε in a neighborhood of the origin,
0 = f (ε, λ0 (ε))
= (a10 + a0mpm.m) ε
+
{
(a01p2,1 + a02p2,2 + a11p1,1 + a20p00) ε
2, for m = 1
(a0mpm+1,m + a0m+1pm+1,m+1 + a11p1,1) ε
m+1
m , for m > 1
+O
(
ε
m+2
m
)
which together with Proposition B.1 implies the formula for α2.
Appendix A.
The fundamental properties of the matrix Λ defined in (3.4) which are needed in
this paper are given in the following proposition:
Proposition A.1.
(i) We have Λ (A0 − λ0I)Ue1 = 0, Λ (A0 − λ0I)Uei = Uei, for 2 ≤ i ≤ n,
(ii) For 1 ≤ i ≤ m− 1 we have
Λum = 0, Λui = ui+1 (A.1)
(iii) Λ∗v1 = 0, and Λ
∗vi = vi−1, for 2 ≤ i ≤ m.
Proof. i. Using the fact Jm (0)
∗
Jm (0) = diag[0, Im−1], (3.1), and (3.4) we find by
block multiplication that U−1Λ (A0 − λ0I)U = diag[0, In−1]. This implies the result.
ii. & iii. The results follow from the definition of ui, vi in (3.2), (3.3) and the fact
(U−1ΛU)∗ = U∗Λ∗
(
U−1
)∗
=
[
Jm (0) [
(W0 − λ0In−m)−1
]∗ ] .
Appendix B.
This appendix contains two propositions. The first proposition gives fundamental
identities that help to characterize the polynomials {pj,i}∞j=i and {rl}l∈N in (3.5) and
(3.6). The second proposition gives explicit recursive formulas to calculate these
polynomials.
We may assume
∑∞
j=1 αjz
j is a convergent Taylor series and α1 6= 0.
Proposition B.1. The polynomials {pj,i}∞j=i and {rl}l∈N have the following
properties:
(i)
∞∑
j=i
pj,iz
j =
(
∞∑
j=1
αjz
j
)i
, for j ≥ i ≥ 0.
(ii) For l ≥ 1 we have
rl = pm+l,m −mαm−11 αl+1. (B.1)
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(iii) pj,1 = αj, for j ≥ 1.
(iv) For j ≥ 0 we have
pj,j = α
j
1. (B.2)
(v) pj+1,j = jα
j−1
1 α2, for j > 0.
(vi) For j ≥ i > 0 we have
j−i+1∑
q=1
αqpj−q,i−1 = pj,i. (B.3)
Proof. i. For i ≥ 0,
(
∞∑
j=1
αjz
j
)i
=
∞∑
s1=1
· · ·
∞∑
si=1
(
i∏
̺=1
αs̺
)
zs1+···+si =
∞∑
j=i
pj,iz
j .
ii. Let l ≥ 1. Then by definition of pm+l,m we have
pm+l,m =
∑
s1+···+sm=m+l
1≤s̺≤l+1
∃̺∈{1,...,m} such that s̺=l+1
m∏
̺=1
αs̺ +
∑
s1+···+sm=m+l
1≤s̺≤l+1
/∃̺∈{1,...,m} such that s̺=l+1
m∏
̺=1
αs̺
= mαm−11 αl+1 + rl.
iii. For j ≥ 1 we have pj,1 =
∑
s1=j
1≤s̺≤j
∏1
̺=1 αs̺ = αj .
iv. For j ≥ 0, p0,0 = 1 and pj,j =
∑
s1+···+sj=j
1≤s̺≤1
∏j
̺=1 αs̺ =
∏j
̺=1 α1 = α
j
1.
v. For j > 0, pj+1,j =
∑
s1+···+sj=j+1
1≤s̺≤2
∏j
̺=1 αs̺ =
∑j
̺=1 α
j−1
1 α2 = jα
j−1
1 α2.
vi. It follows by
∞∑
j=i
pj,iz
j (i)=
∞∑
j=i−1
pj,i−1z
j
∞∑
j=1
pj,1z
j =
∞∑
j=i
(
j−i+1∑
q=1
pj−q,i−1pq,1
)
zj.
This next proposition gives explicit recursive formulas to calculate the polynomi-
als {pj,i}∞j=i and {rl}l∈N.
Proposition B.2. For each i ≥ 0, the sequence of polynomials, {pj,i}∞j=i, is
given by the recursive formula
pi,i = α
i
1, pj,i =
1
(j − i)α1
j−1∑
k=i
[(j + 1− k)i − k]αj+1−kpk,i, for j > i. (B.4)
Furthermore, the polynomials {rl}l∈N are given by the recursive formula:
r1 = 0, rl =
1
lα1
l−1∑
j=1
[(l + 1− j)m− (m+ j)]αl+1−jrj + (B.5)
m
l
αm−21
l−1∑
j=1
[(l + 1− j)m− (m+ j)]αl+1−jαj+1, for l > 1.
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Proof. We begin by showing (B.4) is true. For i = 0, (B.4) follows from the
definition of the pj,0. If i > 0 then by (B.2) and [27, (1.1) & (3.2)] it follows that
(B.4) is true. Lets now prove (B.5). From (B.1) and (B.4), we have
rl = pm+l,m −mαm−11 αl+1
=
1
lα1
m+l−1∑
k=m
[(m+ l+ 1− k)m− k]αm+l+1−kpk,m −mαm−11 αl+1
(B.2)
=
1
lα1
m+l−1∑
k=m+1
[(m+ l + 1− k)m− k]αm+l+1−kpk,m
=
1
lα1
l−1∑
j=1
[(l + 1− j)m− (m+ j)]αl+1−jpm+j,m
(B.1)
=
1
lα1
l−1∑
j=1
[(l + 1− j)m− (m+ j)]αl+1−j
(
rj +mα
m−1
1 αj+1
)
=
1
lα1
l−1∑
j=1
[(l + 1− j)m− (m+ j)]αl+1−jrj +
m
l
αm−21
l−1∑
j=1
[(l + 1− j)m− (m+ j)]αl+1−jαj+1,
for l > 1. This completes the proof.
Appendix C. These double sum identities are used in the proof of Theorem 3.1
d∑
x=c
d−x∑
y=0
ax,y =
d−c∑
y=0
d−y∑
x=c
ax,y, (C.1)
d−1∑
x=0
d∑
y=x+1
ax,y =
d∑
y=1
y−1∑
x=0
ax,y, (C.2)
d∑
x=0
x∑
y=0
ax,y =
d∑
y=0
d∑
x=y
ax,y, (C.3)
d−1∑
y=c
d−y∑
x=1
ax,y =
d∑
q=c+1
q−c∑
x=1
ax,q−x. (C.4)
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