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Abstract
Currently, robots display manipulation capabilities that translate into actions such as
picking and placing objects or poring liquid from containers. For actions that require
finer in-hand manipulation to reposition objects or to use them as tools, robots are
still not proficient enough. These shortcomings become even more apparent when
considering the ease with which humans perform such manipulations on a daily basis,
and while these limitations are not addressed, robots can not truly aid humans with
their daily activities.
The scope of possible interactions and the high dimensionality intrinsic to more dex-
terous robotic hands makes the manipulation problem hard to approach. Traditional
control approaches to dexterous in-hand manipulation often work under the assump-
tion that physical interactions, object properties, kinematics and dynamics of the
robot can all be accurately modeled. Unfortunately, these modeling assumptions
do not hold in most real environments, as uncertainty accumulates along the in-
dividual models. On the other hand, developing learning approaches that would
generalize for all necessary manipulations proves difficult, as state spaces composed
of the robots degrees of freedom and the necessary feedback channels often becomes
too high dimensional and hence hard to explore.
For dexterous in-hand manipulation, one of the most notable differences when con-
sidering human and robotic systems is the role of tactile information. The human
system is composed of thousands of tactile afferents that provide detailed informa-
tion of what is occurring at each interaction point during the manipulation action.
On the other hand, traditional robotic manipulation approaches often rely on vision
or on force feedback, either lacking information collected directly at the contact in-
teraction or the various forms of information provided provided by tactile feedback.
In this thesis, we explore tactile sensing as a means to bridge the gap in manipulation
skills between humans and robots. We do so by assessing how to extract relevant feed-
back signals from the high dimensional tactile spaces, by exploring how to distribute
the manipulation problem complexity onto modular components and to use these
components to enable the use of powerful machine learning approaches, without loss
of generalization capabilities.
Chapter 2 will cover the recovery of relevant feedback signals from the tactile sensory
information. Here, the desired signal is the state of the interaction between the robot
and the object, particularly the knowledge of events such as slippage between the
object and the finger surface. Through the use of machine learning, we predict such
slip events in a manner that is generalizable to unknown objects. The ability to predict
tactile slip allows analytically designed control solutions to stabilize objects when
using a single finger. This is showed for cases where the opposing contact on the
object is provided either by a static plane or by a human finger.
In Chapter 3, we explore and extend a neurophysiological research hypothesis to the
robotics domain. This hypothesis states that for stabilizing objects in-hand, digits can
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be controlled independently from each other, with no form of explicit coordination.
Taking full advantage of the predictive slip feedback signals and ensuring smooth
control responses by each of the finger controllers, we show that a stable grips on
unknown objects emerge while controlling each digit independently. We show that
coordination is achieved through the perturbations observed via the tactile feedback
of each individual finger.
Finally, in Chapter 4, use the modular nature of the grip stabilization control to enable
the learning of manipulation policies in a hierarchical control setting. Reinforcement
learning is used to learn a high-level control layer that exploits a lower-level com-
posed of modular controllers that ensure the objects remains within the grip while
being manipulated. In addition, we show that such a hierarchy facilitates the transfer
of high-level policies learned in simulation onto real systems by using the low-level
as an abstraction of the tactile information.
Zusammenfassung
Derzeit zeigen Roboter Manipulationsfähigkeiten, die Aktionen wie das Aufnehmen
und Platzieren von Objekten oder das Ausschütten von Flüssigkeit aus Behältern er-
möglichen. Für Aktionen, die eine feinere in-Hand Manipulation der Objekte er-
fordern, um diese neu zu positionieren oder als Werkzeuge zu verwenden, sind
Roboter noch nicht geschickt genug. Diese Mängel werden noch deutlicher, wenn
man bedenkt, mit welcher Leichtigkeit Menschen solche Manipulationen täglich
durchführen, und während diese Einschränkungen nicht adressiert werden, kön-
nen Roboter dem Menschen bei ihren täglichen Aktivitäten nicht in vollem AusmaSS
helfen.
Der Umfang der möglichen Interaktionen und die hohe Dimensionalität, die geschick-
teren Roboterhänden innewohnt, macht es schwierig, sich dem Manipulationsprob-
lem zu nähern. Traditionelle Steuerungsansätze zur geschickteren in-Hand Manipu-
lation funktionieren oft unter der Annahme, dass physikalische Wechselwirkungen,
Objekteigenschaften, Kinematik und Dynamik des Roboters genau modelliert werden
können. Leider halten diese Modellierungsannahmen den meisten realen Umgebun-
gen nicht stand, da sich die Unsicherheiten entlang der einzelnen Modelle aufsum-
mieren. Andererseits erweist sich die Entwicklung von Lernansätzen, die für alle
notwendigen Manipulationen verallgemeinern würden, als schwierig, da Zustand-
sräume, die sich aus den Freiheitsgraden der Roboter und dem notwendigen Feedback
zusammensetzen, oft zu hochdimensional und damit schwer zu erforschen sind.
Die Rolle der taktilen Informationen, ist für die geschickte in-Hand Manipulation
einer der auffalendsten Unterschiede bei der Betrachtung von menschlichen und
robotischen Systemen. Das menschliche System besteht aus Tausenden von taktilen
Afferenzen, die detaillierte Informationen darüber liefern, was an jedem Interaktion-
spunkt während der Manipulationsaktion passiert. Andererseits verlassen sich tradi-
tionelle robotergestützte Manipulationsansätze oft auf Visuelles oder Kräfte Feedback.
Oft fehlen hierbei die Informationen die direkt an der Kontaktstelle gesammelt wer-
den, oder die verschiedenen Formen von Informationen die durch taktiles Feedback
bereitgestellt werden.
In dieser Arbeit untersuchen wir die taktile Sensorik als Mittel, um die Lücke in
der Manipulationsfähigkeit zwischen Mensch und Roboter zu schlieSSen, indem wir
analysieren, wie man relevantes Feedback aus den hochdimensionalen taktilen Räu-
men extrahieren kann und indem wir erforschen wie man die Komplexität des Manip-
ulationsproblems auf modulare Komponenten verteilt und diese Komponenten ver-
wendet, um den Einsatz leistungsfähiger maschineller Lernansätze zu ermöglichen,
ohne Verallgemeinerungsfähigkeiten zu verlieren.
Kapitel 2 behandelt die Rückgewinnung relevanten Feedbacks aus den taktilen sen-
sorischen Informationen. Das gewünschte Signal ist hier der Zustand der Interaktion
zwischen Roboter und Objekt, insbesondere die Kenntnis von Ereignissen wie z.B. den
Schlupf zwischen Objekt und Fingeroberfläche. Durch den Einsatz von maschinellem
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Lernen prognostizieren wir solche Gleitereignisse in einer Weise, die für unbekan-
nte Objekte verallgemeinerbar ist. Die Fähigkeit, taktilen Schlupf vorherzusagen, er-
möglicht analytisch entwickelte Kontrolllösungen zur Stabilisierung von Objekten bei
Verwendung eines einzigen Fingers. Dies wird für Fälle gezeigt, in denen der gegen-
läufige Kontakt auf dem Objekt entweder durch eine statische Ebene oder durch einen
menschlichen Finger erfolgt.
In Kapitel 3 untersuchen und erweitern wir eine neurophysiologische Forschungshy-
pothese auf den Bereich der Robotik. Diese Hypothese besagt, dass zur Stabilisierung
von Objekten in der Hand, Finger unabhängig voneinander gesteuert werden kön-
nen, ohne explizite Koordination. Wir nutzen die Vorteile des prädiktiven Schlupf
Feddbacks voll aus und sorgen für eine stufenlose Steuerung durch jede der Fin-
gersteuerungen. Wir zeigen, dass stabile Griffe auf unbekannten Objekten entste-
hen, während jeder Finger unabhängig voneinander gesteuert wird. Wir zeigen, dass
die Koordination durch die beobachteten Störungen über das taktile Feedback jedes
einzelnen Fingers erreicht wird.
SchlieSSlich, in Kapitel 4, verwenden Sie die modulare Natur der Griffstabilisierungs
Kontrolle, um das Erlernen von Manipulationsstrategien in einer hierarchischen Kon-
trollumgebung zu ermöglichen. Reinforcement Learning wird verwendet, um eine
übergeordnete Steuerungsebene zu erlernen, die eine untere Ebene aus modularen
Steuerungen nutzt. Die untere Ebene stellt sicher, dass die Objekte während der Ma-
nipulation im Griff bleiben. Darüber hinaus zeigen wir, dass eine solche Hierarchie
die Übertragung von übergeordneten Strategien, die in der Simulation gelernt wur-
den, auf reale Systeme erleichtert, indem sie die untere Ebene als Abstraktion der
taktilen Informationen verwendet.
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1 Introduction
A learning agent becomes able to reason about its surroundings by interpreting what
he perceives and by being able to act and explore the consequences of its actions.
Having such agents amidst humans, aiding them with day to day tasks, can reshape
society and greatly improve human quality of life. While they could be capable of
fulfilling such a role, the current unrealized potential of robots prevents them from
having a greater impact in society. Currently, robots still struggle with perceiving and
interacting with their surroundings outside of controlled environments, a fact that is
specially prominent when comparing human and robot behavior. The skill gap be-
tween humans and robots is particularly evident for dexterous in-hand manipulation
actions, where objects are manipulated within the fingers of a multi-fingered hand.
This form of manipulation allows humans not only to interact with a multitude of
objects, but also to use them as the tools necessary to solve a wide range of tasks.
Hence, as long as robots lack robust dexterous manipulation skills, they will be un-
able to solve or aid humans in solving their day to day tasks, and the full potential of
robotics will remain unexplored.
In humans, manipulation skills are heavily tied to the sense of touch [40]. Tactile in-
formation plays a major role not only in perceiving object properties such as texture,
thermal conductivity and surface temperature, contact surface compliance, size and
shape [49], but is it also crucial for controlling the manner in which objects are ma-
nipulated [41]. During precision manipulation actions, different types of mechanore-
ceptors in the human fingertip [42] provide rich tactile information, allowing humans
to perceive both continuous and instantaneous changes in their interactions with the
environment. For example, consider a pick and place task where an object is grasped,
lifted of its supporting surface, transported within a stable grasp and placed on a
different supporting surface. By observing the deformation profiles during the first
milliseconds of making contact with the object, humans are able to estimate the fric-
tion at the contact surface [41] allowing them to adjust the forces applied by each
of the fingers prior to lifting the object [43]. As the object is lifted, changes in the
tactile signals are used to detect the instant where the contact is lost with the external
support surface [89], allowing for a smooth transition between the lift and transport
phases. During the transport phase, abrupt changes in the grip state can be detected
by observing sharp transitions in the tactile signals and can trigger corrective actions
if these changes are undesirable (for example if slip is occurring at one of the con-
tact surfaces) [41]. Finally, as the object is placed on the new supporting surface,
the ability to detect the instant that contact is made between the two gives humans
the ability to place objects delicately, without damage to the object or the supporting
surface. To cope with all these continuous and event based changes to the contact
state, and considering that instantaneous events such as slip are highly detrimental
to manipulation actions, merely reacting after the occurrence of some of these events
could prove insufficient. Considering the complex manipulation actions that humans
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are capable of performing suggests that they are able to manage continuous contact
properties such as applied force while anticipating and reacting to undesirable events
before they actually occur [41].
The role of tactile information in human manipulation has not gone unnoticed, and
in recent years several sensing technologies capable of providing robots with simi-
larly rich tactile information have been developed [30, 19]. Nonetheless, integrating
such information in its raw form would increase the complexity of a control problem
where multiple degrees of freedom are controlled while taking into consideration fin-
ger object interactions, finger coordination, grip configuration and object properties.
Hence, selecting which type of information is useful for each manipulation task is still
and open problem, reflected by the wide range of sensing technologies proposed [96,
45] and empathized by the increasing dimensionality of the tactile signals provided
by more recent sensing technologies [50, 97, 95].
In this thesis we explore tactile information as the means to endow robots with the
necessary dexterous in-hand manipulation skills that generalize across several tasks.
To cope with the tasks complexity, we propose several methods where relevant feed-
back signals are extracted from the tactile information and the control problem is
partitioned by exploring findings from human neurophysiological research that sug-
gest that human manipulation control is distributed over multiple control layers [25,
10, 28]. Together, these methods enable the use of reinforcement learning techniques
to learn complex in-hand manipulation movements in simulated environments while
ensuring that resulting controllers can also be deployed in real robot platforms.
1.1 Contributions
Our efforts to reduce the skill disparity in dexterous in-hand manipulation between
robots and humans are described in the following chapters of the thesis. In Chapter 2
we present an approach to predict object slippage from tactile information. With the
developed slip predictors we explore a modular grip stabilization control approach
that is presented in Chapter 3. Finally, Chapter 4 introduces a hierarchical control
decomposition for the dexterous in-hand manipulation problem that takes advantage
of the modular stabilization controllers. The key contributions of each of the ensuing
chapters are provided here.
Grip Stabilization of Novel Objects using Slip Prediction
We propose a grip stabilization approach for novel objects based on slip prediction.
Using tactile information, such as applied pressure and fingertip deformation, our
approach predicts the emergence of slip and modulates the contact forces accord-
ingly. We formulate a supervised-learning problem to predict the future occurrence
of slip from high-dimensional tactile information provided by a BioTac sensor. This
slip mapping generalizes across objects, including objects absent during training. We
evaluate how different input features, slip prediction time horizons, and available tac-
tile information channels, impact prediction accuracy. By mounting the sensor on a
PA-10 robotic arm, we show that employing prediction in a controller’s feedback loop
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yields an object grip stabilization controller that can successfully stabilize multiple,
previously unknown objects by counteracting slip events.
In-Hand Object Stabilization by Independent Tactile Feedback Control
We propose a modular method based on an hypothesis invoked to explain how hu-
mans achieve grasp stability. In this biomimetic approach, independent tactile grip
stabilization controllers ensure that slip does not occur locally at the engaged robot
fingers. These local slips are predicted from the tactile signals of each fingertip sen-
sor (BioTac). We show that stable grasps that are resistant to external perturbations
emerge without any form of central communication when such independent con-
trollers are engaged in the control of multi-digit robotic hands for stabilizing a large
variety of objects.
Hierarchical Control Decomposition of Dexterous In-Hand Manipulation Tasks
We propose a hierarchical control approach where a higher level policy is learned
through reinforcement learning, while low level controllers ensure grip stability
throughout the manipulation action. The low level controllers are independent grip
stabilization controllers based on tactile feedback. The independent controllers pro-
vide the reinforcement learning with a structured exploration of the manipulation
task. We show that this structure allows learning the unconstrained task with RL
methods that cannot learn it in a non-hierarchical setting. The low level controllers
also provide an abstraction to the tactile sensors input, potentially allowing transfer
to real robot platforms. We show preliminary results of the transfer of policies trained
in simulation to the real robot hand.
1.2 Thesis Outline
This thesis was written such that each chapter can be read independently. However,
each subsequent chapter utilizes the findings of the previous chapter in some form.
Thus the reader is recommended to follow the outlined order of the chapters to ensure
that the connection between each of the chapters is understood. When combined, the
chapters guide the reader through a pipeline that attempts to solve the complete dex-
terous manipulation problem. Beginning with the extraction of relevant information
from tactile data in Chapter 2, it is shown how the information provided by state of
the art tactile sensors can help robots keep objects stable using a single finger. Once
a single finger can stabilize objects with the aid of external surfaces, the natural pro-
gression is to attempt to stabilize objects between multiple fingers while keeping the
control problem as simple as possible. In Chapter 3 we introduce an approach that
does exactly that, by exploring results from neurophysiological studies that suggest
that humans solve the problem in a distributed manner. Having the object successfully
stabilized between multiple fingers, what remains is to be able to move each of the
fingers such that the object displays the desired movements. Chapter 4 shows how to
take advantage of the previous distributed control solution in order to not only learn
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how to manipulate objects but also to be able do it in simulated environments and
directly transfer the learned controllers to real systems.
Chapter 2 shows how to efficiently extract slip information from multi-modal
high dimensional tactile signals by autonomously selecting the relevant information
from each modality. The extracted signals are used to maintain stable grips between
the finger and an external surface by avoiding the occurrence of slip between the fin-
ger and the object.
Chapter 3 shows how to scale the grip stability problem to multi-fingered sce-
narios without scaling the control complexity. To this end, an hypothesis originating
from neurophysiological studies of human grip control suggesting that independent
and distributed control is able to solve the multi-finger grip stability problem is de-
ployed and validated on robotic systems.
Chapter 4 utilizes the independent distributed controllers proposed in Chapter 3
as the base of a hierarchical control framework. The higher-level controller relies on
the lower-level controllers not only to stabilize the object during manipulation ac-
tions but also to provide an abstraction between real and simulated environments.
This allows the higher-level controller to be learn solely with simulated environment
interactions while being able to perform in real environments.
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2 Grip Stabilization of Novel Objects
using Slip Prediction
2.1 Introduction
Grasping and in-hand manipulation remain challenging tasks in robotics due to a va-
riety of issues. For grasping, it is necessary to infer finger positions on the object
and manage the force distribution onto multiple fingers while ensuring grip stability
in the presence of uncertainty [5, 7, 4]. Manipulation additionally deals with the
contact dynamics between objects and fingers while executing desired motions [96].
For many of these issues, the key problem is how to adapt robot actions in order to
deal with undesired contact changes. Controlling the contact state based on mean-
ingful feedback signals may provide a solution to this problem that can potentially
generalize across a variety of objects. Here, tactile feedback is an attractive option, as
it provides high frequency information directly from the interaction points. Modern,
deformable tactile sensors such as the BioTac [90], offer many different measured
quantities (e.g., pressure, high frequency vibrations, and temperature fluctuations)
while interacting safely due to their compliance. These rich measurements of the lo-
cal interactions allow the robot to predict the effects of its actions and to adapt them
in order to reach the desired contact state. For example, while object stabilization is
classically achieved by applying grasps that maximize measures such as form or force
closure, we could alternatively accomplish the same goal by minimizing the predicted
slip during grasp execution. The classical approach relies on rather accurate contact
models, while the slip control method can be based only upon sensory input and prior
experience.
Slip, i.e., the partial loss of contact between finger and held object [96], is known
to be a key element of human manipulation [41] and may provide robots with the
necessary feedback for maintaining grip stability during manipulation actions [84].
For example, such feedback can be used by a robot to reposition objects in its hand
through controlled sliding [7]. In robotics, slip can be detected not only from tac-
tile information [59, 36, 83, 77, 34, 72, 37, 84, 13, 29, 35, 81, 24, 1], but also
from vision [38], force-torque sensors [88], and laser-based range sensors [58]. De-
spite the extensive work, approaches based on the sense of touch either rely on large
sensors [77, 35], are based on physical models of contact [59, 1], do not use slip
information for control [84, 39], or do not evaluate the generalization capabilities of
their approach [79, 72]. Further, the mere occurrence of slip is often associated with
grasp or manipulation failure. Hence, endowing a robot with the ability to not just
measure slip, but to predict slip ahead of time, allows it to react prior to the onset of
slip. This differs substantially from approaches that focus on sensing actively occur-
ring slip [59, 36, 83, 77, 34, 72, 24, 1] or the closely related problem of detecting
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Figure 2.1.: A human-robot grip stabilization experiment where a human and a robot
collaborate in order to preserve a stable grip on a deformable plastic cup.
A detailed description of the experiment can be found in Section 2.3.7.
Results show that the robot is able to respond to actions taken by the
human in order to keep the object from slipping. The experimental results
are discussed in Section 2.4.6.
the onset of slip, i.e., incipient slip [37, 84, 13, 29, 35, 81, 93]. Correlating the oc-
currence of slip with object stabilization failure, has the advantage of allowing a grip
stability problem to be formalized as a slip avoidance problem. Unlike traditional
approaches to grip stability analysis where the entire hand configuration is taken into
account [3, 21, 55, 52, 73], avoiding slip takes a more local view, where the stability
of the contact surface is assessed.
As a step towards robust in-hand manipulation, we focus on controlling the contact
state using a tactile based prediction of slip. From the tactile information provided by
the BioTac [90], we learn slip detectors and slip predictors from sampled data (Sec-
tion 2.2.1). In contrast to other work where the Biotac was used [34, 81], we explore
the sensors multiple information channels and autonomously extract the relevant in-
formation from each channel. This autonomous extraction of data allows for slip
detection/prediction that is generalizable to previously unobserved objects. A similar
approach is used in [72] only for detecting slip and with no analysis of generalization
performance. Compared to physical modeling and analysis of slip, our approach does
not require explicit knowledge on the friction properties or shape of the object.
We incorporate our learned slip detectors and predictors into a feedback controller to
perform grip stabilization (Section 2.2) in two scenarios where objects are pinned by a
single finger, either jointly with a human as illustrated in Figure 2.1 or against a table
as illustrated in Figure 2.2. We compare slip detection to slip prediction and show that
stabilizing controllers based on prediction achieve better stabilization performance
(Section 3.3). The training is performed using common household objects, where the
robot collects labeled data by either pinning the objects or sliding on their surface.
We evaluate the generalization capabilities of our controllers by purposely leaving the
test object data out of the object data set that is used for training the slip predictors.
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This chapter extends our preliminary research results published in [87]. Here, we col-
lect higher time-resolution data, where we autonomously label slip based on fingertip
position and applied force. We examine a wider set of feature functions, analyze
how each BioTac channel influences slip prediction accuracy and extend the robotic
experiments to give further insights into the impact of slip prediction in stabilization
control tasks and how well it generalizes to unknown objects.
2.2 Grip Stabilization Control through Tactile-based Slip Prediction
This section gives an overview of our approach to stabilize the grip on objects by
predicting slip events. Our approach begins by extracting slip prediction signals from
high dimensional tactile data, provided by the BioTac [90]. We formalize the slip pre-
diction problem as a supervised classification problem in Section 2.2.1. Section 2.2.2
then describe the tactile data provided by the sensor and Section 2.2.3 details the
tactile features we use as input for prediction. We give an overview of the classifica-
tion methods used in Section 2.2.4, and describe the controller used for collecting the
training data in Section 2.2.5.
Following our learning approach to predict slip, we describe a controller that takes
advantage of the prediction signals in order to stabilize grips on multiple objects in
Section 2.2.6. This includes objects that are not used in training the slip predictors.
The controller attempts to avoid slip events by increasing the contact normal force
in response to predicted slip. This control concept has been previously applied in
other controllers [77, 35, 72, 81], however, only slip detection was used without
prediction of future slip events. Additionally these methods either used much larger
tactile sensors or did not analyze the generalization properties of the controller across
objects.
2.2.1 Learning to Predict Tactile Slip
In previous work [87], we showed that it is possible to detect and predict slip based
on rich tactile signals provided by a highly deformable fingertip sensor. Here, we thor-
oughly analyze the generalization properties of the best performing approach in [87]
while maintaining the problem formalization as a supervised learning problem. Our
formalization involves learning a classifier, f (·), that labels the state at time t +τ f as
slip or not slip,
ct+τ f = f (φ(x1:t)), (2.1)
where ct+τ f ∈ {slip,¬slip} is the state class at time t+τ f with t being the current time.
The prediction horizon τ f ≥ 0 specifies the future time step in which the predictor
is assessing slip. In the case where τ f = 0, f (·) becomes a slip detector. The feature
function, φ(·), applies a transformation on the raw sensor data, x1:t , providing the
input for the classifier. We provide a detailed description of the feature functions
explored in this work in Section 2.2.3.
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Figure 2.2.: The experimental setup used for our robot in the grip stabilization ex-
periments. We use a Mitsubishi PA-10 robot arm with seven degrees of
freedom and a BioTac tactile sensor mounted on the arm as a single fin-
ger end effector.
Using this learning formulation, our approach is able to predict slip prior to its onset.
As we integrate these signals into the feedback loop of the grip stabilization controller
described in Section 2.2.6, we assess how the prediction window size, τ f > 0, im-
pacts the outcome of the stabilization control, emphasizing the comparison between
prediction and detection (i.e. τ f = 0).
2.2.2 Tactile Sensor Data
The raw tactile data is extracted from the BioTac [90], a multi-channel tactile sensor
whose design was inspired by the human fingertip. The sensor is comprised of a rigid
core, enveloped by a deformable skin. The space between the core and the skin houses
fluid, contributing to the skin’s deformability whenever pressure is applied. Inside,
19 impedance-sensing electrodes, distributed across the core’s surface, measure the
local skin deformation, while a pressure transducer measures fluid pressure and a
set of heaters coupled with a thermistor manage and measure the fluid temperature.
The sensor output is composed of the electrode signals E ∈ R19, low frequency, Pdc ∈
R, and high frequency, Pac ∈ R, pressure measurements, temperature Tdc ∈ R, and
temperature flow Tac ∈ R. All channels are sampled at a rate of 100 Hz. The Pac is
acquired by the sensor at a rate of 2.2 kHz, but is still sampled at 100 Hz, producing
batches of 22 values every 10 ms. The resulting sensor state xt ∈ R44, is given by
xt = [E
T , P(1)ac , . . . , P
(22)
ac , Pdc, Tdc, Tac]
T . (2.2)
An example of the raw signals produced by the sensor in one of our data collection
trials can be seen in Figure 2.3.
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Figure 2.3.: Data traces for one of the data collection trials performed on the ball ob-
ject. The data collection procedure is described in Section 2.3.2. From
top to bottom, we show the low-frequency pressure variations, Pdc, high
frequency pressure variations, Pac, electrode responses in the fingertip, E,
temperature, Tdc, temperature flow, Tac, fingertip velocity, and ground
truth labels. Sensor values are expressed in raw sensor units with no di-
rect physical meaning. For a detailed description of each sensor channel
output refer to [26]. The pressure and velocity thresholds used in the au-
tonomous labeling procedure in Section 2.3.2 are shown in the respective
plots.
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2.2.3 Tactile-based Feature Functions
We explore several feature functions φ(·), each of them representing distinct assump-
tions about the predictability of ct+τ f from the accumulation of tactile information
over time. If we assume the class label to be directly observable from the current
sensor reading xt ,
φ(x1:t) = xt , (2.3)
represents the single element feature function. Incorporating the change in the sensor
values from the previous time step ∆xt = xt − xt−1, yields the delta feature function
φ(x1:t) =

xt
∆xt

. (2.4)
While the feature functions above only use values directly acquired from the sensor,
we consider two complimentary functions that perform frequency analysis on the Pac
component, using the extracted properties as features. Based on one of the features
proposed by Chu et al. [16], we start by calculating the energy spectral density (ESD),
of the Pac signal. The statistics computed on the ESD are the total energy Ωs, spec-
tral centroid Cs, variance σs, skewness Ss, and kurtosis Ks. We refer to the original
work [16] for a more detailed explanation of the feature extraction method. These
statistics provide an overview of the time series information given by the Pac channel,
no longer viewing the time series values as independent features. The statistics are
concatenated with the remainder of the BioTac channels, x^t ∈ R27, to produce the
complex single element feature
φ(x1:t) = x^t = [E, Pdc, Tdc, Tac,Ωs,Cs,σs,Ss,Ks]. (2.5)
As for the single element feature, we also assess how previous time step information
can be incorporated in the complex single element feature by setting
φ(x1:t) =

x^t
∆^xt

. (2.6)
The resulting feature denotes a complex delta feature.
A second set of features is based on the assumption that ct+τ f depends on past sensor
readings leading to the current time step t. Multiple feature functions are represented
through
φη(x1:t) = xt−η:t (2.7)
where η controls the size of the window of past data to be considered in each feature
function. All sensor readings over the last η time steps are accumulated into an input
buffer that is then evaluated by the slip predictor. These features are denoted as the
time window η feature functions.
Finally, we also show results when using all features introduced by Chu et al. [16].
By comparing to features that were originally designed with the goal of object prop-
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erty learning, we showcase the importance of having the relevant information for
predicting slip directly extracted from the raw data by the classifiers.
2.2.4 Classification Methods
To implement our slip predictors, we use random forest classifiers [18], support vector
machines [8], and a spectral slip classifier adapted from [27] solely based on high
frequency pressure information. In our previous work [87], we show that random
forests generally outperform SVMs for predicting tactile slip. As such our analysis
mostly focuses on prediction using random forest classifiers.
Random forest classifiers are ensembles of randomly trained binary decision tree clas-
sifiers [18]. Each decision tree classifies a given test example independently. The
result of the entire forest is obtained by averaging over the distributions of the leaves
reached in each of the trees. The class with the highest probability is then selected
as the corresponding class for the current sample. Each decision tree is a binary tree
where all non-terminal nodes have an associated splitting function, which decides
if the currently evaluated example should traverse down the tree following the left
or right branch. Leaf nodes contain a probability distribution over the class labels
of training examples which reach this node. Tree training consists of selecting the
feature and threshold to split at each node. These values are selected through the
optimization of a specific performance criterion.
Support vector machines (SVM) are discriminate classifiers that separate the training
samples by partitioning the feature space using a single decision boundary [8]. Each
partition of the feature space defined by the decision boundary represents a single
class. The decision boundary is chosen with respect to the closest samples of each
class referred to as support vectors. During training the decision function which
maximizes the classification margin, defined as the sum over the distances to each
support vector, is found. The resulting linear classifier evaluating feature vector z
takes the form
f (z) =
k∑
i=1
αi(z
Tzi) + b, (2.8)
where αi is the weight associated with the i
th support vector, zi, and b is a con-
stant offset term. The support vectors and weights can be found efficiently by using
quadratic programming. Both implementations of the previous classifiers come from
the scikit-learn library for Python [66].
The spectral slip classifier, adapted from [27], computes the total energy in the Pac
channel at each time step, after bandpass filtering the output from 30 to 200 Hz. This
frequency cutoff band is specifically tailored for the BioTac, as shown in [27]. If the
signal energy in this specific frequency band exceeds a threshold Ωthresh, the classifier
signals a slip event. We choose Ωthresh by optimizing the classifiers performance over
the training data.
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2.2.5 Surface Surveying Control for Slip Data Acquisition
In order to train our slip predictors, we require tactile data that has been labeled
for slip classification. To collect such data, we perform exploratory actions along the
surface of several objects. These actions are two-dimensional trajectories specified on
the plane tangential to the contact point with the object and allow the robot to survey
the objects surface in multiple directions, creating several different slip examples.
As the object surface is often not planar, a controller is used to ensure that the sur-
veying trajectories are projected onto the object surface. This controller is a hybrid
pressure-velocity controller that estimates the corrections that need to be applied
to the predefined velocity trajectories, in order to keep the Pdc values of the sensor
constant throughout the trajectory. Since the Pdc value is one dimensional, these cor-
rections are projected onto the contact normal direction that is estimated using the
electrode sensors of the BioTac, as proposed by Wettels et al. [92]. The estimate
is obtained from the weighted average of the electrodes spatial normals, where the
weights are the responses of each electrode. The magnitude of the resulting estimated
vector is normalized, resulting in a unit vector in the direction of the applied contact
force. To control the Pdc values, we calculate the pressure error
Pe = P
D
dc − Pdc, (2.9)
where PDdc is the desired pressure and Pdc is the observed pressure. A PD controller
is used to regulate the pressure error Pe by applying the necessary corrections to the
predefined velocity trajectory
v= vdes +N(KpPe + Kd P˙e), (2.10)
where vdes is the desired surveying velocity, N is a unit vector representing the con-
tact normal direction, Kp and Kd are the PD controller gains and v is the applied task
space velocity. The task space velocity v is integrated in order to acquire the desired
task space position and the respective desired joint positions using the robot’s inverse
kinematics. The surveying controller runs at 100 Hz which is the Pdc sampling fre-
quency of the BioTac. The procedure in which the controller is used as well as the
survey velocities and desired pressures are discussed in detail in Section 2.3.2.
2.2.6 Grip Stabilization Control using Slip Prediction
Taking advantage of the slip prediction, we design a highly reactive controller that
avoids slip regardless of what object it is stabilizing. When slip is predicted to occur,
the controller increases the desired task space velocity in the contact normal direction
until the robot no longer predicts slip. By adjusting the desired velocity in the contact
normal direction, the robot implicitly corrects the applied normal force. If we use the
Coulomb friction model for contact, the implicit force adjustment ensures that the
applied force remains within the friction cone of the contact location.
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Figure 2.4.: The objects comprising our data set. We selected objects covering a range
of shapes and stiffness in order to adequately test classifier generalization.
In the back we show a tape, followed by a row with, from left to right, a
watering can, a box, a cup and a ball. In front we have a standard marker
and behind it a measuring stick.
The stabilization control is triggered when the sensor touches the object since we can
easily detect contact using thresholds on the sensor pressure values. The predictors
run at 100 Hz classifying each sensor state as slip or ¬slip. If the state is labeled as
slip, the controller, which also runs at 100 Hz, imposes a desired task space velocity
vN (t) in the contact normal direction. If the robot predicts no slip, the desired velocity
is set to zero. The imposed velocity vN (t), corresponds to the contact normal N(t) at
time t weighted by a constant δ, i.e,
v(t + 1) =
¨
δN(t), if ct+τ f = slip
0, otherwise
, (2.11)
where δ is empirically defined based on a set of calibration trials where several objects
of different weight were tested. The contact normal N is estimated using the method
proposed by Wettels et al. [92], described in Section 2.2.5. The controller runs at
100 Hz, reacting to each prediction given by the classifiers.
It is important to notice that the controller does not keep track of the total applied
normal force FN , as it simply increases the velocity in the contact normal direction. As
we show, even such a simple controller can perform well when using rich feedback,
such as that provided by our slip classifiers.
2.3 Experimental Procedure
In this section, we describe the experimental procedures necessary to realize and
evaluate our slip prediction based grip stabilization controller on a real robot. After
a short description of our hardware setup in Section 2.3.1, we describe how the sur-
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Figure 2.5.: The random components in the data collection procedure. In (a), two
random rotations are applied on the initial position before the finger is
lowered to establish contact with the object. In (b), the velocities along
the two axes defining the tangential contact plane, are randomly chosen
determining the surveying trajectory on the object surface.
face surveying controller from Section 2.2.5 is used to collect the necessary data for
training the predictors. The procedure, as well as the number of data collection trials,
desired surveying velocities and desired pressures are all discussed in Section 2.3.2.
Once the data has been acquired, it needs to be labeled and partitioned into training
and test sets. This process is described in Section 2.3.3. With the data labeled, we
can finally train the slip predictors. Training is done using three different strategies
described in Section 2.3.4, for evaluating the effectiveness of the predictions when a
single object, all objects, or all objects excluding the test object are used.
As our data set is unbalanced in the number slip examples, versus the number of
¬slip examples, we evaluate the predictors with the Fscore metric. In Section 2.3.5,
we describe and motivate the use of this metric in our analysis.
Finally, to evaluate the performance of the grip stabilization controller, we perform
two sets of experiments. In the first set of experiments, described in Section 2.3.6, the
robot stabilizes the gripped object between the finger and a fixed plane, evaluating
the success rate of the stabilizations. The second set showcases the robustness of
the stabilization by having the robot stabilize an object gripped jointly with a human
experimenter. We describe this more dynamic experiment in Section 2.3.7.
2.3.1 Robotic Platform
All robotic experiments described in the following sections were performed using a
Mitsubishi PA-10, a robotic arm with seven degrees of freedom. A BioTac tactile sen-
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sor, described in Section 2.2.2, was rigidly mounted to the arm as a single finger for
manipulation. We directly control the arm’s joint positions at a frequency of 100 Hz.
The complete experimental setup can be seen in Figure 2.2.
2.3.2 Slip Data Collection Procedure
We acquired the data used to train our slip classifiers through two separate procedures
specifically designed for collecting examples for slip states and static contact states.
In the slip procedure, the object was fixed to a table. The robot first moved
to an initial position above the object. Two random rotations were applied
to the initial position in each trial as shown in Figure 2.5a, ensuring differ-
ent initial contact locations between the fingertip and the object across tri-
als. Following the random rotations, the robot moved the fingertip down to-
ward the object until achieving contact and a desired pressure Pdc was reached.
(a) (b)
Figure 2.6.: Estimated contact locations on
the fingertip sensor during (a)
data collection and (b) the
stabilization against a fixed
plane. The points at the cen-
ter of the BioTac are displayed
in blue while peripheral con-
tacts become progressively red
as the distance to the center in-
creases.
Thereafter, a random velocity vector was
defined in the plane tangential to the
contact point as shown in Figure 2.5b.
This velocity is denoted by vdes in the
surface surveying controller in Equa-
tion (2.10) and never exceeds 0.05 m/s.
After performing the movement along
the object’s surface, the robot returned
to its initial position. Each procedure
was repeated ten times for each of the
seven objects for three different target
pressure values, making a total of 30 tri-
als per object.
For the static contact data collection, the
procedure was similar. The difference
was that after the robot moved down
and contact was established, there was
no longer movement along the tangen-
tial contact plane. The robot effectively
stays in static contact with the object for
one second in each of the trials. This
procedure was also repeated ten times for three target pressure values resulting in
another 30 trials for each of the seven objects. With both procedures combined, 60
data collection trials were performed per object for a total of 420 trials. The target
values for Pdc used in the experiments were 20, 50, and 80. All sensor values were
considered with respect to sensor baselines collected at a resting posture (no contact).
The random components introduced in the rotation of the initial position and the
magnitude of the tangential surveying velocity, serve to cope with the multiple lo-
cations and velocities in which slip may occur on the fingertip. Figure 2.6 shows
how finger contact locations collected during training compare to those produced
during grip stabilization experiments performed on the robot. These stabilization
experiments are described in detail in Sections 2.3.6 and 2.3.7.
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Figure 2.7.: Slip detection results showing (top) Fscore achieved by random forest and
spectral detectors for each feature and (bottom) mean and standard de-
viation across all objects for each of the classifiers. Plots for the individual
features show results for each object, comparing across training strate-
gies (single object S1, all objects S2 and leave one out S3) introduced in
Section 2.3.4. The Fscore for the proposed features shows similar patterns
across all objects and all strategies. Note that the Fscore minimum for the
spectral slip radial plot is zero in contrast to 0.7 in the remaining plots. This
is highlighted in the mean plots, where the random forests and spectral
detectors respectively show the best and worst performances.
2.3.3 Data Labeling and Partitioning for Training and Testing
Before the collected data can be used, it needs to be properly labeled. The labeling
process was performed autonomously, relying on the robot’s forward kinematics and
the overall pressure on the fingertip. In a first stage, we removed data according to a
contact threshold, Pthresh, on the Pdc values. If the finger pressure was below Pthresh,
the finger was considered not in contact with the surrounding environment, and the
corresponding time step was removed from the training data. The remaining data was
then labeled as slip or static contact using a threshold, ∆qthresh, on the instantaneous
end-effector velocity, ∆q, estimated by calculating the difference in end-effector posi-
tion between two consecutive time steps. If ∆q was greater than ∆qthresh, the finger
position was changing with respect to the object while contact was established and
the data was labeled as slip. If ∆q did not exceed the threshold the data was then
labeled as static contact. Both thresholds Pthresh and ∆qthresh were tuned by an expert
by observing the sensor data and the corresponding labels produced by each thresh-
old pair. Increasing Pthresh resulted in more data points being removed due to being
considered non-contact examples, while larger values of ∆qthresh implied that fewer
contact examples were labeled as slip. We show the pressure values, instantaneous
end-effector velocity, respective thresholds, and resulting labels in Figure 2.3 for one
of the trials.
After the data was labeled, trials were partitioned into training and test sets. The
training set was used for training the slip classifiers and was composed of seven of
the trials for each object and Pdc value pairs. The remaining three trials per set were
used to validate the classifiers after training. The same training and test sets were
used for all experiments.
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2.3.4 Training Strategies
We analyze slip detection and prediction according to the accuracy and generalization
capabilities of our classifiers by introducing different training strategies. The first
strategy (S1) involves training the classifiers on a single object and evaluating how
they can classify slip on that same object. This strategy is denoted per object training
and serves to evaluate how well slip can be classified on an object when only that
object is known. Another training strategy, denoted all object training strategy (S2),
involves using data from all objects during training and assessing the classification
performance on each object individually. When making a comparison between these
first two strategies, we can effectively assess how slip classification rates for a single
object change when multiple objects are known. If an increase in classification rate is
observed for any single object when transitioning from S1 to S2, we can assume that
relevant transfer of slip information is occurring between objects. Finally, in order
to assess the generalization capabilities of the classifiers, a leave one out training
strategy (S3) is used. In S3, classifiers are trained on data from all objects except one,
that is used for testing the generalization to novel objects. If similar classification rates
are achieve with S2 and S3, slip information transfer to between-object cases can be
said to compensate for the absence of information regarding previously unobserved
objects.
2.3.5 F-Score Metric
After performing the data collection and labeling procedures of Sections 2.3.2 and
2.3.3, we verified that the resulting data set was unbalanced in the number of class
examples. Since the surveying motions only represent a small part of each data col-
lection trial, the resulting data set is biased in the number of class samples, i.e., the
slip examples are greatly outnumbered by the ¬slip examples.
Evaluating our classifiers based on classification accuracy, we observe very high accu-
racies (above 90%) from classifiers that simply label everything as ¬slip. Considering
it is more important to detect when slip occurs then when it does not, a more help-
ful analysis of the classification results is performed by reporting the Fscore instead
of classification accuracy. The Fscore is a harmonic mean of the precision and recall
measures
Fscore = 2
pr
p+ r
. (2.12)
The precision, p, depicts the ratio between accurate positive classifications and total
positive classifications
p =
true positives
true positives+ false positives
. (2.13)
In our case, precision evaluates the quality of the classifiers predictions by calculating
the ratio of correct slip predictions with respect to the total number of slip predic-
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tions made by the classifier. The recall, r, is the ratio between accurate positive
classifications and positive examples
r =
true positives
true positives+ false negatives
. (2.14)
Here, recall represents how likely the classifiers are to miss slip instances by calcu-
lating the ratio between all instances where slip was predicted with respect to all
instances where slip should have been predicted.
When the predictions are correct (high precision) and few slip instances are missed
by the classifier (high recall), the Fscore approaches its maximum value of one. If the
classifier either predicts several instances of slip incorrectly (low precision) or misses
several slip instances (low recall), the Fscore approaches its minimum value of zero.
2.3.6 Stabilizing Objects against a Fixed Plane
Following the evaluation of our slip predictors, we describe the first experiment that
showcases the relevance of the acquired slip prediction signals in the context of grip
stabilization. The experiment involves stabilizing the grip on an object pinned be-
tween the fingertip sensor and a fixed table, as show in Figure 2.2. The grips are
performed on unknown objects to test the generalization capabilities of our predic-
tion based stabilizers.
To perform grip stabilization, the previously trained random forest slip predictors are
embedded in the feedback loop of the grip stabilization controller presented in Sec-
tion 2.2.6. The random forests are trained with a leave one out strategy (S3), and
a number of grip stabilization trials are performed on the object that was left out of
the training set. Each trial consists of the robot initially pinning the object against
a vertical plane. Once the object has been successfully stabilized against the plane,
a random velocity is applied to move the robot away from the object. The three
components of the exit velocity are sampled from different Gaussian distributions.
The two lateral velocity components are sampled from Gaussian distributions with
0.0 m/s mean and 0.05 m/s standard deviation and the exit component is sampled
from a Gaussian distribution with 0.05 m/s mean and 0.05 m/s standard deviation.
As the robot moves away from the object, and as soon as slip is predicted, the sta-
bilization controller becomes active, counteracting the exit motion and attempting
to re-stabilize the object. The stabilization controller remains active until no slip is
predicted during a period of 2 seconds or for a total of 10 seconds, after which the
trial finishes. If the robot does not drop the object before the trial concludes, the trial
is considered a success. We conduct ten trials per object for each feature function and
prediction windows τ f ∈ {0,5,10,15,20} and report the percentage of successful
trials for each combination across all objects.
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2.3.7 Human-Robot Joint Grip Stabilization
In order to assess the robustness of our slip prediction based grip stabilizers, we at-
tempt to stabilize a grip on an object jointly with a human experimenter, by replacing
the vertical plane with one of the experimenter’s fingers.
Initially, the experimenter holds the object. As soon as the robot touches the object,
the experimenter repositions his hand, and leaves only a single finger in contact with
the object, as depicted in Figure 2.1. Simultaneously, the stabilization controller is
activated. The experimenter makes a qualitative assessment of the robot’s perfor-
mance as it tries to compensate for his movements. This qualitative assessment is a
relative preference between controllers, where each controller uses a different fea-
ture for predicting slip. The assessment is based on the responsiveness and stability
(oscillations when attempting to keep the object still) of each controller. Note that
the grip stabilizers have to cope with the random noise introduced into the system
by the experimenter. In addition, a thin plastic cup is used in this experiment. This
object is not present in the previous object set, and is completely unknown to the slip
predictors. The evaluation was repeated three times for each of the predictors and
was performed by a single experimenter.
2.4 Results
In this section we report the results of our evaluation for both the slip predictors and
the grip stabilizers based on the predictors outputs. We begin with a brief comparison
of results achieved with the different classification methods, Section 2.4.1, in order to
confirm our previous findings [87], with the newly acquired data set. The classifier
comparison is followed by an analysis of the individual performance of each BioTac
channel for slip detection in Section 2.4.2, showcasing the importance of having the
classifiers extract the relevant information from each of the BioTac channels. The
performance of our slip detection and prediction classifiers as well as the relevance of
the proposed features in both cases is reported in Sections 2.4.3 and 2.4.4 respectively.
Finally, the success rates achieved for our grip stabilizers in the stabilization against a
fixed plane experiment are reported in Section 2.4.5 and the results from the human-
robot joint stabilization experiment are reported in Section 2.4.6.
2.4.1 Classifier Comparison
The average over S1 and S2 is used to compare the three classifiers described in
Section 2.2.4. We examine the SVM and the random forests with two of the proposed
features and use the Pac signals as input to the spectral slip classifier. From the results
shown in the bottom plot of Figure 2.7, we observe that SVM performance is on
par with the performance achieved with random forests. The spectral slip classifier
performance is much worse than the performance of the other two classifiers.
A more detailed comparison between the best and worst performing classifiers, re-
spectively the random forest and the spectral slip classifiers, is shown on the radial
plots of Figure 2.7, and in a comparison between the ground truth labels and the
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Figure 2.8.: Traces of the ground truth labels and the labels generated by the ran-
dom forest and spectral slip detectors for one of the test trials. While the
random forests very accurately reproduce the ground truth results, the
spectral slip classifier is only able to detect the ground truth slip transi-
tions, failing to detect continuous slip.
labels produced by both classifiers in Figure 2.8. The radial plots show similar Fscore
patterns for all training strategies and, in the case of the random forests, across four
of the proposed features. From the traces in Figure 2.8, it is clear that the spectral
classifiers accurately detect the onset of slip, but fail to continuously label slip as the
finger surveys the object’s surface. These findings suggest that spectral signals are
prone to noise caused by motor induced vibrations during trajectory execution. Us-
ing all the BioTac channels, the impact of the noise is reduced, explaining the higher
accuracy observed for the SVM and random forest classifiers throughout continuous
slip phases. Following these observations, and considering that the random forests
slightly outperform SVMs in terms of the mean value, the remaining results to be
presented in this chapter are associated with classifiers trained using random forests.
2.4.2 BioTac Channel Relevance Analysis
In order to better understand the contribution of each BioTac channel for the detec-
tion of slip, we compare slip detectors that are separately trained with each channel
as input using S2. The results are shown in Table 2.1. As a reference, results obtained
by a slip detector trained with the single element feature are included in the right
most column of Table 2.1.
The electrode information dominates the classification performance, achieving the
best score on all objects except the marker. The pressure information from Pac and
Pdc are fairly successful, with the Pdc alone achieving the best performance for the
marker. Further, the temperature channels, Tdc and Tac, provide no meaningful abil-
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ity to detect slip. These results show that the deformation information present on
the BioTac can be used to detect slip extremely well. This observation is especially
relevant as deformation information is not traditionally associated with the detection
of slip. Vibration information stored in the Pac and Pdc offers good detection rates,
while not having an average performance comparable to the electrodes. Finally, re-
sults achieved with the single element feature function show that the detectors are
able to consolidate information from multiple channels, improving the slip detection
rates.
2.4.3 Slip Detection and Feature Influence
From the results shown in the radial plots of Figure 2.7, we see that for four of the
proposed features, the random forests can successfully classify slip, although different
success rates are observed depending on the object. For objects such as the box, cup,
tape and measuring stick, slip is classified quite accurately. On the remaining objects,
despite lower classification rates than for previous objects, Fscore values are still above
0.7. When comparing training strategies, we observe that classification performance
remains mostly the same across all strategies, hinting that (1) not much knowledge
is gained from additional objects once the target object is already known and (2) the
classifiers can generalize quite well for previously unknown objects.
In Figure 2.9, we show results across all features when averaging over S1 and S2.
While the time window η features perform quite well, there is no significant differ-
ence in performance with respect to the single element or the delta features. In fact
the top performing feature is the complex delta feature. The complex versions of
the single element and delta features seem to outperform their simpler counter parts.
This suggests that condensing the time series information provided by the Pac, as
described in Section 2.2.3, benefits the detection rate. Finally, the features of Chu et
al. [16], albeit being the worst performing features, still achieve good detection rates.
This is surprising since they were designed with other tasks in mind. In fact these fea-
Table 2.1.: Fscore for different detectors where each of the BioTac channels is used as
the only feature of the classifier. All results are for the random forest classi-
fier trained on all objects (S2). Bold values indicate the best Fscore value ob-
tained per object, excluding results obtained when using detectors trained
using the single element feature function.
E Pac Pdc Tac Tdc xt
Ball 0.793 0.642 0.696 0.161 0.196 0.847
Box 0.876 0.683 0.702 0.099 0.184 0.925
Cup 0.809 0.614 0.596 0.171 0.072 0.913
Marker 0.718 0.559 0.802 0.249 0.003 0.768
Measuring Stick 0.905 0.701 0.665 0.099 0.087 0.936
Tape 0.886 0.617 0.706 0.088 0.053 0.942
Watering Can 0.667 0.637 0.634 0.172 0.402 0.780
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Figure 2.9.: The mean Fscore and standard deviation obtained per feature for slip de-
tection. These results show the average performance jointly over S1 and
S2 (a) and when only considering S3 (b). The memoryless and short term
memory features outperform the long termmemory features with respect
to the mean Fscore. When testing generalization with S3, a significant
drop of performance is observed for the features of Chu et al. [16].
tures cluster information over temporal windows which are large in comparison to
the duration of slip events.
Figure 2.9 also shows average results over S3 for each feature. The same perfor-
mance patterns are observed as in the previous experiment, with the complex delta
feature still as the top performing feature. The features of Chu et al. [16] perform
significantly worse than in earlier experiments. This suggests that the information
retained by these features is specific to the objects observed and does not generalize
well to novel objects. These findings support our choice of having the features built
only under data aggregation assumptions, relying on the classification approach to
balance the multi-channel information.
Considering the results shown so far and taking into account that we aim for real time
performance on the real robot, we base the rest of our analysis on the single element
and delta features and their complex counterparts. It is hard to justify the additional
computation power required to process the time window η features in real time, as
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we do not observe any advantages in terms of classification performance when using
these features.
2.4.4 Slip Prediction Oﬄine Results
In this section, we analyze how the classifiers perform when τ f > 0, by training
slip predictors with prediction horizons τ f of 5, 10, 15, and 20 steps, equating to
times of 0.005, 0.01, 0.015, and 0.02 seconds respectively. Following the same type
of analysis as performed for slip detection, we observe that there is no significant
difference between the results obtained for the average of S1 and S2 and the results
obtained for S3, shown in Figure 2.10. We observe similar Fscore values as with slip
detection, clearly showing the feasibility of predicting slip. Nonetheless, a consistent
drop in classification rates can be observed for τ f = 15. A more in-depth analysis
reveals that, while prediction rates for most objects remain stable from τ f = 10
to τ f = 15, a decrease in rate can be observed for the ball and the watering can
when using the single and complex single features. For the delta and complex delta
features, a significant performance drop is observed only for the watering can. In
terms of best performance, the delta feature overtakes the complex delta feature for
τ f ≥ 10. Further, complex features display a more accentuated drop in performance
with increasing values of τ f . This performance drop suggests that, despite having
good discriminative and generalization properties, the complex features are not as
suited for prediction due to their more compact representation of the Pac signals that
results in a loss of relevant information for prediction.
The results show that it is not only possible to predict slip but that it also possible to
generalize the prediction of slip to previously unknown objects, producing the desired
feedback signals for the controller described in Section 2.2.6.
2.4.5 Grip Stabilizing Control on the Real Robot
In order to assess the performance of our slip based grip stabilizers, Figure 2.11 re-
ports the success rates for the stabilization of objects against a fixed plane experiment,
described in Section 2.3.6. Results are show for each object separately, while com-
paring feature functions and τ f values. By comparing different values of τ f , we are
assessing how earlier controller responses (larger prediction windows) affect the grip
stabilization success rates. We observe an increase in the stabilization rates with τ f
for all objects, specifically for the cases where τ f ≥ 10. Note that the increase in
stabilization rate is particularly interesting considering the results shown in the pre-
vious section, where prediction accuracy dropped for τ f ≥ 10. Although prediction
accuracy is lower for this range of τ f , the ability to predict farther into the future
facilitates the stabilization task.
Spectral slip classifiers perform quite well independently of the value of τ f and
changes to τ f do not seem to influence the performance of the spectral slip con-
troller. Their performance is unexpectedly high, considering the results obtained in
the offline evaluation. Careful observation of the stabilization trials confirms the re-
sults obtained in the offline experiments, where spectral slip predictors capture very
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accurately the transition from static contact to slip (transition from ¬slip to slip) but
only as it is occurring. On the other hand, accurately detecting slip only as it occurs
proves insufficient to stabilize all objects. For light objects, the brief response of the
controller to the initial slip transition is enough to stabilize the object. This is the case
for the ball, box, cup and marker. For objects such as the measuring stick or the water-
ing can, the brief response generated by the controller during this first slip transition
is insufficient to fully stabilize the object, as they are heavier and, in the case of the
watering can, suffer from larger torsional slips. When comparing the predictors with
the spectral slip classifiers, the latter outperform our approach for τ f ≤ 10 but, as
τ f increases, controllers using the predictors eventually achieve the best stabilization
rates for objects where previous performance was inferior to that of the spectral slip
classifier.
Similar results can be observed in Figure 2.13, where the mean and standard devi-
ation of the grip stabilization success rates across all objects are shown per feature
and per value of τ f . These results clearly show the consistent behavior of the con-
trollers using spectral slip classification, unaffected by changes to the value of τ f . For
controllers relying on our proposed slip predictors, a clear pattern is observed, where
stabilization performance increases with τ f , eventually matching the performance of
the spectral slip classifiers or even outperforming it for τ f ≥ 10. In addition, it is also
clear that despite the decrease in prediction rates observed for τ f = 15, there is an
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Figure 2.10.: The mean Fscore and standard deviation obtained per feature for slip pre-
diction with several prediction windows, τ f . These results show the per-
formance when only considering S3, hence testing how slip prediction
generalizes to novel objects. While the complex features show better
average results for low values of τ f , the delta features show the top per-
formance for τ f > 10, suggesting that the complex features are not as
suited for prediction.
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Figure 2.11.: Stabilization success rates of the slip prediction based controllers for each
of the objects. The success rate represents the percentage of trials for
which the robot successfully stabilized the object. All predictors are
trained with a leave one out strategy S3. Different values of τ f are
considered results are shown for each feature. The filled region repre-
sents the performance of the controllers using the spectral slip classifier.
It is clear that the performance of all proposed features increases with
τ f .
increase in stabilization success rate. The exception is the controller using the pre-
dictors trained with the complex single feature, which was the feature with the most
significant drop in performance for τ f = 15. This confirms that, on average, the abil-
ity to predict slip further into the future has a bigger impact in controller performance
than the resulting drop in prediction accuracy due to a larger value of τ f .
We evaluate if there is a statistically significant difference between the success rates
as a function of prediction time horizon. We conduct a separate test for each fea-
ture type. We perform a Kruskal-Wallis H-test [47], a non-parametric version of the
popular ANOVA test. The Kruskal-Wallis H-test is chosen since the variances of the
distributions are not equal, a necessary assumption for the ANOVA test. The results
show that there is no statistically significant differences between prediction horizons
for the spectral and the single element features, with p-values of 0.9563 and 0.1386
respectively. On the other hand, for the delta, complex single, and complex delta
features, there is a statistically significant differences between the distributions, with
respective p-values of 0.04688, 0.0029 and 0.0091. For these three features, the re-
sults are not surprising, as they display the most accentuated increases in success
rate.
Traces for the Pdc, fingertip position along the contact normal axis and predictor re-
sponse are shown for a trial on the watering can using the delta feature with τ f = 20.
After the initial perturbation occurring at 5.4s, whenever slip is predicted to occur,
shifts in the negative contact normal direction and increases in the fingertip pressure
can be observed. Following the 7.6s mark, the object remains stable for 2s and the
trial concludes successfully.
2.4.6 Cooperative Grip Stabilization
By using controllers based on our slip predictors, the robot is able to successfully
complete the human-robot joint grip stabilization task. While all controllers were
able to jointly stabilize the objects, the experimenter found that as τ f increased, the
controller’s response time was shorter, compensating for more sudden movements.
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Figure 2.12.: Traces of the Pdc, the fingertip position along the contact normal and
the predictor responses during a trial of the grip stabilization against a
fixed plane experiment. The slip predictor used in this trial was trained
with the delta features and a prediction window τ f = 20. After an
initial perturbation, the grip stabilizers adjust the position of the finger-
tip, moving it towards the table (in the negative direction of the axis)
whenever slip is predicted to occur.
The spectral slip method completely failed to stabilize the object with the human. The
spectral slip’s inability to classify continuous slip causes the controller to react only in
short bursts as described in Sec. 2.4.5. For the movements produced by the human,
where the duration and velocity of the movement is unknown, these extremely short
responses are insufficient to keep the object stable.
To compensate for the accelerations introduced by the human, we replace a constant
valued δ with a function δ(t) that increases linearly with time since slip was detected.
The value of δ(t) returns to zero whenever ¬slip is detected. For small movements,
the robot does not apply the maximum response instantly, avoiding crushing the ob-
ject or injuring the experimenter. As its response varies over time, the robot can cope
with longer movements of variable velocity, by constantly readjusting its response.
2.5 Conclusion and Discussion
The proposed slip prediction based grip stabilization controllers were inspired by
studies on human manipulation, specifically, neuroscientific studies suggesting that
the human tactile system has a strong discrete feedback component, and relies on
sensory prediction for control [41].
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Figure 2.13.:Mean and standard deviation of the success rates for the grip stabiliza-
tion experiments against a fixed plane experiments on the real robot.
The success rate represents the percentage of trials where the robot suc-
cessfully stabilizes the object, out of a total of 70 trials (10 per object).
By varying the prediction window τ f , we evaluate how the ability to pre-
dict slip farther into the future impacts the stabilization success rates of
the controllers. While changes to τ f have no effect on the controller us-
ing the spectral classifier, for all other controllers the success rates clearly
increase for larger prediction windows.
2.5.1 Summary of the Contribution
In this chapter, we have presented a learning based approach for predicting slip from
high dimensional tactile information. Our slip predictors are integrated into the feed-
back loop of a grip stabilization controller allowing it to compensate for slip before its
onset. Controllers based on predicted slip signals are shown to increase stabilization
rates when compared to controllers solely relying on the detection of slip. In addition,
we show the controllers to be highly generalizable to novel objects and sufficiently ro-
bust for the robot to stabilize objects jointly with a human. This robustness to severe
perturbations, observed during the human-robot joint grip stabilization experiment,
shows that such an approach can potentially be used for multi-fingered cases during
in-hand manipulation.
2.5.2 Recognized Shortcomings
The proposed grip stabilization approach aims for the generalization of the slip sen-
sation based control across a wide range of objects. To fulfill such a goal, a diverse
training data set is required, in order to cover a broad set of interactions. Such
data sets are not readily available, and have to be collected by experts in the field.
Additionally, the data has to be labeled for the slip events, requiring highly accu-
rate systems or several man hours to label the data manually. Our approach fails to
compensate for rotational slip as the data collection procedures introduced in Sec-
27
tion 2.3.2 were not designed to collect data for rotational events. Finally, training
such methods with the required amounts of data is time consuming and sometimes
renders them slow at execution time when compared to simple approaches such as
the spectral slip classifier.
The controller proposed in Section 2.2.6 is highly affected by the heuristic used for the
estimation of the normal contact direction. This estimation is very noisy and should
be improved to solve more complex tasks.
2.5.3 Future Work
Our work has focused on merging multiple tactile sensing modalities for predicting
slip and on the usefulness of these predictions for grip stabilization with a single
finger. A natural next step is the extension of this approach to multi-fingered manipu-
lation tasks, where we wish to analyze how multiple fingers, each with its own tactile
sensor, can be integrated in order to perform in-hand grip stabilization and possibly
facilitate in-hand manipulation.
While we chose slip prediction as a first step, we see the possibility of using the
proposed learning approach for the prediction of contact breaking (e.g., during a
controlled release of an object) as in re-grasping or finger gaiting or for predicting
the onset of a lift phase (i.e., when the held object leaves the supporting surface).
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3 In-Hand Object Stabilization by
Independent Tactile Feedback
Control
3.1 Introduction
Robotic grasping and in-hand manipulation are traditionally viewed as monolithic
planning and control problems. As such, control policies determine the approach
strategy and finger placement (contact forces and contact locations) for the entire
hand, while considering finger trajectories, force and contact profiles throughout the
entire manipulation task [33]. This monolithic formalization requires accurate kine-
matic and dynamic models of the hand along with precise sensing of hand and object
position as well as interaction forces. In practice, however, control eventually be-
comes largely data-driven due to its dimensionality and the uncertainty associated
with the combined use of its components [6].
Still, data-driven approaches do not come for free. They either require large train-
ing data sets [67, 94, 11], restrict the tasks to sufficiently similar scenarios [6, 85],
or rely on low-dimensional representations such as synergies [69] and motion prim-
itives [46], that encode the considered manipulation task. Consequently, learned
polices inherently couple the employed degrees of freedom, resulting in solutions
that are task- and platform-specific. Furthermore, incorporating tactile feedback
from all fingers into a control policy quickly becomes intractable given the dimen-
sionality of the feedback signals. In short, low-level control policies that both deal
with uncertainty (e.g., in contact locations and forces) and generalize well beyond a
limited set of cases, need to be both data-driven and modular.
Ensuring grip stability is central to both stabilizing an object in the hand and moving
an object between stable grip configurations. Classical robotics approaches often rely
on measures such as form- or force-closure for assessing grip stability but with imper-
fect models and contact/force sensing, using such measures is very challenging. As
a result, many researchers have proposed alternative grasp stability measures [3, 22,
56, 53, 74] and developed accompanying control strategies.
In contrast, human grasping and manipulation appears to be largely data-driven [41]
despite relying on feedback signals of huge dimensionality and relatively low pre-
cision when control compared to robots. As deduced from several behavioral stud-
ies[25, 10, 28], human grasp control strategies seem to be modular and based on
local sensing and actuation, rendering the control of the fingers largely independent
from each other, i.e., Independent Finger Control [25]. Specific grasps and force dis-
tributions appear to emerge from tactile feedback as the fingers interact with objects.
Clearly, such an approach would be desirable for robotic grasping and manipulation.
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Figure 3.1.: The proposed independent finger grip stabilization controller was success-
fully evaluated on the Allegro Hand and on the Wessling Hand. The fin-
gertips of both hands are equipped with Syntouch’s BioTac or Biotac SP
sensors, respectively.
Inspired by progression from one-finger over two-fingers to the whole hand proposed
by [70] in the context of tactile object exploration and by the independent control
hypothesis in human grip control by [25, 10], we have developed independent control
policies based on tactile feedback for each finger that in conjunction generalize from
one-finger to five-finger gripping and in-hand manipulation.
To achieve this, we equipped the robotic fingertips of two hands with multimodal fin-
gertip sensors (BioTac and BioTac SP for the Allegro and Wessling Hand, respectively;
Figure 3.1), each with a learned predictive model of future slips based on the tactile
feedback acquired during finger-object interactions. The local control laws in each
finger counteract future slips, ideally preventing them. The resulting control law is
capable of stabilizing objects against other objects (such as a table or a wall), jointly
stabilizing objects with more robotic fingers (as in in-hand object stabilization or grip-
ping) or against the hand of a human operator (human-robot joint stabilization). It
can also be employed for in-hand manipulation by stabilizing an object with several
fingers while one or more fingers move the object within the stable grip. The coor-
dination between modular finger controller occurs only indirectly through the tactile
signals observed by each finger.
This modular approach enables a higher-level planning system to operate with less
object knowledge while requiring simpler models for control than analytical ap-
proaches. In contrast to monolithic data-driven approaches, the proposed reactive
control framework therefore can be expected to generalize across multiple tasks, a
variety of objects and different robotic platforms. Our approach reproduces findings
in human motor control where the absolute amount of force applied by single digits
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will always settle just above the minimal amount of forces to prevent slip [41, 25] in
static setting.
3.2 Modular Tactile Sensing-based In-Hand Object Stabilization
In this section we first introduce a single finger tactile control approach which works
well for stabilizing objects pinned against other objects. We then discuss how this
approach can be used in multi-finger settings, i.e., fingers of one robot or those of
several agents; see Fig. 2.1 for an experiment where this method stabilized an object
jointly with a human finger.
3.2.1 Single-Finger Stabilization based on Slip Prediction
Human ability to preceptually discriminate forces applied by their fingertips is limited
(Weber fractions typically 5-10%, [64]). Accordingly, tactile information other than
those directly related to fingertip force or pressure seem to be employed in human
force adjustment strategies during object grasping. As slipping is directly connected
to the stability of the interaction with the environment, it is considered crucial for
human manipulation [41]. Thus, for single finger tactile stabilization of objects,
we recognize two necessary components [25]: (1) a slip predictor and (2) a force
adjustment method based on slip prediction.
3.2.2 Slip Prediction
is formulated as a classification problem [87], relying on a classifier f (·) that predicts
the slip state at time t +τ f , with τ f representing the prediction horizon (here τ f =
10, with 10 time steps corresponding to 100 ms). To this end, features φ(·) of the
raw sensor signals xt (here a vector [xt ,∆x] where ∆x = xt − xt−1) were extracted
for a time window T = (t − τH) : t, where τH is the tactile history (here τH = 1).
The slip predictor, i.e., f (φ(x t), was trained to correctly label the slip state, c, at time
t +τ f
ct+τ f = f (φ(x(t−τH ):t)) (3.1)
as one of the classes in the set ct+τ f ∈ {slip,contact,¬contact}. For an in-depth
study of how the feature function affects the detection and prediction of slip, the
reader is referred to our previous work [87].
3.2.3 Force adjustment
We defined a control law that converted the predicted slip state, c, at time t +τ f into
adjustments in the applied normal force. Most robotic hands are controlled in joint or
end-effector positions rather than applied forces. To make the controller applicable
across a range of robotic hands, our controller therefore adjusted the desired task
space velocities, _st , rather than controlling force explicitly. Hence, whenever slip
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was predicted, we increased the normal force, FN , alternatively slowly decreasing the
force while keeping the object stable, in line what has empirically been found during
human grasping. This behavior was achieved by using a leaky integrator
yt = αyt−1 + (1−α)L (3.2)
to control the task space velocity in the contact normal direction, i.e.,
st = Nt yt . (3.3)
where α is the leakage at each time step and L is the integrator input signal
L =
¨
1 if ct+τ f = slip,
0 otherwise
(3.4)
This integrator thus operated as a smoothing filter which was important given the dis-
crete nature of the slip predictor outputs. In multi-fingered scenarios, any oscillations
in the controller response would propagate to other fingers engaged in the grasp and
cause instability. The minimum integrator response, ymin, necessary to keep the fin-
gertip in stable contact with an object was determined from the first slip after initial
stabilization
ymin = yt if∆c = contact→ slip. (3.5)
This implicitly defined the minimum fingertip normal force necessary to prevent slips
and made the controller responsive to the prevailing friction at its digit-object inter-
face.
3.2.4 Multi-Finger Gripping by Single-Finger Slip Control
When progressing towards in-hand stabilization and in-hand manipulation, more fin-
gers are required and the complexity of the tasks quickly scales accordingly with hand
dexterity. Generally, a higher dimensionality can be coped with either by identifying
a lower-dimensional manifold for the problem or by decomposing the problem. Fol-
lowing the core insight in [25] that human multi-finger grip stabilization appears to
be accomplished by separate neural circuits that interact through the object instead
of via the central nervous system, we hypothesize thatmulti-finger robot gripping can
be accomplished using the same single-finger stabilization controller on each finger
independently. As a first scenario, we reproduce the scenario in [25], where two hu-
mans jointly hold an object using one finger each with the same apparent ease as if
a single person use the index finger and thumb of one hand or one finger from both
hands. The underlying neural control appeared to be unaffected by the precise task
condition. We reproduce this in a human-robot joint stabilization task as shown in
Fig. 2.1: the single finger controllers of both the human and the robot worked well
together without any precautions.
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To fully utilize the dexterous capabilities of the hand, we propose that each hand
should be considered a set of independently controlled fingers pertaining specifically
to stabilization. This does not, of course, imply independent planning, nor indepen-
dent making and breaking contact.
A set of independent fingers – in contrast to a fully connected manipulator – allows
decomposing the object stabilization control problem such that each finger separately
predicts future slip based on tactile sensing, avoiding it by independently adjusting
the applied forces. While synchronization only through the tactile feedback may ap-
pear counter-intuitive, it actually greatly reduces the dimensionality of the control
problem while ensuring that the fingers affect each other only when this is required
for object stabilization. As a result, it not only becomes more straightforward to
design stabilizing control laws but the synchronization becomes robust.
3.3 Experimental Evaluation
In this section we describe and show the results of the experiments performed to
challenge the independent finger control hypothesis, as presented in Sec.3.2.4, when
using the control strategy proposed in Sec.3.2.3. We begin by stabilizing several ob-
jects with a varying number of fingers, using the Allegro hand, without any external
perturbations, Sec. 3.4, and demonstrate that a control strategy working under the
proposed hypothesis is able to re-stabilize objects in-hand throughout sequences of ex-
ternally applied perturbations, Sec. 3.4.1. The presentation of the results is preceded
by a detailed description of the robotic platform, of the tactile sensors mounted on
the platforms and the sensors used to measure the external perturbations, Sec.3.3.1,
and a detailed outline of the procedure used to acquire the ground truth data for the
slip classifiers, Sec. 3.3.3.
3.3.1 Experimental Setup: Testing Platform & Tactile Sensors
To demonstrate the independent finger control, the control scheme was implemented
on two robotic hands: The Allegro Hand and the Wessling Robotic Hand.
The Allegro Hand (Wonik Robotics GmbH, www.simlab.co.kr; Fig. 3.1), is a
lightweight four fingered hand with four joints per finger, for a total of 16 actu-
ated degrees of freedom. The thumb has an abduction joint, two metacarpal joints
(rotation and flexing) and a proximal joint. The remaining fingers do not have ab-
duction joints and instead have a distal joint. A PD controller was used to control
the robot joint positions. One end-effector was defined for each fingertip and their
positions were controlled by estimating the desired joint velocities, by means of the
Jacobian Pseudo-Inverse, and integrating the estimations to acquire the desired joint
positions.
The Wessling Robotic Hand has five modular fingers, each with four joints and three
active degrees of freedom (Wessling Robotics, www.wessling-robotics.de; Fig. 3.1).
A PD controller is used for joint position control and a Pseudo-Inverse Jacobian con-
troller is used for controlling the end-effector position of each finger. The control
signals are sent to a real-time machine where the conversion to torque is performed
33
Figure 3.2.: Test objects. The majority of the objects were from the YCB object set
[12]; only the tea box and the white plastic cup are not in the original
set. The training set (white arrows) included 4 objects only: a tuna can, a
plastic cup, a ball, and a tea box.
by the Wessling software. section While the Allegro Hand has less fingers, it is more
compliant and its workspace is larger than that of the Wessling Hand. The base con-
trol loops of each hand operate at different frequencies, i.e., 300 Hz and 1 kHz for
the Allegro and Wessling Hand, respectively. However, despite these differences, the
slip prediction based controllers were the same, each controller trained on data from
the respective fingertip sensors.
BioTac and the BioTac SP tactile sensors (SynTouch Inc., www.syntouchinc.com;
Fig. 3.1) were mounted the Allegro and Wessling Hand, respectively, and served
as fingertips. Both provide multi-modal responses composed of low and high fre-
quency pressure (Pdc and Pac), local skin deformations (E), temperature and thermal
flow (Tdc and Tac). The sensor consists of a conductive fluid captured between a
pliable skin and a rigid core. The core surface is covered with impedance sensing
electrodes (19 for BioTac; 24 for BioTac SP). The pressure signals are acquired by a
pressure transducer, skin deformation is measured through local impedance changes
measured by the electrodes and temperature is regulated by a thermistor. All data
channels of the sensor are sampled at a rate of 100 Hz. The high frequency pres-
sure signal is acquired internally by the sensor at a rate of 2.2 kHz, but is available
for readout at 100 Hz, producing batches of 22 values every 10 ms. Considering all
channels and the Pac batch data, the sensors output a total of 44 or 49 values every
10 ms.
Finally, the Optoforce OMD-D20 3D (Optoforce Ltd., www.optoforce.com) is an op-
tical force sensor (insets of Fig. 3.6) that was used to measure the magnitude of
external perturbations applied on the objects during in-hand re-stabilization experi-
ments. The Optoforce reconstructs the magnitude and direction of the applied force
from the values of four light sensitive photo-diodes that detect the amount of reflected
light by interior surface diodes. The sensor has a nominal sample rate of 100 Hz.
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Figure 3.3.: Data from the index finger during a single, representative training trial.
The cartesian instantaneous velocity was calculated from differences in
finger end-effector position between two consecutive time steps. A pres-
sure threshold, TContact, and a movement threshold, TMovement, both indi-
cated with red dashed lines, were used to generate the slip ground truth
labels shown in the bottom panel.
3.3.2 Test and Training Objects
Our set of 38 test objects belonged with two exceptions (a tea box and a plastic cup)
to the YCB object set (Fig. 3.2; [12]). Among the test objects, the weight varied from
10g to more than 400g and grasp width from less than 10 mm to more than 100 mm.
Specifically, the plastic cup (cf., Fig. 2.1) was included to assess the performance of
the control system when faced with highly deformable objects. Objects were selected
to cover a wide range of shapes, sizes and surface properties, as no additional object
information (point clouds or models) was used.
Only 4 objects were used during training: a tuna can, a plastic cup, a ball, and a tea
box (arrows in Fig. 3.2). Successful manipulation of all test objects thus implied that
the method generalized across grasps and object properties.
3.3.3 Tactile Training
As our independent finger stabilizers reacted to slip-based feedback, it was necessary
to train the classifiers responsible for slip prediction. This training required data
collected on the real system and ground truth labels for the slip events.
To start data collection, one of the training objects was fixated by a support in the
hands work space (Fig. 3.1). All fingers were positioned in an initial configuration
and subsequently flexed until they made contact with the object. Then the pressure
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Figure 3.4.: Stable grasps of a variety of objects. The specific grasp configurations
varied from trial-to-trial but always resulted in stable grasps. The panels
show (A) two-finger, (B) three-finger and (C) four-finger grasps with the
Allegro Hand and (D) two-finger, (E) three-finger and (F) four-finger and
five-finger grasps with the Wessling Robotic Hand.
applied by each finger was adjusted by a PID controller until a target pressure was
reached on each finger. Finally, the fingers moved along the tangential contact plane,
surveying the object surface. Acquiring data from three sensors simultaneously re-
duced the necessary number of training trials. All data from each of the fingers was
concatenated into a single data set that was used to train each of the individual slip
predictors. The data collection setup is exemplified in Fig. 3.1.
Fig. 3.3 shows a representative, single training trial with data from the index finger.
Slip labels were generated automatically from the fingers end-effector location and
the recorded pressure values. The total shift in Cartesian position was calculated
from the end-effector position. Since the object was fixated during training, we de-
fined slipping as the state when the finger was in contact (i.e., the recorded pressure
was above a certain threshold TContact) and the finger was moving (i.e., the finger
velocity exceeded the movement threshold TMovement; both thresholds are indicated
with dashed lines in Fig. 3.3).
This procedure relied on randomly selected velocities in task space for the object
surface surveying. Target pressures were selected from 9 possible values in sensor
grounded pressure units: P∗ = [20,40,60,80,100,150,200,250,300]. Spanning
the data across multiple pressures in conjunction with randomly selecting the velocity
and having distinct contact locations across the three fingers, allowed for training
slip classifiers that were not specifically correlated with certain pressures, contact
locations or fingertip velocities. In addition, all sensor values concerning pressure or
finger deformation were grounded before training, preventing parametric differences
in the sensors (for example nominal fluid pressure) from correlating to slip. Three
36
Figure 3.5.: Pressure and force profiles. A comparatively light object (plastic mug;
blue lines) or a heavy object (cracker box; red lines) was grasped five times
with the Allegro Hand (A) and the Wessling Robotic Hand (B). While all
attempts resulted in stable grasps, the exact configuration varied with the
fingertip pressures and forces changing accordingly.
trials were executed for each value of P∗ on four training objects (Fig. 3.2) for a total
of 108 trials. The resulting data set is thus comprised of 324 single finger trials across
the three engaged fingers and was acquired in less than 15 minutes.
3.3.4 Grip Stabilization Evaluation
For the multi-finger grip stabilization scenarios, finger pressure was analyzed and
used to make behavioural comparisons across objects (reported in Sec. 3.4). In ad-
dition, we assessed the in-hand re-stabilization capability of our approach as the grip
was perturbed by an external agent (Sec. 3.4.1).
Since each finger was controlled independently, the approach was scalable with re-
spect to the number of fingers. In this study, however, we considered grip configu-
rations involving two and three fingers across all test objects (Fig. 3.2) including the
four objects used in the slip predictor training data collection experiments.
3.4 Multi-Finger Grip Stabilization with Independent Finger Control
To test the validity or our independent finger control hypotheses for grip stabilization,
we attempted to stabilize multiple objects with varying number of finger.
We place the robotic hand in an open-hand configuration with an object positioned
such that it could be held in an opposition grasp, and then closed two or more fin-
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gers (up to four with the Allegro Hand and up to five with the Wessling Robotic
Hand). Immediately after all fingers have contacted the initially supported object,
the grip stabilizers were activated and the independent finger stabilization process
began, while the object support was removed. To ensure that the object was not
dropped as soon as the stabilizers were activated, each controller was initialized to
generate a half of the maximum output (y0 = 0.5). For deformable objects such as the
white plastic cup, this resulted in an initial surface deformation that was subsequently
automatically reduced.
The control based on independent finger control was able to reliably and consistently
stabilize all 39 test objects (Fig. 3.4). For each object and grasp configuration (two-,
three-, four-finger grasps with the Allegro Hand and up to five-finger grasps with the
Wessling Hand), we recorded five trials each lasting 10 seconds with every object. A
grasp was considered stable if the object was not dropped.
Since no desired hand configuration was enforced, the hand adopted slightly different
configurations for each object and across repetitions. To study this variability in more
detail, we analyzed the grip forces applied by the fingers to different objects.
Figure 3.5 depicts the changes in force distribution for the duration of trials with the
lightest and the heaviest objects, i.e., the white plastic cup and the cracker box.
Since no direct force readings are available from the Allegro hand, pressure values
measured directly from the BioTac sensors are used instead. For the experiments with
the Wessling hand, forces applied were estimated from joint torques and angles. The
data illustrates two important emergent properties of the grasp control. First, fin-
ger pressures and forces converged to lower values when gripping the lighter plastic
cup than when gripping the cracker box. Second, there was a substantial variability
in force sharing between the digits across trials, particularly obvious in the profiles
recorded during trials with the cracker box. Both of these observations can easily
be explained given the design of the controller. Notably, an uncountable number
of grip force distributions could result in stable grasps but the control system did
not explicitly enforce a specific distribution. Instead, pressure applied by each fin-
ger propagated through the object to the other fingers, dynamically impacting the
grip force distribution while each controller minimized the risk for local slips keep-
ing the fingertip forces low. The ability to adapt the overall grip force by reactively
changing the force applied by each finger contributed to the high generalization ca-
pability of our approach, even though no specific object orientation, weight or weight
distribution was expected by the stabilizers.
3.4.1 Grip Stabilization under External Perturbations
To further test the validity of our control hypothesis, we investigated responses to ex-
ternally applied perturbations (Fig. 3.6). Once the object was stabilized in the robotic
hand, the experimenter held an Optoforce and used it to disrupt the object state by
applying sequences of irregular disturbances, either to the different surfaces of the
objects or to the fingertips, during 30 second recording periods (insets in Fig. 3.6).
For the entire duration of these experiments, the stabilizers invariably counteracted
the perturbations successfully by adapting the finger pressures. With every perturba-
tion, we observed a change in the fingertip forces and an increase in the accumulated
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Figure 3.6.: Responses to external perturbations. The panels show (A) the pressure
applied by the experimenter on the surface in the manner shown in the
insets, (B) the integrator response of the controller that drives the fin-
gertip velocities (C) the observed fingertip velocities and (D) the applied
fingertip pressures by the thumb, index and middle fingers (yellow, blue
and red lines). As each controller continuously predicted the contact state
100 ms in the future, the output of their leaking integrators increased
whenever a slip was predicted, otherwise allowing the integrator output
to decrease slowly to a minimum value. The integrator response deter-
mined the necessary fingertip velocity, thereby implicitly managing the
applied pressure against the object surface.
value of the integrator that regulated the applied velocity. As a result, the individ-
ual fingers applied slightly different forces after each perturbation. For instance, the
1st, 4th and 8th perturbation in Figure 3.6 were applied in a similar fashion (i.e.,
from top) but in response, the independent finger controllers generated different sta-
ble grip force distributions. Indeed, while the object was held in a similar position
throughout this trial, the pressure distributions across the fingers differed follow-
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(a)
(b)
Figure 3.7.: In order to remove the human from the master-slave experiment, (a) an
experimenter provides demonstrations used to learn Probabilistic Move-
ment Primitives (PROMP) that (b) when reproduced on a box and a cup
move the index finger away and towards the object, creating a finger
gaiting motion. During PROMP execution, the remaining fingers rely on
the independent finger stabilizers to keep the object stable.
ing each perturbation. Changes in fingertip forces due to slip prediction noise or
re-stabilization were also frequently observed (e.g., around 16 and 21 second mark).
From the perspective of the independent fingertip controllers, there was no or little
difference between external perturbations and those caused by the actions of other
fingertips. This was further explored in master-slave experiments during which the
experimenter manually pushed or pulled a finger to increase or decrease the force
it applied while the controllers of the remaining fingers jointly stabilized the grasp.
Indeed, three- and two-digit grasps remained stable even when one of the digits was
lifted off the surface of a grasped object. For the particular case of pulling the thumb,
the number of fingers in the grasp remains the same, with the index and middle
fingers compensating for the thumb movements. In contrast to more traditional so-
lutions for manipulation control, force sharing between the engaged fingers varied
substantially from trial-to-trial due to the emerging nature of the independent finger
control policy. Such variability is, however, typical in human manipulation [25, 10,
28, 9], and therefore does not per se imply poor control. In grasping and in-hand ma-
nipulation, instability is synonymous with slip [84]. In this study we have focused on
low-level control of grasp stability rather than finger positioning and re-positioning.
However, we wished to evaluate if the behaviors observed in the master-slave ex-
periment could be automated, eliminating the human from the loop. To achieve
this automated master, we had an experimenter provide perturbation demonstrations
where contact between the object and the index and middle fingers is broken by
pulling each of the respective fingers. These demonstrations are then used to train
Probabilistic Movement Primitives (PROMP) [65], which are then executed alongside
the independent stabilization controllers. As in the previous master-slave experiment,
the independent stabilizers keep the object firmly gripped while the PROMP pulls and
pushes one of the fingers away from the object. Snippets of both the demonstration
and of the behavior observed when executing the PROMPS are depicted in Figure 3.7.
All the results show so far suggest that independent fingertip control at the base
level of a hierarchical control framework may enable higher level control policies to
perform complex manipulations. In a basic scenario, rotating an object, for instance,
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would simply require that one of the fingers introduce a desired perturbation to the
object, while the remaining fingers keep it stable.
3.5 Conclusion and Discussion
In this section we summarize our analysis of the proposed independent finger control
approach. The controllers are capable of stabilizing grips involving multiple objects
of different shapes, sizes and weights purely be reacting to individual slips at the
fingertips suggesting that such controllers could serve has the low level controllers of
a hierarchical control approached for in-hand manipulation.
3.5.1 Summary of the Contribution
We have corroborated the hypothesis that stable grasps emerge from a set of inde-
pendent finger controllers. Indeed, the synchronization between fingers emerge from
the tactile feedback of each finger controller and enable stable gripping despite dis-
turbances caused by poor contact distribution on the fingertip surfaces, introduced
by other fingers action on the object, or external disturbances. Each finger thus au-
tomatically compensated for changes that jeopardized grasp stability. Moreover, our
modular control approach was shown to be generalizable across multiple objects,
even objects that were substantially different from the objects in the training set.
3.5.2 Recognized Shortcomings
Using the low dimensional slip signals defined in previous work [87], enabled the
design of the controller used in this chapter. As the full tactile state is much richer
than the slip signals, we may have discarded relevant information.
Additionally, in this work, we focused on ’low-level’ control of grasp stability. As such,
the objects tested were provided to the hand in configurations where the stabilization
would be possible, requiring neither finger gaiting nor re-positioning. The initial grass
direction also remained constant, avoiding shifts in the direction of gravity.
The implemented controller is reactive, albeit that upcoming slips are predicted by the
controller, as shown in the previous chapter. The temporal limitations in this respect
have not been analyzed. For comparison, it takes human as much as 60-80 ms to
initiate force responses to incipient and overt fingertip slips and at least 50-100 ms to
generate substantial counteracting forces [44, 32], i.e., these delays are too long for
preventing the loss of a stable grasp once overt slippage occurs.
3.5.3 Future Work
Partitioning the hand into a set of independent fingers allows the manipulation prob-
lem to be viewed as a distributed problem where each finger solves the task locally.
This invites simpler control models than when considering a complete model for the
full hand. Specifically, we consider it realistic to use data driven approaches that take
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into account a richer sensor space, as the dimensionality of the problem is distributed
across the fingers. Our future work will focus on exploring the high dimensional-
ity of the feedback signals and learning stabilization controllers using reinforcement
learning approaches in these high dimensional spaces.
Our results invites exploration of master-slave paradigms. In a simple scenario, ro-
tating an object would simply require that one of the fingers introduce a desired
perturbation to the object, while the remaining fingers keep it stable.
Finally, for complex manipulations, we posit that independently controlling the fin-
gers will be necessary but not sufficient to achieve robust performance. Using the
independent control as the base level in a hierarchical control framework is expected
to enable higher level control policies to perform these manipulations, effectively
creating a robust control hierarchy, where the task complexity is distributed across
the several levels of the hierarchy. Building such a hierarchy is thus a potentially
interesting future work.
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4 Hierarchical Control Decomposition
of Dexterous In-Hand Manipulation
Tasks
4.1 Introduction
Dexterous in-hand manipulation is a long studied problem, involving precise move-
ment, inter-finger coordination, and contact management [62]. While manipulating
objects within a grip is possible with simple grippers, external forces such as gravity or
interactions with the environment are necessary to generate movement [14, 80, 20].
When considering dexterous hands, the problem complexity greatly increases [54],
as the additional fingers allow for an increased number of possible solutions for each
manipulation action and a larger number of possible interactions with objects. Tradi-
tional in-hand manipulation control approaches tackle simplifications of the general
problem by attempting small movements or by relying on several strong assump-
tions regarding contact and the precision of the available robot and object models [2,
98, 57]. Even with such simplifications, experiments on real robot platforms are
prohibitively hard and thus frequently omitted in the literature [2, 98]. Seeing in-
hand manipulation as a planning or optimization problem provides solutions for
more general forms of the problem, but most of these solutions integrate very lit-
tle to no feedback [82, 61, 15, 75]. Considering feedback during task execution is
crucial to tackle the variability introduced by objects, in the form of distinct shapes,
surface properties, target movements or initial grasp configurations. To achieve a suf-
ficiently general solution to in-hand manipulation, manipulation controllers not only
have to generate suitable trajectories that take into account task variability, but also
have to adapt in accordance with the feedback signals observed during task execution
to compensate for unforeseen events, such as object slip.
Tactile sensing is an attractive form of feedback for in-hand manipulation, as it pro-
vides information directly from the interaction points. It also offers substantial advan-
tages over other forms of feedback such as vision and force, by disregarding effects
such as occlusion while providing rich information at high frequencies [96]. It has
also been shown to help with interaction variability required for in-hand manipula-
tion, as it enabled objects to be grasped robustly regardless of their shape or material
properties [86]. However, integrating high dimensional tactile feedback signals in the
control loop of an already complex in-hand manipulation controller is non-trivial.
Reinforcement Learning (RL) has found great success in solving control tasks with
large input spaces on both simulated [60, 78] and physical platforms [51]. Thus,
several approaches based on reinforcement learning [68, 85, 85, 63], learning from
demonstration (LfD) [53], combinations of RL and Lfd [71, 31], or optimal control
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with learned local models [48] have been proposed for in-hand manipulation. Despite
this, when considering complex tactile sensors such as the BioTac [91], the richness of
the feedback signals leads to considerably more complex state spaces and transition
functions, yielding significantly more challenging RL problems. For example, pressure
on different contact points of the BioTac sensors is measured from the displacement
of fluid within the fingertip which results from the deformation of its malleable skin.
Such a complex physical process is currently impossible to simulate accurately and
efficiently. Hence any RL policy learned in simulation using a model of the tactile
sensor would likely not transfer to a physical robot. On the other hand, learning the
task directly on the robot is hardly feasible because i) in-hand manipulation tasks are
contact-rich, which creates non-linearities in the state transitions and precludes the
learning of a forward dynamics model in a model-based RL setting and ii) the high
dimensionality of the tactile sensors precludes the use of model-free RL directly on
the robot due to a prohibitively high sample complexity. Accordingly, only [85] use
RL with integrated tactile information by training the policy directly on a real robot
and using very simple tactile information. Additionally, the task is constrained during
training by having the object supported by an external surface that prevents it from
falling.
Constraining the manipulation task to instances where the object is in a supported
position (either by the palm of the robot or by an external support surface), such that
the object is less likely to be dropped during exploration, is common among several
proposed approaches [71, 48, 85, 63]. The use of such a constrain is justified by
the unwieldy nature of the transition function of in-hand manipulation tasks, even
in simulated environments. Indeed, if the robot is holding an object as in Fig. 4.1,
any exploratory action (a random perturbation to the current joint position) is likely
to make the object fall and thus terminates the trajectory after only a few number of
steps. We observed that such exploratory behavior could lead to premature conver-
gence of RL to poor local optima where the robot reinforces behaviors that throw the
object towards the target. This results in a short term accumulation of rewards at the
detriment of the longer term rewards. In addition, we observed that methods such
as the ones used in [63] to produce impressive results on a real robot with the object
supported the palm, are unable to learn the task when the support is removed.
(a) (b)
Figure 4.1.: The real (a) and simulated (b) Allegro hands that were used in our ex-
periments. The tactile information provided by the sensors on the real
platform is abstracted in simulation using our proposed hierarchical con-
trol decomposition.
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Figure 4.2.: Overview of an non-hierarchical policy network. The network takes joint
positions q, joint velocities q˙ and the target pose T as inputs, outputing a
set of perturbations to the current joint position umov .
To address both the learning of in-hand manipulation tasks with rich tactile feedback
and the relaxing of the support constraint, we propose a hierarchical control decom-
position that relies on a low-level composed of a set of stabilization controllers to
stabilize the object in-hand during the manipulation actions. These low level stabi-
lization controllers have the benefits of i) enabling the efficient learning of complex
in-hand movements in simulation by maintaining the object in the robot’s hand for a
longer period of time, transforming the transition function to a less unwieldy one and
ii) potentially allowing transfer of policies learned in simulation to physical environ-
ments by abstracting tactile information and letting the upper level policy be solely
defined on joint information. The stabilization controllers are the independent finger
stabilization controllers introduced in Chapter 3. We show that with the proposed
hierarchical decomposition RL methods are able to learn complex and generalizable
manipulation actions, provided that the finger stabilizers keep the objects withing the
grip.
4.2 Hierarchical Control Decomposition for In-Hand Manipulation
In order to learn general manipulation policies in simulation, that can potentially
transfer to a physical robot, we propose a hierarchical control decomposition com-
posed of two control levels: a set of grip stabilization controllers running inde-
pendently on each finger and a manipulation movement policy that produces the
movement trajectory in joint space and trades-off between manipulation and stabi-
lization. We begin by defining the RL problem in a non-hierarchical fashion, follow
with a description of the stabilizers that compose the low-level of our proposed hi-
erarchical decomposition and showcase the differences between the non-hierarchical
and the hierarchical learning problems.
4.2.1 Reinforcement Learning Problem Definition
Given an initial grasp on an object, we consider the in-hand manipulation task of
translating and/or rotating the object to a target pose. We phrase this problem as
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a Markov Decision Process (MDP), defined by the quintuple (S,A,R, P,γ), where S
is a state space, A the action space, P(st+1|st , at) the transition probability, R(st , at)
its associated reward, and γ is the discount factor. In a non-hierarchical RL setting
(NH-RL), the state space is comprised of joint positions q, joint velocities q˙ and target
pose T . The action space is the set of perturbations to the current joint position umov,
constrained by a maximum tolerated velocity. The structure of the non-hierarchical
neural network policies is depicted in Fig. 4.2. The reward R(st , at) is inversely pro-
portional to the distance between the current and target object coordinates.
Let pi be a stochastic policy giving the probability pi(a|s) of executing action a ∈ A
in state s ∈ S. Let the Q-function be Qpi(s, a) = IE
∑∞
t=0 γ
tR(st , at) | s0 = s, a0 = a

,
where the expectation is taken w.r.t. all random variables st and at for t > 0. Let
Vpi(s) = IEa∼pi [Qpi(s, a)]. The goal of RL is to find the policy maximizing the policy
return J(pi) = Vpi(s0) where s0 denotes some initial state (an initial grasp in our case).
4.2.2 Independent Grip Stabilization Control
The stabilization controllers that compose the base control level where introduced
in [86], and are deployed on each finger independently. By interpreting the tactile
signals provided by the BioTac sensors [91], these independent finger stabilizers (IFS)
locally avoid predicted slip events. This allows them to keep objects stable within
multi fingered grips while not being constrained to a particular grasp configuration
or a particular distribution of force between the fingers. In a hierarchical setting,
the main task of the stabilizers is to ensure grip stability throughout the manipulation
action. Formally, provided with a label ct+τ f ∈ [slip,¬contact, contact] from a learned
tactile based slip predictor, the levels of a leaky integrator are adjusted as follows
yt = αyt−1 + (1−α)L (4.1)
where α is the leakage at each time step and
L =
¨
1 if ct+τ f = slip,
0 otherwise
(4.2)
is the integrator input. The integrator value is then used by the stabilizer to regulate
the desired task-space velocity in the contact normal direction, i.e.,
vstab = Nt yt , (4.3)
where Nt is a unit vector pointing in the contact normal direction. In short, the in-
tegrator changes with the predicted contact state, accumulating its response when
slip is predicted and leaking if contact. Finally, the stabilization disturbances to the
joint positions of the i-th finger uistab are calculated using inverse kinematics. There
are three differences in implementation pertaining to these controllers between the
simulated and real robot environments. The first, is the manner in which the normal
contact direction is acquired. In simulation, the contact normal is acquired via the
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Figure 4.3.: Overview of the high level policy network that produces the manipula-
tion movements. As in the NH-RL case, the network takes joint positions
q, joint velocities q˙ and the target pose T as inputs but now also receives
leakage y and leakage variation ∆y information. The movements are
once again represented by a set of perturbations to the current joint po-
sition umov . The network now also outputs the merging coefficients αi
between the movement commands umov and each of the stabilizers re-
sponses uistab.
simulator’s collision engine while the real robot estimates it via the weighted average
of the normal directions of the electrodes. The weights are the activations of each
electrode as described in [92]. The second difference concerns the intensity of the
stabilizer response. Due to fluctuations of the fluid of the real sensors, pressure val-
ues might indicate that there is no longer contact for one time step, creating jerky
responses. As in [86], the controllers of the real robot do not immediately stop when-
ever contact is lost, but have their response smoothly reduced over a period of 200
ms. The final difference concerns the slip signals used by the stabilizers. In simula-
tion, slip signals are provided by a perfect slip detector, that observes the changes in
relative position and orientation between the fingertip and the object to detect slip. In
the real robot, slip is predicted from learned tactile based slip predictors, as described
in [86], and a prediction window τ f of ten is used.
The stabilization controllers are independent of the nature of the manipulation task
(e.g. nature of the manipulated object, target coordinates or type of initial grasp) and
do not need to be learned. Most importantly, they provide an abstraction to the tactile
information provided by the sensors, allowing the high level movement policy to not
depend on tactile information while the overall system still reacts to tactile feedback.
Being able to learn movement policies with information that is readily available to
both the simulated and the real robot potentially facilitates the transfer of policies
between the two.
4.2.3 In-hand Manipulation Movement Policy
To generate the manipulation movements, a high-level policy piθ , parameterized by
the weights of a neural network θ , is learned in a simulation environment depicted
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Figure 4.4.: The proposed hierarchical structure. The movement policy has access to
joint positions q, joint velocities q˙ target pose T , and the internal state
variables of each of the individual stabilizers yi and ∆yi. To each sta-
bilizer, it transmits a set of joint perturbations uimov, that generate the
necessary finger movements, in addition to a coefficient αi used to merge
movement and stabilizing perturbations uistab, and generate the final com-
mand u∗i .
in Fig 4.1b. In contrast to the NH-RL case, in the hierarchical RL (H-RL) setting,
the new state space S′ is not only comprised of joint positions q, joint velocities q˙
and target pose T but also includes the leakage y = [y1, ..., y4] and the leakage
variations ∆y = [y1t − y1t−1, ..., y4t − y4t−1] of all the finger stabilizers. The action
space is also different, with the new action space A′ = A× [0,1]Nfing , now including a
set of Nfing uni-dimensional merging coefficients αi, where Nfing is the total number
of fingers, in addition to the movement commands in the form of perturbations to
the hand’s joint positions umov, that were already included in the action space A.
The merging coefficients αi regulate the combination of both perturbations, u
i
stab and
umov, to compose the final action. Letting ustab be the combined response of each
individual finger
u∗ = αumov + (1−α)ustab. (4.4)
Fig. 4.3 depicts the high-level movement policy of the H-RL setting while Fig. 4.4
provides an overview of the proposed hierarchy. The latter also re-emphasises the
fact that low-level is designed both in simulation an on the real robot, allowing the
high-level policy to rely solely on joint space information.
An important set of hyper-parameters in our hierarchical decomposition is the initial
distribution of each αi, in order to obtain maximum variability in the trajectories of
the initial policy and facilitate the RL process. Low values of αi have the desired
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effect of stabilizing the grip but dampen the variability of the initial trajectories. Sim-
ilarly, high values of αi produce trajectories with low variability as the object falls
almost immediately. To find an appropriate trade-off we manually tune the hyper-
parameters governing the distribution of α by visual inspection of the resulting initial
policy in simulation. The resulting distribution for each αi is a Gaussian with mean
0.5 and a variance of 0.25. By centering the distribution at the transition point be-
tween the stabilization and the movement perturbations, we allow for exploration
movements with stabilizer compensation. The variance being relatively low prevents
sudden shifts from full movement to full stabilization perturbation and vice-versa.
Any RL algorithm can be applied to this hierarchical decomposition as the actions
are not time-extended. Learning proceeds as follow: at the start of an episode a
random target coordinate is sampled and the policy is executed until the object falls
or ten seconds have elapsed. Upon collection of the trajectories we use TRPO [76] to
update the neural network policy depicted in Fig. 4.3. In our experiments, the same
implementation of TRPO [23] is used to compare both NH-RL, and the proposed H-RL
to in-hand manipulation.
4.3 Experimental Evaluation
Using a simulated environment, we evaluate the efficiency of our proposed H-RL
when compared to NH-RL. We also analyze how the learned H-RL policies generalize
to other manipulation actions. Finally, we present preliminary results on transferring
H-RL policies learned in simulation to a real robot platform.
4.3.1 Experimental Procedure, Testing Platform and Tactile Sensors.
All experiments are performed either on a simulated or real version of the Al-
legro Hand that is equipped with BioTac fingertip sensors (SynTouch Inc., www.
syntouchinc.com). The Allegro Hand (Wonik Robotics GmbH, www.simlab.co.kr),
is a four fingered hand with four joints per finger, for a total of 16 actuated degrees
of freedom. With the exception of the thumb, all fingers have two metacarpal joints
(rotation and flexing), a proximal joint and a distal joint. The thumb does not have
a distal joint having an abduction joint instead. A PD controller was used to control
the robot joint positions with a control loop that runs at 300 Hz.
BioTac tactile sensors [91] were used as fingertip sensors. The sensors provide multi-
modal responses composed of low and high frequency pressure (Pdc and Pac) cap-
tured by a pressure transducer, local skin deformations (E) acquired through local
impedance changes measured by 19 electrodes scattered across the sensors core sur-
face, as well as temperature and thermal flow (Tdc and Tac) measured by a ther-
mometer. All data channels of the sensor are sampled at a rate of 100 Hz. The high
frequency pressure is sampled in batches of 22 values at the same frequency. Con-
sidering all channels and the Pac batch data, the sensors outputs a total of 44 values
every 10 ms.
The PyBullet simulation environment [17] is used to simulate the hand and the fin-
gertip sensors. The PD control gains of the hand were tuned in simulation to emulate
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(a) (b)
Figure 4.5.: The real (a) and simulated (b) objects used in our experiments. The ob-
jects are a subset of the YCB object and model data set [12]. Since the
stabilizers implemented here have a fixed response along the normal di-
rection, the chips can of the data set was replaced by a similar but empty
chips can in order to avoid manipulating heavier objects.
the behavior of the real hand. The BioTacs are not simulated. Instead information of
contact force and normal direction is obtained directly from the collision engine. In
addition to the simulated slip stabilizers, a simplified version of the stabilizers where
a constant desired velocity factor β is used for comparison
uistab = βNi. (4.5)
All experiments are performed on a subset of objects from the YCB object and model
set [12], either simulated or on the real robot, as shown in Fig. 4.5.
The simulation experiments considered three possible initial configurations: two fin-
gered grasps for the green Lego brick, the golf ball and the marker, three fingered
grasps for the Rubik’s cube, the baseball and the tuna can and finally four fingered
grasps for the screw-driver box, the small football and the chips can. Each of these
stating configurations served as the initial pose for four different manipulation move-
ments. These movements were sampled at the beginning of each trial different target
positions and target orientations, both with respect to the initial object position. The
position targets are sampled from a set of two positions, attempting to move the object
by 2cm to the edge of the work space with respect to the y axis. The hand is oriented
such that x is the axis moving away from the palm, y the axis pointing from the palms
to the fingers when the fingers are in a stretched position, and z is the height. Rota-
tion targets are either positive or negative pi/4 rotations around the initial position
with the sign sampled uniformly at random. Having four combinations at the edge
of the work space allows all target poses to be consistently observed every episode,
simplifying the learning process while potentially allowing the policy to generalize to
other intermediate poses. Five learning trials were performed for each combination
of manipulation/object configuration and target movements with 50 million samples
per trial.
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Figure 4.6.: Cumulative reward curves for H-RL and NH-RL, both trained with TRPO.
H-RL outperforms NH-RL for smaller objects but the gap in accumulated
rewards significantly decreases with object size, with NH-RL showing sim-
ilar or slightly higher accumulated reward values for larger objects.
Regarding the learning process, the reward function R is given by
R(st , at) = F(Per r +Oer r)− acost − _acost − d (4.6)
where Per r and Oer r respectively correspond to the position and orientation terms
Per r = e
(pcur r−pdes)2 (4.7)
Oer r = e
(ocur r−odes)2. (4.8)
In order to produce structured manipulation movements, we enforce that the number
of fingers in the initial grasp is maintained throughout the manipulation action. This
is achieved via F , a ratio between the number of fingers initially in contact with the
object K and the current fingers in contact with the object
F =
1
K
K∑
k=0
fk (4.9)
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Figure 4.7.: Evolution of the average trajectory lengths achieved by both NH-RL and
H-RL with the number of learning episodes. The critical effect of the RL’s
exploratory actions is evident for smaller objects, where NH-RL is unable
to increase the trajectory length, and hence unable to learn.
where fk equals one if kth finger is in contact and is zero otherwise. We also wish
to enforce smooth movement during the manipulation action. We do so by applying
costs acost and _acost on the velocity and acceleration respectively
acost =
J∑
i=0
(ait)
2 (4.10)
_acost =
J∑
i=0
(ait − ait−1)2 (4.11)
where J is the number of joints. Finally, d is a negative penalty given when the object
is dropped.
In addition to the previous reward terms, a specific term is added to the reward
calculation in the H-RL setting. This term is an additional cost
_αcost =
Nfing∑
i=0
(αit −αit−1)2 (4.12)
applied on the variation of the αi. It serves to penalize policies that shift very abruptly
between stabilization and movement commands.
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4.3.2 H-RL vs. NH-RL
We compare the average accumulated reward achieved by NH-RL and by our pro-
posed hierarchical decomposition H-RL, respectively represented by the blue and
orange curves in Fig. 4.6. Results show that H-RL performs better or on par with
NH-RL for all objects. For larger objects such as the football, the screwdriver box
and the chips can, exploratory actions that cause the object to shift in-hand are
not as detrimental to the learning episode, as the size of the object allows it to be
re-grasped before being dropped. This behavior is shown by a clear correlation be-
tween the difference in performance of the two approaches and the size of the object
and/or the number of fingers involved in the manipulation action. The impact of bad
exploratory actions on the learning process increases as the objects size decreases,
rendering NH-RL unable to learn movement policies for smaller objects, while H-RL
can learn movement policies for all objects. Moreover, these results are additionally
emphasized by the evolution of the trajectory length (number of actions taken before
the object is dropped or the maximum number of actions is reached) during learn-
ing, shown in Fig. 4.7. The average trajectory length for NH-RL policies remains very
close to zero in all experiments with smaller objects, where exploratory actions have
a critical effect on the movement. In addition to size, the initial grasp configurations
can also greatly influence the outcome of the learning. This is the case for the foot-
ball and the baseball, where one of the fingers is slightly underneath the object as
depicted in Fig. 4.8, serving as support for the exploration actions.
The effectiveness of the policies learned by both approaches also substantially differs.
While NH-RL is capable of learning policies for the partially supported and for the
larger objects, the resulting policies are only capable of maintaining the objects in-
hand without any consistent movement towards the target pose. In contrast, the H-RL
policies are capable of consistently reorienting the objects to the correct orientations,
despite maintaining the initial position error. This behavior, shown in Fig. 4.9 for
the lego block, is observed for both the cubic objects and the cylindrical objects. The
spherical objects are on kept stable in-hand, with no consistent reduction of position
or orientation errors. This behavior results from all the contacts being simulated as
contacts between fully rigid objects. This form of contact simulation is particularly
(a) (b)
Figure 4.8.: Initial grasps for (a) the baseball and (b) the mini football. In both cases,
one of the fingers is slightly under one of the spheres, acting as a support-
ing surface and minimizing the effects of the exploratory actions.
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relevant for spherical objects where very fine contact management is necessary for
repositioning the object.
Finally, we show the effects of the F term enforcement, where we wish to keep all
fingers of the initial grasps involved in the manipulation action. The evolution of the
F term with the learning process shown in Fig. 4.10 indicates that the ratio between
initial and used fingers increases with the number of episodes, converging to values
near the maximum value of one, where all fingers in the initial grasp take part in the
manipulation action.
4.3.3 Transfer on the real robot.
Several policies were tested on the real robot in order to assess their transfer capa-
bilities. In Fig. 4.11, the movements produced by two policies for the lego block are
depicted. Policies transferred with no further learning on the real robot, displaying
similar movements to the ones observed in the simulation environment. While poli-
cies correctly transfer to the real robot, the movements are hindered by inaccuracies
in the estimated contact normal and by noise on the slip predictors. These estima-
tions are fairly robust for small movements but quickly diverge once contact positions
considerably shift. This behavior results in policies executing the desired movements
but, once the movement imposed by the upper level policy finishes, and most of the
control response is attributed to the stabilizers, the object often is dropped from the
grasp. This can potentially be improved by using more advanced normal estimation
methods.
4.4 Conclusion
We have proposed a hierarchical decomposition for the in-hand manipulation prob-
lem in order to enable learning policies for manipulating unsupported objects. The
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Figure 4.9.: The average behavior of the H-RL movement policies for the lego. The
solid lines represent mean and the dashed lines the individual trials. While
the position error is maintained throught the movement execution, the
orientation error is consistently reduced.
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Figure 4.10.: Evolution of the F enforcement term with the learning episodes. With
F converging to one, all fingers that compose the initial grasp are main-
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Figure 4.11.: The behavior of two policies trained on the simulator and transferred to
the real robot with no additional training. The movements consist of a
clockwise (a) or counter clockwise rotation of the object along the axis
perpendicular to the palm.
policies learned in simulation were transferred to a real robot platform where simi-
lar manipulation movements are observed. Our decomposition is based on low-level
per-digit stabilizing controllers that effectively incorporate tactile feedback to ensure
a stable grip during object manipulation and a high-level policy that coordinates digit
movement and modulates the influence of the individual low-level controllers. Our
decomposition allows for efficient training of high-level policies for dexterous manip-
ulation in simulation on a range of different objects, achieving faster learning and
higher rewards than its non-hierarchical counterpart. By abstracting and encapsu-
lating tactile feedback in the lower-level controllers, the hierarchical decomposition
enables direct transfer of policies that were trained in simulation to a physical system.
An interesting direction for future work is to explore the possibility of learning a single
policy that is able to perform all achievable translations and rotations of the grasped
object by taking inspiration from recent developments in multi-task reinforcement
learning.
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5 Conclusion
In this thesis we have presented several methods for improving the dexterous in-hand
manipulation skills of robots. Here we provide a summarized version of each of these
methods as well as potential future work directions.
5.1 Summary
As a first step towards dexterous in-hand manipulation, we begun by presenting an
approach for predicting slip from high dimensional tactile information in Chapter 2.
The predictors allow stabilization controllers to avoid the occurrence of slip via antic-
ipatory reactions, improving the stability rates when compared to slip detection based
stabilization controllers that react to slip after it occurs. We showcased the relevance
of each tactile information channels for the prediction of slip and showed that the
predicted slip signals can generalize across multiple objects, allowing the controllers
to stabilize previously unknown objects. Finally, we showed that the predicted slip
signals are robust to noise by having an object be jointly stabilized between a human
and a robot.
Using the proposed slip predictors, and moving to a multi-finger setting, in Chapter 3
we showed that stable multi-fingered grasps can emerge from a set of independently
controlled fingers. We demonstrated how, despite no explicit coordination between
the finger controllers, coordinated stabilization movements emerged as each con-
troller uses its tactile feedback to perceive perturbations that compromise the stability
of its own interaction with the object. With each controller optimizing local stability
and by ensuring smooth responses for each of the individual controllers, several ob-
jects were stabilized in-hand, with no required changes to the individual controllers
when changing object and no enforcement of a specific grasp pose or of a specific
force distribution between fingers. The reactive nature of the controllers makes the
achieved grips very robust to external perturbations applied to the object or to the fin-
gers and simple in-hand manipulations were demonstrated in a master-slave context,
where a human master perturbs the fingers in order for the object to be manipulated
while the individual grip stabilizers ensure the object is not dropped.
Following the results achieved via the master-slave operation in Chapter 3, we pro-
posed a hierarchical control decomposition for the in-hand manipulation problem,
which we have presented in Chapter 4. The hierarchy is composed of two controlled
layers, high-level movement policy learned through reinforcement learning and a
low-level composed of a set of independent grip stabilization controllers. We show
that the proposed decomposition enables the learning of complex movements in sce-
narios where non-hierarchical reinforcement learning fails to learn. In addition, the
low-level controllers function as an abstraction layer for the tactile information ac-
quired by the sensors, and the design of similar low-level controllers in simulated
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environments was shown to enable the transfer of high-level polices learned in simu-
lation directly to the real platforms.
The combined methods proposed in this thesis demonstrate a successful integration
of rich tactile information onto the feedback loop of dexterous in-hand manipulation
control policies. While not a complete solution for the problem, the presented efforts
focused on generalization, robustness and addressing the full complexity of the prob-
lem, aspects we believe to be crucial to achieve a general and complete solution to
dexterous in-hand manipulation.
5.2 Future Work
While several possible avenues for future work can be considered, considering the
previously presented methods, further exploration of tactile information can be con-
sidered the most general direction. While currently all approaches revolve around
the prediction of slip, other types of information provided by the sense of touch are
not considered. Information on other events such as making or breaking contact,
as well as estimated object properties could be useful for all control hierarchy lev-
els. The same hierarchy that benefits from the additional tactile information, allows
the full complexity of the dexterous in-hand manipulation problem to be distributed,
hence facilitating the integration of higher dimensional tactile signals in lower layers
without overbearing consequences. Thus, hierarchical control schemes and the inte-
gration of increasingly rich tactile information seem to mutually benefit each other
while jointly contributing for general dexterous in-hand manipulation tasks.
More specific research avenues are also considered. For completely reorienting an
object in-hand, manipulation policies might have to consider breaking the contact be-
tween the objects and a subset of the involved fingers in order to reposition these
fingers in such a way that the manipulation range is amplified. This commonly
denoted as finger gaiting and is currently not explored in our learned movement
policies. Despite this, the modular nature of the individual controllers that compose
the low-level of our hierarchy as been shown to cope with such behaviors in the
master-slave experiments.
Another interesting aspect to be explored is the interaction between the control lev-
els in the hierarchy. This refers not only to which tactile data should be passed on
from the lower-level layers to the upper levels but also considering using anticipa-
tory and inhibitory signals between layers. As an example, during a manipulation
movement, the movement policies might want to partially inhibit the grip stabilizers
from increasing force, as the perturbations applied on the object are not to be con-
sidered undesired. On the other hand, anticipatory signals should be passed onto the
the stabilizer as the desired manipulation is ending, to guarantee object stability post
manipulation.
Finally, exploring other methodologies that allow all levels of the hierarchy to be ad-
justed, both on real and simulated environments, would allow for more synchronous
control to emerge between all control layers while still ensuring that several of these
layers can be modular in design.
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the center of the BioTac are displayed in blue while peripheral contacts
become progressively red as the distance to the center increases. . . . . 15
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2.7. Slip detection results showing (top) Fscore achieved by random forest
and spectral detectors for each feature and (bottom) mean and stan-
dard deviation across all objects for each of the classifiers. Plots for
the individual features show results for each object, comparing across
training strategies (single object S1, all objects S2 and leave one out
S3) introduced in Section 2.3.4. The Fscore for the proposed features
shows similar patterns across all objects and all strategies. Note that
the Fscore minimum for the spectral slip radial plot is zero in contrast
to 0.7 in the remaining plots. This is highlighted in the mean plots,
where the random forests and spectral detectors respectively show the
best and worst performances. . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.8. Traces of the ground truth labels and the labels generated by the ran-
dom forest and spectral slip detectors for one of the test trials. While
the random forests very accurately reproduce the ground truth results,
the spectral slip classifier is only able to detect the ground truth slip
transitions, failing to detect continuous slip. . . . . . . . . . . . . . . . . . 20
2.9. The mean Fscore and standard deviation obtained per feature for slip
detection. These results show the average performance jointly over
S1 and S2 (a) and when only considering S3 (b). The memoryless
and short term memory features outperform the long term memory
features with respect to the mean Fscore. When testing generalization
with S3, a significant drop of performance is observed for the features
of Chu et al. [16]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.10.The mean Fscore and standard deviation obtained per feature for slip
prediction with several prediction windows, τ f . These results show
the performance when only considering S3, hence testing how slip
prediction generalizes to novel objects. While the complex features
show better average results for low values of τ f , the delta features
show the top performance for τ f > 10, suggesting that the complex
features are not as suited for prediction. . . . . . . . . . . . . . . . . . . . 24
2.11.Stabilization success rates of the slip prediction based controllers for
each of the objects. The success rate represents the percentage of trials
for which the robot successfully stabilized the object. All predictors are
trained with a leave one out strategy S3. Different values of τ f are con-
sidered results are shown for each feature. The filled region represents
the performance of the controllers using the spectral slip classifier. It is
clear that the performance of all proposed features increases with τ f . . 25
2.12.Traces of the Pdc, the fingertip position along the contact normal and
the predictor responses during a trial of the grip stabilization against a
fixed plane experiment. The slip predictor used in this trial was trained
with the delta features and a prediction window τ f = 20. After an ini-
tial perturbation, the grip stabilizers adjust the position of the finger-
tip, moving it towards the table (in the negative direction of the axis)
whenever slip is predicted to occur. . . . . . . . . . . . . . . . . . . . . . . 26
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2.13.Mean and standard deviation of the success rates for the grip stabiliza-
tion experiments against a fixed plane experiments on the real robot.
The success rate represents the percentage of trials where the robot
successfully stabilizes the object, out of a total of 70 trials (10 per
object). By varying the prediction window τ f , we evaluate how the
ability to predict slip farther into the future impacts the stabilization
success rates of the controllers. While changes to τ f have no effect on
the controller using the spectral classifier, for all other controllers the
success rates clearly increase for larger prediction windows. . . . . . . . 27
3.1. The proposed independent finger grip stabilization controller was suc-
cessfully evaluated on the Allegro Hand and on the Wessling Hand.
The fingertips of both hands are equipped with Syntouch’s BioTac or
Biotac SP sensors, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2. Test objects. The majority of the objects were from the YCB object set
[12]; only the tea box and the white plastic cup are not in the original
set. The training set (white arrows) included 4 objects only: a tuna
can, a plastic cup, a ball, and a tea box. . . . . . . . . . . . . . . . . . . . 34
3.3. Data from the index finger during a single, representative training trial.
The cartesian instantaneous velocity was calculated from differences
in finger end-effector position between two consecutive time steps. A
pressure threshold, TContact, and a movement threshold, TMovement, both
indicated with red dashed lines, were used to generate the slip ground
truth labels shown in the bottom panel. . . . . . . . . . . . . . . . . . . . 35
3.4. Stable grasps of a variety of objects. The specific grasp configurations
varied from trial-to-trial but always resulted in stable grasps. The pan-
els show (A) two-finger, (B) three-finger and (C) four-finger grasps
with the Allegro Hand and (D) two-finger, (E) three-finger and (F)
four-finger and five-finger grasps with the Wessling Robotic Hand. . . . 36
3.5. Pressure and force profiles. A comparatively light object (plastic mug;
blue lines) or a heavy object (cracker box; red lines) was grasped five
times with the Allegro Hand (A) and the Wessling Robotic Hand (B).
While all attempts resulted in stable grasps, the exact configuration
varied with the fingertip pressures and forces changing accordingly. . . 37
3.6. Responses to external perturbations. The panels show (A) the pres-
sure applied by the experimenter on the surface in the manner shown
in the insets, (B) the integrator response of the controller that drives
the fingertip velocities (C) the observed fingertip velocities and (D)
the applied fingertip pressures by the thumb, index and middle fingers
(yellow, blue and red lines). As each controller continuously predicted
the contact state 100 ms in the future, the output of their leaking in-
tegrators increased whenever a slip was predicted, otherwise allowing
the integrator output to decrease slowly to a minimum value. The in-
tegrator response determined the necessary fingertip velocity, thereby
implicitly managing the applied pressure against the object surface. . . 39
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3.7. In order to remove the human from the master-slave experiment, (a)
an experimenter provides demonstrations used to learn Probabilistic
Movement Primitives (PROMP) that (b) when reproduced on a box and
a cup move the index finger away and towards the object, creating a
finger gaiting motion. During PROMP execution, the remaining fingers
rely on the independent finger stabilizers to keep the object stable. . . 40
4.1. The real (a) and simulated (b) Allegro hands that were used in our ex-
periments. The tactile information provided by the sensors on the real
platform is abstracted in simulation using our proposed hierarchical
control decomposition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2. Overview of an non-hierarchical policy network. The network takes
joint positions q, joint velocities q˙ and the target pose T as inputs,
outputing a set of perturbations to the current joint position umov . . . . 45
4.3. Overview of the high level policy network that produces the manip-
ulation movements. As in the NH-RL case, the network takes joint
positions q, joint velocities q˙ and the target pose T as inputs but now
also receives leakage y and leakage variation ∆y information. The
movements are once again represented by a set of perturbations to the
current joint position umov . The network now also outputs the merging
coefficients αi between the movement commands umov and each of the
stabilizers responses uistab. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.4. The proposed hierarchical structure. The movement policy has access
to joint positions q, joint velocities q˙ target pose T , and the internal
state variables of each of the individual stabilizers yi and ∆yi. To each
stabilizer, it transmits a set of joint perturbations uimov, that generate
the necessary finger movements, in addition to a coefficient αi used to
merge movement and stabilizing perturbations uistab, and generate the
final command u∗i . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.5. The real (a) and simulated (b) objects used in our experiments. The
objects are a subset of the YCB object and model data set [12]. Since
the stabilizers implemented here have a fixed response along the nor-
mal direction, the chips can of the data set was replaced by a similar
but empty chips can in order to avoid manipulating heavier objects. . . 50
4.6. Cumulative reward curves for H-RL and NH-RL, both trained with
TRPO. H-RL outperforms NH-RL for smaller objects but the gap in accu-
mulated rewards significantly decreases with object size, with NH-RL
showing similar or slightly higher accumulated reward values for larger
objects. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.7. Evolution of the average trajectory lengths achieved by both NH-RL
and H-RL with the number of learning episodes. The critical effect of
the RL’s exploratory actions is evident for smaller objects, where NH-RL
is unable to increase the trajectory length, and hence unable to learn. . 52
68
4.8. Initial grasps for (a) the baseball and (b) the mini football. In both
cases, one of the fingers is slightly under one of the spheres, acting
as a supporting surface and minimizing the effects of the exploratory
actions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.9. The average behavior of the H-RL movement policies for the lego. The
solid lines represent mean and the dashed lines the individual trials.
While the position error is maintained throught the movement execu-
tion, the orientation error is consistently reduced. . . . . . . . . . . . . . 54
4.10.Evolution of the F enforcement term with the learning episodes. With
F converging to one, all fingers that compose the initial grasp are main-
tained throughout the duration of the movement trajectory. . . . . . . . 55
4.11.The behavior of two policies trained on the simulator and transferred
to the real robot with no additional training. The movements consist
of a clockwise (a) or counter clockwise rotation of the object along the
axis perpendicular to the palm. . . . . . . . . . . . . . . . . . . . . . . . . . 55
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