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Abstract
Convolutional neural networks model the transformation
of the input sensory data at the bottom of a network hier-
archy to the semantic information at the top of the visual
hierarchy. Feedforward processing is sufficient for some
object recognition tasks. Top-Down selection is potentially
required in addition to the Bottom-Up feedforward pass. It
can, in part, address the shortcoming of the loss of location
information imposed by the hierarchical feature pyramids.
We propose a unified 2-pass framework for object segmen-
tation that augments Bottom-Up convolutional neural net-
works with a Top-Down selection network. We utilize the
top-down selection gating activities to modulate the bottom-
up hidden activities for segmentation predictions. We de-
velop an end-to-end multi-task framework with loss terms
satisfying task requirements at the two ends of the network.
We evaluate the proposed network on benchmark datasets
for semantic segmentation, and show that networks with
the Top-Down selection capability outperform the baseline
model. Additionally, we shed light on the superior aspects
of the new segmentation paradigm and qualitatively and
quantitatively support the efficiency of the novel framework
over the baseline model that relies purely on parametric
skip connections.
1. Introduction
In both human and machine vision systems, two direc-
tions of information flow have been commonly considered,
a data-driven or feedforward direction (Bottom-Up), and a
reverse direction (Top-Down) that has a predictive, control-
ling or modulatory role. In the Bottom-Up (BU) pathway,
the sensory input data is processed and sequentially trans-
formed into high-level semantic information such that some
task criterion is satisfied at the inference phase, while during
the training phase, the error gradient signals are calculated
according to a loss function and gradients are propagated
down to the early layers for the updating of the network’s
weight parameters. Convolutional neural networks model
the BU pathway for visual tasks such as object classifica-
tion, detection, and segmentation.
The TD pathway, on the other hand, inherently character-
izes modulatory and controlling roles and leverages selec-
tion mechanisms. TD selection approaches have been used
for tasks such as object localization, object segmentation,
and network visualization. Selective Tuning [27, 26] is a
computational model of visual attention, and is an early at-
tempt to establish the applicability of a TD selection pass
along with a BU feedforward pass for basic visual tasks
in dynamical networks. Selective Tuning of convolutional
neural networks (STNet) [2] has proposed to formulate a
neural network framework with a selective TD mechanism
and is evaluated for the object localization task. STNet val-
idates the effective role of the TD selection pass to localize
relevant regions covering the object features. In this work,
we investigate the role of TD selective attention in convo-
lutional neural networks and the feature modulation of BU
hidden activities for the task of object segmentation. We
attempt to complement the STNet-for-localization formula-
tion in this work with feature modulation of BU hidden ac-
tivities. This work strives to examine whether feature mod-
ulation derived from a TD selective pass is successful for
the demanding object segmentation task.
The purpose behind TD feature modulation is to select
and modify the data interpretations represented by the hid-
den BU activities. Therefore, for a subsequent processing
stage such as object segmentation, the TD selection patterns
modulate the BU feature encoding activities. As a result, the
subsequent segmentation process will benefit from both of
the densely-encoded bottom-up flow of information and the
sparsely-selective top-down patterns of modulation.
Dominant approaches for object segmentation are gen-
erally densely parametric in a fully-convolutional manner.
Multiple up-sampling convolutional layers are leveraged to
predict up-scaled category maps at the final segmentation
layer. Approaches such as skip connections, multi-level
feature augmentation, and discriminative attention are pro-
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posed to produce fine-grained segmentation. All such ap-
proaches enforce up-sampling of predicted score maps of a
pre-trained network through a number of parametric layers
in a purely feedforward manner. While they have reached a
promising performance level, we show the up-sampling part
does not need to be densely parametric. Rather, a success-
ful hierarchical TD selection through the BU network can
be helpful to modulate rich feature maps for segmentation
map predictions.
We propose the Selective Segmentation Network (SSN)
to systematically study the use of the TD selection pass
for the object segmentation task. SSN consists of the BU
pass that utilizes a typical convolutional neural network
with multiple layers of feature extraction. To deal with
the multi-instance and multi-scale issues in the experimen-
tal evaluation, we define a controlling module called Loose
Spatial Detection (LSD) that examines high-level semantic
information and loosely predicts the locations and scales at
which TD attention needs to be activated. Once important
locations and scales are determined, attention signals are
set and the TD selection pass is activated. The TD selection
mechanism has three stages of processing at each layer that
relies on two stages of local competitions and one stage of
normalization for gating activity propagation. Gating activ-
ities at each layer are computed and the selection is passed
to the lower layer until some early layer in the visual hier-
archy is reached.
The TD pass systematically computes selection patterns
over relevant hidden features of the BU network. We de-
velop our investigation around the hypothesis that the TD
selection patterns are reliable as a source of hidden feature
modulation for segmentation. We propose to have the infor-
mation flow of hidden feature activities modulated by the
TD gating activities into the segmentation pipeline for the
final output predictions. We study the effect of three types
of modulation at different stages of computation on the
prediction performance of SSN. The segmentation pipeline
forms a cascade of parametric blocks each consisting of a
number of processing units. Each block performs opera-
tions such as input feature modulation, channel reduction,
and parametric feature fusion. At each layer the modulated
input information from the BU and TD passes is integrated
into the segmentation pipeline and then using parametric
transformation is passed to the layer below. After a few lay-
ers, the final segmentation maps are predicted at the bottom
of the visual hierarchy.
SSN benefits from a multi-task formulation. We define
two loss functions: one at the top of the visual hierarchy
where the LSD module outputs the label predictions for
attention signal initialization and one at the bottom of the
visual hierarchy where the segmentation output maps are
generated. The former loss measures the capability of the
BU network and LSD module to jointly predict the starting
points for TD pass initialization. The latter loss measures
the performance of SSN to predict segmentation maps.
Learning in SSN has two phases: in the first phase, the
pre-trained parameters of the BU network and the uniformly
initialized parameters of the LSD modules are jointly fine-
tuned using the first loss function before being loaded into
the complete SSN framework. In the second phase, SSN
is loaded with the parameters obtained in the first phase,
and the entire segmentation network is trained with the two
loss functions using the Stochastic Gradient Descent (SGD)
algorithm.
SSN is qualitatively and quantitatively evaluated on the
visual task of semantic segmentation. Semantic segmenta-
tion [6, 9, 17, 8] is the task of predicting pixel-level category
labels given a pre-defined list of object classes. Unlike the
object localization task that outputs a number of bounding
boxes enclosing category instances, semantic segmentation
returns a segmentation map containing a category label at
each pixel.
We illustrate that SSN improves the baseline model for
the evaluation performance on three benchmark datasets:
Pascal VOC, CamVid, and Horse-Cow datasets. We con-
duct ablation studies to shed light on aspects of feature
modulation using TD selection such as feature entangle-
ment and noise interference. Experimental results reveal
that the modulatory nature of the TD pass helps to untangle
the underlying feature representations to some degree and
improves the results of the segmentation metrics under in-
put perturbation scenarios such as additive noise and box
occlusion.
2. Related Work
There are two main classes of previous research that are
related to our own, and a brief overview will be provided un-
der the headings of Semantic Segmentation and Top-Down
Approaches.
Semantic Segmentation: The Fully-Convolutional Net-
work (FCN) [19] has been a pioneer to introduce convo-
lutional encoder-decoder networks that benefit from para-
metric skip connections and fractionally-strided convolu-
tions to gradually up-sample in a parametric fashion the
output of the label prediction layer at the top of a regu-
lar convolutional neural network. The architecture imple-
ments an information bottleneck using the encoding net-
work which is basically an extension of a multi-layer clas-
sifier and the decoding network that up-samples the seman-
tic label predictions of the encoding network into the out-
put segmentation map. The FCN approach has been ex-
tended with novel approaches for performance improve-
ments [20, 4, 29, 7, 6, 14]. These approaches are mainly in-
volved with modifications and extensions such as novel net-
work architectures (e.g. residual networks [13]), addition of
extra parametric layers and dense connectivity, multi-scale
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Figure 1: Illustration of the modular information flow of the
Selective Segmentation Network (SSN) at each processing
stage of the inference and learning phases. The stages in
orange belong to the inference phase at which given some
unknown test image, the predicted segmentation outputs are
returned. The stages in yellow represent the learning phase
at which SSN parameters are learned. The text provides
details for each of the figure panels.
augmentation, and multi-level supervision to improve the
segmentation prediction accuracy specially for small and
fine-detailed objects. These approaches have shown suc-
cess in terms of the evaluation performance metrics. We
attempt to study the complementary role of Top-Down se-
lection to such encoder-decoder frameworks. Furthermore,
unlike the FCN model, the skip connections are no longer
densely merged into the decoding segmentation pipeline.
The modulation of hidden activities using the TD activities
is introduced in this work in the hope of achieving higher
performance results and robustness to out-of-distribution in-
put perturbations.
3. Selective Segmentation Network
The Selective Segmentation Network (SSN) consists of
three major processing units: the BU network, the TD net-
work, and the segmentation network: 1) the BU represen-
tation is the core visual hierarchy that consists of multiple
parametric layers, 2) the TD selection mechanism produces
gating activities using attentional traces throughout the vi-
sual hierarchy, and 3) the attentive segmentation network
modulates hidden activities with gating activities at a num-
ber of different levels and merges them into a unified repre-
sentation with gradual up-sampling for the final segmenta-
tion prediction. We are going to provide a procedural model
overview in Sec. 3.1 explaining different stages of process-
ing in SSN at the inference and learning phases briefly. In
the subsequent sections, each stage will be explained with
mathematical formulation and implementation details.
3.1. Method Overview
Fig. 1 demonstrates the computational stages of SSN at
the inference and learning phases. We first begin with the
stages involved in the inference phase and then move on to
the learning phase. In the inference phase the information
flows into SSN sequentially as follows. In Fig. 1 (a), the
BU feedforward feature representation is defined by a con-
volutional neural network. The input image is transformed
by multiple feature extraction layers into semantic informa-
tion for some particular task prediction. Details are given in
Sec. 3.2. In Fig. 1 (b), the LSD module is defined to deal
with the multi-instance and multi-scale issues in semantic
segmentation. The objective of LSD is to predict the top
output units at which TD selection mechanisms need to be
activated. Details are given in Sec. 3.3. In Fig. 1 (c), based
on the prediction scores returned by LSD, the attention sig-
nal initialization unit determines the positions and scales to
which attention must be deployed. We propose three differ-
ent initialization strategies for which the details are given
in Sec. 3.4. In Fig. 1 (d), TD selection begins from the
initialization signal and traverses downward in a layer-by-
layer manner. TD selection at each layer produces gating
activities representing feature importance across spatial po-
sitions and channels. They influence the flow of hidden ac-
tivities into the segmentation network. Details are given in
Sec. 3.5. In Fig. 1 (e), the last stage of the inference phase
is the segmentation prediction. At this point, both of the
BU hidden and TD gating activities are produced for the in-
put image and are the input to the segmentation pipeline.
It has multiple levels of feature modulation, channel reduc-
tion, feature fusion, and spatial up-sampling. Further details
are given in Sec. 3.6.
In the learning phase, we deal with the optimization of
the SSN parameters for semantic segmentation given the
new input data domain and task requirements. In the first
learning stage as depicted in Fig. 1 (f), LSD pre-training
is defined to adapt the feature representation of the BU net-
work according to the LSD layers prior to the segmentation
stage. In Fig. 1 (g), in order to optimize the BU and LSD pa-
rameters, proper target variables need to be produced from
the provided ground truth bounding boxes. The LSD pre-
Figure 2: Illustration of SSN consisting of multiple parts such as the feedforward BU representation, the classification LSD
module, the TD selection network, and the up-sampling segmentation pipeline. Arrows show the information flow from one
part to another part at the learning phase. The input and output at each stage are labeled using the variables which are defined
in the subsequent sections.
training and anchor generation are explained in detail in
Sec. 3.7. In Fig. 1 (h), the full SSN model is trained in
the multi-loss setting using the LSD and segmentation loss
functions. The former sits at the top of the hierarchy while
the latter is at the bottom. The ground truth segmentation
mask is the target variable used for the segmentation loss
function. Details for the multi-loss setting are given Sec.
3.8.
Fig. 2 illustrates different parts of SSN in the learning
phase all together, the information flow from one process-
ing unit to another one, and the outputs at the top and the
bottom of the hierarchy in more details. The input and out-
put at each stage are labeled using the notations developed
in the subsequent sections. It also depicts the joint loss func-
tion for the training of the entire network in an end-to-end
manner using the SGD optimization algorithm. In the fol-
lowing, we explain the sequence of computational stages
for the inference and learning phases in more detail.
3.2. Bottom-Up Feature Encoding
Information processing in SSN begins with the BU net-
work that encodes the low-level input sensory data into
high-level output semantic information at the top of the net-
work. The BU network consists of multiple layers of feature
extraction such as convolutional layers, non-linear transfer
functions, and pooling layers. The spatial resolutions of
the output maps throughout the network are gradually de-
creased while the feature channel size is increased. BU lay-
ers are defined according to a pre-defined network architec-
ture such as AlexNet [15] or VGG-16 [24]. Part (a) of Fig.
1 illustrates the BU feature encoding as the first stage in the
inference phase.
The training set D = {(xi, yi)}Ni=1 contains N sam-
ples such that each sample consists of an input image
x ∈ R3×H×W and the ground truth y. The ground truth
y = (yB , yS) contains the bounding box annotations yB of
the category instances in the input image and the segmen-
tation target mask yS ∈ R1×H×W , where H is the input
image height, W is the input image width. A pixel element
on the segmentation mask at the vertical and horizontal po-
sition (h,w) has a category label yBhw ∈ {0, 1, . . . ,K − 1}
for K different category labels including the background
label 0. The BU pass consists of a multi-layer feedforward
convolutional network
h = f(x;WBU ), (1)
where f is a cascade of neural network layers, such as con-
volutional and pooling layers, and is parameterized with the
set of connection weights WBU depending on the underly-
ing network architecture, x is the input image to the net-
work, and h ∈ RCf×Hf×Wf is the hidden activity map at
the top of the network with feature channel size Cf and
spatial size Hf ×Wf . In a nutshell, the BU pass gradually
transforms the raw input data using a number of paramet-
ric layers into a high-level semantic information for label
predictions.
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Figure 3: The BU network defined using the AlexNet and
VGG-16 convolutional neural network architectures on the
right and left respectively. The green box over the input
image is the total receptive field size of a unit on the top
feature map h. Blue boxes are pooling layers and the black
boxes are convolutional layers with ReLU activation func-
tions. Since the total receptive field size is smaller than the
input image size, the top feature maps have size of greater
than 1.
3.3. Loose Spatial Detection
The BU network is initially loaded with a network
trained for object classification on Imagenet benchmark
dataset [23]. The definition of object classification is to
recognize one single category instance in the input image.
Thus, there is always one instance of one category in the in-
put image. Consequently, classification models are required
to return one single label output for an input image. The
output unit apparently has a total receptive field as large as
the input image size so then the entire image is covered. In
object detection [23] and semantic segmentation [9], on the
other hand, this is no longer the case and the input image is
defined to have larger spatial size and may contain multiple
instances of different object categories at various spatial lo-
cations and scales. Namely, the input data domain in these
two tasks has multi-instance and multi-scale characteristics.
As a result, the multi-instance and multi-scale aspects must
be addressed by detection and segmentation models. Ob-
ject detection approaches such as FRCNN [22] and SSD
[18] devise sliding-window approaches on the feature em-
bedding space at the top of the visual hierarchy to produce
label predictions at all possible spatial positions. The multi-
scale issue in SSD [18] is addressed by defining multiple
classification output layers at different levels of the visual
hierarchy such that each has a wider receptive field and con-
sequently covers a larger portion of the input image and is
capable of predicting larger objects.
In this work, we also need to address the following as-
pects of the input data for semantic segmentation. SSN
needs to be able to trigger TD selection for the positions
and scales at which there are category instances. Follow-
ing the same modeling approach as in SSD, we propose to
deal with the multi-instance and multi-scale characteristics
in semantic segmentation using the Loose Spatial Detection
(LSD) module. It triggers the activation of the TD network
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Figure 4: Parallel (right) and Sequential (left) architecture
approaches to design the Loose Spatial Detection (LSD)
module. Each shade of blue represents a group of layers
with the intermediate layers li, the output prediction lay-
ers ci and the output score maps si. The top feature layer
is the last layer of the BU network that outputs the feature
maps h. The layer connectivity of the parallel and sequen-
tial choices along with the spatial size reduction from one
group to another is depicted schematically.
at different positions and scales. LSD is a controlling unit
that determines whether TD selection needs to start from an
output unit at a particular position and scale.
LSD contains C groups of parametric layers. In each
group, there are a number of convolutional and pooling lay-
ers and the last output prediction layer has a particular total
receptive field size and output spatial size. The total recep-
tive field size of a layer is a spatial span in the input image
space that a unit on the output maps of the layer covers. The
output of a layer has a 2D spatial size which is calculated
according to the hyperparameter settings of the layer. Set-
tings such as kernel filter size, marginal padding of the input
activities to the layer, and sub-sampling rate (stride) speci-
fies the spatial size of the output map. For instance, a layer
with kernel filter size 5 has a wider total receptive field size
in comparison to the kernel size 3. We define the combina-
tion and ordering of LSD layers in each group such that the
total receptive field size of the units on the output predic-
tion maps increases from the first group to the next while
the output map spatial size decreases respectively. This is
achieved using a combination of convolutional and pooling
layers with appropriate kernel size, stride, and padding val-
ues. Fig. 5 schematically demonstrates the outputs of an
LSD with three groups such that an node in the output score
map s1 has a smaller receptive field size while the number
of nodes is larger. As we move to the next two groups, the
receptive field size increases and the number of nodes in
the output maps decreases. As illustrated in Fig. 1 (b), the
LSD module is used right after the end of the BU pass of
information processing in the second stage of the inference
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Figure 5: The receptive field size of three LSD groups over
the input feature map h. The shades of blue represent the re-
ceptive field and the output score map of a particular group
of LSD layer.
phase.
h, the output of the final BU layer at the top of BU net-
work, is fed into LSD
s = c(h;WLSD), (2)
where s ∈ RK×A is the output score map with A units
such that at each unit, predictions for K category labels
are produced, and WLSD is the set of LSD weight param-
eters. LSD module c(h;WLSD) = {(li, ci)}Ci=0 adds C
extra groups of layers on top of the BU network where li
is the set of intermediate parametric layers in group i and
ci is the final output prediction (classification) layer return-
ing the output score map s such that s = {si}Ci=0, s ∈
RK×A, A =
∑C
i=0 |si|. |si| is the total number of output
units returned by the classification layer ci. We refer to the
last output layers in LSD as output prediction, discrimina-
tion, or classification layers interchangeably.
We propose to experiment with two possible approaches
to define the connectivity of layers in the LSD module as
illustrated in Fig. 4: the sequential and parallel architecture
designs depicted in the right and left parts respectively.
As the name of the two design choices imply, the LSD
output predictions are computed using a combination of
parallel or sequential groups of layers. In the former, the
C groups process the input feature maps h in a disjoint and
parallel manner while in the latter, a group with a larger re-
ceptive field sits on top of the other with a smaller receptive
field. Additionally, in the sequential case the parametric
feature representation is shared among all of the other un-
derlying groups by passing the output of one group as the
input to the next one. In the parallel design, on the other
hand, each group maintains a separate feature representa-
tion on top of the input feature maps h to produce the out-
put predictions. So the feature representation throughout
one group is not shared with the layers in another group.
In the sequential design, the set of intermediate layers li
not only pass information to the set of intermediate layers
li+1 of the next group but also feeds into the classification
layer ci to output label score maps si. Each unit in si re-
turns the confidence scores for K + 1 category labels. The
category with the highest score is basically the category for
which the TD selection needs to begin at this unit. Each set
of intermediate layers li = {ui, oi} contains a convolutional
layer ui with kernel size 1× 1 followed by a convolutional
layer oi with kernel size 3 × 3. In the parallel design, on
the other hand, each set li only feeds into the classification
layer ci and contains a number of convolutional and pooling
layers.
The parallel and sequential LSD types are schematically
demonstrated in Fig. 4 for three groups of layers. The out-
put h of the top feature layer in the BU networks is fed into
the groups of layers. Boxes in different shades of blue repre-
sent the set of intermediate layers li for i = {0, 1, 2}. They
output information into the final prediction layers ci for the
prediction of the score maps s. The output maps si are re-
turned by the prediction layer ci such that |si| < |si+1| the
output score map size of the first group is smaller than the
second and the second smaller than the third group.
3.4. Attention Initialization
Once the LSD module is finished computing the output
prediction tensor s, we need to determine the set of elements
for which the TD selection mechanisms need to be activated
in the third stage of the inference phase as illustrated in part
(c) of Fig. 1. We propose to experiment with three different
initialization strategies described in the following. The at-
tention initialization module receives the LSD output tensor
s and produces an initialization signal according to one of
the three strategies. The TD selection pass is initialized by
an input attention signal d such that d = {di|di ∈ RK}Ai=0.
d contains the same number of elements as s does and is ini-
tially a tensor of zero elements. The initialization strategy
determines the category for which the TD selection mech-
anism will be activated for a particular element di. This is
achieved by the one-hot encoding representation described
as follows. There might be elements for which there is no
TD selection activated.
Ground Truth Strategy: This strategy sets the elements
of the attention signal d to one according to the ground truth
anchor labels which are used for LSD prediction training
described in 3.7:
dGT = {dij = 1|j = ti}Ai=0, (3)
where ti holds a category label for which the anchor i is de-
termined to have the highest IoU with a ground truth bound-
ing box of an object of the category. The goal of this strat-
egy is to measure the performance of the LSD module to
activate the TD pass according to the ground truth target
values rather than the LSD output confidence scores.
Top-1 Strategy: This strategy is the most straightfor-
ward approach to initialize the attention signal. It finds the
category label of the maximum output score value and then
set the signal value for the category label to one:
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Figure 6: Illustration of the segmentation network with dif-
ferent parametric and modulation nodes. Each block re-
ceives the hidden (blue) and the gating (red) activity inputs.
The selective gating units modulate the hidden units at the
first node M . At each layer, after input fusion, information
is integrated into the main segmentation pipeline using the
second modulation node M . We conduct experiments on
three different types of modulations: addition, multiplica-
tion, and concatenation. The layer label subscript i is ne-
glected for the sake of brevity.
dtop−1 = {dij = 1|j = argmaxksik}Ai=0, (4)
in which si ∈ RK is the LSD score element returned by the
LSD module. The reliability of LSD is verified when the fi-
nal segmentation performance of SSN initialized using this
strategy is close to the ground truth strategy. It implies LSD
has learned to determine the units for which TD selection is
essential to be activated so then the segmentation network
benefits from a rich set of modulated features.
Thresholding Strategy: There is no purpose in impos-
ing the TD selection process in spatial regions where there
is little confidence that a target is present (this would be a
false alarm). Therefore, in order to reduce redundant TD
selection imposed by false alarms, we threshold the maxi-
mum confidence scores using a cross-validated thresholding
value θattention:
dθ = {dij = 1|j = argmaxksik, sij > θattention}Ai=0.
(5)
It reduces the redundancy in TD pass and consequently
lowers the interference imposed by misleading noisy fea-
tures for the segmentation pipeline. Additionally, this strat-
egy reduces the processing time required for the completion
of the TD selection pass and hence the overall SSN process-
ing time decreases. s contains the probability confidence
values ranging from zero to one. We cross-validate a range
of thresholding value θattention and find that θattention =
0.9 is tight enough to improve the segmentation accuracy
and maintain the TD selectivity. This value is used during
the experimental evaluation.
3.5. Top-Down Selection
The TD network computes the selection patterns through
which the gating of the BU activities into the segmentation
network is performed. The TD selection mechanisms are
activated using the attention signal initialization module.
Once the initialization signal tensor is set, the TD selec-
tion network starts processing the BU hidden activities to
compute the gating activities at each layer and then the se-
lection is passed to the layer below. This process continues
until the TD pass stops at some early layer of the visual hi-
erarchy. The information flow in the inference phase from
the initialization module to the TD network is illustrated
in part (d) of Fig. 1. Further details are given in Fig. 2
by depicting the TD selection mechanism at each layer and
the information flow from one layer to another layer in the
TD network. The gating information flows from the top
layers to the intermediate and early layers in the TD pass.
It is shown in STNet model [2] that the TD gating activ-
ities are sufficiently representative for object localization,
and we hypothesize that they are reliable to select features
for object segmentation. We experimentally support the hy-
pothesis and show that the gating activities indeed improve
the segmentation accuracy over the baseline model without
a similar gating mechanism.
We follow STNet [2] formulation for the TD selection
pass. The TD pass begins from the elements di, which are
set to one by the initialization module. Those that are zero
will not participate in the TD traversal. We define the TD
network as
g = n(d, h,WBU ,WLSD), (6)
in which n = {ni}Vi=J | gi = ni(gi+1, hi, wi) is a set of se-
quential TD layers called one after each other, d is the input
attention signal, h is the set of the BU hidden activities at
all layers, andWBU andWLSD are the set of kernel param-
eters of the BU network and the LSD module respectively.
At every TD layer, gi+1 and gi are the input and output gat-
ing maps respectively, hi is the hidden activity map passed
from the BU layer i, and wi is the kernel filter weights of
the BU convolutional layer. J is the penultimate layer in the
visual hierarchy such that gJ+1 = d, hJ = s and V is the
level at which the TD pass ends.
The selection mechanism ni is implemented by three
computational stages. All three stages are performed in the
local scope of the receptive field of a node. The computation
in the stages is based on the element-wise multiplication of
the hidden activities falling inside the receptive field and the
kernel filter weights. We call this set Post-Synaptic (PS) ac-
tivities hereafter. The first stage takes care of noise interfer-
ence reduction by running a competition among PS activi-
ties, and determining the set of winners. It has an adaptive
thresholding mechanism to implement a local competition
between PS activities. The second stage performs group-
ing and selection of the winners according to spatial and
statistical criteria for the convolutional and fully-connected
layers. Lastly, the third stage normalizes PS activities of
the selected group such that they sum to one and propagates
the gating activity proportional to the normalized PS values
to the localized gating units in the layer below. The gating
maps at each layer represent the selection patterns that will
be used for feature modulation in the segmentation pipeline.
3.6. Segmentation Prediction
The BU representation and TD selection integrate into
a unified pipeline in the segmentation network. The seg-
mentation network is defined to learn the spatial and feature
correlations of the modulated feature activities by paramet-
ric up-sampling of the feature planes for the final segmen-
tation predictions. Hidden activities in the BU layers repre-
sent input sensory data according to an optimization policy
such that an objective loss function is minimized. How-
ever, the spatial resolution is reduced along the visual hi-
erarchy due to the gradual increase in the receptive field
sizes and sub-sampling rates. Rather than adding paramet-
ric sub-sampling layers in a brute-force manner to generate
segmentation predictions similar to FCN-based approaches,
TD selection fills the gap between the spatial acuity and
semantic richness by computing selective gating activities
at each layer of the hierarchy. These activities are used to
modulate hidden activities in the spatial and feature dimen-
sions at multiple levels. Part (e) of Fig. 1 schematically
illustrates the information flow from the BU network for
feature encoding to the LSD for multi-instance and multi-
scale label predictions. Attention initialization and TD net-
work produce the selection patterns at multiple levels of the
hierarchy. Lastly, the segmentation network produces the
segmentation output maps through a number of parametric
layers. This is the last stage of the inference phase and the
segmentation output map is used to predict the category la-
bel of each pixel of the input image.
Fig. 2 shows that the segmentation network has a num-
ber of processing layers. Each layer receives two inputs one
from the corresponding BU layer and one from the corre-
sponding TD layer. The inputs are transformed, fused, and
up-sampled using a number of parametric building blocks at
each layer. All of these block are necessary to form a repre-
sentation given the inputs for the segmentation prediction.
Once the two BU and TD passes are completed, Infor-
mation is passed to the segmentation network
o = m(hi, gi;Wseg), (7)
in which m = {(bi, ri, pi, qi)}Mi=0 consists of M segmenta-
tion layers, Wseg is the set of segmentation weight param-
eters, hi and gi are the hidden and gating activities at layer
Network level 1 level 2 level 3
AlexNet
name conv3 3 pool2 pool1
input 256 192 64
b 128 96 48
r 128 96 48
q 96 48 32
VGG
name conv5 3 pool4 pool3
input 512 512 256
b 384 256 128
r 384 256 128
q 256 128 64
Table 1: The output channel size of computational units in
the segmentation layers is given for AlexNet and VGG at
three different levels. b, r, q are the units defined in 3.6.
i respectively, and o is the segmentation output map which
will be used in the segmentation loss function in Sec. 3.8.
The BU hidden activities hi and the TD gating activities
gi have two different data distributions, one is densely ac-
tive and the other sparsely active due to the selective nature
of the TD mechanisms. Therefore, the parametric layers
obi = bi(b
BU
i (hi,W
BU
seg ), b
TD
i (gi,W
TD
seg )) are used to learn
an appropriate transformation of the two inputs before the
TD modulation of BU activities. Three types of modula-
tion are defined for the fusion of the TD and BU activities:
b(u, v) = u  v| ∈ {⊕,,	}, ⊕ tensor summation, 
tensor multiplication, 	 tensor concatenation.
After the modulation unit bi, there is a parametric
layer ori = ri(o
b
i ;W
r
seg), a concatenation layer o
p
i =
pi(o
r
i , oi−1) | p(u, v) = u 	 v to fuse the incoming infor-
mation at layer i into the information at layer i + 1 in the
segmentation pipeline, and lastly another parametric layer
oi = qi(o
p
i ;W
q
seg) followed by a spatial up-sampling layer.
The modulation type , the number of segmentation lev-
els M , and other hyper-parameters are cross-validated in
the experimental evaluation in Sec. ??. All these building
blocks at a segmentation layer are illustrated in Fig. 6 with
details such as the information flow from one computational
unit to another one, the name and the computation type of
each unit.
3.7. LSD Pre-training
The learned feature representation of the pre-trained con-
volutional neural network loaded on the BU network needs
to be adapted to the new data domain and visual task of se-
mantic segmentation. The BU network parameters are ini-
tialized by the parameters of a convolutional neural network
pre-trained on the Imagenet [23] dataset for the task of ob-
ject classification. The input images in Imagenet contain
one single instance of an object category. The label pre-
diction output of the classification network has the size of
K × 1 × 1 since the input image size is smaller than the
overall network receptive field. As a result, the loss func-
tion is measured only on one set of label predictions for all
categories. SSN, on the other hand, deals with input images
that may contain multiple instances of the pre-defined la-
beled categories. Additionally, due to the larger size of the
input images, the network returns output maps with spatial
sizes greater than 1. This shift of domain and task requires
a preliminary stage of fine-tuning of the BU network using
the loss function defined on the LSD module.
The BU network needs to learn to accommodate for the
new task and domain requirements in this first stage of the
learning phase as is depicted in part (f) of Fig. 1. We define
the objective function LLSD(pˆ, t) = 1ND
∑A
i LD(pˆi, ti) on
top of the LSD module to minimize the loss of the predic-
tion distribution pˆ for the target label t. pˆ is computed using
the Softmax transfer function from the output score maps s.
The SGD optimization algorithm updates the BU and LSD
weight parameters using the gradient signals computed by
the backpropagation algorithm.
We will fine-tune the pre-trained BU network following
a class-specific approach inspired from the SSD object de-
tection model [18]. For an input image xi, there is a set of
bounding box annotations yBi in the dataset D which needs
to be utilized to generate appropriate target labels for the
training of the LSD module.
Unlike the dominant object detection models, SSN only
needs to loosely know if a LSD output unit is required for
activating a TD selection mechanism or not. Therefore, it is
not needed in SSN to have multiple scale, aspect ratio, and
offset value predictions at each output unit. The LSD mod-
ule in SSN only requires to output category label predictions
which are harnessed later on by the attention initialization
unit for the activation of a number of TD selection mecha-
nisms. Part (g) of Fig. 1 demonstrates the role of the anchor
processing unit for the computation of the LSD loss func-
tion.
For the training of LSD, we generate target labels t =
{ti}Ai=0 to fine-tune the weight parameters of the BU net-
work and the LSD module. We follow an anchor genera-
tion approach commonly practiced for object detection in
[18, 22]. We define an anchor aij for each LSD output unit
j at the group layer i, and calculate its box coordinates from
the total receptive field size at that level. We then propose
to set the target labels according to the following policy:
tij =
{
k IoU(aij , y
B
k ) > θ
pos
0 IoU(aij , y
B
k ) < θ
neg
,
where k ∈ {1, . . .K}. the target tij is assigned to a cate-
gory label for which the Intersection-over-Union (IoU) met-
ric of the corresponding anchor box aij with a ground truth
box gk for the category k is over the positive threshold value
θ[pos]. It is zero if the IoU metric is below the the negative
threshold value θ[neg]. We always ensure that there is at
least one anchor set for a ground truth bounding box.
3.8. Multi-loss Training
SSN training using the multi-loss function is the last
stage of the learning phase as illustrated in part (h) of
Fig. 1. The BU network and LSD module parameters are
loaded with the converged set of parameters in the LSD pre-
training stage. The optimization algorithm considers two
loss functions at the opposite ends of the visual hierarchy.
The SSN parameters of the converged model is used in the
inference phase for the segmentation prediction of unknown
test images.
SSN has output layers at the two ends of the visual hier-
archy. The first receives the LSD score maps s as inputs at
the top of the visual hierarchy and outputs a discrete prob-
ability distribution pˆ(s) = {Softmax(si0, . . . , siK−1)}Ai=0
over K categories including the background. On the
other side at the bottom of the hierarchy, segmentation
output map o is fed into another output layer and re-
turns similarly a discrete probability distribution p˜(d) =
{Softmax(di0, . . . , diK−1)}H×Wi=0 , where H and W are the
height and width of the input image. The overall multi-loss
objective function is a weighted sum of the LSD loss LD
and the segmentation loss LS terms
LTotal(pˆ, t, p˜, y) = 1
ND
∑
i
LD(pˆi, ti)+α 1
NS
∑
i
LS(p˜i, yi),
(8)
in which both of the loss functions LD and LS are defined
using the element-wise negative log likelihood (NLL) func-
tion for the true target labels ti and the segmentation mask
ySi respectively, and ND = A and NS = H ×W .
4. Experimental Results
We evaluate the performance of SSN on object segmen-
tation to support the role of a top-down selection mecha-
nism in neural network approaches. Semantic segmentation
is the task that is defined to predict segmentation masks of
a pre-defined number of semantic categories [6, 9, 17, 8].
Challenging benchmark datasets such as PASCAL VOC
[10], the Cambridge-driving Labeled Video (CamVid) [3],
and Horse-Cow Parsing [28] datasets are used for experi-
mental evaluation of SSN.
SSN is implemented using PyTorch1 [21], an open
source deep learning platform which is well-known for its
automatic differentiation engine. The TD pass is integrated
into the main implementation using the open-source CUDA
library provided by2 STNet [2]. LSD pre-training begins
with the Imagenet pre-trained models provided by the Py-
Torch Model Zoo repository. The core architecture of the
BU network in all of our experiments are defined based on
either AlexNet [15] or VggNet [24] networks.
1https://pytorch.org/
2https://github.com/mbiparva/stnet-object-localization
Model Parallel Sequentialm Accuracy m IoU m Accuracy m IoU
AlexNet 54.3 39.8 52.6 39.1
VGGNet 66.7 55.6 67.1 53.6
Table 2: Parallel and Sequential LSD performance results
on the Pascal VOC 2012 validation set once the BU network
is fine-tuned on the extended Pascal dataset.
4.1. Implementation Details
We provide details on the three processing modules of
SSN for the experimental evaluation on semantic segmenta-
tion benchmark dataset: 1) the BU representation is the core
visual hierarchy that consists of multiple parametric layers,
2) TD selection generates attentional traces throughout the
visual hierarchy with the most effective feature modulation
capability, and 3) attentive segmentation modulates hidden
activities with gating activities at different levels and merges
them into a unified representation with gradual up-sampling
for the final segmentation prediction.
Bottom-Up Feature Encoding: In this work, we use
AlexNet [15] and VGG-16 [24] network architectures to
define the ordering, connectivity and parametrization of
the BU layers. The former has a smaller number of lay-
ers while the latter has more layers with parameters. In
this work, we use AlexNet as a proof-of-concept network
due to the simplicity of the architecture and fewer num-
ber of parameters. We first begin experimenting with
SSN using AlexNet and then later extent to VGG to
validate the experimental evaluation results and demon-
strate the generalization to a larger network. As illus-
trated in Fig. 3, the BU network based on the two ar-
chitectures has the following set of layers respectively:
{conv1, pool1, conv2, pool2, conv3 1, conv3 2, conv3 3}
and {conv1 1, conv1 2, pool1, conv2 1, conv2 2, pool2,
conv3 1, conv3 2, conv3 3, pool3, conv4 1, conv4 2,
conv4 3, pool4, conv5 1, conv5 2, conv5 3}. The feature
channel of the hidden maps at each layer are given in Fig. 3.
The last layer of the BU network is Conv3 3 and Conv5 3
in the two architectures respectively. For the input image
size 320 × 320, the hidden activity output h has the spatial
size 20× 20 in the both architectures.
Loose Spatial Detection: LSD has three groups of lay-
ers each of which has a set of intermediate layers followed
by a final prediction layer. We define the number of groups
C to be three as it is sufficient to fully cover the small,
medium, and large category objects. The three sets of inter-
mediate layers respectively consist of {c1x1, c1x1}, {c3x3-
p2-d2, c1x1, c3x3-p1}, and {m3x3-s2, c3x3-p2-d2, c1x1,
c3x3-p1}. c, s, p, d, m stands for a convolutional layer,
stride, padding, dilation, and max pooling values respec-
tively. c3x3-s2-p2-d2 defines a convolutional layer with the
kernel size 3x3, stride 2, marginal padding 2, and dilation
2. For the sake of brevity, the default values of s1, p0, and
d1, are ignored. Both of the sequential and parallel LSD
predictors have layers with the same set of settings and hy-
perparameters. They only differ in terms of the ordering and
connectivity of the groups with respect to each other. The
input to LSD is taken from the intermediate layer conv5
and conv5 3 in AlexNet and VGG respectively. The output
score map s is used by the attention initialization unit in the
inference phase and the LSD loss function in the learning
phase.
Top-Down Selection: The TD selection is computed at
each layer of the visual hierarchy, gating activities are deter-
mined and the selection is passed to the next layer, which is
below the current one. Layer by layer selection is executed
until a particular stopping layer is met. The pool1 and pool3
layers are the stopping layer V in AlexNet- and VGG-based
BU networks respectively.
Unlike STNet model, SSN does not have any fully-
connected layers. All the fully-connected layers are re-
placed with the convolutional layers that have kernel size
1 × 1. We refer to 1 × 1 convolutional layers as col-
lapsed convolutional layers hereafter. Collapsed convolu-
tional layers are technically fully-connected layers that are
applied over two-dimensional feature maps rather than a
one-dimensional feature vector. To address this require-
ment, we implemented the TD selection stages for collapsed
convolutional layers using the stages for fully-connected
layers.
The TD pass has one hyperparameter at each layer in
the second selection stage while the first and the last stages
do not have any hyperparameter. The second stage of the
TD pass in STNet for the collapsed convolutional layers has
a statistically-motivated thresholding value that determines
how tight or loose the selection is. We replace it with the
Winner-Take-All (WTA) mechanism since the nature of the
object segmentation in this work is different from the ob-
ject localization STNet was developed for. For the typical
convolutional layers, there is a fusion factor that determines
how much emphasis should be given to the spatial contigu-
ity or the total activity strength. In STNet, it is called α. We
experimentally choose to set α = 0.2.
Segmentation Prediction: The output channel size of
each computation block at a segmentation layer is given in
Table 1. All of the convolutional layers in the segmentation
network have the kernel size of 3x3 with stride 1, padding 1,
and dilation 0 unless otherwise mentioned. As illustrated in
Fig. 6, hi and gi are the two inputs to the segmentation layer
i. They are first fed into bBU or bTD, which are 3×3 convo-
lutional layers, to reduce the feature channel size for a com-
pact feature representation. Next, the outputs are fused into
one feature tensor by the modulation operation bi which can
be tensor concatenation, addition, or multiplication. The
output of the modulation unit is sent into the convolutional
layer ri to further reduce the feature redundancy before get-
ting fused into the main segmentation pipeline. The feature
tensor ori at this point is merged into the main segmentation
pipeline using the feature concatenation unit pi along the
feature channel dimension. The concatenation of ori is with
the segmentation activities oi+1 passed from the segmenta-
tion layer i+1. At the first level, the LSD label predictions
are used for the concatenation. This helps the error gradi-
ent signals computed using the segmentation loss function
to reach to the LSD module and consequently flow down-
ward through the BU visual hierarchy. This brings faster
optimization convergence during the training phase. Next,
the convolutional layer ql reduce the feature channel size
further while the output spatial size is increased using a bi-
linear up-sampling layer by the factor of 2. oi is the out-
put of the segmentation layer i and the input tensor for the
next segmentation layer i − 1. The details on the number
of segmentation levels and the output channel size of each
computational block is given in the Table 1.
LSD Pre-training: Following the experimental setting
in [22] and preliminary experimental results, we choose to
set θpos = 0.5 and θneg = 0.3 in the experimental evalua-
tion phase. A target label has the category label of the box
overlapping with the corresponding anchor if the IoU value
of the box with the anchor is above θpos. It has the back-
ground label zero if the IoU of the two is below θneg . We set
the otherwise to the don’t-care label value 255. Once all of
the target labels are set for the bounding boxes annotations
of the mini-batch samples, we randomly keep a maximum
number of 128 target labels per mini-batch samples such
that the ratio between the negatives and positives is at most
1:3 while the rest are set to 255. We set the element-wise
cross-entropy loss function LLSD to exclude the loss terms
of the output units for which the target labels are set to 255.
Given an input image, the LSD output units are com-
puted using a feedforward pass and the target labels are de-
termined using the ground truth bounding boxes. We fine-
tune the parameters of the BU network and the LSD module
using the SGD optimizer with the initial learning rate 10−3,
momentum 0.9, weight decay 0.0005, and batch size 4 for
15 epochs. We evaluate the performance of LSD using sim-
ilar segmentation metrics namely the mean pixel and the
mean IoU performance metrics. Once the LSD pre-training
is converged, we train the SSN model using the multi-loss
function described in Sec. 3.8.
Multi-loss Training: The output of the last up-sampling
layer is the input of the final segmentation prediction mod-
ule. This module simply consists of one 3x3 and one 1x1
convolutional layers: the former keeps the feature channel
size intact, and the other reduces it to the number of cat-
egory labels K. The output of this module is the confi-
dence scores used by a Softmax layer to produce multino-
mial probability values. Similar to LSD pre-training pro-
SSN Variant mean Accuracy mean IoU
SSN-GT 53.7 41.9
SSN-MAX 51.9 40.4
SSN-THD 53.5 41.4
SSN-THD-CAT 50.6 40.2
SSN-THD-ADD 53.5 41.4
SSN-THD-MUL 54.1 42.1
Table 3: Comparison of different variants of SSN using
AlexNet on PASCAL VOC valid 2012. We use mean pixel
accuracy and mean IoU metrics to report the performance.
CAT, MAX, THD, ADD, and MUL stands for concatena-
tion, top-1, and thresholding, additive, and multiplicative.
Network Model Mean Accuracy Mean IoU
AlexNet
FCN - 39.8
SSN 54.1 42.1
FCN++ - 48.0
SSN++ 55.8 49.4
VGGNet
FCN - 56.0
SSN 64.6 58.7
FCN++ 75.9 62.7
SSN++ 76.8 64.3
Table 4: Comparison of SSN with the baseline model
on PASCAL VOC validation set using mean IoU metric.
SSN++ is trained on the extended training set.
Method mean IoU (%)
FCN [19] 62.7
DeepLab [5] 64.2
G-FRNet [14] 68.7
DeepLab-ASPP [6] 68.9
SSN(ours) 64.3
Table 5: Comparison of SSN with the state-of-the-art on
PASCAL VOC 2012 valid set. All methods use VGGNet as
the backbone network.
cedure, we use an element-wise cross-entropy loss function
to optimize the set of all of the weight parameters of SSN
WSSN = {Wseg,WLSD,WBU}.
Since we have a multi-loss objective function, the error
gradient signals are propagated from the two ends of SSN:
the first loss term propagates error signals from the top of
the visual hierarchy all the way to the input layer, while the
second loss propagates the error signals from the bottom of
the visual hierarchy. The error signals measured from the
segmentation loss propagate into the BU network according
to the modulatory patterns generated by the TD gating activ-
ities. This has an important impact on the underlying repre-
sentation of the BU network. While the LSD loss keeps the
representation fidelity of the BU network, the second loss
term updates the parameters of the hierarchical transforma-
tion for a more robust and adapted segmentation prediction.
4.2. Semantic Segmentation
Dense image labeling such as semantic segmentation re-
quires pixel-level predictions. In this section, we first mea-
sure the performance of a variety of SSN configurations on
predicting accurately object segmentation of various cate-
gories of the input images. Later, we provide the compari-
son with the baseline model and discuss the aspects the su-
periority originates from.
Dataset and Evaluation: A popular and challenging
benchmark dataset for semantic segmentation is PASCAL
VOC 2012 [10, 11]. The dataset contains 1464 training and
1449 validation sample images. Each image may have a
number of instances of 21 object categories (including the
background category). To enable comparisons with previ-
ous works, the training set is expanded with extra labeled
data [12]. We measure the segmentation performance using
the mean pixel accuracy and mean IoU metrics [19]. In the
training phase, we resize sample images to have the small-
est side of 320 and then take a random crop of size 320x320.
In the evaluation phase, we resize images to have the largest
side of 320 and pad the smallest side of the RGB image the
mean pixel values and the segmentation mask with don’t
care pixel values. We follow this strategy for all the experi-
ments in this work.
Quantitative Results: We first fine-tune the Imagenet
pre-trained AlexNet and VggNet networks using the LSD
training protocol on the extended Pascal VOC 2012 dataset.
The performance results are given in Table 2 using the two
evaluation metrics. The performance metric results using
the parallel LSD outperforms the sequential one for both of
the convolutional neural network model. Since the prob-
lem in LSD formulation is merely a classification task, the
parallel LSD benefits from the separation and independence
of label predictors and consequently survives over-fitting to
the training set. We stick to the parallel LSD configuration
for the rest of experimental evaluation.
We report the performance of different setups of SSN
using the AlexNet architecture in Table 3. First, we mea-
sure the effect of the attention signal initialization strategy
on the SSN performance. Apparently, the GT initialization
strategy is superior over the other two since it minimizes re-
dundancy and noise interference imposed by TD selection
from false alarm units. Mean IoU of 40.4 in the max strat-
egy increases to 41.4 in the thresholding strategy. This indi-
cates that the false alarm interference is reduced by thresh-
olding units with prediction confidence below the θattention
of 0.90.
Next, we investigate the effect of the modulation types of
the segmentation network. The selective nature of the TD
gating activities is supported since the multiplicative modu-
lation outperforms the other two types. This is reminiscent
of the surround suppression phenomenon in human vision
predicted in the Selective Tuning model of visual attention
[26]. Using the multiplicative modulation, BU hidden units
that are not selected by the TD gating units do not partic-
ipate in the computation of the segmentation network and
therefore information flow is blocked or reduced in such
units. This underlines how a hierarchical selective mech-
anism can dynamically suppress redundancy in the visual
representation and lead to more robust task predictions. We
use the thresholding initialization strategy and multiplica-
tive modulation for the rest of experiments.
Comparison with the baseline: The best variant of SSN
is trained on PASCAL VOC 2012 training set and the extra
data of [12] using both of the network architectures. The
performance is reported on the PASCAL VOC 2012 val-
idation set in Table 4. Samples in the validation set are
excluded from the extended training set. The SSN perfor-
mance is compared with the baseline model of FCN [19].
The first goal is to introduce a well-established TD selec-
tion mechanism and highlights the aspects that lead to im-
provements over the FCN model. FCN introduced dense
and parametric skip connections from early layers for para-
metric up-sampling of label scores of a classifier for seg-
mentation. In all cases in Table 4, SSN improves the mean
IoU results over FCN for both of the architectures.
The quantitative results verify the modulatory role of the
TD selection mechanism in SSN. SSN benefits from an ar-
chitecture that employs TD selection to begin from high-
level semantic layers and traverse to intermediate-level fea-
ture representations. The TD traversal outputs selection
patterns at each layer that highlight important regions and
features along the visual hierarchy. The results empha-
size that a systematic hierarchical gating of the information
flow from the early feedforward layers into the segmenta-
tion pipeline has positive impact on the evaluation metrics.
Comparison with the state-of-the-art: We compare
the best segmentation performance of SSN on the PASCAL
VOC 2012 validation set with the performance of the state-
of-the-art methods in Table 5. SSN outperforms FCN by
1.6% and is par with DeepLab which benefits from features
such as multi-scale prediction method and Atrous (strided)
convolutional layers with large field of views. The multi-
scale method concatenate feature maps form the early layers
with the network’s last layer feature map. This helps the last
feature maps to gain extra information to compromise for
the lost of information imposed by the hierarchical feature
encoding. SSN, on the other hand, does not benefit from
multi-scale skip connections but rather relies on the TD se-
lection mechanism to route through the network and high-
lights the important features for segmentation. G-FRN and
DeepLab-ASPP are by approximately 4% more accurate in
predicting semantic segmentation in comparison with SSN.
This is mainly due to the fact that SSN does not benefit
from the features such as the stage-wise supervision in [14]
and the Atrous Spatial Pyramid Pooling (ASPP) in [6]. The
Network Model Mean Accuracy Mean IoU
CamVid FCN 66.4 57.0DeepLab-LargeFOV* - 61.6
G-FRNet[14] - 68.0
SSN 73.9 64.7
Horse-Cow FCN 77.3 63.1DeepLab-LargeFOV* - 62.7
G-FRNet[14] - 68.1
SSN 77.2 65.2
Table 6: Comparison of SSN with the baseline and state-of-
the-art on two additional segmentation benchmark datasets:
CamVid and Horse-Cow. The results are reported on the test
sets. Note that the DeepLab-LargeFOV* results are taken
from[14].
former provides strong supervision at multiple-levels of the
feature hierarchy using different loss functions. This facili-
tates the error gradient propagation throughout the network
hierarchy. ASPP employs parallel branches with different
atrous rates at the top fully-connected layers to cover a wide
range of filed of views. SSN uses none of these features and
this explains the reason it falls behind these two methods.
Additional Experimental Evaluation: To further sup-
port experimentally the role of the TD mechanism for
the attentive segmentation framework of SSN, we com-
pare performance of SSN and FCN on two challenging
datasets: CamVid and Horse-Cow datasets. CamVid has
701 frames of urban driving extracted from high resolution
video recordings. Following [16, 1, 25], we consider 11
large semantic categories, down-sample images by a factor
of two (i.e. 480x360), and split them into the training (367),
validation (100), test sets (233). Horse-Cow part parsing
dataset contains semantic labeling of four body parts (head,
leg, tail, body). Following [28], we split the dataset into
294 training and 227 test images. We follow the resizing
and padding protocol introduced for PASCAL dataset.
The results in Table 6 reveals the efficiency of the TD
selection to obtain segmentation robustness is consistent
across different datasets. SSN improves on the mean IoU
metric values of FCN for CamVid and Horse-Cow datasets
and is on par on the mean accuracy metric values. We fur-
ther compare the performance of SSN on these two bench-
mark datasets with DeepLab-LargeFOV [5] and G-FRNet
[14]. SSN outperforms DeepLab on the Horse-Cow and
CamVid datasets. However, similar to the results of the
PASCAL VOC dataset, SSN cannot compete with G-FRNet
on these two datasets due to the extra design features G-
FRNet benefits from. The evaluation results on these dataset
are consistent with the previous experiments on the PAS-
CAL VOC dataset. This reveals that the role of TD selection
mechanism generalizes across different benchmark datasets
for semantic segmentation.
Qualitative Results: We qualitatively compare SSN
with the baseline FCN model on PASCAL, Cam-Vid,
Figure 7: Comparison of the segmentation predictions of
SSN with FCN on Pascal dataset. From left to right: RGB
images, ground-truth, FCN predictions, SSN predictions.
Horse-Cow part parsing datasets in figures 7, 8, 9 respec-
tively. The selectivity and modulatory role of the TD pro-
cessing on the BU processing for the lateral connections is
clearly depicted in cases the small object instances in the far
distance are missed by FCN to be segmented successfully.
Additionally, SSN is capable of predicting the shape of the
segment masks and filling in the large regions in compari-
son to the FCN results. These aspects reveals the role of the
TD selection in SSN to route relevant information from the
BU pathway into the segmentation network.
4.3. Ablation Studies
We conduct further experiments to highlight aspects of
SSN and emphasize the critical role of the TD selection.
First, we show the performance deteriorates if either of the
TD and BU inputs are blocked from feeding into the seg-
mentation network. In the upper part of Table 7, perfor-
mance drops from 42.1 for SSN with the segmentation net-
work benefiting from the two inputs (BU and TD activi-
ties) to 40.2 for only BU hidden inputs and to 39.7 for
Figure 8: Comparison of the segmentation predictions of
SSN with FCN on CamVid dataset. From left to right: RGB
images, ground-truth, FCN predictions, SSN predictions.
only the TD gating inputs. Both inputs have complementary
roles for the segmentation performance of SSN. The BU in-
put benefits from the parametric distributed representation
while the TD input has a predictive selective characteristic.
Once these two jointly are in place, the segmentation per-
formance of SSN is superior to the either once individually
used.
Additionally, we emphasize the role of the number of
levels of processing in the segmentation network on the
SSN performance in the lower part of Table 7. The seg-
mentation pipeline with one level has the least performance
accuracy while as the number of levels increases, the seg-
mentation performance improves. This finding underlines
that SSN benefits from the selectivity of the TD mecha-
nisms on the high-level to the intermediate layer represen-
tations of the BU network for accurate object segmentation.
The intermediate layers have fine details while the top lay-
ers have coarse structures. The relevance of the selectivity
of the lower layer hidden activities imposed by the TD gat-
ing activities is supported by the results in this experiment.
This is in line with the hypothesis that the TD selection pro-
cess is capable of activating units in the spatial and channel
dimensions for the modulation of the BU features for the
dense pixel-level labeling task of semantic segmentation.
In Fig. 11, it is demonstrated that as the number of lev-
els of modulation increases, the predictions become more
Figure 9: Comparison of the segmentation predictions of
SSN with FCN on Horse-Cow part parsing dataset. From
left to right: RGB images, ground-truth, FCN predictions,
SSN predictions.
Model mean Accuracy mean IoU
SSN 54.1 42.1
SSN-BU 51.3 40.2
SSN-TD 49.4 39.7
SSN-1 51.5 40.7
SSN-2 52.9 41.6
SSN-3 54.1 42.1
Table 7: Ablation Studies on the TD modulatory role, the
error signal propagation, number of gating layers into the
segmentation pipeline using AlexNet on the Pascal VOC
2012 validation set.
accurate. False positive predictions are corrected and the
shape of segmentation regions becomes more accurate. For
instance, in the bird example, the shape of the segmenta-
tion for the bird becomes close the the ground truth once
we have 3 levels of modulation in SSN. The qualitative re-
sults additionally highlight the modulatory role of the TD
selection on the segmentation performance results.
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Figure 10: Robustness of SSN is measured at different in-
terference levels (σ) for the uniform (UN), salt-pepper (SP),
and box occlusion (BO) types. σ determines the bandwidth
of the uniform noise (255 × σ), the probability of having
salt-pepper noise at a location, and the length of the oc-
clusion box (σ ×min(himage, wimage)) respectively. The
modulatory role of the depth of the TD selection is demon-
strated for SSN-k with inputs at k number of levels into the
segmentation pipeline.
Figure 11: Demonstrating the role of the number of levels
of TD and BU modulation on the segmentation prediction.
From left to right: RGB images, ground-truth, SSN with 1
level of modulation, SSN with 2 levels of modulation, and
SSN with 3 levels of modulation respectively.
4.4. Noise Interference Robustness
We test the robustness of SSN against two types of vi-
sual confusion: noise interference and partial occlusion.
We conduct experiments to study the effects of the addi-
Figure 12: Three different levels of uniform noise is added
to the RGB images. From left to right the noise level is 0.25,
0.45, 0.65 respectively.
Figure 13: Three different levels of salt-pepper noise is
added to the RGB images. From left to right the noise level
is 0.25, 0.45, 0.65 respectively.
Figure 14: Three different levels of box-occlusion noise is
added to the RGB images. From left to right the noise level
is 0.25, 0.45, 0.65 respectively.
tive uniform noise, salt-and-pepper noise, and box occlu-
sion on SSN performance. Fig. 10 illustrates the role of
the gating mechanisms derived by TD selection at the early
layers to gain increased level of robustness on perturbed
data samples. SSN with three levels of attentive segmenta-
tion obtains the highest degree of robustness compared with
smaller number of levels. This is consistent across not only
the two types of additive noise interference, but also partial
box occlusion. Figures 12, 13, and 14 illustrates qualita-
tively how three levels of noise degrades the segmentation
performance of SSN. The figures present the experimental
setups that we used to study the noise interference robust-
ness of SSN with 3 different modulation levels.
5. Conclusion
The Top-Down selective attention is a well-known pro-
cessing component of the human vision system. We intro-
duce a unified Bottom-Up and Top-Down framework that
not only benefits from a feedforward representation but also
a backward selective modulation mechanism for the task of
object segmentation in this work. We define a parametric
semantic controller to predict for the activation of TD mech-
anisms at the top of the visual hierarchy. We demonstrate
how the TD gating activities modulate the BU activities for
object segmentation through different stages of the informa-
tion processing. The experimental evaluation results sup-
ports the role of the TD selection to improve the baseline
performance results.
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