Abstract-We study the sleep/wake scheduling problem in the context of clustered sensor networks. Unlike most prior work on sleep/wake scheduling that assumed perfect time synchronization in the network, we argue that the synchronization error is non-negligible and demonstrate its effect with a widely used synchronization scheme. We conclude that the design of any sleep/wake scheduling algorithm must take into account the impact of the synchronization error.
I. INTRODUCTION
There is growing interest in the area of wireless sensor networks. An important class of sensor network applications is the class of continuous monitoring applications: applications employing a large number of sensor nodes for continuous sensing and data delivery, where each sensor periodically produces -Yan Wu and Sonia Fahmy are also with the Department of Computer Science, Purdue University. E-mail: {wu26, fahmy}@cs.purdue.edu. Ness B. Shroff is also with the School of ECE, Purdue University. E-mail: shroff@ecn.purdue.edu -This research has been sponsored in part by NSF grants ANI-0238294 (CAREER) and ANI-0207728, an Indiana 21st century grant, and a Tellabs foundation fellowship. a small amount of data and reports to a single (or a few) base station(s). This application class includes many typical sensor network applications such as habitat monitoring [1] and civil structure monitoring [2] .
A scalable method to manage the large number of sensor nodes in such applications is to periodically group sensors within a geographical region into a cluster. The sensors can be managed locally by a cluster head (CH) -a node elected to coordinate the nodes within the cluster and to be responsible for communication between the cluster and the base station or other cluster heads. Clustering provides a convenient framework for resource management, data fusion, and local decision making. One problem with clustering is that the CH is heavily utilized for both intra-cluster coordination and inter-cluster communications. Therefore, energy efficiency of the CH is an important concern.
Sleep/wake scheduling has been proposed to reduce energy consumption in sensor networks [3] - [11] . The basic idea is to put the radio to sleep during idle times and wake it up right before message transmission/reception. This requires finegrained synchronization between the sender and the receiver, so that they can wake up at the same time to communicate with each other. Prior work on sleep/wake scheduling assumes that the underlying synchronization protocol can provide nearly perfect (e.g., micro-second level) synchronization, or assumes an upper bound on the clock disagreement, and uses it as a guard time to compensate for the synchronization error. The awake period is lengthened by the guard time to combat synchronization errors. In practice, due to non-deterministic errors in time synchronization, synchronization is imperfect [12] - [14] , and as time progresses, the clock disagreement becomes more and more significant. Periodic re-synchronization can prevent the clocks from drifting away, but for low duty cycle sensor networks, frequent re-synchronization would consume a significant amount of energy compared to communication/sensing. Using an upper bound on clock disagreement as guard time will also significantly waste energy, since the synchronization error is non-deterministic.
In this work, we study the sleep/wake scheduling problem in clustered low duty cycle sensor networks. The nodes in the cluster continuously monitor the environment and periodically report to the CH. Because the traffic is highly regular and the load is low, the CH can go to sleep when no activity is going on and only wake up intermittently to send and receive messages. The following question hence becomes critical: When should the CH wake up and how long should it stay active?
With perfect synchronization, the CH and the cluster mem-ber simply agree upon a time and wake up simultaneously. However, in practice, synchronization always has error. To illustrate the impact of the synchronization error, we investigate a widely used synchronization scheme, RBS [12] . We show that this scheme, although it achieves precise synchronization immediately after the exchange of synchronization messages, has non-negligible clock disagreement as time progresses. This, in fact, is true for almost all synchronization schemes: due to non-deterministic factors, the synchronization error will grow with time until the next exchange of synchronization messages. We thus conclude that the design of an effective sleep/wake scheduling algorithm must take into account the impact of synchronization error, and study the optimal sleep/wake scheduling scheme with consideration of the synchronization error. Our work includes two parts. In the first part, we show that there is an inherent trade-off between energy consumption and message delivery performance (defined as the message capture probability in this work). We formulate an optimization problem to minimize the expected energy consumption, with the constraint that the message capture probability should be no less than a threshold. In the first part, we assume the threshold is already given. We find the problem to be nonconvex and cannot be directly solved by conventional convex optimization techniques. By investigating the unique structure of the problem, we transform the non-convex problem into a convex equivalent, and solve it using an efficient search method.
In the second part, we remove the assumption that the capture probability threshold is already given, and study how to decide it to meet the Quality of Services (QoS) requirement of the application. Unlike most Internet applications where different users compete with each other for network resources, in many sensor network applications, a group of sensors collaborate to perform common task(s). Therefore, the QoS for sensor networks is usually not decided by the performance of any individual node, but by the collective performance of all related nodes. To achieve the collective performance with minimum energy consumption, we should provide differentiated services for the nodes and favor more important ones. We thus formulate an optimization problem, which aims to set the capture probability threshold for messages from each individual node such that the expected energy consumption is minimized, and still the collective performance is guaranteed. The problem turns out to be non-convex and hard to solve exactly. Therefore, we use approximation techniques to obtain a suboptimal solution that approximates the optimum.
The remainder of this paper is organized as follows. Section II describes the system model. Section III discusses the optimal sleep/wake scheduling problem. Section IV studies how to assign the threshold for messages originating from each individual node. Section V concludes the paper.
II. SYSTEM MODEL Consider a cluster which has been constructed using an existing clustering protocol (e.g., [15] , [16] ). The cluster consists of a single cluster head (CH) and M cluster member nodes n 1 , n 2 , . . . n M . Time is divided into recurring epochs with constant duration T e . Like many MAC protocols for sensor networks [4] , [6] , each epoch begins with a synchronization interval T s followed by a transmission interval. During the synchronization interval, the cluster members synchronize with the CH and no transmissions are allowed. During the transmission interval, each member continuously monitors its environment and sends one message to the CH every T seconds. Each transmission interval contains one or more rounds of transmissions, i.e., T e = T s + NT, N ≥ 1. The transmissions from the different members are equispaced, i.e., transmissions from node n i and n i+1 are separated by
Re-clustering of the network occurs at a lower frequency than synchronization, i.e., the time between re-clustering the network consists of one or more epochs.
In this work, we focus on intra-cluster communications, i.e., communications between the cluster members and the CH. We assume that neighboring clusters use orthogonal frequency channels and do not interfere with each other. This assumption is reasonable since the data rate requirements of sensor networks are usually low (10−40 kbps). Further, measurements show that among all the sensor node components, the radio consumes the most significant amount of energy, hence we only account for energy consumption of the radio. Finally, the communication range for sensor nodes is very short, so we consider the propagation delay to be negligible.
A. Synchronization Algorithm
Time synchronization has been extensively studied in the context of wireless sensor networks [12] - [14] , [17] - [19] . Clock disagreement among sensor nodes is essentially due to two effects: phase offset and clock skew. Phase offset corresponds to clock disagreement between nodes at a given instant. Clock skew is because the crystal oscillators used on sensor nodes are imperfect, i.e., there is a difference between the expected frequency and the actual frequency. Further, the frequency may be time-varying due to environmental factors, including variations in temperature, pressure, voltage, and radiation [20] . Among these environmental factors, temperature has the most significant effect. For general off-the-shelf crystal oscillators, when temperature significantly changes, the variation in the clock skew can be up to several tens of ppm, while the variation caused by other factors is far below 1 ppm. Observe, however, that temperature does not change dramatically within a few minutes in typical sensor environments. If the epoch duration T e is chosen according to the temperature change properties of the environment, we can assume that the clock skew for each node is constant over each epoch. This is consistent with the observations in [18] .
In this work, we adopt the well known RBS synchronization scheme, and study the sleep/wake scheduling problem under this scheme 1 . The scheme consists of two steps: (1) Exchange synchronization messages to obtain multiple pairs of corresponding time instants; and (2) Use linear regression to estimate the clock skew and phase offset.
For the purpose of intra-cluster communication, cluster members only need to synchronize locally with the CH. Thus, at the start of each epoch j, each cluster member n i will exchange several synchronization messages with the CH and obtain N s pairs of corresponding time instants (C(j, k), t i (j, k)), k = 1 . . . N s , where C(j, k), t i (j, k) denote the k th time instant of the CH and of node n i in epoch j respectively.
Under the assumption that the clock skew of each node does not change over the epoch, the clock time t i of node n i during an epoch is a linear function of the CH clock time C, i.e., t i (C) = a i (j)C + b i (j), where a i (j), b i (j) denote the relative clock skew and phase offset (respectively) between n i and CH in epoch j.
Due to the non-determinism in the synchronization protocols, the time correspondence obtained via exchange of synchronization messages is not exactly accurate and contains error, i.e.,
where e i (j, k) is the random error caused by non-determinism in the system. Measurements [12] show that e i (j, k) follows a well-behaved normal distribution with zero mean N (0, σ 2 0 ), and σ 0 is on the order of several tens of microseconds.
In each epoch j, pairs (C(j, k), t i (j, k)), k = 1. . . N s are obtained during the synchronization interval. Then, linear regression is performed on these N s pairs to obtain estimates of
III. PART I: THE OPTIMAL SLEEP/WAKE SCHEDULING PROBLEM

A. Problem Definition
Suppose that during epoch j, node n i has a packet (message) p to send at CH clock time τ p , where jT e ≤ τ p ≤ (j + 1)T e . The node first translates τ p into its own time using the estimates (â i (j),b i (j)), i.e.,t i (τ p ) =â i (j)τ p +b i (j), and then it sends out the message att i (τ p ) according to its own clock.
The CH clock time corresponding tot i (τ p ) is:
(2) As given in Equation (1), random errors exist in the measurements. Therefore, (â i (j),b i (j)) is also random and may not equal (a i (j), b i (j)). As a result, the actual arrival timeτ p will deviate from the scheduled arrival time τ p . To compensate for this random deviation and to "capture" (receive) the message, the CH needs to wake up earlier than τ p and stay active for some time (Fig. 1) . This leads to the following question: When should the CH wake up and how long should it stay active?
Intuitively, if the CH wakes up much earlier than τ p and stays active for a long time, it has a high probability of "capturing" the message; however, waking up early and staying active for a long time wastes energy. In order to reduce energy consumption, yet still guarantee high message delivery performance, we formulate the following optimal sleep/wake scheduling problem which attempts to minimize the expected energy consumption with constraints on the "capture" probability. Let p be a message from n i to arrive during epoch j, i.e., scheduled arrival time τ p ∈ (jT e , jT e + T e ). Letτ p be the actual arrival time at which p arrives at the CH, as defined in Equation (2) . To capture p, the CH wakes up at w p , and waits for the message until s p . Our goal is to determine w p and s p to minimize the expected energy consumption as described by the following optimization problem:
where:
• α I /α r is the power consumption during idle/reception time; • L p is the length of the message;
• R is the data rate;
• fτ p () is the Probability Density Function (PDF) ofτ p ;
• th is the capture probability threshold, 0 < th < 1. Its value is application specific. In this section, we assume that the value of th is already given and is the same for messages coming from different cluster members, i.e., all members are treated "uniformly." In Section IV, we will study how to set the value of th to meet the QoS requirements of the application. In problem (A), the first term corresponds to the expected energy consumption when the message is missed, i.e.,τ p / ∈ (w p , s p ). In this case, the CH stays active during the time interval (w p , s p ), and consumes (s p − w p )α I amount of idle energy. The second term corresponds to the expected energy consumption when the message is received. Suppose the message arrives at x ∈ (w p , s p ). Then, in addition to the reception energy, the CH will consume (x − w p )α I amount of idle energy, i.e., the energy needed to remain idle for (w p , x).
B. Solution
We first compute the PDF fτ p (x). By linear regression analysis [21] , we find thatτ p is normally distributed and
where C(j, k) = (A1) Minimize
where g(x) is the PDF for the standard normal distribution, and Q(x) is the complementary cumulative distribution function.
The main difficulty in solving (A1) is that the problem is not a convex optimization problem, which can be shown by computing the Hessian matrix. Due to the non-convexity, we cannot use conventional convex optimization techniques [22] to find the optimal solution. Hence, we look into the structure of problem (A1) and show that it has certain unique properties that enable us to transform it into a convex equivalent, and solve the equivalent using an efficient search method.
The next proposition shows that the optimal solution always appears at the boundary of the region Q(w) − Q(s) ≥ th.
Proposition 1: Let (w * , s * ) be the optimal solution to (A1), then Q(w * ) − Q(s * ) = th. Proof: Due to space limitations, we give all the detailed proofs in our technical report [23] .
The physical meaning of Q(w * ) − Q(s * ) = th is that under the optimal scheduling policy, the capture probability is always equal to the threshold th. This is easily understood as we can imagine that to guarantee a larger capture probability, more energy will be consumed.
Substituting Q(w * ) − Q(s * ) = th into F (w, s), we have
Substituting Equation (4) into (A1), removing the constant term th Lp R α r , then extracting the common factor σ p α I , formulation (A1) becomes:
such that s(w) = Q −1 (Q(w) − th) and w < Q −1 (th).
So far, we have transformed the original formulation (A) into an equivalent formulation (A2). Next, we solve (A2).
The following proposition shows that G(w) is a convex function, and gives the position of the global minimum.
Proposition 2: (1) G (w) > 0; (2) Let w 0 be the global minimum, w l = Q −1 ( 1+th 2 ), w u = min(0, Q −1 (th)), then w 0 ∈ (w l , w u ), and is the unique minimum on this interval.
Since w 0 is the unique minimum on (w l , w u ), we can use the Golden Search method to find w 0 [24] . The Golden Search method has logarithmic complexity of O(log( 1 δ )), where δ is the required precision. Hence, it can be efficiently implemented.
Once we obtain w * , s * , we compute the optimal sleep/wake schedule as (w *
. We conduct simulations to study our optimal sleep/wake scheduling scheme. Simulation results show that our scheme significantly outperforms a previous scheme that does not intelligently consider the synchronization error. For brevity, we omit the details, but include them in our technical report [23] .
IV. PART II: QOS-AWARE ASSIGNMENT OF THE CAPTURE PROBABILITY THRESHOLD th
In Section III, we studied the optimal sleep/wake scheduling problem under the assumption that the capture probability threshold th is already given. In this section, we study how to decide the capture probability threshold(s) to meet the QoS requirement of the application with minimum energy consumption.
A. QoS Model and Problem Definition
Several studies have investigated QoS support issues in sensor networks [25] - [27] . In contrast to most Internet applications where different users compete with each other for network resources, in many sensor networks a group of sensors collaborate to perform common task(s). Therefore, the QoS for sensor networks is usually not decided by the performance of any individual node, but by the collective performance of all related nodes. For example, consider an environment monitoring system where sensor nodes periodically report to a base station. Each message contains some sensing data and represents certain amount of "information" about the environment. The base station uses the collected information to analyze interesting properties, e.g., the chemical contaminant in the area, moving speed of a target, etc. The service quality is defined as the accuracy of the analysis, which is decided by the total amount of information collected from all the nodes, namely, the collective information.
Another property of many sensor networks is that heterogeneity may exist among sensor nodes. For example, some nodes may be equipped with an expensive sensor which provides high precision measurements, while others may only have a low precision sensor for cost reasons. As a result, messages from different nodes may contain information of different qualities and represent different "values." To quantify the value of messages, we use a method similar to [27] . We associate each message with a utility value, which represents the amount of useful information contained in it; messages from the same node i have the same utility value U i , i = 1 . . . M. Further, we note that in sensor networks, redundant sensors are often deployed to achieve robustness, and hence the information collected by nearby sensors may be correlated. Therefore, to guarantee QoS, the CH only needs to collect a certain proportion of the total utility. As long as this proportion is collected, the requirement on each individual node can be chosen with flexibility. To collect this desired proportion of total utility with minimum energy consumption, we formulate the following optimization problem.
Given an epoch j, as described in Section II, node i is scheduled to transmit at τ i (j, h) = jT e + T s + i
Let the capture probability threshold for all messages from node i during epoch j be z i (j). We aim to select z i (j) to minimize the expected total energy consumption of the CH, and still collect the desired proportion of the total utility:
• E i (j, h, z i (j)) is the expected energy consumption to "capture" the message that is scheduled to arrive at jT e + T s + i T M + hT with probability no less than z i (j). Note that once z i (j) is set, the CH will use the optimal sleep/wake schedule developed in Section III-B. Hence, E i (j, h, z i (j)) is the minimum value of the objective function in Problem (A) (defined in Section III-A) with τ p = jT e + T s + i T M + hT and th = z i (j); • r is the redundancy level of the cluster, specifically, 100(1 − r)% of the sum utility is adequate for the CH to correctly analyze the environment; any additional information is redundant 2 ; • p i is the minimum capture probability threshold for all messages from i. It is used to guarantee the reliability of the system. Without these constraints, the thresholds assigned to certain nodes may be so low that their messages are almost ignored. These constraints guarantee that all the cluster members have a minimum opportunity to pass their information on to the CH.
B. Solution
We first demonstrate that Problem (B) is not convex. Since the objective function in Problem (B) is the sum of many E i (j, h, z i (j))s with different i, h (recall that j is fixed for each epoch), we analyze the properties of E i (j, h, z i (j)). From our earlier discussions, E i (j, h, z i (j)) is exactly the minimum value of the objective function in Problem (A) with τ p = jT e + T s + i T M + hT and th = z i (j). Following the derivations in Section III-B, the minimum value of the objective function in Problem (A) can be expressed as a function of th in the following format:
E(th) = σ p α I H(th) + Lp R α r th, where H(th) = min{G(w) = (1 − th)s(w) − w + g(w) − g(s(w)) : s(w) = Q −1 (Q(w) − th), −∞ < w < Q −1 (th)}. To obtain E i (j, h, z i (j)) from E(th), we compute σ p using equation (3) with τ p = jT e + T s + i T M + hT and let th = z i (j), i.e., E i (j, h, z i (j)) =
where
The value of r is application specific and how to decide it is beyond the scope of this work, but we should mention that it is affected by factors including node density, sensing coverage, and accuracy requirements. are non-negative parameters that do not change with z i (j). Further, because j is fixed for a given epoch, we omit j for brevity. Then, we can write Problem (B) in this form:
We plot H(z) in Fig. 2 . Obviously it is not convex, hence problem (B1) is not convex. Further, we do not have an explicit analytical form for H(z). This makes problem (B1) hard to solve exactly. We now investigate the structure of the problem to obtain an approximate solution.
The following lemma characterizes H(z). Next, we approximate H(z) with a convex function. Let
In [23] , we proved that the following lemma holds. Lemma 2: (1) H 2 (z) is strictly convex and differentiable; (2) If we choose
H2(z) ≤ 1.26; Therefore, we can use H 2 (z) as a convex and differentiable approximation to H(z) (see Fig. 3 ). Now we can obtain an approximate solution to (B1). Consider the following problem (B2):
Note that the only difference between problem (B1) and (B2) is that H(z) is replaced by its approximation H 2 (z). The following proposition shows that the solution of (B2) is an approximate solution of (B1).
APPENDIX
In this appendix, we present our numerical results. We consider a cluster of M = 10 nodes. We assume the redundancy level of the cluster, r, is known to be 0.7. Half of the nodes have a utility value of V 1, while the other half have more capabilities and thus have a utility value of V 2 > V 1. We set p i = P = 0.1, i = 1 . . . M. Other simulation parameters are specified in Table I . We compare our approximation scheme with the previously used uniform assignment scheme, i.e., the scheme with z i = 1−r, i = 1 . . . M. In Fig. 4 , we vary the value of V 2 V 1 and show the performance gain, which is defined as the ratio between the energy consumption of the two schemes. We observe that our scheme always outperforms the uniform assignment scheme, which demonstrates the effectiveness of our scheme. Further, the performance gain increases with V 2 V 1 . This is because the performance gain of our scheme over the uniform assignment scheme stems from differentiated treatment of the nodes: to guarantee the collective performance with limited energy, we "favor" the nodes with higher utility values. If all the nodes have the same utility value ( V 2 V 1 = 1), there is no benefit in treating the nodes differently; as V 2 V 1 increases, the difference between nodes becomes larger, which makes it advantageous to provide differentiated services to nodes and favor the important ones.
In Fig. 5 , we keep the value of V 2 V 1 fixed at 3, and vary the value of P (we still use p i = P, ∀i = 1 . . . M). We observe that the performance gain decreases as P increases. This is expected. When P is small, some nodes may be assigned a very small capture probability threshold, which makes the system less reliable. As P increases, the system reliability improves. At the same time, the region z i ≥ p i shrinks, which means that we have less flexibility in choosing z i . Consequently, the performance gain becomes less significant. Hence, the choice of P controls a tradeoff between system reliability and energy savings.
