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Abstract
The study of electroencephalographic (EEG) bursts in
preterm infants provides valuable information about
maturation or prognostication after perinatal asphyxia.
Over the last two decades, a number of works pro-
posed algorithms to automatically detect EEG bursts in
preterm infants, but they were designed for populations
under 35 weeks of post menstrual age (PMA). However,
as the brain activity evolves rapidly during postnatal
life, these solutions might be under-performing with in-
creasing PMA. In this work we focused on preterm in-
fants reaching term ages (PMA ≥ 36 weeks) using multi-
feature classification on a single EEG channel. Five EEG
burst detectors relying on different machine learning ap-
proaches were compared: Logistic regression (LR), linear
discriminant analysis (LDA), k-nearest neighbors (kNN),
support vector machines (SVM) and thresholding (Th).
Classifiers were trained by visually labeled EEG record-
ings from 14 very preterm infants (born after 28 weeks
of gestation) with 36 – 41 weeks PMA. The most per-
forming classifiers reached about 95% accuracy (kNN,
SVM and LR) whereas Th obtained 84%. Compared to
human-automatic agreements, LR provided the highest
scores (Cohen’s kappa = 0.71) and the best computa-
tional efficiency using only three EEG features. Apply-
ing this classifier in a test database of 21 infants ≥ 36
weeks PMA, we show that long EEG bursts and short
inter-bust periods are characteristic of infants with the
highest PMA and weights. In view of these results, LR-
based burst detection could be a suitable tool to study
maturation in monitoring or portable devices using a sin-
gle EEG channel.
Index Terms— EEG bursts, preterm infants, au-
tomated detection, logistic regression
1Author for correspondence: xavier.navarro@upmc.fr
1 Introduction
The electroencephalographic (EEG) activity in preterm
infants is characterized by discontinuous patterns, alter-
nating quiescence periods with slow, high voltage tran-
sients or bursts, continuously evolving during infancy.
Inter-burst intervals (IBIs) provide valuable informa-
tion about progostation and maturation as they progres-
sively decrease in duration with increasing age in healthy
preterm infants [1,2]. As preterm infants reach term age
(37 to 40 PMA) EEG becomes more complex, but im-
mature patterns are still present [3, 4]. At this stage,
a trace´ alternant (an alternating pattern of bursts and
relatively quiet periods [5]) predominates in quiet sleep,
but long IBIs may appear, suggesting an abnormal neu-
rodevelopmental outcome [6]. Therefore, studying IBIs
and transients in the EEG after term equivalent ages can
be useful as an early prognostic tool [7].
Nevertheless, the study of IBIs is not a clinical rou-
tine in neonatal intensive care units (NICUs) and, to
our knowledge, it is not existent in portable and home
monitoring devices. In effect, NICUs prioritize other vi-
tal signs over electroencephalography, which is tedious
and time-consuming. Moreover, the manual recognition
of IBIs and bursts is, still, another laborious and subjec-
tive task requiring trained neurologists. The automation
of this procedure would therefore save time costs, avoid
disagreement between different annotators and, in turn,
gain attractiveness as a monitoring tool in the NICU.
This challenge has motivated a number of works that
propose different approaches, including supervised learn-
ing (single or multi-feature based) and clustering. The
choice of the most appropriate solution is not always
straightforward and relies on both clinical (e.g. infants
age, developmental problems) and technical criteria (e.g
number of available channels).
The vast majority of existing algorithms have been de-
signed for burst suppression applications both in adults
(anesthesia or coma monitoring) and full-term newborns
(EEG monitoring after perinatal asphyxia), but only a
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few works design burst detectors for preterm EEG. Even
if similarities exist, burst suppression patterns are re-
lated to a clinical condition whereas preterm’s bursts
describe the normal EEG and evolve during postnatal
life. In Table 1, we provide a summary of the works pub-
lished over the last two decades related to preterm burst
detection as well as some relevant solutions for burst sup-
pression in full-term infants and adults.
If the brain activity needs to be segmented into burst
and IBIs, binary classification or regression can be em-
ployed. Although this constitutes the norm of burst clas-
sification, in certain cases a third class (artefacts [9], con-
tinuous pattern [14]) or other categories (classification of
different degrees of activity after asphyxia [15, 19]) can
be considered.
In burst detection, single-feature detectors are often
preferred when the EEG patterns are predominantly di-
chotomous, with low frequency deflections from the base-
line that allow the use of direct measures (such as volt-
age amplitude) or functions applied on the EEG (such
as energy) as only feature. Dichotomous patterns can be
found in a variety of altered states of consciousness [22],
but in healthy preterm infants they are characteristic of
ages below 32 weeks PMA [23]. Single-feature detectors
are fast and can be easily implemented by simple thresh-
olding, successfully employed for burst detection using a
single EEG channel in very preterm infants [24] with
Teager-Kaiser operator [25]. This operator (also known
as nonlinear energy operator, NLEO), and its variants
[18,26] are widely employed for EEG burst detection (see
Table 1). For multichannel data, thresholding has been
successfully applied in successive steps using EEG power
[14], NLEO [20] or using line length as feature [16].
In general, using a single feature performs fairly well
for very immature patterns, but as EEG complexity in-
creases, supplementary descriptors are needed. Thus,
detecting EEG patterns in full-term newborns often re-
quires the use of several features, as those derived from
wavelet analysis for trace´ alternant detection [8] or a va-
riety of time and frequency-based descriptors for burst
suppression detectors [11,13].
In this work, we address the detection of bursts in
very preterm infants who reached term-equivalent ages
(TEA). Considering the growing field of portable EEG
headsets and wearable sensors, we studied the viability of
burst detection using a single EEG channel. Logistic re-
gression (LR) is evaluated by using experts visual marks
and compared to other popular multi-feature methods
such as linear discriminant analysis (LDA), SVM, k-
nearest neighbor (kNN) and the most commonly used
single-feature classifier: Thresholding (Th).
The remainder of the paper is as follows: Section 2
describes the database, the evaluation subset and the
construction of reference labels. In Section 3, we present
the employed classifiers and the evaluation methodology.
Section 4 compares automatic and visual detections and
shows the results of applying the LR based classifier to
assess the maturation in our cohort. Finally, some con-
cluding remarks are drawn in Section 5.
2 Database
2.1 EEG recordings
Thirty-one very preterm infants, born after 27 to 29
weeks of gestation, were recorded at the CHU Hospital
at Rennes (France) to study the effects of immunization
(see [27] for more details about the protocol). Only pre-
immunization recordings were considered in the present
work to avoid eventual perturbations following the ad-
ministration of vaccine. Infants, who presented a normal
outcome and had discharged home, accounted for at least
seven weeks of postnatal life (36 to 41 weeks PMA) dur-
ing the recordings. The study was approved by the local
institutional ethics committee (Comite´ de Protection des
Personnes, CPP Ouest 6-598, France) and a written in-
formed consent was given by parents.
For each newborn, two EEG channels were acquired at
sampling frequency Fs=512 Hz using a Brainz
© bed-
side monitor (Natus Medical Incorporated, San Carlos,
USA) during 2 to 3 hours. Hydrogel surface electrodes
were placed in fronto-parietal and temporal positions,
corresponding approximately to the Fp1, Fp2, T3 and
T4 locations of 10-20 standard systems. A bipolar refer-
ence was applied to obtain the channel pairs Fp1-T3 and
Fp2-T4. Additionally, electrocardiogram (ECG), respi-
ratory activity and hypnograms (annotations of the sleep
stages in conformity to the neonatal standard [28]) were
available.
2.2 Evaluation subset
Labels to validate the classifiers and compute hu-
man/automated agreements was provided by two experi-
enced neonatologists who marked manually (in burst/IBI
periods) an evaluation subset.
Visual evaluations were carried out on a selection of
Ne=14 infants (36.1 to 39.7 weeks PMA) from the above
described database. Each infant provided an EEG ex-
cerpt of D = 300 seconds. To ensure the existence of
discontinuous or semi-discontinuous patterns, only seg-
ments free of artifacts in quiet sleep were considered.
Using a computer program designed to this purpose,
the two clinicians (A and B) marked the bursts limits in
20-second windows displaying the pre-processed EEG.
They were asked to perform the visual interpretations a
second time in a different day. Visually marked bursts
were then converted to discrete, binary series that coded
2
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Figure 1: Example of EEG scored with the raters labels.
Green and red lines are YA, YB respectively. Only the con-
sensual marks are taken into account to establish the gold
standard (blue areas, bursts; yellow areas, IBIs). Areas in
white represent disagreeing zones.
bursts with ones and IBIs with zeros. Each category was
associated, respectively with Class 1 and Class 0. Vi-
sual evaluations yielded four binary arrays Yr,i ∈ {0, 1}
of length L = D × Fs, where r = {A,B} represents the
rater’s code and i = {1, 2} is the repetition number.
2.3 Gold Standard
The gold standard, i.e. reference data to train and test
the classification algorithms, was generated by merging
the experts’ evaluations. We first constructed unified
marks for each rater, Yr, by including the bursts of the
two replicates:
Yr = yr(k) =
{
0 if yr,1(k) + yr,2(k) = 0
1 otherwise
(1)
for k = 1, ..., L and r = {A,B}.
Then, we defined the gold standard, Y , as in [12], i.e.
the unanimous decisions between clinicians’ marks. In-
tervals without agreement were not considered and la-
beled as empty values (ø):
Y = y(k) =
 1 if
∏
r yr(k) = 1
0 if
∑
r yr(k) = 0
ø otherwise
(2)
with k = 1, . . . , L and r = {A,B}. An example is given
in Fig. 1.
3 Methods
3.1 Burst detection framework
To test the different burst detectors, we employed the
general scheme that can be divided in three main blocks:
pre-processing, feature extraction and classification (see
Fig. 2). The content of some blocks depend on the clas-
sification approach.
EEG Feature 
extractionPre-processing Classification
S Xi Ŷ
Figure 2: Block diagram of the employed framework to detect
bursts. The input signals (EEG) come from a two-channel
system. The pre-processing block yields a one-dimensional
signal, S, from which a feature vector, Xi, is extracted in
each window i. The classification block outputs a binary,
one-dimensional signal, Ŷ , with the predicted bursts.
Pre-processing
In this block, signal-to-noise ratios in EEG signals are
improved by applying artifact correction or rejection and
filters. Due to prone position and nursing, certain arti-
facts are typically more abundant in one channel. Here,
the less contaminated one is selected regarding its sta-
tistical properties (variance, kurtosis, joint probability
of EEG activity values [29]). Then, a linear phase band-
pass filter whose respective lower and upper cut-off fre-
quencies are set to Fl and Fu, is applied. Cut-off frequen-
cies can vary depending if baseline and high frequency
noise needs to be attenuated or if a specific bandwidth
wants to be enhanced. The resulting signal, S, is finally
sub-sampled to 128 Hz.
Feature extraction
This block computes a number of functions on S to ob-
tain a feature vector Xi ∈ RNf with Nf the number
of features, and i = 1, . . . Nw, with Nw the number of
windows of S. Features, chosen to capture pronounced
characteristics in bursts (see Table 2), have already been
exploited to solve EEG classification problems. Since
Xi are computed in overlapping W -second windows, the
effective sampling rate of features with respect to S is re-
duced. Hence slow trends were enhanced over fast tran-
sients by performing a smoothing of Xi as suggested by
[11]. To this purpose we applied a 1-dimensional, 10th
order median filter on each feature [30]. Finally, to avoid
outliers that might decrease classification performances,
Xi was quantile-normalized to impose their values to fall
within the 1st and 99st percentiles [11].
Classification
The purpose of this block is to identify the labels from
new observations using Xi. The proposed classifier based
on logistic regression and its competitors are described
below. Provided that short bursts or IBIs rarely exist,
the output of the classifiers were also smoothed to im-
prove the performance of detections. Hence, the output
of this block, Ŷ , was finally obtained by removing iso-
lated events below a given time in seconds, tB , applying
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Name
Description
Mm Difference between the maximum and the minimum
value
DM Maximum of absolute values of the discrete difference:
DM = max
k=1,..,l
{|S(k)− S(k − 1)|},
where l is the number of points in W
SD Standard deviation
Kt Kurtosis
NL Nonlinear energy operator (NLEO) [9]:
NL =
1
l
l∑
k=1
S(k)S(k − 3)− S(k − 1)S(k − 2).
AD Averaged differentiation, defined as:
AD =
1
l
l∑
k=1
|S(k)− S(k − 1)|.
Hs Shannon Entropy [11]:
Hs = −
∑
q
p(Iq) log p(Iq),
where p(Iq), q = 1...Q is a discrete set of probabili-
ties estimated by counting the l points within Q =16
histogram bins.
Pw Power between 0.5 – 3Hz, estimated by an auto-
regressive model using the Burg method. Model order
(15) was set to the mean value provided by Akaike’s
information criterion [31].
Table 2: Definition of the features applied on each EEG win-
dow (W seconds) for multi-feature classifiers.
a filtering procedure similar than [11].
3.2 Classification based on logistic re-
gression
Predictive models based on logistic regression has been
successfully employed in a variety of biomedical domains
[32–34]. Unlike binary classifiers, that are purely di-
chotomous, LR provides the class probability for one of
the two categories.
In logistic regression [35], the class probability pii is
expressed through a function called logit, related to the
feature vector Xi :
logit(pii) = ln
(
pii
1− pii
)
= w0 +w ·Xi. (3)
where w = [w1, .., wd] is the vector of regression coeffi-
cients and w0 is the intercept. The inverse of the above
expression, called logistic function, is expressed as:
logit−1(pii) =
1
1 + e−(w0+wXi)
= g(Xi,w). (4)
An important characteristic of the logistic function is
that it is bounded between 0 and 1, and thus, it can be
used directly to estimate the probabilities of the possible
outcomes as P (Y = 1|w,Xi) = g(Xi,w).
Given the pair of features and labels {Xi, Yi}, the
learning process aims at finding the best w, which is
to maximize the conditional probabilities P (Yi|Xi,w)
[35]. This can be achieved by the maximum likelihood
estimation (MLE) method. We employed the Newton-
Raphson’s hill-climbing algorithm, an iterative proce-
dure that maximizes the log likelihood function until a
convergence criterion (coefficients leading to the most
accurate predictions) is reached.
Once the optimal coefficients, ŵ, are obtained, class
probabilities, pii, are provided by the logistic function.
The class membership is decided by a cut-off value c
such that f(pii) > c assigns the predictive output value,
ŷ, to Class 1, and f(pii) ≤ c assigns ŷ to Class 0. Here,
we fixed c to 0.5.
3.3 Alternate multi-feature classifiers
In this paper, we have also evaluated the detection of
bursts using three widely employed multi-feature, super-
vised classifiers suitable for binary classification prob-
lems: Linear discriminant analysis, support vector ma-
chines and the K-nearest neighbor technique. They are
briefly described below.
3.3.1 Linear discriminant analysis
Linear discriminant analysis can be applied to solve two-
class classification problems simply and efficiently based
on the characteristics of each class (mean, covariance ma-
trix) [36]. The LDA classifier finds a discriminant func-
tion, i.e. the linear combination of the multi-dimensional
features that best separates the two classes. This func-
tion provides scores for each class, being the highest val-
ues associated to more likely classes.
3.3.2 Support vector machines
The SVM is a very popular machine learning technique
used in a variety of applications [37]. This classifier uses
a transformation (kernel) function to project the data
into a higher dimensional space, where classes may be-
come linearly separable. More versatile than linear ker-
nel functions, we used a Gaussian radial basis function
(RBF) to guarantee the existence of a non-linear decision
boundary:
K(xi, xj) = exp
‖xi−xj‖2/σ, (5)
where xi and xj denote two feature vectors and the ker-
nel parameter σ is the radius of influence of the learning
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samples selected as support vectors by the model. The
other parameter in SVMs, the weight of the soft mar-
gin cost function (C) [38], needs to be adjusted for an
optimal decision boundary. While small values provides
”local” solutions over-fitting the model, high values tend
to simplify boundaries an may not provide accurate sep-
arations. Both parameters σ and C were optimized by
the sequential minimal optimization method (SMO) [39].
3.3.3 K-nearest neighbor
The kNN is a nonparametric and nonlinear classifier
based on proximity criteria. Given the training set of
features, the algorithm identifies the k closest neighbor
vectors to classify a new instance. The class assigned to
the new instance is then decided by majority vote, i.e.
the class accounting for more neighbors. The value of
k was set as the square root of the number of instances
[40].
3.4 Detection by thresholding
Thresholding is a simple technique that can be employed
when one-dimensional feature vectors X can be parti-
tioned in two disjoint regions (classes) by a threshold T .
To find T , an optimization procedure that maximizes the
agreements with the gold standard is performed. New
instances are then classified by a simple rule: if the fea-
ture value exceeds T , it is labeled as Class 1, otherwise
as Class 0.
We employed the thresholding approach proposed by
Palmu et al. [12]. Briefly, it consists on first pre-
processing EEG by a band-pass filter with cut-off fre-
quencies Fl and Fu, respectively. Next, the feature
(given by the NLEO operator) is computed in W -second
windows so that values over T provided a first classi-
fication, corrected in a second instance by eliminating
bursts below tB . By means of an iterative process, Fl,
Fu, W , T and tB were optimized to obtain a maximum
agreement with their gold standard. We simplified this
procedure by optimizing T and imposing the remaining
parameters (see Section 4.1).
3.5 Measures of agreement and perfor-
mance
To assess the degree of agreement within human raters
and between human and automatic classifications, we
employed the Cohen’s kappa coefficient [41]:
κ =
Po − Pc
1− Pc , (6)
where Po is the observed agreement among raters (the
proportion of windows where the observers agreed) and
Pc is the probability expected by chance. The upper
limit of this statistic (κ = 1) occurs only when there is
perfect agreement. The lower limit (κ ≤ 0) depends on
the marginal distributions and occurs when agreements
are due to chance [41].
The performance of the classifiers was evaluated by
accuracy and receiver operating characteristic (ROC)
curves. Accuracy (Acc) is defined as the percentage of
windows correctly classified over the total number of win-
dows in each labeled EEG. ROC curves represent a sensi-
tivity/specificity pair corresponding to a particular deci-
sion threshold. The area under the ROC curves (AUC)
summarizes the overall ability of the classifiers to dis-
criminate between the two classes and ranges from 0.5
(random classification) to 1 (perfect classification).
To obtain unbiased estimations of accuracy and AUC,
the performance of the classifiers was examined in infants
that did not take part in the training process. Hence,
leave-one-out cross-validation (LOOCV) was applied:
1. Leave out a single sample from the evaluation subset
composed by Ne=14 infants.
2. Build the classification model with the remaining
data (Ne-1).
3. Test the omitted sample with the learned model.
4. Repeat the above steps until each sample has been
omitted and tested once.
4 Results and discussion
4.1 Setting up automatic detections
Filter cut-off frequencies Fl and Fu were set to 0.1 –
30 Hz for multi-feature classifiers. For the simple de-
tection by thresholding, these values were modified (0.5
– 8 Hz) to meet de requirements of [24]. In all cases,
features were computed by 75% overlapping windows of
W=1 second. This choice is justified by the minimal du-
ration of the bursts in the gold standard but also by a
trade-off between reasonable resolution (0.25 s) and com-
putational time. The minimal burst time, tB was set to
1 second.
We proceeded then to select the most relevant fea-
tures for LDA, SVM, kNN and LR. Feature matrix was
composed, per each infant, by 1197 rows (data points)
and 8 columns (features). Given that the number of fea-
tures is low with respect the number of observations, a
wrapper feature selection method was employed. The
most relevant features were retained by sequential for-
ward selection (SFS), i.e. subsets of features are itera-
tively combined based on the classifier performance until
a maximum is reached. The maximal performance was
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Figure 3: Performance of all classifiers in terms of areas under ROC curves (AUC, left panel) and accuracy after performing
feature selection. Horizontal red lines denote mean values, red and blue zones represent standard deviations and 95%
confidence intervals (C.I), respectively. Individual values are given by grey circles. Only the performance of Th is significantly
below the rest of classifiers (non-overlapping C.I.).
evaluated by the mean accuracy yielded by LOOCV. The
number of retained features obtained by SFS depended
on the classification method. While LDA reached the
best accuracy using only two features (Mm, Kt), SVM
needed all excepting Pw. For the kNN method, five fea-
tures were selected (Mm, SD, NL, AD, Hs) and LR
retained three features (Mm, SD, NL). Of note, Pw
were discarded by all classifiers, suggesting that it may
be redundant or poorly correlated with the labels. On
the other hand, Mm constituted the most relevant fea-
ture as it was selected in all cases.
4.2 Comparison of automatic detections
The performance of the classifiers in terms of AUCs and
accuracies are depicted in Fig. 3). Accuracies were al-
most identical by using LR, SVM and kNN (Acc ≈ 95%).
Little differences exist between these methods when com-
paring confidence intervals and dispersion. The LDA
was slightly below (94%) and thresholding was the least
performing (84%). LR resulted computationally simpler
(uses only 3 features), faster and more intuitive method
than the other classifiers as it provides directly the prob-
ability of burst (ease of setting a working point by simply
changing the cut-off value c).
Our results revealed that thresholding performed
poorly compared to burst detection on more immature
infants (23 - 28 w PMA), with Acc=90% in average [12].
Indeed, the single feature employed by this algorithm
does not describe properly the EEG complexity in older
populations of preterm infants. Therefore, additional
features need to be included in the classification model.
Even if accuracies provided by LR, SVM and kNN
are in the same levels of some of the existing burst sup-
pression detectors in full-terms [13] and above burst/IBI
classifiers for preterms [14, 16], performances should be
compared with caution as they are subject to the design
of the gold standard. Thus, the comparison of auto-
matic detections with those obtained by human raters
will provide a more realistic idea of the behavior of the
classifiers.
4.3 Visual vs. automatic detections
The evaluation subset also served to compare the agree-
ments within raters and between raters and the classi-
fiers. For human observations, kappa coefficients were, in
average, equal to 0.62. This result improves reported val-
ues in populations <30 weeks PMA [20] (mean κ=0.58).
In terms of accuracy, our mean agreement equals 81%,
a satisfactory result if compared to values obtained in
younger cohorts, for instance 81% in 28 to 30 w PMA
infants [12] or 80% in 29 to 34 w PMA [14]. In our exper-
iment, discordance was mainly found at the beginning
and end of bursts and in few cases concerned a entire
burst.
Comparing the kappa coefficients in Fig. 4, it can be
stated that automatic-human values are increased with
respect to human-human rates. This can be explained
by the fact that the gold standard used to train the clas-
sifiers is an intermediate reference, i.e. from raters unan-
imous decisions. Both LR and SVM yielded best aver-
aged human-automatic agreements (κ=0.71, Acc=86%),
but for computational efficiency, LR was our method of
choice for the study of maturation presented in Section
4.4.
4.3.1 Discontinuity parameters
In neonatology, maturational patterns are often assessed
from the quantitative analysis of EEG bursts. Here, we
compared the following measures, also referred to as dis-
continuity parameters:
• Number of bursts per minute (NBm)
• Mean duration of bursts (tB)
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Figure 4: Comparison of human observations against the au-
tomatic detections provided by the five tested classifiers. Blue
and red boxes represent kappa coefficients with raters A and
B, respectively. None of the A-B pairs showed statistically
significant differences in a Mann-Whitney U test. Right green
box shows inter-rater agreements. Boxes read as in Fig. 3.
• Mean duration of IBIs (tI)
• Maximal duration of IBIs (tI,max)
As it can be observed in Fig. 5, values from automated
detections are intermediate to those obtained by the
raters, excepting NBm (whose median is over the values
obtained by manual marks). Regarding this parameter,
differences between LR and B were statistically signif-
icant whereas differences between LR and A were not.
Significant differences concerning the rest of comparisons
with LR cannot be considered relevant as there were also
significant differences between A and B (see horizontal
lines in Fig. 5). Therefore, automatic detections can be,
in general, comparable to human judgment.
4.4 Study of maturation in a test
database
We finally computed the above discontinuity parameters
in a larger cohort to assess the infants’ maturation. In-
fants having sufficiently long periods in quiet sleep (>300
seconds) were selected from the main database, discard-
ing too short, unstable sleep patterns. This allowed us to
retain Nt=20 of 31 newborns who summed up approxi-
mately 2 hours of EEG signals. Then, we divided the co-
hort in two set of groups according the median PMA and
weight. This allowed to compare the degree of maturity
by age (group GPMA1 = [36, 38.2] versus group G
PMA
2 =
[38.2, 40] w. PMA) and by weight (group GW1 = [1.36,
2.50] versus GW2 = [2.50, 2.86] Kg). The four disconti-
nuity parameters before described plus the percentage of
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Figure 5: Characteristics of bursts (discontinuity parameters)
according to the raters (A, B) and automatic detection by
logistic regression (LR). Horizontal lines grouping a pair of
boxes denote statistically significant differences (p <0.05) in
a Mann-Whitney U test. Interpretation of boxes as in Fig.
3.
PMA (weeks) Weight (Kg)
36-38.2 38.2-40 1.36-2.50 2.50-2.86
NBm 5.6 ± 0.3 5.9 ± 1.1 6.0 ± 0.9 5.4 ± 0.5
tB (s) 5.5 ± 0.5 6.0 ± 1.5 5.2 ± 0.7 6.4 ± 1.2*
tI (s) 5.3 ± 0.8 4.3 ± 0.6* 4.7 ± 0.8 4.6 ± 0.9
tI,max (s) 14 ± 0.8 11 ± 4.1 14 ± 1.8 11 ± 3.4*
%B 52 ± 5.9 57 ± 6.5 52 ± 4.3 57 ± 8.1*
Table 3: Discontinuity parameters describing burst activity
versus PMA and weight. Asterisks denote statistically signif-
icant differences (p < 0.05) in a Mann-Whitney U test.
bursts (%B) were calculated from the detections yielded
by the LR classifier (see Table 3).
Significant differences were found in certain parame-
ters regarding weight or age groups. In general, patterns
tend to be more continuous as evidenced by the increase
of tB and %B or the reduction of tI,max in more mature
groups. These changes are in concordance with widely
accepted maturational criteria, such as the IBI reduc-
tion and the prolongation of bursts with increasing PMA
[1,23]. Moreover, infants between 35 and 39 weeks PMA
rarely exhibit IBIs exceeding 20 seconds, and their mean
durations range 4 to 10 seconds depending on the sleep
state [2, 42], two descriptions that match our results.
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5 Discussion and conclusion
The present paper addressed the EEG burst detec-
tion problem in very preterm infants who reached term
age using multi-feature classification. The compara-
tive study showed that the classifier based on logistic
regression has the best performances in terms of ac-
curacy and computational costs, improving the widely
employed thresholding approach and most of the multi-
feature classifiers for burst detection proposed in the lit-
erature. Indeed, our results benefit from the selection
of the channel having the lowest degree of artifacts and
from the inclusion of the appropriate burst descriptors
by the most relevant features.
However, the fact that the analyzed EEG corre-
sponded to quiet sleep periods and the high inter-rater
agreements might contribute to the high mean accuracy
rate (95%) and mean AUC (0.99) obtained with the best
classifier. Moreover, it must be said that these perfor-
mances do not take into account the possible classifica-
tion errors in disagreeing zones since the gold standard
used to train the algorithms was build from consensual
annotations [12]. Hence, accuracies and AUCs could be
slightly over-estimated. Nevertheless, bias due to this
effect should not concern the choice of the classifier as
they influence the performances equally.
Applying the proposed classifier based on logistic re-
gression, we found that parameters describing the dis-
continuity of bursts by the tested classifiers are in the
same range than clinicians’ judgments. Therefore, the
implementation of this automatic detector would help as-
sessing the infant’s maturity in a more repeatable, faster
and cost-effective way.
In summary, the main advantage of our proposal relies
on its simplicity, reliability and computational efficiency
thanks to a logistic regression detector using a single
EEG channel. This framework could add new function-
ality to current bedside monitors, but also it could open
the way to home monitors (integrating wearable devices
or EEG portable headsets) to follow up maturation in
preterm infants after hospital discharge.
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Description Patients #Chan #Sc Features Classifier Performance
Detection of trace´ alternant during
sleep [8]
6 full-term 14 1 Discrete wavelet
transform
S; Th n/a
Burst suppression during anesthe-
sia [9]
17 adults 1 1 1 (Nonlinear energy
operator)
S; Th Acc=94%
EEG bursts & heart beat ratio re-
lationship [10]
15 full-term 1 1 1 (Instant.
variance)
U; Th n/a
Burst suppression detection after
asphyxia [11]
6 full-term 8 1 5 (Energy and
frequency based)
S; SVM AUC=0.96
Burst detection in extremely
preterm [12]
18 preterm
(23-28/28-30 w.
PMA)
1 2 1 (Nonlinear energy
operator)
S; Th Acc=90/81%
Burst suppression detection [13] 26 full-term 8 1 9 (Energy and
frequency based)
S; FLD Acc=94%
Burst, IBI and continuous EEG de-
tection [14]
8 early preterm
(29-34 w PMA)
18 2 1 (EEG power in
multiple channels)
S; Th Sn=90% (Bursts)
Sn=80% (IBIs)
IBI adaptive segmentation in en-
cephalopathy [15]
8 full-term 13 1 1 (Amplitude) S; Th n/a
Burst detection in preterms [16] 13 preterm
(26-34 w PMA)
9 2 1 (Line length) S; Th Acc=84%
Burst detection & diagnostic inter-
face [17]
394 preterm
(<35 w PMA)
8 1 1 (Line length) U; Clu n/a
Burst detection in neonatal EEG
[18]
10 preterm + 10
full-term
1 n/a 1 (Envelope
derivative operator)
S; T AUC≥0.9
EEG differentiation after asphyxia
[19]
34 full-term 12 1 3 (Amplitude and
time based)
S; SVM Acc=84%
Automated detection of bursts and
IBIs [20]
36 preterm (<30
w GA)
8 3 1 (Nonlinear energy
operator)
S; Th Algorithm/Rater:
Acc=81%, κ=0.63
; Inter-rater:
Acc=71% κ=0.58
Burst/IBI classification by age [21] 26 extremely
preterm
2 0 1 (Range EEG) U; Th n/a
Table 1: Summarized review of burst detection methods in preterm infants and other populations. Abbreviations not defined
in the body text are: #Chan, number of channels; #Sc, number of scorers; w, weeks; S, supervised; U, unsupervised; FLD,
Fisher linear discriminant; Clu, clustering; n/a not available; Acc, accuracy; Sn, sensitivity; AUC, area under receiver
operating characteristic (ROC) curve; κ, Cohen’s kappa.
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