Abstract: This paper proposes a dynamic verification scheme for finger-drawn signatures in smartphones. As a dynamic feature, the movement of a smartphone is recorded with accelerometer sensors in the smartphone, in addition to the moving coordinates of the signature. To extract high-level longitudinal and topological features, the proposed scheme uses a convolution neural network (CNN) for feature extraction, and not as a conventional classifier. We assume that a CNN trained with forged signatures can extract effective features (called S-vector), which are common in forging activities such as hesitation and delay before drawing the complicated part. The proposed scheme also exploits an autoencoder (AE) as a classifier, and the S-vector is used as the input vector to the AE. An AE has high accuracy for the one-class distinction problem such as signature verification, and is also greatly dependent on the accuracy of input data. S-vector is valuable as the input of AE, and, consequently, could lead to improved verification accuracy especially for distinguishing forged signatures. Compared to the previous work, i.e., the MLP-based finger-drawn signature verification scheme, the proposed scheme decreases the equal error rate by 13.7%, specifically, from 18.1% to 4.4%, for discriminating forged signatures.
Introduction
With increasing smartphone usage, several studies have focused on user authentication based on behavior characteristics that can be acquired on a smartphone; these include keystroke dynamics [1] , gaze tracking [2] , and dynamic signature [3] . Among these studies, dynamic signature verification is an authentication method that employs both the uniqueness of the signature and behavioral characteristics corresponding to signing. Similar to other biometrics, a dynamic signature is safe from loss and theft. In addition, the user is less resistant to using signatures for authentication than other biometrics such as fingerprints and iris.
Users can produce a signature on the smartphone screen by using a stylus or their finger. Early studies [4] [5] [6] [7] [8] [9] [10] primarily focused on verifying signatures drawn by a stylus. Finger-drawn signature verification [3, [11] [12] [13] is relatively not well researched yet; however, it is currently actively discussed because most smartphones do not have a stylus, and finger signing is more convenient. The verification of finger-drawn signatures involves new challenges because it results in less precise signals than signatures drawn using a stylus. Moreover, many effective features such as pen pressure, pen angle, and the number of times a pen is lifted, cannot be employed.
To improve the accuracy of signature verification, some studies [8] [9] [10] utilize machine learning techniques, which are one of the most noteworthy technologies. Buriro et al. [3] used multilayer
•
To the best of our knowledge, the proposed scheme is the first CNN-AE model for hand drawn signature verification in mobile environments.
• Experiments using users' real signatures show that the S-vector achieves better accuracy for dynamic signature verification. The proposed scheme decreases the equal error rate (EER) by 1.1% (subject/others), 3.2% (time difference), and 13.7% (skilled forgery) compared to the previous work.
This paper is organized as follows. Section 2 introduced the proposed method is introduced. In Section 3, the proposed model is evaluated based on experimental results, wherein the CNN was trained with four different classification datasets to determine the most effective S-vector. Section 4 concludes the paper.
Related Work
Signature verification techniques can be classified into two approaches: function-based and feature-based [20] . Function-based signature verification refers to the matching process using the original time-series data of a signature. The feature extraction process could be absent. Well-known function-based approaches include the dynamic time warping (DTW) algorithm [21] , root mean square method (RMS) [22] , and hidden Markov model (HMM) [23, 24] . Generally, function-based systems demonstrate better verification performance than feature-based systems [24] . However, during the matching process, a dynamic construction of the original signature is revealed, resulting in a potential privacy breach if the matching must be done remotely [11] . Furthermore, the system is more complex and requires longer execution time than feature-based systems [4] .
Feature-based signature verification refers to the process of statistical similarity comparison using descriptive features of a signature. A signature is accepted as being genuine if the similarity score exceeds a certain threshold. Feature-based systems are lightweight, less complex, and faster than function-based systems [4] ; thus, they are suitable for mobile environments. The main issues of feature-based systems pertain to the extraction of effective features and application of efficient verification algorithms. F. Aguilar et al. [5] proposed a set of diverse features such as total duration of the signature, pen pressure, and the number of times the pen is lifted.
Based on this feature set, Nanni [6] proposed a multimatcher method to verify signatures. In addition, Guru and Prakash [7] introduced a symbolic representation of an online signature.
To improve the accuracy of signature verification, some studies [8] [9] [10] utilize machine learning techniques, which are one of the most noteworthy technologies. Similar to the process in feature-based signature verification, they use descriptive features of signatures for building a subject model. Iranmanesh et al. [9] exploited MLP for signature verification, and demonstrated an average accuracy of 82.42% for recognizing the subject; however, this method could not distinguish between imitated and original signatures. As mentioned previously, M. Fayyza et al. [10] used AE, the one-class model, to distinguish imitated signatures. They derived the (x, y) coordinates, sign changes (dx/dt), (dy/dt), pen pressure, and pen angle as features. The verification accuracy was 92% for classifying subject and imitated signatures.
However, all of the above-mentioned feature-based signature verification schemes focus on verifying signatures drawn by stylus instead of finger drawn signature. As mentioned above, verification of finger drawn signatures currently receives great attention but is still a challenging issue due to the lack of precise signals and features. N. Sae-Bae et al. [11] , M. Antal et al. [12] , and N. Paudel et al. [13] propose their own matching algorithms, not the machine learning techniques, for finger drawn signature verification. A. Buriro [3] applies deep learning algorithm for finger drawn signature verification using dynamic features such as finger movements and phone movements. However, they exploit MLP, two-class classifier similar to Iranmanesh et al. [9] , and suffer from the same problem, i.e., trouble of distinguishing imitated signatures.
This work focuses on the finger-drawn signature verification scheme using deep learning. To efficiently distinguish the imitated signatures, the proposed method exploits AE as the one-class model. As mentioned above, finger-drawn signature verification has limitation owing to less precise signals and fewer features. The proposed method therefore uses CNN for feature extraction to improve the verification accuracy.
Proposed Method
With the purpose of this study, the design principles of the proposed method are as follows.
• Provide user authentication result based on the hand-drawn signature.
• Provide the better accuracy for distinguishing skilled forgery.
•
Reduce the accuracy decline caused by time difference.
Data Acquisition of Dynamic Signatures on a Smartphone
Signatures on mobile devices are often drawn by a user's finger instead of a stylus and an example of finger-drawn signatures is shown in Figure 1 . When a user signs on a smartphone screen, the coordinates of points (Px, Py) and the sensed value of the accelerometer (Ax, Ay, Az) are sampled every 32 ms. One such sample x i is defined in Equation (1), where dis i is the distance from (Px i−1 , Py i−1 ) to (Px i , Py i ). The entire signature is denoted as X, which is a sequence of x i , i = 0, 1, ..., n − 1 for the n samples comprising the signature. Figure 1 . Original signature.
Data Normalization
The acquired data from all signatures is pre-processed by normalizing the alignment, size, and length before feature extraction. Because signatures have different values of starting point, size, and the number of samples, the data must be adjusted to equivalent conditions for more precise learning, modeling, and verification. To standardize starting points, each signature is aligned so that the starting point is set to (0, 0, 0, 0, 0). The processed data by alignment normalization Xa is calculated using Equation (2), where (Px 0 , Py 0 , Ax 0 , Ay 0 , Az 0 ) denotes the original starting point of the signature. The distance dist i is omitted because it is unrelated to the starting points.
Even though the signatures are drawn on a restricted plane, i.e., smartphone screen, each signature is different in size. This size variation could lead to performance degradation of signature verification. Therefore, the proposed scheme makes the signatures into similar size by size normalization which ensures that all values of points range between 0 and 1. The processed data by size normalization Xs is calculated from Xa using Equation (3), where max(Px) is the maximum value among Px 0 , Px 1 , ... Px n .
),
Length normalization refers to the process of equalizing signature length, i.e., the number of samples. Each signature length is normalized to a mean length of the subject from Xs using Equations (4) and (5), where n is the original length of Xs, m is the mean length of the subject, k is rate for equal division, and t is a proper integer. x 0 and x m−1 are, respectively, the first and last samples. They are kept constant to equalize the starting and ending points of all signatures. After length normalization, the sequence of x i , i.e., X , is a signature normalized using three normalization processes. Figure 2 shows an example of data normalization. Figure 2a shows Xa, with the starting point of (0, 0). Figure 2b shows Xs, with all values existing between 0 and 1. Figure 2c shows X . In addition, the number of points, i.e., the number of samples, are changed to the mean length of the subject. 
CNN for Feature Extraction
A convolutional neural network (CNN) is a multi-layer neural network with a deep supervised learning architecture that is known to have the capability of extracting features for classification by itself [17] . A CNN is composed of two parts: an automatic feature extractor and a trainable classifier. The feature extractor extracts features from input data via two operations: convolution filtering and down sampling. Based on these features, the trainable classifier is trained using a back-propagation algorithm with a fully connected layer, and it produces the classification results.
The proposed method uses a CNN only as a feature extractor, not as a classifier. Figure 4 shows the architecture of the proposed CNN-AE model. Similar to other deep neural networks, in CNN, the extraction process is black box and the exact characteristics of the features cannot be known. We assume that if a CNN is trained for classifying forged and genuine signatures, the trained CNN can extract effective features for distinguishing behavior characteristics of forgery, such as hesitation and delay before drawing the complicated part of a signature. Therefore, the output of the CNN feature extractor is used as a feature vector, defined as the S-vector (denoted by S in figures and equations). The S-vector is used as the input to an AE for building the subject model. As mentioned earlier, an AE has high accuracy for the one-class distinction problem such as user authentication. The AE operation is represented in the next subsection. In the CNN feature extractor, the convolution layer uses X as the input value. Each node c i of the convolution layer is defined in Equation (6), where k is a kernel (also called filter) and l is the number of kernels used.
The output of c i is input to an activation function ReLU defined in Equation (7). The activation results constitute a convolution map. These procedures of the convolution layer are shown in Figure 5 .
ReLU(c i ) = max(0, c i ) (7) Figure 5 . Operation of the one-dimensional convolution layer.
The convolution map is filtered for allowing some variance in the data input by the pooling layer. Max pooling [25] is used and one pooling node is defined in Equation (8) , where the value 2 is used as a stride (moving n pixels in a layer) that controls the pooling range.
Convolution and pooling can be repeated multiple times. We do not discuss the remaining layers and training method here, as they can be referred to in [17] . The outputs of the last pooling layer constitute the S-vector denoted by S that is a concatenation of F i as defined in Equation (9) .
The training data set may vary according to the purpose of the CNN classifier. For example, the CNN can be trained with the genuine and forged signatures as two-class input data. In this case, the S-vector can be effective for distinguishing forged signatures, although it can have greater risk of misclassifying subject/others. In contrast, in the case of a CNN trained using the subject's and others' signatures, the S-vector can be effective for classifying subject/others but can have greater risk of misclassifying subject/forged. Furthermore, models for each subject and a model for all subjects yield different results. We experiment with four different class types described in Section 4.1.
AE (Autoencoder) for Subject Modeling
The S-vector extracted by the CNN feature extractor is used as the input of an AE. An AE is a type of deep neural network that has the same dimensions for input and output [14] . In the training phase, the AE is trained by using the same data (sample signatures) as input and output. In the test phase, the trained AE generates an output corresponding to an input (test signature). An AE can generate highly similar output for trained data patterns, whereas it does not for unfamiliar data. Therefore, a test signature is verified by a similarity comparison between the test signature and the output of the AE. Consequently, an AE is used in modeling a subject for authentication.
The proposed scheme uses a five-layer AE, as illustrated in Figure 6 . Note that the entire architecture of the CNN-AE model is depicted in Figure 4 . The AE itself consists of two blocks: encoder and decoder. The outputs of the encoder and decoder are denoted as z and S , respectively, and defined as Equations (10) and (11), respectively. The encoder accepts S as the input and produces z that is implemented as hidden nodes in the neural network. The decoder accepts z and produces S . σ 1 and σ 2 are the activation functions. 
The loss function that is the objective for training a neural network is defined as in Equation (12) . It is the sum of all differences between the input and output.
L(S, S ) = ∑ |S − S | (12)
The training of the AE is a procedure involving the modification of weights W and W in Equations (10) and (11), respectively, for minimizing L with S as both input and output. In the test phase, which is the verification procedure in this problem, a newly input signature S to be verified is entered into the AE and compared with the output S of the AE. The proposed scheme applies mean square error (MSE) for the similarity comparison. MSE refers to the difference between S and S and is defined as Equation (13) . Using MSE, the verification rule is defined as Equation (14) . If the difference is less than a pre-defined threshold t, the signature is accepted as a valid one.
4. Experiments
Experimental Settings
As no public test set of dynamic signatures has been conducted on smartphones, we constructed a test set by ourselves. We gathered 20 signatures per person from 20 subjects, that we denoted as the original signature. After a month, we acquired 20 signatures per person from 10 subjects, that we denoted as the time-deferred signatures. Each subject's signature was shown to four forgers for imitating five signatures. Thus, 20 forged signatures were created for each subject. Figure 7 shows the samples of original signatures and forged signatures. Experiment participants were composed of 16 people in their twenties, 3 in their thirties, and 1 in their forties. The gender ratio is 15 males and 5 females. They signed their real signatures with a finger, holding a smartphone with other hand. The smartphone device was Galaxy S3 and the embedded application for signature registration was used. Average signing time was about 3 min for 20 signatures. The experiments have some limitations. For the accurate and practical experiment, we collected the real signatures of the users. The data set therefore is relatively small due to a privacy issue. Signatures are also drawn on same model of smartphone. If the type of smartphone is different, some technical details such as sampling rate may also be different. Therefore, other normalization process may be needed. The accuracy decline caused by time difference is an inherent problem in behavioral biometrics authentications. The proposed method obtains the better accuracy for time-deferred signatures by experimental approach but could not suggest explicit solution.
Using different configurations of the training data, four different CNN feature extractors were created, as shown in Table 1 . CNN_A is a two-class classifier trained with all the subjects' original signatures as one class and all the subjects' forged signatures as the other class. CNN_B is a 20-class classifier trained with 20 subjects' original signatures. CNN_C is made for each subject with the subject's and others' original signatures. CNN_D is made for each subject with the subject's original and forged signatures. CNN_D is possible only in an experimental setup as it is impossible to acquire forged signatures for a newly enrolled subject. However, we included CNN_D for evaluating the effect of a CNN trained for a special purpose. To find the best result, the experiment was repeated with different CNN parameters. The adjusted values of major parameters are as follows. Each CNN consisted of 2 convolution layers and 2 max-pooling layers. The window sizes of the convolution layer and the pooling layer were 3 and 2, respectively. The training epoch was 100. Table 1 . CNN feature extractors' data set.
CNN Name
Class Data CNN_A two-class all original, all forged CNN_B N-class all original CNN_C two-class subject's original, others' original CNN_D two-class subject's original, forged for the subject Each subject model was built with the subject's 10 original signatures. The AE consisted of an input layer of 128 nodes, hidden layers, and an output layer of 128 nodes. The node activation function was ReLU [26] and training optimizer was RMSprop [27] . In the test phase, we conducted three types of signature verification tests and the test data configuration is shown in Table 2 . For the base result, the adjusted values of major AE parameters are as follows. The number of hidden layers was 3 and the number of nodes were 30, 20, and 30 for each layer. The training epoch was 500. The equal error rate (EER) is used as an evaluation metric for signature verification. All machine-learning models were implemented using the Theano [28] library, which is a well-known open source machine-learning library. Table 3 shows the signature verification results of the proposed method and a comparison with the results of a previous work [3] . As mentioned above, AE (one-class model) showed a better result for distinguishing skilled forgery than MLP (two-class model), but not for others. In distinguishing forgery, CNN_D-AE that was trained with the forged signatures of the subject showed the best accuracy (3.2%). Although this method could not be practically applied, this result showed that a specially trained CNN could learn characteristics for that purpose, as we expected. The CNN_A-AE that was trained with all original and all forged signatures showed the second-best accuracy (4.3%). However, it did not perform well in the subject/others and time difference tests. CNN_C-AE showed better performances in the subject/others (4.1%) and time difference (4.5%) tests, but it did not perform well in the skilled forgery test compared to CNN_A-AE. Therefore, we tried a combination of CNN_A and CNN_C (called CNN_AC-AE) by concatenating S-vector from both networks and doubling the size of the AE input/output. The performance of the CNN_AC-AE was better than that of CNN_C-AE in the skilled forgery and subject/others tests, and was the same in the time difference test. It showed 1.1% (subject/others), 3.2% (time difference), and 13.7% (skilled forgery) better results than those of the previous work [3] and showed 1.8%, 4.6%, and 9.3%, respectively, better performances than those of the test using AE only. Figure 8 shows the experiment results as receiver operation characteristic (ROC) curves. An ROC curve refers to a graphical plot that illustrates the correlation between sensitivity and specificity of a classifier system. The ROC curve is created by plotting the true positive rate (TPR) against the false positive rate (FPR). Therefore, the closer a curve is to 1, the more accurate is the corresponding classifier. Figure 8a shows ROC curves for subject/others signature authentication. The CNN_A-AE showed the worst accuracy and the CNN_AC-AE showed the best performance. Because the CNN_A-AE was trained with the forged signatures, which are similar to those of the subject, it has a higher probability of misclassifying subject signatures as forged signatures. Figure 8b shows the ROC curves for the time difference test. The worst result was obtained by the CNN_A-AE and the best one was obtained by the CNN_AC-AE. The CNN_A-AE has higher probability of misclassifying subject signatures changed over time as forged signatures for the same reason mentioned above. In the results of distinguishing forgery in Figure 8c , MLP, AE, and CNN_B-AE showed worse accuracy than others. MLP exposed a weakness in the skilled forgery test due to being a 2-class model. AE and CNN_B-AE did not perform well. This result shows that the S-vector generated by the trained CNN is more effective than raw signature data. The CNN_D-AE showed the best result and the CNN_AC-AE showed the second-best accuracy. However, note that the CNN_D-AE is not a practical model.
Signature Verification Results

Discussions
CNN is widely known as an outstanding image classification algorithm. In this study, we used CNN as a feature extractor of signatures, i.e., time series data. Our main assumption was that CNN could extract effective features from signatures as well as from images. The comparison results between the AE model and the proposed scheme (CNN_AC-AE model) show that, at least, the S-vector from a CNN feature extractor is valuable for signature verification.
In realistic environments, users could sign on a smartphone lying on a table as well as while holding it in their hands. In the case of a smartphone lying on the table, the changes in accelerometer values are slight, which negatively affects the verification accuracy. We therefore surveyed 50 smartphone users and found that 47 of them use a smartphone by holding it in their hand all the time except while watching videos and playing games. Moreover, when constructing the test set, although we did not mention the position of the smartphone, all subjects signed on the smartphone by holding it in their hands.
In the training phase, the training epoch depends on the size, amount, and type of data. The size of our test set is relatively smaller than that of general machine learning datasets. The epochs of CNN and AE are determined as 100 and 500, respectively, via many trials.
As a signature is generated by human action, mistakes occur frequently, even though the signature is drawn by the same person. In the test phase, a mistake may result in a single verification failure. However, in the training phase, a mistake could lead to a decrease in verification accuracy. We therefore provided a cancel function in the application for the signature collection process, that allows a user to cancel a signature just drawn if he or she made a mistake. The cancel function is very simple but effective for signature verification. In relation to this practical issue, our previous work [29] proposed automatic data filtering for signing mistakes. Prior to the training phase, it compares sample signatures, eliminates out-of-range signatures, and uses only the remaining as training data. For fair comparison, we do not apply the automatic data filtering in this study.
Conclusions and Future Work
This paper proposed a new feature-extraction method using CNN for dynamic signature verification. A CNN was exploited to generate an S-vector as the input to the autoencoder. Experimental results showed that the CNN trained with forged and genuine signatures could generate an S-vector that achieved good accuracy in distinguishing forged signatures but did not perform well in other tests, namely, subject/others and time difference. Therefore, we combined the S-vector of two CNN feature extractors that were trained for different purposes, which yielded good results in all the three types of tests. Using the proposed method, the EER was improved by up to 1.1% (subject/others), 3.2% (time difference), and 13.7% (skilled forgery) compared to that in the previous work. The proposed dynamic signature verification system could be used for secondary authentication such as in smartphones, PDAs, mobile computers, financial settlements, and mobile banking.
In future work, we plan to verify signatures drawn by a hand gripping a smartphone, i.e., a user draws a signature in the air by a hand gripping a smartphone, and not on a screen by a finger. We expect that the large signature drawn by hand could have positive effects of verification accuracy and user convenience. However, the features and characteristics of the hand-drawn signature might be different from those of a finger-drawn signature. The differences could bring up some issues.
