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This work addresses quantum adiabatic decoherence of many-body systems coupled to a boson
field, in the framework of the theory of open quantum systems. We focus on partitions of non-
interacting subsystems in order to highlight the collective correlation that appears exclusively due to
the coupling with a common environment. We restrict the analysis to “local” observables compatible
with the anisotropy of the system of interest, that is, to operators whose expectation values can
be put in terms of a density operator reduced both over the environment and also reduced to a
single, representative element of the partition. Remarkably, this simple model encompasses relevant
features of a many-body open quantum system and allows to single out the subtle quantum effects
that arise when the size scales up to a macroscopic level. We derive an analytical expression for the
time dependence of the density matrix elements (in the preferred basis) from first principles, without
assuming coarse-graining. The proposal generalizes the spin-boson model by introducing the many-
body character within the system-environment interaction Hamiltonian. The resulting decoherence
function is a complex exponential whose exponent has a real part that introduces a decay similar to
that in the usual spin-boson model. On the contrary, the imaginary part of the exponent accounts
for the many-body character since it depends on the quantum numbers and geometry of the whole
partition. Notably, this dependence arises even when the model neglects direct interaction between
the observed subsystems, and generates the decay of the expectation values of local observables.
We consider this irreversible process as a manifestation of the quantum nature of many-body open
systems.
Motivated by the solid-state NMR problematic, and in search of realistic numerical estimations, we
applied the theoretical results to a partition of dipole-coupled spin pairs, in contact with a common
phonon bath. As a significant novelty, we find that the phase function of the decoherence function
plays the leading role, overshadowing the mechanism (real part) associated with the thermal state
of the bath. In fact, the elements of the density matrix reduced to local variables show irreversible
decoherence, which arises from the interference of phase factors that depend on the eigenvalue
distribution throughout the sample. The final form of the decoherence rate has a direct dependence
on the physical constants of the model: sound velocity and width of the eigenvalue distribution
of the dipole interaction. Its value is remarkably similar to that measured in NMR time-reversal
experiments, and its behaviour also agrees with the experiment: it depends on the dipolar frequency
and is entirely independent of the sample temperature.
I. INTRODUCTION
Observed systems can rarely be considered as strictly
isolated in nature; virtually all systems are subject to
the action of some environment. Even when physical
processes that drive a system to final equilibrium with a
reservoir or environment can, in some cases, be extremely
slow, the system-environment coupling can give rise to
processes that affect the quantum coherence within an
early time scale, before relaxation processes have any ef-
fect. This phenomenon, known as adiabatic quantum de-
coherence, is of great importance in quantum information
processing technology since it involves a rapid and irre-
versible loss of available quantum information in many-
body systems, induced by coupling with the environment,
even when the energy can in practice be conserved [1, 2].
Also, from the fundamental point of view, understand-
ing adiabatic decoherence is a stimulating challenge, as
it is a purely quantum process, associated with other
quantum manifestations such as system-environment en-
tanglement or multi-partite quantum correlations, and
therefore linked to the very foundations of the theory.
Decoherence has even been posed as the mechanism that
selects the “preferred basis” in the context of quantum
measurement [3, 4]. These fundamental problems de-
mand establishing the characteristics that the system-
environment coupling must have to stand as the universal
vehicle of quantum decoherence during the measurement
process [5].
The irreversible evolution of many-body systems is not
addressed in the literature under a unique look. One
point of view regards the observed system as an open
quantum system that undergoes a non-unitary evolution.
We adopt this perspective in this work and explain it in
detail later. Another point of view roots on the picture of
closed systems and considers the non-equilibrium dynam-
ics in the scheme of the Gibbs’ statistical mechanics, in
which the system of interest is a subsystem of a larger one
with the same nature, that plays the role of “the bath”.
Thus the system evolution is driven by self-interactions
[6]. This view is largely shared in several fields, including
solid-state Nuclear Magnetic Resonance (NMR).
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2The NMR experimental setup allows tracking the spin
dynamics along the different timescales imposed by the
system-environment Hamiltonian. The long term spin-
lattice relaxation processes that bring the spin system to
thermal equilibrium with the environment, T1, are very
well understood in terms of thermal fluctuations of the
environment (or lattice) [7]. The fact that the energy
transfer involved in spin-lattice relaxation is a slow mech-
anism in comparison with the characteristic time scale of
the NMR signals led many to assume the early spin dy-
namics as that of a truly closed system that undergoes a
unitary evolution [8, 9]. However, decoherence processes
can affect the spin dynamics in a timescale much shorter
than T1, and NMR techniques also allow to scrutinize
within this time scale. Notably, there is a set of pulse
sequences with the effect of reversing the evolution un-
der the dipole-dipole interaction Hamiltonian (sometimes
called “time-reversal” sequences) [10]. The reversed sig-
nal amplitude attenuates irreversibly for increasing re-
focusing times, and such decay cannot be ascribed to
experimental misadjustments, nor to non-reversed terms
of the evolution Hamiltonian [11–13]. This phenomenon
has been called decoherence in the NMR literature, since
it concerns the decay of coherences (off-diagonal elements
of the density matrix), and takes place over a time range
much shorter than T1 (but longer than the typical NMR
signal decay time).
In this sense, both fundamentals and applications of
many-body physics call for a quantitative calculation of
decoherence rates in terms of physical properties of the
observed system and the environment to compare the
theoretical analysis with the experiment. A widely used
model for studying adiabatic decoherence in open quan-
tum systems is that of a qubit or spin coupled with a bo-
son bath (spin-boson model). It provides an exact solu-
tion that can be studied analytically in different regimes
[14, 15]; however, it demands generalization when the
many-body character of the observed system plays a rel-
evant role. The proposal of this work, inscribed in this
view, introduces the many-body nature from the begin-
ning, through the system-environment interaction Hamil-
tonian.
The first steps along this line were aimed to describing
the irreversible decoherence in a system of dipole inter-
acting spin pairs, adiabatically coupled with a phonon
bath [16]. There, the system-bath interaction was at-
tributed to the variation of dipole intra-pair energy due
to the coupling with a phonon environment, which in turn
correlates different pairs through their collective dynam-
ics. Treating the observed spins as an open quantum
system imposes an irreversible decay of the off-diagonal
elements of the density matrix (on the interaction-
Hamiltonian basis). Physically, it reflects the interplay
of two opposite tendencies: the internal spin dynamics
promotes the build-up of multiple correlations while adi-
abatic decoherence degrades them with an efficiency that
increases with the coherence order. This subtle mecha-
nism should affect, in turn, the expectation values of the
observable quantities. Even when ref.[16] provides an
estimation of an upper bound for the decoherence rate
and not a quantitative outcome from first principles, the
qualitative agreement with the experiment suggests that
the spin-phonon coupling provides a relevant decoherence
mechanism for the irreversible decay of coherences. The
magnitude of this upper bound strongly depends on the
number of correlated spins at a given time, and this num-
ber is decidedly controlled by the “spin-flip” terms of the
dipolar Hamiltonian. Resorting to reasonable hypothe-
ses on the growth velocity of the number of correlated 1H
spins, based on studies of multiple quantum coherence in
crystals with uniformly distributed spins [17], the upper
bound estimated from this model falls in a range com-
patible with experimental decoherence rates.
However, irreversible attenuation of coherences is a
prevalent phenomenon, also observed in materials where
the symmetry and interactions among spins may not
ensure the long-range connectivity (via spin-flip terms)
needed for the former mechanism to be dominant, for
example in nematic liquid crystals [18]. For this reason,
we aim to widen the study to other possible decoher-
ence mechanisms. In this work, we focus on decoher-
ence in the kind of system where a partition in equiv-
alent elements can be clearly identified, and where the
interactions within each element are much stronger than
between different elements. In this way, we explore con-
ditions that can be thought as an opposite limit of that
analyzed in ref.[16]. In that reference decoherence effi-
ciency critically depends on the dipolar spin-flip terms,
which enable the growth of multi-spin correlations. On
the contrary, we now focus to models where such capa-
bility is inhibited by a clusterized distribution of the ob-
served system [19, 20].
The attributes described above are not uncommon in
nature, for example partly deuterated crystals [19], and
hydrated crystals present much of these characteristics:
in gypsum (dihydrated calcium sulfate) or POMH (hy-
drated phosphate oxalate), the nuclear spins of hydro-
gens of hydration water constitute a network of tightly
dipole-coupled spin pairs, with weak inter-pair magnetic
interaction. This kind of spin system can be treated as
an ensemble of weakly interacting spin pairs from the
viewpoint of many NMR experiments.
In Section II, we define the Hilbert space of a parti-
tionable observed system and the local observables. We
write the density operators involved in the dynamics of
such local observables by reducing both over the environ-
ment variables as well as to a single partition element.
Auxiliary equations are summarized in Appendix A. The
aim in Section II A is to define the Hamiltonians that
govern the dynamics of a general partitionable observed
system coupled with a boson bath, in the framework of
open quantum systems theory, in the adiabatic case. The
key feature of our proposal is a system-environment in-
teraction Hamiltonian that accounts for the correlation
between partition elements caused by the coupling with
the bath, in spite that the elements do not interact di-
3rectly. In Section II B, by tracing over the boson states,
we obtain the density matrix reduced to the Hilbert space
of the observed system, where a decoherence function
emerges as the product of a decay factor and a phase
factor. Since the decoherence function is central in our
work, we dedicate Appendix B to show the details of
its calculation, with emphasis on the phase factor. In
B 1, we summarize some aspects of the coherent state
formalism needed in B 2 to calculate the trace over the
boson variables. The evolution of local observables can
either be written in terms of the “grand” density matrix
obtained in Section II B or in terms of a “condensed”
density matrix, which is reduced to a single partition el-
ement. Section II C shows the calculation of the partial
trace over the states of all the partition elements but a
representative one.
Motivated by solid-state NMR phenomenology, in Sec-
tion III we analyze an example that allows obtaining an
estimate of the decoherence rate on a concrete model that
closely approximates the case of weakly interacting spin-
pairs in hydrated crystals. Section III A introduces the
Hamiltonians of a system of non-interacting spin-pairs
in a solid array, coupled with a phonon bath (spin-flips
between pairs are ruled out). The quantization of spin
positions that allows identifying the system-environment
interaction Hamiltonian is described in Appendix C. In
Section III B we write the reduced density matrix for this
example, in a form useful to contrast with NMR exper-
imental results. We also write the decoherence function
in terms of general parameters of the model system. The
result reveals that the dominant decoherence mechanism
generates in the interference of phase factors that re-
flect the eigenvalue distribution throughout the sample.
Then, under several non-restrictive assumptions and us-
ing approximations described in Appendix D and in Ap-
pendix E, in Section III C we use realistic parameters to
estimate the decoherence rate obtained from this model.
The results keep qualitative and quantitative similarity
with the experiment. Finally, in Section IV we remark
the main results and discuss the conclusions of this work.
II. DYNAMICS OF AN OBSERVED SYSTEM
COUPLED WITH A BOSON BATH
We consider an open quantum system S which can in
principle be addressed, prepared, and measured, in con-
tact with an environment or bath E that cannot be ob-
served nor controlled. This work focuses on observable
systems S that can be viewed as a partition of equivalent
elements, which we call partitionable systems, where the
interactions within each element are much stronger than
between different elements.
Let us call HS and HE to the Hilbert spaces of the
system and environment, respectively. A basis for the
compound system can be written as
{|m, e 〉 ≡ |m 〉 ⊗ | e 〉} , (1)
where {|m 〉} ∈HS and {| e 〉} ∈HE.
Since only S is accessible to measurement, the relevant
observables have the form O = O(s) ⊗ 1(e), where the
superscripts indicate the space (HS or HE) where each
operator acts on. Hereafter, if not otherwise stated, we
assume that both S and E are characterized by a discrete
(though possibly infinite) set of states.
The expectation value of O on a state defined by the
density operator ρ(t) of the compound system, can be
written in terms of ρ(s)(t), the density operator reduced
over the environment variables (see Appendix A)
〈O〉(t) = Tr {O ρ(t)} = TrS
{
O(s)ρ(s)(t)
}
, (2)
with
ρ(s)(t) ≡
∑
e
〈 e |ρ(t)| e 〉 = TrE{ρ(t)} , (3)
where TrS{·} and TrE{·} stand for the trace over the S
and the E variables, respectively.
We are interested in describing observed systems which
admit a partition on N equivalent elements. In conso-
nance with this attribute, we now consider a kind of ob-
servables onHS, which may be called “local observables”,
having the form
O(s) =
∑
A
O
(s)
A =
∑
A
1(s1)⊗ · · · ⊗O(sA)⊗ · · · ⊗ 1(sN), (4)
where A = 1, · · · , N labels the partition elements, and
the superscripts (si) (with i = {1, . . . , A, . . . , N}) indi-
cate the subspace where each operator belongs.
Accordingly, the observed Hilbert space is a product
of the N subspaces into which HS is partitioned
HS =HS1 ⊗ · · · ⊗HSA ⊗ · · · ⊗HSN , (5)
where HSA is the Hilbert space of a particular subsys-
tem SA. For convenience, we define the complementary
Hilbert space
H SA ≡HS1 ⊗ · · · ⊗HSi ⊗ · · · ⊗HSN , ∀ i 6= A, (6)
which involves all the partition elements except A, that
is, N − 1 elements.
Experimental techniques frequently deal with observ-
ables like (4) which represent the same magnitude on
each partition element, that is O(s1) = · · · = O(sA) =
· · · = O(sN). An example of a local observable is the
transverse magnetization in NMR experiments. Let
{|m 〉 ≡ |m1 · · ·mA · · ·mN 〉
≡ |m1 〉 ⊗ · · · ⊗ |mA 〉 ⊗ · · · ⊗ |mN 〉}, (7)
be a product basis of HSi , where eigenvectors {|mA 〉}
span HSA . Using this basis, it is simple to see that ex-
pectation values of local observables like (4) are then a
sum over the partition elements A of the individual av-
erages
〈O(s)〉(t) =
∑
A
〈O(s)A 〉(t) =
∑
A
TrS
{
O
(s)
A ρ
(s)(t)
}
, (8)
4where the trace over the S variables involves a sum
over the quantum numbers m ≡ {m1, . . . ,mA, . . . ,mN}.
Then, each term in (8) has the form
〈O(s)A 〉(t) =
∑
m,n〈n |O(s)A |m 〉〈m |ρ(s)(t)|n 〉, (9)
where owing to the definition (4) of a local observable
〈n |O(s)A |m 〉 = 〈nA |O(sA)A |mA 〉 δ{mA¯,nA¯}, (10)
with δ{mA¯,nA¯} ≡ δm1,n1 · · · δmi,ni · · · δmN ,nN , which is a
product of N − 1 Kro¨necker deltas that excludes δmA,nA .
This leads to
〈O(s)A 〉(t) =
∑
mA,nA
〈nA |O(sA)|mA 〉
×
∑
{mA¯,nA¯}
〈m |ρ(s)(t)|n 〉 δ{mA¯,nA¯}
=
∑
mA,nA
〈nA |O(sA)|mA 〉〈mA |σ(sA)(t)|nA 〉
= TrSA
{
O(sA) σ(sA)(t)
}
,
(11)
where the double sum in the second row of
(11) is
∑
{mA¯,nA¯} ≡
∑
{mA¯}
∑
{nA¯}, with
∑
{mA¯} ≡∑
m1
· · ·∑mi· · ·∑mN running over all the quantum
numbers mi with i 6= A. Similarly to Appendix A, in
(11) we used that∑
{mA¯,nA¯}
〈m |ρ(s)(t)|n 〉 δ{mA¯,nA¯}
= 〈mA | ⊗
∑
{mA¯}
〈mA¯ |ρ(s)(t)|mA¯ 〉 ⊗ |nA 〉
≡ 〈mA |σ(sA)(t)|nA 〉 = σmA,nA(t).
(12)
In the last row of Eq. (12) we define the density operator
σ(sA)(t) reduced to a single partition element as
σ(sA)(t) ≡ TrSA
{
ρ(s)(t)
}
, (13)
where TrSA{·} is the trace over the complementary space
H SA . Besides, we call σmA,nA(t) to its matrix elements
and we can write
σmA,nA(t) ≡
∑
{mA¯}
ρm,n(t)
∣∣
{mA¯=nA¯}, (14)
where the symbol
∣∣
{mA¯=nA¯} indicates that the matrix el-
ements it affects have the same indices within the com-
plementary subspaceH SA , while the numbers mA and nA
in HSA have no restriction. We will frequently use this
notation in the rest of this work whenever sums involving
the delta function δ{mA¯,nA¯} appear.
It is worth to mention that the “condensed” density
operator σ(sA) is the result of tracing over both the bath
variables and over H SA . It contains all the relevant in-
formation needed for calculating expectation values of
local operators of the form (4). As indicated in Eq. (2)
and Eq. (11) it is formally equivalent to use either the
complete or the condensed density operators to calculate
expectation values dynamics; however, the second choice
allows an explicit reference to the symmetry of the par-
ticular problem.
Section II C is concerned with the evolution of the dou-
bly reduced density operator (13) imposed by the cou-
pling with an environment. Before that, let us define
the general form of the Hamiltonians of our system of
interest.
A. Model Hamiltonians
As mentioned in the introduction, we aim to describe
the decoherence of a spin system, induced by the coupling
to a common boson bath. The complete Hamiltonian has
the general form
H = HS + HI + HE, (15)
and the characteristic features of the system, environ-
ment, and system-environment coupling we are interested
in are:
system Hamiltoninan HS: Let us assume that the ob-
served system admits a partition, as declared above
Eqs.(1) and (5). Particularly, we consider the case
in which the partition elements do not interact di-
rectly with each other, but through a common en-
vironment represented by the boson bath. Accord-
ingly, we write the system Hamiltonian as the sum
of contributions that account for the interaction
within each partition element
H
(s)
S ≡
∑
A
H
(s)
S,A. (16)
Since the partition elements are assumed equiva-
lent, we can write
H
(s)
S,A = 1
(s1) ⊗ · · · ⊗H(sA)S ⊗ · · · ⊗ 1(sN), (17)
where H
(sA)
S = H
(sA′)
S , ∀A,A′.
Formally, the complete system Hamiltonian ap-
pearing in (15) is HS ≡ H(s)S ⊗ 1(e).
environment Hamiltonian HE: We represent the en-
vironment as a sum of uncoupled harmonic os-
cillators with frequencies ωk, where k stands for
wavenumber vectors ~k and polarization l
HE ≡ 1(s) ⊗
∑
k
[
ω b† b
](e)
k
, (18)
with the symbol [·]k indicating that all the oper-
ators and constants inside the brackets have the
label ~k, l, and the index (e) emphasizes that the
5boson creation and annihilation operators b†, b re-
fer to the environment degrees of freedom. These
operators satisfy the usual commutation relations[
bk,b
†
k′
](e)
= δk,k′ , (19a)
[bk,bk′ ]
(e)
= 0,
[
b†k,b
†
k′
](e)
= 0. (19b)
It is convenient to write the environment Hamilto-
nian (18) as
HE = 1
(s) ⊗
∑
k
M
(e)
k , (20)
where we defined M ≡ ω b† b.
system-environment interaction HI: We define an
interaction Hamiltonian that accounts for the cou-
pling of the spin system to the boson bath, where
each partition element interacts individually with
the common environment. The proposed Hamilto-
nian has the form
HI ≡
∑
A
H
(s)
I,A ⊗
∑
k
[
gA∗ b + gA b†
](e)
k
(21)
where the Hermitian spin operators H
(s)
I,A act on
HS, and the system-environment coupling strength
is represented by the complex coefficients gAk . We
assume that the spin operators H
(s)
I,A are “local” in
the sense of Eq. (4), that is
H
(s)
I,A ≡ 1(s1) ⊗ · · · ⊗H(sA)I ⊗ · · · ⊗ 1(sN), (22)
which also implies that
[HI,A ,HI,A′ ]
(s)
= 0, ∀A,A′. (23)
We find it convenient to define a global spin oper-
ator
Λ
(s)
k ≡
∑
A
H
(s)
I,A g
A
k , (24)
that allows writing
HI ≡
∑
k
[
Λ†(s) ⊗ b(e) + Λ(s) ⊗ b†(e)]
k
. (25)
This form makes it evident that the interaction
Hamiltonian of our model differs from separable ex-
pressions of the type
Λ(s) ⊗
∑
k
(
g∗ b + g b†
)(e)
k
,
that are frequently studied in the literature [15].
It should be stressed that HI in Eqs.(21) or (25)
represents non-interacting partition elements that
couple independently with the environment, even
so, they become correlated through the common
bath. Such a form emerges, when each element
of the partition couples with the bosons differently,
for example by depending on the phase of collective
vibrations, as in the example of Section III.
The physical model of non-interacting partition ele-
ments represented by these Hamiltonians allows bringing
to the forefront how decoherence arises in a case where
the many-body character resides only in the correlation
coming from the coupling of each element to the common
quantum bath. The present approach can be extended to
include weak interaction between the partition elements.
Up to this point, we have not imposed any restriction
on the form of HS and HI. Let us now focus the analy-
sis on the case of Hamiltonians that satisfy the adiabatic
condition, in the sense that the system-environment cou-
pling does not involve energy exchange. The following
commutation relationships characterize this condition
[HS,HE] = 0, [HI,HS] = 0, [HI,HE] 6= 0. (26)
Consequently the observed system Hamiltonian com-
mutes with the total Hamiltonian, [H,HS] = 0, which
means that 〈HS〉 is time independent.
Having defined an interaction Hamiltonian HI where
the spin part is a local operator, the adiabatic condi-
tion (26) also implies [H
(s)
I,A,H
(s)
S ] = 0, ∀A, and thus
[H
(sA)
I ,H
(sA)
S ] = 0. Then, the common basis can be writ-
ten as a product of eigenstates of the single partition
elements, like in Eq. (7), by assuming that {|mA 〉} are
the common eigenbasis of H
(sA)
S and H
(sA)
I . Hence,
H
(s)
S |m 〉 = Em|m 〉, (27)
and particulary
H
(sA)
S |mA 〉 = EmA |mA 〉, (28a)
H
(sA)
I |mA 〉 = λmA |mA 〉, (28b)
with EmA and λmA the corresponding eigenvalues, and
the energy Em of the whole observed system is
Em =
∑
A
EmA . (29)
The action of the global spin operator, defined in (24),
on this basis is
Λ
(s)
k |m 〉 = λkm|m 〉, (30)
where we defined
λkm ≡
∑
A
λmA g
A
k . (31)
6Notice that the eigenvalues (31) may not be real (if for
example the coefficients gAk ∈ C as happens in the exam-
ple of Section III) and the spin operators Λ
(s)
k may not
be Hermitian.
Since the Hamiltonian H of the whole system is time
independent, the evolution operator is U(t) ≡ e−iH t, and
under the adiabatic condition it can be factorized as
U(t) = e−iHS t e−i(HI+HE) t, (32)
where the Hamiltonians are written in units of ~, thus
the eigenvalues (29) are expressed in frequency units.
The action of the operator (32) on the spin eigenstates
|m 〉 yields
U(t)|m 〉 = e−iEm t
∏
k
e−i(M+Jm)
(e)
k t|m 〉, (33)
where we defined an operator
J
(e)
mk = λ
∗k
m b
(e)
k + λ
k
m b
†(e)
k ,
which acts on HE.
It is worth to note in Eq. (33) that operators with differ-
ent index k commute, i.e. [Mk + Jmk,Mk′ + Jmk′ ]
(e)
=
0 ∀k,k′, and also that J(e)mk involves the eigenvalues (28b)
associated with the states of the observed system.
B. Dynamics of the density operator reduced over
the environment
In this section we calculate the density operator re-
duced to the observed Hilbert space, defined as the par-
tial trace ρ(s)(t) ≡ TrE{ρ(t)} (see Eq. (3)), and its time
evolution. In the time evolution operator of Eq. (32) we
use the Hamiltonians defined in Sec.II A, which satisfy
the adiabatic condition stated in Eq. (26). This deriva-
tion generalizes that presented in [16], and shows both
the real and imaginary parts of the exponent of the de-
coherence function explicitly.
Let us assume a separable initial state
ρ(0) = ρ(s)(0)⊗ ρ(e)eq , (34)
where ρ(s)(0) is an arbitrary initial state of the observed
system, and the environment state corresponds to the
boson bath at thermal equilibrium,
ρ(e)eq ≡
e−βH
(e)
E
TrE
{
e−βH
(e)
E
} , (35)
with β ≡ ~/ (KB T ), KB the Boltzmann constant, and T
the absolute bath temperature. In terms of the definition
(20), we can write
ρ(0) = ρ(s)(0)⊗
∏
k
Θ
(e)
k , (36)
where
Θ
(e)
k ≡ e−βM
(e)
k
/
TrE
{
e−βM
(e)
k
}
. (37)
The time evolved density matrix elements (reduced
over the environment), in the eigenbasis (7), are
ρm,n(t) ≡ 〈m |TrE{ρ(t)} |n 〉
= TrE
{〈m |U(t) ρ(0) U†(t)|n 〉} . (38)
These matrix elements can be written as
ρm,n(t) ≡ ρm,n(0) e−i(Em−En) t
∏
k
Skm,n(t), (39)
where we used
〈m |e−iH(s)S t ρ(s)(0) e iH(s)S t|n 〉 = ρm,n(0) e−i(Em−En) t,
(40)
and defined
Skm,n(t) ≡ TrE
{
e−i(M+Jm) t Θ e i(M+Jn) t
}(e)
k
. (41)
In this way the time evolution of each matrix element in
(39) is composed by two factors of essentially different
quality: Eq. (40) is related to the evolution under HS
only, while Eq. (41) stands for the dynamics imposed
by the coupling to the boson bath. The trace over the
environment variables is calculated in Appendix B where
we show that the functions Skm,n(t) can be written as
Skm,n(t) = e
−Γkm,n(t) e−iΥ
k
m,n(t), (42)
where
Γkm,n(t) ≡
{
2 |λm − λn|2
ω2
sin2 (ω t/2) coth (β ω/2)
}
k
,
(43a)
Υkm,n(t) ≡
{
(λm − λn) (λm + λn)∗
ω2
[sin (ω t)− ω t]
− 2={λmλ
∗
n}
ω2
[
[1− cos(ω t)] + i [sin (ω t)− ω t]
]}
k
,
(43b)
where <{z} and ={z} are the real and imaginary part
of z, respectively. Notice that in (43), the symbol {·}k
affects the frequency and also the eigenvalues λm (λ
k
m).
Finally, by replacing Eqs.(43) in Eq. (39), we can write
a condensed expression
ρm,n(t) = ρm,n(0) e
−i(Em−En) t Sm,n(t), (44)
where we define
Sm,n(t) ≡
∏
k
Skm,n(t) = e
−Γm,n(t) e−iΥm,n(t), (45)
7and
Γm,n(t) ≡
∑
k
Γkm,n(t), and Υm,n(t) ≡
∑
k
Υkm,n(t).
(46)
The time dependence of the reduced density matrix in
Eq. (44) comes from an oscillating factor with frequency
(Em − En) and also by the function Sm,n(t), which is
called decoherence function [15]. The dynamics implied
by Sm,n(t), as seen from equations (42) and (43) differs
from the results in refs.[15, 16] by the presence of a term
containing ={λmλ∗n}, which arises from the dependence
of λkm on the spin-environment coupling coefficients g
A
k .
This dependence, which may cause the eigenvalues to be
complex, is, in turn, the result of considering that all the
partition elements A interact with a common boson bath,
as represented by the interaction Hamiltonian defined in
(21).
It is worth to remark that from Eq. (43a) the func-
tion Γkm,n(t) is always real and positive, it can also be
seen [1, 21] that Γm,n(t) in Eq. (46) diverges as t → ∞.
Consequently, the modulus of the reduced density matrix
elements attenuate irreversibly in time as
|ρm,n(t)| = |ρm,n(0)| e−Γm,n(t), (47)
which means that ρm,n(t) undergoes a non unitary dy-
namics. On the other hand, the factor e−iΥ
k
m,n(t) in
Eq. (45) acts as a phase factor which does not contribute
to the attenuation of |ρm,n(t)|. However, as shown in
Sections II C and III, such a phase factor plays a relevant
role in the decay of the matrix elements of the density
operator reduced to the space of a single partition mem-
ber.
It is worth to notice from Eq. (43) that both Γkm,n(t)
and Υkm,n(t) depend on the differences between the eigen-
values λkm and λ
k
n (or their moduli) therefore they do
not contribute to the decay of diagonal elements of the
reduced density matrix (in this case also ={λmλ∗n} =
={|λm|2} = 0). On the contrary, as seen in (47) and
(43a), the efficiency of the decoherence function goes as
|λm − λn|k. This selective action that depends on the
eigenvalues of the interaction Hamiltonian is a finger-
print of adiabatic decoherence in open quantum systems
and has been referred to as eigenselection [16, 18, 22, 23].
Even when the density operator can be expressed on any
basis, the effect of selective decoherence becomes evident
when using {|mA 〉}, the common eigenbasis of H(sA)S and
H
(sA)
I . This characteristic allows calling {|mA 〉} as the
preferred basis [24] since an arbitrary initial state trans-
forms into one having a diagonal-in-blocks density matrix
[18, 23].
C. Dynamics of the density operator reduced to
one element of the partition
As seen in Eqs. (8) and (11), the expectation value of
a local observable like (4) is related to that of a single
partition element. The reduced density operator σ(sA)(t)
entering in such expectation value involves the whole ob-
served system through the trace over the complementary
Hilbert space, as in Eq. (13) (σ(sA)(t) ≡ TrSA
{
ρ(s)(t)
}
).
In order to calculate the matrix elements of σ(sA)(t) we
use ρm,n(t) from Eq. (44) into Eq. (14), as follows
σmA,nA(t)
=
∑
{mA¯}
[
ρm,n(0) e
−i(Em−En) tSm,n(t)
]∣∣∣∣
{mA¯=nA¯}
. (48)
Notice that the symbol
∣∣
{mA¯=nA¯} applies in Eq. (48) to
all the elements within the bracket, i.e. ρm,n(0)
∣∣
{mA¯=nA¯},
(Em − En)
∣∣
{mA¯=nA¯}, and Sm,n(t)
∣∣
{mA¯=nA¯}, so, it entails
evaluating the functions (43a) and (43b) under the same
conditions. Let us first analyze the oscillatory factor. We
begin by separating the A-th contribution to the system
energy in Eq. (29), as
Em = EmA +
∑
A′ 6=A
EmA′ , (49)
hence, the difference between eigenvalues of the system
Hamiltonian becomes
(Em − En)
∣∣
{mA¯=nA¯} = (EmA − EnA) . (50)
Therefore this factor is out of the partial trace. In or-
der to evaluate Γkm,n(t)
∣∣
{mA¯=nA¯} and Υ
k
m,n(t)
∣∣
{mA¯=nA¯},
we also rewrite the eigenvalues λm defined in Eq. (31) as
λkm = λmA g
A
k +
∑
A′ 6=A
λmA′ g
A′
k , (51)
and get(
λkm − λkn
) ∣∣
{mA¯=nA¯} = (λmA − λnA) g
A
k , (52a)
(
λkm+λ
k
n
)∗ ∣∣
{mA¯=nA¯} = (λmA + λnA) g
A∗
k
+ 2
∑
A′ 6=A
λmA′ g
A′∗
k ,
(52b)
={λkmλk∗n } ∣∣{mA¯=nA¯} = (λmA − λnA)
×
∑
A′ 6=A
λmA′=
{
gAk g
A′∗
k
}
.
(52c)
After using (52) in Eqs. (43a) and (43b), the functions
included in the decoherence function can be written as
Γm,n(t)
∣∣
{mA¯=nA¯} = (λmA − λnA)
2 γA(β, t), (53)
and
Υm,n(t)
∣∣
{mA¯=nA¯} = (λ
2
mA − λ2nA) εA(t)
+ (λmA − λnA)χ{mA¯}A (t),
(54)
8where we defined
γA(β, t) ≡
∑
k
2
∣∣gAk ∣∣2
ω2k
sin2(ωk t/2) coth (β ωk/2) ,
(55a)
εA(t) ≡
∑
k
∣∣gAk ∣∣2
ω2k
[sin(ωk t)− ωk t] , (55b)
χ
{mA¯}
A (t) ≡
∑
A′ 6=A
λmA′ ζA,A′(t), (55c)
where the superscript {mA¯} emphasizes the dependence
on all the quantum numbers mA′ with A
′ 6= A (hereafter
we use this notation), and
ζA,A′(t) ≡ 2
∑
k
1
ω2k
[
<{gAk gA
′∗
k } [sin(ωk t)− ωk t]
− ={gAk gA
′∗
k } [1− cos(ωk t)]
]
.
(56)
It is worth to remark that the exponential factors in
Sm,n(t)
∣∣
{mA¯=nA¯} which involve the functions γA(β, t) and
εA(t) do not depend on the quantum numbers {mA¯} and
therefore do not contribute to the partial trace. On the
contrary, the factor with χ
{mA¯}
A (t) depends explicitly on
the set of eigenvalues λmA′ , with A
′ 6= A. The occur-
rence of a contribution like this one is a consequence of
the form (21) of the interaction Hamiltonian. The sum
over A′ in Eq. (55c) can be interpreted as a correlation
between partition elements mediated by the phonon envi-
ronment, and is precisely an indicator of the many-body
nature of the quantum decoherence phenomenon.
The matrix elements of the density operator reduced
over H SA are then
σmA,nA(t) = e
−i (EmA−EnA) t e−(λmA−λnA)
2 γA(β,t)
× e−i (λ2mA−λ2nA) εA(t)
∑
{mA¯}
ρ{mA¯}mA,nA(0) e
−i (λmA−λnA)χ
{mA¯}
A (t),
(57)
where we wrote in a more compact way
ρ{mA¯}mA,nA(0) ≡ ρm,n(0)
∣∣
{mA¯=nA¯}.
Here we see that the matrix elements certainly depend on
the initial state, and also there is a manifest dependence
on the difference of eigenvalues (λmA−λnA) (eigenselectiv-
ity). The sums over k contribute to the time dependence
through the functions εA(t), ζA,A′(t) and γA(t), the last
one also includes dependence on the environment tem-
perature. The new contribution that arises from the par-
tial trace includes the function χ
{mA¯}
A (t) which, as seen
in Eq. (55), endows the reduced density matrix with a
reference to the entire observed system.
The significance of the doubly reduced or “condensed”
density matrix σ(sA)(t) derived so far lies in that it opens
a way to accomplish the calculation of expectation val-
ues of local observables. On the contrary, the equivalent
strategy of using the complete density matrix (reduced
over the environment) ρ(s)(t) becomes impossible in most
many-particle systems. In our result, the dynamics of a
single partition element σ(sA)(t) reflects in a simplified
way the existence of the rest of the elements. It is worth
to remark that the absolute value of the matrix elements
|σmA,nA(t)| depend on the function γA(β, t) coming from
Γ, and also on εA(t) and χ
{mA¯}
A (t) which derive from the
phase factor Υ. On the contrary, the purity |ρm,n(t)| of
the complete S system does not depend on the phase in-
troduced by the function Υ, as evident from Eqs. (44)
and (45).
III. APPLICATION: ENSEMBLE OF
NON-INTERACTING SPIN PAIRS COUPLED TO
A COMMON PHONON BATH
This section aims to illustrate the model derived so
far by applying it to a case where the observed system
is composed of nuclear spin-pairs coupled to a phonon
bath. That is, the partition elements are dipole coupled
pairs of spins 1/2 with no inter-pair interaction, arranged
at the sites of a lattice, as depicted in Fig. 1. We are
concerned with the spin dynamics in NMR experiments;
thus, we assume that the spins are immersed in a strong
external magnetic field ~B = B0zˆ, which defines the z-
axis of the laboratory. In Section III A we present the
details of the spin-phonon interaction for the model sys-
tem, and in Section III B we derive the reduced density
matrix. In Section III C we estimate the characteristic
times involved in the decoherence dynamics.
FIG. 1. Dipole interacting spin pairs at the sites of a cubic
lattice (x). Open circles: equilibrium positions; solid circles:
spins displaced by their interaction with the phonon field.
9A. Pair-phonon model.
We focus on a problem where the observed system is
a collection of non-interacting pairs of dipole coupled
protons, and the environment is a phonon bath, as in
Eq. (18). We work in the high field approximation [25],
where the relevant dynamics is driven only by the secu-
lar part of the dipolar Hamiltonian. Besides, we describe
the spin dynamics in a rotating frame (on resonance at
the Larmor frequency ω0 ≡ γpB0, where γp is the proton
gyromagnetic ratio). Then the appropriate spin Hamil-
tonian of this example can be written as the sum of the
internal secular dipolar energy of the pairs (labeled as A)
[25], H
(s)
D ≡
∑
A H
(s)
D,A, with
H
(s)
D,A ≡
√
6 Ω0(r
A
12)
[
1(s1) ⊗ · · · ⊗T(sA)2,0 ⊗ · · · ⊗ 1(sN)
]
.
(58)
The dipolar coupling (in frequency units) is
Ω0(r
A
12) ≡
µ0γ
2
p~
8pi
[
1− 3 cos2 (θrˆ,zˆ)
]
(rA12)
3
, (59)
with θrˆ,zˆ the angle between the laboratory z-axis and the
direction of vector ~rA12 (see Fig. 1), and
T
(sA)
2,0 ≡
1√
6
[
3 I(sA,1)z ⊗ I(sA,2)z −~I (sA)1 ·~I (sA)2
]
(60)
is the secular component of the second order spherical
tensor which involves the spin operators of spins at pair
A.
We assume that the interaction between the spin pairs
and the phonons originates in the small variations of the
spin positions caused by the phonons throughout the lat-
tice. The strategy we follow to set up the system and
interaction Hamiltonians is to assume that the position
variables involved in H
(s)
D are quantum variables. Here
we outline the main steps and leave the details of the
derivation to Appendix C. As a consequence of quantiz-
ing ~rA12, the real constant Ω0(r
A
12) in Eq. (59) becomes a
quantum operator in HE, namely
Ω0(r
A
12) → Ω(e).
The factor (rA12)
−3 in Eq. (59) can be written as an expan-
sion in powers of the displacement from the equilibrium
positions of the nuclei bearing the observed spins. As-
suming small deviations, we keep only the linear term of
the expansion, then, the newly defined operator Ω(e) can
be written as
Ω(e) =
D
d3
[
1(e) − 3
d
∑
k
(
gA∗ b + gA b†
)(e)
k
]
.
where D ≡ µ0γ2p~
[
1− 3 cos2 (θrˆ,zˆ)
]
/8pi, and
gAk ≡ e−i~k·~rA gk, (61)
is the system-environment coupling coefficient, where
gk ≡ −2 iuk
(
ˆk · dˆ
)
sin
(
~k · dˆ d/2
)
. (62)
In this way, the full quantum dipolar Hamiltonian HD
(see Eq. (C10)) consists of two terms: one of them rep-
resents the dipole interaction energy of a system that is
isolated from the lattice, while the other amounts for the
variation of dipolar interaction due to the lattice motion.
Therefore, in this model, we identify the first term with
the system Hamiltonian HS, as introduced in Sec.II A,
and the second with the interaction Hamiltonian HI. The
expressions for these Hamiltonians are
HS ≡ H(s)S ⊗ 1(e) =
∑
A
H
(s)
S,A ⊗ 1(e), (63)
with
H
(s)
S,A ≡
√
6 Ω0(d)
[
1(s1) ⊗ · · · ⊗T(sA)2,0 ⊗ · · · ⊗ 1(sN)
]
,
(64)
where the dipolar coupling Ω0(d) = D/d
3 is evaluated
at the equilibrium intra-pair distance d, and the second
contribution is
HI ≡ −3
d
∑
A
H
(s)
S,A ⊗
∑
k
(
gA∗ b + gA b†
)(e)
k
. (65)
We may now identify the basis {|mA 〉} for the spin
pair with the triplet-singlet basis, which is an eigenbasis
of the secular dipolar tensor
T
(sA)
2,0 |mA 〉 =
1
2
√
6
κmA |mA 〉, (66)
where the corresponding eigenvalues are
|mA 〉 =

| 1, 1 〉 ≡ | + + 〉
| 1, 0 〉 ≡ |+−〉+| −+ 〉√
2
| 1,−1 〉 ≡ | − − 〉
| 0, 0 〉 ≡ |+−〉−|−+ 〉√
2
κmA =

1
−2
1
0
. (67)
In accordance with the definitions (28b), (65) and (66),
we have
λmA ≡ −
3
2
Ω0(d )
d
κmA . (68)
Notice also from (27) and (28a) that
H
(s)
S |m 〉= Em|m 〉=
Ω0(d )
2
∑
A
κmA |m 〉,
EmA =
Ω0(d )
2
κmA ,
and consequently the system energy difference involved
in Eq. (50) is
(Em − En)
∣∣
{mA¯=nA¯} =
Ω0(d )
2
(κmA − κnA) . (69)
10
Substituting Eqs. (61) and (68) in Eq. (51), under the
same procedures used to obtain Eqs. (53) and (54), we
obtain the expressions
Γm,n(t)
∣∣
{mA¯=nA¯} =
9
4
(
Ω0(d )
d
)2
(κmA − κnA)2 γ(β, t),
(70a)
Υm,n(t)
∣∣
{mA¯=nA¯} =
9
4
(
Ω0(d )
d
)2
×
[ (
κ2mA − κ2nA
)
ε(t) + (κmA − κnA) χˆ{mA¯}A (t)
]
,
(70b)
where we defined the following functions that are similar
to those in Eq. (55) with the coupling coefficients as in
Eq. (61)
γ(β, t) ≡
∑
k
2
|gk|2
ω2k
sin2(ωk t/2) coth (β ωk/2) , (71a)
ε(t) ≡
∑
k
|gk|2
ω2k
[sin(ωk t)− ωk t] , (71b)
χ̂
{mA¯}
A (t) ≡
∑
A′ 6=A
κmA′ ζA,A′(t), (71c)
where
ζA,A′(t) ≡ 2
∑
k
|gk|2
ω2k
×
{
cos
[
~|k | rA,A′ cos (θA,A′)
]
[sin(ωk t)− ωk t]
+ sin
[
~|k | rA,A′ cos (θA,A′)
]
[1− cos(ωk t)]
}
,
(72)
with rA,A′ ≡ |~rA − ~rA′ | and θA,A′ is the angle between
the vector ~rA,A′ and the wavenumber vector ~k, therefore
~k · ~rA,A′ = ~|k | rA,A′ cos (θA,A′). The expressions (71a)
and (71b) are the same as (55a) and (55b), respectively,
but the former are independent of the position index A.
Besides, Eq. (71c) differs from Eq. (55c) in a constant
factor.
By comparing equations (70a) and (70b) one can no-
tice that the real and imaginary parts of the exponent
of the decoherence function are radically different in na-
ture. Indeed, the real part depends only on the state of
the target pair A and practically coincides with the re-
sult of the usual spin-boson theory. On the other hand,
the imaginary part contributes a noteworthy character-
istic since it depends on the state of all the neighbors of
pair A through the sum over A′ in Eq. (71c). Also, it
is strictly temperature independent, namely, it does not
reflect any thermal property of the environment, such as
the amplitude of the proton-pair motions. This contri-
bution instead has a purely Hamiltonian origin.
B. Reduced density matrix, initial condition
At this point we can use the results derived in Sec-
tion III A to write the density matrix reduced to a single
pair in the pair-phonon case. It still remains discussing
about the initial condition ρ
{mA¯}
mA,nA(0) in Eq. (57).
Since we are interested in describing the time evolution
of a local observable measured in an NMR experiment,
we choose an experimentally accessible initial state. Let
us first mention that the typical NMR experiment starts
from a spin system in thermal equilibrium with the ex-
ternal magnetic field, at temperature T , that is
ρ(s)eq ∝ exp[−~ω0I(s)z /KBT ],
where I
(s)
z is the z component of the spin operator, and
ω0 the Larmor frequency. The usual high temperature
approximation allows keeping up to first order in the ex-
pansion of ρ
(s)
eq , and the pulse sequences applied to the
sample prepare the spin system in a state having the
general form
ρ(s) =
1(s)
N + ∆ρ
(s), (73)
where the second, traceless term, is sometimes called “de-
viation density operator”, and N ≡ TrS
{
1(s)
}
= NNp ,
with Np ≡ TrSA
{
1(sA)
}
.
Noting that decoherence does not affect the term with
1(s) in (73), all the time dependence will be contained
in the deviation density operator. With these consid-
erations, Eq. (57) can be used to describe the decoher-
ence dynamics of the deviation density matrix elements
∆σmA,nA(t), with an initial condition ∆ρ
{mA¯}
mA,nA(0), by just
replacing
σmA,nA(t)→∆σmA,nA(t), ρ{mA¯}mA,nA(0)→ ∆ρ{mA¯}mA,nA(0).
In consistence with the idea of local observables ad-
dressed in this work, we write a general initial state in
terms of local traceless operators as
∆ρ(s)(0) =
1
NN−1p
∑
A
1(s1) ⊗ · · · ⊗∆σ(sA)(0)⊗ · · · ⊗ 1(sN),
(74)
where ∆σ(s1)(0) = · · · = ∆σ(sA)(0) = · · · = ∆σ(sN)(0).
A typical simple example, in NMR, of an initial state like
this is that ensuing a saturating (pi/2) pulse applied to a
spin system in the state ρeq. In such case
∆σ(sA)(0) = − ~ω0
KB T
I(sA)x , (75)
where the x component of the spin operator of the pair is
I
(sA)
x ≡ I(sA,1)x ⊗ 1(sA,2) + 1(sA,1) ⊗ I(sA,2)x . In this way, the
matrix elements of the initial deviation density operator
(74) entering in Eq. (57) (imposed by the partial trace
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over S¯A) are
∆ρ{mA¯}mA,nA(0) =
1
NN−1p
[
∆σmA,nA(0)
+ δmA,nA
∑
A′ 6=A
∆σmA′ ,mA′ (0)
]
.
(76)
It can easily be seen that only the first term of Eq. (76)
contributes to the time dependence of ∆σmA,nA(t) in
Eq. (57) (the second term vanishes if mA 6= nA, be-
sides, the sum
∑
{mA¯}∆ρ
{mA¯}
mA,nA(0) of Eq. (57), in the
case that mA = nA, amounts to calculating the follow-
ing trace of a traceless operator
∑
mA′
∆σmA′ ,mA′ (0) =
TrSA′
{
∆σ(sA′)(0)
}
= 0). Then, replacing Eq. (76) in
Eq. (57) we obtain
∆σmA,nA(t) = ∆σmA,nA(0) e
−i Ω0(d)2 (κmA−κnA) t
× e− 94
(
Ω0(d)
d
)2[
(κmA−κnA)
2
γ(β,t) + i (κ2mA−κ
2
nA
) ε(t)
]
ĜA(t),
(77)
where we defined
ĜA(t) ≡ 1NN−1p
∑
{mA¯}
e
−i 94
(
Ω0(d)
d
)2
(κmA−κnA) χ̂
{mA¯}
A (t). (78)
Notice that ĜA(t) involves the sum over the quantum
numbers of the states {mA¯} (from the partial trace) and
also contains a sum over the sites A′ within the auxiliary
variable χ̂
{mA¯}
A . Thereby, ĜA(t) involves the eigenvalues
of all the pairs or partition elements. In other words, this
function links the decoherence dynamics of pair A with
all the other pairs, even though the pairs were assumed
as non-interacting in HS and HI. It now remains to an-
alyze the time dependence of ∆σmA,nA(t) given by the
functions γ(β, t), ε(t) and ĜA(t) in the limit of a large
system.
It is worth to remark that the function ĜA(t) also de-
pends on the geometric distribution of the pairs sur-
rounding pair A through its dependence on χ̂
{mA¯}
A . Be-
sides, neglecting border effects and assuming that each
pair sees the same distribution than the rest of the sur-
rounding pairs, the function ĜA(t) will be the same
for every pair. Therefore, since the initial condition
∆σ(sA)(0) is the same for all the pairs, the reduced density
matrix (77) will be independent of index A. In conse-
quence, the expectation value 〈O(s)A 〉(t) of a local observ-
able (like Eq. (4)) will also be the same for each pair, and
a measurement on the whole sample becomes N times
that of one pair or partition element (see Eq. (8))
〈O(s)〉(t) = N 〈O(s)A 〉(t). (79)
On the other hand, notice that in NMR experiments the
observables are associated with traceless operators (as
well as the initial state (74)), e.g. I
(s)
x ≡
∑
A 1
(s1) ⊗ · · · ⊗
I
(sA)
x ⊗ · · · ⊗ 1(sN), thus their expectations values only de-
pend on the deviation matrix (77).
C. Estimation of the decoherence time scale
In order to estimate the decay time related with the
decoherence in Eq. (77), we introduce the following as-
sumptions:
1. For simplicity, we consider that the pairs are ar-
ranged at the sites of a cubic lattice of parameter a
and the pair axis (dˆ) coincides with one of the axis
of the unit cell.
2. The lattice parameter a is larger than the pair size
d, that is d/a 1.
3. The atomic displacements perpendicular to dˆ are
much smaller than in parallel directions and can
be to a good approximation, neglected.
4. The elastic constant (stiffness) of a pair is much
larger than between different pairs.
Under these reasonable conditions we can assume
that the mechanical waves propagate mainly along
the equilibrium intra-pair direction, that is ~k = k dˆ,
with
k ≡ 2pi
N1a
q
(
q = 0,±1, · · · ,±N1
2
)
,
where N1 ∼ 3
√
N is the number of pairs along dˆ.
5. N1 is large, so we can replace∑
k
→ N1a
2pi
∫ kM
−kM
dk, with kM = pi/a. (80)
6. We select the following realistic values for the con-
stants involved in Eqs. (70), and (71): d = 0.158 nm
and a = 1.58 nm, that correspond to the intra and
inter pair distances in gypsum, c = 8000 m/s, is
the speed of sound in the sample along dˆ, mp =
1.67×10−27 kg is the proton mass, and T = 300 K.
7. In Eq. (71), the dispersion relation ωk for acous-
tic phonons under assumptions 1 to 4 can be well
approximated by
ωk = ωk(max) |sin (k a/2)| ,
and we further simplify this by assuming a linear
relation
ωk = c |k| , (81)
throughout the k range, that is ωk ≤ ωk(max) =
pi c/a. This assumption introduces an error when
evaluating the sum (or integral) (71) for large k,
however, the frequency dependence in Eq. (71) goes
as ω−2k , and thus the greater values of k are less
significant than the lower k region.
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8. The optical modes will be neglected because their
frequencies are greater than the maximum fre-
quency of the acoustic mode and therefore con-
tribute negligibly to Eq. (71).
In Appendix D we show details of the use of these
assumptions to calculate the functions γ(β, t), ε(t) and
ζA,A′(t), defined in (71) and (72); and show that they
adopt the following expressions
γ(T, t) ' d2 KB T a
2 c3mp
t, (82a)
ε(t) ' −d2 ~
2 c2mp
t, (82b)
ζA,A′(t) ' d2 ~ a
c3mp
[
ϕA,A′(t)
2pi
− c
a
tSA,A′
]
, (82c)
with
SA,A′ ≡ sin [pi rA,A
′ cos (θA,A′) /a ]
pi rA,A′ cos (θA,A′) /a
, (83)
where Eq. (82a) is written in terms of the sample tem-
perature T . The function ϕA,A′(t) in (82c) is defined in
Eq. (D9); it depends on the distance between the pairs
A,A′ along the wavevector, and its time dependence is
shown in Fig. 4.
Using the approximate function (82c) in the definition
of χ̂
{mA¯}
A (t) in Eq. (71c), we may write
χ̂
{mA¯}
A (t) ' d2
~ a
c3mp
[
1
2
X
′ {mA¯}
A (t)−
c
a
tX
{mA¯}
A
]
(84)
where we defined the variables
X
′ {mA¯}
A (t) ≡
∑
A′ 6=A
κmA′ ϕA,A′(t)/pi, (85a)
X
{mA¯}
A ≡
∑
A′ 6=A
κmA′ SA,A′ , (85b)
with the superscript {mA¯} used to stress the dependence
on the states of H SA and the geometric distribution of
the spin pairs encompassed in ϕA,A′(t) and SA,A′ .
Consequently, after (84) the function ĜA(t), defined in
Eq. (78) becomes
ĜA(t) ' 1NN−1p
∑
{mA¯}
e−i 2piν˜(κmA−κnA)
a
c X
′ {mA¯}
A (t)
× e i 4piν˜(κmA−κnA) tX
{mA¯}
A ,
(86)
where
ν˜ ≡ 9 Ω
2
0(d ) ~
16pi c2mp
. (87)
Notice that only X
′ {mA¯}
A (t) and X
{mA¯}
A in Eq. (86) depend
on the quantum numbers {mA¯}, thus we can change the
sum over {mA¯} by a sum over these variables, and replace∑
{mA¯}
→
∑
X′A(t), XA
α̂
(
X ′A(t), XA
)
, (88)
where we now omitted the superscripts for simplicity.
The factor α̂
(
X ′A(t), XA
)
represents the number of con-
figurations {mA¯} that yield the same values for X ′A(t)
and XA. We can see from the definitions (85a) and (85b)
that their dependence on {mA¯} is quite different. In fact,
ϕA,A′(t) and SA,A′ are different functions of A′, besides,
the former depends on time while the latter does not.
These facts supports assuming X ′A(t) and XA as inde-
pendent variables, which means that the number of total
configurations can be written as the product
α̂
(
X ′A(t), XA
)
= α′
(
X ′A(t)
)
α(XA), (89)
with the following normalization
NX′ =
∑
X′A(t)
α′
(
X ′A(t)
)
, NX =
∑
XA
α(XA), (90)
and
NN−1p =
∑
{mA¯}
1 = NX′ NX . (91)
Let us now recognize that since the sum over {mA¯} in
ĜA(t) runs over all the possible combinations of quan-
tum numbers {m1, · · · ,mi, · · · ,mN} with i 6= A, so it
consists of a macroscopic number of terms, and the vari-
ables X ′A(t) and XA practically attain continuous values.
These considerations allow us to replace the following
sums with integrals∑
X′A(t)
→
∫
dX ′A p
′(X ′A(t)), ∑
XA
→
∫
dXA p(XA),
with the corresponding density functions
p′
(
X ′A(t)
) ≡ α′(X ′A(t))/NX′ , p(XA) ≡ α(XA)/NX .
Then, we can write Eq. (86) as
ĜA(t) ' G ′A(t) GA(t), (92)
where
G ′A(t) ≡
∫
dX ′A(t) p
′(X ′A(t))
× e−i 2piν˜(κmA−κnA) ac X′A(t),
(93a)
GA(t) ≡
∫
dXA p(XA) e
i 4piν˜ (κmA−κnA) tXA . (93b)
Notice that the exponent in (93b) has a linear time de-
pendence. It is worth to note that the decay functions
(99) are the Fourier transforms of the probability den-
sities p′ and p (the integration limits can be extended
to ±∞ as seen below). Accordingly, there is a direct
link between the distribution of eigenvalues of HI and
the decay functions involved in the decoherence process.
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This feature looks like a general characteristic of adia-
batic decoherence in various problems. For example, the
decoherence rate was also associated with the distribu-
tion of interaction Hamiltonian eigenvalues in the case
of nematic liquid crystals [18]. We may call G ′A(t) and
GA(t) the specific decoherence functions associated with
variables X ′A(t) and XA.
Therefore, the expression for the pair-reduced density
matrix elements in the case of non-interacting spin pairs
comes after replacing the approximate functions (82) and
(92) in Eq. (77), that is
∆σmA,nA(t) = ∆σmA,nA(0) e
i 2piν0 (κmA−κnA) t
× e−(κmA−κnA)2 t/τγ e i 2piν˜ (κ2mA−κ2nA) tG ′A(t)GA(t),
(94)
with the constants (87) and
ν0 ≡ −Ω0(d )
4pi
, τ−1γ ≡
9 Ω20(d )KB T a
8 c3mp
. (95)
At this point we can already estimate the time con-
stants involved in Eq. (94). We first evaluate the dipolar
coupling using Eq. (59) with d as in assumption 6, and set
θdˆ,zˆ = 0
◦, and obtain Ω0(d ) ' −191.33× 103 s−1. Then,
the constants in Eqs. (87) and (95) adopt the following
values
ν˜ ' 6.5× 10−9 kHz, ν0 ' 15.2 kHz, τγ ' 3173 s.
(96)
The fact that ν˜  ν0 allows us to assume
e i 2piν˜ (κ
2
mA
−κ2nA) t ' 1 (97)
in the second row of Eq. (94) (by setting ν˜ as in (96), this
assumption holds for t as long as ' 300 s). Besides this,
since |κmA − κnA |max = 3, the minimum decay constant
of the exponential containing τγ is
τγ(min) = τγ/ |κmA − κnA |2max ' 352.6 s. (98)
It still remains discussing the time dependence intro-
duced by GA(t) and G
′
A(t) in Eq. (94). To solve Eq. (93)
we need an expression for the density functions, then,
let us first examine the geometric weights ϕA,A′(t) and
SA,A′ involved in the variables X ′A(t) and XA. We see
from Eq. (85a) that since ϕA,A′(t)/pi can essentially be
0 or 1, the number of terms involved in the sum over A′
varies with the time and may be less or equal to N . Con-
cerning the sinc function SA,A′ in Eq. (85b), it also has
the effect of reducing the number of terms involved in the
sum over A′ since we can safely assume that is equal to
1 for a set of pairs where SA,A′ is close to its maximum
value and 0 for the rest of pairs. In view of this feature,
we consider that both X ′A(t) and XA are sums of eigen-
values. In Appendix E we show that the density function
for this kind of variables for large N has a Gaussian form.
Then, we assume that p′
(
X ′A(t)
)
and p(XA) are Gaus-
sian distributions, with standard deviations σX′(t) and
σX , centered at X
′
(t) = X = 0, and that they are nar-
row enough so we can extend the integration limits to
infinity, thus
G ′A(t) ' e−[
√
2piν˜ (κmA−κnA)σX′ (t) a/c]
2
, (99a)
and GA(t) ' e−[(κmA−κnA) t/τX ]
2
, (99b)
where we introduced the characteristic time
τX ≡
[
2
√
2piν˜ σX
]−1
, (100)
in this way, we express the decoherence rate in terms of
the physical constants of the model
1
τX
=
√
2
4
9
c2mp
Ω20 ~σX
.
Finally, in order to estimate the characteristic time
scale of the functions GA(t) and G
′
A(t) determined by
τX , σX and σX′(t), we need to fix some criteria related
to the particular model system:
I. Due to the assumption (1), of the Section III, we
can write rA,A′ =
√
q2x + q
2
y + q
2
z a, with ql ∈ Z
(l = {x, y, z}).
II. Let dˆ ‖ zˆ, then rA,A′ cos (θA,A′) /a = qz, which im-
plies that the function (83) turns into a sinc func-
tion SA,A′ = sin (piqz) / (piqz). Then this function
is zero for every integer qz except for qz = 0, that
is, for the sites lying on a plane perpendicular to
dˆ. In other words, only a two-dimensional set of
sites A′ contributes to the three-dimensional sum
in the definition of XA (see Eq. (85b)), then if the
complete sample has, say N ≈ 1 × 1023 sites, only
NX ≈ N2/3 ' 2.15 × 1015 of them contribute to
XA.
III. Using the results of Appendix E, the width of
p(XA) is σX =
√
3NX/2 ' 5.68× 107.
IV. Concerning σX′(t), let us appraise the maxi-
mum effectiveness of G ′A(t) on the attenuation of
∆σmA,nA(t). We consider that all the pairs of
the sample contribute to X ′A(t) (see Eq. (85a)).
This assumption is supported by the dependence
of ϕA,A′(t) on time, which is shown in Fig. 4
(Appendix D). We can assume that over a short
time scale (compared with the NMR experiment)
the width becomes constant σX′(t) =
√
3N/2 '
3.87× 1011 (see Appendix E).
Based on IV we get that the minimum value of (99a) is
very close to unity, this is
G ′A(t)|min ' 1. (101)
Using the assumptions I, II, and III, we can estimate the
characteristic time involved in GA(t) as
τX ' 306µs. (102)
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In this way, we evaluated the magnitudes that deter-
mine the time dependence of the elements of the reduced
density matrix of Eq. (94). Given the approximations
(97) and (101) as well as the fact that τγ(min)  τX (com-
pare (98) and (102)), we may finally write the reduced
density matrix elements in terms of the initial state, the
dipolar frequency ν0 and the decay time τX as
∆σmA,nA(t) ' ∆σmA,nA(0) e i 2piν0(κmA−κnA) t
× e−[(κmA−κnA) t/τX ]2 .
(103)
Therefore, each element of the pair-reduced density ma-
trix decreases in time with different decay constants given
by (κmA−κnA)/τX . If we use this matrix to calculate ex-
pectation values of local operators of the kind of Eq. (4),
their time dependence will also reflect the attenuation
that emerges from the openness of the observed system
and the many-body character of the interaction Hamil-
tonian. With this result, we can compare the value ob-
tained for τX with the decoherence time scale observed
in NMR time-reversal experiments. It is worth to re-
mark that the estimate (102) is notably similar to the
one found in a gypsum single crystal sample [12].
To illustrate the matrix element dynamics given above,
in Fig. 2 we plot the real part of Eq. (103) for
∆σmA,nA(0) = 1, using the constants and approxima-
tions declared above. The abscissa is a normalized time
tˆ ≡ |κmA − κnA | t/3. The time evolution of the different
matrix elements can be visualized by just multiplying tˆ
by 3/ |κmA − κnA |.
Finally, let us note that since some of the numerical
constants used in the estimations are in the range of the
known values for solid crystals but they are somewhat ar-
bitrary, in Fig. 3 we show the variation of the decoherence
time τX as a function of the sample size N and the speed
of sound c (with the other parameters as in assumption
(6) in Section III C). We see that τX shows a smooth vari-
ation in spite of the rather wide range of the parameters
(1021 ≤ N ≤ 1025 and 3000 m/s ≤ c ≤ 10000 m/s).
On the other hand, we may anticipate that releasing
some assumptions and simplifications used in our deriva-
tion will produce a similar decay time; however, it may
allow equipping the model with more accurate physical
parameters. Moreover, including a 3D characterization
of the wavenumber vector could, in principle, introduce
a more rich decoherence dynamics with the possible oc-
currence of more than one decay ratio.
IV. DISCUSSION
This work analyzes the decoherence dynamics in the
adiabatic regime, of an observable system consisting of a
partition of equivalent elements in contact with a quan-
tum environment. The studied system allows highlight-
ing the decoherence phenomenon that arises when the
only correlation between partition elements comes from
their coupling with the common bath. Remarkably, this
FIG. 2. Evolution function cos
(
2pi νˆ0 tˆ
)
exp
[−( tˆ / τˆX)2 ] as-
sociated with the elements of the reduced matrix density,
where tˆ is the normalized time, with νˆ0 = 45.6 kHz and
τˆX = 102µs.
FIG. 3. Dependence of the decay time τX on the number
N of pairs in the sample (log scale) and on the speed of
sound c, for a cubic lattice of pairs with the following param-
eters, intra-pair distance d = 0.158 nm, inter-pair distance
a = 1.58 nm and particle’s mass mp = 1.67× 10−27 kg, under
only a longitudinal mode of waves in the intra-par direction.
The maximum and minimum values in the graph are, respec-
tively, τX(max) ' 2220µs (for N = 1021 and c = 10000 m/s
and τX(min) ' 9.3µs (for N = 1025 and c = 3000 m/s).
simple model encompasses relevant features of a many-
body open quantum system.
The approach represents a further step in the discus-
sion pioneered by the traditional spin-boson model. We
include the quantum many-body character through and
interaction Hamiltonian that interweaves the system and
environment variables. We derive an analytical expres-
sion for the time dependence of the density matrix ele-
ments (in the preferred basis) from first principles. The
procedure does not assume coarse-graining nor makes use
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of a master equation. The approach is valid within an
early time scale where dissipation effects are not yet man-
ifest.
We then apply the general theoretical ideas to the case
of non-interacting dipole coupled spin-pairs in a high
magnetic field, coupled with a phonon bath. The model
system closely approaches the case of some actual NMR
setups. Our definitions of system, environment, and
system-environment Hamiltonians arise unambiguously
from the quantization process of the geometric variables
of the dipolar Hamiltonian. They follow from considering
the position variables of the dipole Hamiltonian as quan-
tum operators and expressing the small atomic displace-
ments caused by the phonons in terms of creation and an-
nihilation operators. The resulting system-environment
coupling coefficients are written in terms of physical mag-
nitudes of the treated systems, and their dependence on
the partition element position represents the correlation
between elements, which gives the model a many-body
quality. Besides, the Hamiltonians of this model strictly
fulfill the adiabatic condition.
The formalism allows evaluating the decoherence rate
by using realistic values for the physical constants in a
model system that bears semblance to an actual sample.
Thereby, the results match qualitatively and quantita-
tively with experimental ones. That is, the estimated de-
coherence rate is in good agreement with that observed in
NMR time-reversal experiments in gypsum samples. Its
strong dependence on the dipolar frequency and insensi-
tivity to temperature changes agree with the experiment
as well.
Given these results, we conclude that our open quan-
tum systems approach is adequate to advance the un-
derstanding of the irreversibility that necessarily accom-
panies the dynamics of many-body systems, in the early
stages of the evolution, when the system can be con-
sidered as thermally isolated. Moreover, our description
of adiabatic decoherence can explain the occurrence of
quasi-equilibrium states in some solids [26, 27] and is con-
sistent with previous theoretical proposals concerning the
build-up of quasi-equilibrium in nematic liquid crystals
[11, 18, 23, 28]. This statement relies on the idea that
quasi-equilibrium states are represented by diagonal den-
sity matrices, and decoherence is the process that leads to
diagonal states on the preferred basis, that is, the com-
mon eigenbasis of the system and system-environment
Hamiltonians.
In this work, we restricted the analysis to local observ-
ables compatible with the anisotropy of the observable
system, that is, operators whose expectation values can
be put in terms of a density operator also reduced to a
single, representative element of the partition. It is worth
to remark that such extra reduction does not imply intro-
ducing additional simplifying hypotheses, but rather it is
a natural consequence of the partitionable form of the
studied model. It implies the passage from a description
in terms of the “grand” density operator ρ(s)(t) to a local
or “condensed” density operator σ(sA)(t) whose dynamics
reflects the quantum correlation with the whole system
through the interaction with a shared bath. That is,
though σ(sA) acts on the single-element Hilbert space, it
retains track of the existence and dynamics of the rest of
the solid, contained initially in each element of the grand
matrix. Consequently, the expectation values of local
observables reflect the many-body correlations, despite
being a sum of contributions from individual partition
elements.
A novel feature of this approach is that the time depen-
dence of the condensed density matrix is mainly driven
by the phase function associated with the decoherence
function, Υ(t). By taking the macroscopic limit of the
many-body system, this contribution generates attenua-
tion due to the interference of complex exponential fac-
tors, which represents the most critical decoherence ef-
fect of the model. Remarkably, this attenuation arises
even when the spin pairs do not interact directly with
each other. In this sense, we can say that the decoherent
dynamics of the partitionable system arises from the in-
terference of all the quantum states that the system can
attain. Hence, this kind of irreversible process emerges as
an intrinsic feature of many-body open quantum systems
like the one discussed here.
The function Υ(t) does not depend on the bath tem-
perature, and neither does the decay constant τX derived
from it. On the contrary, the decay constant τγ , derived
from Γ(t), does depend on temperature. It is interesting
to realize that τγ coincides with the characteristic time
of the traditional spin-boson model. In this particular
example, its influence in σmA,nA(t) is negligible, which is
not surprising since the function Γ(t) represents the spin
dynamics of a single pair, associated with the thermal
aspects of the phonon bath [29]. However, the atten-
uation rate τ−1γ may instead be significant in cases of
non-partitionable systems where the dynamics allow fast
growth of multi-spin correlations (as the case treated in
ref.[12]). In other words, the relative importance of Γ(t)
and Υ(t) in a general case will be determined by the in-
ternal dynamics of the spin system, given by both the
system, and system-environment Hamiltonians HS and
HI.
In summary, we see that the decoherence function in
the model of non-interacting partition elements in con-
tact with a common boson bath captures essential fea-
tures of the decoherence phenomenon, and also enables
a quantitative calculation which opens the possibility of
accounting for actual experimental results. Comparison
with experiment will allow refining model Hamiltonians
in order to scrutinize in the microscopic origin of the
irreversible phenomena, such as the build-up of quasi-
equilibrium states or the attenuation of refocused signals
in solid-state NMR.
From a fundamental point of view, progress in the char-
acterization of adiabatic decoherence in real many-body
open quantum systems can provide insight into the gen-
eral problem of irreversibility in quantum systems. In
this context, simple cases like the one treated here can
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also be of use to learn about the role of decoherence in the
dynamics of quantum correlations in bipartite systems.
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Appendix A: Reduced density operator
The density operator reduced over the environment
variables derives from
〈O〉(t) = Tr {Oρ(t)}
=
∑
m,m′;e,e′
〈m, e |O(s)|m′, e′ 〉〈m′, e′ |ρ(t)|m, e 〉
=
∑
m,m′
〈m |O(s)|m′ 〉〈m′ |
[∑
e
〈 e |ρ(t)| e 〉
]
|m 〉
= TrS
{
O(s) ρ(s)(t)
}
,
(A1)
where we use that
〈m, e |O(s)|m′, e′ 〉 = 〈m |O(s)|m′ 〉δe,e′ ,
and the definition (3).
Appendix B: Partial trace over the environment
In this appendix we calculate the trace over the envi-
ronment variables used in Eq. (38). We follow the strat-
egy described in ref.[15], and apply it to a more general
Hamiltonian, like the one of Eq. (25). In Appendix B 1
we summarize the coherent states formalism [30, 31] and
the calculation of the trace is shown in Appendix B 2.
1. Coherent states
We define the coherent states {| zk 〉} as the eigenstates
of the annihilation operator bk. Therefore, we have
b
(e)
k | zk 〉 = zk | zk 〉, (B1)
where zk ∈ C. Their expression in terms of the number
states {|nk 〉} is [30, 31]
| zk 〉 ≡ e− 12 |zk|2
∞∑
nk= 0
(zk)
n
√
n!
|nk 〉, (B2)
where the quantum number nk corresponds to the num-
ber of bosons with wavenumber ~k and polarization l.
Coherent states are normal
〈
zk
∣∣ zk 〉 = 1, but not or-
thogonal 〈
zk
∣∣ z′k 〉 = ez∗k z′k− 12 |zk|2− 12 |z′k|2 , (B3)
and form an over-complete set that satisfies∫
d 2zk | zk 〉〈 zk | = 1(e), (B4)
where the differential is
d 2zk ≡ 1
pi
dxk dyk, (B5)
with xk ≡ <{zk} and yk ≡ ={zk} the real and imaginary
parts of zk, respectively.
Using these definitions, the trace of an operator over
the environment space can be written as
TrE
{
O(e)
}
=
∫
d 2zk 〈 zk |O(e)| zk 〉. (B6)
We use this property to calculate the desired partial trace
(41), this is
Skm,n(t) =
∫
d 2z 〈 z |e−i(M+Jm)t Θ e i(M+Jn)t| z 〉
=
1
Z
∫∫∫
d 2z0 d
2z1 d
2z2 〈 z0 |e−i(M+Jm)t| z1 〉
× 〈 z1 |e−βωb†b| z2 〉〈 z2 |e i(M+Jn)t| z0 〉,
(B7)
where all the operators belong to HE and we omit the
superindex (e) as well as the index k. In this section,
hereafter we will do such omissions. The partition func-
tion Z in (B7) is
Z ≡
∫
d 2z 〈 z |e−βωb†b| z 〉. (B8)
Let us now write the matrix elements involved in (B7)
and (B8). We define the number basis {|n 〉} as such
which has the eigenvalue expression b†b|n 〉 = n|n 〉 and
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the closure relation
∑∞
n= 0 |n 〉〈n | = 1, then we can ob-
tain
〈 z1 |e−βωb†b| z2 〉 =
∞∑
n=0
〈 z1 |e−βωb†b|n 〉
〈
n
∣∣ z2 〉
=
∞∑
n= 0
e−nβω
〈
z1
∣∣n 〉〈n ∣∣ z2 〉
= e−
1
2 (|z1|2+|z2|2)
∞∑
n=0
(
z∗1 e
−βω z2
)n
n!
= e−
1
2 |z1|2− 12 |z2|2+z∗1e−βωz2
=
〈
z1
∣∣ z2 〉 ez∗1(e−βω−1) z2 ,
(B9)
where we used the properties (B1 – B3).
In order to write the factors involving e i(M+Jm)t, we first
define a displaced operator
am ≡ b + λm
ω
, (B10)
such that the coherent states are also eigenstates of am
with eigenvalues zm ≡ z + λm/ω. Let us call | zm 〉 to
those eigenstates which may differ from | z 〉 at most by
a phase factor, then
am | zm 〉 = zm | zm 〉 (B11)
and we define a modified number operator N̂m ≡ a†mam
with a set of orthogonal eigenstates {| ηm 〉}, where〈
ηm
∣∣ η′m 〉 = δηm,η′m , so that
N̂m| ηm 〉 = a†mam| ηm 〉 = ηm| ηm 〉, (B12)
which satisfy
am| ηm 〉 = √ηm | ηm−1 〉, a†m| ηm 〉 =
√
ηm + 1 | ηm+1 〉,
(B13)
with am| 0 〉 = 0, and the closure relation
∞∑
ηm= 0
| ηm 〉〈 ηm | = 1. (B14)
With these definitions the eigenstates of am can be writ-
ten in terms of the basis {| ηm 〉} [31], as
| zm 〉 ≡ e− 12 |zm|2
∞∑
ηm= 0
(zm)
ηm
√
ηm!
| ηm 〉, (B15)
and also the exponent M+Jm may be expressed in terms
of the displaced creation and annihilation operators as
M+Jm = ωb
†b+λ∗mb+λmb
† = ωN̂m− |λm|
2
ω
. (B16)
Then, we can use Eq. (B9) to calculate the matrix
elements
〈 z1,m |e−i(M+Jm)t| z2,m 〉 = e iωt
|λm|2
ω2
×
∞∑
ηm= 0
〈 z1,m |e−iωt a†mam | ηm 〉
〈
ηm
∣∣ z2,m 〉
= e iωt
|λm|2
ω2
〈
z1,m
∣∣ z2,m 〉 e z∗1,m(e−iωt−1) z2,m .
(B17)
Using the definition of zm and | zm 〉 in the scalar product
of Eq. (B3), one gets〈
z1,m
∣∣ z2,m 〉 = 〈 z1 ∣∣ z2 〉 eλm2ω (z1−z2)∗−λ∗m2ω (z1−z2), (B18)
and inserting this expression in (B17), the desired matrix
elements become
〈 z1 |e−i(M+Jm)t| z2 〉 = e iωt
|λm|2
ω2
〈
z1
∣∣ z2 〉
× e(z∗1+λmω )(e−iωt−1)(z2+λmω ).
(B19)
As commented above, the eigenstates | z 〉 and | zm 〉 of
the displaced operator am may differ at most in a phase
factor, that is
| zm 〉 = e iφm | z 〉, (B20)
where it can be shown that the phase is
φm =
1
ω
={λ∗m z} . (B21)
2. Calculation of the trace
This section aims to calculating the integral proposed
in Eq. (B7). By inserting the results (B9) and (B19) in
Eq. (B7), we get
Skm,n(t) = e
[|λm|2(e−iωt−1)+|λn|2(e iωt−1)]/ω2
× e i t (|λm|2−|λn|2)/ω I3(t)/Z,
(B22)
with the following definitions
I3(t) ≡
∫∫
d 2z2 d
2z1 e
z∗1z2 e
−β ω−|z1|2−|z2|2
× e [z1 λ∗m (e−iωt−1)+z∗2 λn (e iωt−1)]/ω I0(t),
(B23)
I0(t) ≡
∫
d 2z0 e
−|z0|2+a0z0+b0z∗0 , (B24)
where
a0 ≡ z∗2 e iωt + λ∗n
(
e iωt − 1) /ω, (B25a)
b0 ≡ z1 e−iωt + λm
(
e−iωt − 1) /ω. (B25b)
The general form of the integrals in (B23) and (B24)
is
I ≡
∫
d 2z e−r|z|
2+az+bz∗
≡ 1
pi
∫ ∞
−∞
dx e−rx
2+(a+b)x
∫ ∞
−∞
dy e−ry
2+i(a−b)y.
(B26)
where the coefficients {a, b} ∈ C and r ∈ R. In the second
line of Eq. (B26), we used z ≡ x + iy, with {x, y} ∈ R,
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and the differential defined in (B5).
The two factors in (B26) have the general form
Iˆ =
∫ ∞
−∞
dv e−rv
2+cv, (B27)
with {v, r} ∈ R and c ∈ C. Setting c = α − iβ, with
{α, β} ∈ R, Eq. (B27) can be written as
Iˆ =
∫ ∞
−∞
dv e−rv
2+αv e−iβv
= e
1
r (
α
2 )
2
∫ ∞
−∞
dv e−r(v−
α
2r )
2
e−iβv
= e
1
r
[
(α2 )
2−iαβ2
] ∫ ∞
−∞
dvˆ e−rvˆ
2
e−iβvˆ,
(B28)
where
−r v2 + α v = −r
(
v − α
2r
)2
+
1
r
(α
2
)2
,
and vˆ ≡ v − α/(2r).
The last row in Eq. (B28) is the Fourier transform of a
gaussian function, then∫ ∞
−∞
dvˆ e−rvˆ
2
e−iβvˆ =
√
pi
r
e−β
2/(4r). (B29)
Then (B27) becomes
Iˆ =
√
pi
r
e(α
2−β2−2 iαβ)/(4r) =
√
pi
r
e c
2/(4r). (B30)
The result (B30) is useful in all the integrals involved in
(B22).
We now use (B30) in (B27), so that I in (B26) becomes
I = 1
r
e[(a+b)
2−(a−b)2]/(4r) =
1
r
e ab/r. (B31)
Seting r = 1, in Eq. (B31) we use the same result to solve
(B24), which results
I0(t) = e a0 b0 , (B32)
with a0 and b0 as in (B25). We now may use (B32) in
Eq. (B23), to get
I3(t) = eλm λ
∗
n (e
iωt−1)(e−iωt−1)/ω2I2(t), (B33)
where we defined
I2(t) ≡
∫
d 2z2 e
−|z2|2−(λm−λn)(e iωt−1) z∗2/ω I1(t), (B34)
I1(t) ≡
∫
d 2z1 e
−|z1|2+a1z1+b1z∗1 = e a1 b1 , (B35)
with
a1 ≡ z∗2 + (λm − λn)∗
(
e−iωt − 1) /ω, (B36a)
b1 ≡ z2 e−β ω. (B36b)
Then, I2(t) becomes
I2(t) =
∫
d 2z2 e
−r2|z2|2+a2z2+b2z∗2 =
1
r2
e a2 b2/r2 , (B37)
where we defined the coefficients
r2 ≡ 1− e−β ω, (B38a)
a2 ≡ (λm − λn)∗
(
e−iωt − 1) e−β ω/ω, (B38b)
b2 ≡ − (λm − λn)
(
e iωt − 1) /ω. (B38c)
Replacing (B37) in Eq. (B33), and after some algebra,
the integral in (B23) adopts the expression
I3(t) = 1
1− e−β ω
× e 4ω2 sin2(ωt/2)[−|λm−λn|2e−β ω/(1−e−β ω)+λm λ∗n],
(B39)
where we used(
e iωt − 1) (e−iωt − 1) = 2 [1− cos (ωt)] = 4 sin2 (ωt/2) .
Now, the partition function Z is
Z =
∫
d 2z e−(1−e
−βω)|z|2 =
1
1− e−βω , (B40)
where we used (B31), with the coefficients r = 1− e−βω
y a = b = 0.
Finally, replacing I3(t) from (B39) and the partition
function (B40) in the decoherence function Skm,n(t) of
Eq. (B22), we obtain the following expression
Skm,n(t) = e
− 2
ω2
|λm−λn|2 sin2(ωt/2) coth(βω/2)
× e− iω2 {(|λm|2−|λn|2)[sin(ωt)−ωt]−4={λmλ∗n} sin2(ωt/2)}.
(B41)
By using the identities
|λm|2 − |λn|2 = (λm − λn) (λm + λn)∗ − 2 i={λmλ∗n} ,
sin2 (ωt/2) = [1− cos (ωt)] /2,
in the complex exponential of (B41), we can write Skm,n(t)
in the form shown in Eq. (42).
In writing the exponent of Eq. (B41), we took the fol-
lowing steps: First, we write the explicit exponent in
Eq. (B22) as
1
ω2
[
|λm|2
(
e−iωt − 1)+ |λn|2 (e iωt − 1)
+ iωt
(
|λm|2−|λn|2
)]
=
1
ω2
{
−i
(
|λm|2−|λn|2
)
× [sin (ωt)− ωt]−2
(
|λm|2+|λn|2
)
sin2(ωt/2)
}
,
(B42)
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where we used that
e±iωt − 1 = ±2i e±iωt/2 sin (ωt/2)
= ±i sin (ωt)− 2 sin2 (ωt/2) .
Then, using the expressions (B39) and (B40), we write
the exponent of I3(t)/Z in Eq. (B22) as
4
ω2
sin2
(
ωt
2
)[
− |λm − λn|2 e
−β ω
1− e−β ω + λm λ
∗
n
]
=
1
ω2
[
−2 |λm − λn|2 sin2 (ωt/2) coth (βω/2)
+ 4 (<{λmλ∗n}+ i={λmλ∗n}) sin2 (ωt/2)
]
,
(B43)
where we used the relationships
2 e−β ω
1− e−β ω = coth (βω/2)− 1,
λmλ
∗
n = <{λmλ∗n}+ i={λmλ∗n} .
Finally, we use the expression
|λm|2 + |λn|2 = |λm − λn|2 + 2<{λmλ∗n} ,
in Eq. (B42), and adding the result to Eq. (B43) we ob-
tain the exponent in Eq. (B41).
Appendix C: Quantization of the intra-pair distances
The aim of this section is to use the quantization of spin
positions to write the dipole-phonon interaction within
the small displacement approximation.
The dipolar interaction depends on the distance be-
tween spins as r−3ij , where rij is the modulus of the dis-
tance vector ~rij ≡ ~rj − ~ri, and ~ri is the position vector
of the i-th spin. The position vector can in turn be writ-
ten as ~ri = ~r0,i + ~ui, the sum of a mean or equilibrium
vector ~r0,i and a small displacement ~ui. With this no-
tation ~rij = ~r0,ij + δ~uij , where ~r0,ij ≡ ~r0,j − ~r0,i and
δ~uij ≡ ~uj −~ui. Expanding r−3ij in powers of the displace-
ment δ~uij one has [32]
1
r3ij
=
1
r30,ij
[
1− 3δ~uij · ~r0,ij
r20,ij
+
15
2
(δ~uij · ~r0,ij)2
r40,ij
− 3
2
(δuij)
2
r20,ij
+ · · ·
]
,
(C1)
with δuij ≡ |δ~uij | and r0,ij ≡ |~r0,ij |.
Assuming small displacements δuij/r0,ij  1, we keep
only the fist order term in the expansion (C1), then
1
r3ij
' 1
r30,ij
[
1− 3δ~uij · rˆ0,ij
r0,ij
]
, (C2)
where we defined the unit vector rˆ0,ij ≡ ~r0,ij/r0,ij .
We now write the displacement ~ui as a quantum vari-
able
~ui ≡
∑
k
ˆk uk e
i~k·~r0,i
(
bk + b
†
−k
)(e)
, (C3)
where k ≡ {~k, l} stands for the phonon wavenumber vec-
tors ~k and polarization l with frequency ωk, ˆk is a unit
polarization vector. In (C3) the minus sign represents an
inversion of the wavenumber vector, i.e. −k ≡ {−~k, l},
and we defined
uk ≡
√
~
2ωkN mp
, (C4)
with mp the proton mass and N the number of pairs.
Using the quantum displacement of Eq. (C3), the scalar
product in (C2) becomes
δ~uij · rˆ0,ij =
∑
k
uk (ˆk · rˆ0,ij)
(
e i
~k·~r0,j − e i~k·~r0,i
)
×
(
bk + b
†
−k
)(e)
=
∑
k
(
gij∗ b + gij b†
)(e)
k
,
(C5)
where
gijk ≡ uk (ˆk · rˆ0,ij)
(
e−i~k·~r0,j − e−i~k·~r0,i
)
. (C6)
In the particular case of spin pairs arranged in a lattice
as in Fig. 1, we identify pairs with index A and each spin
with the numbers 1 and 2. Then we use the following
conversion
~r0,i → ~rA0,1 = ~rA − (d/2) dˆ, ~r0,j → ~rA0,2 = ~rA + (d/2) dˆ,
with ~rA the lattice position of pair A, and δ~uij → δ~uA,
gijk → gAk , ~r0,ij → ~r0,12 = ~rA0,2 − ~rA0,1 = d dˆ, where ~r0,12 is
independent of index A. Then, the system-environment
coupling coefficient in Eq. (C6) becomes
gAk = uk
(
ˆk · dˆ
)
e−i~k·~rA
(
e−i~k·dˆ d/2 − e i~k·dˆ d/2
)
= e−i~k·~rA gk,
(C7)
with
gk ≡ −2 iuk
(
ˆk · dˆ
)
sin
(
~k · dˆ d/2
)
. (C8)
In this way, the dipolar coupling Ω0(r
A
12) in the dipolar
Hamiltonian of Eq. (58)
Ω0(r
A
12) =
D
(rA12)
3
' D
d3
[
1− 3δ~uA · dˆ
d
]
,
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where D ≡ µ0γ2p~
[
1− 3 cos2 (θrˆ,zˆ)
]
/8pi, becomes an op-
erator on the environment Hilbert space, with the ex-
pression
Ω(e) =
D
d3
[
1(e) − 3
d
∑
k
(
gA∗ b + gA b†
)(e)
k
]
. (C9)
Accordingly, the full quantum dipolar Hamiltonian be-
comes HD ≡
∑
A HD,A with
HD,A ≡
√
6
[
1(s1) ⊗ · · · ⊗T(sA)2,0 ⊗ · · · ⊗ 1(sN)
]
⊗Ω(e).
(C10)
Appendix D: Calculation of functions associated
with the decoherence
This section is dedicated to the calculation of the func-
tions γ(β, t), ε(t) and ζA,A′(t), defined in Eqs. (71) and
(72) under the assumptions 1 to 8 listed in Section III C.
First we use that |k| d  1 and β ωk2  1 to write
the magnitude of the system-environment coupling coef-
ficients of this model, defined in Eq. (61)
|gk|2 ' ~ d
2
2 cN1mp
|k| ⇒ |gk|
2
ω2k
' ~ d
2
2 c3N1mp
1
|k| , (D1a)
and to approximate
coth
(
β ωk
2
)
' 2KB T
~ c
1
|k| . (D1b)
By assuming that the bath has a dense spectrum, we
replace the sums in Eqs. (71) and (72) by integrals over
k as in Eq. (80) - assumption 5, we obtain
γ(T, t) ' ~ d
2
2 c3N1mp
2KB T
~ c
N1a
2pi
×
∫ pi/a
−pi/a
dk
[1− cos(c t |k|)]
|k|2 ,
(D2a)
ε(t) ' ~ d
2
2 c3N1mp
N1a
2pi
×
∫ pi/a
−pi/a
dk
[sin(c t |k|)− c t |k|]
|k| ,
(D2b)
ζA,A′(t) ' ~ d
2
c3N1mp
N1a
2pi
∫ pi/a
−pi/a
dk
1
|k|
×{cos (k xA,A′) [sin(c t |k|)− c t |k|]
+ sin (k xA,A′) [1− cos(c t |k|)]
}
.
(D2c)
In (D2c), we define
xA,A′ ≡ rA,A′ cos (θA,A′)
to write the scalar product ~k ·~rA,A′ ≡ k xA,A′ . According
assumptions 1 to 4, the wavevector is one-dimensional
and positive along the direction dˆ. The angle θA,A′ is
measured from dˆ to ~rA,A′ in the counterclockwise sense.
Notice that the third row of (D2c) does not contribute
to the integral because it is an odd function of k. On
the other hand, the integrands in Eqs. (D2a), (D2b) and
the second row of (D2c) are even functions of k, thus we
can change the limits as
∫ pi/a
−pi/a dk → 2
∫ pi/a
0
dk. Besides,
according to assumption 6, kM ' 2 × 109 m−1, then we
can substitute
∫ pi/a
0
dk → ∫∞
0
dk whenever the integrands
depend as |k|−1 or |k|−2. Therefore, we obtain
γ(T, t) ' d2 KB T a
pi c4mp
∫ ∞
0
dk
[1− cos(c t k)]
k2
, (D3a)
ε(t) ' d2 ~ a
2pi c3mp
[ ∫ ∞
0
dk
sin(c t k)
k
− c pi
a
t
]
, (D3b)
ζA,A′(t) ' d2 ~ a
2pi c3mp
{
− 2 c t
∫ pi/a
0
dk cos (k xA,A′)
+
∫ ∞
0
dk
k
{
sin [k (c t+ xA,A′)] + sin [k (c t− xA,A′)]
}}
,
(D3c)
where we used the identity for sin (ψ) cos (φ) in Eq. (D3c).
Let us now consider each of Eqs.(D3),
Eq. (D3a): Using
∫∞
0
dk [1−cos(c t k)]k2 =
pi
2 c t in (D3a) we
obtain the desired expression (82a)
γ(T, t) ' d2 KB T a
2 c3mp
t.
Eq. (D3b): Since∫ ∞
0
dk
sin(αk)
k
=
pi
2
sgn(α), (D4)
with α ∈ R and the sign function
sgn(α) ≡
 1, α > 00, α = 0−1, α < 0 , (D5)
the integral in the first term of Eq. (D3b) takes
the value pi/2 immediately for t 6= 0, then, it con-
tributes only a constant phase to ∆σmA,nA(t). It
is the second term which defines the linear depen-
dence on t provided
c pi
a
t pi
2
⇒ t a
2 c
' 1× 10−13 s, (D6)
where we used a and c as in assumption 6. There-
fore, in a time scale experimentally accesible to
NMR (t > 1µs), we can write
ε(t) ' −d2 ~
2 c2mp
t.
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Eq. (D3c): The first term in (D3c) is∫ pi/a
0
dk cos (k xA,A′) =
pi
a
sin [pi xA,A′/a ]
pi xA,A′/a
≡ pi
a
SA,A′ ,
(D7)
where SA,A′ is also defined in (83).
The second term of (D3c) can be analyzed using
(D4) for the integral∫ ∞
0
dk
k
sin [k (c t± xA,A′)] = pi
2
sgn [k (c t± xA,A′)] ,
(D8)
which can take the values 0 or ±pi/2, depending on
the relative position of A and A′, and on time t.
We find convenient to define the function
ϕA,A′(t) ≡ pi
2
[sgn (c t+ xA,A′) + sgn (c t− xA,A′)] ,
(D9)
which is 0 for t = 0, while its dependence on xA,A′
is shown in Fig. 4 for t 6= 0. There we can see that
only the pairs A′ satisfying |xA,A′ | < c t contribute
to ζA,A′(t) with a value of ϕA,A′(t) = pi, and its
value is pi/2 at xA,A′ = ±c t.
Finally, the function ζA,A′(t) can be expressed as
ζA,A′(t) ' d2 ~ a
c3mp
[
ϕA,A′(t)
2pi
− c
a
tSA,A′
]
.
FIG. 4. Function ϕA,A′(t) vs. the distance xA,A′ for t 6= 0.
Appendix E: Distribution of eigenvalues
This appendix describes the details involved in writing
the probability density function p(X) in the continuum
limit as a Gaussian function. Though we are not strictly
dealing with random variables but with all the possible
arrays of N eigenvalues, the density function we seek has
the same role than the probability density, and we can
refer indistinguishably to one or the other.
The discrete variable X =
∑N
i κi, depends on the dis-
tribution of eigenvalues of the N equivalent partition
elements. According to (67), κi can take the values
{1, 0,−2} with multiplicities α˜κ = {2, 1, 1}, respectively.
Then, the density function for each partition element is
pκ(κ˜) ≡ 1Nκ
∑
κ
α˜κ δ (κ˜− κ) , (E1)
where the sum runs over all the discrete values of κ, and
Nκ = 4 in our case. In order to write the density func-
tion of the variable X, let us first call n1, n0, n−2 to the
number of partition elements with eigenvalues 1, 0, or -2,
and rewrite
X ≡
N∑
i=1
κi = n1 − 2n−2 = 3n1 + 2n0 − 2N, (E2)
where we used that N = n1 + n0 + n−2. From (E2) we
note that −2N ≤ X ≤ N . In this way, the number of
configurations with fixed n1, n0 is
αn0,n1 ≡ 2n1
N !
n0!n1! (N − n0 − n1)! . (E3)
Therefore, the density function for the variable X is
p(N)x (X) ≡
1
Nx
∑
{n0,n1}/X
αn0,n1 , (E4)
where the sum runs over all the possible n0 and n1 that
satisfy Eq. (E2) for any value of X, and Nx = 4N is the
total number of configurations.
However, by resorting to the central limit theorem we
may characterize the density (E4) by a Gaussian func-
tion. This theorem establishes that when N is large, the
density function of a variable like our X, which is the
sum of independent variables κi, tends to [33–36]
px(X) =
1√
2piσx
e−(X−X )
2
/(2σ2x), (E5)
where the mean value is X ≡ N〈κ〉 and the standard
deviation is σx ≡
√
N
√〈κ2〉 − 〈κ〉 2, with the q-th mo-
ments
〈κq〉 ≡
∫ ∞
−∞
dκ˜ κ˜q pκ(κ˜) =
1
Nκ
∑
κ
α˜κ κ
q.
Using the eigenvalues of our example, we have 〈κ〉 = 0
and 〈κ2〉 = 3/2, thus
X = 0 and σx ≡
√
3N/2.
