It has long been known that the equilibrium configuration with minimum energy of a nematic liquid crystal within a cylinder subject to homeotropic conditions on the lateral boundary is escaped along the axis of the cylinder, and there is no singularity of the orientation field. So problems of explaining the presence of point defects in capillary tubes and of exploring their stability arise. There is enough evidence to believe that the menisci play a central role in preventing the orientation field around a point defect from unwinding towards the escaped configuration. We propose a variational model which describes how a point defect interacts with a meniscus. This interaction fades away at a finite distance. When active, it is two-sided, being repulsive at first and then attractive when the defect comes closer to the centre of curvature of the meniscus. Thus, when a defect is enclosed between two menisci they can become antagonists, so that there is a metastable equilibrium position where the defect could be locked in.
Introduction
It has been known since the appearance of the papers by Cladis and Kleman (1972) and Meyer (1973) that no defect should arise in the orientation field n of a nematic liquid crystal confined within a capillary tube, whenever n is required to be parallel to the normal at the lateral boundary. Actually, the field that minimizes the free-energy functional subject to this boundary condition fails to be fully radial just underneath the lateral boundary, exhibiting a component along the axis of the cylinder which steadily increases inside, and it attains its maximum on the axis, where n becomes parallel to it. This behaviour of the optic axis in a capillary has been described in several suggestive ways in the literature. Some authors say that n is escaped along the axis, while others refer to it as a fluted orientation. Both terms imply that neither a disclination nor a point defect is present. Though this is a theoretical prediction, it does not agree with all the experimental results. Williams et al. (1973) first observed point defects of opposite topological charge along the axis of a capillary tube. In their words: 'They are related to the fact that, for the non-planar model, two energetically equivalent configurations exist where the direction of bend is changed. As expected they alternate along the line and two consecutive points can annihilate leaving no trace. ' Interest in these defects has recently been revived in connection with the surface elastic energy in weak-anchoring problems. As shown by Vilfan et al. (1991) , their persistence is a sign that the anchoring strength on the lateral boundary of the tube exceeds a critical value, below which a +1 defect should relax towards a nearly uniform alignment parallel to the axis.
A detailed description of transitions like this, which involve the appearance and the disappearance of a periodic array of point defects, has proven useful in measuring the surface elastic constant k 24 , which, unlike all the other of Frank's constants, cannot be measured by detecting a bulk instability as in Freedericks' transposition. Apparently stable periodic arrays consisting of point defects of alternating charge have recently been observed and discussed by Crawford et al. (1991 a,b) ; their role in measuring k 24 has been illuminated by Allender et al. (1991) and Crawford et al. (1992) .
Though the escaped orientation of the optic axis would be the absolute minimizer of the elastic free energy, the orientation with point defects is indeed a local minimizer. It is generally believed that such a metastable state is prevented from relaxing to the stable state with no defect by the interaction between the defects and the menisci at the ends of the liquid-crystal column, which usually enforce a homeotropic orientation of the optic axis, as does the lateral boundary. In other words, point defects are expected to be locked in by capillarity.
To our knowledge, no mathematical model has been proposed so far for studying the interaction between a point defect and a meniscus. Here we present a variational model that fills this need. We restrict attention to a +1 defect and a convex meniscus, representing the latter as a hemispherical cup fitting the capillary tube.
For simplicity, we employ the one-constant approximation to Frank's freeenergy density a F = k\Vn\ 2 , (1.1)
where k is a positive elastic modulus and n is the unit vector field representing the orientation of the optic axis. Throughout the paper the free-energy functional 9[n]:= f k\Vn\ 2 dv (1.2) JSB will be subject to the homeotropic condition on the whole boundary of the region S9 occupied by the liquid crystal which requires n to be the unit outward normal to d58. In the previous attempts to model a pair of opposite charged point defects made by Crawford et al. (1991b Crawford et al. ( , 1992 , the orientation field is represented by an ad hoc trial function, which is completely determined by the distance between the defects. In Section 2 below we take a different approach. We introduce a class of continuous orientation fields that consist of smooth patches joined together along two axisymmetric surfaces of variable shape, emanating from a defect. These adjustable surfaces are the folds of a joint. In each pair of adjacent regions separated by one fold the orientation exhibits very distinctive features; it is planar radial in the peripheral region which ends on the lateral boundary, while in the central region it is an appropriately rescaled Cladis-Kleman field.
Though all the orientation fields thus constructed are continuous over the whole region 38, their gradient is not continuous on the joint. This is clearly an artefact of our model, because Cauchy's stress tensor has a discontinuity on the joint. We minimize the elastic free energy stored around a point defect within a special class of orientation fields, which-we believe-is broad enough to capture the main features of a local minimizer among all unit vector fields. The solution we find might serve as a starting point in the search for this minimizer, which presumably should be performed numerically.
In Section 3 we only consider a defect within an infinite cylinder; we take advantage of the freedom allowed in the class of jointed orientations to determine the joint that minimizes the elastic free energy stored in both of the regions adjacent to it. We then employ this optimal joint as a building block in all the orientation fields occurring in this paper, for both infinite and finite cylinders. Thus, according to this model, the field around a point defect would be the same near a meniscus as it is inside the capillary. We defer until Section 6 a discussion of the effect of this feature of the model on the conclusions reached in the paper. We shall see that within a more refined model these conclusions would all be confirmed, and not just qualitatively, but there is a considerable loss of clarity in the analysis.
In Section 4, which is in the spirit of the early papers by Ericksen (1970) and Dafermos (1970) , we compute the force exerted on a defect by a meniscus bounding a semi-infinite capillary column. We discover that when the defect is sufficiently far away from the meniscus it is subject to no force; but when the defect comes closer it is first repelled and then attracted towards the centre of curvature of the meniscus by a force whose strength becomes unbounded as the defect is pulled in. Thus, the defect will eventually be trapped in the meniscus if it comes closer than a definite capture distance to its centre.
When a defect lies between two menisci bounding a liquid-crystal column, it can be observed only in a stable equilibrium position. We show in Section 5 that there is a critical height for the column below which the only stable-equilibrium positions are in the centres of the menisci, and above which there is another equilibrium position half way between them, which is metastable, provided that the column is not so high that the defect freely fluctuates, being subject to the action of no meniscus. This explains an early observation made by Williams et al. (1973) to the effect that 'Very rarely the singularity is on the meniscus itself. In most cases, for short columns of nematic of the order of a few radii, the singular point appears half way through the column'.
Building upon the elementary facts that can be described using this model, we have also endeavoured to explain slightly more complex phenomena. In an earlier paper (Guidone Peroli & Virga, 1996a) , starting from the data collected by Walters and Cladis (cf. also Ericksen, 1995 Ericksen, ,1996 , we described the attraction and annihilation of two defects with opposite charges through a simple dynamical model. Furthermore, in (Guidone Peroli and Virga, 1996b, 1997) , we estimated how the equilibrium spacing in the periodic arrays of defects observed by Crawford et al. (1991a) depends on the size of the sample, and how it may change in time. The main ideas behind our study have been outlined in a shorter paper contributed to a volume dedicated to Jerry Ericksen, whose writings have inspired much of this work (Guidone Peroli & Virga, 1996c) . Ericksen (1991) has recently introduced a mathematical model which describes defects in nematic liquid crystals as points at which the orientational order among molecules is lost so that no optic axis can be defined. This mdoel has shed new light on aspects of line and surface defects that Frank's theory could not account for (cf., for example, Virga, 1994, Ch. 6) . None the less, though this new theory gives a more detailed description of point defects, its predictions for point defects are qualitatively identical to those of the classical variational theory, which we adopt here.
Adapters and joints
In this section we describe a class of orientation fields exhibiting a point defect along the axis of a cylinder. The members of this class serve as adapters which join together two Cladis-Kleman fields escaped in opposite directions. They are continuous fields defined on a cylindrical tile, within which orientations of different types are patched together along a two-fold axisymmetric surface, which we call a joint. Figure 1 illustrates a prototype of an adapter: the two folds of the joint are symmetric and they touch each other at the defect; each fold joins two regions, one peripheral and the other central; the orientation is a planar radial field in each peripheral region, and it is an escaped field in each central region; these fields are differently rescaled on every section through a plane orthogonal to the axis, and they are differently oriented in the upper and lower region (upwards in the former and downwards in the latter). The adapters we employ are fields which are continuous along the joint, though their gradient is not continuous. The defect shown in Fig. 1 has a +1 degree (in the sense explained, for example, by Hocking & Young, 1961, §6 .14); a -1 defect is obtained from it by reflecting the arrows through the transverse plane they came from, so that a domain escaped upwards turns into one escaped downwards, and vice versa. For simplicity, we say that the former is a +1 adapter, and that the latter is a -1 adapter. It is thus clear that a sequence of alternating defects can be generated by using adapters which are alternately reversed.
Below, we first solve a variational problem in a class of fields, constructed by using adapters to mimic the structure of +1 or -1 defect, and then we analyse some characteristic features of the minimizers which are used.
Let 8ft h be a circular cylinder of radius R = 1 and height 2/J: in cylindrical coordinates
Furthermore, suppose that the orientation fields n : S8/, -»S 2 , where S 2 is the manifold of all unit vectors, obey the following homeotropic anchoring condition on the lateral surface Sf 0 of S8 A :
Formally, a +1 adapter is an orientation field defined on properties:
(i) n does not depend on the azimuth &, The function r 0 represents the joint in this definition; it is taken to belong to the class
It should be noted that in defining the class 3~h we do not require that the derivative of r 0 at z = 0 exists, so that both folds of the joint could, in principle, bear an angular point or a cusp on the defect. That they meet smoothly will indeed be an outcome of the variational problem we study below.
The fields specified by (2.3) are said to constitute the class of all +1 adapters of height 2h, which we denote by sl^-Equation (2.3c) could be recast in a more familiar form by introducing the angle <p between n and e r . A glance at (2.3c) suffices to show that
which, for given z, is the well-known Cladis-Kleman solution in a cylinder of radius r o (z). This clearly implies that the n(r, #, ±h) are the usual escaped fields, oriented upwards and downwards. An easy calculation shows that for all fields n in s$£ the free energy stored in S3>, depends only on the shape of the joint, so that the functional SF defined in (1.2) reduces to a functional on the class ST h \ more precisely,
7)
Jo where the prime denotes differentiation with respect to z and a := 2 In 2 -1 is a positive number that magically emerges from the integration in the radial coordinate. Below, when the need arises, we also consider joints with non-symmetric folds. For such joints the energy stored in a single fold will be half the energy delivered by (2.7), when h is the height of the fold. REMARK 1 To obtain the functional given in (2.7) readers should note that
In an adapter, <p is either 0 or it is given by (2.6); in the latter instance, from (2.8) we get
Integrating this function of r and z over the inner region delimited in 2& h by the whole joint, we obtain 
which replaces (2.3c). Thus, (2.6) represents -<p for a -1 adapter. We denote by s£h the class of all -1 adapters. Its members are symmetric to those in sit, so that the energy stored in a -1 adapter reduces to the functional given in (2.7).
REMARK 2 It is worth noting that the choice R = 1 for the radius of the cylinder entails no loss of generality. It simply implies that all the lengths appearing in this paper are measured in units of the cylinder radius.
Determining the best adapter is indeed a free-boundary problem, which we have reduced to the following classical problem.
Variational problem (VP). Find the minimizers of E h in the class ST h .
The Euler-Lagrange equation for E h can easily be integrated once; this leads to We conclude that (VP) possesses exactly one solution, given by (2.14), if h ss (an)*, while it has no solution if h > (ait)i.
Hereafter we will employ only those adapters in either sit or si^ for which r o (z) is a solution of (VP). We have just learnt that the height of a stationary joint depends on the parameter C in (2.14), and that it is always less than or equal to 2(an)i. Moreover, as can easily be seen from (2.16), lim c _a>/i(C) = 0, and so we can make use of arbitrarily short joints.
We now derive the energy of a stationary joint. Inserting (2.13) into (2.7), we have
18)
whence, by (2.13) with the aid of (2.16) 2 ,
Since an integration by parts yields 20) the energy can be expressed as
In the next section we seek the joint that makes the elastic energy stored in an adapter attain its minimum.
Optimal joints
Throughout this section we consider a cylinder S8 W of height 2H, where H is so large that it can be regarded as a portion of an infinite cylinder which accommodates all possible adapters. Since the maximum height of an equilibrium joint is 2(a7t)2, it suffices to take H > (an)l.
We consider all possible fields in S8 W which join together Cladis and K16man solutions escaped into opposite directions; we seek solutions with the lowest energy. The joints we employ are all labelled by a value of the parameter C, which determines their half-height h(C); the adapters terminate in classical escaped fields, which fill the rest of the cylinder. The energy of the symmetric strips at the ends of a joint is (3.1)
We seek the minimum of E(C), when C E [0, <»[. Differentiating the function in (3.2) we obtain
2[H-h(C)}.
Thus, in view of (2.21) we can express the energy stored in S8 H as
by (2.17), we get
which, as we learnt in Section 2, is a positive quantity. This implies that E is an increasing function in C, and so it attains its minimum for C = 0. By (2.13), each fold of a stationary joint possesses no angular point on the defect; furthermore, the optimal joint is tangential to the lateral boundary of the cylinder.
REMARK 3 It is important to stress that the joint with C = 0 is not the least energetic joint when the minimization of the energy is performed for a cylinder whose half-height is precisely H = h(C). The energy would take the simple form given in (2.21): that is, £(C)=(3-C)/»(C) + 2(aC)*, whence, by (2.17), !p (3.5,
It clearly follows from (3.5) that E would then attain its minimum for C = 2.
Hereafter we always employ joints with C = 0. Such joints end on the lateral boundary of the cylinder, as do all others above, and so they cannot be used to describe a defect approaching the meniscus, for then at least one fold of the joint must shrink to make the defect proceed forward. To model this phenomenon we need shorter joints, which are obtained from joints with C = 0 by leaving out strips of variable height a, as shown in Fig. 3 . We call these joints broken joints.
To treat joints and broken joints on equal terms, we consider broken joints to have two symmetric folds, though in the following only one fold will matter, that which interacts with the meniscus.
It is worth emphasizing that such a choice of broken joints need not comply with the principle of minimizing the energy stored in the whole of the region where the interaction between a defect and the meniscus takes place. The shape of a broken joint is the shape which minimizes the energy in an infinite cylinder; it is left unaltered when the defect faces an end of the cylinder. A more refined model, which relaxes this approximation, is presented in Section 6. In this model, the folds of a joint approaching a meniscus are independent of one another; their shape is determined by minimizing the total elastic free energy. Surprisingly enough, though these optimal joints cost less energy than the broken joints, for the elementary phenomena we study here the model leads to the same qualitative conclusions, and many of the quantitative aspects even remain the same. On the other hand, as shown in Section 6, refining the model would make the computations so complex that the neat picture outlined below would be obscured, with no gain in the accuracy of the predictions.
We devote the rest of this section to computing the energy of a broken joint. Let a be the height of the neglected strip. The residual height h(Q) -a can be expressed in terms of an appropriate radius p by^r dt (3.6) (see Fig. 3) ; analytically, p represents the point at which ZQ(P) = h(0) -a. It can easily be checked that / can also be given by (3.7) For later use, note that MSlL (3.8) dp (-tap)* Finally, the energy stored within the regions adjacent to a broken joint is f2-lnr o (z)]dz, (3.9)
whence, following the same pattern set up for the full joint (when p = 1), we arrive at £ p :=3/(p) + 2a*p(-lnp)*. (3.10)
In the rest of the paper, since it is assumed that readers are already accustomed to the special class of orientations employed here, we use the word joint with a rather extended meaning; it will indicate either a fold of the optimal surface separating two fields or both folds.
Meniscus interaction
In this section we deal with a semi-infinite cylinder bounded on one side by a hemispherical cup; we intend to describe the interaction between a +1 defect and the cup, which we regard as the prototype of a convex meniscus on top of a liquid crystal column in a capillary tube.
Within the half-ball closing the cylinder we first construct a field that can be continuously connected to a broken joint. Then, we study the rate of change of the energy in terms of the distance between the meniscus and the defect; this will reveal that the meniscus possesses an attractive power for any defect that happens to be within a certain distance from its centre.
Suppose that, in cylindrical coordinates, the half-ball is 08b which obeys the homeotropic anchoring condition on the bounding hemisphere and, furthermore, its section at z = 0 coincides with that of a broken joint at the height /(p). The field in (4.3a) is formally given by (2.3c) with r o (z) = p + z. The field n p is illustrated in Fig. 4 ; it is radial outside the hemispherical cup of radius p, while inside this cup it is again an escaped field, rescaled on each cross FIG. 4 . The orientation field within the meniscus and the joint employed to describe a defect approaching the meniscus. section of the cylinder so as to conform with the radial data on the boundary. Figure 4 also makes it clear that the joints now being employed are broken on only one side: allowing p to vary is a device used to model how a defect approaches or departs from the meniscus.
A tedious but easy computation shows that the energy associated with n p (r, d, z scaled as E h in (2.7). We now explore how the energy varies with p, which amounts to exploring how it varies with the distance between the defect and the meniscus. First, it is worth noting that if the distance between the defect and the centre of the hemisphere is greater than (an)* then the field in S8 b is given by (4.3) for p = 1. This implies that there is a strip between the joint and the base of the hemisphere which has an escaped field that is independent of z-If we shorten this strip a little, so drawing the defect nearer to the meniscus, an escaped field appears at the bottom of the joint without affecting the value of the energy.
This phenomenon becomes more interesting as soon as the distance between the defect and the meniscus is smaller than (arc)'. In this case the energy stored inside the region and we differentiate this function with respect to /, which is actually the distance between the defect and the centre of the meniscus; by (3.8), we obtain
Hence, the energy has only one stationary point:
which is a maximum. Since £(0)<£(l), the energy attains its absolute minimum for p = 0, that is, when the defect is in the centre of the meniscus. Furthermore, it attains a relative minimum for p = 1, that is, when the defect just starts interacting with the meniscus. Equation (4.8) has a mechanical meaning which is worth stating. Letting o be the centre of the meniscus and p the defect, for a given p, in the coordinate system introduced above, we have p -o = -l(p)e z . Thus, differentiating the energy with respect to /, gives the z -component of the force acting on the defect. It is much like the force on disclinations introduced for liquid crystals by Ericksen (1970) and Dafermos (1970) . Both the analogies and the differences between this force and the configuration^ force acting on dislocations in solid crystals are discussed from different perspectives by Eshelby (1980) and Ericksen (1995) .
Recalling that E is the energy scaled by Ank, where k is the elastic constant, and that within our model the defect may only move along the z-axis, the following expression for the force on the defect in terms of p may be derived from (4.8):
f=f{p)e z The meniscus exerts an attracting influence up to the distance d c := /(p); in fact, if a defect is within this range, there is a continuous way of rearranging the field which shortens the distance between the defect and the meniscus. Moreover, the energy decreases during this process, so that p = 0 is the most energetically favoured configuration. We interpret these facts by saying that the meniscus attracts defects which are closer than d c : they fall into the centre of the meniscus and are locked in there, and a singular force, possibly impulsive, would be needed to remove them. We call d c the capture distance; from the definition of /(p) and from (4.9) it follows that p e"' On the other hand, a defect which lies outside the capture range is driven back by the meniscus towards the metastable position where p = 1.
REMARK 4 Note that, since £(1) = £(0) + J(on)l + (J-In2), (4.13) £(p) = £(<>) + *<*" (4.14) by (4.12), the estimate §n § holds, which gives a gauge of the energy peak shown in Fig. 5 .
Locking menisci
In this section we study the behaviour of a +1 defect inside a cylinder closed by two hemispherical menisci. The fields in each meniscus are the same as that given above. We will prove that the symmetric configuration where the defect is in the middle of the cylinder is always a stationary point for the energy. Moreover, we will show that such a configuration is a minimizer once the cylinder is higher than a critical length, which can be expressed explicitly. The absolute minimum for the energy is always achieved when the defect is in the centre of either meniscus.
As in the preceding section, we think of the orientation field as if it could rearrange itself by following a path of decreasing energy, until it reaches a local minimizer. We shall again encounter a capture distance: it is the distance to either meniscus below which a defect migrates towards the centre of the meniscus where it is then locked in. The capture distance now depends on the height of the cylinder, as a result of the combination of the attracting power of both of the menisci.
Let 2H be the height of the cylinder S3 W , and let H satisfy i(an)l<H< (an)*. Because of the latter inequality, when the defect is in the middle of S8 W , the joint is symmetric and both of the folds break up where the radius of the cross-section is equal to p 0 , so that l( Po ) = H. hereafter, we take p<r. By (5.2) there is a functional dependence of r on p, parametrized in H. It is a one-to-one correspondence until r grows to be larger than 1, where p attains the critical value p c for which * (5.3)
When p < Pc, r -1 and a strip with the classical escaped field appears between the unbroken fold of the joint and the half-ball. Figure 6 illustrates two configurations in the class just described; p and r are, respectively, the radius of the upper and lower fold of the joint. In Fig. 6(a) p> p c and r < 1, while in Fig. 6(b) p<p c and r = 1. By using (3.10) and (4.4) we arrive at the following expression for the energy stored in 33 W :
where £(p) is the interaction energy for a single meniscus given in (4.6).
We now analyse the configuration where p = p = p 0 , for fixed H E \\{an)^, (an)i[. Differentiating both sides of (5.2) with respect to p, then by (3.8) we have *--I=*r£ ( 55) dp <-inp)*-
Thus the derivative of the energy with respect to p is dp Ld£/dp, whence dg lim --0.
(5.7)
P-*Po Op
The choices p ^ Po and p > po are perfectly equivalent, as one is changed into the other by interchanging the role played by p and r; from (5.7) we can then deduce that p = r = p 0 is a stationary point for the energy. It should be noted that this cannot be the absolute minimizer, for any choice of H. In fact
for all H in ]^(an)!, (an)2[, as we will now proceed to show. By (4.6) and (5.4), we have Noting that H = /(p 0 ), and again making use of (3.8), we can see that the left-hand side of (5.11) attains its minimum for po = p, where it takes the value /(p). By (4.12), we then easily verify (5.11). We now explore the stability of the symmetric equilibrium configuration. The second-order power expansion for g(p) at p = p 0 gives where It immediately follows from the above expression that the symmetric configuration is stable if p o >p*, while it is unstable if p o <p*, where p*:=e-" 2 .
(5.14)
So far we have learnt that the energy possesses a stationary point for p = r = p 0 , which is either a local minimum or a local maximum, depending on whether p o >p* or p o <p*. In both cases the absolute minimum is for p = 0; this clearly implies that if p Q > p there exists a point p* e ]0, p o [ where %(p) attains its maximum. The point p^ is indeed related to the capture distance. If the distance between the defect and the centre of either meniscus is less than /(p*), then the orientation field can be continuously rearranged so as to decrease the energy; this is achieved by decreasing p.
We now further analyse the properties of the point p + . First, we assume that H is such that Pc<P*<Po- Making use of (5.13) and (5.14), we arrive at 20) whence, observing that (-In r+fi < (-In p^, we get P*<P* (5.21) and, noting that P = (P*) 4 , (5.22) we deduce that P*>P-(5-23)
We have thus proved two of the four inequalities in (5.16). We will now derive the other two. If we set Differentiating (5.35) with respect to H, we have -1 dp, 1 dH ^(-ln r*)i aw where r* = r(p^, H) now. By (5.2) we also obtain = o. dH dp* dH on the other hand, whence, by (5.37),
(-In Q* dp, a// a^ (^( Inserting (5.39) into (5.36) we obtain the following explicit expression for dpJdH: dp,_2p*(-lnp,)* d// aJ(p*-r,,) ' Combining (5.40) and (3.8), we obtain (5.40) dH dp* dH P+-T+ ^5' 41â nd so the desired conclusion follows from the fact that p* < r*. Moreover, since by (5.20) r^-^p* when p^^p*, it follows from (5.41) that the tangent to the graph in Fig. 10 is vertical for H = /(p*), and that it is neither vertical nor horizontal for H = H c .
We already know that one meniscus does not affect the attractive power of another as long as they are far enough apart. Below the critical distance H c and above H = /(p*), the capture distance d c of each meniscus grows bigger than /(p), that is, bigger than the capture distance of a single meniscus. The reason for such an increase in the capture distance lies in the repulsive component of the interaction between the defect and the meniscus outlined in Section 4. Finally, when H<l(p*), the capture distance decreases linearly in H, indicating that the position in the middle of the cylinder is unstable for the defect.
A more refined model
We devote this section to a description of the interaction of a defect with a meniscus by means of a family of orientation fields that depend on the distance between the defect and the centre of the meniscus. The elastic energy is lower for these fields than it is for those fields serving as admissible minimizers in Sections 4 and 5. Such fields are obtained from the simultaneous minimization of the energy inside the cylinder and the meniscus. We develop here the model for the interaction with a single meniscus and we show that, in spite of a different expression for the energy, all the results obtained in Section 4 are still true: the energy attains the same maximum value at the same capture distance d c that was introduced in (4.12); only the force on the defect changes slightly, but it exhibits the same asymptotic behaviour as that in (4.10) at both ends of the interaction range. For a defect enclosed between two menisci and interacting with both, we only state when the symmetric configuration is stable, because the full analysis is lengthy and clumsy.
First, we consider a cylinder S8 W of height 2H<2(an)i, and we look for a broken joint that fits into it, having the defect in the middle. This amounts to looking for a minimizer of 
Reasoning as in Section 3, we evaluate the energy of a stationary joint as
(6.7) We are now in a position to give the energy stored inside the region 38 specified in (4.5) when the joint between the defect and the meniscus is built for arbitrary C and p; by (4.4) and (5.7), this energy is given by (6.8) where
In defining the function in (6.8), we have counted only the energy of the fold in contact with the meniscus (cf. Fig. 4) , as is made clear by the factor \. The other fold, which is independent of that fold here, is chosen with C = 0 (and p = 1), so that the energy stored in it is a minimum, as shown in Section 3. Thus, according to (6.7), this second fold contributes the constant £i(0) to the energy.
In (6.8) both C and p are allowed to vary in the domain where C s» In p. If the distance d between the defect and the centre of the meniscus is given, then C and p are subject to the constraint (6.9) Let t e [0,1] be a parameter describing this curve, so that p = pit) and C = C(t), with p(l) = l, p(0>0, and C(0) = In [p(0)]. Inserting these functions into (6.8) and (6.9), and then differentiating with respect to t, we obtain P+T^C = 0, (6.10) (6.11) where use has also been made of (6.5) and (6.6). Since p and C are related through (6.10), we can give (6.11) the form E = [i -In 2 + a*(C -In p)l]p, (6.12)
whence it can easily be seen that E possesses at most one stationary point in the interior of the curve (6.9). Thus, we arrive at £|, =0 = (|-ln2)p(0)<0, (6.13) £|,-i = {J -In 2 + ol[C(l)]l}p(l). (6.14) If we set it follows directly from (6.13) and (6.14) that the minimum of the energy in (6.8) is just £(1, C(l)), whenever C(l)*s T 2 , that is, by (6.9), (6.15) and (4.9), (4.12), whenever We collect the information obtained from the above analysis in the following expression for the minimum E d of (6.8) subject to the constraint (6.9): It is worth noting that for the force acting on the defect we find the same qualitative behaviour as was illustrated in Section 4, though its analytic expression (6.21) is different from (4.10).
We end this section with a few words on a refined treatment of the case where a defect can interact with two opposite menisci, 2H apart as in Section 5. Both folds of the joint shown in Fig. 6 should be treated in the way given above. Thus, they are characterized by two pairs of parameters, (p, C p ) and (r, C r ). If d denotes the distance between the defect and the centre of one meniscus, then, as can be shown by a rather cumbersome analysis, there is precisely one energy minimizer for which the following equilibrium conditions are fulfilled: A more involved analysis shows that the symmetric configuration is stable for H > e* 2 , while it is unstable for H < e* 2 . Thus, we reach the same qualitative conclusion as was reached in Section 5, but the analysis cannot be pursued any further with the same ease.
