Spectral pixel classification is one of the principal techniques used in hyperspectral image (HSI) analysis. In this article, we propose an unsupervised feature learning method for classification of hyperspectral images. The proposed method learns a dictionary of subfeature basis representations from the spectral domain, which allows effective use of the correlated spectral data. The learned dictionary is then used in encoding convolutional samples from the hyperspectral input pixels to an expanded but sparse feature space. Expanded hyperspectral feature representations enable linear separation between object classes present in an image. To evaluate the proposed method, we performed experiments on several commonly used HSI data sets acquired at different locations and by different sensors. Our experimental results show that the proposed method outperforms other pixel-wise classification methods that make use of unsupervised feature extraction approaches. Additionally, even though our approach does not use any prior knowledge, or labelled training data to learn features, it yields either advantageous, or comparable, results in terms of classification accuracy with respect to recent semi-supervised methods.
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Introduction
Advances in imaging technology have led to the development of imaging spectroscopy sensors capable of acquiring hyperspectral imagery at high spatial resolution, thus enabling different geological, agricultural, environmental, and land-survey applications. Unlike regular three-band red, green, and blue (RGB) pictures, hyperspectral images consist of hundreds of spectral bands covering a wide interval (e.g. solar reflective wavelengths 400-2400 nm) of the electromagnetic spectrum. Due to their vast data quantities and high spectral resolution (at around 10 nm), hyperspectral images offer great potential for object recognition and classification. Learning algorithms, however, are affected by the Hughes phenomenon (Hughes 1968) (i.e. the generalization of the learning algorithm is poor since the number of training samples needed to fill the high-dimensional spectral data space is limited).
There are two main ways to create labelled training data of hyperspectral images. The first is through field surveys, which provide accurate data but are expensive and time consuming. The second involves manual labelling of samples through visual recognition. In this method, experts provide the ground truth with the aid of digital elevation maps. However, the spatial resolution of these images has to be high to be able to discern the different classes represented in a HSI.
Because the collection of ground truth data is still largely a manual task, training samples remain scarce. This renders classification of hyperspectral data problematic, which makes full utilization of the information present in hyperspectral images a challenging task. On the other hand, unlabelled hyperspectral data are plentiful and can be used in unsupervised learning algorithms for HSI analysis. Therefore, in this article we propose a hyperspectral classification method based on unsupervised learning of spectral sub-features. Supervised methods (Sun et al. 2014; Charles, Olshausen, and Rozell 2011; Castrodad et al. 2011 ) using learned dictionaries of spectral pixels have been proposed for hyperspectral data classification in the past. However, unlike the related supervised methods, our unsupervised approach learns feature representations from subsets of spectral data, which we refer to as spectral sub-feature learning. We evaluate our method based on pixel-wise HSI classification, and show experimental results for commonly utilized hyperspectral remote-sensing scenes (acquired on multiple sites and by different imaging spectroscopy sensors) to compare the effectiveness of this method to state-of-the-art unsupervised and semi-supervised hyperspectral classification techniques.
Related work
A number of approaches in HSI classification focus on feature extraction or feature selection as a way to mitigate the problem of dimensionality inherent in hyperspectral data. The main goal of these dimensionality reduction methods is compression or projection of the data into a lower-dimensional subspace such that the intrinsic characteristics of the manifold embedded in the high-dimensional hyperspectral data space can be easily discovered. Various feature extraction methods for the purpose of HSI classification have been proposed in the literature, including unsupervised methods (Hotelling 1933; Chang et al. 1999; Wang and Chang 2006; Kaewpijit, Le-Moigne, and El-Ghazawi 2003; Tenenbaum, de Silva, and Langford 2000; Roweis and Saul 2000; Belkin and Niyogi 2001; Zhang and Zha 2005; He et al. 2005; He and Niyogi 2004; Zhang et al. 2007; Qiao, Chen, and Tan 2010) , semisupervised (Cai, He, and Han 2007; Chen and Zhang 2011; Sugiyama et al. 2010; Liao et al. 2013; Shao and Zhang 2014) , and supervised methods (Bandos, Bruzzone, and Camps-Valls. 2009; Li and Qian 2011; Kuo and Landgrebe 2004; Kuo et al. 2014; Yang et al. 2014; Zhong, Lin, and Zhang 2014; Tuia et al. 2014; Tao et al. 2013; Sugiyama 2007; Chen et al. 2014; Chen, Zhao, and Jia 2015; Sun et al. 2014; Castrodad et al. 2011 ).
Unsupervised methods
Some well-known unsupervised feature extraction methods used for hyperspectral images are based on principal component analysis (PCA) (Hotelling 1933; Chang et al. 1999) , independent component analysis (ICA) (Wang and Chang 2006) , or discrete wavelet transform (DWT) (Kaewpijit, Le-Moigne, and El-Ghazawi 2003) . PCA-based methods project the hyperspectral data points onto a lower-dimensional orthogonal subspace that best preserves their variance, as measured in the high-dimensional hyperspectral data space. On the other hand, ICA-based methods transform the data to independent components by maximizing the non-Gaussianity of the components. In contrast to the first two techniques, wavelet transforms decompose hyperspectral data into high-and low-frequency features using fixed bases.
Although the above methods provide effective data reduction, the global transformations they produce are often insufficiently flexible to represent the local information content present in hyperspectral images. For example, PCA is unable to discover nonlinear degrees of freedom in the hyperspectral data space, and ICA is less effective when the number of different classes present in an image is large (Wang and Chang 2006) .
In recent years, unsupervised learning methods for dimensionality reduction, such as isomap (Tenenbaum, De Silva, and Langford 2000) , locally linear embedding (LLE) (Roweis and Saul 2000) , Laplacian eigenmaps (LE) (Belkin and Niyogi 2001) , and local tangent space alignment (LTSA) (Zhang and Zha 2005) have been proposed in the literature. These methods can estimate the intrinsic geometry of a nonlinear manifold embedded in a high-dimensional input data space by preserving the local geodesic structure of the data points in the reduced-dimension space. Such locality-preserving embedding methods exploit a fundamental property of manifolds, namely, that sufficiently small manifold regions are locally linear. This allows any point to be reconstructed as either a linear approximation (through a linear combination (Roweis and Saul 2000; Belkin and Niyogi 2001) or local tangent space (Zhang and Zha 2005) ) of its neighbours. The reconstruction is invariant to neighbourhoodpreserving transformations and is assumed to be the same in dimensionally reduced space. In this way, once the reconstruction weights (Roweis and Saul 2000; Belkin and Niyogi 2001) , or local tangent coordinates (Zhang and Zha 2005) , are calculated in the high-dimensional space, these can be used to calculate the coordinates of data points by minimizing the reconstruction cost in the reduced dimension space. Similar dimensionality reduction methods, such as neighbourhood-preserving embedding (NPE) (He et al. 2005) , locality-preserving projection (LPP) (He and Niyogi 2004) , and linear local tangent space alignment (LLTSA) (Zhang et al. 2007) , which are linear approximations to LLE, LE, and LTSA, respectively, have been used for feature extraction in hyperspectral images (Huang and Kuo 2010; Liao et al. 2013) .
In comparison to the unsupervised feature extraction methods described earlier, our proposed method does not reduce the dimensionality of the HSI data. In contrast, we learn discriminative features by mapping in an expanded but sparse feature space, which allows for linear separability of the classes present in the hyperspectral image.
In cases when class labels are available, better HSI classification results are reported in the literature from the use of semi-supervised and supervised methods. Therefore, we also briefly review some of the state-of-the-art supervised and semi-supervised learning approaches.
Supervised methods
Supervised learning methods make use of a priori information about the classes present in the training set. Some supervised feature extraction techniques (Bandos, Bruzzone, and Camps-Valls. 2009; Li and Qian 2011) for hyperspectral images are based on the well-known linear discriminant analysis (LDA) method, which uses labelled samples to find a projection matrix that maximizes between-class variance to within-class variance. Another discriminant-based supervised hyperspectral feature extraction method, called non-parametric weighted feature extraction (NWFE) (Kuo and Landgrebe 2004) , uses an improved discrimination criterion by assigning a higher weight to samples closer to the discrimination boundary region. Kuo et al. (2014) proposed a kernel-based hyperspectral feature selection method, which optimizes the linear combination of z-score values of features in the radial basis function kernel. In the work of Yang et al. (2014) , an approach inspired by compressive sensing is given which is based on a single-layer feed-forward neural network with sparsity constraints on the input and hidden layer. Deep learning neural network models (Chen et al. 2014; Chen, Zhao, and Jia 2015) , based on deep belief networks (DBNs) (Hinton, Osindero, and Teh 2006) and autoencoders (AEs) (Hinton and Salakhutdinov 2006) , have also been proposed. These models learn hierarchical features from hyperspectral input data by greedy layer-wise training of restricted Boltzmann machines (RBMs), or layers of hidden units, followed by supervised training of the whole stacked model for the classification task.
A sparse modelling dictionary-based approach has been applied in previous HSI classification methods (Sun et al. 2014; Castrodad et al. 2011; Chen, Nasrabadi, and Tran 2011) , where different types of sparsity constraints have been included in the corresponding dictionary modelling cost functions. The general idea behind these methods is to learn a separate dictionary for each class from labelled data (Sun et al. 2014; Castrodad et al. 2011) , or use the labelled data per se to form dictionaries (Chen, Nasrabadi, and Tran 2011) , and classify unknown pixels by determining which classspecific dictionary best describes the sample in terms of minimum value of the reconstruction error. The aforementioned methods use labelled training samples (or at least assume that the classes present in the data set are known a priori (Castrodad et al. 2011) ) to obtain class-specific dictionaries, whereas our method uses only unlabelled samples and no prior information to learn a single general dictionary. Furthermore, in the proposed method, features are learned from subsets of data in the spectral domain, whereas the granularity of the dictionary atoms in the related methods is at the pixel level.
Supervised algorithms have recently been developed to take into account both spectral and spatial information in order to improve the classification of multispectral and hyperspectral images (Sun et al. 2014; Castrodad et al. 2011; Chen, Nasrabadi, and Tran 2011; Zhong, Lin, and Zhang 2014; Ji et al. 2014; Tuia et al. 2014; Tao et al. 2013; Chen et al. 2014; Chen, Zhao, and Jia 2015) . Spatial information can also be used to complement our proposed method. One way of doing this would be to make use of segmentation maps of the scene, or to include the morphological profiles of hyperspectral images (Benediktsson, Palmason, and Sveinsson 2005) . Another approach relies on methods for combining multiple types of feature (Zhang et al. 2012 Li et al. 2015) . In this study, however, we focus on learning discriminative features from the spectral domain only.
Semi-supervised methods
Compared with unsupervised and supervised learning approaches, semi-supervised methods for HSI classification make use of only limited labelled data together with unlabelled data. Due to the high costs of creating labelled data sets, as well as the efficacy which can be on a par with that of supervised techniques, semi-supervised learning methods are a viable option for real-world HSI classification applications. Representative semi-supervised methods applied to the classification of hyperspectral images include semi-supervised discriminant analysis (SDA) (Cai, He, and Han 2007) . SDA uses a graph Laplacian-based regularization constraint in LDA to include local manifold information from unlabelled samples and prevent over-fitting when there are insufficient labelled data. Sugiyama et al. (2010) proposed semi-supervised local Fisher discriminant analysis (SELF), which uses a trade-off parameter on the scatter matrices to linearly combine contributions of a supervised method (local Fisher discriminant analysis Sugiyama (2007) ) and an unsupervised method (PCA). Liao et al. (2013) introduced semisupervised local discriminant analysis (SELD). In the same manner as SELF, SELD combines supervised LDA with an unsupervised learning method in the category of local linear feature extraction methods (NPE, LPP, or LLTSA). However, unlike SELF, the combination of the contribution of the supervised and unsupervised learning method is nonlinear and non-parametric. Shao and Zhang (2014) use the regularized scatter matrices from SELF with an objective function to combine the advantages of SELF with an unsupervised dimensionality reduction method: sparsity-preserving projection (SPP) (Qiao, Chen, and Tan 2010) . The contribution of each learning method is then controlled by a trade-off parameter.
Spectral sub-feature learning
Recently, significant research efforts in machine learning have been focused on algorithms for unsupervised learning of features directly from input data for high-level tasks such as classification and recognition. Much progress has been made in different computer vision tasks (Hinton, Osindero, and Teh 2006; Lee et al. 2009; Coates, Ng, and Lee 2011; Yang et al. 2009; Wang et al. 2010 ) with models trained on data sets consisting of greyscale or colour images. Inspired by the good performance of these feature learning systems, we propose a method for learning discriminative spectral sub-features from hyperspectral images. Unsupervised feature learning methods for visual object classification typically rely on large sets of (single-channel or RGB) images for training; however, hyperspectral data sets normally consist of a single acquisition of a scene with a large number of channels. Therefore, the proposed algorithm operates directly in the spectral domain, scaling to a large number of spectral bands. Furthermore, by effectively incorporating the information from all available bands, the problem of selection of optimal bands is eliminated.
We build a single-layer model for feature learning. In the first stage, we learn a dictionary of basis vectors using an unsupervised learning algorithm. Two different algorithms -sparse modelling and a fast stochastic gradient descent (SGD) variant of k-means clustering -were used for learning the basis vectors. In the second stage, the learned basis vectors are applied to map convolutional samples from the spectral pixel space to the feature space with the help of an encoding function (see Figure. 1 ). Encoded samples are further pooled, which reduces the dimension of the final feature vector. We train a linear classifier using the newly obtained feature vectors in order to be able to predict the class of each hyperspectral pixel. In this section, we will describe our proposed approach in more detail.
Sampling and preprocessing
For training, we first sample adjacent hyperspectral bands uniformly at random with a window of width w from unlabelled hyperspectral pixels. As a result, each sample represents a vector in R w . In this way, we construct a data set X ¼ x R pÂq to denote a set of p dimensional real-number vectors and a set of p Â q dimensional real-number matrices, respectively. Each of the vectors x j ð Þ 2 X, j ¼ 1; . . . ; n is locally normalized to zero mean and unit variance, and the entire data set X is whitened (Hyvärinen and Oja 2000) to decorrelate the data. The preprocessed data set X is then used as input to the unsupervised bases learning algorithm. During testing, we extract convolutional samples from each input pixel. That is, we sample windows of width w of adjacent hyperspectral bands with a stride s between windows, as depicted in Figure 1 . In Sections 3.2 and 3.3 we describe in detail the unsupervised algorithms for learning dictionaries of basis vectors, and the process of feature mapping of convolutional samples to obtain the final feature vectors.
Unsupervised learning
The goal of the unsupervised learning algorithm is to learn a dictionary of basis vectors such that a feature mapping function g : R w ! R k can be found, which maps an input vector x to a new feature vector y ¼ g x ð Þ. We compare two different unsupervised learning algorithms for learning an over-complete dictionary: one based on a sparse modelling approach and the other on an efficient SGD k-means algorithm.
Mini-batch SGD k-means dictionary learning
For the purpose of learning basis vectors from hyperspectral data, we implemented on the graphics processing unit a modified version of an efficient SGD k-means variant (Sculley 2010) . Because the convergence of k-means clustering is guaranteed only for a local optimum of its cost function, the clustering result is sensitive to the manner of initialization. Therefore, we employ the initialization procedure proposed by Arthur and Vassilvitskii (2007) . The goal of the initialization algorithm is to select each of the initial basis vectors from a different cluster. In order to do so, the initial basis vectors are chosen one at a time, at random, from the data set with probability proportional to the minimum distance of the basis vectors previously chosen. The modified dictionary learning algorithm is given in Figure 2. 
Dictionary learning by sparse modelling
The fundamental idea of sparse modelling is learning a dictionary of basis vectors, so that novel input data can be represented as a sparse linear combination of the dictionary elements. If D 2 R wÂk is a dictionary with k basis elements as columns, A 2 R kÂn represents the sparse decomposition coefficients and X ¼ x
training data set, then sparse modelling can be represented as a joint optimization problem with respect to D and A:
In (1) an l 1 penalty is introduced on the decomposition coefficients α i 2 A, i ¼ 1; . . . ; n to yield sparse solutions, where λ is a regularization parameter. The optimization problem is convex when either D or A are fixed, and thus it can be iteratively solved by alternatingly optimizing with respect to one variable (the bases D or coefficients A) while keeping the other fixed (Lee et al. 2006) . Because second-order derivative batch optimization methods can be impractical on large data sets, we use an online dictionary learning algorithm based on stochastic approximations proposed by Mairal et al. (2009) .
Feature mapping, pooling, and classification
Using one of the two previously described unsupervised learning algorithms on an unlabelled training set yields a dictionary of basis vectors that can be used to map novel input samples to feature space. In the case of sparse modelling, the feature space is formed by the obtained sparse decomposition coefficients for the set of input data directly after pooling, which is described below. In the case of the SGD k-means algorithm, we employ the sparse nonlinear encoding transform given by , which performs a soft assignment of each of the m features of the feature vector y ¼ g x ð Þ: 
where
is the m-th basis vector in the learned dictionary D. In both cases, the feature mapping function transforms an input sample x 2 R w to a new sample in feature space y ¼ g x ð Þ 2 R k .
To obtain the final feature vector for a given hyperspectral input pixel, we first convolutionally sample the pixel's hyperspectral bands with a window of width w at a step-size s (see Fig. 1 ), and preprocess the extracted samples by employing the same pre processing transforms described in Section 3.1. The extracted samples are then mapped using the learned feature mapping. Finally, the mapped feature vectors are pooled. We perform pooling by averaging blocks of the adjacent mapped feature vectors and concatenating the result. The pooling step allows reduction of the dimension of the final feature vector and enhanced robustness of the representation to noise in the spectral reflectance data.
We apply our feature extraction approach on a subset of labelled pixels from a hyperspectral data set and use the obtained features to train a classifier. Because an over-complete dictionary of basis vectors can be learned through unsupervised learning, we can make use of a linear classifier on the already expanded feature vector representations. Therefore, in all performed experiments we trained a linear l 2 support vector machine (SVM) using cross-validation to determine the regularization parameter of the linear model.
Hyperspectral image data sets
For our experiments, we utilize five commonly used HSI data sets acquired with different imaging spectroscopy sensors, and from different sites: Kennedy Space Center (KSC) (Ham et al. 2005) , Indian Pines (Landgrebe 2003) , Washington DC Mall (DC) (Landgrebe 2003) , Okavango Delta, Botswana (Botswana) (Ham et al. 2005) , and University of Pavia (Uni. of Pavia) (Figure 3) . Indian Pines is a data set of a mixed forest and agricultural land in northwest Indiana. It was acquired in June 1992 using the National Aeronautics and Space Administration (NASA) Airborne Visible/Infrared Imaging Spectrometer (AVIRIS), mounted on an aircraft and flown at about 20 km altitude. It contains 220 spectral bands in wavelength range 0.4-2.5 µm, with a spectral resolution of 10 nm and a geometrical resolution of approximately 20 m per pixel. The entire scene consists of 145 Â 145 pixels and there are 16 land-cover classes.
Kennedy Space Center data (614 Â 512 pixels) were captured over the KSC site, Florida, in March 1996 as part of NASA's AVIRIS project. These consist of 224 bands with a spectral resolution of 10 nm in the wavelength range 0.4-2.5 µm. Only 176 bands were used in the analysis after removing those with a low signal-to-noise ratio and water absorption bands. The data were acquired from an altitude of approximately 20 km and have a geometrical resolution of 18 m per pixel. There are in total 13 classes of various land-cover type identified for classification purposes.
The University of Pavia data set was collected using the Reflective Optics System Imaging Spectrometer (ROSIS) hyperspectral sensor of the German national aerospace agency. It is an urban scene (340 Â 610 pixels) of the campus of University of Pavia. The original data are composed of 115 spectral bands ranging from 0.43 to 0.86 µm and with a spectral resolution of 4 nm. Several bands were discarded due to noise, leaving an image with 103 bands in total. The geometrical resolution is 1.3 m per pixel and there are nine land-cover classes identified on the university campus. The Botswana data set (256 Â 1476 pixels) was acquired over a 7.7 km strip of the Okavango Delta, Botswana, in May 2001 using the hyperspectral sensor of NASA's Earth Observing-1 satellite. It consists of 242 bands in the wavelength range 0.4-2.5 µm. The geometrical resolution is 30 m per pixel and the spectral resolution is 10 nm. Only 145 bands of the original hyperspectral data were retained after removal of uncalibrated and noisy bands. The data consist of observations of 14 identified classes representing different swamp and drier woodland areas in the delta.
The Washington DC Mall data set (307 Â 1280 pixels) is a HSI data set captured over an urban site. It consists of 210 spectral bands in the 0.4-2.4 µm range of the electromagnetic spectrum. After removal of water absorption channels, 191 bands remained from the original data. Seven land-cover classes were identified for the classification task.
Experimental results
We used the five HSI scenes described in Section 4 for our experiments. For ready comparison of the effectiveness of the proposed method, we adopted the experimental set-up of Liao et al. (2013) . Specifically, each data set (see Table 1 ) was partitioned by selecting samples uniformly at random such that 70% of the samples were used for training and the remainder comprising a test set. Only in the case of the University of Pavia data set, due to the large number of samples compared with the other data sets, we selected 10,000 samples uniformly at random and partitioned the subsampled data set into 70% training set and 30% testing set. In order to evaluate the method under a low number of training samples, we repeated the experiments for each data set using 10% of the samples (per class) for training and the remaining 90% as a test set.
In both cases we used the training set data without the labels to train one of the spectral sub-feature learning algorithms. Then, after applying the learned feature mapping, a linear SVM classifier was trained using the transformed training set together with the corresponding labels. Fourfold cross-validation was used to optimize model parameters. Finally, the model with the optimal parameters was evaluated using the test set.
For the two feature learning algorithms, we evaluated the effect of different parameter values on classification accuracy. Namely, we varied the size of the learned dictionary D, the width w of the convolutional sampling window, the step-size s between consecutive windows, and the number of pooling blocks (Figure 4 ). Due to the computational constraints of a full grid search over all parameters, each parameter was optimized while keeping the rest fixed. The optimal parameter values were then used to train the final model, which was evaluated on the test set. In the case of the algorithm based on sparse modelling, there is an additional parameter, λ, which is the sparsity regularization parameter. Since there is no analytical link between λ and effective sparsity, we tested different numbers of basis vectors using orthogonal matching pursuit (OMP) (Cai and Wang 2011) within the set {2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 40, 60, 80, 100, 200, 400} , and used the optimal parameter for each data set.
From the experimental results shown in Figure 4 (similar experimental results for the data sets not included in Figure 4 can be found in the supplementary material https://goo.gl/qwV5F9), it can be seen that over all data sets, and for both dictionary learning algorithms, better results were achieved when using dense convolutional sampling (lower step size) and a higher number of pooling blocks. The convolutional sampling with lower step-sizes allows for a more extensive representation of the input. While pooling is necessary to reduce the size of the final feature vectors, the high number of pooling blocks contributes to preserving the discriminative properties of the features. Therefore, we can make an informed decision for these two parameters without defaulting to cross-validation for their estimation. Considering the effects of the dictionary size parameter when using the SGD k-means dictionary learning algorithm, larger, over-complete dictionaries give better results. On the other hand, when using sparse modelling to learn the dictionary, smaller-size dictionaries can perform better than over-complete dictionaries. The window width parameter also appears to require cross-validation. Considering the effects of this parameter, however, we can see that improvements in the results can be achieved when using large convolutional sampling windows relative to the total number of spectral bands available. However, note that convolutional sampling plays an important role in the accuracy of both dictionary learning algorithms. Namely, when setting the window width to the total number of spectral bands (effectively disabling convolutional sampling), the classification accuracy drops significantly.
We compare our final test set results to the highest-classification accuracy results reported by Liao et al. (2013) (see Table 2 ) using a number of different unsupervised and semi-supervised methods: PCA, NPE, LPP, LLTSA, SDA, SELF, and SELD using NPE as the unsupervised component. Considering the results shown in Table 2 , it can be seen that the proposed method outperforms other unsupervised methods on all data sets and achieves better, or as good, results compared to semi-supervised methods. Table 3 shows the classification results of the method when using 10% of the samples from each class for training. The results show that the proposed method produces discriminative features even in cases of low numbers of training samples. Although supervised methods (e.g. simultaneous OMP (SOMP) (Chen, Nasrabadi, and Tran 2011)) can generally provide higher classification accuracies, in some cases, such as the University of Pavia data set, better results can be achieved by the proposed method (cf . Table 3 ). Therefore, combining the advantages of supervised learning methods and incorporating spatial context information in the proposed approach could provide an interesting topic for future research.
Recently, deep learning models (Krizhevsky, Sutskever, and Hinton 2012; Hinton and Salakhutdinov 2006) have been successfully used to learn a hierarchical representation of features, where each additional layer of the model represents a higher level representation of the data. Therefore, we also investigated extensions of our model architecture with several layers, by applying the unsupervised learning algorithms to the transformed feature representations produced by a previous layer. However, the increase in classification accuracy that we observed was lower than the standard error of the achieved classification scores, which did not justify the additional computational cost incurred by the deep version of our model.
Conclusion
In this study we propose an unsupervised spectral sub-feature learning method for classification of hyperspectral images. Experimental results performed on different HSI data sets have shown that the proposed method compares favourably with other unsupervised approaches in HSI classification. Compared to the best results achieved by unsupervised methods in the experiments, our method yields a maximal improvement in overall classification accuracy of up to 12.79%, and an average improvement over all test data sets of 4.22%. Additionally, even Table 3 . Classification accuracy of the proposed method when using only 10% of the samples in the data set for training. The mean overall accuracy (OA) and average accuracy (AA) over five runs are shown, together with the standard deviation. The overall and average classification accuracies are also shown when using the raw spectral data with no feature extraction. though our algorithm uses no labelled data or prior knowledge to learn features, it can achieve similar or better performance than state-of-the-art semi-supervised methods on the same task. Even though recent supervised methods for HSI classification generally outperform unsupervised and semi-supervised approaches, our method has demonstrated useful properties on certain data sets, which supports future work in combining supervised methods with our approach. Furthermore, the ability of the proposed method to fully exploit the information present in the spectral domain is of importance in hyperspectral data analysis: namely for the classification of materials in spectral libraries, where methods that make use of spatial or geometrical context information cannot be applied. Finally, spectral sub-feature learning can be useful in frameworks, such as that proposed by Li et al. (2015) , which integrate multiple types of feature for classification of hyperspectral images.
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