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Abstract
Comtrans algebras are modules over a commutative ring R equipped with two trilinear operations: a left
alternative commutator and a translator satisfying the Jacobi identity, the commutator and translator being
connected by the so-called comtrans identity. The standard construction of a comtrans algebra uses the
ternary commutator and translator of a trilinear product. If 6 is invertible in R, then each comtrans algebra
arises in this standard way from the so-called bogus product.
Consider a vector space E of dimension n over a ﬁeld R. While the dimension of the space of all
trilinear products on E is n4, the dimension of the space of all comtrans algebras on E is less, namely
5
6n
4 − 12n3 − 13n2. The paper determineswhich trilinear productsmay be represented as linear combinations
of the commutator and translator of a comtrans algebra. For R not of characteristic 3, the necessary and
sufﬁcient condition for such a representation is the strong alternativity xxy + xyx + yxx = 0 of the trilinear
product xyz. For R also not of characteristic 2, it is shown that the representation may be given by the bogus
product. A suitable representation for the characteristic 2 case is also obtained.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Comtrans algebras are unital modules over a commutative ring R, equipped with two basic
trilinear operations: a commutator [x, y, z] satisfying the left alternative identity
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[x, x, y] = 0 (1.1)
and a translator 〈x, y, z〉 satisfying the Jacobi identity
〈x, y, z〉 + 〈y, z, x〉 + 〈z, x, y〉 = 0, (1.2)
such that together the commutator and translator satisfy the comtrans identity
[x, y, x] = 〈x, y, x〉. (1.3)
Comtrans algebras were introduced in [12] as an answer to a problem from differential geometry,
asking for a determination of the tangent bundle algebra structure corresponding to the coordinate
t-ary loop of a (t + 1)-web (cf. [1]). The role played by comtrans algebras is analogous to the
role played by the Lie algebra of a Lie group. Comtrans algebras arise naturally in many different
contexts [3–5,8–11,13]. Most recently, initial steps towards a Cartan-type structure theory have
been taken [7].
The standard construction of a Lie algebra is given by the binary commutator
[x, y] = xy − yx
of an associative bilinear product xy. Similarly, the standard construction of a comtrans algebra
is given by the ternary commutator
[x, y, z] = xyz − yxz
and ternary translator
〈x, y, z〉 = xyz − yzx
of a trilinear product xyz. Indeed, Proposition 3.3 of [12] showed that if (E, [x, y, z], 〈x, y, z〉)
is a comtrans algebra over a ring R in which 6 is invertible, then [x, y, z] and 〈x, y, z〉 are the
respective ternary commutator and translator of the trilinear bogus product:
xyz = 1
6
[x, y, z] + 1
6
[y, z, x] + 1
6
[z, x, y] + 1
3
〈x, y, z〉 − 1
3
〈z, x, y〉 (1.4)
on E.
Unlike the set of all Lie algebras, the set of all comtrans algebras on a given module has a
linear structure: If (E, [x, y, z]1, 〈x, y, z〉1) and (E, [x, y, z]2, 〈x, y, z〉2) are comtrans algebras
on an R-module E, then so is
(E, r1[x, y, z]1 + r2[x, y, z]2, r1〈x, y, z〉1 + r2〈x, y, z〉2)
for any scalars r1, r2 fromR. The dimension of the space of comtrans algebras on ann-dimensional
vector space E is 56n
4 − 12n3 − 13n2 (compare [6] and Corollary 3.2 below). On the other hand,
the dimension of the space of all trilinear products on E is n4. Thus the goal of this paper
is to determine which trilinear products xyz may be expressed as linear combinations of the
commutator and translator of a comtrans algebra, in the manner of the bogus product (1.4). If
the underlying ﬁeld is not of characteristic 3, then the main result of the paper shows that the
necessary and sufﬁcient condition for such a representation is
xxy + xyx + yxx = 0
a condition described as strong alternativity. Indeed, if the underlying ﬁeld is also not of charac-
teristic 2, then each strongly alternative trilinear product is represented as the bogus product of a
comtrans algebra (Corollary 4.8). An appropriate representation for the case of characteristic 2 is
given in Corollary 4.9.
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2. Comtrans algebras and comtrans forms
Consider a comtrans algebra on a vector spaceE with ordered basis (e1, . . . , en). The comtrans
algebra is determined by the structure constants clijk and d
l
ijk (for 1  i, j, k, l  n) with
[ei, ej , ek] =
n∑
l=1
clijkel
and
〈ei, ej , ek〉 =
n∑
l=1
dlijkel .
Since the deﬁning identities (1.1)–(1.3) of a comtrans algebra do not involve any nesting of the
basic operations, it is convenient to reduce the speciﬁcation of a comtrans algebra of dimension
n over a ﬁeld to the speciﬁcation of n pairs
(c1ijk, d
1
ijk), . . . , (c
n
ijk, d
n
ijk)
of trilinear forms corresponding to the coefﬁcients of the products with respect to a given basis.
Deﬁnition 2.1. Let E be a module over a commutative ring R. Then a comtrans form on E is
deﬁned to be a pair
([[x, y, z]], 〈〈x, y, z〉〉) (2.1)
of trilinear forms on E (with values in R) satisfying the analogues of (1.1)–(1.3), namely the
(formal) left alternative identity
[[x, x, y]] = 0, (2.2)
the (formal) Jacobi identity
〈〈x, y, z〉〉 + 〈〈y, z, x〉〉 + 〈〈z, x, y〉〉 = 0 (2.3)
and the (formal) comtrans identity
[[x, y, x]] = 〈〈x, y, x〉〉. (2.4)
The ﬁrst component of (2.1) is called the commutator form, while the second component is called
the translator form.
Proposition 2.2. LetE be a vector space with ordered basis (e1, . . . , en).Consider the equations
[x, y, z] =
n∑
l=1
[[x, y, z]]lel (2.5)
and
〈x, y, z〉 =
n∑
l=1
〈〈x, y, z〉〉lel . (2.6)
(a) If (E, [x, y, z], 〈x, y, z〉) is a comtrans algebra, then Eqs. (2.5) and (2.6) determine n
comtrans forms
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([[x, y, z]]1, 〈〈x, y, z〉〉1), . . . , ([[x, y, z]]n, 〈〈x, y, z〉〉n) (2.7)
on E.
(b) Given a system (2.7) of n comtrans forms on E, Eqs. (2.5) and (2.6) determine a comtrans
algebra on E.
3. The space of comtrans forms
Consider a comtrans form (cijk, dijk) on a vector space with ordered basis (e1, . . . , en), spec-
iﬁed by the tensor representations of its component trilinear forms. The left alternative identity
implies the tensor equations
cijk + cjik = 0 (3.1)
for 1  i, j, k  n and
ciij = 0 (3.2)
for 1  i, j  n. The Jacobi identity implies the tensor equations
dijk + djki + dkij = 0 (3.3)
for 1  i, j, k  n. The comtrans identity implies the tensor equations
cijk + ckji − dijk − dkji = 0 (3.4)
for 1  i, j, k  n and
ciji − diji = 0 (3.5)
for 1  i, j  n. Note that no summation convention is implied in (3.2) or (3.5).
The full space TF(n) of tensors cijk and dijk for 1  i, j, k  n has dimension 2n3. Within
that space, the system (3.1)–(3.5) of equations speciﬁes the subspace CTF(n) of comtrans forms.
The following result, specifying the dimension of CTF(n), was ﬁrst proved in [6]. The proof given
below, differing in several details, is presented for the subsequent needs of the current paper.
Theorem 3.1. On an n-dimensional vector space, the space CTF(n) of comtrans forms has
dimension 56n
3 − 12n2 − 13n.
Proof. First, consider a sufﬁx 1  i  n. On the subspaceTF(n)i ofTF(n) spanned by the ordered
basis (ciii , diii ), Eqs. (3.2), (3.3) and (3.5) form a system of linear equations with coefﬁcient
matrix:⎡
⎣1 00 3
1 −1
⎤
⎦ .
Since this matrix row-reduces to a matrix including the 2 × 2 identity matrix, the dimension of
the solution space CTF(n)i is zero.
Next, consider a pair (i, j) of distinct sufﬁces. Let TF(n)(i,j) denote the subspace of TF(n)
spanned by the ordered basis
(ciij , cij i , cjii , diij , diji , djii).
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With respect to this basis, Eqs. (3.1)–(3.5) yield a system of linear equations with coefﬁcient
matrix⎡
⎢⎢⎢⎢⎣
1 0 0 0 0 0
0 1 1 0 0 0
0 0 0 1 1 1
1 0 1 −1 0 −1
0 1 0 0 −1 0
⎤
⎥⎥⎥⎥⎦ .
Since this matrix row-reduces to the matrix⎡
⎢⎢⎣
1 0 0 0 0 0
0 1 0 0 −1 0
0 0 1 0 1 0
0 0 0 1 1 1
⎤
⎥⎥⎦ (3.6)
of rank 4, the solution space CTF(n)(i,j) has dimension 2.
Finally, consider a triple 1  i < j < k  n of distinct sufﬁces. Let TF(n)i,j,k denote the
subspace of TF(n) spanned by the ordered basis
(cjki , ckij , cikj , ckji , cjik, dijk, dikj , cijk, djki , dkij , dkji , djik).
With respect to this basis, Eqs. (3.1), (3.3) and (3.4) form a system of linear equations with
coefﬁcient matrix:⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 1 0 0 1 0 0 0 0
1 0 0 1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 1 1 0 0
0 0 0 0 0 0 1 0 0 0 1 1
0 0 0 1 0 −1 0 1 0 0 −1 0
1 0 1 0 0 0 −1 0 −1 0 0 0
0 1 0 0 1 0 0 0 0 −1 0 −1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
This matrix row-reduces to the following matrix of rank 7:⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0 0 −1 −1 −1 1 0
0 1 0 0 0 0 0 −1 0 −1 0 −1
0 0 1 0 0 0 0 1 0 1 0 1
0 0 0 1 0 0 0 1 1 1 −1 0
0 0 0 0 1 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 1 1 0 0
0 0 0 0 0 0 1 0 0 0 1 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (3.7)
Thus the solution space CTF(n)i,j,k has dimension 5.
Within CTF(n), there are n(n − 1) subspaces of the form CTF(n)(i,j), and
(
n
3
)
subspaces of
the form CTF(n)i,j,k . Thus the total dimension of CTF(n) is
5
(
n
3
)
+ 2n(n − 1) = 5
6
n3 − 1
2
n2 − 1
3
n
as required. 
Corollary 3.2. On an n-dimensional vector space E, the space CT(n) of comtrans algebras has
dimension 56n
4 − 12n3 − 13n2.
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Proof. For each index 1  l  n, Theorem 3.1 shows that there is a
(
5
6n
3 − 12n2 − 13n
)
-dimen-
sional space of comtrans forms (clijk, d
l
ijk). By Proposition 2.2, the
(
5
6n
4 − 12n3 − 13n2
)
-dimen-
sional space of all these forms then comprises the space of structure constants of comtrans algebras
on E. 
4. Representable forms and algebras
Deﬁnition 4.1. Let E be a module over a commutative ring R.
(a) A trilinear form (x, y, z) on E is said to be alternative if
(x, x, x) = 0 (4.1)
for all x in E. Similarly, a trilinear product xyz on E is said to be alternative if xxx = 0
for all x in E.
(b) A trilinear form (x, y, z) on E is said to be strongly alternative if
(x, x, y) + (x, y, x) + (y, x, x) = 0 (4.2)
for all x, y in E. A trilinear product xyz on E is said to be strongly alternative if xxy +
xyx + yxx = 0 for all x, y in E.
Remark 4.2. Compare [2, Section 5.3] for the alternativity of a bilinear form. Note also that the
(ternary) associator of a power-associative bilinear product is alternative in the current sense.
Lemma 4.3. Let (x, y, z) be a strongly alternative form on a module E over a commutative ring
R in which 3 is invertible. Then (x, y, z) is alternative.
Proof. Set y = x in (4.2). Dividing by 3 yields (4.1). 
Proposition 4.4. Let E be a module over a commutative ring R, and let S3 denote the group of
permutations of the set {1, 2, 3}. Then any trilinear form (x1, x2, x3) on E represented as a linear
combination
(x1, x2, x3) =
∑
σ∈S3
lσ [[x1σ , x2σ , x3σ ]] +
∑
σ∈S3
mσ 〈〈x1σ , x2σ , x3σ 〉〉 (4.3)
of the commutator and translator forms of a comtrans form on E (with coefﬁcients lσ ,mσ in R)
is strongly alternative.
Proof. Suppose that a trilinear form is given by (4.3) in terms of a comtrans form. By the Jacobi
identity (2.3)
〈〈x, x, y〉〉 + 〈〈x, y, x〉〉 + 〈〈y, x, x〉〉 = 0. (4.4)
By the left alternative identity (2.2)
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0 = [[x + y, x + y, x]]
= [[x, x, x]] + [[y, y, x]] + [[x, y, x]] + [[y, x, x]]
= [[x, y, x]] + [[y, x, x]],
so that
[[x, x, y]] + [[x, y, x]] + [[y, x, x]] = 0. (4.5)
Together, (4.4) and (4.5) show that the trilinear form (x1, x2, x3) is strongly alternative. 
Lemma 4.5. Let (x, y, z) be an alternative trilinear form on a vector space E with ordered basis
(e1, . . . , en). Suppose that the form is given by a tensor aijk for indices 1  i, j, k  n with
(ei, ej , ek) = aijk.
Then
aiii = 0 (4.6)
for 1  i  n
aiij + aiji + ajii = 0 (4.7)
for 1  i, j  n and
aijk + ajki + akij + akji + ajik + aikj = 0 (4.8)
for 1  i < j < k  n.
Proof. For (4.6), set x = ei in (4.1). For (4.7), set x = ei and y = ej in (4.2). For (4.8), set
x = ei + ej + ek in (4.1), expand using trilinearity, and cancel terms not involving all three
distinct sufﬁces using the relations (4.6) and (4.7). 
Theorem 4.6. LetE be a ﬁnite-dimensional vector space over a ﬁeldR that is not of characteristic
3. Then there is a quintic polynomial
5(X1, X2, X3, X4, X5) (4.9)
and a quadratic polynomial
2(X1, X2, X3, X4, X5) (4.10)
in R[X1, X2, X3, X4, X5] such that any strongly alternative trilinear form (x, y, z) on E is
representable as the R-linear combination
(x, y, z) = l[[x, y, z]] + m〈〈y, z, x〉〉 + n〈〈z, x, y〉〉 + p〈〈z, y, x〉〉 + q〈〈y, x, z〉〉 (4.11)
of the commutator and translator forms of a comtrans form on E if 5(l, m, n, p, q) /= 0 and
2(l, m, n, p, q) /= 0.
Proof. Let (x, y, z) be a strongly alternative trilinear form on a vector space E with ordered basis
(e1, . . . , en) over a ﬁeld that is not of characteristic 3. Use the notation of Lemma 4.5 for the tensor
of (x, y, z), and the notation of Section 3 for the tensors of a comtrans form. The representation
(4.11) reduces to the solution of the inhomogeneous equations
aijk = lcijk + mdjki + ndkij + pdkji + qdjik (4.12)
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for indices 1  i, j, k  n. Here the aijk are forcing constants, while the cijk and dijk are
unknowns. By (4.6), the components aiii vanish, along with the ciii and diii .
Consider the solution of Eq. (4.12) in the space TF(n)i,j,k for a triple 1  i < j < k  n of
distinct sufﬁces. In accordance with (3.7), choose (cijk, djki , dkij , dkji , djik) as an ordered basis
for CTF(n)i,j,k . With respect to this ordered basis of unknowns, the inhomogeneous system (4.12)
of equations for the successive forcing constants
aijk, ajki , akij , aikj , akji , ajik
has coefﬁcient matrix⎡
⎢⎢⎢⎢⎢⎢⎣
l m n p q
l l − n l + m − n −l − p + q −p
l −m + n l − m −q l + p − q
−l p −l + q m −l + n
−l −l − p + q −l − p l − n m − n
−l −q p − q −m + n −m
⎤
⎥⎥⎥⎥⎥⎥⎦
. (4.13)
By (4.8), the sum aijk + · · · + ajik of the forcing constants is 0. Similarly, the sum of each column
of (4.13) is 0. The system thus reduces to the system with coefﬁcient matrix⎡
⎢⎢⎢⎢⎣
l m n p q
l l − n l + m − n −l − p + q −p
l −m + n l − m −q l + p − q
−l p −l + q m −l + n
−l −l − p + q −l − p l − n m − n
⎤
⎥⎥⎥⎥⎦ .
The determinant 5(l, m, n, p, q) of this matrix is
3l(3m2n2 + 3p2q2 − 2m2p2 − 2m2q2 − 2n2p2 − 2n2q2
+ l2n2 + l2p2 + l2q2 + m4 + n4 + p4 + q4
+ 2lmnp − 2lmnq − 2lnpq − 2mnpq
− 2ln3 + 2lp3 − 2lq3 − 2mn3 − 2nm3 − 2pq3 − 2qp3
+ 2l2np − 2l2nq − 2l2pq − 2m2ln − 2m2lp + 2m2lq + 2m2pq
+ 2n2lm − 2n2lp + 2n2lq + 2n2pq
+ 2p2ln + 2p2mn + 2q2ln + 2q2mn + 4q2lp − 4p2lq).
Thus the system has a solution when 5(l, m, n, p, q) /= 0.
Finally, consider the solution of Eq. (4.12) in the space TF(n)(i,j) for an ordered pair (i, j) of
distinct sufﬁces. According to (3.6), choose (diji , djii) as an ordered basis for CTF(n)(i,j). With
respect to this ordered basis of unknowns, the inhomogeneous system (4.12) of equations for the
successive forcing constants aiij , aiji , ajii has coefﬁcient matrix⎡
⎣ m − q n + p − ql − n + p m − n + q
−l − m + n − p + q −m − p
⎤
⎦ . (4.14)
By (4.7), the sum aiij + aiji + ajii of the forcing constants is 0. Similarly, the sum of each column
of (4.14) is 0. The system thus reduces to the system with coefﬁcient matrix[
m − q n + p − q
l − n + p m − n + q
]
.
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The determinant 2(l, m, n, p, q) of this matrix is
l(q − n + p) + n2 − mn + m2 + pq − p2.
Thus the system has a solution when 2(l, m, n, p, q) /= 0. 
The polynomials 5 of (4.9) and 2 of (4.10) are known respectively as the quintic and
quadratic discriminants. Using Proposition 2.2, Theorem 4.6 on the representation of trilinear
forms by comtrans forms translates immediately into a sufﬁcient condition for the representation
of a trilinear product in comtrans algebra terms.
Corollary 4.7. Let E be a ﬁnite-dimensional vector space over a ﬁeld R that is not of charac-
teristic 3. Then a strongly alternative trilinear product xyz on E is representable as an R-linear
combination
xyz = l[x, y, z] + m〈y, z, x〉 + n〈z, x, y〉 + p〈z, y, x〉 + q〈y, x, z〉 (4.15)
of the commutator and translator of a comtrans algebra on E whenever 5(l, m, n, p, q) /= 0
and 2(l, m, n, p, q) /= 0.
Corollary 4.8. Let E be a ﬁnite-dimensional vector space over a ﬁeld R that is not of character-
istic 2 or 3. Then a trilinear product xyz on E is representable as the bogus product of a comtrans
algebra on E if and only if it is strongly alternative.
Proof. By Proposition 4.4, a bogus product is strongly alternative. Conversely, the bogus product
(1.4) corresponds to the choice of parameters
l = 1
2
, m = −1
6
, n = −1
3
, p = −1
6
, q = 1
6
in Corollary 4.7. Now
5
(
1
2
,−1
6
,−1
3
,−1
6
,
1
6
)
= 1
22 · 32 /= 0
and
2
(
1
2
,−1
6
,−1
3
,−1
6
,
1
6
)
= 1
3
/= 0,
so any strongly alternative product may be represented as a bogus product. 
In conclusion, consider the case of characteristic 2.
Corollary 4.9. Let E be a ﬁnite-dimensional vector space over a ﬁeld R of characteristic 2. Then
a trilinear product xyz on E is representable as a linear combination
xyz = [x, y, z] + 〈y, z, x〉 (4.16)
of the commutator and translator of a comtrans algebra onE if and only if it is strongly alternative.
Proof. The combination (4.16) corresponds to choosing l = m = 1 and n = p = q = 0. In this
case both discriminants take the value 1. 
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