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INVARIANTS OF SINGULAR SETS OF SMOOTH MAPS
R. SADYKOV
Abstract. A singular point of a smooth map f : M → N of manifolds of dimensions
m and n respectively is a point in M at which the rank of the differential df is less than
the minimum of m and n. The classical invariant of the set S of singular points of f
of a given type is defined by taking the fundamental class [S¯] ∈ H∗(M) of the closure
of S. We introduce and study new invariants of singular sets for which the classical
invariants may not be defined, i.e., for which S¯ may not possess the fundamental
class. The simplest new invariant is defined by carefully choosing the fundamental
class of the intersection of S¯ and its slight perturbation in M . Surprisingly, for certain
singularity types such an invariant is well-define (and not trivial) despite the fact that
S¯ does not possess the fundamental class.
We determine new invariants for maps with Morin singularities—i.e., singularities
of types Ak for k ≥ 1 in the ADE-classification of simple singularities by Dynkin
diagrams—and, as an application, show that these invariants together with generalized
Miller-Morita-Mumford classes form a commutative graded algebra of characteristic
classes that completely determine the cobordism groups of maps with at most Ak-
singularities for each k ≥ 1.
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1. Introduction
Let f : M → N be a general position map of complex analytic manifolds of complex
dimensions m and n respectively. A point x in M is singular if the differential of f at
x is of rank less than the minimum of m and n. Let S ⊂ M denote the set of singular
points of f of a given type. Its closure S¯ in M is a submanifold of M with singularities
of codimension at least 2. In particular S¯ possesses a fundamental class whose image
[S¯] in H∗(M) does not change under homotopy of f . Rene Thom observed [55], [18]
that the cohomology class dual to [S¯] is a polynomial in terms of Chern classes of the
tangent vector bundle of M and the pullback f∗TN of the tangent bundle of N . Explicit
expressions for the Thom polynomials for particular singularity types were computed by
Porteous [40], Ronga [45], Gaffney [17] and T. Ohmoto [38]; and recently a number of
Thom polynomials were explicitly computed by Rima´nyi, Feher and Kazarian by means
of a very efficient Rima´nyi restriction method [42], [30], [16].
In the case of a general position map f : M → N of smooth manifolds of dimensions
m and n respectively, Chern classes are replaced with Stiefel-Whitney classes and the
definition of Thom polynomials carries through provided that the closure of the set of
singular points S¯ of a given type possesses a fundamental class for every general position
map f . If the dimension m−n of f is positive, however, this is not necessarily the case
since the boundary ∂S¯ may be of dimension dim S¯ − 1.
Figure 1. For a smooth map f of positive dimension, the set S¯ (bold)
of singular points of a given type may have a non-empty boundary of
dimension dim S¯−1, and therefore may not possess a fundamental class.
Nevertheless the intersection of S¯ with a carefully chosen perturbation
of S¯ in M may still possess a fundamental class, which is a non-trivial
well-defined invariant.
We consider smooth maps f of positive dimension and introduce new invariants of
singular sets. The simplest new invariant of the set S of singular points of f of a given
type is defined by taking the fundamental class of the intersection of S¯ and its carefully
chosen perturbation in M . We show that for certain singularity types these invariants
are well-defined even though the classical Thom polynomial is not well-defined, i.e., even
though S¯ does not possess a fundamental class.
Remark 1.1. If S is a closed submanifold of M , then the homology class [S′ ∩ S] does
not depend on the choice of the perturbation S′ of S in M . On the other hand, if S is
not closed, then different choices of the perturbation S¯′ of S¯ lead to different homology
classes [S¯′∩S¯]. Our computation indirectly shows that for each f there is a distinguished
choice of the perturbation S¯′ such that the homology class [S¯′ ∩ S¯] is an invariant of the
set S = S(f) of singular points of f of the prescribed type.
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We determine a number of non-trivial invariants for Morin singularities, which are
singularities of types Ar for r ≥ 1 in the ADE classification of simple singularities
by Dynkin diagrams [6], [7]. As an application we show that these invariants together
with the generalized Miller-Morita-Mumford classes completely determine the rational
cobordism groups of Ar-maps, i.e., maps with singularities only of types Ai for i ≤ r.
A comprehensive study of invariants of A, D and E type singularities of Lagrange
and Legendre maps is carried out by Vassilyev [56] by means of the Vassilyev complex.
Instead of the Vassilyev complex, we use the Kazarian spectral sequence which is a far-
reaching development of the Vassilyev complex, and which is defined in the Appendix
by Kazarian in the addition [57] of [56] (see also [27]–[30]). It follows that the pecu-
liar invariants of singular sets of smooth Ar-maps have no counterparts in the list of
invariants of Ar singular sets of Lagrange and Legendre maps in the book [56].
In the remaining introductory sections we recall the definition of generalized Miller-
Morita-Mumford characteristic classes of surface bundles and extend these invariants to
invariants of smooth maps (§2); recall the Landweber-Novikov version of Thom polyno-
mials (§3); define new invariants of maps with prescribed singularities (§4); and give a
geometric interpretation of invariants of Ar-maps (§5). In sections 7–11 we define Morin
singularity types Ar and compute their relative symmetry groups. In section 12 we con-
struct the classifying loop space Ω∞Ar for maps with Ar singularities; the cohomology
classes in H∗(Ω∞Ar) are invariants of Ar-maps. In subsequent sections we compute
the rational cohomology groups of Ω∞Ar by means of the Kazarian spectral sequence.
Computation of differentials in the Kazarian spectral sequence is the most technical part
of the paper; the dimensional argument in our case is not sufficient (see the discussion in
the beginning of section 15). In the final sections §22–§24 we turn to applications of new
invariants. After a brief review of necessary theorems from rational homotopy theory
(§22), we recall the definition of cobordism groups of maps with prescribed singularities
(§23), and compute the rational cobordism groups of Ar-maps for each r ≥ 1 (§24).
2. The generalized Miller-Morita-Mumford classes
Let f : M → N be a smooth map of closed manifolds of dimensions m and n respec-
tively with positive difference d = m − n. We may choose a positive integer t > 0 and
embed M into Rt × N so that f is the projection of M onto the second factor. Let j
denote the inclusion into Rt×N of an open tubular neighborhood of M in Rt×N . We
recall that the one point compactification construction is contravariant with respect to
inclusions of open subsets. In particular, the inclusion j leads to a map
j+ : S
t ∧N+ −→ Th ν
of one point compactifications, where N+ stands for the disjoint union of N and a point,
while Th ν is the one point compactification of the open tubular neighborhood of M .
If the map f is oriented, i.e., there is a chosen orientation of the stable vector bundle
f∗TN 	 TM over M , then there is a homomorphism, called the Umkehr (or Gysin)
map [11],
f! : H
∗(M) Th−−→ H˜∗+t−d(Th ν) j
∗
+−→ H˜∗+t−d(St ∧N+) ≈←− H∗−d(N)
where the first and last maps are Thom isomorphisms, and all cohomology groups are
taken with coefficients in Q.
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Generalized Miller-Morita-Mumford classes of a map f are defined under the assump-
tion that f has no singular points, or, equivalently, that the map f is the projection
map of an oriented smooth fiber bundle. In this case f determines a vertical tangent
bundle over M which is the subbundle of the tangent bundle of M that consists of vec-
tors tangent to the fibers of f . We note that the vertical tangent bundle represents the
stable vector bundle TM 	 f∗TN . Given a characteristic class p of vector bundles, the
generalized Miller-Morita-Mumford class kp(f) associated with p is defined to be the
image of the class p of the vertical tangent bundle under the Umkehr map
f! : H
∗(M) −→ H∗−d(N).
These classes generalize the standard Miller-Morita-Mumford classes [34], [35], [36],
which are characteristic classes of surface bundles. If f is not a fiber bundle, i.e., if
f has singular points, then the vertical tangent bundle does not exist, but it can be
replaced by the stable vector bundle TM 	 f∗TN . Thus for every characteristic class
p of oriented vector bundles of dimension d that is a polynomial in terms of Pontrjagin
classes, we define the (extended) generalized Miller-Morita-Mumford class kp(f) of a
smooth map f to be the class in H∗(N) given by the image of the p-th characteristic
class of TM 	 f∗TN under the Umkehr map f!.
Theorem 2.1. The generalized Miller-Morita-Mumford class kp associated with an ar-
bitrary rational Pontrjagin class p ∈ Q[p1, p2, ...] is a non-trivial characteristic class of
Ar-maps for each r > 0.
Remark 2.2. The extended generalized Miller-Morita-Mumford classes associated with
different Pontrjagin classes are algebraically independent. In particular, the class kp1p2
can not be expressed in terms of kp1 and kp2 . The generalized Miller-Morita-Mumford
classes are closely related to Landweber-Novikov operations (see §3).
Remark 2.3. In the case of maps of even positive dimension d, Ebert showed that
the generalized Miller-Morita-Mumford classes are algebraically independent already for
manifold bundles [13]. On the other hand, in contrast to Theorem 2.1, in the case of maps
of odd positive dimension d, there are trivial generalized Miller-Morita-Mumford classes
on manifold bundles; Ebert computed that these are precisely the characteristic classes
associated with classes in the ideal generated by the components L4n ∈ H4n(BSOd) of
the Hirzebruch L-class for 4n > d, see [13].
In the next section we define characteristic classes of Morin maps associated with
higher singularities.
3. The Landweber-Novikov version of Thom polynomials
To begin with we fix a prescribed set of singularity types (or just one singularity
type) so that for any choice of a general position map f : M → N of complex analytic
manifolds of dimensions m and n respectively, the set S of points at which f has a
prescribed singularity is a submanifold of M . We do not require that the set S is closed
in M and let T denote the set S¯ \S. The Thom polynomial Tp(f) can be defined to be
the image of the Thom class under the homomorphism
(1) H∗(M \ T,M \ S¯) −→ H∗(M \ T ),
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induced by the inclusion of pairs of topological spaces. It is known that the class Tp(f)
lifts to a cohomology class on M , and therefore we may regard Tp(f) to be a cohomology
class in H∗(M) defined up to the image of the group H∗(M,M \T ). In other words, the
so-defined Thom polynomial Tp(f) is defined only up to cohomology classes that come
from “higher order” singularities. For an example, we refer the reader to the paper of
Rimanyi [43].
Motivated by Landweber-Novikov operations in the complex cobordism theory, Kazar-
ian defined the Landweber-Novikov version of Thom polynomials of holomorphic maps
[29]. For the Thom polynomial Tp(f) ∈ H∗(M) of a holomorphic map f : M → N of
complex analytic manifolds, the Landweber-Novikov version of Tp(f) is defined to be
the class f! Tp(f) ∈ H∗(N).
Remark 3.1. The operations MU∗(MU) in complex cobordisms are determined by
Landweber [31] and Novikov [37] (see also [1]). The group of cobordism operations
is isomorphic to the completed tensor product MU∗(·)⊗ˆA∗, where A∗ is the group
of basic cobordism operations. Basic cobordism operations are linear combinations
of Landweber-Novikov operations sw; there is one operation sw for each set of inte-
gers w = (w1, ..., wk). The latter operations correspond to cohomology operations in
H∗(MU), e.g., see the proof of [31, Theorem 4.2]. The Landweber-Novikov version of
the Thom polynomial f! Tp(f) is an invariant of the cobordism class of f [29]; in par-
ticular it determines an operation in H∗(MU) which associates the cohomology class
f! Tp(f) to each cobordism class f of appropriate dimension. Thus, each singularity type
determines [29] a linear combination of cohomology Landweber-Novikov operations.
Higher Thom polynomials Tp(f, p) of the singular set S¯ are defined to be the classes
i!p(ν), where p is any characteristic class of vector bundles and ν is the normal bundle
of the proper inclusion i of S into M \ T . In particular, the Thom polynomial Tp(f)
coincides with Tp(f, 1). By the Kazarian spectral sequence, it immediately follows that
each class Tp(f, p) is a polynomial in terms of characteristic classes of the tangent bundle
of M and the pull back f∗TN of the tangent bundle of N . Furthermore this polynomial
expression for Tp(f, p) is unique up to the ideal generated by polynomial invariants of
higher order singularities.
Next, let us turn to a generalization of the above definitions to the case of maps
f : M → N of manifolds. We do not assume that M and N are complex analytic, and
we do not assume that f is holomorphic. Instead, we assume that M and N are smooth,
and f is a solution of a fixed coordinate free differential relation R (e.g., f is a smooth
map, or f is a Morin map). To begin with we give a straightforward generalization of
the above definitions. Then we explain why such an approach does not work and modify
the definition.
As above we fix a prescribed set of singularity types so that for any choice of a general
position map f : M → N of manifolds, the set S of points at which f has a prescribed
singularity is a submanifold of M . Let T denote the set S¯ \ S. In contrast to the case
of holomorphic maps, the cohomology class tp(f) ∈ H∗(M \T ) defined by means of the
homomorphism (1) may not admit a lift to a class in H∗(M). To simplify the exposition,
let us assume that it admits a lift to a class in H∗(M). Then we may identify tp(f)
with a cohomology class in H∗(M) defined up to the image of H∗(M,M \ T ).
Next example shows that the class tp(f) is not necessarily an invariant of R-maps.
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Example 3.2. The simplest singularity types for maps of positive dimension are fold
(see Definition 5.1), cusp and swallowtail singularity types, which are A1, A2 and A3-
singularity types in the ADE classification. There is a map f for which the class tp(f)
associated with the set S of fold singular points of a given index is not trivial. On
the other hand, if the dimension of the target of f is at least 2, then the map f is
homotopic in the class of maps with swallowtail singular points to a map g with no
closed components of S. Since the class tp(g) is trivial, we have tp(f) 6= tp(g).
If the normal bundle ν of the proper embedding i of S into M \ T has a canonical
orientation, then for each characteristic class p of vector bundles, we define the class
tp(f, p) by i!p(ν). If the normal bundle is not orientable, then the class tp(f, p) can
still be defined by means of the Umkehr map [39] with twisted coefficients; the class
tp(f, p) may still be a class with non-twisted coefficients. In contrast to higher Thom
polynomials in the case of complex analytic maps, in the case of smooth R-maps a
priory the class tp(f, p) is not necessarily an invariant in the sense that if f and g are
two R-maps which are homotopic through R-maps, then tp(f, p) maybe different from
tp(g, p).
Example 3.3. Let f : M → N be a fold map from an oriented closed path-connected
manifold M of dimension 8s + 4 to an oriented manifold of dimension 4s + 3 for some
integer s ≥ 0. Then the set S ⊂M of fold singular points of f of a fixed even index a ≤ 2s
is an oriented closed submanifold of M of dimension 4s+ 2 that carries a fundamental
class. Let e be the Euler class of vector bundles of dimension 4s + 2. Then the class
tp(f, e) associated with the set S equals n times the generator of H8s+4(M), where n is
the algebraic number of points in the intersection of S and its slight perturbation in M .
We will see that this class may be non-trivial. On the other hand, as in Example 3.2,
the map f is homotopic through A3-maps to a map g with no closed components of S.
In particular, the Euler class e evaluated on the normal bundle of S in M \ T has no
non-trivial components, and therefore tp(g, e) = 0.
In the next section we will modify the definition of the class tp(g, e) so that it agrees
with the class tp(f, e).
4. New invariants of smooth maps with prescribed singularities
Examples 3.2 and 3.3 show that in general the classes tp(f, p) may not be invariant
under homotopy of f throughR-maps, and therefore, the straightforward generalizations
of the Thom and higher Thom polynomials to the case of smooth maps of positive
dimension are not appropriate. The reason of the failure of invariance of tp(f, p) is in
indeterminacy of tp(f, p), which is not invariant under homotopy of R-maps. To rectify
the issue we define the classes tp(f, p) by means of classifying spaces. To motivate the
definition, suppose that there is a smooth universal R-map F : E → B for which there
is a (not necessarily injective or surjective) correspondence between homotopy classes of
R-maps f : M → N and homotopy classes of maps f˜ : N → B such that pairs (f, f˜) of
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corresponding maps fit pullback diagrams
M −−−−→ E
f
y Fy
N
f˜−−−−→ B.
Then we may compute the Landweber-Novikov version F! tp(F, p) of classes tp(F, p),
which we denote by Tp(F, p) ∈ H∗(B), and define Tp(f, p) to be the pullback classes
f˜∗Tp(F, p). The so-defined classes Tp(f, p) are invariant under homotopy of R-maps
since the homotopy class of f˜ does not depend on the choice of an R-map representing
the homotopy class [f ] of R-maps. In general a smooth universal R-map of finite
dimensional manifolds may not exist, but a classifying space which plays the role of B
always exists and we will use one.
Remark 4.1. A few constructions of the universal map u are known for different choices of
R. For smooth maps of negative dimension with a prescribed set of simple singularities,
the universal map has been constructed by Rimanyi and Szucs [44]. For maps of an
arbitrary fixed dimension with an arbitrary set of singularities, the universal map is
constructed by Kazarian [30]. In [49] the author used a different construction adopted
from the construction of Madsen and Weiss [32], which can be sketched as follows.
Consider the space of pairs (f,∆), where ∆ is a standard simplex and f is an R-map
into ∆. The i-th face of (f,∆) is defined to be the pair (∂if,∆i), where ∆i is the i-th
face of ∆ and ∂if = f |f−1(∆i). The space B is defined to be the quotient of the space of
points x ∈ ∆ in all pairs (f,∆) under the identifications generated by identifications of
pairs (f ′,∆′) and those faces (∂if,∆i) that are identical to (f ′,∆′). The union of maps
f determines a map u : E→ B. Now, let f : M → N be an arbitrary R-map. Choose a
triangulation of N by simplices ∆. Then each pair (f |f−1(∆),∆) has a counterpart in
the space B, and therefore there is a map f˜ : N → B.
Surprisingly, the classes Tp(f, p) may be non-trivial invariants even if the classes
Tp(f) are not invariants.
Example 4.2. Let f : M → N be a fold map of dimension 4s + 1 of oriented closed
manifolds for some non-negative integer s. Then the set S ⊂ M of fold singular points
of f of a fixed index a ≤ 2s is an oriented closed submanifold that carries a fundamental
class. However, a homotopy of f through Morin maps does not preserve the homology
class [S¯]. On the other hand, the invariant Tp(f, e) = I ′1,a associated with fold singular
points of index a and the Euler class e does not change under homotopy through Morin
maps. Furthermore, according to Theorem 6.2, this class is non-trivial (despite the fact
that the class Tp(f) is not an invariant).
Remark 4.3. If S stands for the set of all fold singular points of a fold map f of dimension
4s+ 1, then [S¯] does not change under homotopy of f through Morin maps; the Thom
polynomial of fold singular points of all indices is well-defined. The invariant
∑
I ′1,a,
where a ranges over all indices 0, ..., 2s+ 1, was studied by Ohmoto, Saeki and Sakuma
in the paper [39]. The authors proved that this invariant equals p2s+1(TM 	 f∗TN) ∈
H8s+4(M) modulo 2-torsion if considered with integer coefficients.
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Remark 4.4. A priori the classes Tp(f, p) are not polynomials in terms of characteristic
classes of the tangent bundle of M and the pullback f∗TN of the tangent bundle of N .
5. Well-defined invariants of Ar-maps
The list of invariants of Ar maps depends on the dimension d. In this section we list
well-defined invariants of Morin maps f : M → N of dimension d, where d = 4s + 3
for some s ≥ 0, see Theorem 20.6 (the other characteristic classes can be described
similarly). Namely, we describe the classes
(2) IQ,a(f), IQ(f), τi(f) and σQ(f)
in H∗(N) corresponding to some of the generators of cohomology algebras H∗(Ω∞Ar)
of the classifying infinite loop space of Ar-maps. To this end we will describe the classes
(3) I ′Q,a(f), I
′
Q(f), τ
′
i(f) and σ
′
Q(f)
in the cohomology group H∗(M) such that each class in (2) is a pushforward of the
corresponding class in (3) by means of f!.
Since in general the definition of invariants is not straightforward (see Examples 3.3
and 4.2), to simplify the exposition we will assume that the given map f : M → N is a
fold map. Our computation shows that each of these classes extends to an invariant of
Ar-maps for each r.
Definition 5.1. A map f : M → N is a fold map if for each point x ∈ M there are
coordinate neighborhoods U ⊂M of x and V of f(x) such that either f |U is regular or
f |U is of the form
(4) (x1, ..., xm) 7→ (−x21 − · · · − x2a + x2a+1 + · · ·+ x2a+b, xa+b+1, ..., xm)
for some a and b, with a ≤ b, where (x1, ..., xm) are coordinates in U . The number a in
(4) is called the index of a fold singular point x of f . From the local form (4), it follows
that if f is a fold map, then the set Sa(f) of all fold singular points of f of index a is a
submanifold of M .
5.1. Invariants IQ,a and IQ. We will see that the normal bundle νa, with a = 0, ..., 2s+
1, of the submanifold ia : Sa(f) ⊂M of fold singular points of f of index a has a canonical
orientation. Let Ua denote the Thom class in H
4s+4(M,M \ Sa(f)) orienting νa, and
let ea ∈ H∗(Sa(f)) be the Euler class of νa given by the restriction of Ua to Sa(f).
A choice of an orientation of the cokernel bundle of f over Sa(f) leads to a splitting
νa = ν
+
a ⊕ ν−a of the vector bundle νa into the Whitney sum of its subbundles where the
quadratic form of f is positive definite and negative definite respectively. We choose the
orientation of the cokernel bundle of f over Sa(f) so that the dimensions of ν
+
a and ν
−
a
are a and b = 4s+ 4− a respectively.
Let Q denote a polynomial in ba/2c + bb/2c variables p1, ..., pba/2c and p′1, ..., p′bb/2c.
Then the invariant I ′Q,a(f) is defined to be the class in H
∗(M) given by the image under
the Umkehr map (ia)! of the class
(5) eaQ(p1(ν
+
a ), . . . , pba/2c(ν
+
a ), p
′
1(ν
−
a ), . . . , p
′
bb/2c(ν
−
a )),
where the classes pi(ν
+
a ) and p
′
j(ν
−
a ) are the corresponding Pontrjagin classes of ν
+
a and
ν−a respectively. This invariant is trivial if a is odd, since the rational Euler class of an
odd dimension class is trivial.
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Remark 5.2. We will see that for each polynomial Q there is a map f with nontrivial
invariant I ′Q,a(f). This class determines an invariant of Morin maps, despite the fact
that the fundamental class of Sa is not invariant under homotopy through Morin maps.
We will also see that, for example, the classes (ia)!Q do not determine invariants of
Morin maps.
The invariant I ′Q,2s+2(f) = I
′
Q(f) is well defined only under an additional assumption
as the normal bundle of Sa(f) in M for a = 2s + 2 may not split. Here we need to
assume that the polynomial Q is chosen so that
Q(p1, ..., p2s+2, p
′
1, ..., p
′
2s+2) = Q(p
′
1, ..., p
′
2s+2, p1, ..., p2s+2).
5.2. Invariants σQ and τj. The class σQ is defined somewhat similarly to I
′
Q. To begin
with we choose a polynomial Q in variables p1, ..., p2s+2, p
′
1, ..., p
′
2s+2 so that
Q(p1, ..., p2s+2, p
′
1, ..., p
′
2s+2) = −Q(p′1, ..., p′2s+2, p1, ..., p2s+2).
Next we define cohomology classes σQ,a ∈ H∗(M) as above replacing (5) by (ia)!Q.
The classes σQ,a are not invariant under Morin homotopies of f , but it turned out (see
Theorem 20.6) that the class
(6) σQ =
2s+2∑
a=0
(−1)aσQ,a
is a well-defined invariant.
Remark 5.3. The invariant σQ is not defined, for example, for Q = 1, because the
normal bundle of the set S of singular points of index 2s + 2 is non-orientable, and
therefore there is no rational Thom class Ua. On the other hand, if we consider, for
example, only oriented functions, then the invariant σ1 can be defined. In fact, for a
function f : M → R on a closed oriented manifold of dimension 4s+ 4, the invariant σ1
is Poincare dual to the homology class given by the Euler characteristic of M times the
fundamental class of M .
Finally, the class τj , with j = s + 1, ..., 2s + 2, is defined similarly to σQ. Here we
replace the polynomial Q by p′jQ and take the sum (6).
6. Cobordism groups of Morin maps
A generalized cohomology theory associates to each topological space a sequence of
abelian groups, called generalized cohomology groups, satisfying all Eilenberg-Steenrod
axioms except the dimension axiom. Cobordism theories constitute an important class of
generalized cohomology theories [53], [46]; each cobordism theory Cob∗τ corresponds to a
structure τ on continuous maps so that the cobordism groups Cob∗τ (N) of a smooth man-
ifold N are isomorphic to appropriately defined groups of cobordism classes of τ -maps of
smooth manifolds into N . For example, the oriented cobordism groups MSO∗(N) (re-
spectively, complex cobordism groups MU∗(N)) of a possibly non-orientable manifold
N are isomorphic to the groups of appropriately defined cobordism classes of oriented
maps (respectively, maps with MU-structure) into N .
It turns out that the cobordism theory of smooth maps with prescribed singularities
into smooth manifolds fit the classical setting well. In this case one identifies τ with a
INVARIANTS OF SINGULAR SETS OF SMOOTH MAPS 11
set of prescribed singularities of smooth maps and defines a τ -map of smooth manifolds
to be a smooth map with singularities of type τ . Then under a general conditions on τ
the notion of τ -maps can be formally extended to the category of topological spaces and
continuous maps so that the appropriately defined cobordism groups of τ -maps form a
cobordism theory (see Theorem 23.1).
Remark 6.1. It is interesting that while the classical cobordism theories are defined
by means of spectra MG = M(G) associated with subgroups G ⊂ O such as G =
O,SO,U, ..., the cobordism theories of τ -maps are defined by means of spectra Xτ =
M(unionsqGα) associated with relative symmetry groups Gα ⊂ O of singularity types α ∈ τ
(see section 13).
Cobordism groups of various versions of Morin maps of non-negative dimension are
studied in a series of papers by Ando [2], [3], [4], Kalmar [23], [24], [25], [26], Saeki [52],
[51], Ikegami-Saeki [20], [21], Ikegami [19], and the author [48]. For a study in the case
d < 0 we refer an interested reader to the paper of Szucz [54].
As an application of our study of invariants of Ar-maps, we determine the rational
oriented cobordism groups ofAr-maps. In fact, we show that these groups are completely
determined by rational characteristic classes, and on the other hand, our computation
shows that the algebra of rational characteristic classes is a tensor algebra of polynomial
and exterior algebras (Theorem 6.2) in terms of above defined invariants and generalized
Miller-Morita-Mumford classes. More precisely, let Ω∞Ar denote the infinite loop space
of the spectrum Ar of the oriented cobordism group of Ar-maps (see section 12). Then,
the cobordism theory of Ar-maps associates to a topological space X a sequence of
groups
Air(X) : = [X,Ω
∞−iAr]
where i ≥ 0. On the other hand the spectrum Ω∞Ar is rationally equivalent to a
product of rational Eilenberg-Maclane spaces K(Q, n) (see section 24). Consequently
the rational oriented cobordism class of an Ar-map f : M → N classified by a continuous
map u : Sd ∧N+ → Ω∞A is completely determined by the set of rational characteristic
classes
{ χ(f) := j[u∗(χ)] | χ ∈ H∗(Ω∞A) },
where j is the Thom isomorphism H˜∗(Sd ∧ N+) ≈ H∗−d(N). Theorem 6.2 below de-
scribes the algebras H∗(Ω∞A) of characteristic classes of oriented Morin maps according
to the dimension d.
Theorem 6.2. The algebra H∗(Ω∞Ar) is a tensor product of polynomial and exterior
algebras. The generators of the polynomial algebra (respectively exterior algebra) are
in bijective correspondence with the homology classes of even (respectively odd) order in
H∗(Ar). The ranks of these groups are listed in Theorems 19.1–21.6, while the generators
of the dual cohomology algebra are listed in the proofs of Theorems 19.1–21.6.
Corollary 6.3. For every r ≥ 1 there is an Ar-map of even dimension that is not
rationally cobordant (and hence, homotopic) through Ar-maps to a map without Ar-
singularities. On the other hand, for example, if r + 1 is divisible by 4, then every
Ar-map of odd dimension is rationally cobordant in the class of Ar-maps to a map
without Ar singular points.
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Our main tools are the bordism version of the Gromov h-principle [50] (see also [5],
[14], [47], [54]) associating to a set τ of prescribed singularities a classifying infinite loop
space Xτ (see section 13), and a so-called Kazarian spectral sequence [27], [28], [29], [30],
which facilitates computations of cohomology groups of Xτ .
7. Singularity types
Let M and N be two manifolds. By definition, a map germ from M to N at a point
x ∈M is an equivalence class of maps from a neighborhood of x in M to N . Two maps
represent the same map germ at x if their restrictions to some neighborhood of x in M
coincide. Slightly abusing notation we write f : (M,x)→ (N, f(x)) for the map germ at
x represented by a map f ; we note that the map f that defines a map germ at x may
not be defined over M .
A map germ f : (M,x) → (N, f(x)) represented by a map of smooth manifolds
is called singular if the differential of f at x is of rank less that min(dimM, dimN).
Otherwise f is said to be regular. Two map germs f, g : (M,x)→ (N, f(x)) are said to
be right-left equivalent, or simply RL-equivalent, if there are diffeomorphism germs α
and β of neighborhoods of x in M and f(x) in N respectively such that f = β ◦ g ◦α−1.
By definition, the singularity type of a map germ is an equivalence class of map germs
under the relation generated by the right-left equivalence relation and the equivalences
[f ] = [f × idR], where idR is the identity map germ of (R, 0). Thus the equivalence
relation given by singularity types is the minimal coordinate-free equivalence relation
on map germs that allows us to relate singularities of maps M → N with singularities of
homotopies M × [0, 1]→ N × [0, 1]. Every singularity type contains a so-called minimal
map germ that is not right-left equivalent to any germ of the form f × idR.
The codimension q of a map of an m-manifold into an n-manifold is defined to be the
difference n−m. Similarly, the dimension d of such a map is the difference m−n. RL-
equivalent map germs are of the same dimension (and codimension). In what follows,
with a few exceptions, we will assume that the dimension d of considered maps is positive.
In the case d = 0 the computations can be carried out in a similar way with a few
modifications.
Example 7.1. For each number d ≥ 0, there is a submersion singularity type of map
germs of dimension d. Its minimal map germ is given by a unique map (Rd, 0)→ (R0, 0).
Similarly for each number q > 0, there is an immersion singularity type of map germs
of codimension q. Its minimal map germ is given by the inclusion (R0, 0)→ (Rq, 0).
The simplest measure of complexity of a map germ f : (M,x) → (N, f(x)) is the
corank of f which is defined to be the number
min(dimM, dimN)− rkf(x),
where rkf(x) stands for the rank of the differential of f at x. For example, immersion
and submersion map germs are precisely the corank zero map germs. Of course, the
simplest singularities of map germs are of corank one. Among corank one singularities
there is a countable series of so-called Morin singularities which are the simplest corank
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one singularities1. We will define Morin singularity types below by listing their minimal
map germs. A map is said to be Morin if it has only Morin singularities.
8. Minimal Morin map germs
Every minimal Morin map germs is RL-equivalent to one of the following map germs
(e.g., see [8]).
8.1. Regular map germ A0. The minimal regular germ of dimension d is the projec-
tion Rd → R0. For any smooth map f : M → N of manifolds, the set of regular points
of f is an open submanifold M .
8.2. Fold germ A1(a, b). The canonical form of a minimal fold germ
(7) (Rd+1, 0) −→ (R1, 0)
of dimension d, with d > 0, is given by a quadratic form
(8) y = Q(a, b) := −x21 − · · · − x2a + x2a+1 + · · ·+ x2a+b, a+ b = d+ 1, a ≤ b,
where x1, ..., xd+1 are the standard coordinates in Rd+1 and y is the standard coordinate
in the target manifold R1. In other words a minimal fold map germ is nothing but a
Morse function, while a general fold map germ is right-left equivalent to the product
f × idRs of a Morse function f and the identity map germ idRs of Rs. The integer a in
the equation (8) is said to be the index of the map germ (7). The singularity types of
fold map germs with different indices are not RL-equivalent. We will denote by A1(a, b)
and A1 the singularity type of the map germ (8) and the union of all fold singularity
types A1(a, b) respectively. For a general position map f : M → N of dimension d, the
set of fold singular points of f is a submanifold of M of codimension d+ 1, which may
not be closed in M . If f is a Morin map, then the closure of the set of fold singular
points of f is a closed submanifold of M .
8.3. Morin map germ A2r(a, b), r > 0. There is one Morin singularity type A2r(a, b)
of map germs of dimension d > 0 for each positive integer r and two non-negative
integers a, b such that a ≤ b and a + b = d. The canonical form of a minimal A2r(a, b)
germ
(Ra+b+2r, 0) −→ (R2r, 0)
is given by
yi = ti, i = 1, . . . , 2r − 1,
y2r = Q(a, b) + t1x+ t2x
2 + · · ·+ t2r−1x2r−1 + x2r+1,
where (x1, ..., xd, x, t1, ..., t2r−1) are the standard coordinates in Ra+b+2r and (y1, ..., y2r)
are the standard coordinates in R2r. We put
A2r = ∪
a,b
A2r(a, b).
The set of A2r-singular points of a general position map of dimension d is a submanifold
of the source manifold of codimension d + 2r. For a Morin map of dimension d, the
1In the case of maps of negative dimension the complement in the space of corank one map germs to
the space of Morin map germs is of infinite codimension. However in the negative codimension case, D
and E type singularities are also of corank one.
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closure of the set of A2r-singular points is a submanifold of the source manifold of
codimension d+ 2r. A singular point of type A2 is called a cusp singular point.
8.4. Morin map germ A±2r+1(a, b), r > 0. There is one singularity type A+2r+1(a, b)
and one singularity type A−2r+1(a, b) of map germs of dimension d for each positive
integer r and a pair of non-negative integers (a, b) such that a < b and a+ b = d. If d is
even, then there is also a singularity type A+2r+1(a, a) = A−2r+1(a, a) with a = d/2. The
canonical form of a minimal A±2r+1(a, b) germ
(Ra+b+2r+1, 0) −→ (R2r+1, 0)
is given by
yi = ti, i = 1, . . . , 2r,
y2r+1 = Q(a, b) + t1x+ t2x
2 + · · ·+ t2rx2r ± x2r+2,
where (x,1 , ..., xd, x, t1, ..., t2r) and (y1, ..., y2r+1) are the standard coordinates in Ra+b+2r+1
and R2r+1 respectively. The Morin singularity types A+2r+1(a, b) and A−2r+1(a, b) are the
same if and only if a = b. We put
A2r+1 = ∪
a,b
A±2r+1(a, b).
The set of A2r+1-singular points of a general position map of dimension d is a subman-
ifold of the source manifold of codimension d + 2r + 1. The closure of A2r+1-singular
points of a Morin map is a closed submanifold. A singular point of type A3 is called a
swallowtail singular point.
For a smooth map f , the set of singular points of f of type Ai will be denoted by
Ai(f). In general the closure of the set of Morin singular points of a smooth map
f : M → N may not be a submanifold of M . However, as has been mentioned, for a
Morin map f of dimension d > 0, there is a sequence of manifolds and embeddings
M = A¯0(f) ⊃←− A¯1(f) ⊃←− A¯2(f) ⊃←− A¯3(f) ⊃←− · · · ,
where A0(f) stands for the set of regular points of f .
8.5. Vector bundle morphisms associated with Morin map germs. Let f : M →
N be a Morin map of a manifold of dimension m into a manifold of dimension n. It
gives rise to a series of homomorphisms corresponding to partial derivatives of f . We
recall some of these homomorphisms here (for details see the foundational paper by
Boardman [10]).
Over the set A0(f) the differential df of f gives rise to an exact sequence of vector
bundle morphisms:
(9) 0 −→ K0 −→ TM df−→ f∗TN −→ 0,
where TM and TN stand for the tangent bundles of M and N respectively. The vector
bundle K0 over A0(f), defined by the exact sequence (9), is called the kernel bundle, it
is of dimension d = m− n. We emphasize that K0 is not defined over the manifold M ,
and all vector bundles in the exact sequence (9) are over (or restrictions to) the open
subset A0(f) of M .
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The closure of the set A1(f) of Morin singularities of f is a closed submanifold of M
of dimension n − 1. The differential df of f gives rise to an exact sequence of vector
bundle morphisms
(10) 0 −→ K1 −→ TM df−→ f∗TN −→ C1 −→ 0
over A¯1(f), where the canonical kernel bundle K1 is of dimension m − n + 1 and the
canonical cokernel bundle C1 is of dimension 1. In local coordinates, the above exact
sequence is defined by means of partial derivatives of f of order 1. The restriction
f |A¯1(f) : A¯1(f) −→ N
is a smooth map of manifolds. Its singular set is again a smooth submanifold of M ; in
fact it coincides with the closure A¯2(f) of the set of cusp singular points of f . If the set
A2(f) is empty, then the map f induces a non-degenerate symmetric bilinear form
(11) K1 ⊗K1 −→ C1.
In particular, if dimK1 is odd, then C1 is orientable , and there is a canonical orientation
of C1 with respect to which the index of the quadratic form associated with the bilinear
form (11) is less than 12dimK1.
If the set A2(f) is non-empty, then the map f induces an exact sequence of vector
bundle morphisms
0 −→ K2 −→ K1 −→ Hom(K1, C1),
over A¯2(f) by means of partial derivatives of f of order 2, where K2 is a line bundle.
In the standard coordinates listed above, the line bundle K2 is spanned by
∂
∂x . It is
tangent to the submanifold of singular points of f .
Over A¯2(f) there is a canonically defined non-degenerate symmetric bilinear form
(12) K1/K2 ⊗K1/K2 −→ C1.
For i > 2, the set A¯i(f) is a submanifold of M and the set of singular points of the map
f |A¯i(f) : A¯i(f) −→ N
coincides with A¯i+1(f). Over the set of Ai singular points, with i ≥ 2, the map f
induces an isomorphism of line bundles
K2
≈−→ Hom(◦iK2, C1),
where ◦iK2 stands for the symmetric tensor product of n copies of K2. For details we
refer to the paper of Boardman [10].
Remark 8.1. For an oriented Morin map f : M → N , the canonical kernel bundle K1 over
the set of regular points A0(f) carries a canonical orientation since K1 ≈ TM 	 f∗TN .
Similarly, if the cokernel bundle C1 is oriented over Ar(f), then the kernel bundle over
Ar(f) carries a canonical orientation since K1 ≈ TM 	 f∗TN ⊕C1 over Ar(f). We will
always choose the orientation of C1 so that the index of the quadratic form of f is less
than 12dimK1.
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9. Definition of relative symmetries
We recall that d is a fixed integer (we are primarily interested in the case d > 0, but
the definitions of this section are valid for a general integer d). Let N be a non-negative
integer such that N+d > 0. For i ≥ 0 let Diff(Ri, 0) denote the group of diffeomorphism
germs of (Ri, 0). Then the group
Diff(RN+d, 0)×Diff(RN , 0)
is the group of coordinate changes in the configuration space RN+d ×RN . The space of
map germs
(RN+d, 0) −→ (RN , 0).
admits a so-called right-left action of the group of coordinate changes; an element (α, β)
of the group takes a map germ h to the map germ β ◦ h ◦ α−1. The symmetry group of
a map germ h is a subgroup Stab(h) of the group of coordinate changes that consists of
elements acting trivially on h.
Theorem 9.1 (Ja¨nich-C.T.C. Wall, [22], [58]). Let f : Rn → Rp be a finitely determined
map germ. Then any compact subgroup of Stab(f) is contained in a maximal such group,
and any two maximal compact subgroups are conjugate.
The relative symmetry group of a map germ h is a maximal compact subgroup of
Stab(h) ∩ { (α, β) ∈ Diff(RN+d, 0)×Diff(RN , 0) | det(dα|0) · det(dβ|0) > 0 }.
By definition, the right representation (respectively, left representation) of a relative
symmetry group G is its representation on the source space (RN+d, 0) (respectively, on
the target space (RN , 0)). In other words, the right and left representations of the group
of coordinate changes are the respective projections
Diff(RN+d, 0)×Diff(RN , 0) −→ Diff(RN+d, 0)
and
Diff(RN+d, 0)×Diff(RN , 0) −→ Diff(RN , 0)
onto its factors. We say that a right (respectively, left) representation of the symmetry
group is orientation preserving, if the right (respectively, left) representation of every
element of the symmetry group is orientation preserving. We note that the right (respec-
tively, left) representation is orientation preserving if and only if the left (respectively,
right) representation is. The image of a relative symmetry group G under the right and
left representations will be denoted by RG and LG respectively. For an element g ∈ G,
its image in RG and LG will be denoted by Rg and Lg respectively.
We will often use the Bochner local linearization theorem.
Theorem 9.2 (Bochner, [33]). If G is a compact group acting on (Rn, 0), then there
exist local coordinates with respect to which G acts linearly.
In the following sections we determine the relative symmetry groups and their right
and left representations for k-jets of minimal Morin map germs.
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10. Preliminary lemmas
Our method of computation of relative symmetry groups is different from the standard
approach (c.f. Rima´nyi [41]). Our computation of the relative symmetry groups of Morin
map germs will rely on a few lemmas below.
Let us recall that a curve γ : [0, 1] → Rn is called regular of order m at a point t
if the vectors {γ′(t), γ′′(t), ..., γ(m)(t)} are linearly independent in Rn. In particular, a
regular curve possesses a canonical orthonormal frame called the Frenet frame, which is
constructed from the m derivatives by the Gram–Schmidt orthogonalization algorithm.
For example, the curve
δ : R −→ Rr,
δ : t 7→ (t, t2, ..., tr)
is regular at t = 0 of order r, and its Frenet frame is the standard one.
Lemma 10.1. For r ≥ 1 the maximal compact subgroup G of the symmetry group of
the curve germ δ : t 7→ (t, t2, ..., tr) at 0 is Z2.
Proof. Let Gˆ be the kernel of the homomorphism G → Z2 that takes an element g of
G to 1 if and only if the action of Lg on (R, 0) reverses the orientation. Since Gˆ is
a compact group, the differential of Lg is trivial for any g ∈ Gˆ. Since the curve δ is
regular of order r in a neighborhood of 0, it possesses a Frenet frame preserved by each
element of the symmetry group of δ. Consequently the differential of Lg is also trivial
for each g ∈ Gˆ. On the other hand with respect to some coordinate system the action
of Gˆ is linear. Hence Gˆ is trivial. Thus G contains at most 1 non-trivial element. Such
an element exists, the action of its right representation is given by t 7→ −t. 
Lemma 10.2. For r ≥ 2 the maximal compact subgroup H of the symmetry group of
the curve germ η : x 7→ (x2, ..., xr) at 0 is Z2.
Proof. Every element of the symmetry group of the curve germ η lifts to an element
in the symmetry group of the curve germ δ. Consequently, the group H is a compact
subgroup of the symmetry group of δ. Hence we may choose the maximal compact
subgroup G so that H is the subgroup of G = Z2. On the other hand H contains a
non-trivial element. Thus H = Z2. 
Lemma 10.3. For r ≥ 1 the left representation of the maximal compact subgroup of the
symmetry group of Ar is at most Z2.
Proof. Let f be the standard minimal map germ of an Ar-singularity and let γ be the
curve of Ar−1-singular points of f . Then in some coordinates, the curve γ is given
by x 7→ (x2, ..., xr+1). In particular the left representation of the maximal compact
subgroup of the symmetry group of Ar is a subgroup of the maximal compact subgroup
H of the symmetry group of the curve germ η, which is Z2. 
We claim that for every element h of the relative symmetry group of a Morin map
germ f , the right representation Rh of h completely determines the left representation
Lh of h. In particular, the relative symmetry group of f can be (and will be) described
in terms of a subgroup of the orthogonal group acting on the source of f .
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Lemma 10.4. The right representation of the relative symmetry group of a Morin map
germ is faithful.
Proof. We may choose coordinates in which both the right and left representations of h
are linear. In particular, the left representation Lh of h is determined by the action of
Lh on any open set of vectors. On the other hand, the image of f contains an open set,
and if y is in the image of f , then Lh(y) = f ◦ Rh(x) for any point x with f(x) = y.
Thus the right representation Rh completely determines h. 
11. Relative symmetry groups of Morin map germs
In this section we compute the relative symmetry groups of Morin map germs and their
right representations. In fact, we will describe only the right representation of Morin map
germs; in view of Lemma 10.4, these completely determines the groups. Furthermore,
since the right representation RG of the relative symmetry group G of a minimal Morin
map germ (Rm, 0) → (Rn, 0) is isomorphic to a subgroup of the orthogonal group Om
we will identify G with a subgroup of Om.
For every non-negative integer n, let On and SOn denote the n-th orthogonal and
special orthogonal groups respectively. For non-negative integers a, b, we put
[Oa ×Ob]+ = (Oa ×Ob) ∩ SOa+b.
For d > 0, in the group O2d there are elements hd and rd that act on Rd × Rd by
exchanging the factors and reflecting the first factor along a hyperplane respectively.
11.1. Regular germ A0. The canonical form of a minimal regular germ is given by
projecting (Rd, 0) to (R0, 0). Its relative symmetry group G is SOd. The action of RG
on on (Rd, 0) is given by the standard action of the special orthogonal group.
11.2. Fold germ A1(a, b). Let f be a minimal fold map germ of the form
f : (Rd+1, 0) −→ (R1, 0),
y = Q(a, b) := −x21 − · · · − x2a + x2a+1 + · · ·+ x2a+b, a+ b = d+ 1, a ≤ b,
where (x1, ..., xd+1) and (y) are the standard coordinates in Rd+1 and R1.
Lemma 11.1. The relative symmetry group G of f is as described in Table 1. The
action of RG is orientation preserving if and only if a 6= b.
Proof. By Lemma 10.3, there is an exact sequence of group homomorphisms
0 −→ Gˆ −→ G −→ Z2,
where Gˆ is the kernel of the left representation of G. By the Bochner Theorem (see
Theorem 9.2) we may choose coordinates in which the right action of Gˆ is linear. Since
G preserves the quadratic form Q associated with f , the group Gˆ is isomorphic to a
subgroup of [O2c×O2c]+. On the other hand the group Gˆ contains [O2c×O2c]+. Thus
Gˆ coincides with [O2c×O2c]+. If a 6= b, then G = Gˆ. If a = b = 2c, where c ≥ 1, then
the left representation of r2c ◦h2c ∈ G is not trivial, and therefore G/Gˆ = Z2. Similarly,
if a = b = 2c+ 1 with c ≥ 1, then the left representation of h2c+1 ∈ G is not trivial, and
therefore again G/Gˆ = Z2. 
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Table 1. The relative symmetries of A1(a, b).
G < Oa+b
a 6= b [Oa ×Ob]+
a = b = 2c < [O2c ×O2c]+, r2c ◦ h2c >
a = b = 2c+ 1 < [O2c+1 ×O2c+1]+, h2c+1 >
Table 2. The relative symmetries of A2r(a, b).
G < Oa+b
a 6= b [Oa ×Ob]+
a = b = 2c < [O2c ×O2c]+, h2c × τ2r >
a = b = 2c+ 1 < [O2c+1 ×O2c+1]+, (r2c+1 ◦ h2c+1)× τ2r >
Table 3. The relative symmetries of A±2r+1(a, b).
G < Oa+b
all a, b < [Oa ×Ob]+, h >
11.3. Morin map germ A2r(a, b), r > 0. The canonical form of an A2r(a, b) map
germ f of dimension d is given by
yi = ti, i = 1, . . . , 2r − 1,
y2r = Q(a, b) + t1x+ t2x
2 + · · ·+ t2r−1x2r−1 + x2r+1,
where a ≤ b and a+b = d, and (x1, ..., xd, x, t1, ..., t2r−1) and (y1, ..., y2r) are the standard
coordinates in Rd+2r and R2r respectively. Put
τ2r : R2r −→ R2r,
(t1, . . . , t2r−1, x) 7→ (t1,−t2, . . . , (−1)i+1ti, . . . , t2r−1,−x).
Lemma 11.2. The relative symmetry group G of the A2r(a, b) map germ f is described
in Table 2. The action of RG is orientation preserving if and only if r is even.
Proof. In view of Lemma 10.3, there is an exact sequence of homomorphisms
0 −→ Gˆ −→ G −→ Z2,
where Gˆ is the kernel of the left representation of G. Let us show that Gˆ is isomorphic
to [Oa×Ob]+. We may choose coordinates in which the right action of Gˆ is linear. We
recall that RG preserves the vector space K2, while RGˆ acts trivially on the cokernel
C1 of df . Over the set A2r(f) there is a canonical isomorphism
(13) K2
≈−→ Hom(◦2rK2, C1).
Hence, the action of RGˆ is trivial on K2, and, in particular, there is a well-defined
action of RGˆ on the vector space K1/K2. The action of RGˆ on K1/K2 preserves the
quadratic form Q associated with the map germ f . Hence RGˆ|(K1/K2) is a subgroup
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of [Oa×Ob]+. On the other hand, RGˆ|(K1/K2) contains [Oa×Ob]+. Thus we have an
exact sequence
0 −→ G˜ −→ Gˆ −→ [Oa ×Ob]+ −→ 0,
where the third homomorphism is the right representation of Gˆ on K1/K2. There is a
well-defined linear action of G˜ on the vector space R2r+a+b/K1, which is the coimage
of df at 0. Since the action of LG˜ is trivial on the image Im(df), the action of RG˜ is
trivial on the coimage of df , and therefore G˜ is trivial. Consequently, Gˆ = [Oa×Ob]+.
If a = b = 2c and c > 0, then the left representation of h2c × τ2r ∈ G is non-trivial
and therefore G/Gˆ = Z2. In the case a = b = 2c+ 1 and c > 0 the left representation is
non-trivial for (r2c+1 ◦ h2c+1)× τ2r, and again, G/Gˆ = Z2. Finally, in the case a 6= b we
observe that, in view of the proof of Lemma 10.3, every element g in G with non-trivial
left representation acts non-trivially on K2. Hence, in view of the isomorphism (13) the
action of Lg on C1 is non-trivial, which is impossible in the case a 6= b since G preserves
the quadratic form Q associated with f . Thus G = Gˆ. 
11.4. Morin map germ A±2r+1(a, b), r > 0. The canonical form is given by
yi = ti, i = 1, . . . , 2r,
y2r+1 = Q(a, b) + t1x+ t2x
2 + · · ·+ t2rx2r ± x2r+2,
where a ≤ b, a + b = d, and (x1, ..., xd, x, t1, ..., t2r) and (y1, ..., y2r+1) are standard
coordinates in Rd+1+2r and R2r+1 respectively. We recall that Morin map germs of
types A+2r+1(a, b) and A−2r+1(a, b) are equivalent if and only if a = b. Let h denote an
element in Od+1+2r that on the first factor of (Ra × Rb × R2r+1) acts as an arbitrarily
chosen orientation reversing element of Oa×Ob and maps
(t1, . . . , t2r, x) 7→ (−t1, t2, . . . , (−1)iti, . . . , t2r,−x).
Lemma 11.3. The relative symmetry group G of a minimal Morin map germ f of type
A2r+1 is generated by [Oa×Ob]+ and the element h. The action of RG is orientation
preserving if and only if r is even.
Proof. It is easily verified that h belongs to the relative symmetry group G and Lh is
non-trivial. Hence to complete the proof of Lemma 11.3 it suffices to show that the
kernel Gˆ of the left representation of G is isomorphic to [Oa×Ob]+.
For A2r+1 the argument of Lemma 11.2 fails to show that the action of RGˆ is trivial
on K2. On the other hand, the vector space K2 is tangent at 0 to the curve A¯2r(f),
which outside of 0 immerses by f into R2r+1. Consequently, if the action of RGˆ is
non-trivial on K2, then the action of LGˆ takes A¯2r(f) into itself non-trivially. This
contradicts the definition of Gˆ. Thus, the action of RGˆ is trivial on K2 and therefore
there is an action of RGˆ on K1/K2. The rest of the argument is similar to the argument
in the proof of Lemma 11.2. 
Let f be an arbitrary minimal Morin map germ, and G its relative symmetry group.
The kernel K of df at 0 is invariant under the action of RG. In particular the restriction
of the action of RG to the kernel K is a new representation of G which we call the kernel
representation of the relative symmetry group G.
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Lemma 11.4. For every minimal Morin map germ f , the kernel representation of G
is faithful.
Proof. The statement of Lemma 11.4 immediately follows from the computation of rel-
ative symmetry groups G and their right representations. 
12. Classifying loop space of Ai-maps
We recall that an Ai-map is a smooth map of manifolds such that each of its singular
points is of type Aj for some j ≤ i. The classifying loop space of Ai-maps is defined
to be the infinite loop space of a spectrum Ai for i = 0, 1, ...,∞. The t-th term of
Ai is constructed by means of the universal oriented vector bundle ξt : Et → BSOt of
dimension t. Let St = St(i) denote the space of maps f : Rt+d → Et such that
• the image of f belongs to a single fiber Et|b of ξt over some point b ∈ BSOt,
• f(0) is the zero in the vector space Et|b, and
• the map germ f : (Rt+d, 0)→ (Et|b, 0) is an Ai-map germ.
The space St is endowed with an obvious topology so that the map pit : St → BSOt that
takes f to b has a structure of a fiber bundle. By definition the t-th term [Ai]t of the
classifying loop space of Ai-maps is the Thom space Thpi∗t ξt of the fiber bundle pi∗t ξt
over St. In other words, the spectrum in question is defined to be the Thom spectrum
with the t-th term Thpi∗t ξt. To simplify notation we will write A for A∞.
The spectrum Ai comes with a natural filtration; it is filtered by the subspectra Aj
with j ≤ i. The spectral sequence yielded by the filtration is called the Kazarian spectral
sequence.
Next we give a description of the filtration; this description is essentially based on an
observation of Kazarian (e.g., see [29]). For each i there are commutative diagrams
St(i)
jt−−−−→ St+1(i)
pit
y ypit+1
BSOt
it−−−−→ BSOt+1 .
The map it in the diagram is the canonical inclusion, while jt sends a map germ
f : Rt+d → E|b to the map germ of the composition
Rt+d+1 ≡ Rt+d × R f×idR−→ Et|b× R ≈−→ Et|it(b),
in which we identify the fiber Et|b× R of the vector bundle ξt ⊕ ε over b with the fiber
Et|it(b) of the vector bundle ξt+1|BSOt (for details see [47]). Here and below ε stands
for the trivial line bundle over an appropriate space.
Kazarian observed a beautiful fact that the direct limit S(i) of spaces St(i) with
respect to inclusions jt is the disjoint union of spaces S(α), one for each Ai-singularity
type α. In its turn, for each singularity type α, the corresponding space S(α) is the
classifying space of the relative symmetry group of the minimal map germ of type α (see
Theorem 13.2). This allows us to give a nice description of the spectrum Ai in terms of
stable vector bundles.
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Definition 12.1. A stable vector bundle of dimension n over a CW complex X is an
equivalence class ξ 	 η of pairs (ξ, η) of vector bundles over X with n = dim ξ − dim η.
The equivalence relation is generated by the equivalences of the form (ξ, η) ∼ (ξ′, η′)
for vector bundles with ξ ⊕ η′ = ξ′ ⊕ η. For any choice of n, stable vector bundles
of dimension n over X are in bijective correspondence with homotopy classes [X,BO].
Oriented stable vector bundles of dimension n are defined similarly. Over X these are
in bijective correspondence with homotopy classes [X,BSO].
Thus we may identify a stable vector bundle of dimension −d with a (homotopy class
of a) map f : B → BSO. Such a map determines a cohomology theory h∗; the (n+d)-th
term of the spectrum of h∗ is the Thom space of the vector bundle (f |Bn)∗ξn where
Bn = f
−1(BSOn).
Thus, the spectrum Ai is equivalent to the spectrum corresponding to a stable vector
bundle f : unionsq S(α) → BSO where α ranges over Ai-singularity types. Our next step is
to determine the map f . In the next section we determine the restriction f |S(α) where
α is one of the Ai-singularity types.
13. Kazarian Theorem
It follows from an observation due to Kazarian that for a sufficiently big t, the factor
space [Aj]t/[Aj−1]t is an approximation of the Thom space of a vector bundle over the
classifying space BG, where G is the relative symmetry group of Aj-map germ. The
Kazarian observation greatly facilitates the computation of cohomology groups of the
classifying loop spaces of maps with prescribed singularities.
Let α be an Ai singularity type. Its minimal map germ is represented by a map
Rn+d → Rn for some integer n. Let G denote the relative symmetry group of α. Let
ξ = ξα denote the vector bundle over S(α) of dimension d+ n associated with the right
representation of the group G. Similarly, let η denote the vector bundle over S(α) of
dimension n associated with the left representation of G. We also have counterparts of
ξ and η, denoted by the same symbols, over the space BGα.
Given a vector bundle ξ over a space X and a map e : Y → X, we will often write ξ
for the fiber bundle e∗ξ in order to simplify the notation. We put
(14) BO∞+n+d × BO∞+n : = lim
t→∞BOt+n+d × BOt+n.
There is a double cover
(15) BO∞+n+d×˜BO∞+n −→ BO∞+n+d × BO∞+n
classified by the first Stiefel-Whitney class w1×1+1×w1, its total space is the classifying
space BH of the group
H = [O∞+n+d ×O∞+n]+ : = lim
t→∞[Ot+n+d ×Ot+n]
+.
Let L denote the space of all equivalence classes of map germs (Rn+d+t, 0)→ (Rn+t, 0)
of type α under the equivalence f ∼ f × idR. Thus an element in L is a map germ
(R∞+n+d, 0)→ (R∞+d)
represented by a product f × id of a map germ f on a finite dimensional vector space
and the identity map germ id on an infinite vector space. The group H acts on L by
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right-left coordinate changes, and the Borel construction yields a fiber bundle
(16) EH ×H L −→ BO∞+n+d×˜BO∞+n,
where EH is the total space of the universal principle H-bundle.
The next Kazarian theorem is well-known; we recall its short proof for completeness.
Theorem 13.1 (Kazarian). The space EH ×H L is homotopy equivalent to the classi-
fying space BGα × BO.
Proof. The space L is the orbit of the standard minimal map germ f of type α under the
action of the group of all right-left coordinate changes (α, β) that preserve the relative
orientation, i.e.,
det dα · det dβ > 0.
Since H is a topological deformation retract of this group, the orbit L′ = Hf of the map
germ f is a deformation retract of L. In particular, there is a homotopy equivalence
EH ×H L ' EH ×H L′.
The stabilizer of f under the action of H is the group Gα ×O. Consequently,
EH ×H L ' EH ×H L′ = EH/(Gα ×O) ' BGα × BO,
since L ' L′ = H/(Gα ×O). 
We note that in view of the argument in the proof of the Kazarian Theorem, the map
(16) factors by
BGα × BO (ξ,η)×idBO−−−−−−−→ (BOn+d × BOn)× BO (ξn+d⊕γ)×˜(ξn⊕γ)−−−−−−−−−−−→ BO∞+n+d×˜BO∞+n,
where γ denotes the universal vector bundle over the space BO. Let us consider a
commutative diagram
BGα × BO p−−−−→ S(α)y limpity
BO∞+n+d×˜BO∞+n η	ξ−−−−→ BSO,
where the right vertical map limpit is the direct limit of projections pit. The bottom
horizontal map is the one classifying the stable vector bundle η 	 ξ of dimension −d.
Finally, the top horizontal map p takes a map germ
f × idγ : (ξ ⊕ γ)x −→ (η ⊕ γ)x
over x ∈ BH to the map germ
f × idξ⊥ : R∞ = ξx ⊕ ξ⊥x −→ ηx ⊕ ξ⊥x ,
where ξ⊥ is the negative of ξ; over a (finite dimensional) plane l in R∞+n+d representing
a point in BO∞+n+d the fiber of ξ consists of vectors in l, while the fiber of ξ⊥ consists
of vectors in R∞+n+d orthogonal to l. The projection p is a trivial fiber bundle with
fiber BO. Consequently, by taking the restriction of p to a slice BGα × {∗}, we deduce
the following form of the Kazarian Theorem.
Theorem 13.2. The spaces BGα and S(α) are homotopy equivalent.
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Remark 13.3. The homotopy equivalence that we constructed should be compared with
the homotopy equivalence in the paper [54]. The homotopy equivalence in [54] is not
suitable for our purpose; it is not compatible with canonical vector bundles over BGα
and S(α), and in particular, the triangular diagram below in the proof of Lemma 13.4
is not homotopy commutative if taken with the slanted map from the paper [54].
Lemma 13.4. The map f |S(α) : S(α) → BSO is classifying the stable vector bundle
η 	 ξ of dimension −d.
Proof. We have constructed a commutative diagram of maps
S(α)
f |S(α)

BGα
η	ξ //
;;wwwwwwwww
BSO,
where the horizontal map η 	 ξ is the map classifying the stable vector bundle η 	 ξ of
dimension −d, while the slanted map takes a map germ f : ξx → ηx to the map germ
Rk = εkx
≡−→ ξx ⊕ ξ⊥x fx×id−−−→ ηx ⊕ ξ⊥x
where id is the identity map of the vector space ξ⊥x . Since the slanted map is a homotopy
equivalence constructed (see Theorem 13.2), this concludes the proof of Lemma 13.4. 
Theorem 13.5. The normal bundle of S(α) in S(i) is isomorphic to ξ.
Proof. Let Eξ and Eη denote the total spaces of the fiber bundles ξ and η over BGα
respectively. Each point x of BGα comes with a minimal map germ Eξ|x → Eη|x of
type α. We may choose a map ux representing this map germ for each point x in BGα
so that we get a continuous family u = {ux} of maps,
u : Eξ −→ Eη,
whose restriction to the fiber of ξ over each point x of the base is a smooth map into
the fiber of η over x. By the construction in the proof of Lemma 13.4 we obtain a
commutative diagram
S(i)
f |S(i)

Eξ
η	ξ //
s
<<yyyyyyyy
BSO .
The slanted map s takes each fiber Eξ|x of ξ to a fiber of f |S(i). Furthermore, since ux
is an A(i)-map, the restriction of s to Eξ|x is transversal to the stratum S(α) in S(i).
Consequently, the map s pulls the normal vector bundle of S(α) in S(i) to ξ.

14. The first term of the Kazarian spectral sequence
In what follows all cohomology groups are with coefficients in a field κ, where κ is
either Q or Z/pZ for some prime p 6= 2. In this section we compute the first term of the
Kazarian spectral sequence of Morin maps associated to the filtration
A0 ⊂ A1 ⊂ A2 ⊂ · · ·
INVARIANTS OF SINGULAR SETS OF SMOOTH MAPS 25
where Ar corresponds to Morin singular points of types Ai(a, b) and A±i (a, b) with i ≤ r.
Given an Ar singularity type α, we recall that ξα stands for the vector bundle over
BGα associated with the right representation of the relative symmetry group Gα. The
Thom space of ξα is denoted by Th ξα.
Lemma 14.1. The first term of the Kazarian spectral sequence is of the form
E0,i1 = H
i(BSOq),
Er,i1 = ⊕
α
H˜ i+r(Th ξα)
for r > 0, where α ranges over Ar singularity types.
Proof. Let us, for example, compute Er,i1 for r > 0 and some i ≥ 0. To this end, let us
recall that the t-th terms of spectra Ar and Ar−1 are Thom spaces over spaces St,r and
St,r−1 respectively. So,
Er,i1 = H
i+r(Ar,Ar−1) = limH i+r+t([Ar]t, [Ar−1]t)
= limH i+r(St,r, St,r−1) = H i+r(limSt,r, limSt,r−1) = ⊕α H˜ i+r(Th ξα),
where the last equality follows from the Theorems 13.2 and 13.5. 
In the rest of the section we will compute the cohomology groups H˜∗(Th ξα). Two
preliminary reminders are in order.
14.1. Smith exact sequence. Let S be a subgroup of a group G of index 2. Then the
inclusion S → G gives rise to a double covering p : BS → BG of classifying spaces. We
may replace BG by a triangulated space weakly homotopy equivalent to BG, e.g., by
the geometric realization of the singular simplicial set of BG; and assume that BS is
also triangulated so that p takes simplices of BS isomorphically to simplices of BG. Let
ξ be a vector bundle over BG. We may choose a CW structure on the Thom space of
ξ so that every cell in Th ξ is a cone over a simplex in BG. Similarly we may introduce
a CW structure on the Thom space of p∗ξ. To simplify the notation we will denote the
singular covering Th p∗ξ → Th ξ by the same symbol p. Then there is a commutative
diagram
H˜∗(Th p∗ξ)
Tr
''NN
NNN
NNN
NNN
H˜∗(Th ξ)
p∗
88ppppppppppp ×2 // H˜∗(Th ξ),
of cohomology groups with coefficients in a field of characteristic 6= 2. In the diagram
Tr stands for the transfer homomorphism, which descends from a homomorphism of
cochains; given a cochain c on Th p∗ξ, the value of the cochain Tr(c) on a cell ∆ in Th ξ
over a simplex in BG is the sum of values of c on the two cells p−1(∆) in Th p∗ξ. In
particular, the map p∗ is a monomorphism.
On the other hand, let χ denote the self map of the Thom space of p∗ξ that exchanges
the sheets of the singular covering p. We note that χ maps cells into sells. Hence there
is a short exact sequence
0 −→ C∗eq(Th p∗ξ) −→ C∗(Th p∗ξ) −→ C∗skew(Th p∗ξ) −→ 0,
26 R. SADYKOV
where the second homomorphism is the inclusion of the subgroup of χ-equivariant
cochains and the third homomorphism is a projection that takes a cochain x to x− χ.
The corresponding long exact sequence of cohomology groups splits since C∗eq(Th p∗ξ) ≈
C∗(Th ξ) and the map p∗ is a monomorphism. Thus, there is a Smith exact sequence
0 −→ H˜∗(Th ξ) −→ H˜∗(Th p∗ξ) −→ H˜∗skew(Th p∗ξ) −→ 0.
In particular the following lemma takes place.
Lemma 14.2. The group H˜∗(Th ξ) can be identified with a subgroup of the group
H˜∗(Th p∗ξ) so that an element x of H˜∗(Th p∗ξ) is in H˜∗(Th ξ) if and only if χ∗x = x.
We will also need the information about rational cohomology groups of the classifying
spaces BOn and BSOn.
Lemma 14.3. The rational cohomology groups of BOn are given by
H∗(BOn;Q) = Q[p1, ..., pbn/2c].
The rational cohomology groups of BSOn are given by
H∗(BSOn;Q) = Q[p1, ..., pbn/2c] + enQ[p1, ..., pbn/2c],
where en is the rational Euler class of the universal vector bundle. The class en is trivial
if n is odd, and e2n = pn/2 if n is even.
14.2. Fold germ A1(a, b), with a+ b = d+ 1. Let
P(a, b) = κ[p1, . . . , pba/2c, p′1, . . . , p′bb/2c]
denote the polynomial ring in terms of classes pi and p
′
i of degree 4i; and let SP(a, b) and
AP(a, b) be the submodules of P(a, b) that consist of polynomials respectively invariant
and skew invariant under the substitution exchanging pi with p
′
i. We will also denote
the polynomial ring κ[p1, . . . , pba/2c] by P (a).
Let G denote the relative symmetry group of a minimal A1(a, b)-germ. Let ξa,b denote
the universal vector G-bundle over the classifying space BG. The vector bundle ξ0,d+1
is isomorphic to the universal vector bundle of dimension d+ 1, and therefore
H˜∗(Th ξ0,d+1) = U0,d+1,1 ∪ (P(d+ 1)⊕ e0,d+1P(d+ 1)),
where U0,d+1,1 and e0,d+1 stand for the Thom and Euler classes of the universal vector
bundle respectively.
Remark 14.4. At the moment we assume that all orientable vector bundles under consid-
eration are oriented; we do not specify orientations though. However, in later sections,
we will choose canonical orientations, and thus explicitly specify our choices of the Thom
and Euler classes for oriented bundles under consideration.
In what follows we will assume that a 6= 0 and describe the cohomology group of
Th ξa,b in terms of an essentially simpler cohomology group of the Thom space Th o of
the universal vector SOa×SOb-bundle o = ξsoa,b. Let
Ua,b,1 ∈ Hd+1(Th o) and ea,b ∈ Hd+1(Bo)
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denote the Thom class and the Euler class of the oriented vector bundle o respectively.
We recall that ea,b is trivial in the case where either a or b is odd. By the relative
Ku¨nneth formula for the Thom space Th o we have
H˜∗(Th o) = H˜∗(Th ξa ∧ Th ξb) = H˜∗(Th ξa)⊗ H˜∗(Th ξb),
where ξa and ξb denote the universal vector SO-bundles over the classifying spaces BSOa
and BSOb respectively.
Lemma 14.5. Under the above notation,
• if a 6= b, then H˜∗(Th ξa,b) = Ua,b,1 `(P(a, b)⊕ ea,bP(a, b)),
• if a = b, then H˜ i+1(Th ξa,b) = Ua,b,1 `(AP(a, b)⊕ ea,bSP(a, b)),
where ea,b is trivial whenever either a or b is odd.
Proof. Let Ua and Ub denote the classes of the cohomology group H
∗(Th ξa)⊗H∗(Th ξb)
given by the Thom classes of the oriented bundles ξa and ξb respectively. Here and below
we identify Ua with Ua ⊗ 1, Ub with 1× Ub and the vector bundles ξa and ξb with their
obvious lifts. By the Thom isomorphism, the group H∗(Th ξa) ⊗H∗(Th ξb) in positive
degrees is isomorphic to the group H∗(BSOa)⊗H∗(BSOb) generated by the Euler classes
ea and eb and the Pontrjagin classes pi and p
′
i of ξa and ξb respectively.
Let us consider the case where a 6= b, in which case the group G is isomorphic to the
group [Oa×Ob]+, and therefore H˜∗(Th ξa,b) is isomorphic to the subgroup of
H˜∗(Th o) = [Ua `(P (a)⊕ eaP (a))]⊗ [Ub `(P (b)⊕ ebP (b))]
that consists of elements invariant under the homomorphisms induced by the map β on
Th ξa ∧ Th ξb given by the involutions on the two factors at the same time. We have
β∗Ua = −Ua, β∗Ub = −Ub, β∗ea = −ea, β∗eb = −eb, β∗pi = pi, β∗p′i = p′i.
We observe that the class Ua,b,1 can be identified with the class Ua ⊗ Ub in the group
H∗(Th ξa)⊗H∗(Th ξb). Similarly, the class ea,b can be identified with the class ea ⊗ eb
in H∗(BSOa)⊗H∗(BSOb). Hence
β∗(Ua,b,1) = β∗(Ua ⊗ Ub) = −Ua ⊗−Ub = Ua ⊗ Ub = Ua,b,1,
β∗(ea,b) = β∗(ea ⊗ eb) = −ea ⊗−eb = ea ⊗ eb = ea,b.
Now the elements in H˜∗(Th ξa,b) invariant with respect to the action of β∗ are easily
determined; these are listed in the statement of Lemma 14.5.
Let us prove the claim in the case where a = b and a is even. In this case the symmetry
group G is generated by the group [Oa×Ob]+ and the element that acts on Ra ×Rb by
exchanging the factors and reflecting the first factor along a hyperplane. By applying
Lemma 14.2 twice, we obtain that H˜∗(Th ξa,b) is isomorphic to the subgroup of
H˜∗(Th o) = [Ua `(P (a)⊕ eaP (a))]⊗ [Ub `(P (b)⊕ ebP (b))]
that consists of elements invariant under the homomorphisms induced by the maps
α, β : Th o→ Th o, where α is the map induced by the composition
BSOa × BSOb −→ BSOb × BSOa −→ BSOb × BSOa,
where the first map exchanges the factors, and the second map is given by the involution
on the first factor; the map β is given by the involutions on the two factors at the same
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Table 4
A1, a = b = 2s A1, a = b = 2s+ 1 A1, a 6= b
α β α β β
Ua −Ub −Ua Ub −Ua −Ua
Ub Ua −Ub Ua −Ub −Ub
ea −eb −ea 0 0 −ea
eb ea −eb 0 0 −eb
Ua,b,1 −Ua,b,1 Ua,b,1 −Ua,b,1 Ua,b,1 Ua,b,1
ea,b −ea,b ea,b 0 0 ea,b
pi p
′
i pi p
′
i pi pi
p′i pi p
′
i pi p
′
i p
′
i
time. The actions of α∗ and β∗ are summarized in the first three columns of Table 4,
where, for example,
α∗(Ua,b,1) = α∗(Ua ⊗ Ub) = −Ub ⊗ Ua = −Ua ⊗ Ub = −Ua,b,1,
α∗(ea,b) = α∗(ea ⊗ eb) = −eb ⊗ ea = −ea ⊗ eb = −ea ⊗ eb = −ea,b.
Again, an easy verification shows that the elements in Th o invariant with respect to the
action of α and β are those listed in the statement of Lemma 14.5.
Finally, let us prove the claim in the case where a = b and a is odd. In this case the
symmetry group G is generated by the group [Oa×Ob]+ and the element that acts on
Ra × Rb by exchanging the factors. We deduce that H˜∗(Th ξa,b) is isomorphic to the
subgroup of
H˜∗(Th o) = [Ua `P (a)]⊗ [Ub `P (b)]
that consists of elements invariant under the homomorphisms induced by the maps
α, β : Th o → Th o, where α is the map on Th ξa ∧ Th ξb exchanging the two factors,
while the map β is given by the involutions on the two factors at the same time. The
action of α∗ and β∗ on cohomology classes of Th o is described in the forth and fifth
columns of Table 4, which allows us to verify the statement of Lemma 14.5 in the case
where a = b and a is odd.

14.3. Morin map germ A2r(a, b), with r > 0, a+ b = d. Let G denote the maximal
compact subgroup of a minimal A2r(a, b)-germ. Let ξa,b denote the universal vector
G-bundle over the classifying space BG. Again, we will describe the cohomology group
of Th ξa,b in terms of an essentially simpler cohomology group of Th o, where o stands
for the Whitney sum of the universal vector SOa×SOb-bundle and the trivial 2r-bundle
over B[SOa×SOb]. Let
Ua,b,2r ∈ Ha+b+2r(Th o) and ea,b ∈ Ha+b(Bo)
denote the Thom class of o and the Euler classes of the universal vector bundle over
B[SOa×SOb] respectively.
Lemma 14.6. Under the above notation, for a 6= b,
• H˜∗(Th ξa,b) = Ua,b,2r `(P(a, b)⊕ ea,bP(a, b));
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Table 5
A2r A2r A2r A2r
a, r even a even, r odd a odd, r even a, r odd
α β α β α β α β
Ua Ub −Ua Ub −Ua Ub −Ua Ub −Ua
Ub Ua −Ub Ua −Ub −Ua −Ub −Ua −Ub
ea eb −ea eb −ea 0 0 0 0
eb ea −eb ea −eb 0 0 0 0
Ua,b,2r Ua,b,2r Ua,b,2r −Ua,b,2r Ua,b,2r Ua,b,2r Ua,b,2r −Ua,b,2r Ua,b,2r
ea,b ea,b ea,b ea,b ea,b 0 0 0 0
pi p
′
i pi p
′
i pi p
′
i pi p
′
i pi
p′i pi p
′
i pi p
′
i pi p
′
i pi p
′
i
while for a = b,
• if r is even, then H˜∗(Th ξa,b) = Ua,b,2r `(SP(a, b)⊕ ea,bSP(a, b)),
• if r is odd, then H˜∗(Th ξa,b) = Ua,b,2r `(AP(a, b)⊕ ea,bAP(a, b)),
where ea,b is trivial whenever either a or b is odd.
Proof. In the case a 6= b the computations are precisely the same as in the previous
lemma. Suppose that a = b is even. Then the group G is generated by a subgroup
[Oa×Ob]+ and an element h × τ . Consequently, the cohomology group of Th ξa,b is
isomorphic to the subgroup of the cohomology group of Th o = Th ξa ∧Th ξb ∧Th ε2r of
elements that are invariant under the involution β on the first two factors at the same
time and the action α induced by h × τ . The Thom classes of the three factors are
denoted by Ua, Ub, U2r, while the Euler classes of the first two factors are denoted by
ea, eb respectively. The actions of α and β depend on the parity of r (see table Table 5).
If a = b is odd, then the action α is the composition of h × τ and the involution on
the first factor of Th o. Again, the actions of α and β depend on the parity of r (see
Table 5), and, for example, for r odd we have
α∗Ua,b,2r = α∗(Ua ⊗ Ub ⊗ U2r) = −Ub ⊗ Ua ⊗−U2r = −Ua ⊗ Ub ⊗ U2r = −Ua,b,2r.
The statement of Lemma 14.6 follows immediately from the above computation. 
14.4. Morin map germ A±2r+1(a, b), r > 0, a + b = d. Let G denote the relative
symmetry group of a minimal A±2r+1(a, b)-germ. Let ξ±a,b denote the universal vector G-
bundle over the classifying space BG. Once again, the cohomology group of Th ξ±a,b can
be identified with a subgroup of the cohomology group of Th o, where o stands for the
Whitney sum of the universal vector SOa×SOb-bundle and the trivial (2r + 1)-bundle
over B[SOa×SOb]. Let
U±a,b,2r+1 ∈ Ha+b+2r+1(Th o) and ea,b ∈ Ha+b(Bo)
denote the Thom class of o and the Euler class of the universal vector bundle over
B[SOa×SOb] respectively.
Lemma 14.7. Under the notation as above,
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Table 6. The case d = 4s.
A1 A2 A3 A4 A5 A6
a+ b = 4s+ 1 4s 4s 4s 4s 4s
a = 2s U `P U `AP U+ `eP U `SP U+ `P U `AP
U `eAP U `eSP U `eAP
a = 2s− 1 U `P U `P 0 U `P U+ `P U `P
U− `P
a = 2s− 2 U `P U `P U+ `eP U `P U+ `P U `P
U `eP U− `eP U `eP U− `P U `eP
a = 2s− 3 U `P U `P 0 U `P U+ `P U `P
U− `P
. . . . . . . . . . . . . . . . . . . . .
a = 3 U `P U `P 0 U `P U+ `P U `P
U− `P
a = 2 U `P U `P U+ `eP U `P U+ `P U `P
U `eP U− `eP U `eP U− `P U `eP
a = 1 U `P U `P 0 U `P U+ `P U `P
U− `P
a = 0 U `P U `P U+ `eP U `P U+ `P U `P
U `eP U− `eP U `eP U− `P U `eP
• if r is odd, then H˜∗(Th ξ±a,b) = U±a,b,2r+1 `ea,bP(a, b),
• if r is even, then H˜∗(Th ξ±a,b) = U±a,b,2r+1 `P(a, b),
where ea,b is trivial whenever either a or b is odd.
Proof. The group G is generated by [Oa×Ob]+ and an element that is an orientation
reversing involution on the first and the third factors of Th ξa ∧Th ξb ∧Th ε2r+1 if r+ 1
is odd and an orientation reversing involution on the first factor only if r + 1 is even.
Let Ur denote the Thom class of the third factor. Then for transformations α and β
defined as before, we have
α∗Ua = −Ua, α∗Ub = Ub, α∗ea = −ea, α∗eb = eb, α∗pi = pi, α∗p′i = p′i,
β∗Ua = −Ua, β∗Ub = −Ub, β∗ea = −ea, β∗eb = −eb, β∗pi = pi, β∗p′i = p′i,
α∗Ur = (−1)r+1Ur, β∗(Ur) = Ur,
α∗(Ua,b,r) = (−1)rUa,b,r, β∗(Ua,b,r) = Ua,b,r, α∗(ea,b) = −ea,b, β∗(ea,b) = ea,b.
The statement of Lemma 14.7 is easily verified now. 
Non-zero classes in the first term of the Kazarian spectral sequence are listed in
Tables 6–9. Here we use the fact that, for example, for r ≥ 0 the singularity types
A+4r+3(2s, 2s) and A−4r+3(2s, 2s) coincide.
15. The differential d0,∗∗
Our next step is to compute the differentials in the spectral sequence.
To compute the differential d∗,∗1 we need to know the geometry of adjacencies of singu-
lar strata. In those cases where the normal bundles of singular strata possess a natural
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Table 7. The case d = 4s+ 1.
A1 A2 A3 A4 A5 A6
a+ b = 4s+ 2 4s+ 1 4s+ 1 4s+ 1 4s+ 1 4s+ 1
a = 2s+ 1 U `AP
a = 2s U `P U `P 0 U `P U+ `P U `P
U `eP U− `P
a = 2s− 1 U `P U `P 0 U `P U+ `P U `P
U− `P
a = 2s− 2 U `P U `P 0 U `P U+ `P U `P
U `eP U− `P
. . . . . . . . . . . . . . . . . . . . .
a = 3 U `P U `P 0 U `P U+ `P U `P
U− `P
a = 2 U `P U `P 0 U `P U+ `P U `P
U `eP U− `P
a = 1 U `P U `P 0 U `P U+ `P U `P
U− `P
a = 0 U `P U `P 0 U `P U+ `P U `P
U `eP U− `P
Table 8. The case d = 4s+ 2.
A1 A2 A3 A4 A5 A6
a+ b = 4s+ 3 4s+ 2 4s+ 2 4s+ 2 4s+ 2 4s+ 2
a = 2s+ 1 U `P U `AP 0 U `SP U+ `P U `AP
a = 2s U `P U `P U+ `eP U `P U+ `P U `P
U `eP U− `eP U `eP U− `P U `eP
a = 2s− 1 U `P U `P 0 U `P U+ `P U `P
U− `P
a = 2s− 2 U `P U `P U+ `eP U `P U+ `P U `P
U `eP U− `eP U `eP U− `P U `eP
. . . . . . . . . . . . . . . . . . . . .
a = 3 U `P U `P 0 U `P U+ `P U `P
U− `P
a = 2 U `P U `P U+ `eP U `P U+ `P U `P
U `eP U− `eP U `eP U− `P U `eP
a = 1 U `P U `P 0 U `P U+ `P U `P
U− `P
a = 0 U `P U `P U+ `eP U `P U+ `P U `P
U `eP U− `eP U `eP U− `P U `eP
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Table 9. The case d = 4s+ 3.
A1 A2 A3 A4 A5 A6
a+ b = 4s+ 4 4s+ 3 4s+ 3 4s+ 3 4s+ 3 4s+ 3
a = 2s+ 2 U `AP
U `eSP
a = 2s+ 1 U `P U `P 0 U `P U+ `P U `P
U− `P
a = 2s U `P U `P 0 U `P U+ `P U `P
U `eP U− `P
a = 2s− 1 U `P U `P 0 U `P U+ `P U `P
U− `P
. . . . . . . . . . . . . . . . . . . . .
a = 3 U `P U `P 0 U `P U+ `P U `P
U− `P
a = 2 U `P U `P 0 U `P U+ `P U `P
U `eP U− `P
a = 1 U `P U `P 0 U `P U+ `P U `P
U− `P
a = 0 U `P U `P 0 U `P U+ `P U `P
U `eP U− `P
orientation, the computation of the coboundary homomorphism associated with d∗,∗1 is
not hard. However, for example, in the case of A2(2s, 2s) and A3(2s, 2s) singularities,
the corresponding normal bundles are non-orientable. From the geometry of the adja-
cency of the set of A2(2s, 2s)-singular points to the set of A3(2s, 2s)-singular points, it
immediately follows that the corresponding coboundary homomorphism is either trivial
or given by a “multiplication by ±2”; but to determine weather the coboundary homo-
morphism is trivial or not, one needs to use a more careful argument. In fact, in those
cases where the coboudary homomorphism is non-trivial, we will need to determine the
sign of the “multiplication by ±2”. An obvious approach to computing the coboundary
homomorphism in these cases is to introduce and work with cohomology groups with
coefficients in certain sheafs. We follow a similar approach by introducing different types
of coverings of singular strata.
Let P(d) denote the polynomial ring Q[p1, . . . , pbd/2c]. For d even, let T (a, b) denote
the image of the algebra homomorphism
P(d) −→ P(a, b),
pi 7→
i∑
j=0
pjp
′
i−j ,
where d = a+ b. Here we adopt the convention that in P(a, b) there are relations pj = 0
for j > a and p′i−j = 0 for i− j > b. For example, T (4, 8) is spanned by
{ p1 + p′1, p2 + p1p′1 + p′2, p2p′1 + p1p′2 + p′3, p2p′2 + p1p′3 + p′4, p1p′4, p2p′4 }.
The algebra T (a, b) is a homomorphic image of SP(d/2, d/2).
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The first column in the Kazarian spectral sequence corresponds to
H∗(A0) ≈ H∗(A0) ≈ H∗(BSOd),
where A0 = S(0) (see Lemma 14.1).
Theorem 15.1. For d odd, the differential d0,∗∗ is trivial and
E0,∗∞ = · · · = E0,∗1 = H∗(BSOd) = Q[p1, ..., p d−1
2
].
For d even,
E0,∗∞ = · · · = E0,∗2 = ker d0,∗1 = Q[p1, ..., pd/2] ⊂ H∗(BSOd),
im d0,∗1 = {
∑
a,b
(−1)aUa,b,1 `Q },
where Q ∈ SP(d/2, d/2), and a ranges over 0, ..., d/2 and b = d+ 1− a.
Remark 15.2. The signs in the formula for the image of d0,∗1 in the case where d is even
(and hence a < b) depends on our choice of the Thom classes Ua,b,1, or equivalently, in
the choice of coorientation of the normal bundle ν1 of the stratum of fold map germs of
index a in the set A1 for each a. The normal bundle ν1 over fold points of index a is
isomorphic to the canonical kernel bundle, which in its turn has a canonical orientation
(see Remark 8.1). We choose Ua,b,1 so that it is compatible with the canonical orientation
of the kernel bundle.
Remark 15.3. Consider an oriented Morin map f : M → N of even dimension of closed
manifolds with only fold and cusp singularities. Let S be a component of singular points
of f that contains fold points of different indices a1 and a2 = a1 + 1. Then S is a closed
smooth submanifold in M and its normal bundle in N is orientable. We observe that if
a coorientation of S is compatible with the canonical orientation of the kernel bundle of
f over the set of fold points of index a1, then it is not compatible with the the canonical
orientation of the kernel bundle of f over the set of fold points of index a2.
Proof. The differential d0,∗1 coincides with the upper coboundary homomorphism in the
commutative diagram of exact sequences
H∗(A1) −−−−→ H∗(A0) d
0,∗
1−−−−→ H∗+1(A1,A0)x x x
H∗(A1) −−−−→ H∗(A0) δ−−−−→ H∗+1(A1, A0),
where Ar stands for the space S(r) with r ≥ 0 and the vertical maps are Thom isomor-
phisms (see the proof of Lemma 14.1).
Suppose that the dimension d is odd. Then every cohomology class of A0 extends to
a cohomology class of A1. Consequently, the differential d
0,∗
1 is trivial. On the other
hand, if d0,∗i is trivial for all i < r, then the homomorphism d
0,∗
r coincides with the upper
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horizontal homomorphism in the commutative diagram
H∗(A0)
d0,∗r−−−−→ H∗+1(Ar,Ar−1)x x
H∗(A0)
δ−−−−→ H∗+1(Ar, Ar−1),
of Thom isomoprhisms, where the lower horizontal homomorphism takes a cohomology
class x to the coboundary class δ(y) in H∗+1(Ar, Ar−1), where y is an extension of x
over Ar−1. Arguing as above, we conclude that δ is trivial. Thus, by induction, all
homomorphisms d0,∗∗ are trivial.
Suppose now that d is even. To begin with we observe that the spectrum A1/A0 is
the wedge union of 1 + d/2 spectra
A1/A0 =
∨
A1(a,b)/A0
where A1(a, b) is the spectrum for A1(a, b) and A0 map germs, and therefore the dif-
ferential d0,∗1 has 1 + d/2 components, one component for each index a = 0, ..., d/2.
The a-th component of d0,∗1 is the upper horizontal homomorphism in the commutative
diagram
H∗(A0) −−−−→ H∗+1(A1(a,b),A0)x x
H∗(A0)
δ−−−−→ H∗+1(A1(a, b), A0)
of Thom isomorphisms. In the case a = 0, the lower horizontal homomorphism δ
coincides with the coboundary homomorphism (which we also denote by δ) in the exact
sequence of the pair (BSOd+1,BSOd) :
0 −→ H∗(BSOd+1) −→ H∗(BSOd) −→ H∗(BSOd+1,BSOd) −→ 0,
(17) δ(pi) = 0, δ(e `pi) = Th(pi).
where Th is the Thom isomorphism. This implies the statement of Theorem 15.1 for
the a-th component of d0,∗1 for a = 0.
To compute the a-th component of d0,∗1 for a 6= 0 we need an auxiliary construction.
Let f : Ra+b → R denote the standard Morse function. There is a standard action of the
group G = SOa×SOb on the source space of f . If we let G act trivially on the target
space of f , then f is G-equivariant. Let
γ : Eγ = EG×G Ra+b −→ BSOa × BSOb = Bγ
be the universal vector G-bundle. Consider the commutative diagram of vector bundles
Eγ
I−−−−→ ESOd+1
γ
y ξd+1y
BSOa×BSOb −−−−→ BSOd+1,
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where ξd+1 is the universal oriented vector bundle of dimension d + 1, the bottom
horizontal map is induced by the injective group homomorphism of SOa×SOb into
SOa+b, and the map I is the fiberwise involution
(18) EG×G Ra+b = EG×G [Ra × Rb] id×G[(−1)×1]−−−−−−−−→ EG×G [Ra × Rb]
composed with the pullback map. We recall that the total space of the spherical bundle
of ξd+1 is homotopy equivalent to BSOd, and the restriction of ξ
∗
d+1ESOd+1 to BSOd
canonically splits into the Whitney sum of the trivial line bundle over BSOd and ξd. Let
Sγ denote the total space of the spherical bundle associated with γ. Let K denote the
kernel of df . Then there is a canonical orientation preserving isomorphism
(19) γ∗Eγ = γ∗[EG×G grad f ]⊕ [EG×G K] ≈ I∗ε⊕ I∗ξd = I∗(ξ∗d+1ESOd+1)
of oriented vector bundles over Sγ , where ε is the trivial vector bundle over ESOd.
Figure 2. The gradient and the kernel bundle for f = −x2a+x2b (on the
right hand side) and for f = x2a + x
2
b (on the left hand side).
Lemma 15.4. The canonical isomorphism (19) splits into the direct sum of two orien-
tation preserving isomorphisms of vector bundles over Sγ
γ∗[EG×G grad f ] ≈ I∗ε and γ∗[EG×G K] ≈ I∗ξd.
Proof. In the standard coordinates, the gradient of the standard Morse function f is
given by
grad f = (−2x1, . . . ,−2xa, 2xa+1, . . . , 2xa+b).
So the vector field given by the involution (18) of grad f at a point ~x ∈ Rd is given by
2~x. It remains to observe that the kernel bundle of f over non critical points is given
by the oriented orthogonal complement of the span of grad f . 
In what follows we will identify the base space of a vector bundle with the zero section
of that bundle.
Corollary 15.5. The coboundary homomorphism δ : H∗(Eγ \ Bγ) → H∗(Eγ , Eγ \ Bγ)
takes the Euler class of the vector bundle K to (−1)aU , where U is the Thom class of
the vector bundle γ : Eγ → Bγ.
Proof. Let ξ˜d be the fiber bundle over Sγ that consists of oriented planes tangent to the
fibers of the projection Sγ → Bγ . Then the coboundary homomorphism takes the Euler
class of ξ˜d to the Thom class of γ. On the other hand the involution (18) is covered
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by an automorphism of ξ˜d that changes the orientation if and only if (−1)a is negative.
Thus for vector bundles over Sγ we have
e(γ∗(EG⊗G K)) = I∗e(ξ˜d) = (−1)a(ξ˜d).
This implies the statement of the corollary. 
Let Eξa,b and Bξa,b respectively denote the total space and the base space of the
universal vector bundle ξa,b over the classifying space of the relative symmetry group of
A1(a, b). Then there is a commutative diagram
H∗(ESOd+1 \ BSOd+1) ξd+1−−−−→ H∗(ESOd+1,ESOd+1 \ BSOd+1)y y
H∗(Eξa,b \Bξa,b) −−−−→ H∗(A1(a, b), A0)y ky
H∗(Eγ \Bγ) −−−−→ H∗(Eγ , Eγ \Bγ),
where the bottom square is induced by a pullback square. Since the homomorphism k
in the above diagram is injective, chasing this diagram we compute the differential d0,∗1 .
Since every cohomology class in ker d0,∗1 extends to a cohomology class in Ar for r > 1
we conclude that all differentials d0,∗r are trivial for r > 1. 
Remark 15.6. In [47] we have shown that the spectrum A1 splits as
A1 = [A1(0,d + 1)] ∨ [A1(1,d)/A0] ∨ · · · ∨ [A1(d/2,d/2 + 1)/A0]
for d even, and
A1 = Y ∨ [A1(1,d)/A0] ∨ · · · ∨ [A1(d− 1/2,d− 1/2)/A0]
for d odd, where Y is the spectrum for A0, A1(0, d + 1) and A1(d+12 , d+12 ) singularity
types. This suggests a different choice of convenient generators for the cohomology
groups of A1. We will see, however, that for our purposes the choices made in the
current paper are more appropriate.
In the next section we will discuss in detail computations of the differential d1,∗1 and
the component of the differential d2,∗1 in the case d = 4s. Computations of the other
differentials are similar and mentioned in remarks.
16. The differential d1,∗1
In what follows we will often use the property that for a topological space X the
inclusion {1} ×X ⊂ [0, 1]×X gives rise to the coboundary isomorphism
H∗({1} ×X) δ−→ H˜∗+1([0, 1]×X, ({0} unionsq {1})×X).
Furthermore, the coboundary homomorphism takes each class x to Thx, where Th is
the Thom isomorphism. Similarly, the coboundary homomorphism
H∗({0} ×X) δ−→ H˜∗+1([0, 1]×X, ({0} unionsq {1})×X),
takes each class x to −Thx. These properties follow from the exact sequence of the
pair ([0, 1]×X, ({0} unionsq {1})×X).
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16.1. The case a = 0. The stratum of A1(0, d+1) points in A∞ is adjacent only to the
stratum of A2(0, d + 1) points. Consequently in this case the differential d1,∗1 has only
one component. Let A′1 denote the subset in A∞ = S(∞) of A1(0, d+ 1) and A0 points.
Let A′2 ⊂ A∞ be the subset that contains A1 and the set of A2(0, d) points. Then there
are homotopy equivalences
A′1 \A0 ' BSOd+1 and A′2 \A1 ' BSOd,
and a commutative diagram of Thom isomorphisms
H˜∗+d+1(A′1/A0)
d1,∗1−−−−→ H˜∗+d+2(A′2/A1)x x
H∗(A′1 \A0) −−−−→ H∗+1(A′2 \A0, A1 \A0),
where the bottom horizontal homomorphism δ takes a cohomology class x to the coho-
mology class δ(y) for a trivial extension of x over A1 \A0. The vertical homomorphisms
in the diagram depend on the choices of Thom classes, which in their turn depend on
our choice of orientation of the normal bundle of A′2 \A0 in A′2. In fact, by excision we
only need to specify an orientation of the normal bundle in the complement to the set
of A1(i, d+ 1− i) points for i > 0; in the complement the normal bundle is isomorphic
to the canonical kernel bundle which carries a canonical orientation since the canonical
cokernel bundle is oriented.
A A' \ A 
A' \ A A' \ A 
2
2 1
00
01
Next we choose a generator in the group H1(A′2 \A0, A1 \A0), i.e., the Thom class, so
that it is compatible with the coorientation of the A′2 \A1 stratum in the space A′2 \A0
in the direction of A′1. Finally, we choose the Thom class U0,d,2, or, equivalently, the
coorientation of A′2 \A1 in A′2 to be the coorientation of A′2 \A1 in A′2 \A0 followed by
the coorientation of A′2 \A0 in A′2. Then
(20) d1,∗1 (U0,d+1,1 `p) = U0,d,2 `p
for each class p ∈ P(0, d+ 1).
Remark 16.1. By a similar argument, we deduce that for a = 0,
d1,∗1 (U0,d+1,1 `p+ U0,d+1,1 `eq) = U0,d,2 `p
for each integer d > 0 (not necessarily of the form d = 4s) and every pair of classes
p, q ∈ P(0, d + 1); the Euler class e is trivial if d + 1 is odd. In particular, if d + 1 is
even, then the class U0,d+1,1 `p maps to the trivial class for each p ∈ p′d+1
2
P(0, d+ 1).
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16.2. The case a = 1, ..., 2s − 1. We will construct a double covering over the space
A∞ \ A0 by means of a cohomology class w; by definition, this double covering will be
the spherical bundle associated with the unique line bundle whose first Stiefel-Whitney
class is w. Each component of the space A1\A0 is homotopy equivalent to the classifying
space BGα of a relative symmetry group Gα of a singularity type α. The cohomology
class w is first defined on the components in A1\A0; it is a class w′ in H1(BGα;Z2) that
assumes value 1 only on those pointed loops that represent classes in pi1(BGα) ≈ pi0(Gα)
that correspond to path components of Gα that act on Ra×Rb by involution on each of
the two factors. There is a similarly defined class w′′ on the set A∞ \A0. We claim that
there is a unique cohomology class w over A∞ \A0 that restricts to w′ and w′′. Indeed,
consider a part of the Mayer-Vietoris exact sequence
H0(U)⊕H0(V ) −→ H0(U ∩ V ) −→ H1(U ∪ V ) −→ H1(U)⊕H1(V ) −→ H1(U ∩ V )
for a space V = A1 \ A0 and an open neighborhood U of the space A∞ \ A1 in the
space A∞ \A0. In what follows we will identify the cohomology groups of the spaces U
and A∞ \ A1. The element w′ ⊕ w′′ belongs to the kernel of the forth homomorphism
and therefore lifts to an element w in the cohomology group of U ∪ V . This lift is
unique up to the image of the second homomorphism, which is trivial since the second
homomorphism in the exact sequence
H0(U ∪ V ) −→ H0(U)⊕H0(V ) −→ H0(U ∩ V ),
Z −→ (2s+ 1)Z⊕ (2s+ 1)Z −→ (4s+ 1)Z,
is surjective. Thus the element w that restricts to w′ and w′′ is indeed unique.
Let R∞ denote the total space of the double covering piR associated with w over the
space A∞ \A0. The space R∞ inherits a filtration by subspaces
Rr = pi
−1
R (Ar \A0) and R±r (a, b) = pi−1R (A±r (a, b) \A0),
where r = 1, 2, ..., and the set A±r (a, b) stands for the union of Ar−1 and the set of
A±r (a, b) points in A∞. Our computation of the differential relies on the commutative
diagram
H∗(Thpi∗Rν1)
d1,∗1−−−−→ H∗(Thpi∗Rν2)x x
H∗(Th ν1)
d1,∗1−−−−→ H∗(Th ν2),
where νk stands for the normal bundle of Ak \Ak−1 in Ak. We observe that the vector
bundle pi∗Rν1 consists of components o that are described in the proof of Lemma 14.5,
while the Thom space of pi∗Rν2 consists of the Thom spaces that appear in the compu-
tation of the cohomology group of Th ν2|A2. Under the assumption that a 6= b, we have
computed that the a-th components of the two groups at the bottom of the diagram are
subgroups of the a-th components of the two groups at the top of the diagram:
H˜∗(Th ν1) = Ua,b,1 `P(a, b),
H˜∗(Th ν2) = Ua,b,2 `(P(a, b) + ea,bP(a, b)),
and ea,b = 0 for a odd.
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Since the A′1 = A1(a, b) is bounded by the sets
A′2 = A2(a, b− 1) and A′′2 = A2(a− 1, b),
the differential d1,∗1 has two components. The first component will be computed by
means of the commutative diagram of Thom isomorphisms
H˜4s+1+∗(Thpi∗Rν1) −−−−→ H˜4s+2+∗(Thpi∗Rν ′2)x x
H∗(R′1) −−−−→ H∗+1(R′2, R1),
where ν ′2 is the restriction of ν2 to A′2, R′2 = pi
−1
R (A
′
2) and R
′
1 = pi
−1
R (A
′
1). The vector
bundle ν1 is canonically oriented since it is isomorphic to the canonical kernel bundle.
Consequently the vertical homomorphism in the above diagram on the left hand side is
canonical. We choose a canonical Thom class U ′(a, b−1) for the vertical homomorphism
on the right hand side so that it is compatible with the Thom class of pi∗Rν1. Next we
choose a generator in the group H1(R′2, R1), which is a Thom class of a line bundle, so
that it is compatible with the coorientation of R′2 \R1 in the space R′2 in the direction
of R′1 (of fold map germs of the smaller index a). Finally we choose the class Ua,b−1,2 so
that it corresponds to the coorientation of R′2 \R1 in Thpi∗Rν ′2 given by the coorientation
of R′2 \R1 in R′2 followed by the coorientation of R′2 in Thpi∗Rν ′2.
Similarly we have a commutative diagram for the second component of d1,∗1
H˜4s+1+∗(Thpi∗Rν1) −−−−→ H˜4s+2+∗(Thpi∗Rν ′′2 )x x
H∗(R′1) −−−−→ H∗+1(R′′2 , R1),
where ν ′′2 is the restriction of ν2 to A′′2, R′′2 = pi
−1
R (A
′
2) and R
′
1 = pi
−1
R (A
′
1). Again, the
Thom homomorphism on the left hand side is chosen to be the orientation class for the
canonical kernel bundle, while the Thom class U ′′(a − 1, b) for the vertical homomor-
phism on the right hand side is chosen so that the diagram is commutative. Then, by
Remark 15.3,
U ′(a, b) = −U ′′(a, b) for a = 1, ..., 2s− 1, b = 4s+ 1− a.
We choose a generator in the group H1(R′′2 , R1) so that it is compatible with the coori-
entation in the direction opposite to R′1 (i.e., in the direction of map germs of smaller
index a). We note that the chosen coorientation class Ua−1,b,2 coincides with negative
the coorientation of R′′2 \R1 in R′′2 followed by the coorientation of U ′′(a− 1, b) Chasing
the two above diagrams we conclude that
(21) d1,∗1 (Ua,b,1 ∪ p) = Ua−1,b,2 ∪ p+ Ua,b−1,2 ∪ p
for every cohomology class p ∈ P(a, b), where all Thom classes Ua,b,1 are chosen to be
compatible with U ′(a, b). Note that the classes Ua−1,b,2 ` p are trivial if a is even and
p ∈ pa
2
P(a, b); while the classes Ua,b−1,2 `p are trivial if b is even and p ∈ p′b
2
P(a, b).
Remark 16.2. By a similar argument, we deduce that for a = 1, ...,
⌊
d−1
2
⌋
,
d1,∗1 (Ua,b,1 `p+ Ua,b,1 `eq) = Ua−1,b,2 ∪ p+ Ua,b−1,2 ∪ p,
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where b = d + 1 − a, for each integer d > 0 and every pair of classes p, q ∈ P(a, b); the
Euler class e is trivial if d+ 1 is odd; the classes Ua−1,b,2 `p are trivial if a is even and
p ∈ pa
2
P(a, b); while the classes Ua,b−1,2 `p are trivial if b is even and p ∈ p′b
2
P(a, b).
16.3. The case a = 2s. Let T∞ denote the total space of the double covering piT
associated with the cokernel bundle C1 over the space R∞. Every filtration that we
have over the space R∞ induces a filtration of the space T∞. We will write Tr for
pi−1T (Rr) and so on. The set A
′
1 = A1(2s, 2s+ 1) is bounded by the sets
(22) A′2 = A2(2s, 2s) and A
′′
2 = A2(2s− 1, 2s+ 1),
and therefore the coboundary homomorphism may have two components. The restric-
tions of ν2 to the two spaces in (22) will be denoted by ν
′
2 and ν
′′
2 respectively. Our
computation of the A′2 component of the differential relies on the commutative diagram
H∗(Thpi∗ν1)
δ−−−−→ H∗(Thpi∗ν ′2)x x
H∗(Th ν1)
δ−−−−→ H∗(Th ν ′2),
where pi stands for the composition piR ◦ piT . We observe that the Thom space Thpi∗ν ′2
coincides with the Thom space Th o that we used in order to compute the cohomology
group of the Thom space of ν ′2. On the other hand, the space Thpi∗ν1 is a singular
double cover of the corresponding space Th o.
w
h 
w
h 
Figure 3. The four fold covering T ′1 → A1 \A0. One of the two compo-
nents of T ′1 adjacent to T ′2 \ T1 (bold).
The deck transformation corresponding to the class w preservers the two components
of Thpi∗ν1, while the deck transformation corresponding to the class w1(C1) exchanges
the two components. Next we choose Thom classes U ′2s,2s+1,1 and U ′′2s,2s+1,1 in the two
path components of Thpi∗ν1. We choose the class U ′2s,2s+1,1 so that it is compatible
with the canonical orientation of the kernel bundle and U ′′2s,2s+1,1 to be the one that is
not compatible with the canonical orientation of the kernel bundle, so that the classes
U ′2s,2s+1,1 and U ′′2s,2s+1,1 correspond to the same local orientation on the normal bundle
of A2s,2s,2 \ A0 in A2s,2s,2. This guarantees that we may choose a Thom class for the
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vertical homomorphism on the right hand side of the diagram so that the diagram of
Thom isomorphisms is commutative.
Lemma 16.3. The deck transformation of w maps
U ′2s,2s+1,1 7→ U ′2s,2s+1,1, U ′′2s,2s+1,1 7→ U ′′2s,2s+1,1,
while the deck transformation of w1(C1) maps
U ′2s,2s+1,1 7→ U ′′2s,2s+1,1, U ′′2s,2s+1,1 7→ U ′2s,2s+1,1,
pi 7→ p′i and p′i 7→ pi
Remark 16.4. Let us consider the deck transformation of w1(C1). Consider the subgroup
H ≈ Z2 × Z2 of the symmetry group of the minimal A2(2s, 2s) map germ generated by
the two elements {w, h × τ}, where w is an element of order 2 in [Oa×Oa]+ that acts
on Ra × Ra by reflecting the two copies of Ra along hyperplanes. The group H acts on
T ′2 \ T1 by deck transformations and on A′2 \ A1 as a subgroup of the symmetry group
of the minimal A2(2s, 2s) map germ; and the covering
T ′2 \ T1 −→ A′2 \A1
is H-equivariant. Furthermore, the action of H extends over neighborhoods of T ′2 \ T1
in T ′2 and A′2 \A1 in A′2 so that the covering of neighborhoods is still H-equivariant. We
warn the reader, however, that the action of H over the neighborhood of T ′2 \T1 in T ′2 is
different from the deck transformations (see Figure 4). For example, the transformation
H of the neighborhood of T ′2 \ T1 preserves its coorientation in T ′2, while the deck
transformation of h× τ reverses this coorientation.
Proof. The action of the deck transformation of w can be deduced from the action of the
corresponding transformation β in Table 4. The deck transformation of h×τ corresponds
to the deck transformation of α in section 14.3. Consequently,
(h× τ)∗U2s,2s,2 = −U2s,2s,2
(see the action of α in Table 5). The deck transformation of h× τ reverses the coorien-
tation of T ′2 \ T1 in T ′2. Hence
(h× τ)∗U ′2s,2s,1 = U ′′2s,2s,1.
The action of the deck transformation of w1(C1) on U
′′
2s,2s+1,1, pi and p
′
i is computed
similarly.

Thus, the vertical homomorphism on the left hand side embeds the group H∗(Th ν1)
to a subgroup of 〈
U ′2s,2s+1,1 `pi + U ′′2s,2s+1,1 `p′i
〉
,
while the vertical homomorphism on the right hand side embeds the group H∗(Th ν ′2)
into the subgroup
H∗(A′2, A1) = U
′
2s,2s,2 `(AP + eAP).
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Since the vector bundle pi∗ν1 is orientable, there is a commutative diagram of Thom
isomorphisms
H˜4s+1+∗(Thpi∗ν1) −−−−→ H˜4s+2+∗(Thpi∗ν ′2)x x
H∗(T ′1)
δ−−−−→ H∗+1(T ′2, T1).
We note that the normal bundle of T ′2 \ T1 is orientable, but there is no canonical
orientation. We fix one of the two possible orientations. We also note that the set
T ′2 \ T1 is connected, while T1 has two components. Without loss of generality we may
assume that the coorientation of T ′2 \ T1 is directed toward the first component of T1.
Let f1 be the zero cochain in T1 that assumes values 1 and 0 on the first and second
components of T1 respectively. Similarly, let f2 be the zero cochain in T1 that assumes
1 and 0 on the second and first components respectively. Then δ(f1) and δ(f2) equal
the generator and negative generator ι of H1(T ′2, T1) respectively. Furthermore, if p is
a cohomology class of T1 that on both components of T1 is the same polynomial of the
form SP(2s, 2s), then
δ(f1p) = ι ∪ p and δ(f2p) = −ι ∪ p.
On the other hand the Thom isomorphism on the left hand side of the above diagram
takes the class (f1 + f2)p = p to the class
U ′2s,2s+1,1 ∪ p+ U ′′2s,2s+1,1 ∪ p.
Since δ[(f1+f2)p] = 0, we conclude that the A
′
2 component of d
1,∗
1 is trivial on all classes
of the form U2s,2s+1,1 ∪ p for p in SP(2s, 2s).
Let now p be a cohomology class on T1 that on both components of T1 is the same
polynomial of the form AP(2s, 2s). Then
δ[(f1 − f2)p] = 2ι ∪ p,
while the Thom isomorphism on the left hand side of the above diagram takes δ[(f1−f2)p]
to
U ′2s,2s+1,1 ∪ p− U ′′2s,2s+1,1 ∪ p.
Consequently, the A′2 component of d
1,∗
1 (U2s,2s+1,1 `p) equals 2U2s,2s,2 `p for p of the
form AP(2s, 2s).
Next we consider the A′′2 component of the differential d
1,∗
1 . In this case we use
the argument of the computation of the A′′2 component of the differential d
1,∗
1 for a =
1, ..., 2s − 1; in particular we utilize the double covering piR instead of pi. We deduce
from the equation (21) that the A′′2 component of d
1,∗
1 maps
U2s,2s+1,1 ∪ p 7→ U2s−1,2s+1,2 ∪ p
for every class p ∈ P(2s, 2s+ 1). To summarize, we have computed that
d1,∗1 (U2s,2s+1,1 `p) = U2s−1,2s+1,2 `p
for p in SP(2s, 2s) and
d1,∗1 (U2s,2s+1,1 `p) = U2s−1,2s+1,2 `p+ 2U2s,2s,2 `p
for p in AP(2s, 2s).
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Remark 16.5. In the general case of a map of dimension d > 0 the computations are
slightly different. The deck transformation of w1(C1) maps
U ′ 7→ U ′′, U ′′ 7→ U ′
for d = 4s and d = 4s+ 3, and
U ′ 7→ −U ′′, U ′′ 7→ −U ′
for d = 4s+ 1 and d = 4s+ 2. We deduce that
d1,∗1 (Ua,b,1 `p) = Ua−1,b,2 `p, for p ∈ SP(a, b),
d1,∗1 (Ua,b,1 `p) = Ua−1,b,2 `p+ 2Ua,b−1,2 `p, for p ∈ AP(a, b)
for d even and a = d/2, b = d+ 1− a; and
d1,∗1 (Ua,b,1 `ep) = 0, for p ∈ SP(a, b),
d1,∗1 (Ua,b,1 `p) = Ua−1,b,2 `p, for p ∈ AP(a, b)
for d odd and a = d+12 , b = d + 1 − a. In the case a = b = 2s, the choice of a
auxiliary covering is different is different; on the other hand, in this case one may avoid
computations by chasing Table 14 and using the property that d1,∗1 ◦ d0,∗1 = 0.
Theorem 16.6. In the case where the dimension is of the form d = 4s, the kernel of
d1,∗1 is generated by the classes
τ2s,p = U0,4s+1,1 `p− U1,4s,1 `p,
for p ∈ p′2sP(0, 4s),
τ2s−1,p = U0,4s+1,1 `p− U1,4s,1 `p+ U2,4s−1,1 `p− U3,4s−2,1 `p,
for p ∈ p′2s−1P(3, 4s− 2),
· · ·
τs+1,p = U0,4s+1,1 `p+ · · ·+ (−1)aUa,b,1 `p+ · · ·+ · · ·+ (−1)U2s−1,2s+1,1 `p,
for p ∈ p′s+1P(2s− 1, 2s+ 1), and
σQ = U0,4s+1,1 `Q− U1,4s,1 `Q+ · · ·+ U2s,2s+1,1 `Q
for each Q ∈ SP(2s, 2s).
Proof. Let dk,l denote the component of the differential d
1,∗
1 that is a homomorphism
from the subgroup 〈Uk,d+1−k,1 `p〉 to the subgroup 〈Ul,d−l,2 `p〉. In particular dk,l is
non-trivial only if l = k or l = k − 1. Consider d2s,2s. Its kernel is U ` SP(2s, 2s).
Chasing the Table 11 from the top to the bottom, we deduce that the classes σQ
are in the kernel of d1,∗1 . Next we consider d2s−1,2s−1. Suppose x is a polynomial in
Q[p1, ..., ps−1, p′1, ..., p′s+1], x is not the homomorphic image of a class in SP(2s, 2s) and
U2s−1,2s+2,1 `x is a component of a class in the kernel of d1,∗1 . Then d2s−1,2s−1(x) = 0.
Consequently x is in the form p′s+1P, which gives rise to elements τs+1,p in the kernel of
d1,∗1 . Next we consider the homomorphism d2s−2,2s−2 and repeat the argument. In 2s
steps we determine all elements in the kernel d1,∗1 . 
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Lemma 16.7. The sequence of linear homomorphisms
0 −→ P(4s) s−→ P(2s, 2s) −→ AP(2s, 2s) −→ 0
is exact, where the homomorphism s is an algebra homomorphism that takes pi to
pi + pi−1p′1 + · · · p1p′i−1 + pi,
while the next homomorphism is a projection along SP(2s, 2s).
Proof. Let P(4s) → Q[t1, ..., t2s] be an algebra homomorphism that takes pi to the
i− th symmetric polynomial, i.e., the symmetric polynomial that contains t1t2 · · · ti. It
is known that this homomorphism is an isomorphism onto the subalgebra of symmetric
polynomials. This map factors as a composition of s and the homomorphism P(2s, 2s)→
Q[t1, ..., t2s] that takes pi and p′i to the i-th symmetric polynomials in t1, ..., ts and
ts+1, ..., t2s respectively. Consequently s is injective an its image consists of symmetric
polynomials SP(2s, 2s). 
Lemma 16.8. The classes τj,p form a linear basis of ker d
1,∗
1 / im d
0,1
1 .
Proof. Every class in ker d1,∗1 has 2s + 1 components, one for each index i = 0, ..., 2s.
The (2s)-th component of each linear combination of the classes τj,p is trivial while the
(2s)-th component of every element in im d0,∗1 is non-trivial. On the other hand, by
Lemma 16.7, the dimension of the vector space spanned by the classes τj,p coincides
with the dimension of the vector space ker d1,∗1 / im d
0,1
1 . 
17. The differential d2r,∗1
17.1. The case a 6= b. Over the space A∞ \ A1 there is a well-defined vector space
K1/K2 with first Stiefel-Whitney class v = w1(K1/K2). We consider a four fold cover
piP of the space A∞ \A1 by a space P∞ classified by the two cohomology classes v and
w. Again, each of the defined filtrations of A∞ \A1 determines a filtration on the space
P∞; we will write Pk for pi−1P (Ak \A1) for each k > 1.
The set A′2r = A2r(a, b) is bounded only by the set A′2r+1 = A2r+1(a, b) and therefore
the coboundary homomorphism has only one component, which we compute by means
of the commutative diagram
H∗(Thpi∗P ν
′
2r)
δ−−−−→ H∗(Thpi∗P ν ′2r+1)x x
H∗(Th ν ′2r)
δ−−−−→ H∗(Th ν ′2r+1),
where ν ′2r and ν ′2r+1 are the restrictions of ν2r and ν2r+1 to the components A′2r and
A′2r+1 respectively. The Thom space Thpi∗ν ′2r+1 coincides with the space Th o used in
the computation of H∗(Th ν ′2r+1). In fact we expressed the latter group as a subgroup
H˜∗(Th ν ′2r+1) ≈ U±a,b,2r+1 `ea,bP(a, b)
if r is odd, and
H˜∗(Th ν ′2r+1) ≈ U±a,b,2r+1 `P(a, b)
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if r is even. On the other hand, the space Thpi∗ν ′2r is a singular double cover of the
corresponding space Th o. Let U ′ and U ′′ be two Thom classes in the two path compo-
nents of Thpi∗ν ′2r chosen so that U ′ and U ′′ correspond to the same local orientation of
the normal bundle of A2r+1(a, b) \ A2r−1 in A2r+1(a, b). The deck transformation of w
preserves the two sheets in Thpi∗ν2r and w∗ maps
U ′ 7→ U ′, U ′′ 7→ U ′′,
(see the corresponding transformation β in Table 4), while the deck transformation of
v exchanges the two sheets in Thpi∗ν ′2r.
w
h 
w
h 
Figure 4. The four fold covering P ′2r → A2r \ A1. One of the two
components of P ′2r adjacent to P ′2r+1 \ P2r (bold).
Lemma 17.1. The action of v maps
U ′ 7→ (−1)r+1U ′′, U ′′ 7→ (−1)r+1U ′, pi 7→ pi, p′i 7→ p′i, e 7→ −e.
Proof. Let us assume that r + 1 is odd, the argument in the case of r even is similar
and will be omitted. Then the relative symmetry group of the minimal A2r+1(a, b) map
germ contains a subgroup H ≈ Z2 × Z2 generated by an element h and by an element
w that acts on Ra×Rb×R2r+1 by orientation reversing involutions on the first and the
third factors. The group H acts both on the space A′2r+1 \ A2r and on P ′2r+1 \ P2r so
that the covering
A′2r+1 \A2r −→ P ′2r+1 \ P2r
is H-equivariant. This action extends to the action of H on neighborhoods of the two
spaces in P ′2r+1 and A′2r+1 respectively, so that the double covering of neighborhoods is
still H-equivariant. We observe that h reverses the coorientation of the set A′2r+1 \A2r
in the set A′2r+1 since it acts on the linear vector space K2 non-trivially. Consequently,
the action of h does not coincide with the deck transformation of v. Thus the deck
transformation of v takes U ′ to ±U ′′ and U ′′ to ±U ′.
The deck transformation of v corresponds to the deck transformation of α in sec-
tion 14.4, which takes Ua,b,2r+1 to Ua,b,2r+1. Since v reverses the coorientation of
P ′2r+1 \ P2r in P ′2r+1 \ P2r−1 we conclude that the deck transformation of v takes
U ′ 7→ −U ′′ and U ′′ 7→ −U ′.
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Let us choose an Euler class e over P ′2r+1 \ P2r, it is an Euler class of the vector bundle
K1/K2. Then we may choose an Euler class over P
′
2r so that it is compatible with the
Euler class e. Then by the computation in Lemma 14.7, the deck transformation of v
takes e to −e (see the action of α on ea,b). Similarly we deduce that h takes pi to pi and
p′i to p
′
i. 
Consequently, the vertical homomorphism on the left hand side of the diagram embeds
the cohomology group of the latter space onto the subgroup
{ U ′ `p+ (−1)r+1U ′′ `p | p ∈ P(a, b) } ⊕ { U ′ `ep+ (−1)rU ′′ `ep | p ∈ P(a, b) };
the Euler class e is trivial for a odd. There is a commutative diagram of Thom isomor-
phisms
H˜∗(Thpi∗P ν
′
2r) −−−−→ H˜∗(Thpi∗P ν ′2r+1)x x
H∗(P ′2r \ P2r−1) −−−−→ H∗(P ′2r+1 \ P2r−1, P2r \ P2r−1).
The normal bundle of P ′2r \ P2r−1 in P ′2r is isomorphic to the bundle (K1/K2)⊕ 2rK2,
which is orientable but does not have a canonical orientation. Again we have that the
two components of P ′2r \ P2r−1 are adjacent to the one component of P ′2r+1 \ P ′2r. We
may assume that the generator ι in the group H1(P ′2r+1 \ P2r−1/P ′2r \ P2r−1) is chosen
so that it is compatible with the coorientation in the direction of the first component of
P ′2r\P2r−1. Let f1 be the cochain of degree 0 that assumes value 1 on the first component
of P ′2r \ P2r−1 and the value 0 on the other component. Let f2 be the cochain 1 − f1.
For r + 1 odd we have
δ(f1 − f2)p = ι `p+ ι `p = 2ι `p, (f1 − f2)p Th−−→ U ′ `p− U ′′ `p,
δ(f1 + f2)ep = ι `ep = 0, (f1 + f2)p Th−−→ U ′ `ep+ U ′′ `ep,
and therefore
d2r,∗1 (Ua,b,2r `p) = 2U+a,b,2r+1 `p+ 2U
−
a,b,2r+1 `p for p ∈ P(a, b),
and
d2r,∗1 (Ua,b,2r `ep) = 0 for p ∈ P(a, b).
For r + 1 even we have
δ(f1 + f2)p = ι `p− ι `p = 0, (f1 + f2)p Th−−→ U ′ `p+ U ′′ `p,
δ(f1 − f2)ep = ι `ep = 2ι `ep, (f1 − f2)p Th−−→ U ′ `ep− U ′′ `ep,
and therefore
d2r,∗1 (Ua,b,2r `p) = 0 for p ∈ P(a, b),
and
d2r,∗1 (Ua,b,2r `ep) = 2U+a,b,2r+1 `ep+ 2U
−
a,b,2r+1 `ep for p ∈ P(a, b).
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Remark 17.2. In the general case of maps of dimension d > 0, computations are similar.
We deduce that for r + 1 odd
d2r,∗1 (Ua,b,2r `p) = 2U+a,b,2r+1 `p+ 2U
−
a,b,2r+1 `p for p ∈ P(a, b),
d2r,∗1 (Ua,b,2r `ep) = 0 for p ∈ P(a, b),
where e is trivial if d is odd; and for r + 1 even
d2r,∗1 (Ua,b,2r `p) = 0 for p ∈ P(a, b),
d2r,∗1 (Ua,b,2r `ep) = 2U+a,b,2r+1 `ep+ 2U
−
a,b,2r+1 `ep for p ∈ P(a, b),
where again e is trivial if d is odd.
17.2. The case a = b. The argument is similar to that in the case a 6= b. We conclude
that
d2r,∗1 (Ua,b,2r `p) = 2Ua,b,2r+1 `p for p ∈ SP(a, b),
and
d2r,∗1 (Ua,b,2r `ep) = 0 for p ∈ SP(a, b)
for r + 1 odd, and
d2r,∗1 (Ua,b,2r `p) = 0 for p ∈ AP(a, b),
and
d2r,∗1 (Ua,b,2r `ep) = 2Ua,b,2r+1 `ep for p ∈ AP(a, b)
for r + 1 even.
Remark 17.3. In the case where d is odd, we always have a < b. In the case d = 4s+ 2
the above formulas hold true with e = 0.
18. The differential d2r+1,∗1
18.1. The case a 6= b. For computation of the differential d2r+1,∗1 we will again use the
space P∞ together with its filtrations. The set A′2r+1 = A2r+1(a, b) is bounded only
by the set A′2r+2 = A2r+2(a, b); we will compute d
2r+1,∗
1 by means of the commutative
diagram
H∗(Thpi∗P ν
′
2r+1) −−−−→ H∗(Thpi∗P ν ′2r+2)x x
H∗(Th ν ′2r+1) −−−−→ H∗(Th ν ′2r+2),
where ν ′2r+1 and ν ′2r+2 are the restrictions of ν2r+1 and ν2r+2 to the components A′2r+1
and A′2r+2 respectively. We note that P ′2r+1 = pi
−1
P (A
′
2r+1) consists of a component of
A+2r+1 map germs and a component of A−2r+1 map germs. The Thom space of pi∗P ν ′2r+1
coincides with the Thom space Th o used in the computation of the cohomology group
of A′2r+1/A2r; we have computed that the Thom isomorphism on the left hand side of
the diagram embeds the cohomology group of Th ν ′2r+1 onto the subgroup
H˜∗(Th ν ′2r+1) ≈ U±a,b,2r+1 `ea,bP(a, b)
if r is odd, and
H˜∗(Th ν ′2r+1) ≈ U±a,b,2r+1 `P(a, b)
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if r is even. On the other hand, the Thom space of pi∗P ν
′
2r+2 is a double cover over
the space Th o used in the computation of the cohomology group of A′2r/A2r−1. We
choose the coorientation of P ′2r+2 \P2r+1 in P ′2r+2 \P ′2r−2 in the direction of A+2r+1 map
germs. Let U ′ and U ′′ be the two components of the Thom class of pi∗P ν
′
2r+2 that locally
correspond to the same orientation of the normal bundle.
Lemma 18.1. The deck transformation of v maps
U ′ 7→ (−1)rU ′′, U ′′ 7→ (−1)rU ′, p 7→ p, e 7→ −e.
Proof. The transformation h× τ takes U±a,b,2r+1 to (−1)rUa,b,2r+1, and therefore v maps
U ′ 7→ (−1)rU ′′, U ′′ 7→ (−1)rU ′.

Consequently, the vertical homomorphism on the left hand side of the diagram embeds
the cohomology group of the latter space onto the subgroup
{ U ′ `p+ (−1)rU ′′ `p | p ∈ P(a, b) } ⊕ { U ′ `ep+ (−1)r+1U ′′ `ep | p ∈ P(a, b) };
the Euler class e is trivial for a odd. There is a commutative diagram
H˜∗+d+2r+1(P ′2r+1/P2r)
d2r+1,∗1−−−−→ H˜∗+d+2r+2(P ′2r+2/P ′2r+1)x x
H∗(P ′2r+1 \ P2r) δ−−−−→ H∗(P ′2r+2 \ P2r, P2r+1 \ P2r).
Two components of P ′2r+1 are adjacent to the two components of P ′2r+2.
w
h 
w
h 
Figure 5. The four fold covering P ′2r+2 \P2r → A′2r+2 \A2r. One of the
two components of P ′2r+1 adjacent to P ′2r+2 (bold).
Let f1 be the cochain of degree 0 that assumes value 1 on the component P
+
2r+1(a, b)\
P2r and the value 0 on the other component. Let f2 be the cochain 1− f1.
Suppose r is odd. Then
δ(f1ep) = ι
′ `ep+ ι′′ `ep,
δ(f2ep) = −ι′ `ep− ι′′ `ep,
Th(f1ep) = U
+
a,b,2r+1 `ep, Th(f2ep) = U
−
a,b,2r+1 `ep,
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where ι′ and ι′′ are the two Thom classes that correspond to the coorientation in the
direction of A+2r+1 map germs. Consequently,
d2r+1,∗1 : U
+
a,b,2r+1 `ep+ U
−
a,b,2r+1 `ep 7→ 0,
d2r+1,∗1 : U
+
a,b,2r+1 `ep− U−a,b,2r+1 `ep 7→ 2Ua,b,2r+2 `ep.
Suppose, now, that r is even. Then
δ(f1p) = ι
′ `p+ ι′′ `p,
δ(f2p) = −ι′ `p− ι′′ `p,
Th(f1p) = U
+
a,b,2r+1 `p, Th(f2p) = U
−
a,b,2r+1 `p,
Consequently,
d2r+1,∗1 : U
+
a,b,2r+1 `p+ U
−
a,b,2r+1 `p 7→ 0,
d2r+1,∗1 : U
+
a,b,2r+1 `p− U−a,b,2r+1 `p 7→ 2Ua,b,2r+2 `p.
Remark 18.2. The above formulas hold true for arbitrary d > 0 with e = 0 if d is odd.
18.2. The case a = b. Let piT denote the double covering T∞ → A∞ \ A1 associated
with w and the class w1(C1). To compute the coboundary homomorphism for the
adjacency of the set A′2r+1 = A2r+1(a, b) to the set A′2r+2 = A2r+2(a, b), we consider the
commutative diagram
H∗(Thpi∗P ν
′
2r+1) −−−−→ H∗(Thpi∗P ν ′2r+2)x x
H∗(Th ν ′2r+1) −−−−→ H∗(Th ν ′2r+2),
where ν ′2r+1 and ν ′2r+2 are the restrictions of ν2r+1 and ν2r+2 to the components A′2r+1
and A′2r+2 respectively. We note that the space T ′2r+2 = pi
−1
T (A
′
2r+2) consists of a single
component, and that the Thom space of pi∗T ν
′
2r+2 coincides with the Thom space Th o
that we used to compute the cohomology group of A′2r+2/A2r+1; in particular, we have
H˜∗(Th ν ′2r+2) ≈ Ua,b,2r+2 `(SP ⊕ eSP(a, b))
if r is even, and
H˜∗(Th ν ′2r+2) ≈ Ua,b,2r+2 `(AP(a, b)⊕ eAP(a, b))
if r is even. On the other hand, the Thom space of pi∗P ν
′
2r+1 is a double cover over
the space Th o used in the computation of the cohomology group of A′2r+1/A2r. It has
too components and we choose the coorientation of T ′2r+2 \T2r+1 in T ′2r+2 \T ′2r−2 in the
direction of the first component. The Thom classes U ′ and U ′′ for the two components of
pi∗T ν
′
2r+1 are chosen to locally correspond to the same orientation of the normal bundle.
Lemma 18.3. The deck transformation of w1(C) maps
U ′ 7→ (−1)rU ′′, U ′′ 7→ (−1)rU ′, p 7→ p′, e 7→ e.
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Proof. The transformation h× τ takes
Ua,b,2r+2 = Ua,b,2r′ to (−1)r′Ua,b,r′ = (−1)r+1Ua,b,2r+2
(see the transformation α in Table 5), and therefore the deck transformation of w1(C)
maps
U ′ 7→ (−1)rU ′′, U ′′ 7→ (−1)rU ′.

Consequently, the cohomology group H∗(Th ν ′2r+1) is isomorphic to
{ U ′ `pi + U ′′ `p′i }
if r is even and
{ U ′ `epi − U ′′ `ep′i }
if r us odd.
Next we turn to the commutative diagram
H˜∗+d+2r+1(Th p∗T ν
′
2r+1) −−−−→ H˜∗+d+2r+2(Th p∗T ν ′2r+2)x x
H∗(T ′2r+1 \ T2r) −−−−→ H∗(T ′2r+2 \ T2r, T2r+1 \ T2r).
Let f1 be a function on T
′
2r+1 \ T2r that on the first component assumes value 1 and
on the second component assumes value 0. Let f2 be the cochain 1− f1. Then for every
p ∈ P ⊕ eP,
δ(f1p) = ι `p, δ(f2p) = −ι `p,
Th(f1p) = U
′ `p, Th(f2p) = U ′′ `p.
Consequently, for r even and p ∈ SP,
d2r+1,∗1 : Ua,b,2r+1 `p 7→ 0,
for r even and p ∈ AP,
d2r+1,∗1 : Ua,b,2r+1 `p 7→ 2Ua,b,2r+2 `p,
while for r odd and p ∈ SP,
d2r+1,∗1 : Ua,b,2r+1 `ep 7→ 2Ua,b,2r+2 `ep,
for r oedd and p ∈ AP,
d2r+1,∗1 : Ua,b,2r+1 `ep 7→ 0.
Remark 18.4. The above formulas hold true for maps of dimension d = 4s + 2 as well.
In the case where d is odd, we always have a < b.
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19. The cohomology group of Ar for d = 4s
The differentials d∗,∗t with t > 1 are trivial since E
i,∗
2 are trivial for i > 1. Thus we are
in position to list the cohomology group of each spectrum Ar for d = 4s. For a graded
algebra A over a field κ, let
rk(G) = g0 + g1t+ g2t
2 + · · ·
denote the series where each gi stands for the dimension of the subspace of A of vectors
of grade i. We will be interested in series
pt(a, b) = rk(P(a, b)), st(a, b) = rk(SP(a, b)),
at(a, b) = rk(AP(a, b)), bt(d) = rk(P(d)).
Theorem 19.1. The rank series of the cohomology ring of A1 is
pt(0, d+ 1) + t
d+1
d/2∑
a=1
pt(a, d+ 1− a).
Proof. By Remark 15.6, for d even the spectrum A1 splits as
A1 = [A1(0,d + 1)] ∨ [A1(1,d)/A0] ∨ · · · ∨ [A1(d/2,d/2 + 1)/A0].

Theorem 19.2. The rank series of the cohomology ring of A2r for r odd is
bt(d) + t
d+1
s−1∑
j=0
t4(2s−j)pt(2j + 1, 4s− 2j)+
+t8s+2rat(2s, 2s) + t
8s+2r
s−1∑
i=0
pt(2i, 4s− 2i).
Proof. The cohomology algebra of A2r is generated by ker d
0,∗
1 , which contributes the
polynomial bt(d); the classes τ2s−j,p for j = 0, ...s−1 (see Table 10), which contribute the
second term; the classes U2i,4s−2i,2r `ep for each i = 0, ..., s− 1 and p ∈ P(2i, 4s− 2i),
and for i = s and p ∈ AP(2s, 2s). 
Theorem 19.3. The rank series of the cohomology ring of A2r+1 for r odd is
bt(d) + t
d+1
s−1∑
j=0
t4(2s−j)pt(2j + 1, 4s− 2j)+
+t8s+2r+1st(2s, 2s) + t
8s+2r+1
s−1∑
i=0
pt(2i, 4s− 2i).
Proof. The cohomology algebra of A2r+1 is generated by ker d
0,∗
1 ; the classes τ2s−j,p for
j = 0, ...s− 1; and the cohomology classes
U+2i,4s−2i,2r+1 `ep− U−2i,4s−2i,2r+1 `ep
for each non-negative integer i < s and p ∈ P(2i, 4s − 2i); and for i = s and p ∈
SP(2s, 2s). 
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Theorem 19.4. The rank series of the cohomology ring of A2r for r even is
bt(d) + t
d+1
s−1∑
j=0
t4(2s−j)pt(2j + 1, 4s− 2j)+
+t4s+2rst(2s, 2s) + t
4s+2r
2s−1∑
a=0
pt(a, 4s− a).
Proof. The cohomology algebra of A2r+1 is generated by ker d
0,∗
1 ; the classes τ2s−j,p for
j = 0, ...s − 1; and the cohomology classes Ua,4s−a,2r ` p for each a = 0, ..., 2s − 1 and
p ∈ P(a, 4s− a); and for a = 2s and p ∈ SP(2s, 2s).

Theorem 19.5. The rank series of the cohomology ring of A2r+1 for r even is
bt(d) + t
d+1
s−1∑
j=0
t4(2s−j)pt(2j + 1, 4s− 2j)+
+t4s+2r+1ar(2s, 2s) + t
4s+2r+1
2s−1∑
a=0
pt(a, 4s− a).
Proof. The cohomology algebra of A2r+1 is generated by ker d
0,∗
1 ; the classes τ2s−j,p for
j = 0, ...s− 1; and the cohomology classes
U+a,4s−a,4r+1 `p− U−a,4s−a,4r+1 `p
for each a = 0, ..., 2s− 1 and p ∈ P(a, 4s− a); and for a = 2s and each p ∈ AP(2s, 2s).

Theorem 19.6. The rank series of the cohomology ring of A∞ is
bt(d) + t
d+1
s−1∑
j=0
t4(2s−j)pt(2j + 1, 4s− 2j).
Proof. The cohomology ring of A∞ is generated by ker d
0,∗
1 , and the classes τ2s−j,p for
j = 0, ..., s− 1. 
20. The cohomology group of Ar for d = 4s+ 1 and d = 4s+ 3
Let d′ denote the number d+12 .
Theorem 20.1. For d = 4s+ 1 the rank series of the cohomology ring of A1 is
bt(d) + t
d+1at(d
′, d′)+
+td+1
d′−1∑
a=0
pt(a, d+ 1− a) + t2d+2
d′−1/2∑
a=0
pt(2a, d+ 1− 2a).
In the case d = 4s+ 3 there is an additional term t2d+2s(d′, d′).
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Proof. The cohomology algebra of A1 is generated by ker d
0,∗
1 ; and Ud′,d′,1 ` p for p ∈
AP(d′, d′); and Ua,d+1−a,1 `p for each a = 0, ..., d′ − 1 and p ∈ P(a, d+ 1− a); and the
classes IQ,a for each even a. In the case d = 4s+ 3 there are also classes IQ. 
Theorem 20.2. The rank series of the cohomology ring of A2r for r odd is
bt(d) + t
d+1at(d
′, d′)+
+t2d+2
d′−1/2∑
a=0
pt(2a, d+ 1− 2a) + td+1
s∑
j=0
t4(d
′−j)p(2j, d+ 1− j).
In the case d = 4s+ 3 there is an additional term t2d+2s(d′, d′).
Proof. The cohomology algebra of A2r for r odd is generated by ker d
0,∗
1 ; the cohomology
classes σQ, IQ,a, and τd′−s,p, ..., τd′,p. In the case d = 4s+ 3 there are also classes IQ. 
Theorem 20.3. The rank series of the cohomology ring of A2r+1 for r odd is
bt(d) + t
d+1at(d
′, d′)+
+t2d+2
d′−1/2∑
a=0
pt(2a, d+ 1− 2a) + td+1
s∑
j=0
t4(d
′−j)p(2j, d+ 1− j).
In the case d = 4s+ 3 there is an additional term t2d+2s(d′, d′).
Proof. The cohomology algebra of A2r for r odd is generated by ker d
0,∗
1 ; the cohomology
classes σQ, IQ,a, and τd′−s,p, ..., τd′,p. In the case d = 4s+ 3 there are also classes IQ. 
Theorem 20.4. The rank series of the cohomology ring of A2r for r even is
bt(d) + t
d+1at(d
′, d′) + t2d+2
d′−1/2∑
a=0
pt(2a, d+ 1− 2a)+
+td+1
s∑
j=0
t4(d
′−j)p(2j, d+ 1− j) + td+2r
d′−1∑
a=0
pt(a, d− a).
In the case d = 4s+ 3 there is an additional term t2d+2s(d′, d′).
Proof. The cohomology algebra of A2r+1 for r odd is generated by ker d
0,∗
1 ; the coho-
mology classes σQ, IQ,a, and τd′−s,p, ..., τd′,p; and Ua,d−a,2r ` p for each a = 0, ..., d′ − 1
and p ∈ P(a, d− a). In the case d = 4s+ 3 there are also classes IQ. 
Theorem 20.5. The rank series of the cohomology ring of A2r+1 for r even is
bt(d) + t
d+1at(d
′, d′) + t2d+2
d′−1/2∑
a=0
pt(2a, d+ 1− 2a)+
+td+1
s∑
j=0
t4(d
′−j)p(2j, d+ 1− j) + td+2r+1
d′−1∑
a=0
pt(a, d− a).
In the case d = 4s+ 3 there is an additional term t2d+2s(d′, d′)].
54 R. SADYKOV
Proof. The cohomology algebra of A2r+1 for r odd is generated by ker d
0,∗
1 ; the coho-
mology classes σQ, IQ,a, and τd′−s,p, ..., τd′,p; and U+a,d−a,2r+1 ` p − U−a,d−a,2r+1 ` p for
each a = 0, ..., d′ − 1 and p ∈ P(a, d − a). In the case d = 4s + 3 there are also classes
IQ. 
Theorem 20.6. The rank series of the cohomology ring of A∞ is
bt(d) + t
d+1at(d
′, d′)+
+t2d+2
d′−1/2∑
a=0
pt(2a, d+ 1− 2a) + td+1
s∑
j=0
t4(d
′−j)p(2j, d+ 1− j)
In the case d = 4s+ 3 there is an additional term t2d+2s(d′, d′).
Proof. The cohomology algebra of A2r for r odd is generated by ker d
0,∗
1 ; the cohomology
classes σQ, IQ,a, and τd′−s,p, ..., τd′,p. In the case d = 4s+ 3 there are also classes IQ. 
21. The cohomology group of Ar for d = 4s+ 2
Theorem 21.1. The rank series of the cohomology ring of A1 is
td+1pt(0, d+ 1)] + t
d+1
d/2∑
a=1
pt(a, d+ 1− a).
Proof. By Remark 15.6, for d even the spectrum A1 splits as
A1 = [A1(0,d + 1)] ∨ [A1(1,d)/A0] ∨ · · · ∨ [A1(d/2,d/2 + 1)/A0].

Theorem 21.2. The rank series of the cohomology ring of A2r for r odd is
bt(d) + t
d+1
s∑
j=0
t4(2s+1−j)p(2j + 1, d− 2j) + t2d+2r
s∑
i=0
pt(2i, d− 2i).
Proof. The cohomology algebra of A2r is generated by ker d
0,∗
1 , which contributes the
polynomial bt(d); the classes τ2s−j+1,p for j = 0, ...s, which contributes the second term;
the classes U2i,d−2i,2r `ep for each i = 0, ..., s and p ∈ P(2i, d− 2i). 
Theorem 21.3. The rank series of the cohomology ring of A2r+1 for r odd is
bt(d) + t
d+1
s∑
j=0
t4(2s+1−j)p(2j + 1, d− 2j) + t2d+2r+1
s∑
i=0
pt(2i, d− 2i).
Proof. The cohomology algebra of A2r+1 is generated by ker d
0,∗
1 ; the classes τ2s−j+1,p
for j = 0, ...s; and the cohomology classes
U+2i,d−2i,2r+1 `ep− U−2i,d−2i,2r+1 `ep
for each non-negative integer i ≤ s and p ∈ P(2i, d− 2i). 
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Theorem 21.4. The rank series of the cohomology ring of A2r for r even is
bt(d) + t
d+1
s∑
j=0
t4(2s+1−j)p(2j + 1, d− 2j)+
+td+2rst(2s+ 1, 2s+ 1) + t
d+2r
2s∑
a=0
pt(a, d− a).
Proof. The cohomology algebra of A2r+1 is generated by ker d
0,∗
1 ; the classes τ2s−j+1,p
for j = 0, ...s; and the cohomology classes Ua,d−a,2r ` p for each a = 0, ..., 2s and
p ∈ P(a, d− a); and for a = 2s+ 1 and p ∈ SP(2s+ 1, 2s+ 1).

Theorem 21.5. The rank series of the cohomology ring of A2r+1 for r even is
bt(d) + t
d+1
s∑
j=0
t4(2s+1−j)p(2j + 1, d− 2j)+
td+2r+1at(2s+ 1, 2s+ 1) + t
d+2r+1
2s∑
a=0
pt(a, d− a).
Proof. The cohomology algebra of A2r+1 is generated by ker d
0,∗
1 ; the classes τ2s−j+1,p
for j = 0, ...s; and the cohomology classes
U+a,d−a,4r+1 `p− U−a,d−a,4r+1 `p
for each a = 0, ..., 2s and p ∈ P(a, d − a); and for a = 2s + 1 and each p ∈ AP(2s +
1, 2s+ 1).

Theorem 21.6. The rank series of the cohomology ring of A∞ is
bt(d) + t
d+1
s∑
j=0
t4(2s+1−j)p(2j + 1, d− 2j).
Proof. The cohomology algebra of A∞ is generated by ker d
0,∗
1 , and the cohomology
classes τ2s−j+1,p for j = 0, ...s. 
22. Rational homotopy theory
Let X be a simply connected space with H∗(X;Q) of finite type. Then, by the Hopf
theorem, H∗(ΩX,Q) is a free graded commutative algebra and, by the Cartan-Serre and
Milnor-Moore theorems, the Hurewicz homomorphism
pi∗(ΩX)⊗Q −→ P∗(ΩX)
is an isomorphism onto the primitive subspace for H∗(ΩX), e.g., see [12, Theorem
10.7] where the primitive elements are identified with those classes whose Kronecker
pairing vanishes with any cohomology class x that decomposes as a product x = yz
of cohomology classes in positive degrees. Furthermore, the space ΩX has a rational
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Table 10. Linear generators of ker(d1,∗1 ).
d = 4s τ2s−j,p =
∑
a,b (−1)aUa,b,1 `p
where
p ∈ p′2s−jP(2j + 1, 4s− 2j),
j = 0, ..., s− 1; a = 0, ..., 2j + 1; b = 4s+ 1− a
σQ =
∑
a,b (−1)aUa,b,1 `Q
where
Q ∈ SP(2s, 2s); a = 0, ..., 2s; b = 4s+ 1− a
d = 4s+ 1 IQ,a = Ua,b,1 `Q
where
Q ∈ eP(a, b), a = 0, 2, 4, ..., 2s, b = 4s+ 2− a
τ2s+1−j,p =
∑
a,b (−1)aUa,b,1 `p
where
p ∈ p′2s+1−jP(2j, 4s+ 2− j),
j = 0, ..., s; a = 0, ..., 2j; b = 4s+ 2− a
σQ =
∑
a,b (−1)aUa,b,1 `Q
where
Q ∈ AP(2s+ 1, 2s+ 1), a = 0, ..., 2s+ 1; b = 4s+ 2− a
d = 4s+ 2 τ2s+1−j,p =
∑
a,b (−1)aUa,b,1 `p
where
p ∈ p′2s+1−jP(2j + 1, 4s+ 2− 2j),
j = 0, ..., s; a = 0, ..., 2j + 1; b = 4s+ 3− a
σQ =
∑
a,b (−1)aUa,b,1 `Q
where
Q ∈ SP(2s+ 1, 2s+ 1), a = 0, ..., 2s+ 1; b = 4s+ 3− a
d = 4s+ 3 IQ,a = Ua,b,1 `Q
where
Q ∈ eP(a, b), a = 0, 2, 4, ..., 2s, b = 4s+ 4− a
IQ = U2s+2,2s+2,1 `Q
where
Q ∈ eSP(2s+ 2, 2s+ 2)
τ2s+2−j,p =
∑
a,b (−1)aUa,b,1 `p
where
p ∈ p′2s−j+2P(2j, 4s+ 4− 2j),
j = 0, ..., s; a = 0, ..., 2j; b = 4s+ 4− a
σQ =
∑
a,b (−1)aUa,b,1 `Q
where
Q ∈ AP(2s+ 2, 2s+ 2), a = 0, ..., 2s+ 2; b = 4s+ 4− a
homotopy type of a weak product of spaces K(Q, n). More precisely, there are rational
homotopy equivalences
K(Q, 2s+ i) 'Q S2s+1 and K(Q, 2s) 'Q ΩS2s+1.
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Let aj : S
2mj+1 → X and bi : S2ni+2 → X be maps representing the homotopy classes
in a basis of pi∗(X)⊗Q. Then the adjoints of the bi’s and the loops of the aj ’s give rise
to a continuous map∏
K(Q, 2ni + 1)×
∏
K(Q, 2mj) 'Q
∏
S2ni+1 ×
∏
ΩS2mj+1 −→ ΩX,
from a weak product of infinitely many spaces. This map induces an isomorphism of
rational homotopy groups. It also induces an isomorphism of rational homology groups
(e.g., see the textbook [15]).
23. Definition of cobordism groups of Morin maps
For this section we fix a value for r = 0, 1, ...,∞.
A proper map F : M → N × [0, 1] is said to be a cobordism of two proper Ar-maps
fi : Mi → N × {i}, with i = 0, 1, if ∂M = M0 unionsqM1, the map F |Mi : Mi → N × {i}
coincides with fi for i = 0, 1, and the restriction of f to collar neighborhoods of M0 and
M1 in M can be identified with the disjoint union of suspensions
f0 × id : M0 × [0, δ) −→ N × [0, δ)
and
f1 × id : M1 × (1− δ, 1] −→ N × (1− δ, 1],
where id is the identity map of an appropriate space, and δ > 0 is a sufficiently small
real number. The classes of cobordant (proper) Ar-maps of dimension d into a fixed
manifold N form a semigroup Hd(N ;Ar) with respect to the operation which in terms
of representatives is given by taking the disjoint union of maps. It turns out that the
semigroup Hd(N ;Ar) is a group.
Theorem 23.1. For each d ≥ 0 there exists an infinite loop space Ω∞Ar = Ω∞Ar(d)
such that for each manifold N , the cobordism group Hd(N ;Ar) is isomorphic to the
group [N,Ω∞−dAr] of homotopy classes of maps.
In the stated form Theorem 23.1 is proved by the author [50]. With additional
assumptions that N is closed and dimN ≥ 2, it is proved in the paper [47] and a
closely related theorem is proved by Ando in [5]. In the case d < 0, the theorem for
cobordism groups of Ar-maps is also true; its versions are due to Ando [5], Szucs [54] and
the author [47], [50]. The spectrum Ar is a counterpart of the spectra constructed by
Eliashberg, who was motivated by Lagrangian and Legendrian immersions [14] (note,
however, that in contrast to equivariant spectra in [14] and [5], the spectrum Ω∞Ar
defines a cobordism theory on the category of topological spaces).
Remark 23.2. Cobordism groups of Ar-maps should not be confused with bordism
groups of Ar-maps. These two groups are different. The definition of bordism groups
is obtained from the definition of cobordism groups by replacing “proper Ar-maps” by
“Ar-maps of closed manifolds” (for details see the paper [47]). We do not claim that
the bordism group of R-maps into a manifold N is isomorphic to [N,Ω∞−dAr].
An Ar-map f : M → N is said to be orientable if the stable vector bundle f∗TN	TM
over M is orientable. A choice of orientation on f∗TN 	TM determines an orientation
on the Ar-map f . The oriented cobordism group of Ar-maps is defined similarly to the
cobordism group of Ar-maps by replacing “Ar-maps” by “oriented Ar-maps”.
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24. Computation of rational cobordism groups of Ar-maps
From evaluation of the homology groups of E∗,∗1 , it follows that the groups E
i,∗
2 , with
i > 1, are trivial. Hence the Kazarian spectral sequence for Ar singularities collapses at
the second term.
Corollary 24.1. For each dimension n the vector space Hn(Ar) is finite dimensional.
Proof. We have seen that Hn(Ar) is of finite rank. By the Universal Coefficient Theo-
rem, the groups Hn(Ar) are also of finite ranks. 
Let Ω∞Ar denote the classifying loop space of Ar-maps. Then, by considering spaces
Ω(Ωt−1[Ar]t), we conclude that H∗(Ω∞Ar) is a free graded commutative algebra, and
its generators are in bijective correspondence with classes in
pi∗(Ω∞Ar)⊗Q ≈ pi∗(Ar)⊗Q.
On the other hand, the Hurewicz homomorphism
pin(Ar)⊗Q −→ Hn(Ar)
is an isomorphism (e.g., see [12, Corollary 10.11]). Thus the map
∏
K(Q, ni)→ Ω∞Ar
induces an isomorphism of rational homology groups, where the product is indexed by
a set of generators of the vector space pi∗(Ω∞A) ⊗ Q. Thus we deduce the following
theorem.
Theorem 24.2. For each r ≥ 1, the rational oriented cobordism class of an Ar-map is
completely determined by the characteristic classes described in Theorem 6.2.
Theorem 24.3. For each r ≥ 1, the rational oriented cobordism class of an Ar-map
into a Euclidean space is completely determined by its characteristic numbers.
Proof. On one hand side, the rational oriented cobordism class x of an Ar-map into a
Euclidean space is determined by the corresponding homotopy class x′ in pi∗(Ω∞Ar)⊗Q.
On the other hand, the image x of x′ under the Hurewecz homomorphism is determined
by the values 〈p, x′〉 of cohomology classes p ∈ H∗(Ω∞Ar). Finally, we observe that these
values coincide with characteristic numbers of Ar-maps into a Euclidean space. 
It also immediately follows that for rational oriented cobordism groups “the higher
singularities are not necessary”.
Corollary 24.4. Every Morin map is rationally cobordant through Morin maps to a
fold map.
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Table 11. Differential d1,∗1 in the case d = 4s.
U2s,2s+1,1 `Q[p1, . . . , ps, p′1, ..., p′s]
,,ZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZ
// (eU2s,2s,2 ⊕ U2s,2s,2) `AP[p1, . . . , ps, p′1, ..., p′s]
U2s−1,2s+2,1 `Q[p1, . . . , ps−1, p′1, ..., p′s+1]
,,ZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZ
// U2s−1,2s+1,2 `Q[p1, . . . , ps−1, p′1, ..., p′s]
U2s−2,2s+3,1 `Q[p1, . . . , ps−1, p′1, ..., p′s+1]
,,ZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZ
// (eU2s−2,2s+2,2 ⊕ U2s−2,2s+2,2) `Q[p1, . . . , ps−1, p′1, ..., p′s+1]
U2s−3,2s+4,1 `Q[p1, . . . , ps−2, p′1, ..., p′s+2]
--ZZZZZZZ
ZZZZZZZZ
ZZZZZZZZ
ZZZZZZZZ
ZZZZZZZZ
// U2s−3,2s+3,2 `Q[p1, . . . , ps−2, p′1, ..., p′s+1]
· · ·
--ZZZZZZZ
ZZZZZZZZ
ZZZZZZZZ
ZZZZZZZZ
ZZZZZZZZ
// · · ·
U3,4s−2,1 `Q[p1, p′1, ..., p′2s−1]
,,ZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZ
// U3,4s−3,2 `Q[p1, p′1, ..., p′2s−2]
U2,4s−1,1 `Q[p1, p′1, ..., p′2s−1]
,,ZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZ
// (eU2,4s−2,2 ⊕ U2,4s−2,2) `Q[p1, p′1, ..., p′2s−1]
U1,4s,1 `Q[p′1, ..., p′2s]
,,ZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZ
// U1,4s−1,2 `Q[p′1, ..., p′2s−1]
U0,4s+1,1 `Q[p′1, ..., p′2s] // (eU0,4s,2 ⊕ U0,4s,2) `Q[p′1, ..., p′2s]
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Table 12. Differential d1,∗1 in the case d = 4s+ 1.
U2s+1,2s+1,1 `AP[p1, . . . , ps, p′1, ..., p′s]
,,ZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZ
// 0
(eU2s,2s+2,1 ⊕ U2s,2s+2,1) `Q[p1, . . . , ps, p′1, ..., p′s+1]
,,ZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZ
// U2s,2s+1,2 `Q[p1, . . . , ps, p′1, ..., p′s]
U2s−1,2s+3,1 `Q[p1, . . . , ps−1, p′1, ..., p′s+1]
,,ZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZ
// U2s−1,2s+2,2 `Q[p1, . . . , ps−1, p′1, ..., p′s+1]
(eU2s−2,2s+4,1 ⊕ U2s−2,2s+4,1) `Q[p1, . . . , ps−1, p′1, ..., p′s+2]
,,ZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZ
// U2s−2,2s+3,2 `Q[p1, . . . , ps−1, p′1, ..., p′s+1]
U2s−3,2s+5,1 `Q[p1, . . . , ps−2, p′1, ..., p′s+2]
--ZZZZZZZ
ZZZZZZZZ
ZZZZZZZZ
ZZZZZZZZ
ZZZZZZZZ
// U2s−3,2s+4,2 `Q[p1, . . . , ps−2, p′1, ..., p′s+2]
· · ·
--ZZZZZZZ
ZZZZZZZZ
ZZZZZZZZ
ZZZZZZZZ
ZZZZZZZZ
// · · ·
U3,4s−1,1 `Q[p1, p′1, ..., p′2s−1]
,,ZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZ
// U3,4s−2,2 `Q[p1, p′1, ..., p′2s−1]
(eU2,4s,1 ⊕ U2,4s,1) `Q[p1, p′1, ..., p′2s]
,,ZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZ
// U2,4s−1,2 `Q[p1, p′1, ..., p′2s−1]
U1,4s+1,1 `Q[p′1, ..., p′2s]
,,ZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZ
// U1,4s,2 `Q[p′1, ..., p′2s]
(eU0,4s+2,1 ⊕ U0,4s+2,1) `Q[p′1, ..., p′2s+1] // U0,4s+1,2 `Q[p′1, ..., p′2s]
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Table 13. Differential d1,∗1 in the case d = 4s+ 2.
U2s+1,2s+2,1 `Q[p1, . . . , ps, p′1, ..., p′s+1]
,,ZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZ
// U2s+1,2s+1,2 `AP[p1, . . . , ps, p′1, ..., p′s]
U2s,2s+3,1 `Q[p1, . . . , ps, p′1, ..., p′s+1]
,,ZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZ
// (eU2s,2s+2,2 ⊕ U2s,2s+2,2) `Q[p1, . . . , ps, p′1, ..., p′s+1]
U2s−1,2s+4,1 `Q[p1, . . . , ps−1, p′1, ..., p′s+2]
,,ZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZ
// U2s−1,2s+3,2 `Q[p1, . . . , ps−1, p′1, ..., p′s+1]
U2s−2,2s+5,1 `Q[p1, . . . , ps−1, p′1, ..., p′s+2]
--ZZZZZZZ
ZZZZZZZZ
ZZZZZZZZ
ZZZZZZZZ
ZZZZZZZZ
// (eU2s−2,2s+4,2 ⊕ U2s−2,2s+4,2) `Q[p1, . . . , ps−1, p′1, ..., p′s+2]
· · ·
--ZZZZZZZ
ZZZZZZZZ
ZZZZZZZZ
ZZZZZZZZ
ZZZZZZZZ
// · · ·
U3,4s,1 `Q[p1, p′1, ..., p′2s]
,,ZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZ
// U3,4s−1,2 `Q[p1, p′1, ..., p′2s−1]
U2,4s+1,1 `Q[p1, p′1, ..., p′2s]
,,ZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZ
// (eU2,4s,2 ⊕ U2,4s,2) `Q[p1, p′1, ..., p′2s]
U1,4s+2,1 `Q[p′1, ..., p′2s+1]
,,ZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZ
// U1,4s+1,2 `Q[p′1, ..., p′2s]
U0,4s+3,1 `Q[p′1, ..., p′2s+1] // (eU0,4s+2,2 ⊕ U0,4s+2,2) `Q[p′1, ..., p′2s+1]
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Table 14. Differential d1,∗1 in the case d = 4s+ 3.
U2s+2,2s+2,1 `(AP ⊕ eSP)[p1, . . . , ps+1, p′1, ..., p′s+1]
,,ZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZ
// 0
U2s+1,2s+3,1 `Q[p1, . . . , ps, p′1, ..., p′s+1]
,,ZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZ
// U2s+1,2s+2,2 `Q[p1, . . . , ps, p′1, ..., p′s+1]
(eU2s,2s+4,1 ⊕ U2s,2s+4,1) `Q[p1, . . . , ps, p′1, ..., p′s+2]
,,ZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZ
// U2s,2s+3,2 `Q[p1, . . . , ps, p′1, ..., p′s+1]
U2s−1,2s+5,1 `Q[p1, . . . , ps−1, p′1, ..., p′s+2]
,,ZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZ
// U2s−1,2s+4,2 `Q[p1, . . . , ps−1, p′1, ..., p′s+2]
(eU2s−2,2s+6,1 ⊕ U2s−2,2s+6,1) `Q[p1, . . . , ps−1, p′1, ..., p′s+3]
--ZZZZZZZ
ZZZZZZZZ
ZZZZZZZZ
ZZZZZZZZ
ZZZZZZZZ
// U2s−2,2s+5,2 `Q[p1, . . . , ps−1, p′1, ..., p′s+2]
· · ·
--ZZZZZZZ
ZZZZZZZZ
ZZZZZZZZ
ZZZZZZZZ
ZZZZZZZZ
Z // · · ·
U3,4s+1,1 `Q[p1, p′1, ..., p′2s]
,,ZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZ
// U3,4s,2 `Q[p1, p′1, ..., p′2s]
(eU2,4s+2,1 ⊕ U2,4s+2,1) `Q[p1, p′1, ..., p′2s+1]
,,ZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZ
// U2,4s+1,2 `Q[p1, p′1, ..., p′2s]
U1,4s+3,1 `Q[p′1, ..., p′2s+1]
,,ZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZZZZ
ZZZZ
// U1,4s+2,2 `Q[p′1, ..., p′2s+1]
(eU0,4s+4,1 ⊕ U0,4s+4,1) `Q[p′1, ..., p′2s+2] // U0,4s+3,2 `Q[p′1, ..., p′2s+1]
