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Abstract 
We present an experimental demonstration of the efficient acceleration of electrons 
beyond 60 MeV using micro-channel plasma targets. We employed a high-contrast, 2.5 
J, 32 fs short pulse laser interacting with a 5 m inner diameter, 300 m long micro-
channel plasma target.  The micro-channel was aligned to be collinear with the 
incident laser pulse, confining the majority of the laser energy within the channel. The 
measured electron spectrum showed a large increase of the cut-off energy and slope 
temperature when compared to that from a 2 m flat Copper target, with the cutoff 
energy enhanced by over 2.6 times and the total energy in electrons >5 MeV enhanced 
by over 10 times. Three-dimensional particle-in-cell simulations confirm efficient 
direct laser acceleration enabled by the novel structure as the dominant acceleration 
mechanism for the high energy electrons. The simulations further reveal the guiding 
effect of the channel that successfully explains preferential acceleration on the 
laser/channel axis observed in experiments. Finally, systematic simulations provide 
scalings for the energy and charge of the electron pulses. Our results show that the 
micro-channel plasma target is a promising electron source for applications such as ion 
acceleration, Bremsstrahlung X-ray radiation, and THZ generation. 
*jill@siom.ac.cn 
+snyderjc@miamioh.edu  
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I. Introduction 
The relativistic laser-plasma interaction (LPI) is an efficient source of high energy 
electrons [1-5], ions [6-8], high-order harmonics [9, 10] and electron-positron jets [11-
13]. These processes mostly rely on energy conversion from the laser pulse to electrons, 
since the latter is more responsive to the laser field than other species. In the low 
plasma-density regime, both direct laser acceleration (DLA) and laser-driven wakefield 
acceleration (LWFA) are possible mechanisms for generating high energy electrons. 
Electrons gain energy directly from the oscillating laser field in the former case and 
from the plasma wakefield in the latter. Steady progress has been made with low-
density gas targets, from which multi-GeV electrons are now available [14, 15]. The 
interaction at low densities tends to be controllable wherein one can tune the energy, 
charge, and energy spread of the electron beam by varying the density, injection position, 
and composition of the target [16-19]. The generation of superponderomotive electrons 
in relativistically transparent and near-critical density plasmas has been studied 
experimentally and via simulations, although the propagation length of the laser pulse 
through these media may be limited [20-26]. The scenario in the high density regime, 
however, is quite different. A highly overdense plasma interface prohibits a short laser 
pulse from propagating through unless it is ultrathin, thus the interaction region of the 
laser field and a given electron is usually restricted to a length of order the laser 
wavelength. The energy gain for electrons is therefore limited, leading to a relatively 
low energy/efficiency that scales with the laser intensity as 
0~ I  [27]. Moreover, the 
investigation of ultra-short lasers interacting with initially solid-density matter has been 
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mainly focused on flat targets, where controlling LPI is more challenging partially due 
to the pre-pulse issue [28].  
A recent development to enhance the laser-solid interaction is using structured 
interfaces [29-45]. Particularly, nano-wires [32], nano-particles [29], nano-spheres [31] 
and snowflakes [30] have been proposed to increase the laser absorption efficiency. 
These structures are mostly on a nanometer scale that promotes efficient surface heating 
of electrons and hence increases their population.  An alternative approach with the 
potential for a larger boost in electron energies uses laser pulses and target structures 
designed for a prolonged interaction. For a laser wavelength ~1 m, we suggest that 
structures on a comparable scale offer complementary capabilities. They can enable the 
controlled propagation of the laser beam, turning the DLA mechanism on in the solid 
density regime. DLA is superior to surface heating for producing directed, high-energy 
electrons [46, 47]. Its possible advantages for enhancing proton acceleration [34, 39] 
and local laser intensities [38] have been shown in previous simulations. We therefore 
propose to use micro-sized structures to extend the laser-solid interaction in a highly 
controlled fashion. Practical application requires that the micro-scale structures be 
produced in a well aligned and highly-ordered array. The ordered structures can be 
altered to vary the spatial period, spacing and/or length of the structures to tailor the 
laser-driven electron source to a specific desired secondary application, such as ion 
acceleration, Bremsstrahlung X-ray radiation, and THZ generation.  
In this paper, we present experimental results using a micro-channel structure to 
enhance and manipulate laser-driven electron sources via DLA in the solid density 
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regime. Using the ultrahigh intensity Scarlet Laser [48] at The Ohio State University, 
we demonstrate a significant increase in cut-off energy and electron yield using the 
micro-channel structure compared to a flat, 2m Cu target. Additionally, we note a 
preferential acceleration along the tube axis by comparing electron spectra along both 
the tube axis and the target normal axis. Three-dimensional particle-in-cell (PIC) 
simulations confirm the role of DLA when using the micro-channel targets and 
elucidate the guiding capabilities of the novel target structure. 
 
II. Results 
A. Experiment 
 
 
Figure 1. Experimental set-up: An 800 nm, 3.5 J, 32 fs laser pulse is focused onto a 
plasma mirror, resulting in ~2.5 J delivered onto the target in a focal spot of 2.2 m 
full-width at half-maximum. The 300 m long channels of the MCP (inset) are aligned 
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with the laser propagation axis. The laser is incident on the target surface at the channel 
12o bias angle with respect to the surface. The electron signal is measured with magnetic 
spectrometers on the laser/channel axis (e-spec #1) and along the rear target normal 
direction (e-spec #2). Lower-right image shows the front view of MCP channel with an 
inner diameter of 5 m and a spatial period is 6 m. 
 
The experimental setup is detailed in Figure 1. During the experiment, the Scarlet laser 
delivered an 800 nm-wavelength, 32 fs-duration beam with total energy averaging 3.5 
J. An F/2.2 off-axis parabola was used to focus the beam. The intrinsic pulse contrast 
was greater than 1010 on the nanosecond scale and 108 on the picosecond scale. The 
contrast was further enhanced by 30-40 times by placing a plasma mirror (PM) 2.8 mm 
before the target. After the PM, 2.5 J of laser energy was left, 80% of which was focused 
onto a spot size as small as 2.2 m full-width at half-maximum (FWHM), resulting in 
an on-target intensity up to 6.71020 W/cm2. Considering misalignment between the 
laser and the target, the estimated on-target intensity could be lower. Comparison of 
electron spectra from flat foil targets with simulations suggest a peak intensity around 
4.21020 W/cm2. 
We chose a micro-channel plate (MCP) produced by Photonis USA, Inc. as the 
structured target. The MCP was 300 m thick, with a channel inner diameter of 5 m, 
pitch of 6 m, and bias angle of 12o. The 12o bias angle allowed target alignment with 
the tube axis parallel to the laser axis without having back reflections that could 
possibly damage optics in the laser chain. The 6 m pitch provided a favorable open 
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area ratio that ensured most of the laser energy entered the structure while the 5 m 
inner diameter ensured the laser intensity at the boundary would be sufficient to 
enhance the interaction. Multiple targets were cut from a single device. These features 
made the MCP target an ideal, and readily available, structure for manipulating DLA in 
the solid-density regime. MCPs are designed for measuring electron/X-ray signals 
wherein a voltage across the MCP produces cascading electrons that enhance the input 
signal. They are relatively low cost and readily available and here we show that the 
unique properties of the MCP are most favorable for enhancing and manipulating LPI 
in the overdense regime. 
To characterize the angular distribution, accelerated electrons were collected in two 
magnetic spectrometers located along the laser-axis (or channel axis, defined as 0o) and 
along the target normal (12o off laser-axis). The entrance slit of both spectrometers was 
0.5 cm high and 250 m wide. The 0o spectrometer had an energy range of 0.3-61 MeV 
while the energy range for the 12o spectrometer was 0.3-63 MeV. The magnetic field in 
the center of the gap of the 0o and 12o spectrometers measured 0.55 T and 0.58 T, 
respectively. The spectrometers used BAS-MS image plate (IP) detectors scanned using 
a GE Typhoon FLA 7000 scanner. The raw signal of the image plates (Figure 2) was 
converted to total electron number using the method described by Tanaka, et al. [49] 
with the IP calibration given by Rabhi, et al. [50] For comparison shots, we used a 
standard 2 m flat Cu target and a 300 m flat glass target. The latter was cut from the 
edge of the MCP where no channels were present to have a material matching that of 
the channel walls. 
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A significant difference can be seen from the raw signals received by the IPs in Figure 
2(a-b). The signal from the MCP target is saturated on the scale shown, while that from 
the (unstructured) 2 m Cu foil is much weaker. The derived electron energy spectra 
are compared in Figure 2. The electron cutoff energy from the MCP target extends 
beyond the detectable range of either spectrometer, reaching a maximum energy in 
excess of 63 MeV – at least 2 times higher than the Cu foil cutoff. When compared to 
the baseline 300 m glass target, there is nearly an order of magnitude increase in cutoff 
energy for the MCP target. Further, the electron slope temperature for the MCP targets 
reaches up to 15 MeV, much higher than the flat interfaces in either direction. The total 
energy in electrons >5 MeV from the MCP is enhanced by more than an order of 
magnitude when compared to the 2 m Cu target.  
It has been known that an ultra-intense laser normally impinging on a solid flat foil 
creates a distribution with an approximate, characteristic ponderomotive electron 
temperature of 2 18 2 2
0 0 [MeV] 0.511 ( 1 /1.37 10 Wμm /cm 1)ekT I        
[27], with 
Io the peak intensity in W/cm2 and the wavelength λ0 in μm. For parameters specified 
above, the slope temperature is predicted to be ~6.7 MeV, consistent with our results 
for the flat Cu-target (see in Figure 3). However, the MCP target produces 
superponderomotive electrons with an electron slope temperature that is more than 
twice the predicted value, suggesting a different acceleration mechanism.  
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Figure 2. Raw image plate signal from (a) the MCP target and (b) the 2m Cu target 
on the same scale. The inset in (a) shows the MCP target signal on a different scale. The 
derived electron spectra on (c) laser/channel axis and (d) target normal. Shown are 
results using MCP targets (blue, red), the 2 m thick Cu targets (pink), and the 300 m 
thick glass target (black). The gray area denotes the detection limits of the electron-
spectrometers.   
 
The slope temperature for each case is summarized in Figure 3. One notices the 
distinctive trend between the two measured directions for each target type. The trend 
seen in the Cu foil is typical for simple flat foils where the laser does not break through. 
For such a case, the sheath field set up at the rear surface points in the target normal 
direction. The majority of the super-thermal electrons are deflected by the sheath field 
each time they circulate though the foil [51] and finally, on average, these electrons 
expand along the target normal direction. This is clearly illustrated in Figure 3, where 
the target-normal slope temperature is larger than the on-axis one for the flat target. 
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This is in contrast to the MCP target which produces higher slope temperatures on the 
laser/channel axis than in the other direction, as shown in Figure 3. This suggests a 
preferential acceleration of the highest energy electrons along the 00 direction. As we 
discuss below, this is strong evidence of the guiding capability of the MCP targets.  
 
Figure 3. The slope temperatures from MCP targets (red-squares) and 2m Cu targets 
(blue-triangles) in the experiment. The data was collected on the laser axis at 0o angle 
and in the target normal direction at 12o angle. 
 
B. Simulations 
The above experimental results show that the MCP structures greatly enhance both the 
maximum energy and the generation efficiency of the laser-driven electrons in the solid-
density regime. To establish the acceleration mechanism, we carried out full three-
dimensional (3D) particle-in-cell (PIC) simulations with the simulation code VLPL [52]. 
In each simulation, a y-polarized laser pulse propagates along the x direction in a 
simulation box of 400  220  220 extent divided into 1600220220 cells in the x 
 y  z dimensions, respectively (0= 0.8m). The laser field amplitude has a profile of 
2 2
0( / ) 2
0 0sin [ /(2 )]
r
ya a e t
     where 
0 0 0/ ea eE m c   is the dimensionless laser 
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electric field amplitude with e  and 
em  the fundamental charge and electron mass, 
0E  and 0  the amplitude and angular frequency of the laser, and c  the light speed 
in vacuum. We set a0 = 14 (
20 2
0 4.2 10 W/cmI   ), pulse duration 0 = 35 fs and spot 
size 0 = 2.56 m, corresponding to a total energy of 2.15 J. To mimic the laser 
interacting with a single channel, a 300 m long carbon tube with inner diameter of 5 
m and boundary thickness of 1 m was placed at x = 8 m. A moving window was 
employed to model the long interaction distance. The tube is fully ionized with an initial 
electron density of ne = 180nc (
2 2
0 / 4c en m e   is the critical density). The time step 
was 
00.008t T   to meet the criterion for relativistic electron motion [53]. We used 
27 macro-particles per cell for all species. 
 The results for a 2 m thick Cu-foil and the MCP target are shown in Figure 4 (a). The 
difference between the MCP target and the flat target is consistent with the experimental 
results. The slope temperature from the forward-moving electrons is around 16.5 MeV 
for the MCP simulation and 7.5 MeV for the Cu-foil, in excellent agreement with our 
experimental observations. 
 
Figure 4. (a) Electron energy spectra from 3D PIC simulations for laser interaction with 
the MCP target (red-squared) and 2 m Cu-layer (black-triangled). Parameters were 
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chosen to match experimental condition (
0 14a  , tube length 300 m, inner diameter 
5 m etc.). The simulation spectra were recorded at the end of the simulation. (b) 
Scaling of the cut-off electron energy and total charge (>1MeV) as a function of the 
laser amplitude from simulations. The dashed lines are fits of the simulation data. 
Simulation data were collected when the acceleration peaks. 
 
III. Discussion 
We now consider the potential for this approach as an electron source by studying its 
scaling properties using a series of 3D PIC simulations. As shown in Figure 4 (b), the 
resulting cut-off energy and total beam charge (> 1MeV) were presented for laser 
amplitudes up to a0 = 50. We derived the scaling behavior by fitting the simulated results 
with a linear fit for cut-off energy and a parabolic fit for the beam charge. The cut-off 
electron energy is found to be proportional to the laser amplitude. While one would 
expect a scaling ~ a02 for DLA in free space, the weaker scaling found here could be 
partially due to the superluminal phase velocity in a channel [54]. Also, we find that the 
laser field extracts a significant number of electrons from the boundary that compensate 
the laser field so that the accelerating field is weakened. This “overloading” effect has 
also been noted in wakefield acceleration [55] and is more evident for stronger laser 
fields, leading to weaker energy scaling.  
On the other hand, efficient loading of electrons into the laser field yields ~ 2
0a  scaling 
of the beam charge. Electrons extracted from the channel extend to a transverse length 
of ~ ~ / (1 ) (1 ) / (1 )e x x xl t           (   
and x  are the transverse and 
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longitudinal velocities of the electrons; ~ 1/ (1 )xt    is the dephasing time between 
the electrons and the laser pulse). The in-tube electron density 0~en a  [37], thus the 
total electron number scales as 0~ ~e e e xN n l a p  for 1xp  . The scaling law 0~xp a
yields 2
0~eN a   
which agrees with the results shown in Fig. 4(b). With currently 
available laser technology (
0 50a  , beam energy 20 J), electron pulses with a total 
charge over 100 nC at ~ 125MeVekT  (23% efficiency) can be obtained. Therefore the 
laser-driven micro-channel-array could be a favorable electron source for numerous 
applications such as ion acceleration, Bremsstrahlung X-ray source, electron-positron 
jets, and intense THz generation, among others. 
It should be mentioned that electron acceleration within the channel could reach the 
dephasing stage if the tube is too long. We find that the cut-off energy for a laser pulse 
with 
0 50a   maximizes at 050t T , corresponding to a ~35 m acceleration length. 
Detailed studies indicate the dephasing length for 
0 5a  -50 lies between 20-50 m, 
although the underlying mechanism requires further investigation. The simulation 
results in Figure 4(a) were obtained after a 300 m interaction distance to mimic the 
experimental process, while in Figure 4(b) the electron spectrum data were collected  
at the time the acceleration peaks. Hence the cut-off energy is higher in the latter at 
0 14a  . 
An obvious advantage of the MCP target is that the driving laser can propagate in the 
channel for a distance much larger than the Rayleigh length. Hence the laser intensity 
can be preserved for a long time. In our case, the pulse was able to transmit through the 
300 m long channel before losing 95% of its total energy. During propagation, the 
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transverse laser electric field is strong enough to extract electrons directly from the 
inner channel surface. As shown in Figure 5(a), a positive Ey field detaches electrons 
from the upper boundary (y>0) and pulls them towards the center of the tube, while a 
negative Ey field pulls electrons from the lower boundary towards the center. These 
electrons gain relativistic velocities in the transverse direction in less than half of a laser 
period. Then, the laser Bz field turns the electrons in the forward direction, via the direct 
laser acceleration mechanism. Although the field exerted on these electrons is relatively 
weak at the boundary, the electrons are moved towards the channel center where the 
field peaks. This leads to a large energy gain for a significant portion of the electrons. 
In the end, a train of micro-bunches is generated with energies extending beyond 100 
MeV in the simulations.  
In free space, direct acceleration of electrons by a propagating laser is subject to the 
transverse ponderomotive force. Electrons injected head on into the laser field can be 
scattered, resulting in limited energy gain and large divergence angle. Instead, when 
using a channel, the electrons are injected transversely and the channel itself acts as a 
guiding structure for the energetic electrons (as shown below) and the laser pulse. This 
enables a long interaction distance. In Figure 5(b), we show the laser-induced plasma 
field in the vicinity of the tube. The plasma quasi-static fields are obtained by averaging 
the fields over one pulse length (FWHM) in the x direction for a given time step. This 
approximately eliminates the oscillating laser field. We observe a charge separation 
field Ep created by the electrons extracted from the channel walls and a surrounding 
magnetic field Bp. The latter is from the return current within the channel walls that 
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compensates for the current caused by the forward going electrons in the channel. While 
the Ep field tends to pull the electrons back to the boundary, the Bp field pushes them 
towards the center. The E-field and B-field ultimately have the same source, the 
extracted relativistic electrons, and thus are coupled together yielding forces that are 
approximately equal in magnitude. Hence, electrons can flow along the channel without 
diverging as they do in free space.  
To describe this, we calculated the electron energy density distribution in angular space. 
Each electron in the channel is characterized by a divergence angle  between the 
electron momentum and the propagation axis x and a lateral angle  between the 
transverse momentum 2 2
y zp p p     and the y-axis. In Figure 5(c) and (d), the 
angular distribution is shown for the MCP and the flat Cu-target. The laser/channel axis 
corresponds to  = 0o while the target normal direction is at ( = 12o,  = 180o). 
Electrons with kinetic energy exceeding 1 MeV emitted from the flat Cu-target are 
peaked at  = 12o and  = 180o - exactly the target normal direction. In contrast, for the 
MCP target the majority of the high energy electrons are centered at  = 0o. The result 
is consistent with our experimental observation in Figure 3, providing strong evidence 
of the channel’s guiding capabilities through the entire length of the channel. We note 
that electrons from the Cu-target are generated within a divergence angle of  ≈ 11o  
(half width at half maximum). As a comparison, a well-collimated electron beam is 
produced within a divergence angle  ≈  3.5o for the MCP target, a dramatic 
improvement on the beam quality due to the guiding effect. 
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Figure 5. (a) Distributions of the electron density and laser field Ey within the channel 
in the x-y plane (z=0). (b) The averaged charge separation field Ep and angular magnetic 
field Bp in the vicinity of the channel. The angular distribution of the electron energy 
density for the MCP (c) and the Cu target (d). 
 
IV. Conclusions 
In conclusion, we have proposed and successfully demonstrated high-energy electron 
acceleration produced by laser-driven micro-channel plasma targets with both 
experiments and simulations. The efficient DLA enabled by the novel micro-structure 
greatly enhances the outcome of the LPI and makes manipulation of the interaction 
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possible. Secondary applications based on the micro-structures are currently under 
investigation.  
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