. These metrics are parametrized by all strictly positive 1 -sequences. Here we determine the Hausdorff, packing and local (information) dimensions with respect to this family of metrics.
Introduction
The Sierpiński gasket S in R N −1 , N ≥ 2, is considered to be one of the basic fractal sets (cf. [9] ). Its Hausdorff dimension (with respect to the Euclidean metric) is known to be h = log N/ log 2, and agrees with other dimensions like packing dimension or capacity. Its h-dimensional Hausdorff measure is positive and finite.
It is defined as the unique non-empty, invariant set under N affine contractions of R N −1 . A second definition can be formulated geometrically using equilateral similar triangles. Still another definition has been given in [1] in terms of transient Markov chains and its associated Martin boundary. The latter is defined as a completion of its state space with respect to certain metrics, which we call Martin metrics. In between a dynamically or probabilistically influenced description of the gasket as a Furstenberg (Poisson) boundary is also possible (see [8] ).
The Martin metrics are defined using sequences r = (r n ) n∈N ∈ + 1 of summable, strictly positive reals and the Martin kernel (v, ξ) → k (v, ξ) . The Martin metrics have been investigated in [1] , [2] and [7] . It has been shown in the first paper that the Martin boundary (with respect to the metric defined by r n = 2 −n ) is homeomorphic to the Sierpiński gasket. In [2] it is also shown that this metric is not Lipschitz equivalent to the Euclidean metric; more precisely, the Hausdorff dimension is unchanged, but the h-dimensional Hausdorff measure is infinite. The Martin metrics are investigated in greater detail in [7] . They induce the same topology (hence the Martin boundary is a unique topological space). A simple condition is given when two metrics defined by two sequences r, r ∈ + 1 are Lipschitz equivalent. In particular, the Martin metric given by r ∈ + 1 is Lipschitz equivalent to the Euclidean metric if and only if n∈N 2 n r n < ∞. The Hausdorff dimension of the Sierpiński gasket is shown to be − log N/ log max{ 1 2 , γ} if the metric is given by the sequence r n = γ n , where 0 < γ < 1. In general, bounds for the Hausdorff dimension are given, when r varies over + 1 . The purpose of this note is to determine the Hausdorff dimension as well as the packing and information dimensions for Martin metrics. It will be shown that for any two parameters 1 2 ≤ λ ≤ ν < 1 one can find a metric such that the Hausdorff dimension is − log N/ log λ and the packing dimension is − log N/ log ν.
Martin metrics on quotients of shift spaces
Let Σ be the one-sided shift space over a finite alphabet A = {1, ..., N} where N ≥ 2. We are interested in certain equivalence relations ∼ on Σ and will determine the fractal dimension of the quotient spaces S = Σ/∼ in terms of Martin metrics. This random walk is transient and has a nontrivial Martin boundary (see [4] ). The Martin boundary carries a family of 'natural' metrics as follows: Let p(n, v, w) denote the n-step transition probability from v ∈ W to w ∈ W. Define the metric
where r(u) is any sequence enforcing convergence of the sum and where
denote the Martin kernel k and the Green function g of the walk. The Martin space is the completion of the state space W with respect to this metric and the Martin boundary is the complement of W within this space. It has a metric inherited from this construction, which depends on the norming sequence r(u) (u ∈ W). In this paper we consider the Sierpiński gasket S in R N −1 represented as the quotient space Σ/∼, where the equivalence relation is given by
The embedding is canonic:
It is known that S is homeomorphic to the Martin boundary of the Sierpiński walk. It is also known from [2] and [7] that the Martin metrics restricted to the Martin boundary can be described (up to Lipschitz equivalence) by
We note (see [7] and [1] ) that each metric ρ r generates the topology on S. Also note that the Martin kernel is derived from the number of paths from u to v. A precise formula for it is the content of Theorem 3.4 in [1] .
We denote by Π : Σ → S the map sending x ∈ Σ to its equivalence class. As usual, [a 1 , ..., a n ] denotes the cylinder set in Σ consisting of all points which begin with the sequence a 1 a 2 ...a n . We denote by a 1 , ..., a n the subset of all ξ ∈ S such that every representative x ∈ Σ of ξ is of the form
where w # denotes the unique word equivalent to w.
Dimensions
In this section S = Σ/∼ denotes the standard Sierpiński gasket. Let
and
Lemma 3.1. Let x, y ∈ Σ, and put α := α x,y and β := β x,y . Then
where y β = x α or x β = y α , and where β − α − 1 is the number of consecutive x α and y α in (1) and (2).
Proof. Let β = α + 1. We have the following cases: 
The following two corollaries are easy consequences of Lemma 3.1. 
and similarly The convergence is uniform for any sequence of (a s ) s≥1 .
Proof. By Theorem 2.7 in [7] , for any y, z ∈ Σ, and, using (3), for y ∈ Σ with β x,y = 2
In the same way one shows Also, for every m ≥ 1 we have that
Choosing m such that
since for β x,y < m by (5) and (4): Proof. The proof of the theorem follows from Lemma 3.6, 3.7 and the Lemma of Besikovič (see [5] , p.61). This last lemma is formulated for subsets of R n , however it also holds in the present situation. For the convenience of the reader we give a complete proof of the theorem.
Let r be fixed and consider balls with respect to the metric determined by r. From the proof of the two lemmas (3.6 and 3.7) it follows that for all ξ ∈ S lim sup r→0 µ (B ρr (ξ, r) )
If δ is small enough, the left hand side is ≥ 1/2 (say), hence taking the infimum over all δ-covers
. Letting δ → 0, we find that the s-dimensional Hausdorff measure is positive, consequently the Hausdorff dimension of S is ≥ s. Since s can be chosen arbitrarily close to − log N/γ, the Hausdorff dimension is ≥ − log N/γ.
Suppose sγ + log N < 0. Let δ, > 0. Define
Note that the family C δ covers S. Choose one of the B ρr (ξ, r) with maximal radius. Denote it by B 1 . Assume that B 1 , ..., B n have been chosen from C δ such that they are pairwise disjoint. Then choose B n+1 as one of the sets from C δ , disjoint from B 1 , ..., B n and of maximal radius. If such a set does not exist the procedure terminates. Note that by compactness of S there can only be a finite number of sets B i of radius ≥ r (since otherwise the centers of these balls form an infinite sequence with no accumulation point).
Let V i denote the set of points having at most the distance 2r i from B i , where r i is the radius of B i . Then for ξ ∈ S the set B ρr (ξ, r) ∈ C δ is either one of the B i 's or it intersects one of the B i 's of radius at least r (otherwise the set would have been chosen in the construction algorithm). It follows from this that each B ρr (ξ, r) is contained in one of the V i . Therefore {V i : i ≥ 1} is a 6δ-cover of S.
It follows that
Taking the limit as δ → 0 shows that the s-dimensional Hausdorff measure is finite, or the Hausdorff dimension of S is ≤ s. Varying s shows that the dimension is ≤ − log N/γ.
Example: If there exists a constant C such that for r = (r n ) n≥1 ∈ + 1
we have r n+m ≤ Cq m r n n, m ≥ 1 with q ≤ 1/2 then γ = log 1/2 and the Hausdorff dimension is log N/ log 2.
In the same way as Theorem 3.10 one can prove the following result for packing dimensions. . This can be accomplished by choosing r n appropriately. Indeed, choose integers 1 = n 1 < N 1 < n 2 < N 2 < n 3 ... and set r n = λ n for n j ≤ n < N j and r n = ν n for N j ≤ n < n j+1 . If n j and N j are chosen properly the claim follows: Indeed, for n l ≤ n < N l
A similar formula holds in case N l ≤ n < n l+1 . It follows immediately that log λ ≤ lim inf 
