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PREFACE
The following thesis is a version of a manuscript submitted to the journal Statistical
Methods in Medical Research (SMMR) on February 2, 2015. The title of the manuscript
submitted to SMMR is “Unified Variable Selection in Semi-Parametric Models,” and this
manuscript is currently under review by the journal. The thesis has more detailed
information including figures, more intensive simulations, programs, and detailed
derivations. The layout of the thesis follows that of the SMMR submission.
The goal of the research is to propose and develop a method that can perform
continuous and categorical variable selection in semi-parametric models built upon
reproducing kernels. The project is a continuation of a project by Zhang et al. published in
SMMR in 2013. That piece of work developed a general approach for using reproducing
kernels to perform variable selection on continuous variables. The research work in the
thesis is a refinement of that approach.
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Abstract
Terry, William Gant. M.S. The University of Memphis. May 2015. A Bayesian
Semi-Parametric Approach to Variable Selection. Co-Major Professors: Dr. Hongmei
Zhang (School of Public Health) and Dr. Lih-Yuan Deng (Mathematical Sciences)
Using semi-parametric models with Gaussian kernels, a variable selection process is
proposed. Through simulations, the proposed method, which can select either continuous
or discrete variables which may have complex interactions, is evaluated. The method is
employed in a real data application to identify important CpG sites and single nucleotide
polymorphisms (SNPs) in a set of genes such that DNA methylation of those sites and
SNPs may have joint effects on allergic sensitization.
v
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Motivated by research into the mechanisms and functionality of DNA that show variations
in DNA expression are due to more than just sequence variations6, this research develops
methodology for the use of methylation levels at various binding sites or CpG sites of
DNA sequences as a predictor for DNA expression resulting in susceptibility to allergens.
Subjects are drawn from the same community1, and the proposed informative CpG sites
and from a study based on the same individuals’ development of asthma7.
In the past, research has focused on models that use either the classic approach of
recognizing polymorphisms in DNA sequencing8, or changes in single nucleotide
polymorphisms (SNPs), or has focused on changes in methylation at CpG sites22
associated with these nucleotides. The models and procedures developed in this article
attempt to incorporate both SNPs and methylation at CpG sites as predictors in a single,
unified model which may have the ability to predict susceptibility to a disease or condition
such as allergic reactions.
In order to incorporate potentially complex interactions of unknown linear or
non-linear form between SNP’s and CpG sites, semi-parametric models are created using
1
a reproducing kernel22. The kernel relies on basis functions20 and satisfies Mercer’s
Condition15. The kernel maps the data to a feature space2. The variables of interest are
modeled using a hierarchical Bayesian modeling approach14 which is becoming
increasingly popular in epigenetic studies and related fields21.
The Bayesian approach is related to a penalized spline method13;11. The spline
method was originally applied via simulations in a context without Bayesian modeling16
before being further developed and related to other methods such as the semi-parametric
method used in this article.
For situations modeling continuous and categorical data, often, a kernel designed for
categorical variables such as the Identical By State (IBS) kernel8, and a separate kernel
for continuous variables such as the Gaussian kernel are incorporated into a mixture of
kernels. As often seen in regression analysis17;12, discrete variables, can be easily
incorporated into a model aptly suited for continuous variables23;10. We borrow this idea
and incorporate discrete variables into a continuous regression model. With a slight leap,
which we believe proves to develop a robust selection procedure, we standardize all
variables, continuous and categorical, and include them in a Gaussian kernel. The purpose
of standardization is to account for the different scales of variables and create a unified
kernel.
After a unified kernel is obtained, a variable selection procedure which assumes no
specific linear or non-linear form for the true model, is utilized. The variable selection
procedure incorporates a δ variable22 which takes on values of 0 or 1 for non-inclusion
and inclusion18;5, respectively, for all possible predictor variables. Compared to fully
parametric variable selection, our modeling approach allows for a large number of
predictor variables, and the predictor variables can be of potentially vastly different scales
and distributions.
The semi-parametric, kernel based method for variable selection finely tuned in this
article is shown to be far more effective and robust than similar spline based variable
2
selection such as the LASSO method19; this comparison is shown in a previous study22.
The procedure developed has many possible extensions including an extension for





Let yi be the response value for subject i. Assume there are n sample subjects. Let xi be a
p∗1 vector of p covariates including an intercept, and let β be a p∗1 vector of
coefficients representing the linear effects of the p known predictors. Then we include a
smoothing function h(Si,gi) which represents the effect on the response of some potential
discrete variables Si and some potential continuous variables gi. For simplicity, as we will
soon show, let us denote h(Si,gi) as just h(gi) where gi is a ν ∗1 vector of ν potential
predictor variables either discrete or continuous. Let εi be the random error term in the
model for subject i with variance σ2 as shown in equation 2.113.
(2.1) yi = xiT β +h(gi)+ εi
Variable selection using a kernel within this context permits more flexibility to the type of
model (i.e. linear or non-linear) than a parametric approach17. Let us now have h(·) ∈ Hκ ,
some function space generated by kernel K(·). K(·) can take a variety of forms as long as
it complies with some regularity conditions15;2 under Mercer’s Theorem. The kernel in
our case must be positive definite and thus a valid covariance function for h(·)13 as we
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will soon see. Thus h(·) can be represented as a linear combination of reproducing
kernels11;16;2, mapping the data to a hyperplane where it can be easily separated. As a






where K(·,gi) denotes the kernel vector entry for subject i rather than the entire kernel
denoted as K(·), and a = (a1, ...,an)T , a set of unknown parameters.
Using a scaled penalized likelihood function for equation 2.1 with λ controlling
trade-off between fit and complexity we arrive at the function13,










Maximizing equation 2.3 with respect to β and a, we obtain an estimate for ĥ through
substitution. It can be shown that this estimator is equivalent to the estimate for ĥ obtained
through the method of restricted maximum likelihood applied to equation 2.1, where we
assume h∼ N(0,τK(·)), where h is an n∗1 vector of random effects, τ = λ−1σ2, and
e∼ N(0,σ2I)13.
Now we discuss the selection of kernel K(·). Although several kernels, including a
mixture Gaussian and IBS kernel, polynomial kernels, and mixture IBS and polynomial
kernels, were proposed and preliminarily evaluated for this study, we decided to use the
Gaussian kernel due to its ability in modeling complex relationships between a wide array
of variables. The Gaussian kernel, K(·), is defined with a entry (i, j) as
K(gi,gj) = exp(−||gi−gj||/γ), where gi represents variables measure for subject i. This
kernel is equivalent to the function space spanned by radial basis functions13;20.
To select informative predictors from a set of candidate variables, we introduce an
indicator variable δ = {δm,m = 1...ν} into the kernel matrix with δm = 1 denoting the
inclusion of variable m, and δm = 0 denoting the exclusion of variable m. An example,
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with ν = 4, δ = {1,1,0,1}; the first two variables and the fourth variable are selected. We
then represent the kernel matrix as a function of γ , the regularization parameter, and δ the
predictor inclusion and exclusion indicator variable. So the kernel function becomes K(·)
with its (i, j)-th entry defined as K(gi,gj) = exp(−∑νm=1(δm(gi,m−g j,m))2/γ). If variable
m is excluded, then it will not appear in any entry of the kernel matrix. The idea of using
indicator variables for the inclusion or exclusion of a covariate is an idea from previous
studies5;18.
In order to choose appropriate δ vectors and γ values, we use a Bayesian approach
which relies on MCMC. We first introduce the prior and posterior distributions for this
approach.
2.1.1 Prior distributions
We start from the specification of prior distributions, and we use the prior distributions
assumed in previous studies22. We take inverse Gamma distributions for τ and σ2 as they
are conjugate priors for the normal distribution and all distributions which are members in
the exponential family3. Specifically, τ ∼ Inv−Gam(aτ ,bτ); σ2 ∼ Inv−Gam(aσ2,bσ2).
The hyper-parameters aτ , bτ , aσ2 , and bσ2 are taken as 0.001. The prior distribution for
the variable inclusion parameter δ is selected as Bernoulli, i.e., δm ∼ Ber(1,qm), with
qm = 0.5 assuming no prior knowledge for variable inclusion18. The prior distribution for
σ2 is chosen to be vague and non-informative which is σ2 ∼ Inv−Gam(aσ2,bσ2) with
known and small values for hyper-parameters aσ2 and bσ2: aσ2 = .001 and bσ2 = .001.




is known and large, and I
denotes the identity matrix. It should be noted that due to the involvement of variable
selection and the estimation of other parameters, different choices of γ can produce the
same likelihood. For now, we assume γ is known and discuss its estimate in Section 2.1.3.
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2.1.2 Posterior distributions
Denote by Θ = {β ,h,τ,σ2,δ ,q} a collection of parameters. The joint posterior
distribution of Θ is, up to a normalizing constant,
(2.4) p(Θ|Y ) ∝ p(Y |β ,h,τ,σ2,δ ,q)p(β )p(h|τ)p(τ)p(σ2)p(δ |q)p(q)
To draw posterior inferences on Θ, we use the method of Markov chain Monte Carlo
(MCMC) simulations, in particular, the Gibbs sampler to sequentially draw samples from
each parameter’s full conditional posterior distribution. In the following (·) indicates all
other parameters and the data whenever applicable. This procedure and posterior
calculations are similar to that in a previous study22. The conditional posterior of h is
multivariate normal: h|(·)∼ N(Σh(Y−Xβ )/σ2,Σh), where
Σh = {τ−1K(·)−1 +(σ2I)−1}−1.
For the coefficients β , their conditional posterior distribution is multivariate normal as
well, β |(.)∼ N(Σβ X
′




purpose of this study, without loss of generality, we ignore the β coefficients and assume
there is no previously known pertinent linear regression for the given response. As shown
in previous studies22 including a linear regression with β coefficients is straightforward
given the prior and posterior calculations. Selection of variable X can also be derived in
the same manner.
The conditional posterior distribution for τ is inverse-gamma,
τ|(.)∼ Inv−Gam(n/2+aτ ,(h
′{K(·)}−1h+2bτ)/2). Similar conditional posterior





parameter δm’s conditional posterior distribution is






Setting the right side of (2.5) as c(Pr(δm)) with a = cPr(δm = 0|(.)) and
b = cPr(δm = 1|(.)), we conclude a Bernoulli distribution with parameter b/(b+a) as the
conditional posterior for δm again as seen in the previous study22. See the appendix for
derivations of the posterior distributions.
Selecting variables: We decide upon two possible criteria for selecting variables using a
scree plot. Scree plots are often used in principal component analysis to assist in the
selection of the number of components. The first criteria asserts that if a potential
predictor variable’s δm posterior estimate is greater than .50, i.e. the variable is selected
more than fifty percent of all iterations after burn-in, then this variable must be included in
the model. Fifty percent selection by the process is equivalent to selection by random
chance (reference probability of 0.5).
The second possible criteria is to look for a sharp decrease in probabilities, indicating
that variables should not be selected after the sharp decrease. These ideas can be reflected
in a scree plot.
2.1.3 Re-scaling and estimation of γ
Before using γ for kernel calculations , we first standardize gi for subject i. Let gi,m denote






where gm is the sample mean for variable m, sm is the sample standard deviation for
variable m. By standardizing, all variables are in the same scale. Without standardizing,
the selection results are very poor compared to results after standardizing, and
standardizing ultimately allows us to fix γ which drastically reduces computation time for
the overall selection procedure. Standardizing all variables, although conveniently scaling
variables of different magnitudes, has the drawback for ordinal variables of yielding only
a few different values say (0,1,2). Preliminarily, we only standardized the continuous
variables and not the discrete variables, but this procedure had inferior selection compared
to standardizing all variables. However, it is important to note that using discrete variables
in this statistical method as approximated by continuous distributions does not seem to
bias our results23;10. Our simulations discussed later support the use of this approximation
and demonstrate the effectiveness and robustness of the proposed method.
Up to now, we assume the parameter γ is known. We propose two ways to choose γ .
The first approach is to use the full model (include all potential predictor variables) and
assume non-informative variables do not contribute to the outcome variable of interest.
The prior of γ is assumed to be inverse-Gamma(2,2). The posterior inference of γ is drawn
by use of the Metropolis-Hastings sampling algorithm. A jumping distribution for γ is
log-normal with parameters γ(s−1) and V (equation 2.7), where γ(s) is the γ sampled at
current iteration s, and V is chosen to achieve sampling efficiency.





In an effort to obtain convergent chains of γ values using this procedure, after burn-in,
chains which accept values of γ between thirty percent and fifty percent of all iterations
are kept. This criteria of acceptance between thirty percent and fifty percent has been
experimentally obtained and is discussed9. If γ is not accepted within this range, then V in
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the jumping distribution is increased if the acceptance percentage is too high and
decreased if the acceptance rate is too low according to a calibrated appropriate
proportional increase or decrease as necessary.
After γ is estimated, if convergence is evident, it is fixed in the variable selection
procedure. Since the prior distribution for γ is skewed and positive, we use the median of
γ chains rather than the mean as an estimate for γ .
For the second approach we note that as n→ ∞, ˆVar(g∗i,m)→ 1. Linking this to the
kernel calculation, we have ˆVar(g∗i,m−g∗j,m)→ 2, i 6= j. Consequently, we revise the
kernel setting γ = 2. The entry (i, j) of K(·) becomes
(2.8) K(gi,gj) = exp{−‖gi∗−gj∗‖/2}.
2.2 Results
2.2.1 Simulations
In total, 500 Monte Carlo (MC) replicates each with sample size n chosen from
(25,50,100) and the number of predictor variables p chosen from (25,50) are simulated.
The motivation of these two settings is to assess the ability of the method in dealing with a
large number of variables. For instance, for n = 25 and p = 25, with linear regressions, we
can only barely assess main effects of each variable. However, the proposed method has
the potential to accommodate complex interactions between variables in addition to main
effects.
Half of the predictor variables are generated from a continuous uniform distribution
ranging from 2 to 10 and the other half are from a discrete uniform distribution, taking
values (0,1,2). This setting produces data analogous to logit-transformed DNA
hyper-methylation data (continuous measure) and SNP data (discrete measure),
respectively. The purpose of these two settings is to access the ability of the method for
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dealing with a large number of variables. The random error component, ε , is generated
from N(0,0.52) with σ2 = 0.52. We consider two different associations between variables
g and Y , linear and non-linear associations,
Model 1 (Linear): E(Yi|gsnpi1,gcpgi1) = 1.5gsnpi1 +5gcpgi1 +gsnpi1×gcpgi1
Model 2 (Non-linear): E(Yi|gsnpi1,gcpgi1) = 5cos(0.5×gsnpi1×gcpgi1).(2.9)
To estimate γ , as noted earlier, the full model is used, and the median of 5000
posterior samples of γ after 5000 iterations of burn-in is used as the estimate of γ . Gelman
and Rubin’s convergence measure is used to evaluate convergence3. The measure of
convergence near 1 indicates that the chains have converged. Figure 2.1 is the trace plot of
the sampling process. With this approach, the median of chains of γ values with 10,000
iterations after a burn-in of 5000 iterations are used as an estimate of γ . These values then
become the fixed γ for that specific sample size and number of predictor variables
combination.
In the process of variable selection, for each MC replicate, we run MCMC chains with
each chain having 10,000 iterations. The inferences for the parameters are inferred in the
same way as for γ , i.e., 5000 burn-in iterations followed by 5000 sampling iterations for
each MC replicate. An illustration of MCMC sequence convergence for parameters σ2
and τ for three different chains with different starting values is given in Figures 2.2 and
2.3.
For each model, we record three summary statistics: percentages of over selection,
under selection, and correct selection out of the 500 MC replicates. Over selection occurs
when the true variables are selected along with additional variables. Under selection
occurs when not all of the true variables are selected, and correct selection occurs when
only the true variables are selected.
The variable selection results for Models 1 and 2 are summarized in Tables 2.1 - 2.6
for both selection scenarios of γ . From the selection results, it is clear that in most cases
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for larger number of predictor variables and larger sample sizes, setting γ = 2 has higher
correct selection percentages than if γ is estimated. The only case in which estimating γ
outperforms setting γ = 2 is in Model 2 with sample size 25 and the number of predictors
25. In this case correct selection utilizing γ = 2 is 30.42 percent and correct selection
utilizing estimated γ is 64.32 percent. We recommend setting γ = 2 unless sample size is
small and the number of predictors is large compared to the sample size.
Figure 2.1: γ Convergence after burn-in: accepted γ values
Figure 2.2: σ2 Convergence Figure 2.3: τ Convergence
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Recall that each continuous variable in g is generated from a uniform distribution,
which is symmetric. To demonstrate the robustness of the proposed transformation in
variable selection with respect to different data generation distributions, additional
simulations are performed. We use 500 MC replicates from Models 1 and 2 with each of
the continuous variables generated from a Gamma distribution with scale and shape
parameter being 1/2 and 3, respectively. This data generating distribution represents a
skewed distribution in each continuous component of g. The generation of the discrete
variables and setting of other parameters are the same as before. Based on the simulation
results, the method is not influenced by the distribution pattern of the continuous
predictors (Table 2.1 - Table 2.6).
To assess the sensitivity of variable selection with respect to the choice of γ , we
consider different γ’s and compare the variable selection summary statistics. Assessing
the sensitivity of variable selection with respect to the choice of γ for the linear and
non-linear models, using γ values ranging from (0.5-10), the correct selection percentages
are displayed in Table 2.5 and Table 2.6. As shown in the tables, in general, the findings
are not substantially influenced by the choice of γ unless it is far from 2 or the estimated γ .
Furthermore, the patterns showing in the two tables indicate that taking γ small, e.g.,
γ = 0.5 or 1, tends to under select variables more often than over select. The direction
goes to the opposite side when γ large, e.g., γ = 5 or 10.
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Table 2.1: Simulation results for Model 1 (Linear associations) with γ = 2.
Model Cont. Pred. γ SampSize categ. cont. pred % CS %US %OS
1 Unif(2,10) 2 25 12 13 25 99.99 0 0.01
25 25 50 3.80 72.13 24.07
50 12 13 25 100 0 0
25 25 50 19.43 60.41 20.16
100 12 13 25 100 0 0
25 25 50 88.42 8.66 2.92
1 Gam(3,1/2) 2 25 12 13 25 99.32 0.02 0.67
25 25 50 0.40 74.72 24.88
50 12 13 25 100 0 0
25 25 50 18.22 61.31 20.48
100 12 13 25 100 0 0
25 25 50 98.48 1.14 0.39
Table 2.2: Simulation results for Model 1 (Linear associations) with γ estimated. The third
column shows the estimated γ for each variable and sample size combination.
Model Cont. Pred. γ SampSize categ. cont. pred % CS %US %OS
1 Unif(2,10) 1.29 25 12 13 25 99.97 0.02 0.01
1.29 25 25 50 0 74.96 25.04
1.30 50 12 13 25 100 0 0
1.29 25 25 50 2.8 72.84 24.36
1.33 100 12 13 25 100 0 0
1.29 25 25 50 17.49 61.92 20.60
1 Gam(3,1/2) 1.29 25 12 13 25 99.49 0.12 0.40
1.29 25 25 50 0.197 74.84 24.96
1.31 50 12 13 25 100 0 0
1.29 25 25 50 1.43 73.91 24.66
1.34 100 12 13 25 100 0 0
1.30 25 25 50 25.99 55.52 18.49
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Table 2.3: Simulation results for Model 2 (Non-linear associations) with γ = 2.
Model Cont. Pred. γ SampSize categ. cont. pred % CS %US %OS
2 Unif(2,10) 2 25 12 13 25 30.42 51.10 18.49
25 25 50 0 74.98 25.02
50 12 13 25 98.84 1.15 0.01
25 25 50 0.43 74.68 24.89
100 12 13 25 99.8 0.2 0
25 25 50 31.35 51.53 17.12
2 Gam(3,1/2) 2 25 12 13 25 61.11 21.19 17.69
25 25 50 0 75.00 25.00
50 12 13 25 99.43 0 0.57
25 25 50 1.12 74.15 24.73
100 12 13 25 100 0 0
25 25 50 64.26 26.78 8.96
Table 2.4: Simulation results for Model 2 (Non-linear associations) with γ estimated. The
third column shows the estimated γ for each variable and sample size combination.
Model Cont. Pred. γ SampSize categ. cont. pred % CS %US %OS
2 Unif(2,10) 1.29 25 12 13 25 64.32 26.94 8.74
1.29 25 25 50 0 75.02 24.98
1.29 50 12 13 25 99.06 0.94 0”
1.29 25 25 50 0 75.01 24.99
1.29 100 12 13 25 100 0 0
1.29 25 25 50 2.19 73.37 24.44
2 Gam(3,1/2) 1.29 25 12 13 25 56.88 29.53 13.60
1.29 25 25 50 0 74.97 25.03
1.31 50 12 13 25 99.88 0 0.12
1.29 25 25 50 0.4 74.65 24.95
1.33 100 12 13 25 100 0 0
1.29 25 25 50 4.10 71.89 24.01
15
Table 2.5: Simulation results for Model 1 (Linear associations) with different selection of
γ values to assess the sensitivity of the method with respect to γ .
Model Cont. Pred. γ SampSize categ. cont. pred % CS %US %OS
1 Unif(2,10) 2 25 12 13 25 99.99 0 0.01
3 99.98 0 0.02
1.29 99.97 0.02 0.01
5 99.85 0 0.15
1 99.18 0.61 0.21
10 98.00 0 2.00
0.5 77.88 16.57 5.54
1 Gam(3,1/2) 1.29 25 12 13 25 99.49 0.12 0.40
2 99.32 0.02 0.67
1 99.31 0.52 0.17
3 98.21 .01 1.79
5 94.33 0 5.67
0.5 84.11 12.65 3.23
10 77.62 0 22.37
Table 2.6: Simulation results for Model 2 (Non-linear associations) with different selection
of γ values to assess the sensitivity of the method with respect to γ .
Model Cont. Pred. γ SampSize categ. cont. pred % CS %US %OS
2 Unif(2,10) 1 25 12 13 25 66.01 25.92 8.07
1.29 64.32 26.94 8.74
0.5 42.89 43.59 13.52
2 30.42 51.10 18.49
3 5.70 68.52 25.78
5 0.84 71.03 28.14
10 0 68.76 31.24
2 Gam(3,1/2) 2 25 12 13 25 61.11 21.19 17.69
1.29 56.88 29.53 13.60
3 56.49 16.07 27.43
1 50.13 35.76 14.11
5 39.63 12.37 47.99
0.5 22.65 57.72 19.62
10 11.75 11.48 76.78
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2.2.2 Epigentic Application
We apply the proposed method to select informative CpG sites and SNPs potentially
associated with wheal sizes resulting from skin prick tests for a wide array of allergens
such as house dust-mites or tree pollen. The subjects included in this study are from the
Isle of Wight cohort1. DNA methylation, SNPs, and wheal sizes are available for 202
women in the cohort.
It is important to note, especially for future studies, that using a multivariate response4
of several allergens might be better especially for the purpose of describing error in the
model. Due to the sparsity of the data, however, the sum of wheal sizes for all allergens is
suggested to study its association with DNA methylation. The candidate predictors are 7
aptly chosen SNPs and 14 aptly chosen methylation sites on the GATA3 gene for a total of
21 predictor variables. These CpG sites and SNPs are chosen due to their potential linear
associations with atopy7. We also include three randomly chosen CPG sites (cg06009432,
cg05883907, and cg01101058) as candidate predictors which represent noise and mark
these noise sites as index 22, 23, and 24 in Figure 2.1.
In total, 10,000 MCMC replicates are performed and the posterior probabilities of δ
for each predictor variable are recorded after a burn-in of 5,000 iterations. We only keep
every 100th instance of δ posterior estimates for the scree plot in order to diminish
autocorrelation9. Since the sample size is relatively large at 202, we utilize γ = 2 using
the second proposed method for variable selection. The posterior probabilities of
including each candidate predictor are plotted in descending order (Figure 2.4). To
determine the final selection of variables, we use the strategy of scree plot noted earlier.
The posterior probabilities of including each candidate predictor are plotted in
descending order (Figure 2.4). To determine the final selection of variables, we use a scree
plot as noted earlier. Out of the 21 variables, we select 5 CPG sites and 2 SNPs. For the
purpose of comparison, we also examined these results using fully parametrized, OLS,
linear models with only main effects for each variable (CpGs and SNPs; in total,
17
∼ 2×106 models), and we used Bayesian Information Criterion (BIC) to select the best
model. The main effect model selected three variables, cg14327531, cg01255894, and
SNP rs434645, of which the two CpG sites were also selected by the proposed method
with high posterior probabilities. SNP rs434645 was not selected by the new method, but
its posterior probability was on the boundary of being selected. That the other CpGs and
SNPs were selected by the proposed method but not by the main effects model is likely
due to non-linear or complex interactions. It is worthy noting that the three “noisy”
variables were not selected by our method, implying that the selected variables have the
potential of being markers.
Figure 2.4: Posterior probabilities of δm
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Table 2.7: effect of DNA methylation in the GATA3 gene on wheal size at 18 years
CPG site location position selected frequency Index
cg18599069 5’UTR 8096991 X 0.62 8
cg10008757 5’UTR 8097183 0.58 9
cg14327531 5’UTR 8097331 X 0.68 10
cg17124583 Body 8097641 0.58 11
cg11430077 Body 8099018 0.48 12
cg01255894 Body 8099218 X 0.72 13
cg10089865 Body 8100286 X 0.72 14
cg22770911 Body 8101307 0.56 15
cg04492228 Body 8101513 0.56 16
cg17489908 Body 8101566 X 0.68 17
cg03669298 Body 8102210 0.58 18
cg00463367 Body 8103673 0.58 19
cg04213746 Body 8106003 0.58 20
cg27409129 Body 8111731 0.52 21
Table 2.8: effect of Single nucleotide polymorphisms (SNPs) for GATA3 on wheal size at
18 years
SNP position location selected frequency Index
rs1269486 8096199 Promoter 0.46 2
rs3802604 8102272 Intron 0.50 3
rs3824662 8104208 Intron 0.54 4
rs422628 8111409 Intron 0.52 6
rs406103 8111621 Intron (boundary) X 0.64 5
rs434645 8121451 3’ UTR 0.58 7
rs12412241 8127139 Downstream X 0.66 1
2.3 Conclusion
We demonstrated the effectiveness of using reproducing kernels to select important
variables for both linear and non-linear models. Variables from different distributions
which were both continuous and discrete were effectively incorporated into reproducing
kernels commonly used with only continuous variables. This was made possible due to a
re-scaling of all variables which conveniently introduced a regularization parameter for
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the kernels without going through a lengthy estimating process.
The variable selection approach in this paper began using the approach in Zhang et
al.22, which utilizes Gaussian kernels, to select variables with binary data or to select
variables with continuous data. The ultimate choice of standardization in this article
allows for the unification of both of these types of data with one kernel which ultimately
allows for the detection of complex interactions between these variables of different types
and scales. Rather than using a mixture of kernels which might seem natural from
previous articles on the subject8;22, our approach utilizes a single kernel with a classically
acknowledged set of orthogonal basis functions13 and avoids the problem of a mixture
kernel with separate domain restrictions for different parts of the kernel.
Many variable selection models rely on creating fully parametric models, either all
models utilizing best subsets or a subset of all models utilizing forward or backward
selection12. These approaches require a priori knowledge of the form of the model: either
linear, log-linear, cosine of a known period length, or perhaps a very specific exponential
form. Yet only one of these forms can be specified for each selection procedure with a
potentially infinite number of model forms. Similar approaches which rely less on
parameter estimation but rely on functional approximations are ALASSO or LASSO19;22,
which utilize approximations with linear basis functions, can do a good job at selecting
variables for linear or approximately linear models but do a very poor job selecting
variables in nonlinear, periodic functions22. Approaches for selection of models and
variables which rely on basis functions like fourier series would require pre-specification
of a period length.
The approach developed in this research does not require specification of model type
or period length a priori, and a wide variety of function types not appropriate for other
selection approaches is appropriate and feasible with this procedure. The method proposed
in this article is a starting point for selecting predictors in semi-parametric models built
upon reproducing kernels from a mixture of continuous and categorical variables.
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Left as future work is the development of a multivariate extension which would allow
the response variable to be bivariate and multivariate rather than univariate as mentioned
previously. A cluster analysis and creation of a clustering parameter for large datasets and
further work on determining the necessary number of iterations for convergence as fewer
numbers of iterations may help ease the process for large datasets would be good future
steps. Lastly an analysis of the effect of correlation between predictor variables on correct





The data for the simulation study was generated in R using the function dataGen2(). This
function generates the uniform(2,10) or Gamma(3,1/2) data as discussed using the
appropriate distribution functions in R. The number of uniform(2,10) or Gamma(3,1/2)
distributed random variables is designated in the function input by numC.
The discrete variables are generated using a discrete uniform distribution with the
runif() function and the floor() function. The number of discrete variables generated is
denoted numS for input.
Using a seed number (seedNum) the Mersenne Twister algorithm in R generated
random sets of numbers according to the described distributions. The seed number for this
generator is changed for each of the 500 MCMC replicates using the input seedNum. The
model, either model 1 or model 2 for each simulation run is designated using the
DesignationNum( 1 for model 1 and 2 for model 2) input. The dataGen2() function
standardizes the simulated data and returns a matrix with the first column as the index
number of the subject, the second column as the response calculated with either model 1
or model 2, the next numC columns as the simulated continuous variables, and the final
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numS columns as the simulated discrete variables. The output of this function is the input































The Update function runs the Gibbs Sampling, Metropolis Hastings Algorithms, distance
calculations for the kernel function, and variable selections. This function was initially
split into several sub routines and was represented as several different functions. In order
to use the the Update() function with the apply() function, all of the subroutines and
contributing functions were combined into one function for ease of use of the apply()
function.
Using the Snowfall package in R, the Update function is used in parallel on the High
Performance Computer at the University of Memphis. The sfLapply() function in the
Snowfall package is used to apply the Update function to a list of FullData matrices.
The Update function takes as input from FullData: either real data in the format of the
output of dataGen2() or simulated data generated by dataGen2(). The user designates the
number of iterations in the Gibbs sampler with numItrDeltas and designates the value of
the regularization parameter in the kernel (γ) as rho input. The user can decide to see the
function in action at each iteration using 1 as input for printYNeach or not using 0 as input
for printYNeach. The numCPG input is the total number of input variables either discrete
or continuous on which selection is performed.
To diminish autocorrelation in the scree plot data, the user can select to only store data
for every modNumDeltas number of iterations. The user then selects the type of output
using RetrnMany; input of 3 outputs the frequencies for a scree plot for selection of each
variable with the first row of output with modNumDeltas as 1 and the second row of
output using modNumDeltas as that input by the user. Input RetrnMany as 1 for selection
results, and 2 for chains of τ and σ . If the true variables are known as in the simulation
study, they should be designated with a list and a 1 in the place of the true variable as
input true. If they are not known, input a list of zeros of length numCPG for true input.
Also the user inputs the starting value for σ2 as sigmasq and τ as tau. Recommended
values given no prior knowledge are values close to 1 for each parameter. Although one
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should always ensure that the possible effects on the response are larger than the error and
keep this in mind when selecting initial values for σ2 and τ .
The basic outline of the code for the Gibbs Sampler and Metropolis Hastings as well
as the specific jumping distributions and overall likelihood form which samples are
obtained are all the same as those used by Zhang et al.22. The section of the code devoted
to updating each parameter is denoted by the pound sign and ” update delta” for example.
Some of the highlights include the parameter fixDeltaNums which allows the code to
always retain or ignore designated variables during selection. Also this version of the code
represents the fastest running version of the code as only the row and column entry
necessary at each iteration update of delta is changed. Also matrix operations are
employed rather than loops when possible for all kernel calculations which makes the















# for the proposal distribution of tau
UppTau<-2000
stdTau<-1




#example fixDeltaNums would be c(rep(1,5),0,rep(2,5),0,0,0,2,0,0,0,rep(2,5),0,2)















































































































































# update sigmaˆ2, var[1]
lhOld<-(-0.5)*t(Y)%*%SolveSigma%*%(Y)+0.5*log(detSolveSigma)+(-a0-1)*log(var[1])-b0/var[1]
sigProp<-exp(rnorm(1,log(var[1]),stdsigma))
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More thorough explanations and examples of derivations of posterior distribution are
available9;3, and a thorough development of Bayesian hierarchical modeling such as that
used in this article is also available14.
Θ = {β ,h,τ,σ2,δ ,q}.
p(Θ|Y) ∝ p(Y|β ,h,τ,σ2,δ ,q)p(β )p(h|τ)p(τ)p(σ2)p(δ |q)p(q).
p(Y|β ,h,τ,σ2,δ ,q) is denoted p(Y|(·))
prior: p(β )∼ N(0,σβ )











































































We know Normal Distribution is conjugate prior for a Normal Distribution.





































If a doesn’t contain a β term then we can ignore the last term as proportional.
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So we check for this and solve for a by setting






























































































































Let Σh = ((τK(·))−1 +(σ2I)−1)
−1
We know Normal Distribution is conjugate prior for a Normal Distribution.




























If a doesn’t contain an h term then we can ignore the last term as proportional.
So we check for this and solve for a by setting
−a′(Σh)−1h = (−Y
′h+β ′X′h)/σ2.
a = Σh(Y−Xβ )/σ2.
h|(·)∼ N(Σh(Y−Xβ )/σ2,Σh).
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(Y−Xβ −h)′(Y−Xβ −h)+ 1
τ
h′(τK(·))−1h
))
|K(·)|−
1
2
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