Abstract. The`goodness' of a quadrature rule Q for approximating integrals over the unit hypercube may be measured by the L 2 discrepancy D(Q). For number-theoretic rules of order n we give an expression for the average of D 2 (Q) when n is a prime number. The expression obtained is not fully in closed form as it contains certain sums. We show that these sums are related to Dedekind sums for which no closed forms are available. An e cient algorithm for calculating Dedekind sums allows the average to be calculated in O(n log n) operations. This makes it possible to compare number-theoretic rules with Monte Carlo rules for nonperiodic integrands. The numerical results presented suggest that number-theoretic rules are competitive with Monte Carlo rules (at least as measured by D(Q)) when the dimension is not more than about 18.
2 − max (t i;j ; t k;j )] ; (1.2) where t i = (t i;1 ; : : : ; t i;s ). Note that the L 2 discrepancy that we are concerned with here is not the classical L 2 discrepancy given ( 15] As pointed out by Hickernell in 5] , the L 2 discrepancy discussed here is more useful since it appears in the error bound (1.1). It essentially incorporates the classical L 2 discrepancy of the projections of the quadrature points onto the lower-dimensional faces of 0; 1] s . We remark that a variant of the L 2 discrepancy is available for periodic integrands. Further details may be found in 5].
The results given here may also be used to obtain expressions for the average of D 2 (Q) for 2 s copies of number-theoretic rules. Further details about these copy rules may be found in 3] or 14]. For periodic smooth integrands, there is theoretical evidence that these 2 s copy rules tend to be better than number-theoretic rules with roughly the same number of points. However, this may not be true in the nonperiodic case and this question will be considered in a future work.
Because we take the fractional part of each component of the vector iz=n, the components of z may be replaced by their residues modulo n without changing Q(f), and so there are at most n s possible choices of z to consider. Here we shall derive an expression for the average of D 2 (Q) over a certain subset of vectors z. For number-theoretic rules, a similar technique has been previously used (see 1] and 2]) to obtain expressions for the average value of the quantity P , which may be used as a measure of the goodness of number-theoretic rules for periodic integrands. 2 − max iz j n ; kz j n # ; (1.4) where ' is Euler's function, z j is the j-th component of z, and, analogous to the notation for vectors, the braces around a number denote the fractional part of the number.
AVERAGE DISCREPANCY FOR NUMBER-THEORETIC RULES 3
In the rest of this paper, we shall assume that n is prime. Then '(n) = n − 1 and z j takes on all values from 1 to n − 1 inclusive. As remarked above, the components of z may be replaced by their residues modulo n without changing Q(f), and so it makes sense to allow each z j to range only over a convenient set of representatives for the residue class modulo n.
In the next section we derive a simpler expression for A s;n . However, it is not fully in closed form as there are certain sums that need to be calculated. The possibility of obtaining a closed form expression is explored in more detail in §3. There we shall see that the required sums may be expressed in terms of Dedekind sums for which closed form expressions are not available.
We shall see that A s;n may be calculated in O(n log n) operations, whereas calculating D 2 (Q) using the formula given in (1. 2. An expression for A s;n when n is prime. For n prime, we obtain from (1. Proof. First note that iz n = iz mod n n : Since n is prime, we have gcd(i; n) = 1. Thus the values of iz mod n for 1 ≤ i ≤ n − 1 are just 1; : : : ; n − 1 in some order. By using the well-known sums with the last step following from Lemma 2.1. The double sum in i and k in (2.3) has n 2 terms. We have now accounted for 1 + 2(n − 1) + (n − 1) = 3n − 2 of these terms, so that there are n 2 − (3n − 2) = (n − 1)(n − 2) terms left to consider. 5 So let us look at T(i; k) for the remaining values of i and k, that is, i; k = 0 and i = k. Recall that as z goes from 1 to n − 1, the values of iz mod n are just 1; : : : ; n − 1 in some order. Hence for given values of i and m (satisfying 1 ≤ i; m ≤ n − 1), there is some value of z (dependent on i and m) for which iz mod n = m. In fact, number theory (for example, see 8]) tells us that this value of z is z = mi n?2 mod n. In this case we have kz n = kmi n?2 mod n n :
Taking k 0 = ki n?2 mod n, we obtain {kz=n} = {k 0 m=n}. It then follows that 1 n − 1 n?1 X z=1 max iz n ; kz n = 1 n − 1 n?1 X m=1 max m n ; k 0 m n :
Since Fermat's Theorem shows that i n?1 ≡ 1 (mod n), and we have assumed that k = i, then k 0 can never take the value 1. Moreover, for any given i, k takes on the values 1; 2; : : : ; n − 1 except for i itself and for each of these n − 2 values of k, we obtain a corresponding unique value of k 0 . We then conclude that The rst term on the right-hand side of this last equation comes from the case i = k = 0, the second term comes from the cases when 0 = i = k or one of i; k is zero, while the last term on the right-hand side contains the remaining (n − 1)(n − 2) terms of the double sum.
We now consider obtaining simpler expressions for the T(k), 2 ≤ k ≤ n − 1, which were de ned in (2.4). As we shall see later in Section 3, the T(k) are related to the quantities known as Dedekind sums. As closed form expressions for them are not available, this suggests that it would be very di cult to obtain a closed form expression for T(k). However, there are three simple cases that we may consider. For k = 2, we have kz n = 8 > > < > > : 
It then follows that T(n − 2) = 17n − 7 24n :
For k = n − 1, we have {kz=n} = 1 − z=n, and so
From (2.2), (2.3), (2.5), and the expressions for T(2), T(n − 2), and T(n − 1) given above, we obtain the following result. max z n ; kz n : 7 In actual calculations one would make use of (2.6) to obtain
This result along with some algebraic manipulations leads to a simple expression for A s;n in the case when s = 1. In this one-dimensional case, there is only one number-theoretic rule with n distinct points, namely, the n-point rectangle rule on 0; 1). Hence the expression given in the corollary below is just D 2 (Q) for the n-point rectangle rule. Corollary 2.3. When n is prime and s = 1, then A 1;n = 1 3n 2 :
Since (n − 1)T (n − 1) is just twice the sum of the numbers (n + 1)=2; : : : ; n − 1, we see that this is the largest value for (n − 1)T (k) possible. Hence
Moreover, since max ? z n ; kz
With this information, it is possible to obtain lower and upper bounds on A s;n . However, calculations indicate that these bounds are not very useful, with the lower bound being negative and the upper bound being orders of magnitude larger than the true value of A s;n . A result that may be used to reduce the amount of computation required to obtain the values of the T(k) is given in the following lemma. 4. Numerical results. Here we present the results of some calculations of A s;n , along with the expected value for a random set of points, E D 2 (Q)], as given in (1.3) . We give values for s going from 5 to 50 in steps of 5 and for n = 10 007, 100 003, 1 000 003, 10 000 019, and 100 000 007. These results are given in Tables 4.1{4 
