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ABSTRACT 
This paper is concerned with the numerical integration of functions with poles near the interval 
of integration. A method is given for modifying known quadrature rules, to obtain rules which 
are exact for certain classes of rational functions. 
1. INTRODUCTION 
It is well known that classical quadrature rules are 
adversely affected when the integrand has poles near 
the interval of integration. For example, the respective 
integrals 
f lex  (x 2 + ,,2)-1 dx 
and 
f :  (1-x2)-112xlO(x2-2flx + + , f12 3,2)-2dx
are not accurately approximated by low order Gauss- 
Legendre and Gauss-Chebyshev quadratures, if the 
poles ±ai and fl±~i are dose to [-1, 11. 
In this paper we use complex variable techniques to 
modify known numerical integration rules, to obtain 
quadrature rules which also employ the poles of the 
integrand as abscissas. For a > 0, we develop (n+ 1)- 
point rules of the form 
n 
:lfl F(x) dx •kZ_xWkF(Xk 7+wRelF (a i ) l ,  
(x 2 + a 2) 
which are exact whenever F is a polynomial of degree 
< 2n + 1. These rules, which use the real part of F(ai), 
are compared with the (n+ 1)-point Gaussian rules 
recently tabulated by Piessens and Branders [9] ~. for 
the non-negative weight function (x 2 + a2 7 -1. 
2. PRELIMINARIES 
Let 
= [1 ,o (x) f (x) I (O dx, 
where w is a given weight function. Suppose the 
quadrature formula 
I(f) = Qn(f) + Kn(f) 
is at our disposal. Here, 
Qn(f) =k=~l wkf (x k) 
and R n denotes the quadrature rror functional. 
(1) 
Assume tl(at (17 has polynomial precision d ~ n - i  
and that Xke [-1, 11. Then (1) is interpolatory with 
Wk = __/.11 ~o (X)Pn(X) dx, (2) 
(X-Xk7 Pn (Xk7 
where 
Pn(X) = (X-Xl)(X-X2)... (X-Xn). 
We wish to modify (1) so that it can be used to 
accurately approximate I(f), when f has poles near 
[-1, 1]. This can be done by considering the qua- 
drature Rn(f). 
Our approach for studying Rn(f) dates back at least 
to Barrett [11. It has subsequently been employed by 
a number of workers. Among these we mention 
McNamee [8], Chawh and Jain [21, and Donaldson 
and Elliott [51. Suppose the contour C contains [-1, 11 
in its interior CI and that the analytic ontinuation, 
qz), ofqx) into the complex z =x+ iy plane, is 
analytic in C u C I. Then 
Rn(f)= 2~i  fC pq~f(z )dz ,  (3) 
where qn denotes the function defined by 
qn(Z ) = f l  w (X)PnCX) dx (4) 
(z-x) 
z ~ [-i, II. For a derivation of (37 we refer to Davis 
and Rabinowitz [4, pp. 2331. 
In applications of (37, C must be chosen so that f is 
analytic in C u C I. The choice of C depends on the 
singularities of £ Omitting the details, we merely state 
some known results rehvant o our work. Assume f is 
a rational function with poles aj ¢ [-1, 11 of respective 
orders r j , j  = 1 (1)m. Let r be/simple, closed contour 
which contains the m poles aj and [-1, 11 in its interior 
r I. Finally, set r = ¢j and let - 
I: b .(z-a-) 
~= 1 v,3 3 
denote the principal part of f at aj. We may write 
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Fig. 1. Modified Legendre Kernel I~, 2 (z)! 
1 d r -_______~u 
bu,J =(r-u)-----T- z--'limaj dz r-v [(z-aJ )rf(z)]' (5) 
u = 1(1) r = r:, j= 1 (1)m. Then the quadrature rror 
J 
in (1) can be expressed as 
Rn(f ) -- Am, n(f) + en(f), 
where 
m 
A m n=-.~ [ , j=l v=l (u-I)} dzU-X pn~Z/ J 
(6) 
and 
en(f)= 1 f qnCz) f(z)dz. 
r PnCZ) 
(6) is essentially the result of Donaldson and EIliott 
[5, eq. (8.3)i in which their condition (v) is inoperative. 
McNamee [8, eq. (17)I has previously considered the 
special case of (6) when fhas only simple poles and(l) 
is the Gauss-Legendre rule. (6) is also in line with a 
result due to Chawla and Ramakrishnan [3, eq. (10)1, 
when the ai'q~[-1, 11 are simple poles, and oJ is the 
usual Gau~-Jacobi weight function. 
It is convenient for our purposes to have an alternate 
form for the kernel 
qn(z) 
kn(~ ) - ~ " 
Consider the partial fraction decomposition 
Pn (x) 1 n Pn (x) 
- -  ° 
' g (z-x)Pn(Z) (z-x) ~1 (X-Xk)Pn(Xk)(-Xk) 
Substituting this into 
qn(Z) - -  w(X) Pn(X) 
= -~11 (z-x) Pn (z) dx 
and using (2) we have 
k n (z) = R n [(z-x)-l l  
n 
= T(z) -k~ I wk/(Z-Xk) ' 
where 
T(z) = _f: '~z_x(x) dx. 
By (1), (6) and the definition ofk  n, 
I(f) = Qn(f) +Am, n(f) + en(f), 
where 
m ~ by, j k(nU_l)(aj) 
~m,n(f) = -j=Zl ~--1 (u-1)~. 
and 
1 f (z) dz. en(f) = ~T-  1 ~ knCz) 
(7) 
(8) 
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Fig. 2. Piessens-Branders Kernel [k~(z)[ 
For our needs (8) is frequently easier to use than (6). 
The kernel qn/Pn is not usually expressible in terms 
of simple, elementary functions as is the Hilbert trans- 
form T needed in the representation (7). In [6] and 
[121 , closed forms for T are given for several weight 
functions co. Takahasi and Mori [12, eq. (4.3)1 have 
used the form (77 for the kernel, to investigate Rn(l ~ 
in the case when all of the poles are,simple. 
The importance of (87 in this paper is that en(i~ 
vanishes and the modified quadrature 
I(f) ~, Qn(f) + am, n(f) (9) 
is exact, ff f is a rational function mtisfying 
[f(z)l ~ 0 0zld), (10) 
Izl -~ ". This conclusion follows from the deKmition of 
e n and (10), ffwe first note that kn(z ) = Rnl(z-x)-l] 
implies kn(z ) = 0 (tzi-d-2), [zl ~ -. The decomposi- 
tion (8) can also be obtained as a special case of the 
author's work in [6, Corollary 1], regarding the rob- 
traction of complex singularities. 
3. AN EXAMPLE WITH SECOND ORDER POLES 
The rational function f(x) = xl0(x2-2x+ 1.015625) -2 
has second order poles at a I = 1+ 0.125i and a 2 -'-al" 
The corresponding Laurent coefficients are by (5), 
51,1 = 56.1063690186- 198.822793126i 
52,1 = -5.55753801763 - 16.3721325397i 
bl,2 =b1,1 and b2, 2 =~2,1" 
Suppose we take co (x)= (1-x 2)-1/2 and use the 
weights and abscissas Wk= ,/n and Xk= cos[ (2k-1)~/2n], 
for the n-point Gauss-Chebyshev rule, to approximate 
11 = f / (1-x2)-1/2x10(x 2 - 2x + 1.015625)-2dx. 
Sy (77, 
kn(z ) = ,r(z-1)-1/2(z+ 1)-1/2 _ _~- k ~ - l(Z-Xk) -1 
and 
n -2'  
k(n 1) (z) = -4rz(z- 1)-3/2(z + 17 -3/2 + -fl--- k~= l(Z-X k) • 
In g~ner.l~ k .~= .Z-~(~) ~z ,  t-l. 11. and by (S~. 
1 l(f) ., Qn(f) -2Re gOl, lkn(al ) + b2,1k(1)(al )]' 
(11) 
In the absence of round-off errors, the previous ap- 
proxiraafion is exact for all n ~ 4, by our comments 
regarding (10). The numerical results obtained from 
the n-point Gauss-Chebyshev rule (1) and the modified 
rule (11) are compared in Table 1. 
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Fig. 3. Modified Legendre Kernel/Piessens-Branders Kernel I~ 2 (z)l/Ik~(z)l 
Table 1 _fllW---~F(x)dx = ~ wk ~F(a j )  
n Qn Qn + A2~in( l l )  
2 4.77 1240.05618471 
3 220.47 1244.96743999 
4 775.61 1245.06561476 
Exactvalue 11 = 1245.06561476 
4. MODIFIED RULES FOR SIMPLE POLES 
In the important case when f has only simple poles, 
(8) can be expressed directly in terms of the residues 
of f and the keruel k n for the generating rule (11. 
We obtain 
,(f) 1 kn(ajl   
(12) 1 + ~ Ff k n(z) f(z)dz. 
Several useful integration rules can be obtained from 
(12) by specifying f. In particular, let qx)= F(x)hr(x), 
where ,r is a monic polynomial of degree m having 
simple roots aj q~ [-1, 11, j = 1(1)m. By (12), 
1 (13) + ~ ~ ~n (z)F(z)dz' 
where 
¢n(Z) = kn(z)/lr (z) 
and 
~'(aj) = .,=~ l (a j -%) .  
v . j  
It is important to note that the contour integral in (13) 
vanishes if F is a polynomial of degree ~ d + m. Chawh 
and Ramakrishnan [3, eq. (16)] have previously con- 
sidered (13), when (1) is an ultraspherical Gaues-Jacobi 
rule with to(x)= (1 -x2)fl, fl > -1, and v(x)= (x-a1), 
a I real and lal[ > 1. 
4.1. A family of modified fully symmetric rules 
Assume that (1) is fully summetric : 
to(-x) = to (x), Wn+ l_k=Wk and Xn+ l_k = -x  k , 
k= 1(1) n+ 1 [~] .  
By (7), the kernel for (1) then enjoys the property 
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kn(ai ) = -aiRn[(x 2 + a2) -11 
= -a i [ f l  (x)(x2+ a2)-ldx_k~=lWk(X~ + a2)-11, 
where a ~ 0 is real. Hence, k n is pure imaginary on the 
imaginary axiR. A family of interesting rules can be 
obtained by taking 
+r(~) = m~ 2 2 j= l  (x2 + aj )' 
where m is even and aj > 0. Set 
m/2 2 2 
w*j = i /vH I= (% - aj ) . 
vej 
Here the prime on the pi means that w; is defined to 
be 1 i fm =2. By (13), this choice of,r gives 
c l  ~(x) F(x) dx= ~ wk 
k= 1 ~ F (Xk) -'1 . (x )  
m/2 , x2~a .2 ] + j~l wj Rn[ Re[F(ai)] + z~1^  . r f ¢.(z)F(z)dz.,, 
J (14) 
For m = 2 and a i = a we have 
_j11~a (x) F(x)dx= ~ Wk 
x 2 +a 2 k=l  ------wa, F (Xk)x2  + 
x2~a 2 1 + R n [ ]Re [F(ai)] + ~ rf ~n(Z)F(z)dz. 
(15) 
Clearly, several other families of rules could be 
developed by taking different choices for = in (13). 
The contour integral in (15) vanishes if F is a poly- 
nomial of degree ~ d + 2. 
5. A COMPARISON WITH GAUSSlAN RULES 
As a special case of (15), let ~a (x) =- 1 and take w k 
and x k as the weights and abscissas for the n-point 
Gauss-Legendre rule [ 11, pp. 991. Then ( 15 ) becomes 
the (n + 1) -point modified Gauss-Legendre rule 
2"11 F(x-) - -dx~ ~ WkF(Xk)+WRe[F(ai) l ,(16 ) 
x2+a 2 k=1 
where W k = Wk/(X + 2)  and 
W -= _~2 tan-1 1 n w k 
a "-ff - k~l  x 2 +~t 2
(16) is exact whenever F is a polynomial of degree 
(2n+ 1). It should be noted that the sigma term in 
(16) is just the n-point Ganss-Legendre quadrature 
sum for F(x)/(x2+ a2). The hst term on the right 
side of (16) requires the new weight W and the real 
part of F at the pole ai. 
The modified rule (16) has the same polynomial 
precision, 2n + 1, as the (n + 1)-point Gaussian rule 
n+l  _fl F(x) dx,~ - ' ' (17) 
x 2 + a2 k~l  WkF(Xk) ' 
corresponding to the non-negative weight function 
1/(x2 (16) enjoys advant g.es over (17). 
The 2n +2 weights and abscissas Wk, x k in (17) must 
be computed for each a of interest,-by-i computer 
algorithm such as that used by Piessens and Branders 
191. However, once the 2n Gauss-Legendre w k and x k 
are available, the n+l  modified weights W k and W in 
(16) are easily computed for each a under considera- 
tion. 
As a numerical experiment we used both the modified 
rule (16) and the Gaussian rule (17), tabulated by 
Piessens and Branders [91, to approximate he integral 
i2 = j~l eX dx = 313.17205623933. 
:-1 x 2 + 0.0001 
Smith and Lyness [101 have noted that some of the 
standard quadrature outines require thousands of 
functional evaluations to accurately approximate 12 ,
due to the nearby simple poles + 0.01 i. The quadrature 
errors obtained when using (161 and (17) to approximate 
12 are listed in Table 2 
Table 2 
n lerrorl for (16) lerrorl for (i7) 
2 0.2522 x 10 -3 0.2474 x 10 -3 
3 0.1156 x 10 -5 0.1132 x 10 -5 
4 0.3250 x 10 -8 0.3186 x 10 -8 
5 0.2444 x 10 -11 0.1990 x 10 -11 
It is not a coincidence that (16) and (17) have essen- 
tially the same accuracy when applied to 12 as we 
shall argue below. 
The quadrature errors for (16) and (17) are given by 
the respective contour integrals 
1 EM ¢(z) rC+)d , 
where 
w k ~(z)=[ln z+ l  n __ ) / ( z2+a2)  
z-  1 k--1 z -  x k 
and 
1 f k'n + I (z) F (z) dz, EG ~ 2-~i - r 
where 
k' 1 [inZ +1 2z tan-1 n w k n+l(': -  l-k lz  
Here we have departed from our usual notation for 
the kernel, kn+ 1, to discuss the rehtive merits of (16) 
and (17). Let 1(I") denote the length of the simple, 
closed contour and let 
M r (F) = max IF (z) I. 
zEr  
Then the modified and Ganssian quadrature errors E M 
and E G satisfy 
IEMI ~ 2~l(r)Mr(F)max ICn(Z)l 
z~ r 
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and 
IEGI ~ l(rTMr (F7 max [kn+l(Z)[" 
zEr 
It follows that the accuracy of (16) and (17) can be 
compared by considering the behavior of l~n(Z) I and 
'k'n+1(z)l. 
For a = 0.01 and n = 2, we have used an updated 
version [71 of a 3-dimensional plotting program 
given in [131, to graph l¢2(z)l, Ik~(z) I and their ratio 
1¢2(z71 / Ik~(z 7 l, in Figures 1, 2, and 3, respectively. 
In these graph z = x + iy, -2  g x g 2 and 
y --- 2 -40-1) /25 ,  j = 1(1726. The horizontal and 
depth axes are respectively the x and y axes. Figure 3 
indicates that 
¢2(z7 
for Izl > 1. We have also verified that Ieh(z)l/IFn+ l(Z)l 
1, for Izl > 1 and n = 3, 4, 5. If F is well-behaved, 
r can be chosen so that it contains the unit circle in 
its interior. For such contours, we would expect 
I en(Z)l ,, Ikn+ l(Z) l ff z e r ,  and consequently 
E M ,, E G. For the entire function F(x) =exp(x) ,  this 
conjecture is supported by the results in Table 2. It 
would be interesting to fred other choices of ,~ and ~r 
for which analogous results hold between (137 and its 
Gaussian counterpart, with non-negative weight func- 
tion ,o/,r. 
6. INTEGRALS FOR COMPUTING MODIFIED 
WEIGHTS 
In applications of (14) it is convenient to have a dosed 
form for the integral 
I [(x2 + a2)-1] = _fll ~ d x ,  a> 0, 
since 
Kn[(X2 + a2)-11 = I[ (x2 +,,2)- I]  - ~ Wk 
k=l x~ + a 2 
As in § 4.1, we assume to is an even function. The 
Hilbert transform T can be employed to write 
I i(x 2 + a27-11 = iT(ai)/a. 
However, it is useful to express these integrals directly 
in terms of real quantities, as in Tables 3 and 4. 
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