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Abstract
We present an interactive learning method that
enables a user to iteratively rene a regression
model. The user examines the output of the
model, visualized as the vertical axis of a 2D scat-
terplot, and provides corrections by repositioning
individual data points to the correct output level.
Each repositioned data point acts as a control
point for altering the learned model, using the
geometry underlying the data. We capture the
underlying structure of the data as a manifold,
on which we compute a set of basis functions as
the foundation for learning. Our results show that
manifold-based interactive learning achieves dra-
matic improvement over alternative approaches.
Introduction
Information management systems are common in ap-
plications where users monitor large volumes of data,
such as disease spread modeling, maritime situational
awareness, network security, and stock market trading.
These systems may monitor thousands of entities or
events, only a small fraction of which are important to
the user. In order to focus user attention, these systems
typically assign a numeric score to each entity or event
that represents its importance to the current situation
as evaluated by a scoring function. Using the scoring
function, the data can be visualized as a 2D scatterplot
(Figure 1), where the vertical axis depicts the score as-
signed to each data instance.
The scoring function is customized to the current
situation. For example, a coastal monitoring system
will have very dierent scoring functions depending
on whether it is focused on surveillance or engaged in
search and rescue operations. In many cases, there is no
opportunity (or time) to obtain labeled data for a new
situation, eliminating the possibility of using standard
supervised approaches to learn a scoring function. Sets
of predetermined \standard" models for each situation
are a good starting place, but these models must still
be manually tuned to match the current situation.
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Figure 1: A 2D scatterplot representing the impor-
tance of events in a hypothetical network security sys-
tem. The vertical axis depicts the score assigned to
each event, quickly focusing user attention on the most
important events.
In many applications, these scoring functions are
manually specied to give the user ne control. This ap-
proach requires users to manually adjust a set of param-
eters to tune the scoring function|a procedure which
is likely to be error prone for any suciently complex
function. Additionally, these manually specied models
tend to be relatively simple, such as rule-based state-
ments, feature weights in linear functions, and other
straightforward models that can be easily understood
and specied by the average user. These simple scoring
functions may be insucient to capture a user's true
intentions, such as bi-modal interests.
We explore a novel method for interactively rening
an initial scoring function using a combination of man-
ual input and machine learning. The user rst species
a simple linear model as the starting point for learn-
ing. Users then examine the output of the model in
the 2D scatterplot, and iteratively correct the model by
repositioning data instances to the correct level. The
system incorporates each correction into the learning
process, using the manifold geometry underlying the
data to determine the extent of each correction's eect
on the learned model (Figure 2).(a) User scatterplot view (b) Underlying manifold model
Figure 2: Interactive learning of a model, showing the user dragging two points (large light red and dark blue arrows)
and the eect on the other data points and underlying scoring function. The red adjustment has a large eect due
to the (geometrical) importance of this point, while the blue adjustment aects only points on the local peak.
We project the data onto a set of basis functions de-
ned by the manifold underlying the data, which can
be computed automatically. Our approach learns us-
ing the manifold basis to ensure that each adjustment
aects the model with respect to the natural geome-
try of the data. We use the basis-projected data in
combination with the target scores to learn the scoring
function using weighted least squares with Laplacian
regularization. This learning method is a special case
of Belkin et al.'s (2006) Manifold Regularization that
constrains the smoothness of the learned function. Each
successive change to the function updates the scatter-
plot, providing users with instantaneous feedback and
allowing them to interactively rene the learned func-
tion. This interactive learning approach enables the
user to rapidly rene a simple initial scoring function
to one of arbitrary complexity that captures their in-
tentions.
Mechanisms for User Interaction
Our approach is guided by the need for simplicity of
interaction between the user and the data. Interactive
mechanisms for learning should be intuitive and bur-
den the user as little as possible while obtaining the
feedback necessary to learn. Let the data be given by
X = fxign
i=1, where each data instance xi 2 Rd.
We assume that the system provides a 2D scatterplot
of the data, where one axis (the vertical axis in this pa-
per) depicts the value of each instance according to the
scoring function. The other axis is a projection based
either on the data (e.g., the rst principal component)
or determined by the user. Users can obtain a detailed
view of a data instance's attributes to manually assess
its score, and can also mark each examined instance (by
changing its color) to assist their memory.
Initially, the user provides a simple function ~ F :
Rd ! [0;1], such as a linear model, that is an approxi-
mation to the true (hidden) scoring function F : Rd !
[0;1] intended by the user. The goal of interactive learn-
ing is to assist the user in correcting the simple function
~ F to match the true function F. The score of each in-
stance is determined by the current scoring function f,
which starts as f = ~ F and changes in response to the
user's corrections, ideally until f = F.
The user provides corrections to the system by se-
lecting a data instance and sliding it up or down along
the vertical axis to correct its value (Figure 2). The ad-
justed value is then used to rene the learned function
f. The ability to adjust the assigned score graphically
allows the user to correct the current function f, as well
as dynamically alter their intended target function F in
response to new or changing information.
In visualizations where the horizontal axis embedding
represents the similarity between the data points, the
system could also enable the user to move points along
the horizontal axis, thereby allowing the user to correct
both the value assigned to a point as well as its similar-
ity to other instances. In this paper, we assume that the
user cannot graphically inuence the similarity metric
for the data, which is xed after the time of manifold
construction.
In the remainder of this section, we discuss three pos-
sible extensions to this interaction mechanism that we
leave to future work: relative adjustments, passive ob-
servation and user-assigned labels. These extensions
could provide qualitative feedback to augment the quan-
titative adjustment of the scores. The rst mechanism
addresses the issue with our current interaction method
that some users' corrections are likely to be imprecise.
Therefore, it may be necessary to consider only rela-tive valuations of the adjustment (i.e., \increase" or
\decrease") in learning the scoring function. As an ex-
treme example, the user may re-score every relevant
instance to have the highest score, while re-scoring all
other instances to have the lowest score, defeating the
continuous nature of the scoring function.
The second extension, passive observation, can track
whether the user has viewed an instance's details in
order to assess whether they have actively determined
that the instance should have been assigned a dier-
ent score. In this case, the absence of correction can
also serve as a form of passive feedback, signifying that
the assigned score is correct. However, such passive
feedback does not have the same reliability as active
feedback. Lastly, user-assigned labels could be used
to determine similarity among the data instances (e.g.,
specifying the cluster of each instance). These labels
could then be used to improve the propagation of cor-
rections to other similar instances, such as those within
the same cluster.
Learning the Scoring Function
While the interaction mechanisms provide a means for
the user to correct the value assigned to a single point,
it would be cumbersome for the user to adjust the val-
ues of all incorrect points. Ideally, we want the user to
correct the value for as few points as possible, with the
system attributing these adjustments onto the geome-
try underlying the data in order to learn the scoring
function f.
To enable the generalization of each correction to
nearby points, we organize the data onto a manifold
that captures the local similarities in the data. The ba-
sis functions of this manifold capture the geometry in-
herent in the data. By learning the scoring function on
the manifold rather than the raw data, we can localize
each data adjustment to aect only the local neighbor-
hood, rather than the entire data set. We hypothesize
that this approach will better capture the user's under-
lying intentions with each data adjustment, enabling
each correction to be intuitively propagated to nearby
data points by the rened scoring function.
Constructing the manifold
We construct the underlying manifold M by represent-
ing each data instance xi 2 X as a vertex vi 2 V in
a graph G = (V;A). Each vertex in the graph is con-
nected to its k-nearest neighbors in the graph, accord-
ing to a radial basis function of the local distance be-
tween the feature vectors, forming the adjacency ma-
trix A. The local pairwise connections form a graph
G of the data that represents a discrete sample of the
continuous manifold M underlying the data. In our im-
plementation, we determine the local pairwise distance
between two vertices vi and vj by the Euclidean dis-
tance between xi and xj. Other distance metrics could
be substituted for Euclidean distance. This approach
could also be adapted to use more rened distance esti-
mates, such as the geodesic distance along the manifold
as computed by the ISOMAP algorithm (Tenenbaum,
de Silva, and Langford 2000).
The adjacency matrix A captures the anity be-
tween each pair of vertices based on a radial basis func-
tion of their distance, given by
Ai;j = exp( jjxi   xjjj2=22) : (1)
The parameter  controls the rate at which the anity
falls o with increasing distance.
Learning functions on the manifold
Once G has been constructed, we construct a set of basis
functions on the graph using techniques from spectral
graph theory (Chung 1994). These basis functions re-
spect the various components of the graph with respect
to its geometry, and are a discrete approximation to
the continuous basis functions of M. Using these com-
ponents, we can represent arbitrary functions on the
graph, or take various C-order approximations to those
functions with respect to the graph. Using the graph's
basis rather than the raw data enables each corrected
value to aect the learned model with respect to the
geometry underlying the data.
The graph's basis vectors are given as the eigen-
vectors of the graph's Laplacian (Chung 1994). Let
n = jV j and let D be the degree matrix, formed by
Di;i =
Pn
j=1 Ai;j. The graph's normalized Laplacian L
is given by the symmetric matrix
L = I   D  1
2AD  1
2 ; (2)
where I is the identity matrix. Chung (1994) also de-
nes the combinatorial Laplacian L = D   A. While
both forms of the graph Laplacian are valid, we found
that the normalized Laplacian L yields better results,
and so we focus on it for the remainder of this paper.
Taking the eigendecomposition of L yields
L = QQT =
n X
i=1
iqiqj ; (3)
where the columns of Q = [q1 :::qn] are the eigen-
vectors corresponding to the eigenvalues given in the
diagonal matrix  = diag(1;:::;n). According to
spectral graph theory, the eigenvalues 1 :::n of L
are real and non-negative. Without loss of generality,
we sort the eigenvectors in increasing order of eigen-
value such that 0 = 1  2  :::  n, where qi is
the eigenvector corresponding to i. The lowest-order
eigenvector q1 is constant with 1 = 0. The eigenvec-
tors in Q form an orthonormal basis for L that respects
the graph's geometry.
As stated previously, the graph G represents a dis-
crete approximation of the continuous Riemannian
manifold M with Riemannian metric   that underlies
the data. Each vertex represents a location on the man-
ifold, with edges weighted based on the distance to its
local neighbors. Let g : M ! R be a smooth functionon the manifold. The Laplace-Beltrami operator  is
dened to be the divergence of the gradient of M, and
can act on any smooth function g dened on M. Hodge
theory (Rosenberg 1997) implies that g has a discrete
spectrum based on the eigenfunctions of the Laplace-
Beltrami operator on M.
The Laplacian L is a discrete form of the continu-
ous Laplace-Beltrami operator  that acts on a smooth
function f : V ! R dened on G:
Lf(u) =
1
p
du
X
v:vu

f(u)
p
du
 
f(v)
p
dv

; (4)
where v  u denotes that v is adjacent to u in G, and
du denotes the degree of u. Like the continuous g, f
can also be characterized by the eigenfunctions of the
Laplacian. Therefore, Q forms a complete orthonormal
basis that can be used to dene f.
Using the eigenvector basis, we can write the function
f : V ! R as f = QW, where f is an n  1 vector
specifying the current value for each vertex, and W
is some n  1 matrix of weights over the eigenvectors.
The vector f species the score for each vertex, with
corrected points having the user-specied value, and
the scores of the remaining points assigned by the initial
scoring function ~ F.
We t W using weighted least squares on the eigen-
vector basis Q and the values assigned to each point.
In order to focus the t on the lower order eigenvec-
tors (corresponding to the low-frequency components
of the graph), we regularize the least squares t of each
eigenvector by the corresponding eigenvalue. Lower or-
der components receive little regularization due to their
small eigenvalues, while higher order components are
increasing regularized. This approach provides a \one-
shot" method of regularizing the learned function in-
stead of trying various C-order approximations to Q,
and constrains the smoothness of the learned function.
From our experience, this approach provides good per-
formance (only slightly higher error than a tted C-
order approximation of Q) at substantially reduced
computational cost, which is essential for the interactive
nature of this application.
Given Q and f, the column-vector W can be t us-
ing regularized weighted least squares by solving the
following optimization problem:
W = argw min
n X
i=1

i;i(fi   Qi;w) + jj
p
wjj2 ; (5)
where 
 is an n  n diagonal matrix that species the
weight of each instance, enabling us to ascribe higher
weight to those points that are adjusted by the user
(as discussed below), Qi; is the ith row of Q, and
p

serves as the regularization operator in this Tikhonov
regularization problem (Wahba 1990; Tikhonov and Ar-
senin 1977). The regularization term jj
p
wjj2 acts as
a weighted penalty on the function's average second-
derivative, enforcing smoothness by scaling each eigen-
vector's weight by its corresponding eigenvalue i,
thereby increasing the regularization on higher order
eigenvectors (those with larger eigenvalues) to prevent
overtting with the high-frequency components. This
objective function has been previously used for semi-
supervised learning by Eaton et al. (2008).
The regularization operator
p
 is derived by con-
straining the smoothness of f|i.e., the L2 norm of the
gradient of f, given by:
hrf;rfi = hf;Lfi
= (Qw)T(LQw)
= wTQT(QQTQw)
= wTIIw
= wTw
= wTp

Tp
w
= (
p
w)T(
p
w)
= jj
p
wjj2 :
Therefore, this learning approach is equivalent to a spe-
cial case of Belkin et al.'s (2006) Manifold Regular-
ization where the regularization depends only on the
smoothness of the learned function f, without a penalty
on the magnitude of the solution.
Solving Equation 5 yields the optimal n  1 weight
vector
W =
 
QT
Q + 
 1
QT
f : (6)
The learned function ~ f : V ! R is then given by
~ f = QW, assigning a value ~ fi to each instance xi. The
function ~ f then becomes f for the next round of cor-
rection by the user.
Weighting the corrected points
In order to focus learning on the instances corrected
by the user, we ascribe higher weight to the corrected
instances in the least squares t. The weight of each
instance vi is given by 
i;i, forming the n  n diagonal
matrix 
 used in Equations 5 and 6. We set the weights
of all unadjusted instances to be equal to 1, and weight
all adjusted instances with a scalar ! 2 [1;1). The
user interface allows the user to vary ! on a log scale
via a slider bar, enabling the user to interactively ex-
plore the amount of generalization for the adjustments
and dynamically view the resulting model as ! varies.
Our experiments show that learning using the manifold
basis yields stable results as ! varies from 10 to 10;000
(three orders of magnitude) on all data sets, rendering
it unnecessary to precisely t !.
Scaling to large volumes of data
Applying this approach to large volumes of data
presents a challenge for modeling the graph structure
underlying the data and maintaining interaction with
the user. The size of the adjacency matrix A for the un-
derlying graph grows with the square of the number ofdata instances. Fortunately, A can be eciently stored
as a symmetric banded matrix, since each data instance
is connected to its k nearest neighbors, substantially re-
ducing the storage requirements.1 The reverse Cuthill-
McKee algorithm (Cuthill and McKee 1969) can be
used to reduce the full A matrix to a symmetric banded
form. The graph Laplacian L is therefore also a sym-
metric banded matrix, and its eigendecomposition can
be accomplished eciently using standard sparse eigen-
solvers, such as Lanczos methods. This approach was
previously used by Shi and Malik (1998) for ecient
image clustering.
While this approach enables the ecient construction
and storage of the manifold underlying the data, and
the ecient computation of its basis vectors, it yields a
full matrix Q of the eigenvectors. Learning the scoring
function using a full matrix for Q incurs a substan-
tial cost, which threatens the interactive nature of the
learning. Using a C-order approximation of the ma-
trix Q (keeping only the C lower order components,
corresponding to those eigenvectors with smaller eigen-
values) will reduce the computational cost of learning
via Equation 6, but sacrices the detailed t aorded
by the higher order eigenvectors.
An alternate approach using the Nystr om approxi-
mation (Baker 1977; Fowlkes et al. 2004) enables us to
sample the data instances and learn on a portion of the
complete manifold. We can then approximate the scor-
ing function at all other data instances. This approach
also enables us to extend f to new data instances. Let
^ X  X be a sample of the data instances. Using the
procedure described in the previous section, we can con-
struct the manifold ^ M underlying ^ X, form a set of ba-
sis functions ^ Q = [^ q1 :::^ qj^ Xj] over ^ M with eigenvalues
^  = diag(^ 1;:::; ^ j ^ Xj), and learn a function ^ f = ^ Q ^ W
on ^ M (Equation 6). The Nystr om method enables us to
extend the basis vectors of ^ M and the learned function
^ f to the remaining (or new) data instances Xc = X  ^ X.
For a data instance x 2 Xc, represented by vertex v,
the value of eigenvector ^ qi at v is given by
^ qi(v) =
1
^ ij ^ Xj
j ^ Xj X
j=1
wj^ qi(^ vj) ; (7)
where ^ vj represents instance ^ xj 2 ^ X, ^ qi(^ vj) is the jth
value of ^ qi, and
wj =
8
<
:
exp

 jjx ^ xjjj
2
22
 if ^ xj is a k-nearest-
neighbor to x
0 otherwise
:
The value of the scoring function for data instance x is
then given by
^ f(x) =
j ^ Xj X
i=1
^ qi(v) ^ Wi : (8)
1Note that the band's width may be larger than k since
a vertex may be connected to more than k other vertices.
Evaluation
Our experiments show that interactive manifold-based
learning rapidly corrects the learned function f as com-
pared to several alternative approaches. As the start-
ing model ~ F for learning, we t a linear model to the
data, using a ridge parameter of 10E-8 for regulariza-
tion. Then, a simulated user repeatedly selects the
\most incorrect" data instance that has not yet been
adjusted and drags that instance to the correct value.
The correct values are given by the true target function
F, which is specied by the ground truth values in each
data set. Users are adept at identifying data that are
grossly incorrect, motivating our simulation of a user
adjusting the instances in order from highest to lowest
error. After each adjustment, the model f is retrained
and evaluated against the true target function F.
Table 1 describes the data sets used in the evalua-
tion. The attribute values of each2 data set were nor-
malized to lie in [0;1]. Since each experiment uses all
available data and the learning is deterministic, there
is one \most incorrect" adjustment sequence for each
algorithm and data set pairing.
We compare interactive learning using the manifold
basis to interactive learning using two alternative ap-
proaches. Interactive learning using the manifold ba-
sis learns f using weighted least squares with Lapla-
cian regularization, as described in the previous sec-
tions. The data manifold is constructed using k = 3
and  = 1. The manifold-based method is compared
against learning using SMO support vector regression
(SVR) with an RBF kernel ( = 0:01) and learning us-
ing least squares (regularized with a ridge parameter
of 10E-8). We used the implementation of these algo-
rithms with their default parameters from the Weka
machine learning toolkit (Witten and Frank 2005). For
each method, we varied the weight ! assigned to ad-
justed points from 1 to 1;000; unadjusted points have
a weight of ! = 1.
As shown in Figure 3, manifold-based learning
rapidly reduces the error of the learned model, while
the alternative methods are slow to improve perfor-
mance. With one exception (SVR on the CPU data set
after 10 corrections), manifold-based interactive learn-
ing achieves better performance than the other methods
in all cases. Most importantly, manifold-based learning
smoothly reduces the error with each correction. The
other methods induce radical jumps in the model per-
formance with subsequent corrections, often decreasing
the model's performance before improving it.
Additionally, manifold-based learning is stable to
perturbations of the weight ! for the corrected in-
stances, exhibiting stability over several orders of mag-
nitude from ! = 10 to ! = 1;000. We also experi-
mented with using ! = 10;000; we omit these results
from the graphs for clarity of presentation. Under this
weight, the performance of manifold-based learning was
2With the exception of the Pyrimidines data set, whose
attribute values already are in [0;1].Name #Inst #Dim Predicted Attr Source
CPU 209 6 performance UCI repository (Asuncion and Newman 2007)
Heart Disease 303 13 cholesterol UCI repository (Asuncion and Newman 2007)
Pharynx 195 10 survival time Kalbeisch and Prentice (1980)3
Pyrimidines 74 27 binding activity King et al. (1992)3
Sleep 62 7 danger index StatLib archive
Wisconsin Breast Cancer 194 32 survival time UCI repository (Asuncion and Newman 2007)
Table 1: Data sets
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Figure 3: Comparison of interactive learning performance when adjusting the \most-incorrect" instance. We mea-
sured the root mean squared error (RMSE) of the three interactive learning methods, each for four values of !, to
the true function F. (Best viewed in color.)
identical to its performance under ! = 1;000, while
SVR and least squares displayed more erratic behavior.
We also conducted a second set of experiments that
yield insight into each method's ability to alter the
learned model in response to user feedback. In these
experiments, instead of correcting the most-incorrect
instance, the simulated user corrects random instances
(without repetition). Figure 4 shows the results of ran-
dom correction on these data sets, averaged over 100
trials.
Manifold-based learning is the only method that
monotonically improves the performance of the learned
model in response to any correction. The other methods
rst overt the corrected data, decreasing the model's
overall performance, until there are enough corrected
instances to avoid overtting. This experiment reveals
the ability of manifold-based interactive learning to
temper the eect of any single adjustment, allowing it
to have a large impact only if justied by the geometry
underlying the data. Additionally, in practical use, the
user may not always adjust the most-incorrect instance,
as explored in the rst experiment. Most likely, an ac-
tual user will vary somewhere between these two se-
lection methods (most-incorrect and random), and the
results in Figure 4 show that we may expect all user
corrections to improve the learned model's performance
under manifold-based learning.
3Also available from the Weka data set collection at
http://www.cs.waikato.ac.nz/ml/weka/index datasets.html0.00
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Figure 4: Comparison of interactive learning performance when adjusting a random instances to the correct value,
averaged over 100 trials. (Best viewed in color.)
Related Work
The interactive learning framework we have described
bears resemblance to the large body of research on ac-
tive learning, with several important distinctions. Ac-
tive learning (Cohn, Ghahramani, and Jordan 1996;
McCallum and Nigam 1998; Tong 2001) seeks to se-
lectively choose instances for labeling by a \teacher"
in order to increase the model's performance using the
minimum number of labeled instances. Active learning
is driven by automation|the learning algorithm selects
the instances for labeling.
In contrast, interactive learning is user-driven|the
user chooses the adjustments to the model. Interac-
tive learning starts with an initial model and assists
the user's exploration of renements. The initial model
may be entirely correct at the time of its creation, but
changes in the target concept may reduce its correctness
over time; interactive learning provides a means for the
user to adjust the model over time and for the system to
use each adjustment to the maximum eect. Addition-
ally, active learning starts with unlabeled data and no
model; interactive learning starts with unlabeled data
and an incorrect model. In this manner, interactive
learning is complementary to active learning.
Interactive learning is a relatively unexplored branch
of machine learning, bridging between automated
learning and human-computer interaction. Fails and
Olsen (2003) designed an interactive classier for ob-
ject recognition in images. Users repeatedly draw rough
sketches of objects, and then correct the resulting recog-
nition boundaries based on the metaphor of coloring
with crayons. Ware et al. (2001) developed an inter-
active tool for decision tree construction, enabling the
user to visualize and rene classication boundaries.
desJardins et al. (2008) developed a method for inter-
active visual clustering in which users move data points
in a spring-embedding layout. The system infers con-
straints based on the user's adjustments, which are then
used in constrained clustering to iteratively rene the
groups. Interaction has also been incorporated into fea-
ture selection (Dy and Brodley 2000) and hierarchical
clustering (Wills 1998). Ceglar et al. (2003) provide a
survey of interactive learning for data mining.
Conclusion
Using the manifold basis enables interactive learning to
rene the learned model based on the geometry under-
lying the data. The results show that this approach
improves the performance of the learned model with
each correction, unlike alternative approaches. How-
ever, we leave a rigorous proof that this method will
improve learning performance with each correction tofuture work. Our future work will also explore and eval-
uate methods for handling concept drift and switch-
ing target concepts. Additionally, we intend to explore
other approaches to incorporating user interaction into
learning.
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