Abstract. We prove that for any (trace-preserving) conditional expectation E on a noncommutative
Introduction
It is plain that for positive real numbers a, b 0 and p 2, one has
Integrating the above inequality on some measure space (Ω, µ) implies that for f, g ∈ L p (Ω, µ)
In [3] , Mustapha Mokhtar-Kharroubi notices that this inequality may be used to get contractivity results on the positive cone of L p (Ω, µ). This note originates from the question whether its noncommutative analogue remains true. We provide a proof in the next section. We hope that the techniques involved there may be useful for further studies. We end up by making explicit some results from [3] for noncommutative L p -spaces. We refer the reader to [4] for the definitions of L p -spaces associated to semifinite von Neumann algebras or more general ones. We also freely use basic results from [1] .
Results
Let (M, τ ) be a semifinite von Neumann algebra. We denote by f p : M + → M + , the p th -power map and by M ++ the set of positive invertible elements. We will often refer to positivity of the trace for the fact that if
Proof. First, as for any sequence of (finite) projections p i going to 1 strongly in M and any x ∈ L q (M) (1 q < ∞) p i xp i − x q → 0, we may assume that M is finite. Next by replacing a and b by a + ε1 and a + ε1 for some ε > 0, we may also assume that [a, b] ⊂ M ++ to avoid any unnecessary technical complication.
We write a = b + δ. To prove the result, we distinguish according to the values of p.
As p − 1 = 1 + θ with θ ∈ [0, 1], we use the well known integral formula
Recall the identity (b + δ + t)
Using positivity of the trace with δ(b + δ + t) −1 δ δ(δ + t) −1 δ and (b + t)
Integrating, we get the desired inequality τ δ(a
Case 1.b: δ arbitrary with decomposition δ + − δ − into positive and negative parts. We reduce it to the previous case by introducing α = a + δ − = b + δ + , so that α a, b. We have
The first and the third terms are bigger than τ δ p − and τ δ p + by Case 1.a. Hence it suffices to check that the two remaining terms are positive. We use again the integral formula (1) and δ + δ − = 0 and positivity of the trace
The last term is handled similarly.
Case 2: p 3. First, for any n ∈ N, n 1, one easily checks by induction that we have the following identity
Let n 1 be so that p − 1 − n = 1 + θ with θ ∈ [0, 1[. By positivity of the trace, we get
By the same computations as above thanks to (1)
where we used again positivity of the trace with (b + δ + t)
t −1 and 0 (b + t) −1 b n . To conclude let E to be the conditional expectation onto the subalgebra N = {δ} ′′ . As N is commutative, the Jensen inequality is valid; for any α 1 and
But with the usual decomposition δ = δ + − δ − , as a, b 0, Eb δ − and E(b + δ) δ + . By commutativity of N , we can conclude
We provide an alternative proof when p ∈ [3, 4] . Denote by R x and L x the right and left multiplication operators by x ∈ M defined on all L p (M) (1 p ∞). When p = 2, for any x ∈ M sa , the C * -algebra generated in B(L 2 (M)) by L x and R x is commutative and isomorphic to C(σ(x) × σ(x)) where σ(x) is the spectrum of x. Lemma 2.2. For p 1, the map f p is Fréchet differentiable on M ++ . For M finite, the derivative is given by the formula in L 2 (M):
Proof. Assume x 3δ for some δ > 0. Taking h ∈ M sa with h < δ, we may compute f p (x + h) using the holomorphic functional calculus by choosing a curve γ with index 1 surrounding the spectrum of x with γ ⊂ {z | Rez > 0} and dist(γ, σ(x)) 2δ:
It follows directly that f p is Fréchet differentiable with derivative
It then suffices to check that the two formulas coincide when M is finite; as M ⊂ L 2 (M), we do it for h ∈ L 2 (M). But in B(L 2 (M)), this boils down to an equality in C(σ(x) × σ(x)) so that we need only to justify that
The above computations yield that the left-hand side is 
As p − 2 ∈ [1, 2], f p−2 is operator convex, so that for any m ∈ B(L 2 (M)) + and any projection E ∈ B(L 2 (M)), we have Em p−2 E EmE) p−2 . We choose E to be the L 2 -conditional expectation onto the subalgebra generated by δ.
where in the last equality we have used that R x and E commute if x ∈ δ ′′ . Tracking back the equalities, we obtain
where the last inequality comes from the result in the commutative case.
Remark 2.3. We point out that, for p ∈]2, 3[, the result cannot be reduced to the commutative case as in the alternative proof. Indeed, t → t p−2 is operator concave and the first inequality right above reverses. In this form, the inequality extends to general L p -spaces in the sense of Haagerup, see [5, 2] for the arguments.
