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1
G E N E R A L I N T R O D U C T I O N
As the brain ages naturally, it progressively loses structure due to the death of neurons and
connections between them, a process called neurodegeneration. This causes the morphology
of the brain to change. Very distinct changes are the increasing ventricular size and decreasing
white and gray matter volumes. The effect of normal aging on brain morphology is illustrated
in Figures 1.1a and 1.1b, which shows magnetic resonance (MR) images of a 46-year-old and
a 92-year-old person, respectively.
When neurodegeneration occurs in an abnormal manner, we speak of neurodegenerative
diseases, such as Parkinson’s disease and Alzheimer’s disease (AD). Figure 1.1c shows the im-
age of an 85-year-old AD patient. Please note the morphological similarities to the 92-year-old
brain in 1.1b. As neurodegeneration due to disease may be difficult to distinguish from that of
normal aging, interpretation of brain images in the context of diagnosis of neurodegenerative
diseases is challenging, especially in the early stages of the disease. This thesis presents com-
prehensive models of the aging brain and novel computer-aided diagnosis methods, based on
advanced, quantitative analysis of brain MR images, facilitating the differentiation between
normal and abnormal neurodegeneration.
The work described in this thesis makes extensive use of advanced image processing, ma-
chine learning, and pattern recognition techniques. In each chapter, pointers to the relevant
literature are given and, where necessary, basic concepts of the used methodology are ex-
plained. In the section below, background information of some of the important techniques
is discussed, in order to set the stage for a more precise definition of my research aims. The
chapter ends with an outline of the thesis.
1.1 B A C K G R O U N D
Neuro-image analysis is a broad field where many techniques and concepts play an important
role. Specifically, in this thesis, image segmentation, image registration, diagnostic classifica-
tion, and normative modeling are used to extract quantitative biomarkers, establish spatial
correspondence between images, and develop models in order to support the development
for clinical decision making. These key techniques and concepts are briefly discussed in the
following sections.
1.1.1 Image segmentation
Segmenting the brain into its different tissue types and regions of interest is necessary when
one wants to study their diagnostic relevance, heritability or structural connectivity. The man-
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(a) A 46-year-old brain. (b) A 92-year-old brain. (c) An 85-year-old brain of an
AD patient.
Figure 1.1: MR brain images showing how neurodegeneration affects brain morphology. One clear hall-
mark is the increasing ventricular size and the decreasing volumes of white and gray matter.
ual segmentation of a brain image is a time-consuming task, which has to be performed by
an expert and is therefore too expensive and impractical for a routine clinical setting [1]. To
automatically obtain brain region volumes from MRI brain data, numerous fully automated
brain segmentation methods have been proposed in literature. Each method relies on differ-
ent techniques to segment either the full brain or a specific region as accurately as possible,
where manual segmentation serves as the golden standard. We can distinguish methods that
are based on prior probability maps [2], statistical shape and appearance models [3–5], multi-
atlas registration and labeling [6–12], deep-learning approaches [13–15], but also several other
approaches [16–19]. Figure 1.2 shows a T1-weighted MR brain image with a colored overlay
of several automatically segmented brain regions.
1.1.2 Image registration
Image registration is a technique that finds transformations to obtain spatial correspondence
between images, such that image coordinates correspond to the same anatomical location in
Figure 1.2: An MR brain image of a non-demented subject, with a colored overlay of the sub-cortical brain
regions, as well as the hippocampus and amygdala. Slices in the axial direction are shown in the top row,
slices in the sagittal direction are shown in the middle row, and slices in the coronal direction are shown
in the bottom row. This illustration is based on a figure in Chapter 3.
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Figure 1.3: Illustration of the concepts of rigid, non-rigid, pairwise and groupwise registration. On the left
three non-rigid transformations are simultaneously estimated, to transform the images into the template
space. On the right, three rigid transformations are estimated via separate pairwise registrations, and
are used as initialization of the non-rigid groupwise registration. This illustration is based on a figure in
Chapter 4.
each of the images. In intra-subject registration, images of the same subject are registered. This
is necessary to align images acquired with different imaging modalities, to compensate mo-
tion in dynamic imaging data, or to evaluate change in a longitudinal setting. In inter-subject
image registration, images of different subjects are registered, which is for example used in
atlas-based segmentation and template construction.
Two transformation types are distinguished: rigid transformations, which have limited de-
grees of freedom, e.g. translation, rotation, and possibly also scaling, and non-rigid or de-
formable transformations, with many degrees of freedom. Often, a rigid transformation is
used as an initialization when estimating the non-rigid transformation. In the case of two
images, a pairwise registration technique is often used. Here, one image is used as reference
and the other image is spatially aligned with this reference. When more than two images are
involved, a groupwise registration can be considered. Here, all images are simultaneously
registered to an intrinsic average space, often called the template space. These transformation
types and registration techniques are illustrated in Figure 1.3. For comprehensive surveys of
the literature on image registration, the reader is referred to [20, 21].
1.1.3 Diagnostic classification
In neuro-image analysis, diagnostic classification of subjects using machine-learning ap-
proaches is an area of active research [23, 24]. Usually, the aim of diagnostic classification is
to classify subjects into one or more classes: healthy or diseased, with sometimes multiple
disease stages. This diagnostic classification is supported by models that are constructed
using data from subjects for which the class is known. A diagnostic classification model uses
features, which are biomarker values that distinguish between healthy and diseased subjects,
and possibly the disease state of the subject. Such features are for example blood pressure,
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Figure 1.4: Illustration of univariate classification. The graph shows the feature value distributions of the
subjects labeled as healthy (blue) and the subjects labeled as diseased (red). The green dotted line is the
optimal decision boundary, i.e. the boundary where the model’s classification performance is maximal.
The black line is the feature value of a new subject, which would be classified as diseased according to this
model. The larger the separation between the two distributions, the higher the feature’s diagnostic rele-
vance becomes. This principle is used in the Disease State Index (DSI) classifier [22], which is evaluated
in Chapter 2.
cognitive test scores, but also imaging based features. Medical image analysis is the field
where image processing techniques are used to extract features from imaging data, such as
tissue or regional volumes, but also more advanced features such as white matter integrity,
or brain deformation. When a diagnostic classification model uses a single feature it is called
univariate. When multiple features are used, it is called multivariate. Figure 1.4 shows the
concept of univariate classification.
Figure 1.5: Example of a normative hippocampal volume distribution, visualized in iso-z-score lines from
-3 to 3 SD. The light gray dots show the normative volumes and the red dot shows the volume of one
patient with Alzheimer’s disease. This illustration is based on a figure in Chapter 3.
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1.1.4 Normative modeling
In order for a clinician to interpret qualitative information extracted from medical images, the
clinician must know the range of these values for representative healthy reference persons.
This range is determined using normative data, which can e.g. be acquired from population
imaging studies and to which a patient’s measurement can be compared [1]. The distribution
of the normative data, the patient’s measurement and its distance to the normative distribu-
tion can then be used to aid clinical decision making. With normative modeling, subjects with
abnormal biomarker values are identified given a feature value distribution of a reference pop-
ulation. This approach could therefore be considered as an example of “one-class” diagnostic
classification [25].
Normative data may incorporate covariates such as age or gender, when the distribution is
expected to vary significantly as a function of these variables. To illustrate how normative vol-
umetric MR data can be used in clinical practice, Figure 1.5 shows the normative distribution
of hippocampus volumes as iso-z-score lines. The red dot shows the hippocampus volume of
an AD patient that clearly lies outside the normative distribution.
1.2 R E S E A R C H A I M S
This thesis aims to develop and evaluate novel methods based on advanced, quantitative
analysis of brain MR images, facilitating the differentiation between normal and abnormal
neurodegeneration to support clinical decision making. Specifically, the following research
objectives have been pursued:
1. To evaluate the accuracy of predicting global cognitive decline in the general population
using a multivariate classification framework based on a wide variety of input features,
including MRI, age, gender, cardiovascular risk factors, gait, cognitive, and genetic fea-
tures.
2. To evaluate the impact of differences in automated brain region segmentation methods
on single-subject analysis in a normative modeling framework.
3. To develop and evaluate a novel approach for extracting and modeling the brain mor-
phology changes due to normal aging, leading to a spatio-temporal reference model of
the aging brain.
Besides these three main research objectives, novel image registration methods have been
developed that were crucial for completing the third objective, but also have many other ap-
plications in the field of medical image analysis:
4. A novel method for intra-subject non-rigid groupwise registration of multiple images
with contrast differences.
5. A highly efficient algorithm for B-spline interpolation and transformation, which leads
to substantial acceleration of non-rigid image registration methods.
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1.3 O U T L I N E
This thesis is divided into two parts. In the first part, comprising Chapters 2, 3 and 4, methods
for clinical decision support using features derived from MR brain images are developed
and evaluated. The second part presents methods that were developed to enable the work
presented in Chapter 4, but have many applications in the field of medical image analysis.
In Chapter 2 we validate the possibility to predict global cognitive decline in the general
population using a previously proposed, multivariate classification framework, the Disease
State Index (DSI) [22]. This prediction is relevant, because identifying persons at risk for
global cognitive decline may aid in early detection of risk at dementia to support preventive
strategies. We assess the prediction performance of the DSI with various sets of features.
These features include MRI features, and non-imaging features such as age, sex, cognitive test
results, cardiovascular risk factors, genetics, gait, and education.
In Chapter 3 we assess differences between automated brain region segmentation methods
in a normative modeling framework. Many automated methods have been proposed to
extract region-based MRI features, several comparison studies have been done to evaluate
their performance and to determine the difference between the methods. However, the
impact of using different segmentation methods on the analyses of individual patients within
a normative modeling framework was unknown. We therefore compare five automated brain
segmentation methods, by measuring correlation and absolute agreement on non-demented
subjects of six regional volumes. We also compare the absolute agreement on the position of
AD patients relative to the normative distributions.
In Chapter 4 we propose a method to build a reference model of the entire brain as
a function of age, i.e. a spatio-temporal reference model, to which an individual brain
morphology can be compared. This is achieved by computing voxel-wise features which are
used to derive a description of the brain morphology. Brain deformation as a function of
age is computed using groupwise image registration. Because this model was built on many
images, a computationally efficient groupwise image registration method is applied. This
was enabled by the novel techniques developed in Chapters 5 and 6.
In Chapter 5 a groupwise image registration method is developed for the purpose of
spatially aligning images acquired in a quantitative MRI acquisition. The anatomical
correspondence between those images is crucial, because quantitative tissue parameters
are subsequently determined by voxel-wise fitting the acquisition model on the images.
Misalignment may lead to wrong estimation of these tissue parameters. Due to the large
contrast differences between the acquired images, the registration is a challenging task.
The method presented in this chapter aligns these images simultaneously regardless of the
contrast differences. This method is also used to register the MRI brain images of the model
presented in Chapter 4.
In Chapter 6, algorithms that are widely used in image registration, B-spline interpolation
and transformation, are reformulated and efficiently implemented using an advanced C++
programming language feature called template metaprogramming. This feature simulta-
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neously allows generic program code and runtime efficiency. The methods presented in
Chapter 5 and Chapter 6 have been made publicly available in the image registration software
package elastix.
Finally, Chapter 7 discusses the presented work and provides recommendations for future
research.
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Part I
Clinical decision support using MR brain
imaging
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A S PAT I O - T E M P O R A L R E F E R E N C E M O D E L O F T H E A G I N G B R A I N
Abstract. Both normal aging and neurodegenerative disorders such as Alzheimer’s disease
(AD) cause morphological changes of the brain. It is generally difficult to distinguish these
two causes of morphological change by visual inspection of magnetic resonance (MR) images.
To facilitate making this distinction and thus aid the diagnosis of neurodegenerative disorders,
we propose a method for developing a spatio-temporal model of morphological differences
in the brain due to normal aging. The method utilizes groupwise image registration to char-
acterize morphological variation across brain scans of people with different ages. To extract
the deformations that are due to normal aging we use partial least squares regression, which
yields modes of deformations highly correlated with age, and corresponding scores for each
input subject. Subsequently, we determine a distribution of morphologies as a function of age
by fitting smooth percentile curves to these scores. This distribution is used as a reference to
which a person’s morphology score can be compared. We validate our method on two differ-
ent datasets, using images from both cognitively normal subjects and patients with Alzheimer
disease (AD). Results show that the proposed framework extracts the expected atrophy pat-
terns. Moreover, the morphology scores of cognitively normal subjects are on average lower
than the scores of AD subjects, indicating that morphology differences between AD subjects
and healthy subjects can be partly explained by accelerated aging. With our methods we
are able to assess accelerated brain aging on both population and individual level. A spatio-
temporal aging brain model derived from 988 T1-weighted MR brain scans from a large pop-
ulation imaging study (age range 45.9 - 91.7y, mean age 68.3y) is made publicly available at
www.agingbrain.nl.
This chapter contains the content of A spatio-temporal reference model of the aging brain, W. Huizinga et al.,
NeuroImage 169, pp 11–22 (2018).
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4.1 I N T R O D U C T I O N
Magnetic Resonance (MR) imaging plays an important role in diagnosing neurodegenerative
diseases due to its depiction of the brain morphology in vivo [97]. Interpretation of MR images
in the context of dementia diagnosis can be challenging, as early brain abnormalities may be
difficult to distinguish from those related to normal aging, especially in the early stages of the
disease. Quantitative methods that can distinguish brain morphology due to healthy aging
from morphology due to accelerated aging or pathology can therefore aid and possibly im-
prove the diagnosis of neurodegenerative diseases [1].
Quantitative information on brain morphology is usually obtained by measuring e.g. tis-
sue volumes and regional volumes [1]. However, these measures do not provide fully detailed
information about shape differences, since volume is a quantity of an enclosed surface, and
shape is a description or outline and therefore potentially much more informative [98]. Re-
sults on hippocampal shape studies suggest that shape may have additional predictive value
over volume when used in the prediction of Alzheimer’s disease [99, 100]. Therefore, there is
an emerging interest in methods for quantifying shape differences and variations in shape in
the human brain.
In literature, several methods for estimating models quantifying these shape differences
and changes have been proposed. Davis et al. [98] proposed a kernel regression on image
dissimilarities to estimate a brain image representative for each age. Both Serag et al. and
Dittrich et al. use a similar or more advanced kernel regression to build a spatio-temporal atlas
for neonatal and fetal brain development respectively. The latter two methods are especially
suited for fetal and neonatal brain development, where the brain rapidly grows with increas-
ing age [101, 102]. Fishbaugh et al. developed a geodesic shape regression method which
uses a sparse representation of diffeomorphisms, describing complex nonlinear changes over
time with a small number of model parameters defined by the user [103]. The mentioned
methods estimate change in mean morphology of the population with age, but do not model
the statistical distribution; the mean, but not the variance of the morphology at a certain age, is
modelled. This concern was addressed by Ziegler et al., who presented numerous approaches
that relate aging to differences in brain morphometry. They considered generative models (in
which brain morphology is predicted from age) and recognition models (in which age is pre-
dicted from brain morphology) in cross-sectional data, and models that estimate individual
decline and explain inter-individual variability in aging in longitudinal data [104].
Rather than predicting age or brain morphology, or classifying healthy and diseased sub-
jects based on brain morphology, we propose a method that generates a reference distribution
of healthy brain morphologies as a function of age to which an individual brain can be com-
pared. Like Marquand et al., Ziegler et al. and Brewer we use a normative modeling approach,
in which we aim to quantify the variation within a population and assess deviations from
that population [1, 105, 106]. Marquand et al. applied normative modeling to assess devi-
ations of brain structure or function as a function of clinical covariates (e.g. cognitive test
scores) [105]. Brewer assesses deviations of volumetric MR imaging measures as a function
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Figure 4.1: Illustration of the proposed concept. Using training data Itrainn a model of brain morphology
as a function of age is constructed. This model is represented by a set of percentile curves and a mode of
deformation. Subsequently, an individual Ii is compared to the model that is used as reference.
of age [1]. Ziegler et al. provide normative voxelwise maps of local gray matter abnormal-
ities and global tissue volume z-scores [106]. In our approach we aim to assess deviations
of typical aging patterns of the brain morphology, measured with voxelwise deformations.
To generate a distribution of brain morphologies we aim to find brain deformation patterns
that are highly correlated with age. To achieve this we choose a data-driven approach using
structural MR brain scans of elderly people in a wide age range (46y - 92y). We determine
the morphology distribution by applying a regression model to the morphological variation
within these brains. The morphological variation is characterized by deformation fields that
map each brain image to a common space, which is a standard approach in computational
anatomy [107]. We compute these deformation fields with a groupwise image registration
technique. Since we are only interested in the deformations due to aging, we employ a regres-
sion technique called partial least squares regression (PLSR). PLSR is especially suitable when
there are more predictors than samples and when the predictors are highly collinear or lin-
early dependent [108, 109]. It was first evaluated for neuroimaging by Krishnan et al. to relate
brain function to behavior [110]. Ziegler et al. used multivariate PLS correlation to explore
the relationship between cognitive ability patterns and differences in local brain anatomy in
the maturing brain [111]. Singh et al. used PLSR to quantify anatomical shape variation in
the brain. They used kernel PLSR to find the relationship between the manifold of diffeo-
morphisms from atlas to subject domain and global cognitive and functional assessment test
scores [112]. Whereas Singh et al. were interested in the PLSR regression coefficient, we aim to
find deformation patterns that are most correlated with age, i.e. the PLSR loadings. With each
of these loadings comes a corresponding score, and we use these scores to quantify the distri-
bution of brain morphologies due to aging. The density of a distribution can be indicated with
percentile values: measures specifying the value below which a given percentage of observa-
tions in a group of observations fall. The morphology distribution, however, is a function of
age, and therefore we fit percentile curves to quantify how this distribution varies with age. To
assess if an individual suffers from accelerated brain aging, its score can be compared to these
percentile curves.
To validate our method, we use 988 structural MR brain scans from the population-based
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Rotterdam Scan Study (RSS), a prospective study among community dwelling subjects aged
45 years and over [37]. The method’s robustness against scanning protocol and its diagnos-
tic value is evaluated using the 988 scans from the RSS and a selection of 509 scans from the
Alzheimer’s Disease Neuroimaging Initiative (ADNI) dataset which is adopted from the study
of Cuignet et al. [24]. The morphology score distribution and the corresponding 4D atlases are
made publicly available through a web-based application at www.agingbrain.nl.
4.1.1 Extension of preliminary results
Preliminary results of this method were presented at SPIE Medical Imaging, San Diego
2016 [113]. In the current work, we considerably expand the previous study. First, in
this version we use the displacement field inside the brain instead of the transformation
parameters, in order to exclude deformation outside the brain. The control points of the
B-spline transformation model that exist outside the brain region influence the deformation
field both outside and inside the brain. We do not want deformations in the background to
be part of the modelling, which is why we chose the displacement field inside the brain. This
voxel-based approach also makes the method more generalizable to other nonparametric
registration methods and other voxelwise tissue property maps. Second, we correct for the
subject’s head position in the scanner by removing rigid body motion inside the brain mask
from the deformation field. Third, we introduce a method to determine the number of PLSR
components. Fourth, we analyze the residuals that contain deformations due to factors other
than aging, e.g. unexpected pathologies. Fifth, we take into account other covariates such as
sex and height. Sixth, we added an evaluation of our method on the ADNI dataset.
4.2 M E T H O D S
We propose a method for modeling brain morphology and its distribution over the population
as a function of age. The model is constructed using N training images Itrainn , n ∈ {1 . . . N},
from a population-based cross-sectional data collection. This population-based model is then
used as a reference to which an individual brain image Ii can be compared. The concept of
the proposed method is shown in Figure 4.1. The sections below explain all the steps of the
proposed framework in detail: 4.2.1) preprocessing, 4.2.2) non-rigid groupwise image registra-
tion, 4.2.3) elimination of translation and rotation, 4.2.4) partial least squares regression, 4.2.5)
percentile curve fitting, 4.2.6) spatio-temporal atlas construction, and 4.2.7) individual subject
assessment.
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Figure 4.2: Scheme showing the different transformations and domains of the registration framework of
the proposed method. The top part shows three different training images in in red, green and blue in their
domains Ωn, and how the template domain is constructed from the training data. The bottom half shows
how an individual Ii in Ωi is registered to the template domain. After each transformation is indicated if
it was obtained using a pairwise or a groupwise registration.
4.2.1 Preprocessing
The preprocessing steps are 1) non-uniformity correction of the images using the N3 algo-
rithm [84] and 2) brain extraction using a multi-atlas method described in Bron et al. [6], with
a set of 30 atlases [82, 83].
4.2.2 Non-rigid groupwise image registration
The morphological variation is characterized by deformation fields that map each brain image
to a common domain, the template domain Ωtemplate. Let x be an image coordinate inR3. The
function Itrainn (x) gives the intensity of image n at x, i.e. Itrainn (x) : Ωn ⊂ R3 → R. Let N be the
total number of images in the training set. The aim of the groupwise registration is to find a set
of coordinate transformations Tn(x) : Ωtemplate → Ωn, n ∈ {1 . . . N}, such that the warped
images Itrainn
(
Tn
(
x; µn
))
are aligned with each other in the template domain. The image
registration is performed with a parametric approach. The degrees of freedom of the transfor-
mation is limited by introducing a parameterization to the transformation: Tn
(
x; µn
)
, where
µn is a vector containing the transformation parameters of subject n. In our method, these
transformations are determined in two steps. First, we obtain a coarse alignment of all images
in the training set via transformations TAn (x; µAn ). Then we use a non-rigid transformation
model, TBn (x; µBn ), for a more precise alignment of the images. Figure 4.2 shows an overview
of all transformations. This section explains the transformations and domains shown in the
top-half of this figure. As shown in the top-right part of Figure 4.2, transformations TAn (x; µAn )
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map x from MNI domain ΩMNI [114] to the subject-specific domains Ωn. Second, as shown in
the top-left part of Figure 4.2, we obtain TBn : Ωtemplate → ΩMNI, where TBn is parameterized
by µBn . The total transformation from Ωtemplate to Ωn is a composition of T
A
n and T
B
n .
The TAn are parameterized by an affine transformation model. The parameters µAn are found
by performing a pairwise registration of the brain mask of each subject to the reference brain
mask in the MNI domain.
The TBn are parameterized by cubic B-splines [115]. We chose cubic B-splines, because
their compact support property makes the computation efficient, which is relevant in our
large-scale groupwise image registration problems. The spacing of the control points of the
B-splines is a setting with which the degrees of freedom of the transformation can be con-
trolled. The parameters of the B-spline transformation model, µBn , are B-spline control point
coefficients. To obtain µBn , we use groupwise image registration. During such a registration,
Ωtemplate is implicitly defined by constraining the sum of all deformations from the template
to each subject to be zero, an approach proposed by Bhatia et al. [116] and Balcie et al. [117].
To achieve this, µBn must be optimized simultaneously for all n ∈ {1 . . . N}. Advantages of
groupwise registration are that the information of all images is taken into account during the
registration and, as opposed to pairwise registration, the result is not biased towards any cho-
sen reference image.
For the non-rigid groupwise image registration we use the method of Huizinga et al. [118].
This method was designed for intra-subject registration of images originating from a quanti-
tative MRI experiment. It is therefore robust against arbitrary intensity scaling between the
aligned images. In this work we investigate if the method is applicable to inter-subject reg-
istration as well. The method assumes that, when images are registered, the intensities can
be mapped to a low-dimensional subspace. The dimension of this low-dimensional subspace
depends on the model describing the intensity variation in the aligned images. When this
subspace is assumed to be one-dimensional, the intensity may vary due to a global scale or
shift, which is the case for our application. In this case, the method could be considered as
an extension of normalized cross-correlation from pairwise (N = 2) to groupwise (N > 2)
settings.
In our experiments, the image registration was performed with Elastix [119]. We used a
multi-resolution strategy with four resolutions in which the control point spacing of the B-
spline transformation model is halved with each resolution step, until a final spacing of 10
mm. The final spacing was determined heuristically.
4.2.2.1 Individual registration to the template domain
To be able to compare the brain image of an individual, Ii, to the reference model, we need
a deformation field that maps Ii to Ωtemplate. Similarly as during the template construction
from training images, this is done in two steps. This section explains the transformations and
domains shown in the bottom-half of Figure 4.2. First, we register Ii to ΩMNI yielding an
affine transformation TAi . Second, we seek a non-rigid transformation T
B
i that maps Ii from
ΩMNI to Ωtemplate.
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A possible approach to finding TBi would be a pairwise registration of Ii with one of the
registered training images in Ωtemplate chosen as a reference. However, this could introduce
a bias towards this chosen reference. Another possiblity would be to perform a pairwise reg-
istration of Ii to the mean of the registered training images, I(x) = 1N ∑n I
train
n
(
Tn (x)
)
) for
x ∈ Ωtemplate, however, the disadvantage of such an approach is that I is blurry at the cortex
edges which hampers accurate registration at those locations. Therefore, we use a different
approach that is visualized in Figure 4.2 and exlained below.
We propose to formulate the non-rigid registration of Ii to the template domain as an ad-
ditional non-rigid groupwise registration, involving N + 1 images, namely the N previously
registered training images Itrainn and the individual image Ii. As shown in the bottom-left part
of Figure 4.2, this procedure leads to N transformations T˜
B
n (x; µ˜
B
n ) : Ω˜ → Ωtemplate and one
transformation T˜
B
i (x; µ˜
B
i ) : Ω˜→ ΩMNI, where Ω˜ is the common domain of Itrainn and Ii. Since
the training images Itrainn had already been aligned before the registration, it is safe to assume
that their transform parameters µ˜Bn associated with Ω˜ are approximately equal. A single, un-
biased transformation, from Ω˜ to Ωtemplate T˜
B
t : Ω˜ → Ωtemplate, is obtained by averaging µ˜Bn
over all n, obtaining a single transform parameter vector µ˜Bt :
µ˜Bt =
1
N ∑n
µ˜Bn (4.1)
To bring Ii to Ωtemplate we finally compute TBi : Ωtemplate → ΩMNI as:
TBi = T˜
B
i
((
T˜
B
t
)−1 (
x; µ˜Bt
)
; µ˜Bi
)
(4.2)
where T−1
(
x; µ
)
is the inverse of T
(
x; µ
)
, obtained using the procedure described in [120].
In total one pairwise registration, the affine registration to MNI space, and one groupwise
registration, the non-rigid registration to Ωtemplate, are required to analyze a new image Ii.
4.2.3 Elimination of translation and rotation
As global brain shrinkage could be (partially) captured by the affine transformation TA, we
consider the composition of the affine and non-rigid transformations, TA
(
TB (x)
)
. To focus
on brain morphology only, we propose to extract the rigid body motion, like the arbitrary
orientation of the subject’s head in the scanner, from this composition. In this way, scale
and skew transformations are preserved, and any rigid body motion present in TB is also
eliminated.
For any rigid transformation TRn parameterized by µRn , the residual deformation is defined
by:
d∗n
(
x; µRn
)
= TRn
(
TAn
(
TBn
(
x; µBn
)
; µAn
)
; µRn
)
− x. (4.3)
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The rigid transformation parameters of each subject are estimated by:
µˆRn = arg min
µRn
1
|Ωmask| ∑x∈Ωmask
∥∥∥d∗n (x; µRn )∥∥∥2 , (4.4)
where Ωmask is the domain containing voxels inside the brain mask in Ωtemplate to ensure that
we only evaluate the deformation inside the brain. In the statistical analysis that follows we
will be using d∗n(x)=ˆd∗n
(
x; µˆRn
)
for x ∈ Ωmask. The same approach is applied to the individual
deformation field di.
4.2.4 Partial least squares regression
We aim to correlate the deformations obtained by image registration with age. Let N be the
number of subjects in the training set and let |Ωmask| = M, then X is the N × 3M matrix of
which each row contains d∗n(x) for all x ∈ Ωmask. Let Y be the N × 1 vector containing the
corresponding ages of each subject, then PLSR finds the directions in the deformation space
that explain the maximum covariance with age. Let X0 =
(
X − X
)
and let Y0 =
(
Y − Y
)
,
where X and Y are the column-wise data means replicated to all N rows. In PLSR X0 is
decomposed into:
X0 = SPT + E. (4.5)
Let L be the number of components used in the PLSR, then S are the N× L scores and P are the
3M× L orthonormal loadings. Matrix E is the N× 3M residual matrix. The decomposition of
X0 is made by maximizing the covariance between Y0 and a weighted sum of X0. The weight
vector W j for each component 1 ≤ j ≤ L is estimated by solving the following optimization
problem:
max
W j
[(
X0W j
)T
Y0
]
(4.6)
subject to
(
X0W j
)T
X0W j = 1. The weight vector is found by a singular value decomposition
on R = XT0Y0 [109, 121]. The PLSR scores for component j are defined as S
j = X0W j, and
the loadings of component j are defined as Pj = XT0S
j. Covariance R is deflated with each
iteration of the algorithm to obtain W j, Sj and Pj for j ≥ 2.
The number of components used in PLSR is a tradeoff between overfitting (too many com-
ponents) or losing valuable information (not enough components). To determine the optimal
number of components we propose to use the randomization test of Wiklund et al. [122]. In
this test a null-distribution of
(
Sj
)T
Y0 is determined by randomly permuting Y . When the
probability of finding the observed
(
Sj
)T
Y0 is smaller than α, the component is significant.
Since PLSR is prone to overfitting, we chose a conservative significance level of α = 0.01. Re-
sults of the randomization test showed that only the first PLSR component was significant (see
Sec. 4.4.1). We therefore only used the scores of the first PLSR component, S1, to describe the
brain morphology distribution as a function of age, and from here on, we omit the superscript
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1.
To compare an individual subject to the reference population, the morphology score of this
individual subject, Si, is required. To this end, the individual deformation field d
∗
i is projected
on W to obtain Si:
Si =
(
d∗i − X
)
W . (4.7)
where X is a vector of size 3M with the column-wise means of X.
Since an individual’s brain morphology may not only change due to aging but also due to
pathology we also propose to compare the individual’s residual to that of the model. Each
row of the residual matrix E contains the non-age-related deformations for a subject in Itrainn .
The residual norm of Itrainn is defined as:
‖E‖n =
√√√√ 3M∑
m=1
E2nm (4.8)
where Enm is element (n, m) of matrix E. The residual of an individual is defined as:
Ei = d
∗
i − SiPT (4.9)
Inspection of Ei is important since an individual could have a different morphology due to
other factors than aging. If this is the case, it would not be visible by the individual’s mor-
phology score. We therefore propose to compare the individual residual norm ‖E‖i to the
distribution of ‖E‖n in Itrainn . If ‖E‖i is significantly different from the distribution of ‖E‖n
further inspection of d∗i is necessary.
To perform the PLSR, we implemented the SIMPLS algorithm [109] in Python.
4.2.5 Percentile curve fitting
The score of subject n in Itrainn is referred to as Sn. To visualize the distribution of scores Sn
as function of age we fit percentile curves. These curves show both the distribution of the
morphology scores and how they vary with age. We refer to the pth% percentile curve at age
a as s(a, p).
For fitting of percentile curves to the morphology score data, we use the LMS method [123].
The LMS method assumes that the data is standard normally distributed after applying the
Yeo-Johnson transformation, which is an extension of the Box-Cox transformation proposed
by Cole and Green [123]. This method estimates the λ−parameter of the Yeo-Johnson transfor-
mation [124] (L), the median (M) and coefficient of variation (S) for the appropriate morphol-
ogy score at each age. With the parameters L, M, and S, percentiles can be computed at each
age to obtain a smooth curve. The smoothness of the fitted curves is influenced by the degrees
of freedom δ, a user-defined parameter. In our experiments, we set the smoothness parameter
δ to a value of 2 and we deployed the R-package VGAM [125] for the percentile curve fitting.
The value of the morphology score may also be influenced by other covariates than age,
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e.g. sex or height, since those covariates may influence the head size and may therefore affect
brain scaling in the deformation fields that are used in the PLSR. It is therefore desirable to
correct the reference distribution for these covariates. We model the correction for these two
covariates as a linear shift in the morphology score distribution.
The precision of the estimated percentile curves depends on the number of data points
in the appropriate age range. If the data is non-uniformly distributed over age, it could be
that the curve estimation is not precise in the part where there are very few data points. To
assess the precision of the fitted curves, we use a bootstrapping procedure, by random sam-
pling subjects with replacement and re-estimating the percentile curves. A distribution of
possible curves is collected, from which confidence intervals at any significance level can be
estimated [126].
4.2.6 Spatiotemporal atlas construction
The deformation having the highest covariance with age is contained in the loading vector P.
To be able to interpret the morphology score it is necessary to know what this deformation
looks like, and therefore we aim to visualize P as a spatio-temporal atlas. An estimate of the
age-related morphology of subject n is obtained by multiplying score Sn with P. Instead of
multiplying with just one specific score Sn, we multiply P with s(a, p) for a chosen range of
a and a specific p. We choose to show the aging trajectory of I. We convert the deformation
field in s(a, p)P to B-spline transformations and invert these to obtain Ta,patlas(x). The spatio-
temporal atlas for percentile p and a chosen range of a is then constructed by warping I for
each a:
Ia,p(x) = I
(
Ta,patlas
(
x; µ
))
, (4.10)
4.2.7 Individual subject assessment
Given the distribution of morphology scores and residual magnitudes of the reference data,
outliers from these distributions can be assessed in terms of percentiles, which is analogous to
the use of growth charts to map child development in terms of height and weight as a function
of age [73]. Let pi be the percentile at which the individual morphology score Si at age ai can be
found in the reference morphology score distribution, after correction for available covariates.
Let p‖E‖i be the percentile at which the individual residual magnitude can be found in the
reference residual magnitude distribution, then the status of the brain morphology of patient
i could, for example, be assessed according to the following set of rules:
1. No accelerated brain aging: 0.05 < pi < 0.95 and 0.05 < p‖E‖i < 0.95
2. At risk of accelerated brain aging: pi > 0.95 and 0.05 < p‖E‖i < 0.95
3. At risk of unknown pathology: p‖E‖i > 0.95
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In addition, the individual scan Ii should be compared to the spatio-temporal atlas I
ai ,pi , for a
qualitative assessment of the morphology due to aging. In the third case, further investigation
of Ii, Ei, and the individual deformation d
∗
i is necessary.
4.3 E X P E R I M E N T S
In our experiments we used two image databases:
1. The Rotterdam Scan Study (RSS), containing brain scans of non-demented, asymp-
tomatic subjects,
2. The Alzheimer’s Disease Neuroimaging Initiative (ADNI) database, containing both
asymptomatic and symptomatic subjects.
First, the model was applied and validated on the RSS database. Next, the difference in scores
between asymptomatic and symptomatic subjects was evaluated in the ADNI dataset. Finally,
the robustness of the scores across databases was evaluated.
4.3.1 Data
4.3.1.1 Rotterdam Scan Study
We used 988 T1w scans (433 male, age=68.3±13.0 (mean±SD)) from the population-based
RSS, a prospective longitudinal study among community dwelling subjects aged 45 years
and over [37]. Participants with dementia at the time of MRI were excluded [127]. All brain
scans were acquired on a single 1.5T MRI system (GE Healthcare, US). The T1w imaging
protocol was a 3-dimensional fast radiofrequency spoiled gradient recalled acquisition with
an inversion recovery pre-pulse sequence [37]. The voxel size was 0.5×0.5×0.8 mm3. Besides
age and sex, height information of the participants was available as well. For six participants,
the height variable was missing, for which we substituted the average height (= 170 cm). We
will refer to this dataset as RSS988.
4.3.1.2 ADNI
Data used in the preparation of this article were obtained from the Alzheimer’s Disease Neu-
roimaging Initiative (ADNI) database. The ADNI was launched in 2003 as a public-private
partnership, led by Principal Investigator Michael W. Weiner, MD. The primary goal of
ADNI has been to test whether serial magnetic resonance imaging (MRI), positron emission
tomography (PET), other biological markers, and clinical and neuropsychological assessment
can be combined to measure the progression of mild cognitive impairment (MCI) and early
Alzheimer’s disease (AD). For up-to-date information, see www.adni-info.org.
The ADNI cohort used in this article is adopted from the study of [24], consisting of an AD
patient group, an MCInc group (mildly cognitive impaired but not converted to AD within
18 months), an MCIc (mildly cognitive impaired and converted to AD within 18 months), and
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a cognitive normal group (CN). The inclusion criteria for participants were defined in the
ADNI-GO protocol1. The AD group consisted of 137 patients (67 male, age=76.0±7.3 years)
(AD137), the MCInc group of 134 participants (84 male, age=74.4±7.2 years) (MCInc134), the
MCIc group of 76 participants (43 male, age=74.7±7.4 years) (MCIc76), and the CN group
of 162 participants (76 male, age=76.2±5.4 years) (CN162). Acquisition had been performed
according to the ADNI acquisition protocol [26]. The brain scans were acquired on 1.5T MRI
systems (GE Healthcare, Philips Medical Systems, Siemens Medical Solutions) and the T1w
imaging protocol was a 3-dimensional magnetization prepared rapid acquisition gradient
echo sequence. The voxel size was approximately 1 mm3, with a maximum of 1.5 mm in any
direction. Besides age and sex, height information of the partipants was available as well. For
one participant, the height variable was missing, for which we substituted the average height
of the subjects in RSS988 (= 170 cm). We will refer to the entire dataset as ADNI509.
4.3.2 Morphology distribution RSS988
We trained the model on RSS988 to visualize the main age-related deformations in a healthy
reference population. Sex and height were used as covariates.
After the preprocessing step, the brain images were cropped to the bounding box of the
mask and resampled to 1.5×1.5×1.5 mm3 spacing. The 988 obtained deformation fields d∗,
which are used as input of the PLSR, were downsampled to a 3×3×3 mm3 spacing and their
size was 52×66×55 voxels. Since the number of parameters with which the deformation field
was generated was much smaller than the number of voxels in the downsampled field, the
downsampling will not influence the result.
The number of PLSR components was determined by applying the randomization test to
RSS988, using 1000 randomizations of Y . In addition, we inspected the score distributions,
the explained variance in age, and deformation modes (PLSR loadings) of the first ten compo-
nents.
4.3.3 Morphology distribution ADNI509
We trained the model ADNI509 and fitted percentile curves on the scores from each class
separately to see if the morphology distribution is different for the various classes in the ADNI
database. Sex and height were used as covariates.
After the preprocessing step, the brain images were cropped to the bounding box of the
mask and resampled to 1.5×1.5×1.5 mm3 spacing, to reduce computation time and memory
consumption of the groupwise registration. The obtained 509 deformation fields, which are
used as input for the PLSR, were downsampled to a 3×3×3 mm3 spacing and their size was
59×66×55 voxels.
1 http://adni.loni.usc.edu/wp-content/themes/freshnews-dev-v2/documents/clinical/ADNI_Go_
Protocol.pdf
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4.3.4 Model validation
We validated the model using data from the RSS database, in which we trained the model
on a subset of 888 images, RSS888, and tested on the remaining 100 images, RSS100. We
also validated the model on data from different databases, in which we trained the model on
RSS988and tested on the AD137 and CN162.
4.3.4.1 Leave-100-out validation (1)
The groupwise image registration on RSS988 resulted in 988 brain deformation fields. In this
experiment we evaluate the generalizability of the PLSR outside the training data. Therefore
we randomly selected 888 deformation fields as input of the PLSR. The resulting PLSR weights
are used to compute individual scores on the remaining 100 deformation fields using Equation
(4.7).
4.3.4.2 Leave-100-out validation (2)
In this experiment we trained the entire model only on RSS888: Itrainn = RSS888. The remaining
100 subjects were treated as entirely new individuals, Ii = RSS100. RSS100 was registered to
Ωtemplate, which was constructed from RSS888, and 100 Si were computed. We evaluated if
the scores from the leave-100-out experiment (1) could be reproduced.
4.3.4.3 Individual subject comparison
In this experiment the training dataset was Itrainn = RSS988, and the individual subjects were
ICNi = CN162 and I
AD
i = AD137, respectively. We compared the individual scores S
CN
i and the
SADi to the morphology score distribution of RSS988, while taking into account the covariates
sex and height. The goals of this experiment were:
• To evaluate if the individual comparison can be performed when individual subjects
are scanned on different scanners with different scanning protocols.
• To evaluate if healthy subjects from different populations have the same brain morphol-
ogy distribution.
• To evaluate if the AD subjects have different morphology scores than the healthy sub-
jects from a different population.
4.4 R E S U LT S
4.4.1 Morphology distribution RSS988
Results from the randomization test indicated that only the first component was significantly
different from the null-distribution (p = 2.6 · 10−10). The second component was not signif-
icant (p = 1.4 · 10−2). Figure 4.4 shows the explained variance in age of the first ten PLSR
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(a) Morphology score distribution for RSS1000
(male, 170 cm).
(b) Morphology score distribution for RSS1000
(female, 150 cm).
(c) −0.063 (d) −0.032 (e) 0 (f) 0.032 (g) 0.063
Figure 4.3: Morphology scores Sn for all n and s(a, p) for p ∈ {5, 25, 50, 75, 95} for (b) male subjects of
height 170 cm of RSS988, and (b) female subjects of height 150 cm of RSS988. The 95% confidence intervals
were determined with 1000 bootstraps. (c)-(g) The main mode of deformation where S equals -2σ, −σ, 0,
σ, and 2σ, with σ the standard deviation of Sn for n ∈ {1 . . . 988}.
components. This figure shows that the first component explains most variance in age (∼60%)
and that the following components do not add much information, which is in agreement with
the results of the randomization test. The score distributions of components two to ten showed
very little to no relation with age and the deformation modes did not contain clear patterns
that can be expected in aging. We therefore only used the scores of the first PLSR component
to describe the brain morphology distribution as a function of age.
Figure 4.3(a) shows Sn of the first PLSR component and the fitted percentile curves s(a, p)
for p ∈ {5, 25, 50, 75, 95}, for male subjects of height 170 cm, the average height of all subjects
in RSS988. Figure 4.3(b) shows Sn of the first PLSR component and the fitted percentile curves
for female subjects of height 150 cm, to show the effect of the covariates on the morphology
score distribution. The distributions have a clear relation with age. As expected, the scores
of short, female subjects are higher than the scores of male subjects of average height. Figure
4.3(c)-(g) shows the main mode of deformation in P applied to I for RSS988. This mode shows
that the higher Sn, the larger the ventricles, (cortical) atrophy, and brain shrinkage.
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Figure 4.4: Cumulative explained variance [%] of the first ten PLSR components.
4.4.2 Morphology distribution ADNI509
Figure 4.5 shows Sn and s(a, p) for p ∈ {5, 25, 50, 75, 95}, adjusted for covariates sex and
height, of the model trained on ADNI509. The scores of CN162 are the lowest, and MCIc76
and AD137 have the highest scores. Interestingly, a morphology difference between MCInc134
and MCIc76 is visible. The confidence bounds of the median curves of AD137 and CN162 do
not overlap, indicating that the median curve of the two groups are significantly different.
The confidence bounds of the median curves of MCInc134 and MCIc76 group overlap slightly,
possibly due to the lower number of subjects in MCIc76.
4.4.2.1 Distributions of ‖E‖ in ADNI509
The distributions of ‖E‖ are shown in Figure 4.5(f). The Welch’s two-sample t-test was per-
formed to test if the distributions of ‖E‖ are significantly different. Tests were performed
between all possible group pairs. All p-values were higher than the significance level of 0.05,
and therefore no significant difference between the distributions was observed.
4.4.3 Model validation
4.4.3.1 Leave-100-out validation (1)
Figure 4.6a shows the morphology scores for RSS888 grey and RSS100 test subjects in red. The
morphology scores of the test subjects fall within the morphology score distribution of the
training subjects.
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(a) Morphology score distribution of CN162
(male, 170 cm).
(b) Morphology score distribution of MCInc134
(male, 170 cm).
(c) Morphology score distribution of MCIc76
(male, 170 cm).
(d) Morphology score distribution of AD137
(male, 170 cm).
Figure 4.5: In figures 4.5a - 4.5d we see the morphology score distribution of each subgroup in ADNI509.
The 95% confidence intervals are estimated using 1000 bootstraps. At the age extremities not many data
points are available resulting in wide confidence intervals.
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(a) Morphology scores for 900 training subjects
in gray and 100 test subjects in red, obtained in
leave-100-out validation (1).
(b) Morphology scores of the 100 test subjects
from leave-100-out validation (1) vs the scores
from leave-100-out validation (2).
Figure 4.6: Morphology scores from leave-100-out validation experiments.
4.4.3.2 Leave-100-out validation (2)
Figure 4.6b shows a scatterplot of the morphology scores of the leave-100-out (1) experiment
versus the leave-100-out (2) experiment. The morphology scores show a high correlation (Pear-
son’s r = 0.996), but a small bias is present. The distribution of ‖E‖ of RSS888 is not signifi-
cantly different from the distribution of ‖E‖ of RSS988 according to the Welch’s two-sample
t-test, as shown in Figure 4.7.
4.4.3.3 Individual subject comparison
Figure 4.8 shows the SCNi and S
AD
i projected onto the model of RSS988 (male, 170 cm). Figure
4.8(a) shows that 94% of the CN162 lie below the 95% percentile lines of the RSS distribution.
Figure 4.7: Distributions of ‖E‖ of training set RSS888 (blue) and test set RSS100 (green).
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(a) SCNi are shown in green. (b) S
AD
i are shown in red.
Figure 4.8: Morphology score distribution (male, 170 cm) of RSS1000 in five percentile curves and SCNi (a)
and SADi (b). The S
CN
i and S
AD
i are corrected and projected onto the reference distribution.
(a) Normalized histogram of ‖E‖ for RSS1000
and CN162.
(b) Normalized histogram of ‖E‖ for RSS1000
and AD137.
Figure 4.9: Distributions of ‖E‖where the RSS images are Itrainn for n ∈ {1, . . . , 1000} and the ADNI images
were ICNi for i ∈ {1, . . . , 162} and IADi for i ∈ {1, . . . , 137}.
From Figure 4.8(b) we see that 34% of AD137 lie above the 95% percentile, and 76% above the
75% percentile, indicating that their morphology shows more atrophy than that of cognitive
normals at the same age.
Figure 4.9 shows the distributions of ‖E‖ of RSS988 subjects and CN162 (a) and AD137
(b). The distributions have overlap, but are significantly different according to the Welch’s
two-sample t-test.
4.5 D I S C U S S I O N
We proposed a method for developing a spatio-temporal model of morphological differences
in the brain due to normal aging, to which an individual’s brain morphology can be compared.
We applied the framework to a set of 988 images of non-demented aging subjects from a large
population imaging study and on a set of 509 subjects from the case-control study ADNI. The
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main mode of deformation due to aging, P, shows the expected deformation patterns due to
aging: larger ventricles, (cortical) atrophy, and brain shrinkage. We performed various experi-
ments to validate the proposed method. The results of these experiments are encouraging and
show clinical potential.
The leave-100-out experiment (1) showed that the PLSR generalizes for subjects that were
not part of the training set. The leave-100-out experiment (2) showed that we can reproduce
the morphology scores from leave-100-out experiment (1). This indicates that the deforma-
tions resulting from the individual subject registration to the template are similar to the de-
formations following from the groupwise registration, and that the method can be used to
compute individual morphology scores. We did observe a slight bias when comparing the
scores of leave-100-out experiment (1) and leave-100-out experiment (2). This is due to the
fact that the starting point of the registration in leave-100-out experiment (1) is different from
the starting point of the registration in leave-100-out experiment (2), leading to slightly differ-
ent deformation fields.
The percentile curves computed on the ADNI database showed a difference between the
morphology score distributions of the CN and AD subgroups (median difference significant,
i.e. no overlapping confidence bands, for the age range 60-72y), and, interestingly, also be-
tween MCInc and MCIc (median difference not significant, i.e. confidence bands overlap).
Although it was not specifically trained to separate the groups, the model showed that the
AD and MCIc patients have, on average, higher morphology scores than the CN and MCInc
groups. The distributions of the norm of the PLSR residual, ‖E‖, between the four groups
was not significantly different, indicating that the non-age related deformations were of simi-
lar magnitude.
To evaluate the reproducibility across datasets we computed scores of both AD and cog-
nitive normal individuals from the ADNI database using the RSS subjects as reference data.
The cognitive normal subjects from ADNI fell nicely within the morphology score distribu-
tion of the cognitive normal subjects from RSS. The AD subjects had on average higher mor-
phology scores than the cognitively normal subjects. These results suggest that the proposed
method is able to compute individual morphology scores of subjects from one population
when trained on subjects from another population. We did observe that ‖E‖ is different for
the two databases of scans, which we did not see when registering subjects from the same pop-
ulation. Possible causes for this are the presence of non-age-related morphology differences
between the two populations, e.g. differences in scanner type or protocol, inclusion criteria,
demographics, environmental factors, etc.
4.5.1 Suggestions for future work
Several improvements can be made to the proposed model to increase sensitivity and perfor-
mance. Also, the proposed method can be used in a variety of applications.
The uncertainty in the percentile curves was quantified by bootstrapping, obtaining con-
fidence intervals for each curve. The uncertainty on individual morphology scores due to
63
registration errors was not taken into account in the presented method. However, this could
be estimated by perturbation of the individual deformation field, according to estimations of
registration uncertainty. In this way, a distribution of possible morphology scores for this indi-
vidual could be obtained. Obtaining reliable estimates of registration uncertainty is, however,
still an active topic of research [128–130].
Overall, the experiments showed that the proposed method is valid when comparing indi-
vidual brain morphologies to a (cognitively) healthy reference population. Diagnostic value of
the morphology score alone, however, is limited due to the high variability between individu-
als. In this study, we applied our method to T1-weighted MRI brain scans, but in principle, it
could be applied to scans of other sequences or modalities. Future work may investigate age
and other demographics related changes in other voxelwise maps, such as diffusion or perfu-
sion imaging derived maps. This can be accomplished by replacing the deformation field d∗
with such a voxelwise map in the template domain. This could possibly improve discrimina-
tive ability between people at risk of accelerated brain aging and people without risk.
Besides application of this method to voxelwise maps, it can also be applied to selected
points on the surface of a segmented anatomical structure of interest, for example the hip-
pocampus. In that case, a spatio-temporal model and its variation in the population of that
specific structure can be studied in more detail and individual anatomical structures can be
compared to a reference shape distribution.
It is clinically relevant to follow how a person’s brain morphology changes with age. The
proposed method can be used to compute morphology scores of individual scans at baseline
and at follow-up. Plotting the baseline and follow-up scores in the percentile curves allows
comparing the aging trajectory of an individual to the (cross-sectional) reference population.
Following individual morphology scores over time allows estimation of the physiological vari-
ation in subject specific aging trajectories. On an individual level, inspection of these aging
trajectories could be relevant in clinical trials to, for example, investigate if changes in e.g.
medication or lifestyle have any effect. A clinical evaluation of the proposed deformation-
based framework would be necessary to prove its value in the clinic.
4.5.2 Limitations
A limitation of using cross-sectional data, which was also mentioned by [104], is that effects
of different birth cohorts are not excluded.
Because PLSR tries to maximize the covariance between the morphology scores and age,
and the number of predictor variables is high (= 3M  N), it is very likely that it will find a
linear relationship. Therefore, when modeling a population, and the relation with age is not
expected to be linear, this may be a limitation of PLSR.
To compute the score of an individual brain image an additional groupwise registration
of all images in the training set plus the individual brain image(s) has to be performed. This
additional groupwise registration is time-consuming and therefore this is a practical limitation
of our proposed framework. In the current implementation, the registration takes about two
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days and has to be performed on a machine capable of reserving 100GB of RAM to complete
the task. In the future we will search for possibilities to register an individual brain image to
the template domain without having to perform an additional groupwise registration with the
already registered training data. In the presented work, however, the groupwise registration
is preferred over a pairwise registration for obtaining an unbiased result. This is supported
by preliminary experiments which are not shown due to lack of space.
4.6 C O N C L U S I O N
We developed a spatio-temporal model of morphological differences in the brain due to nor-
mal aging. The method provides a representative distribution of brain morphologies as a
function of age instead of a single population mean morphology. Our method reduces high
dimensional morphology to a single score. This score can be interpreted using the spatio-
temporal atlas showing which deformation due to aging belongs to that score.
The framework was tested using data from two different datasets. Experiments showed
that the proposed method extracts the expected deformation patterns due to aging and they
showed that on a group level there is a morphology difference between cognitively normal
and AD subjects, which manifests as accelerated aging, indicating the potential at least for
clinical group studies. The spatio-temporal model can be used to compare an individual’s
brain morphology to a cognitively healthy reference population. Smooth percentile curves
showing the brain morphology changes as a function of age as well as spatio-temporal atlases
derived from the cognitively healthy reference population (RSS988) are publicly available via
an interactive web application at www.agingbrain.nl. We believe that this framework has the
potential to be used clinically as an indicator of accelerated brain aging.
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Part II
Efficient non-rigid groupwise image
registration

5
P C A - B A S E D G R O U P W I S E I M A G E R E G I S T R AT I O N F O R
Q U A N T I TAT I V E M R I
Abstract. Quantitative magnetic resonance imaging (qMRI) is a technique for estimating quan-
titative tissue properties, such as the T1 and T2 relaxation times, apparent diffusion coefficient
(ADC), and various perfusion measures. This estimation is achieved by acquiring multiple
images with different acquisition parameters (or at multiple time points after injection of a
contrast agent) and by fitting a qMRI signal model to the image intensities. Image registration
is often necessary to compensate for misalignments due to subject motion and/or geomet-
ric distortions caused by the acquisition. However, large differences in image appearance
make accurate image registration challenging. In this work, we propose a groupwise image
registration method for compensating misalignment in qMRI. The groupwise formulation of
the method eliminates the requirement of choosing a reference image, thus avoiding a reg-
istration bias. The method minimizes a cost function that is based on principal component
analysis (PCA), exploiting the fact that intensity changes in qMRI can be described by a low-
dimensional signal model, but not requiring knowledge on the specific acquisition model. The
method was evaluated on 4D CT data of the lungs, and both real and synthetic images of five
different qMRI applications: T1 mapping in a porcine heart, combined T1 and T2 mapping in
carotid arteries, ADC mapping in the abdomen, diffusion tensor mapping in the brain, and dy-
namic contrast-enhanced mapping in the abdomen. Each application is based on a different
acquisition model. The method is compared to a mutual information-based pairwise regis-
tration method and four other state-of-the-art groupwise registration methods. Registration
accuracy is evaluated in terms of the precision of the estimated qMRI parameters, overlap of
segmented structures, distance between corresponding landmarks, and smoothness of the de-
formation. In all qMRI applications the proposed method performed better than or equally
well as competing methods, while avoiding the need to choose a reference image. It is also
shown that the results of the conventional pairwise approach does depend on the choice of
this reference image. We therefore conclude that our groupwise registration method with a
similarity measure based on PCA is the preferred technique for compensating misalignments
in qMRI.
This chapter contains the content of PCA-based groupwise image registration for quantitative MRI,
W. Huizinga et al., Medical Image Analysis 29, pp 65 - 78 (2016).
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Figure 5.1: A scheme showing the concept of qMRI. On the top there are three contrast-varying images of
a heart. The red dots indicate one specific pixel location x in each of the images and their intensities are
plotted in the graph below the images. A model m(θ) is fitted to the pixel intensities, where θ contains the
tissue properties of interest. The model is fitted for each pixel in the image so that a map of the element(s)
in θ can be created. Such a map, showing T1, is shown on the right of the graph.
5.1 I N T R O D U C T I O N
Quantitative magnetic resonance imaging (qMRI) is a technique that enables the estimation
of tissue properties from a series of images acquired with different imaging parameters or
acquired at multiple time points after injection of a contrast agent. Because these tissue prop-
erties can be indicators of the biological state of the tissue and their change during disease,
their precise and accurate estimation is important. Examples of such tissue properties are the
relaxation parameters T1 and T2, the mean diffusivity (MD), the apparent diffusion coefficient
(ADC) and Ktrans, a measure of capillary permeability. They are estimated by fitting a low-
dimensional signal model (qMRI model) to the acquired MR images, see e.g. [131]. Typically
five to over a hundred images are acquired, depending on the tissue properties of interest.
Figure 5.1 illustrates the concept of qMRI.
The fitting procedure assumes an anatomical correspondence between the images in the
acquired series. However, due to patient motion and/or geometric distortions caused by the
acquisition this correspondence can be lost, which may lead to erroneous parameter estima-
tion, especially at tissue boundaries. Corrections during acquisition, such as gating or breath-
holding, do not always give the desired effect and can significantly increase the acquisition
time. Another solution is to align the images prior to fitting the qMRI model. This alignment
can be achieved with image registration techniques. However, image registration for qMRI
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imposes two main challenges: firstly, the contrast is different for each of the images in the ac-
quired series, complicating registration based on the image intensities. Secondly, often more
than two images need to be registered in the context of qMRI. In this second case one can
choose a pairwise registration approach in which all images are registered to a chosen refer-
ence image. To deal with contrast changes that occur in a series of qMRI images the pairwise
approach is commonly used with a metric based on mutual information (MI), because this
metric is robust against intensity changes in the images [6, 132, 133]. However, a major dis-
advantage of this approach is that the choice of reference image will influence the result of
the registration, which we will demonstrate in this paper. To circumvent the need to choose a
reference image one can use a so-called groupwise registration approach. In such an approach
all images are simultaneously registered to a mean space. Moreover, with this approach the
information of all images is taken into account during the registration. This improves consis-
tency over a pairwise registration approach, as shown in [120] for groupwise registration of
dynamic CT images.
We distinguish two categories of registration methods for qMRI data, discussed in the fol-
lowing two paragraphs: a) model-based methods that use the qMRI model to register the
images, [134–138] and b) data-driven methods, which do not rely on the qMRI model [139,
140]. The model-based registration method proposed in [134] for the registration of T1 data,
uses the fitted parameters of the qMRI model to generate reference images for all images in
the dataset. The registration is done in a pairwise fashion using a cross-correlation similarity
metric. A similar approach was used by Buonaccorsi et al. for dynamic contrast-enhanced
(DCE) images [135]. Andersson et al. and Hallack et al. directly minimize the residual error of
the qMRI model fit [136, 137]. For the registration of DCE images Bhushan et al. propose to
maximize the joint posterior probability between the intensities estimated by the model and
the true data [138]. All these approaches eliminate the requirement to choose a reference im-
age and are robust to the appearance differences in the image. However, these model-based
methods assume that the images adhere exactly to the qMRI model, which is not always true
in all structures that are present in the images due to noise and acquisition artefacts or when
the model is too simple to represent the image intensities. For example, the DT model may
not fully describe the signal in all voxels of the brain due to the presence of multiple fiber
orientations, as shown in [141] and [142].
Data-driven methods for qMRI registration have been proposed [139, 140]. For the regis-
tration of DCE data, Hamy et al. proposed robust data decomposition. With the assumption
that the low rank components are free from local contrast changes or artefacts, they use a
sparse and low-rank decomposition and register the low-rank components to the mean of all
low-rank components in the current resolution [139]. Melbourne et al. proposed a progressive
principal component registration for DCE data. This method registers the series of images
to an artificial series, which is generated from the first principal components of the original
images. The registration is repeated and at each iteration a new series is generated and more
principal components are added in the reconstruction [140].
Groupwise registration methods, not specifically developed for the registration of qMRI
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data, have been proposed in [143], [144], [120], [145], and [116]. Liu et al. use a sparse/low-
rank decomposition [143], similar to the method proposed in [139], to register brain images
between subjects, with the assumption that the low-rank components are free from lesions and
pathologies. Miller et al. proposed a method based on voxel-wise entropy [144]. While this
method is robust against intensity variation, qMRI acquisitions often have few measurements,
making it difficult to estimate a well-defined probability density function, which is needed
for entropy calculation. Metz et al. proposed a groupwise dissimilarity metric based on voxel-
wise variance, implicitly assuming small intensity differences between the images [120]. Due
to the large intensity variations in qMRI it is not expected that this method is suitable for qMRI
applications, however we investigate if this is indeed the case. Wachinger et al. proposed a
sum of accumulated pairwise estimates (APE), such as the sum of normalized correlation co-
efficients of all possible image pairs in the series, as a similarity metric [145]. Even though this
method has not yet been validated for qMRI data, it is designed to align images with different
contrasts. Bhatia et al. proposed a groupwise extension of the pairwise mutual information
registration approach, in which the sum of the mutual informations between the voxel-wise
mean of all images and each image is maximized [116]. A downside of such a metric for qMRI
is that contrast at edges may be reduced after computing the mean image, due to the large
intensity differences among the images.
In this paper we propose a generic data-driven groupwise registration approach which by
design is suitable for a wide range of qMRI applications without explicitly requiring the ap-
plicable qMRI model. In our approach we exploit the fact that in qMRI the intensity changes
according to a low-dimensional acquisition model. When the images are not aligned, the com-
plexity of the data is increased, i.e. the data can no longer be described by the acquisition
model. We propose two dissimilarity metrics based on this principle. These metrics use PCA
to quantify the amount of misalignment in the qMRI series. Because of the groupwise formu-
lation of the registration, the need to choose a reference image is eliminated. We evaluated the
generic applicability of the method on five different challenging applications of qMRI: T1 map-
ping in a porcine heart, combined T1 and T2 mapping in carotid arteries, ADC mapping in the
abdomen, diffusion tensor mapping in the brain and dynamic contrast-enhanced mapping in
the abdomen. As the groupwise approaches in [145], [116], [120] have potential for qMRI data
we use them as reference methods. The model-based approach in e.g. [137] is implemented
for T1 mapping and will be used as a reference method for this application. Finally we also
compare our method to the commonly used MI-based pairwise registration approach.
72
5.2 M E T H O D S
5.2.1 Quantitative magnetic resonance imaging
In a qMRI examination multiple images are acquired in the same subject. Let Mg(x) for g ∈
{1 . . . G} be a series of G images and x a 2D or 3D spatial coordinate. The intensity at x for
each image Mg is predicted by a low-dimensional qMRI model mg:
Mg(x) = mg(θ(x)) + e(x), (5.1)
where θ is a Γ-dimensional vector with tissue properties and e is the noise at coordinate x.
In our applications, the number of tissue properties Γ ranges from three to seven and Γ <
G, which is why we call the qMRI model low-dimensional. Each qMRI application follows
a different model mg. An example of such a qMRI model mg is the modified Look-Locker
inversion recovery model proposed by [146]:
mg(θ) =
∣∣∣A (1− Be−TIg/T∗1 )∣∣∣ , (5.2)
where θ =
(
A, B, T∗1
)
and TIg the inversion time for image Mg. The parameter of interest,
T1, is calculated using T1 = T∗1 (B − 1). For this specific model Γ = 3, as θ contains three
parameters. The functions mg that are used for the experiments in this paper are presented in
Section 5.3.
5.2.2 Registration frameworks: pairwise and groupwise
Prior to estimating θ the images Mg need to be registered. Due to motion and/or geometric
distortions caused by the acquisition correspondence between the images is lost, i.e. a spatial
coordinate x does not correspond to the same anatomical location in each of the images. In
the pairwise registration approach, one reference image MR(x) is chosen and all other images
Mg(x) for g 6= R are registered to MR(x). In our registration method, the transformation is
modeled by a set of transform parameters µ. For each image Mg(x) there is a transformation
Tg(x; µg). The pairwise registration is formulated as the minimization of a dissimilarity metric
D with respect to µg:
µˆg = arg min
µg
D(µg), (5.3)
which is repeated for all g 6= R. D measures the dissimilarity of MR(x) and Mg(Tg(x; µg)).
In the groupwise registration framework the images Mg(x) for all g are registered simul-
taneously to a mean space. We formulate groupwise registration as the minimization of a
dissimilarity metric D with respect to µ:
µˆ = arg min
µ
D(µ), (5.4)
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Figure 5.2: Scatter plots of three aligned images (5.2a) and three misaligned images (5.2b) that are gener-
ated with a one-dimensional non-linear model.
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Figure 5.3: Eigenvalue spectra of aligned (5.3a) and misaligned (5.3b) set of images. Note that Γ = 3,
so we expect three dominant eigenvalues in the aligned case. Note that in (a) eigenvalues 4 - 11 are not
exactly zero but very small (< 10−3) and therefore not visible in the plot.
where µ is a vector containing all µg. Here, D measures the dissimilarity of all transformed
images Mg(Tg(x; µg)) with respect to each other. The parameters µg are simultaneously opti-
mized for all g.
5.2.3 Proposed dissimilarity metrics
We present two novel groupwise dissimilarity metrics. Let the images Mg be represented as
columns of an N × G matrix M, where N is the number of voxels in one image Mg. A row of
M can be considered as a data point in a G-dimensional space. Note that when Mg is noise-
free for all g, these datapoints lie in a - possibly non-linear - Γ-dimensional subspace, where
Γ is the number of free qMRI model parameters. Figure 5.2a shows an intensity scatter plot of
three images generated using a one-dimensional (Γ = 1) non-linear model: mg(θ) = 1− e−at,
where θ = a. We see that the points lie on a curved line, i.e. a non-linear Γ-dimensional
subspace. Figure 5.2b illustrates the effect of a small misalignment: the intensity scatter plot
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becomes more dispersed.
The correlation matrix of the data points in M is defined as:
K =
1
N − 1Σ
−1 (M−M)T (M−M)Σ−1, (5.5)
where Σ is a diagonal matrix with the standard deviations of each column of M as diagonal
elements and M is a matrix with in each element of that column the column-wise average of M.
The dimension of the subspace can be estimated by an eigenvalue decomposition of K i.e., by
a PCA. The key idea behind the proposed dissimilarity metric is that, when motion is present
in the images, the data no longer adheres to the presumed qMRI model and the eigenvalue
spectrum of K changes. We choose to perform PCA on the correlation matrix K, instead of
the covariance matrix, to be insensitive to arbitrary intensity scaling between images. Figure
5.3a shows the eigenvalue spectrum of K for an aligned set of synthetic, noise-free images,
created with the qMRI model of Eq. (5.2), and the deformed set of images (Figure 5.3b). We
can observe that once the images are deformed, the higher eigenvalues increase. Our method
aims to transform the images Mg such that the eigenvalue spectrum of K approaches the
spectrum of an aligned set of images.
Let λj be the jth eigenvalue of K, with λj > λj+1, i.e. the eigenvalues with a lower index
have a higher value. The first dissimilarity metric we propose is defined as the difference
between the sum of all eigenvalues (which is equal to the trace of K, which is equal to the
constant G) and the sum of the L highest eigenvalues:
DPCA(µ) =
G
∑
j=1
Kjj(µ)−
L
∑
j=1
λj(µ) = G−
L
∑
j=1
λj(µ), (5.6)
where the dependence on µ has been made explicit to clarify that K (and thus λj) is computed
based on the deformed images Mg(Tg(x; µg)). The constant 1 ≤ L ≤ G is a user-defined
parameter. For different qMRI models, a different value of L must be chosen. A good initial
guess is L = Γ, assuming that the non-linear Γ-dimensional subspace can be approximated
by a Γ-dimensional hyperplane. [147] also assume that well-aligned images are linearly corre-
lated but they use a sparse and low-rank decomposition to directly minimize the rank of M
with a trade-off parameter for sparsity. Since the rank of M is equal to the number of non-
zero eigenvalues of K, the methods are related, but in our method the rank is not minimized
but can be controlled by L, which is preferable in qMRI, since the rank depends on the qMRI
model. The dimension of the subspace in qMRI may be less than Γ when the parameters in
θ are correlated, or higher than Γ due to the non-linearity of the acquisition models. That is
why we propose a second dissimilarity metric that circumvents the need to choose L:
DPCA2(µ) =
G
∑
j=1
jλj(µ), (5.7)
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In DPCA2 the eigenvalues with the highest values (and the lowest indices) have the lowest
weight. Given that λ1 + λ2 + . . .+ λj = G, DPCA2 promotes that as much variance as possible
is explained by a few large eigenvectors.
5.2.3.1 Metric derivatives
Minimization of the dissimilarity metric with gradient based optimizers requires the deriva-
tive of the metric with respect to µ. To differentiate equations (5.6) and (5.7) with respect to µ
we use the approach of [148]:
∂DPCA
∂µ
= −
L
∑
j=1
∂λj
∂µ
= −
L
∑
j=1
vTj
∂K
∂µ
vj, (5.8)
and
∂DPCA2
∂µ
=
G
∑
j=1
j
∂λj
∂µ
=
G
∑
j=1
jvTj
∂K
∂µ
vj, (5.9)
where vTj is the j
th eigenvector of K. Similarly to [148] we ignore the unlikely repetition of
eigenvalues. For repeated eigenvalues, linear combinations of eigenvectors are also an eigen-
vector, which invalidates the above. Using equation (5.5) and (5.8) we obtain the derivative of
DPCA with respect to an element µp:
∂DPCA
∂µp
=− 2
N− 1
L
∑
i=1
vTi Σ−1 (M−M)T
(
∂M
∂µp
− ∂M
∂µp
)
Σ−1vi
+vTi Σ
−1 (M−M)T (M−M) Σ−1
∂µp
vi
]
.
(5.10)
The above expression is obtained after simplifications and using the fact that
vTBTEv = vTETBv (5.11)
for two matrices B and E and vector v. The derivative of Σ−1 with respect to µp is equal to
∂Σ−1
∂µp
= − Σ
−3
N − 1 diag
(M−M)T ( ∂M
∂µp
− ∂M
∂µp
) (5.12)
and ∂M/∂µp and ∂M/∂µp are computed using
∂Mg
(
Tg
(
x; µg
))
∂µp
=
(
∂Mg
∂x
)T ∣∣∣∣∣
Tg
(
x;µg
)
(
∂Tg
∂µp
) ∣∣∣∣∣(
x;µg
). (5.13)
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The same steps are used to calculate ∂DPCA2/∂µp. It was verified that the value of ∂M/∂µp,
the derivative of the mean intensities, was negligibly small and could therefore be ignored in
the actual implementation.
5.2.4 Transformation models
In our experiments (see Section 5.4) we use two different transformation models: a non-
rigid transformation model in which deformations are modeled by cubic B-splines, proposed
by [115], and an affine transformation model. Similar to [145] we used an exponential map-
ping of the affine matrix for parametrization.
5.2.5 Optimization
An adaptive stochastic gradient descent (ASGD) optimization method, proposed by [149], was
used, which randomly samples positions in image space at each iteration in order to reduce
computation time. Sampling was done off the voxel grid, which was shown to be necessary
to reduce interpolation artifacts, as proposed by [119]. A multi-resolution strategy was used.
In such a strategy the image is Gaussian-blurred with a certain standard deviation and at each
level the standard deviation is decreased, such that large deformations are corrected first and
finer deformations are corrected at higher levels. When a B-spline transformation was used,
the control point spacing was also decreased at each resolution level. The number of random
samples, the number of resolution levels, and the number of iterations per resolution level
are user-defined parameters. Linear interpolation was used to interpolate the images during
registration, to limit computation time. Cubic B-spline interpolation was used to produce the
final motion-compensated images.
For the groupwise framework, the average deformation of the images was constrained to be
zero by the approach of [117]: the average derivative of the dissimilarity metric with respect
to its parameters µg is subtracted from each derivative to µg, i.e. the derivatives are centered
to zero mean.
∂D∗
∂µg
=
∂D
∂µg
− 1
G ∑g′
∂D
∂µg′
, (5.14)
where ∂D∗/∂µg is the zero-centered derivative.
5.2.6 Reference dissimilarity metrics
We compared the proposed method with three other methods: a pairwise method that uses
a MI-based dissimilarity metric, and four groupwise methods. The pairwise MI dissimilarity
used was proposed by [150]. The number of histogram bins used to calculate the probability
functions is set to 32 in all experiments.
Wachinger et al. proposed accumulated pairwise estimates (APE) as a family of met-
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rics [145]. One of the metrics they propose is the sum of squared normalized correlation
coefficients. This can be written as the sum of the squared elements of the correlation matrix
K. We implemented this metric as follows:
DAPE(µ) = 1− 1G
√
∑
i
∑
j
Kij(µ)2. (5.15)
Metz et al. proposed the sum of the variances, assuming no intensity changes between
images [120]. The metric is defined as:
DVAR(µ) = 1NG
N
∑
i=1
G
∑
g=1
[
Mg
(
Tg
(
xi; µg
))
− M˜ (xi; µ)
]2
, (5.16)
where M˜
(
xi; µ
)
= 1G ∑g Mg
(
Tg
(
xi; µg
))
.
The groupwise mutual information based method proposed by [116] was implemented as:
DG-MI(µ) = −
G
∑
g=1
H (M˜ (·; µ))+ H(Mg (Tg (·; µg))
)
−H
(
M˜
(·; µ) , Mg (Tg (·; µg))
) ,
(5.17)
where H (·) represents the marginal entropy function and H (·, ·) the joint entropy function.
For this method the number of histogram bins was also set to 32 in all experiments.
Andersson et al. and Hallack et al. proposed to minimize the residual error of the model
fit [136, 137]:
DT1 (µ) =
1
N
N
∑
i=1
min
θ
G
∑
g=1
(
Mg
(
Tg
(
xi; µg
))
−mg
(
θ (xi)
))2
(5.18)
We implemented this method for the model given by Eq. (5.2).
5.2.7 qMRI fitting method
Having registered the images Mg, the qMRI parameters θ can be estimated by fitting the
model mg at each voxel. The qMRI model is fitted using a maximum-likelihood (ML) estimator
that takes into account the Rician noise of MRI data. The estimation procedure is defined
as [151]:
θˆ, εˆ = arg max
θ,ε
(
ln p
(
M
∣∣∣m(θ), ε)) , (5.19)
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where p is the probability density function of the Rician distribution, M are the images, m is
the qMRI model with parameters θ, and ε is the noise level, which is estimated per voxel. To
get an accurate estimate of the noise level, the bias caused by the reduced degrees of freedom
of the residual is corrected according to [151]:
εˆmodif = εˆ
√
G/(G− Γ) (5.20)
When G − Γ is low, there are not enough degrees of freedom left in a voxel to estimate the
noise level precisely. In these cases we therefore regularized the noise level with a log prior
S(ε) promoting a spatially smooth noise level field [151]:
θˆ, εˆ = arg max
θ,ε
(
ln p
(
M
∣∣∣m(θ), ε)− S(ε)) (5.21)
The qMRI fitting method is publicly available at fitMRI.bigr.nl.
5.3 D ATA
We evaluated the registration methods on a purely synthetic dataset, real CT lung datasets,
five real qMRI datasets and five synthetic datasets derived from the real data. The subsections
below describe all datasets.
5.3.1 SYNTH-MODEL
A purely synthetic image was generated to demonstrate the advantages of the proposed PCA-
based methods when registering qMRI data. The generated images are linear combinations of
five basis images, representing five independent ‘tissue’ properties in a qMRI experiment:
mg(θ) = wTgθ (5.22)
where θ contains five ‘tissue’ properties. Each property is spatially correlated and contains
large and small structures. An example ‘tissue’ property map is shown in Figure 5.4a. The
weights are optimized such that the sum of the pairwise mutual information of the images is
minimized. The intrinsic dimension of the synthetic data can however be perfectly resolved by
a principal component analysis. We expect that especially the proposed PCA-based methods
can successfully register the images. An example of an image Mg is shown in Figure 5.4b. The
code to generate the SYNTH-MODEL is included as supplementary material.
5.3.2 Synthetic qMRI
To evaluate how the methods perform with different qMRI models, in a setting with known
ground truth, we created synthetic data based on real qMRI data. To save computation time,
79
(a) An element of θ (b) An example image Mg
Figure 5.4: (a) One of the five ‘tissue’ properties, i.e. an element of θ, and (b) one of the G weighted images.
we extracted a 2D slice from a single subject, for each of the qMRI applications studied in this
paper (see Sections 5.3.4 - 5.3.8). These slices were fitted and the obtained θ and the acquisition
parameters were used to simulate the contrast with the qMRI model that belongs to the data.
Rician noise was added to the synthetic qMRI data such that the signal-to-noise (SNR) ratio
was equal to 10, where the SNR is defined as the mean signal intensity over all images divided
by the σ-parameter of the Rician distribution. The pixel spacings in the first two dimensions
and G for the synthetic datasets are equal to their values in the corresponding real datasets.
All synthetic qMRI datasets are written with a prefix ‘s-’.
5.3.3 CT-LUNG
Ten 4D CT lung datasets from the DIR-LAB database [152] were used to demonstrate the
results of the methods on datasets with only slight intensity changes. Note that this can be
seen as a special case of quantitative imaging where a 1-parameter model (Γ = 1) describes
the intensity with a constant:
mg(θ) = c, (5.23)
with θ = c, wich is trivially estimated by computing the mean over Mg. The voxel size was
approximately 1.1×1.1×2.5 mm3. The size of the first five images was around 256×256×100
and of the last five images around 512×512×128. For all datasets G = 10.
5.3.4 T1MOLLI-HEART
Quantification of T1 relaxation is important for the characterization of myocardial tissue,
which is useful to assess both ischemic and non-ischemic heart muscle diseases [134]. A
popular cardiac T1 mapping method uses the modified Look-Locker inversion recovery
(MOLLI) sequence, described in [146]. The qMRI model for MOLLI is given by Eq. (5.2).
Nine T1MOLLI-HEART datasets from porcine hearts with a transmural myocardial infarction
of the lateral wall were acquired using single-slice acquisition. For each subject G = 11
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(a) T1MOLLI-HEART and registration mask (b) T1VFA-CAROTID and registration masks
(c) ADC-ABDOMEN (d) DTI-BRAIN (e) DCE-ABDOMEN
Figure 5.5: Examples of real datasets and, if used, corresponding registration masks.
two-dimensional images of size 512×512 were acquired. The pixel size was around 0.7×0.7
mm2. Inversion times TIg ranged from 82 to 3866 ms. Figure 5.5a shows an example image.
5.3.5 T1VFA-CAROTID
Quantifying the relaxation parameters T1 and T2 can help to assess the composition of
atherosclerotic plaque in the carotid arteries [153]. Carotid plaque composition has been
shown to be associated with the occurrence of cerebrovascular events [154]. A quantitative
carotid plaque imaging method was proposed based on a 3D improved motion-sensitized
driven-equilibrium prepared black-blood turbo field echo sequence [153]. The qMRI model
of this variable flip-angle approach is given by:
mg(θ) =
∣∣∣∣∣A sin(αg) 1− e−TR/T11− cos(αg)e−TR/T1 e−TEg/T2
∣∣∣∣∣ , (5.24)
with θ = (A, T1, T2), αg the flip-angle and TEg the T2 preparation time per image Mg and
TR the repetition time [153]. Values for the acquisition parameters were αg ∈ [6, 4, 15, 15, 15]
degrees, TEg ∈ [11.5, 11.5, 11.5, 26, 45] ms and TR = 10 ms. Eight T1VFA-CAROTID datasets
were acquired. For each subject, G = 5 three-dimensional images of size 224×223×36 with
voxel size 0.7×0.7×0.7 mm3 were acquired. One of these five images was an anatomical refer-
ence scan. The other four scans were used for the combined T1 and T2 fitting. Although this
method gave accurate T2 mapping results when analyzed in a ROI [153], the acquisitions were
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not optimal yet for true voxelwise T2 fitting, possibly due to the rather low maximum TEg. In
our experiments, it proved difficult to perform accurate voxelwise T2 fits on the current data,
regardless of the registration strategy. Therefore, we only report evaluations of T1 values.
More acquisition details can be found in [153] and an example image is shown in Figure 5.5b.
Please note that although the T1MOLLI-HEART and the T1VFA-CAROTID experiments both
result in a T1 estimate, a different model mg is underlying the acquisition.
5.3.6 ADC-ABDOMEN
The ADC provides quantitative information related to the diffusion of water molecules in
biological tissues. Pathophysiological processes such as cancer are known to have an impact
on cell density, which translates into different diffusion properties and therefore the ADC is an
interesting biomarker to assess these diseases [133]. In this work, we evaluate ADC mapping
in the abdomen. The ADC acquisition model is the following:
mg(θ) = B0e
−bguTg Dug , (5.25)
with θ = (B0, D11, D22, D33) [133]. The vector in the direction of the applied gradient is given
by ug, D is a 3×3 symmetric diffusion tensor and bg is the so-called b-value. The ADC is given
by
ADC = trace(D)/3, (5.26)
hence only the diagonal elements of D are required. For acquiring the ADC data, an inter-
leaved multi-slice diffusion weighted acquisition sequence was used. Five ADC-ABDOMEN
datasets were acquired. For each subject G = 19 images of size 256×224×40 were acquired
with a voxel size of 1.48×1.48×5 mm3 with b-values of 0, 100, 150, 200, 300, 500 and 900
s/mm2. Diffusion weighting was applied in three orthogonal directions aligned with the
read, phase and slice directions. More details about the acquisition settings of these datasets
can be found in [133]. Figure 5.5c shows an example of a diffusion weighted image.
5.3.7 DTI-BRAIN
Measuring the diffusion tensor of water in tissues can provide parameters that help to char-
acterize tissue composition, the physical properties of tissue constituents, tissue microstruc-
ture and its architectural organization. It is often used to map the white matter tissue struc-
ture [155–157]. The qMRI model belonging to DT imaging equals:
mg(θ) = B0e
−buTg Dug (5.27)
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Table 5.1: Acquisition details of the DTI-BRAIN data.
Dataset # b=0 s/mm2 # DWIs G b-value voxel size
[s/mm2] [mm3]
1 10 60 70 700 2.0×2.0×2.0
2 1 60 61 1200 1.75×1.75×2.0
3 1 32 33 800 1.75×1.75×2.0
4 1 32 33 800 1.75×1.75×2.0
5 1 45 46 1200 1.72×1.72×2.0
with θ = (B0, D11, D12, D13, D22, D23D33) for the DT mapping. The vector in the direction
of the applied gradient is given by ug, D is a 3×3 symmetric diffusion tensor and b is the
so-called b-value. In this paper we calculate the mean diffusivity (MD), which is given by:
MD = trace(D)/3. (5.28)
Five DTI-BRAIN datasets were acquired with a diffusion weighted EPI sequence. Details
about the five datasets are provided in Table 5.1 and details of the acquisition settings can
be found in, respectively, [158–162]. Figure 5.5d shows an example of a diffusion weighted
image.
5.3.8 DCE-ABDOMEN
DCE imaging is an established method for assessing microvascular changes associated with
disease in tissues. Examples of tissue diseases where DCE imaging is used are cancer, in-
flammatory conditions, cerebral ischemia, and cardiac ischemia [163]. In DCE imaging the
contrast in the images varies due to the injected contrast agent. The acquisition parameters TR
and α are not varied. In this work, we study DCE imaging in the abdomen. The qMRI model
belonging to the DCE acquisition equals:
mg(θ) = S0
(1− cos α) e−TR/T10
1− e−TR/(T10+C(θ,tg)T1)
(5.29)
with C(θ, tg) the contrast agent concentration in the tissue, described by the extended Tofts
model [164]:
C(θ, tg) = Cp(tg −∆)vp + Cp(tg −∆) ∗ Ktranse−
Ktrans
ve
tg (5.30)
where θ =
(
Ktrans, ve, vp,∆
)
, Cp(t) is the blood plasma concentration described by the general
arterial input function by [163], and ∗ denotes the convolution operator. The time delay ∆was
estimated separately, prior to fitting θ. Ktrans is a measure of capillary permeability, vp is the
blood volume fraction, ve is the volume fraction of extracellular, extravascular space and S0
is the signal without contrast agent. Known variables were the acquisition time tg, the flip-
angle α, the repetition time TR, the longitudinal relaxation parameter without contrast T10,
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and the longitudinal relaxation parameter of the contrast agent T1. The values for the known
acquisition parameters were α = 20 degrees, TR = 3.19 ms, T10 = 725 ms, and T1 = 200
ms. Five DCE-ABDOMEN datasets were acquired with a spoiled gradient echo sequence. Per
subject G = 160 images of size 160×160×30 were acquired with a voxel size of 2.5×2.5×2.5
mm3. More acquisition details can be found in [165]. An example image is shown in Figure
5.5e.
5.4 E X P E R I M E N T S
The proposed registration methods were implemented in the publicly available registration
package Elastix [119]. All datasets were registered with six intensity-based dissimilarity met-
rics and, in addition, both the real and synthetic T1MOLLI-HEART datasets were registered
with a model-based metric.
1. DMI (pairwise)
2. DVAR (groupwise)
3. DAPE (groupwise)
4. DG-MI (groupwise)
5. DT1 (groupwise) (T1MOLLI model)
6. DPCA (groupwise)
7. DPCA2 (groupwise)
To account for deformations caused by heart-pulsations and breathing we used a B-spline
transformation model for the CT-LUNG data, T1MOLLI-HEART, T1VFA-CAROTID, ADC-
ABDOMEN and DCE-ABDOMEN experiments. For ADC-ABDOMEN and DCE-ABDOMEN
datasets, results are also reported for an affine transformation. To account for deformations
caused by head motion and eddy current distortions we used an affine transformation model
for application DTI-BRAIN. Two types of experiments were done:
1. The synthetic images were deformed by applying a known transformation and regis-
tered with all methods;
2. The real CT-LUNG and qMRI data were registered with all methods.
The parameters of the transformation applied to the SYNTH-MODEL data were drawn from
a normal distribution, such that the initial deformation was approximately six pixels for the
affine transformation and three pixels for the B-spline transformation. The parameters of the
transformations applied to the synthetic qMRI datasets were drawn from normal distribu-
tions, such that the initial deformation was approximately one to two pixels. For the cases
with non-rigid deformations, the control point spacing σ for the initial and estimated B-spline
transformation was equal in all dimensions: σ = [ν, ν], with the following values for ν:
• SYNTH-MODEL: ν = 16 mm
• s-T1MOLLI: ν = 64 mm
• s-T1VFA: ν = 16 mm
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Table 5.2: Summary of the settings used in the image registration experiments, for all datasets.
qMRI application G Γ L ν [mm]
SYNTH-MODEL 20 5 5 16
CT-LUNG 10 1 1 6, 13 and 20
T1MOLLI-HEART 11 3 3 32, 64 and 128
T1VFA-CAROTID 5 3 1 8, 16 and 32
ADC-ABDOMEN 19 4 4 32, 64 and 128
DTI-BRAIN see Table 5.1 7 7 -
DCE-ABDOMEN 160 4 4 32, 64 and 128
Table 5.2: Summary of the settings used in the image registration experiments, for all datasets (continued).
qMRI application reference image registration mask evaluation ROI
SYNTH-MODEL first image of the series - -
CT-LUNG first image of the series lungs red
T1MOLLI-HEART slice 1, 4, 7 and 11 see Figure 5.5a myocardium
T1VFA-CAROTID anatomical scan see Figure 5.5b carotid artery wall
ADC-ABDOMEN b = 0 s/mm2 image - spleen
DTI-BRAIN b = 0 s/mm2 image - parenchyma
DCE-ABDOMEN non-contrast weighted image - pancreas
• s-ADC: ν = 64 mm
• s-DCE: ν = 64 mm
The values of ν were chosen such that the simulated deformations were realistic. For the
T1MOLLI-HEART, T1VFA-CAROTID experiments and their synthetic datasets we used reg-
istration masks, loosely drawn around the heart and the carotid arteries, to reduce the influ-
ence of surrounding organs. Examples are shown in Figure 5.5a and Figure 5.5b. For T1VFA-
CAROTID, registration was performed separately for the left and right carotid. Lung masks
were used in the CT-LUNG experiment, similar to the study performed in [120]. For the cases
with non-rigid deformations, different values for the control point spacing σ for the B-spline
transformation were used. The values for ν are provided in Table 5.2. Before further process-
ing of the ADC-ABDOMEN data, within-image motion artifacts due to interleaved acquisition
were corrected with the methods of [133].
For all registrations we used the following settings:
• two resolutions
• 1000 iterations per resolution
• 2048 random coordinate samples per resolution
In the pairwise registration framework, a reference image must be chosen. The images that are
used as reference for each application are shown in Table 5.2. For the T1MOLLI-HEART data
there is no obvious reference image, so in this case we used multiple images of each dataset
as a reference image, which enables us to evaluate the effect of the reference image on the
results.
The DPCA method requires the user to set the parameter L. This parameter is shown in
Table 5.2 for all qMRI applications.
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5.4.1 Evaluation measures
As the synthetic data are aligned by design, they can be used as a ground truth to evalu-
ate registration accuracy. A known transformation Tg(x; µinit,g) was applied to the data and
corrected using the registration methods. The accuracy of the registration method can be eval-
uated by calculating the resulting residual deformation field d(x):
dg(x) = Tg
(
Tg(x; µinit,g); µˆg
)
− x, (5.31)
with Tg(x; µˆg) the transformation estimated by the registration method. The lower d(x) for
all x, the more accurate the registration method. However, the constraint, equation (5.14), was
not applied to the initial transformation, so we subtract the mean of the deformation field:
d∗g(x) = dg(x)− 1G ∑Gg′=1 dg′ (x). We report the mean and standard deviation of ‖d∗g(x)‖ over
all x and g. Secondly, we measured how the uncertainty of the fitted parameter of interest of
the qMRI model was altered by the registration method (see Section 5.4.1.4).
For the real data, no ground truth was available. We therefore used, besides a visual inspec-
tion, the following evaluation measures, which can be summarized as:
1. how well manually defined landmarks correspond in the images (CT-LUNG, T1VFA-
CAROTID and DCE-ABDOMEN);
2. how well anatomical regions of interest (ROI) overlap in all images (T1MOLLI-HEART
and ADC-ABDOMEN);
3. the smoothness of the deformation field, evaluated within an ROI;
4. the effect of the registration method on the uncertainty of the fitted parameter of the
qMRI model, evaluated within an ROI.
To facilitate a fair comparison of all registration methods for the different evaluation measures,
the images resulting from the groupwise registration metrics DVAR, DAPE, DG-MI, DT1 , DPCA
and DPCA2 were transformed to the space of the reference image MR(x) as used by DMI. To
that purpose, the inverse transformation T−1R (x; µR) was computed. The manually outlined
structures that are used as ROIs for all qMRI applications are mentioned in Table 5.2. For the
DTI-BRAIN data, neither landmarks nor structures could be reliably identified on each of the
diffusion weighted images, so for this application no overlap or point correspondence was
calculated. In the following sections the evaluation methods are explained in more detail.
5.4.1.1 Point correspondence
The correspondence between landmarks was evaluated with the mean target registration error
(mTRE):
mTREl =
1
G− 1
G
∑
g=1, g 6=R
‖pg − Tg
(
T−1R
(
pR; µR
)
; µg
)
‖, (5.32)
where G is the number of images in which the landmark l is annotated, pR the landmark in
the reference image, pg the landmark annotated in image g, and Tg
(
T−1R
(
pR; µR
)
; µg
)
the
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transformation of point pR from the reference space to the space of image g. The transforma-
tions from reference space were used to facilitate the comparison with the non-groupwise
DMI approach.
For the CT-LUNG data anatomical landmarks are publicly available. For the DCE-
ABDOMEN and T1VFA-CAROTID data the landmarks were manually annotated. Multiple
landmarks were annotated and therefore we report the mean over the mTREl for all l. For
CT-LUNG, 75 landmarks were annotated in the first five time points and 300 landmarks were
annotated in the first and fifth time point. The mTRE is calculated for the 75 landmarks in
the first five time points and for the 300 landmarks in inhale and exhale phase. The mean
of these two mTREs is reported. In the T1VFA-CAROTID data four landmarks per dataset
were determined, two per registration mask, and they were defined in all five images. In the
DCE-ABDOMEN five landmarks per dataset were determined and they were defined in 50
of the 160 images. Due to sliding motion, low resolution and high contrast differences the
five landmarks were annotated in 50 different images, which results in an unequal number
of landmarks per image of the DCE-ABDOMEN data. Note that instead of an mTREl , i.e. an
mTRE per landmark l, we could have computed an mTREg, i.e. an mTRE per image g. For
datasets CT-LUNG and T1VFA-CAROTID the mean over mTREl for all l is equal to the mean
over mTREg for all g, but for the DCE-ABDOMEN data this is not the case due to the unequal
number of landmarks per image.
5.4.1.2 Overlap
We extended the Dice coefficient to measure the overlap between more than two segmenta-
tions as:
DiceG = G
|S1 ∩ S2 . . . ∩ SG|
|S1|+ |S2| . . . + |SG| , (5.33)
where Sg is the segmentation in the gth image and G the number of segmentations. Note that
DiceG is sensitive to the misregistration of a single image, which is important in qMRI since a
single misregistered image can severely reduce the quality of the qMRI model fit.
In the T1MOLLI-HEART experiment we measured the overlap of the manually outlined
myocardium, outlined on six to nine images. Not all images were outlined because manual
segmentation on some images proved to be difficult due to low contrast between the my-
ocardium and surrounding tissues. For the ADC-ABDOMEN we measured the overlap of
the manually outlined spleen in b=0 s/mm2 image and in diffusion weighted images b=100
s/mm2 in phase direction, b=100 s/mm2 in slice direction, b=150 s/mm2 in slice direction,
b=200 s/mm2 in read direction, b=300 s/mm2 in read direction, b=500 s/mm2 in phase direc-
tion and b=900 s/mm2 in phase direction.
5.4.1.3 Smoothness of the transformation
Extreme and non-smooth deformations are unexpected for the experiments we conducted.
Hence, the smoothness of the deformation field can be used to identify such undesirable trans-
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Figure 5.6: Tissue maps, generated before (top) and after registration (bottom) with DPCA2. The green
arrows indicate the differences in the tissue maps before and after registration.
formations. It is obtained by calculating the mean of the standard deviation of the determinant
of ∂Tg/∂x over all x for all images:
STD|∂Tg/∂x| =
1
G
G
∑
g=1
STD
(
|∂Tg/∂x|
)
, (5.34)
where STD
(
|∂Tg/∂x|
)
is the standard deviation of |∂Tg/∂x| over all x ∈ ROI.
Table 5.3: Results of the SYNTH-MODEL experiment. Mean ± standard deviation of ‖d∗g(x)‖ [mm].
Affine B-spline
(-) 6.2 ±3.7 3.0 ±1.6
DMI 7.7 ±8.9 9.3 ±7.1
DVAR 39.7 ±30.7 34.0 ±21.5
DAPE 8.4 ±4.9 21.5 ±13.3
DG-MI 20.1 ±14.0 16.9 ±12.2
DPCA 0.1 ±0.1 0.6 ±0.6
DPCA2 0.1 ±0.3 1.5 ±1.9
Table 5.4: Results of the synthetic qMRI experiments. Mean ± standard deviation of ‖d∗g(x)‖ [mm].
s-T1MOLLI s-T1VFA s-ADC s-DTI s-DCE
(-) 1.55±1.10 1.02±0.79 0.98±0.63 1.32±0.91 1.18±0.64
DMI 1.83±1.94 0.43±0.38 1.80±2.03 1.46±1.21 3.03±5.34
DVAR 10.01±10.02 1.64±1.44 5.03±4.85 9.88±11.54 1.67±5.93
DAPE 2.71±2.88 0.14±0.12 1.14±0.85 1.77±2.06 0.96±0.94
DG-MI 1.35±1.54 0.41±0.34 1.26±1.01 1.23±1.45 0.93±1.02
DT1 0.23±0.21 - - - -
DPCA 0.30±0.28 0.15±0.13 0.76±0.57 0.16±0.16 1.16±3.19
DPCA2 0.79±0.93 0.12±0.11 0.73±0.57 0.23±0.28 0.75±1.26
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Table 5.5: 90%
√
CRLB of T1 [ms], ADC [µm2/ms], MD [µm2/ms] and Ktrans [min−1] in ROI of synthetic
datasets.
s-T1MOLLI s-T1VFA s-ADC s-DTI s-DCE
(-) 148 >1000 0.243 0.063 1.79
DMI 50 542 0.046 0.023 4.05
DVAR 121 >1000 0.043 0.021 2.76
DAPE 75 206 0.054 0.018 0.92
DG-MI 47 390 0.093 0.007 0.39
DT1 25 - - - -
DPCA 27 203 0.039 0.008 1.31
DPCA2 34 222 0.028 0.008 0.32
5.4.1.4 Uncertainty estimation of the qMRI fit
The uncertainty of the estimated qMRI model parameters θwas quantified by the Cramér–Rao
lower bound (CRLB), which provides a lower bound for the variance of the ML estimated
parameters [151, 166–168]. The CRLB of a function f (θ) is given by:
CRLB f (θ, ε) =
(
∂ f
∂θ
)T
I−1(θ, ε)
(
∂ f
∂θ
)
(5.35)
where I(θ, ε) is the Fisher information matrix. For Rician distributed data, no closed-form ex-
pression for the Fisher information exists. To evaluate the CRLB, we used the method by [169],
which approximates the integrals present in the evaluation of the Fisher information to double
precision accuracy. To use the CRLB as indicator of misalignment we adopt the measure pro-
posed by [6], which is the 90% percentile of the square root of the CRLB (90%
√
CRLB) over an
ROI. This measure identifies misalignment, because misalignment may result in biologically
implausible values of the estimated parameters, especially at tissue boundaries. Additionally,
Table 5.6: Results of the CT-LUNG experiment. Mean and standard deviation over all subjects for all
evaluation measures and control point spacings 6 mm, 13 mm, and 20 mm.
mTRE [mm] 6 13 20
(-) 6.72±2.51 6.72±2.51 6.72±2.51
DMI 1.78±0.40 1.43±0.23 1.45±0.21
DVAR 1.59±0.59 1.42±0.39 1.47±0.37
DAPE 1.47±0.60 1.40±0.37 1.45±0.34
DG-MI 1.37±0.38 1.28±0.21 1.31±0.21
DPCA 1.47±0.60 1.40±0.37 1.45±0.34
DPCA2 1.72±0.78 1.56±0.55 1.59±0.49
STD|∂Tg/∂x| [%] 6 13 20
(-) 0 ±0 0 ±0 0 ±0
DMI 28 ±8 15 ±4 11 ±3
DVAR 14 ±4 9 ±2 7 ±2
DAPE 12 ±3 8 ±2 7 ±2
DG-MI 13 ±2 9 ±2 7 ±2
DPCA 12 ±3 8 ±2 7 ±2
DPCA2 10 ±2 7 ±2 6 ±1
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Table 5.8: Results of the T1VFA-CAROTID experiment. Mean and standard deviation over all subjects for
all evaluation measures and control point spacings 8 mm, 16 mm, and 32 mm.
mTRE [mm] 8 16 32
(-) 1.47± 0.54 1.47± 0.54 1.47± 0.54
DMI 1.26± 0.44 1.22± 0.43 1.23± 0.45
DVAR 2.65± 0.79 1.84± 0.36 1.16± 0.37
DAPE 1.24± 0.55 1.11± 0.41 1.10± 0.43
DG-MI 1.16± 0.48 1.08± 0.42 1.10± 0.43
DPCA 1.25± 0.56 1.11± 0.42 1.10± 0.43
DPCA2 1.13± 0.46 1.08± 0.39 1.10± 0.43
STD|∂Tg/∂x| [%] 8 16 32
(-) 0 ± 0 0 ± 0 0 ± 0
DMI 7 ± 1 2 ± 0 0 ± 0
DVAR 49 ± 25 6 ± 3 1 ± 0
DAPE 6 ± 1 2 ± 1 0 ± 0
DG-MI 5 ± 1 1 ± 0 0 ± 0
DPCA 6 ± 1 2 ± 1 0 ± 0
DPCA2 5 ± 1 1 ± 0 0 ± 0
90%
√
CRLB T1 [ms] 8 16 32
(-) >1000 >1000 >1000
DMI 530 ± 136 501 ± 83 523 ± 93
DVAR >1000 >1000 848 ± 605
DAPE 539 ± 154 498 ± 94 530 ± 95
DG-MI 514 ± 134 491 ± 83 515 ± 82
DPCA 540 ± 154 498 ± 93 530 ± 94
DPCA2 532 ± 154 510 ± 110 523 ± 87
the model will fit less accurately to the data, resulting in a higher estimated noise level and
thus higher CRLB [6]. A 90% percentile was chosen because registration errors are mainly
visible at the edges of a region and many voxels in the ROI will not make a difference, how-
ever we do not want to be sensitive to a very low number of extremely high outliers. Please
note that when the 90%
√
CRLB is high, the data is likely to be misaligned. However, when
the 90%
√
CRLB is low, it is not certain if the data is well aligned, which is why this measure
should preferably be used in combination with other criteria.
5.5 R E S U LT S
The results in Tables 5.3 - 5.11 are color-coded. A red-to-white color scale is used to visually
depict the (rank of the) results, where red indicates a worse result and white indicates a better
result.
5.5.1 Results on synthetic data
The mean and standard deviation of ‖d∗g(x)‖ of the SYNTH-MODEL images are shown in
Table 5.3. The left column shows the mean and standard deviation of ‖d∗g(x)‖ in the case of
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Table 5.9: Results of the ADC-ABDOMEN experiment. Mean and standard deviation over all subjects for
all evaluation measures and control point spacings 32 mm, 64 mm, and 128 mm and an affine transforma-
tion.
DiceG [%] 32 64 128 Affine
(-) 70 ±4 70 ±4 70 ±4 70 ±4
DMI 61 ±18 64 ±16 73 ±8 72 ±7
DVAR 48 ±25 50 ±27 58 ±17 52 ±14
DAPE 69 ±5 72 ±4 73 ±5 73 ±5
DG-MI 58 ±10 ∗ 69 ±5 ∗ 72 ±5 ∗ 71 ±5
DPCA 65 ±13 71 ±5 71 ±4 72 ±4
DPCA2 75 ±7 75 ±5 73 ±5 71 ±5
STD∂Tg/∂x [%] 32 64 128 Affine
(-) 0 ±0 0 ±0 0 ±0 -
DMI 25 ±11 8 ±3 2 ±1 -
DVAR 33 ±13 8 ±5 2 ±1 -
DAPE 32 ±15 7 ±4 1 ±1 -
DG-MI 27 ±11 ∗ 7 ±3 ∗ 1 ±0 ∗ -
DPCA 11 ±3 3 ±1 1 ±0 -
DPCA2 8 ±2 3 ±1 0 ±0 -
90%
√
CRLB ADC [µm2/ms] 32 64 128 Affine
(-) 1.37±0.83 1.37±0.83 1.37±0.83 1.37±0.83
DMI 0.23±0.05 0.25±0.05 0.29±0.05 0.52±0.35
DVAR 0.20±0.08 0.23±0.10 0.35±0.16 0.43±0.21
DAPE 0.42±0.06 0.42±0.13 0.40±0.14 0.50±0.29
DG-MI 0.44±0.10∗ 0.42±0.14∗ 0.37±0.05∗ 0.46±0.12
DPCA 0.15±0.04 0.23±0.06 0.46±0.27 0.55±0.30
DPCA2 0.23±0.03 0.27±0.05 0.41±0.18 0.50±0.26
∗The registration of one subject failed and was not included in the results
Table 5.10: Results of the DTI-BRAIN experiment. Mean and standard deviation of the 90%
√
CRLB MD
over all subjects.
90%
√
CRLB MD [µm2/ms] Affine
(-) 0.096 ±0.029
DMI 0.084 ±0.028
DVAR 1.930 ±4.000
DAPE 0.085 ±0.029
DG-MI 0.120 ±0.039
DPCA 0.085 ±0.029
DPCA2 0.084 ±0.028
Tg(x; µinit,g) being an affine transformation, and in the right column the case of Tg(x; µinit,g)
being a B-spline transformation. Only the proposed methodsDPCA andDPCA2 were succesful
in aligning the images.
Table 5.4 shows the mean± standard deviation of ‖d∗g(x)‖ of the synthetic qMRI data. This
evaluation measure is calculated within the registration mask when that is present or else
on the entire image. For all experiments except DCE-ABDOMEN, DVAR showed the worst
registration accuracy compared to all other methods. For s-T1MOLLI, DT1 performed best,
which is to be expected, since, in this simulation example, the intensities perfectly adhere to
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Table 5.11: Results of the DCE-ABDOMEN experiment. Mean and standard deviation over all subjects for
all evaluation measures and control point spacings 32 mm, 64 mm, and 128 mm and an affine transforma-
tion.
mTRE [mm] 32 64 128 Affine
(-) 8.49±4.54 8.49±4.54 8.49±4.54 8.49±4.54
DMI 6.73±2.02 6.46±2.32 6.47±2.37 7.35±3.55
DVAR 14.92±5.65 6.98±1.45 6.29±1.98 7.01±2.10
DAPE 13.46±5.48 6.86±2.33 6.36±2.37 6.91±3.05
DG-MI 7.51±1.47 6.41±2.37 6.41±2.38 7.31±3.79
DPCA 6.21±2.25 6.11±2.32 6.24±2.37 6.54±2.69
DPCA2 5.89±2.23 5.99±2.17 6.18±2.27 6.62±2.75
STD|∂Tg/∂x| [%] 32 64 128 Affine
(-) 0 ±0 0 ±0 0 ±0 -
DMI 20 ±9 4 ±2 1 ±1 -
DVAR 22 ±14 4 ±1 1 ±0 -
DAPE 21 ±12 4 ±1 1 ±0 -
DG-MI 17 ±6 3 ±1 1 ±0 -
DPCA 11 ±4 4 ±2 1 ±0 -
DPCA2 6 ±3 2 ±1 0 ±0 -
90%
√
CRLB Ktrans [min−1] 32 64 128 Affine
(-) 2.84±2.30 2.84±2.30 2.84±2.30 2.84±2.30
DMI 3.85±2.41 3.64±4.13 2.54±2.58 3.79±4.11
DVAR 3.08±2.68 1.38±0.74 1.28±0.86 1.54±0.95
DAPE 2.18±1.56 1.49±1.30 1.59±1.68 1.63±1.24
DG-MI 1.61±1.05 1.42±1.15 1.37±1.23 2.08±2.05
DPCA 1.69±1.48 1.52±1.18 1.46±1.09 1.52±1.17
DPCA2 1.17±0.87 1.27±0.92 1.38±1.16 1.81±1.70
the T1-MOLLI model. For the remaining applications either DPCA or DPCA2 outperformed
the other methods.
Table 5.5 shows the 90%
√
CRLB of the tissue property of interest of the synthetic datasets,
before and after registration, evaluated in a specified ROI. For s-T1MOLLI the model-based
metricDT1 performed best. For all other applications bothDPCA orDPCA2 achieved the lowest
90%
√
CRLB of the tissue property.
5.5.2 Results on real data
The results of the CT-LUNG experiment are shown in Table 5.6. The best control point spacing
for this data is 13 mm. Method DG-MI had the best performance, and DPCA performed similar
to DMI, DVAR and DAPE. Additionally, to allow for a direct comparison, we computed the
mean of mTREl for all l of DVAR on the subset of CT-LUNG used by [120]. In this subset we
observed 1.26(0.33) where 1.26(0.27) was reported by Metz et al. Slight differences may be due
to different mask and sampling strategies.
The results of the experiments on the real T1MOLLI-HEART data are shown in Table 5.7.
Even though the lowest 90%
√
CRLB is obtained for DT1 , the methods DPCA and DPCA2 have
the highest DiceG and the lowest STD|∂Tg/∂x|. DVAR performed worst on all evaluation mea-
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sures. Also notice that the result ofDMI depends heavily on the choice of reference image. The
best results are obtained for reference image 11, which is the image acquired with the longest
inversion time and therefore having the highest SNR.
The results on the T1VFA-CAROTID data are shown in Table 5.8. Because the registration
ran separately for the left and right carotid, the mean over the two carotids is taken per sub-
ject. For all methods the lowest 90%
√
CRLB T1 is obtained at ν = 16 mm, of which DG-MI
performed best. At ν = 16 mm a similar point correspondence and transformation smooth-
ness are obtained by all methods except for DVAR.
The results of the real ADC-ABDOMEN data are shown in Table 5.9. The 90%
√
CRLB ADC
in the ROI is decreased after registration for all methods and all control point spacings. Ex-
treme deformations, especially at higher b-values cause the lower overlap, which can be seen
from the relatively high STD|∂Tg/∂x| for low control point spacings. DPCA2 performed best in
terms of DiceG overlap and has the lowest STD|∂Tg/∂x| and 90%
√
CRLB ADC for ν = 32 mm.
The results of the DTI-BRAIN data are shown in Table 5.10. Both DVAR and DG-MI increase
the 90%
√
CRLB MD. A similar 90%
√
CRLB MD is obtained for the remaining methods.
The results of the DCE-ABDOMEN data are shown in Table 5.11. The best 90%
√
CRLB
Ktrans was obtained forDPCA2 for ν = 32 mm, whereasDMI performed worst on that measure
with ν = 32 mm. The point correspondence is worst for DVAR at ν = 32 mm. Overall DPCA2
showed the best point correspondence and the lowest STD|∂Tg/∂x|.
5.5.3 Visual inspection of qMRI data
Figure 5.6 shows tissue maps before registration and after registration with DPCA2 of spe-
cific datasets that are used in the experiments. The difference in the estimated tissue maps
is clearly visible, especially at tissue boundaries, showing the importance of registration as a
pre-processing step prior to fitting the qMRI data.
5.6 D I S C U S S I O N
We proposed two general registration methods for qMRI and we compared our methods to
five other state-of-the-art registration methods. The following sections discuss in more detail
the results of the synthetic and real data, some limitations of the evaluation, and possibilities
for future work.
5.6.1 Synthetic data
A purely synthetic dataset was created to clearly demonstrate the advantages that the pro-
posed PCA-based methods have. In this example with low pairwise mutual information be-
tween the images, the experiments confirmed that the methods based on mutual information
(DMI, DG-MI), or groupwise correlation (DAPE) failed to register the data. The proposed PCA-
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based methods gave very good registration results in this challenging example. It should be
emphasized that, as the images in this synthetic example are linear combinations of a few
basis images, it is expected that methods based on PCA give good results. Nevertheless this
example provides insight in the functionality of the registration methods.
On synthetic data created using existing qMRI models, the PCA-based methods perform
well in all experiments for both evaluation measures, whereas the other methods either fail or
have only good results in a selection of the experiments.
For the s-T1VFA-CAROTID and T1VFA-CAROTID we used L = 1 instead of L = Γ = 3 for
metric DPCA. Visual inspection of initial results led to this choice. A possible explanation why
L = 1 showed better results is that the relatively small registration mask and the small num-
ber of acquired images could lead to only one dominant eigenvector. The second proposed
metric, DPCA2, eliminates the necessity to choose L and shows results comparable to DPCA.
5.6.2 Real data
In the experiments where a B-spline transformation was used, we investigated the influence
of different values for the control point spacing. All experiments show that the proposed PCA-
based metrics show less extreme deformations and have better results than the other methods,
which is particularly the case for low control point spacings.
The CT-LUNG data was used to evaluate the proposed methods on data without intensity
variation. The best result on the CT-LUNG data is obtained with DG-MI, possibly due to the
slight intensity variations that are present in the images. However, DMI, DVAR, DAPE and
DPCA showed competitive results.
In the T1MOLLI-HEART experiment we used different images as a reference image. The
results show that the pairwise approach usingDMI heavily depends on the choice of reference
image, while the groupwise approaches do not use a reference image during registration (and
hence have a consistent performance across reference images).
DT1 performed well on the synthetic data, but on real data the DiceG was lower and the de-
formations were less smooth than those of the proposed methods. Furthermore, this method
needs customization for different qMRI models.
5.6.3 Limitations of the evaluation
Evaluation of image registration results is usually a hard task because no ground truth is avail-
able. By using both synthetic and real qMRI data we extensively evaluated the registration
methods. Registration accuracy was measured in terms of a mean and standard deviation of a
residual deformation field (synthetic data), point correspondence or a groupwise Dice overlap
(real data), the smoothness of the obtained deformation (real data), and the uncertainty of the
qMRI parameter of interest (real and synthetic data).
It was impossible to accurately outline the ROIs on all images of the T1MOLLI-HEART data,
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because in some images there was not enough contrast between the tissues. This may result
in an overly optimistic overlap measure, since those images might also be harder to register.
In the DCE-ABDOMEN data, it proved difficult to manually annotate landmarks in the im-
ages, due to sliding motion of the various organs combined with the breathing motion. These
problems, associated with the lack of a ground truth, were alleviated by reporting multiple
evaluation measures, and by visually inspecting the data. In this way, a relatively complete
picture of registration performance was given.
Smoothness and periodicity over time, which were modelled explicitly in [120], were not as-
sumed or enforced in any of the experiments in our work. It could, however, be incorporated
into our PCA-based method in the same way as proposed in [120]. Both in DCE-ABDOMEN
and ADC-ABDOMEN we observed sliding motion. We did not explicitly account for this in
the transformation model we used. However, since our methods can be extended with any
other transformation model, one could use e.g. the transformation models proposed by Del-
mon et al. [170] and Berendsen et al. [171], which are designed to account for sliding motion.
No explicit regularization of the deformation field was used in the registration experiments.
Different amounts of implicit regularization were compared by using different values for the
control point spacings of the B-spline transformation model. Adding a regularization term
such as bending energy may even further improve the results.
The CRLB was used as a measure to detect voxels that are fitted with a high uncertainty
due to e.g. misalignment. Taking the 90% percentile over a voxel-wise fitted ROI is a good
measure for registration accuracy and the values we report should be seen as such. It should
be stressed that, since the 90% percentile is a rather conservative statistic, the 90%
√
CRLB val-
ues reported could be misleading when seen as an indicator of the precision typically attained.
For that purpose, the entire distribution of CRLB values in the ROI would have to be used.
5.6.4 Future work
Since the qMRI models are typically non-linear, a linear dimension-reduction technique such
as PCA can only approximate the dimension of the subspace. It would therefore be inter-
esting to investigate replacing PCA by a non-linear dimension reduction technique such as
kernel-PCA or Laplacian eigenmaps, similar as in e.g. [172]. However, this is computationally
demanding and it may not result in better registrations if the minimum of the dissimilarity
metric remains at the same location in the transform parameter space.
The proposed registration methods are potentially applicable to any set of images where
the voxel intensities are defined by a low-dimensional model. Possible other applications in
medical imaging are perfusion computed tomography (CT) and dynamic positron emission
tomography (PET). Perfusion CT is used for e.g. calculation of the myocardial blood flow in-
dex to detect functionally significant coronary lesions [173]. In perfusion CT a contrast agent
is injected in the coronary arteries and the heart is imaged at several time points, giving each
image a different contrast. Dynamic PET is used for e.g. estimating the energy consumption in
tumors. In dynamic PET a radio-active tracer is injected and multiple time frames are imaged
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to assess both the spatial and temporal pattern of the tracer uptake [174]. Both applications
acquire multiple time points in which the contrast changes and a low-dimensional model is
fitted to the data to obtain quantitative information about tissues. Therefore, the proposed
methods could potentially be used to correct the motion in such data.
5.7 C O N C L U S I O N
We proposed two novel generic groupwise registration methods for qMRI. We evaluated our
methods on five different applications of qMRI and compared it to five other state-of-the-art
registration methods. We showed the advantage of a groupwise approach versus a pairwise
approach and showed that our proposed methods have better or equal registration accuracy
as the other methods. Both methods that were proposed showed good results. When no
or little intensity changes are expected we would recommend using DPCA and choose L =
1 for minimal computational complexity and good registration results. For compensating
misalignments in qMRI the preferred dissimilarity metric is DPCA2, because it is free of any
user-defined parameters.
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7
G E N E R A L D I S C U S S I O N
As neurodegeneration due to disease may be difficult to distinguish from that of normal aging,
this thesis aimed to develop methods that can assess how normal aging affects the brain mor-
phology, to obtain insight in the normal aging process and to support clinical decision mak-
ing. The first part of this thesis aimed to evaluate and propose methods for clinical decision
support using MR brain imaging features. In the second part, two novel techniques were pre-
sented that allow performing groupwise image registration on large imaging datasets, and
that were used in the first part of this thesis. The following sections discuss the main findings,
methodological contributions and future perspectives.
7.1 M A I N F I N D I N G S
Clinicians often face the challenge to interpret all the data obtained from a single patient when
making diagnostic or prognostic decisions. This process would be supported if more objective
quantitative information would be extracted from imaging data and its diagnostic and prog-
nostic value would be established, along with other known risk factors for disease. Therefore,
there is a large interest in computer-based methods that support clinical decision making.
Specifically for the computer-aided diagnosis of dementia and its subtypes several methods
have been previously proposed and evaluated [22, 23, 203]. In this thesis the previously pro-
posed DSI [22], normative modeling, and a novel model of the aging brain were explored for
the purpose of supporting clinical decision making for neurodegenerative diseases. In the
next subsections the main findings of this thesis are discussed.
7.1.1 Predicting cognitive decline
The aim of Chapter 2 was to assess if the DSI [22] could be used to identify persons at risk
for global cognitive decline, as this identification may aid in early detection of risk at demen-
tia. Global cognition was assessed at two time-points, with an average follow-up time of 5.7
years, providing the possibility to define a measure for cognitive decline. In this study, a per-
son was diagnosed as a significant global cognitive decliner when he or she belonged to the
five percent of participants with the highest cognitive decline per year. With feature selection,
the performance of the DSI was assessed on several feature sets. We however found that age
only was the most important predictor. Other features, such as MR brain imaging features,
cognitive test results at baseline, cardiovascular risk factors, genetics, gait, and education,
showed having potential, but did not improve prediction performance when combined with
age. A next step could be to use longitudinal features in DSI, as this might improve its pre-
127
diction performance. To validate whether our findings are not due to limitations of DSI, also
other methods need to be evaluated in this prediction challenge. Finally, to be able to detect
younger people at risk of significant global cognitive decline in future studies, thresholds for
cognitive decline should be carefully chosen depending on the population, for example be
age-adjusted.
7.1.2 Comparing automated brain region segmentation methods
For the segmentation of MR brain images into anatomical regions, numerous fully automated
methods have been proposed, e.g. [2, 3, 6–10, 13–15, 19, 67]. Since manual segmentation is cur-
rently the gold reference standard, segmentations resulting from some of these methods have
been compared to manual segmentations. However, the impact of using different segmenta-
tion methods on the analyses of individual patients when using a normative modeling frame-
work was unknown. To assess this impact, five state-of-the-art automated brain segmentation
methods were applied to non-demented (ND) subjects and compared on the volumes of six
brain regions. For most regions the correlation was good (> 0.75) indicating that the observed
volume differences between methods in ND subjects are mainly due to systematic differences.
The methods were also applied to brain images of 42 patients with Alzheimer’s disease (AD),
with the aim to answer two research questions: 1) to what extent are methods interchangeable,
as long as the same method is being used for generating normative volume distributions and
patient volumes? and 2) can different methods be used for generating normative volume dis-
tributions and calculating patient-specific volumes? Based on the results we concluded that it
is essential that the normative data and the patient-specific data are segmented with the same
method. When the same method is being used for generating normative and patient data,
we found that the agreement on the AD patient’s position relative to the normative distribu-
tion (ICC-z) was high for the regions thalamus and putamen. Our results are encouraging as
they indicate that methods are to some extent interchangeable for selected regions. For the
regions hippocampus, amygdala, caudate nucleus and accumbens, and globus pallidus, not
all method combinations showed a high ICC-z. Whether two methods are indeed interchange-
able should be confirmed for the specific application and dataset of interest.
7.1.3 Aging brain morphology: ND versus AD
In Chapter 4, a method was proposed to facilitate comparing the morphology of an entire indi-
vidual brain to a normative morphology distribution. The distribution of the aging morphol-
ogy of AD patients was compared with that of ND subjects. The morphology distribution of
the ND subjects was on average lower than the individual morphology scores of AD patients,
indicating that morphology differences between AD patients and ND subjects can be partly
explained by accelerated aging. We showed that this method has potential for the detection of
accelerated brain aging in a clinical setting. Furthermore, the proposed framework opens up
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new possibilities to study the effect of other determinants, such as lifestyle factors, on brain
aging.
7.2 M E T H O D O L O G I C A L C O N T R I B U T I O N S
Three novel methods have been developed and evaluated in this thesis. The method pro-
posed in Chapter 4 builds a reference model of the entire brain as a function of age, i.e. a
spatio-temporal reference model, to which an individual brain morphology can be compared.
The model was built using 988 brain images of non-demented subjects. With the group-
wise image registration method presented in Chapter 5, deformation fields were computed,
containing the displacement from a common template space to the space of each subject of
every voxel for each of the 988 brain images. With partial least squares regression, a high-
dimensional deformation space was reduced to obtain a single morphology score and a cor-
responding main mode of age induced deformation. A normative morphology distribution
was obtained by fitting percentile curves as a function of age on these scores. The score can be
interpreted using the main mode of deformation as shown on the developed web application
https://www.agingbrain.nl. Here, the spatio-temporal atlas based on 988 brain images is
made publicly available.
The method developed in Chapter 5 enables groupwise image registration of quantitative
MR imaging datasets. This method simultaneously registers the images to a common space,
to obtain the necessary anatomical correspondence between images. Due to the large con-
trast differences between the acquired images, the registration based on intensities is generally
challenging. However, the proposed method performed as good as, or better than the current
standard method for such datasets. As shown in Chapter 4, this method is also suitable for
inter-subject groupwise image registrations of images with modest contrast differences.
The algorithms presented in Chapter 6 contributed to the computational efficiency of med-
ical image registration. Novel recursive formulations of B-spline algorithms were derived,
which are often used in image registration for interpolation and transformation of voxels in
the images. The recursive algorithms on itself already improved efficency, but in combina-
tion with an implementation using template metaprogramming, they significantly reduced
the computation time compared to reference algorithms. The methods presented in Chapter 5
and Chapter 6 have been made publicly available in the image registration software package
elastix [119], available at https://github.com/SuperElastix/elastix.
7.3 F U T U R E P E R S P E C T I V E S
I expect improvements can be made in advanced image analysis for modeling the aging brain
in three areas of model development, explained in more detail below: 1) the training data,
2) the methodology, and 3) the computation. Additionally, I propose future research on the
heritability of brain aging.
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7.3.1 Training data
The models for clinical decision support presented in this thesis all used cross-sectional data.
However, features derived from longitudinal data might be better suited to separate controls
and patients, which may improve the relevance of other features, such as imaging features,
on the prediction of cognitive decline. In the context of Chapter 2, longitudinal data could im-
prove the prediction of cognitive decline. In the context of Chapter 3, volume change between
two time points instead of absolute volumes at baseline might be more (or less) reproducible
across segmentation methods. In the context of Chapter 4, computing the brain morphology
score at multiple time points could provide insight into the pace of brain aging in individual
patients.
7.3.2 Methodology
Instead of looking at specific regions, the method presented in Chapter 4 of this thesis uses
whole-brain regression. It was however shown that in neurodegenerative diseases regional
atrophy may occur in a specific order, and this order may vary per disease type [204]. To es-
timate this order, and thereby estimating the disease progression, event-based models were
previously proposed [204, 205]. To investigate if neurodegeneration due to aging also occurs
in a specified order, event-based models could be an interesting direction for future research
to improve modeling the aging brain.
The method developed in Chapter 4 could be applied to other voxelwise maps than de-
formation maps, such as diffusion or perfusion imaging derived maps, to investigate age-
related changes of these tissue properties. This could possibly improve discriminative ability
between people at risk of accelerated brain aging and people without risk. Besides apply-
ing this method to voxelwise maps, it can also be applied to selected points on the surface
of a segmented anatomical structure of interest, for example the hippocampus. In that case,
a spatio-temporal model and its variation in the population of that specific structure can be
studied in more detail and individual anatomical structures can be compared to a reference
shape distribution.
Deep learning is a specific category of machine learning in which the model is built using
abstract features, learned by the algorithm itself, in multiple layers. The success of this type of
machine learning is due to the fact that the abstract features work generally well for object de-
tection in images. In the field of medical image analysis it is therefore widely used for object
detection, but also in other areas, such as automated segmentation, image registration, and
computer-aided diagnosis [206, 207]. Using deep learning for predicting cognitive decline, as
an alternative approach for the DSI that was used in Chapter 2, could be an interesting ap-
proach. Fully connected networks, such as the multilayer perceptron are suitable when the
input also contains non-imaging data. Extending Chapter 3 with segmentation methods that
use deep learning would be interesting. The bias of the atlas is not eliminated with deep learn-
ing. However, previous methods showed promising results [13, 14] and may lead to higher
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segmentation accuracy, which could further increase the diagnostic value of brain region vol-
umes in a normative modelling framework.
7.3.3 Computation
Although some effort was being made for computational efficiency, the computation time of
the method in Chapter 4 is still too high for practical use. However, computational efficiency
can be gained by re-designing the groupwise image registration algorithm. Especially on the
graphical processing unit (GPU) a high efficiency can be obtained due to the large number
of computations it can handle simultaneously. I therefore recommend extending the novel
algorithms presented in Chapter 5 and 6 to implementations on the GPU. Also, it would be
interesting to study the impact of using simplified and more efficient registration approaches
for comparing patient data to the spatio-temporal model of Chapter 4. At model construction
stage, computation time is not an issue so the full groupwise approach can be preserved, but
for comparing new patient data to the model, the method should be accelerated.
Deep learning could also be used to increase computational efficiency of image registration,
as computationally expensive iterative optimization algorithms are replaced by the applica-
tion of previously learned deep networks [208–211].
7.3.4 Imaging genetics
Another interesting area of future research is imaging genetics in which imaging biomarkers
are combined with genetic data to investigate genes that are expressed in the brain [212]. By
combining genetic data with the morphology score as developed in this thesis, the heritability
of this score may be estimated. This could provide insight in to what extent the pace of brain
aging is controlled by genes.
7.4 C O N C L U S I O N
This thesis aimed to develop and evaluate novel methods for clinical decision support, based
on advanced, quantitative analysis of brain MR images. The research objectives stated in the
introduction have been achieved.
1. The accuracy of predicting global cognitive decline in the general population using a
multivariate classification framework was evaluated. In this study, age only was the
most important predictor. Other features showed having potential, but did not improve
prediction performance.
2. The impact of differences in automated brain region segmentation methods on single-
subject analysis in a normative modelling framework was evaluated. The results indi-
cated that methods are to some extent interchangeable for selected regions.
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3. A novel spatio-temporal approach for extracting and modelling the brain morphology
changes due to normal aging was developed and evaluated. With this method an indi-
vidual brain morphology can be compared to a morphology distribution of a reference
population.
4. A novel method for intra-subject non-rigid groupwise registration of multiple images
with contrast differences was developed. The method performed as good as, or better
than the current standard method for such datasets.
5. A highly efficient algorithm for B-spline interpolation and transformation was devel-
oped. This algorithm led to a substantial acceleration of non-rigid image registration
methods.
The novel aging brain models and computer-aided diagnosis methods presented in this the-
sis support the differentiation between normal and abnormal neurodegeneration. This will
help in establishing more accurate diagnoses of patients, and in identifying patients at risk of
developing neurodegenerative disease before symptoms emerge. In the future, performance
and efficacy of the developed methods should be evaluated in clinical practice.
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S U M M A RY
Both normal aging and neurodegenerative diseases such as Alzheimer’s disease (AD) cause
morphological changes of the brain due to neurodegeneration. As neurodegeneration due to
disease may be difficult to distinguish from that of normal aging, interpretation of magnetic
resonance (MR) brain images in the context of diagnosis of neurodegenerative diseases is chal-
lenging, especially in the early stages of the disease. This thesis presented comprehensive
models of the aging brain and novel computer-aided diagnosis methods, based on advanced,
quantitative analysis of brain MR images, facilitating the differentiation between normal and
abnormal neurodegeneration.
C L I N I C A L D E C I S I O N S U P P O R T U S I N G M R B R A I N I M A G I N G
The first part of this thesis, comprising Chapters 2, 3 and 4, aimed to evaluate and develop
methods for clinical decision support using features derived from MR brain images.
In Chapter 2 the performance of a previously proposed classifier, the Disease State Index
(DSI), was evaluated for the prediction global cognitive decline in the general population, be-
cause identification of persons at risk for global cognitive decline may aid in early detection
of persons at risk of dementia. The best prediction performance was obtained using only
age as input feature. Other features showed potential, but did not improve prediction when
used in combination with age. Future studies should evaluate whether the performance could
be improved when using new features, e.g., longitudinal features, or using other prediction
methods.
In Chapter 3 the impact on single-subject analysis when using different automated sub-
cortical brain region segmentation methods for the generation of normative data was evalu-
ated. We applied five methods on 988 non-demented (ND) subjects and computed the corre-
lation (PCC-v) and absolute agreement (ICC-v) on the volumes of six brain regions. For most
regions the PCC-v was good (> 0.75) indicating that volume differences between methods in
ND subjects are mainly due to systematic differences. The ICC-v was generally lower, espe-
cially for the smaller regions, indicating that it is essential that the same method is used to
generate normative and patient data. To evaluate the impact on single subject analysis we
also applied the methods to 42 patients with Alzheimer’s disease (AD). In the case where the
normative distributions and the patient-specific volumes were calculated by the same method,
the patient’s distance to the normative distribution was assessed with the z-score. We deter-
mined the diagnostic value of this z-score, which showed to be consistent across the methods.
We also determined the absolute agreement on the AD patient z-scores (ICC-z). We found
that the ICC-z was high for the regions thalamus and putamen. Our results are encouraging
as they indicate that methods are to some extent interchangeable for selected regions. For the
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regions hippocampus, amygdala, caudate nucleus and accumbens, and globus pallidus, not
all method combinations showed a high ICC-z. Whether two methods are indeed interchange-
able should be confirmed for the specific application and dataset of interest.
In Chapter 4 a method was proposed for developing a spatio-temporal model of morpho-
logical differences in the brain due to normal aging. This model facilitates making the dis-
tinction between neurodegeneration due to normal aging and neurodegenerative diseases.
The proposed method utilized groupwise image registration to characterize morphological
variation across brain scans of people with different ages. A normative distribution of brain
morphologies was estimated, which can be used to compare an individual’s brain morphol-
ogy to a cognitively healthy reference population. To derive a normative distribution of brain
morphologies, a data-driven approach was chosen which required a computationally efficient
non-rigid groupwise image registration technique. The method was validated on two differ-
ent datasets, using images from both cognitively normal subjects and patients with AD. The
distribution of the aging morphology of AD subjects was compared with that of cognitive
normals and these results indicated that AD at least partially manifests as accelerated aging.
E F F I C I E N T N O N - R I G I D G R O U P W I S E I M A G E R E G I S T R AT I O N
In the second part two novel techniques were developed and evaluated that allow performing
non-rigid groupwise image registration on large imaging datasets.
In Chapter 5, a novel technique for groupwise image registration was developed, initially
for quantitative MR imaging datasets, in which the contrast between the images to register
varies. The developed method showed to be as good as, or better than the current standard
method for such datasets. The contrast variation between the brain images used to derive the
model of Chapter 4 was small, but it was not absent, and therefore the method of Chapter 5
showed to be effective for a groupwise image registration between brain images of multiple
subjects.
In Chapter 6 recursive formulations of algorithms for B-spline interpolation and transfor-
mation were derived. In combination with template metaprogramming, the novel algorithms
showed a decrease of the computation time of both interpolation and transformation signifi-
cantly compared to reference algorithms.
C O N C L U S I O N
The novel aging brain models and computer-aided diagnosis methods presented in this the-
sis facilitate the differentiation between normal and abnormal neurodegeneration. This will
help in establishing more accurate diagnoses of patients, and in identifying patients at risk
of developing neurodegenerative disease before symptoms emerge. In the future, the compu-
tational efficiency of the developed methods should be improved such that the performance
and efficacy can be evaluated in clinical practice.
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S A M E N VAT T I N G
Zowel normale veroudering als neurodegeneratieve ziektes zoals de ziekte van Alzheimer
zorgen voor morfologische veranderingen in het brein door neurodegeneratie. Omdat neu-
rodegeneratie door ziekte moeilijk te onderscheiden is van dat door normale veroudering, is
interpretatie van magnetische resonantie (MR) beelden van het brein in de context van diag-
nose van neurodegeneratieve ziekten een uitdaging, vooral in vroege stadia van de ziekte. Dit
proefschrift presenteert uitgebreide modellen van het verouderende brein en nieuwe compu-
terondersteunende diagnostische methodes, gebaseerd op geavanceerde, kwantitatieve ana-
lyse van MR breinbeelden om het maken van onderscheid tussen normale en abnormale neu-
rodegeneratie te vereenvoudigen.
O N D E R S T E U N I N G VA N K L I N I S C H E B E S L U I T V O R M I N G M E T M R B R E I N B E E L D V O R -
M I N G
Het eerste deel van dit proefschrift, bestaande uit Hoofdstuk 2, 3 en 4, heeft als doel om
methodes voor klinische besluitvorming te ontwikkelen en evalueren, gebruik makend van
kenmerken die uit MR breinbeelden geëxtraheerd worden.
In Hoofdstuk 2 is de nauwkeurigheid van een eerder voorgestelde klassificatiemethode,
de Disease State Index (DSI), geëvalueerd op het voorspellen van globale cognitieve achteruit-
gang in de algemene populatie, omdat de identificatie van verhoogd risico op cognitieve
achteruitgang de detectie van een verhoogd risico op dementie kan ondersteunen. De beste
voorspelling werd behaald wanneer enkel de leeftijd van de persoon werd meegenomen
als kenmerk. Andere kenmerken hadden voorspellende waarde, maar verhoogden niet de
nauwkeurigheid van de voorspellingen wanneer deze werden gecombineerd met leeftijd.
Toekomstige studies moeten evalueren of de nauwkeurigheid kan worden verbeterd door
nieuwe kenmerken, bijvoorbeeld kenmerken op basis van longitudinale data, of andere
predictiemethoden te gebruiken.
In Hoofdstuk 3 worden verschillende methodes voor het automatisch segmenteren van
sub-corticale breinstructuren vergeleken. Specifiek wordt onderzocht wat de impact is
op de score van individuele patiënten als verschillende methodes worden gebruikt voor
het genereren van normatieve verdelingen, waarbij de score een maat is voor hoeveel een
individu afwijkt van de normatieve verdeling. Hiertoe werden vijf methodes toegepast op
988 niet-dementerende (ND) subjecten en de correlatie (PCC-v) en de absolute overeenstem-
ming (ICC-v) bepaald op zes breinstructuren. Voor de meeste regio’s was de PCC-v goed
(> 0.75), wat betekent dat de geobserveerde volumeverschillen tussen de ND subjecten
vooral ontstaan door systematische verschillen. De ICC-v was over het algemeen lager,
vooral voor de kleinere regio’s. Dit betekent dat het essentieel is dat dezelfde methode wordt
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gebruikt voor het genereren van de normatieve data en de patiëntdata. De methodes werden
ook toegepast op 42 patiënten met de ziekte van Alzheimer (AD) om de impact op de score
van individuele patiënten te onderzoeken. In het geval dat de normatieve verdelingen en de
patiënt-specifieke volumes werden berekend door dezelfde methode, werd de afstand van
de patiënt tot de normatieve verdeling bepaald met de z-score. De diagnostische waarde van
de z-score was consistent over de methodes. De absolute overeenstemming van de z-scores
(ICC-z) was hoog voor de regio’s thalamus en putamen. Deze resultaten zijn bemoedigend,
omdat ze aantonen dat de methodes tot op zekere hoogte uitwisselbaar zijn voor bepaalde
regio’s. Voor regio’s hippocampus, amygdala, caudate nucleus en accumbens, en globus
pallidus waren niet alle combinaties van de ICC-z hoog. Of twee methodes daadwerkelijk
uitwisselbaar zijn moet worden bepaald per dataset en toepassing.
In Hoofdstuk 4 is een methode voorgesteld waarmee de vormverandering van het brein
ten gevolge van normale veroudering kan worden bepaald. Het spatio-temporeel model
in deze methode helpt om onderscheid te maken tussen neurodegeneratie door normale
veroudering en door neurodegeneratieve ziektes. De voorgestelde methode maakt gebruik
van groepsgewijze beeldregistratie om de morfologische variatie tussen breinbeelden van
mensen van verschillende leeftijden te karakteriseren. Hieruit werd een normatieve verdeling
van breinmorfologieën afgeleid welke kan worden gebruikt om de morfologie van een
individueel brein te vergelijken met die van een gezonde referentiepopulatie. Er is gekozen
voor een datagedreven methode om de normatieve verdeling van breinmorfologieën te
bepalen. Hiervoor was een efficiënte niet-rigide groepsgewijze beeldregistratie techniek
nodig. De methode is gevalideerd op twee datasets, waarbij zowel beelden van cognitief
gezonde personen als patiënten met de ziekte van Alzheimer zijn gebruikt. De distributie
van de morfologie van de patiënten met de ziekte van Alzheimer is vergeleken met die van
cognitief gezonde personen. De morphologische verschillen tussen patiënten en cognitief
gezonde personen laten zien dat de ziekte van Alzheimer zich ten minste voor een deel
manifesteert als versnelde veroudering.
E F F I C I Ë N T E N I E T- R I G I D E G R O E P S G E W I J Z E B E E L D R E G I S T R AT I E
In het tweede deel van dit proefschrift werden twee nieuwe technieken ontwikkeld en geë-
valueerd waarmee niet-rigide groepsgewijze beeldregistratie kan worden toegepast op grote
datasets van beelden.
In Hoofdstuk 5, is een nieuwe techniek voor groepsgewijze beeldregistratie ontwikkeld,
in beginsel voor kwantitatieve MR beelden waar het contrast tussen de beelden die moeten
worden geregistreerd variëert. Dit is een uitdaging, omdat methodes die dit soort beelden regi-
streren vaak gebruik maken van de aanname dat de voxelintensiteit over de beelden sterk cor-
releert. Dit is niet het geval voor kwantitatieve MRI beelden en daarom maakt de ontwikkelde
methode gebruik van het feit dat de voxelintensiteit afhankelijk is van een kwantitatief MR
model. De methode maakt gebruik van de (lage) dimensionaliteit van het model, maar is on-
afhankelijk van de exacte formulering en daarom breed toepasbaar voor allerlei kwantitatieve
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MR beeldregistratieproblemen. De ontwikkelde methode was even goed als of beter dan de
huidige standaard voor zulke datasets. De variatie in contrast tussen de breinbeelden die zijn
gebruikt om het model in Hoofdstuk 4 te maken was klein, maar niet afwezig. Daarom is
de methode in Hoofdstuk 5 ook effectief gebleken voor de groepsgewijze beeldregistratie van
breinbeelden van verschillende personen.
In Hoofdstuk 6 zijn recursieve algoritmes voor interpolatie en transformatie met B-splines
afgeleid. De recursieve formulering vermindert de complexiteit van het algoritme door een
verlaging van het aantal rekenkundige operaties. Daarnaast maakt de recursieve formule-
ring het mogelijk om de algoritmes te implementeren met template metaprogramming, een
techniek waarbij de overhead tijdens gebruik van het uitvoerbare bestand wordt verminderd.
Hierdoor zijn de nieuwe algoritmes significant sneller dan de referentie algoritmes waarmee
ze zijn vergeleken.
C O N C L U S I E
Met de nieuwe modellen van het verouderende brein en de computerondersteunde methodes
voor diagnose die zijn ontwikkeld en gepresenteerd in dit proefschrift wordt het maken van
onderscheid tussen normale en abnormale neurodegeneratie vereenvoudigd. Dit zal helpen
bij het stellen van een nauwkeurigere diagnose bij patiënten en het vroeg identificeren van
patiënten die het risico lopen om neurodegeneratieve ziektes te ontwikkelen, voordat sympto-
men zichtbaar zijn. In de toekomst moet de efficiëntie van de ontwikkelde methodes worden
verbeterd zodat de prestatie en effectiviteit geëvalueerd kan worden in de klinische praktijk.
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