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Abstract—Probabilistic topic models have recently been used
for activity analysis in video processing, due to their strong
capacity to model both local activities and interactions in crowded
scenes. In those applications, a video sequence is divided into
a collection of uniform non-overlaping video clips, and the
high dimensional continuous inputs are quantized into a bag
of discrete visual words. The hard division of video clips, and
hard assignment of visual words leads to problems when an
activity is split over multiple clips, or the most appropriate visual
word for quantization is unclear. In this paper, we propose a
novel algorithm, which makes use of a soft histogram technique
to compensate for the loss of information in the quantization
process; and a soft cut technique in the temporal domain to
overcome problems caused by separating an activity into two
video clips. In the detection process, we also apply a soft decision
strategy to detect unusual events. We show that the proposed soft-
decision approach outperforms its hard decision counterpart in
both local and global activity modelling.
I. INTRODUCTION
One goal of intelligent surveillance [1] is to model activities
and detect anomalous events in public places, such as airports,
streets, shopping centres and so on. Since the scenes are
usually crowded, clustered, dynamic, and complex with a
lot of activities and interactions, it remains a challenging
problem. Various machine learning models have been applied
in this field, but they are all limited in their applications.
Some applications are only interested in the detection of an
unusual motion pattern, and GMMs (Gausian Mixture Model)
are often adopted [2] in this case. However, GMMs are poorly
suited to model more complicated scenes with high level
interactions. Models with temporal features such as HMMs
(Hidden Markov Model) are widely used for modelling tem-
poral dependency interactions [3, 4]. Recently, probabilistic
topic models [5] have become increasing popular in activity
perception [6–9], because they can model both local activities
and global interactions with the interaction defined by the
combination of co-existing events in a short duration.
Figure 1 illustrates the graphical model of Latent Dirichlet
Allocation [10], which is a generative probabilistic topic model
originally proposed in natural language processing: a corpus
is formed by M documents; each document is a bag of words;
the words are generated by K topics from a fixed vocabulary.
Hence, each topic corresponds to a distribution over the
vocabulary. The word (w) is the only observed variable in this
model. β is a matrix which stores the multinomial distributions
Fig. 1. Latent Dirichlet Allocation [10]
of words from the vocabulary for the K topics, and z is the
label of the topic for each word. α is the Dirichlet parameter
and θ is the topic distribution for each document, which draws
from the Dirichlet distribution,
p(θ|α) = Γ(
∑k
i=1 αi)∏k
i=1 Γ(αi)
θ
αi−1
1 · · · θαk−1k . (1)
Latent Dirichlet Allocation (LDA) is a finite mixture model,
where the number of topics must be known beforehand. This
limitation can be overcome by using Hierarchical Dirichlet
Processes (HDP) [11], which is a nonparametric Bayesian
model. In HDP, the number of topics is assumed to be infinite,
but within a finite size corpus, there are finite topics.
In applying probabilistic topic models such as LDA and
HDP to activity perception [6–9], the visual word is usually
represented by decoding the location and direction information
(computed by optical flow) of each moving pixel into a
discrete. The long video sequence is viewed as the “corpus”,
the divided video clips are the “documents”, and the activities
are the “topics”. The whole video sequence share the same K
activities, but the distribution of the K activities is temporally
different. As hierarchical Bayesian models, LDA and HDP
model two levels of activities: the distribution of visual words,
and the distribution of activities (topics). As a result, through
detecting the abnormal pixel motion patterns, they detect the
local anomalous events; and through computing the activity
distribution, they detect abnormal video clips and video clips
with unusual co-existing events. Because this approach does
not rely on object tracking, it is applicable in crowded and
complex scenes.
However, the algorithms above suffer from problems caused
by the hard assignment in two stages:
1) an activity is possibly divided into different video clips;
2) considerable amount of information is lost during the
process of quantizing the high dimensional continuous
data into discrete visual words.
To overcome the problems caused by the hard division of
video clips, and the hard assignment of visual words, we
propose a soft cut approach. A motion pattern will not be
assigned to a single video clip, but to different video clips
with different weights, where the weight is proportional to
the temporal distance to the centre of each clip. We also
propose using the soft-assignment strategy for quantizing
the high dimensional continuous data into a bag of discrete
visual words (soft-in). In the detection process, we use a
corresponding soft decision strategy (soft-out).
The main difference in applying the bags of words model
from text processing to computer vision, is the representations
of words, topics, documents and corpus in video. The hard as-
signment problems addressed in this paper do not exist in text
processing. To the authors best knowledge, the work presented
in this paper is the first attempt to use a soft histogram for
activity modelling using probabilistic topic models. Although
there are some previous works of soft assignment in scene
categorization [12, 13], the problems for activity modelling has
its own challenges. In scene categorization, the document can
be represented as an image without any ambiguity. However,
in activity modelling, we cut the video into clips as the
documents and, by nature, it is very ambiguous, which results
in a temporal soft cut in our algorithm. Meanwhile, we use
a soft-in and soft-out approach for local anomaly detection,
which does not exist in scene categorization.
In this paper we will show that the soft assignment approach
outperforms its hard decision counterpart for activity mod-
elling in both local and global anomaly detections. The topic
model we used in this paper is Latent Dirichlet Allocation
(LDA). However, the soft-decision approach proposed in this
paper will be applicable to other topic models.
The remainder of this paper is structured as follows: we
propose the Hierarchical Soft-In Soft-Out (H-SISO) detection
algorithm in Section 2. We show the results of experiments on
both local anomaly detection and global anomaly detection in
Section 3. We conclude the paper and discuss future research
in Section 4.
II. HIERARCHICAL SOFT-IN SOFT-OUT (H-SISO)
ALGORITHM
In this section, we propose a novel algorithm for anomalous
event detection using LDA as the classifier. Figure 2 illustrates
the proposed Hierarchical Soft-In Soft-Out (H-SISO) algo-
rithm. Similar to Turbo code [14], the term “soft-in” means
an input motion pattern is encoded into multiple visual words
in multiple documents, and the term “soft-out” means in the
detection process an observed motion pattern is decoded into
multiple visual words. This is a hierachical algorithm since
there are two levels of soft assignments: On the corpus level,
Fig. 2. Hierarchical Soft-In Soft-Out (H-SISO) Detection Algorithm
we perform a soft cut in the temporal domain to separate
the long video sequence into a set of short video clips; on
the document level, we use a soft decision to quantize the
high dimensional continuous motion pattern into a bag of
discrete visual words. We build the histogram of words in
every document, and this is the input to the LDA model. We
manually set the number of topics and train the LDA model.
Section A introduces the temporal soft cut on the corpus
level, and Section B introduces the soft assignment on the
document level. We show how to integrate those two level
soft assignments in Section C. In Section D, we outline how
the resultant model can be used to detect abnormal events and
interactions.
A. Temporal Soft Documents
The central idea of the temporal soft cut approach is that,
given a motion pattern, we assign it to multiple video clips at
a weight determined by the patterns proximity to the centre
of the video clip. To simplify the problem, we cut the video
clips uniformly and make the following assumptions:
1) the duration of an activity is always shorter than the
duration of a video clip;
2) the frame rate in the video is constant so that the
frame number can be used to represent a temporal
measurement.
Given the first assumption, an activity can at most fall into two
video clips. As a result, when we consider the soft assignment
histogram, we can view every two successive video clips as a
unit. In our design, the weight of a motion pattern to a video
clip draws from a Euclidian distance Gaussian kernel function.
Let n be the central frame number of the kth video clip. Let
(n + N) be the central frame number of the (k + 1)th video
clip, where N is the number of frames in a video clip. The
motion patterns in frame n + δ, where 0 < δ < N , has a
distance δ to frame n, and distance (N− δ) to frame (n + N).
We have the following Gaussian probability,
qn (n + δ) =
1
σ
√
2π
exp
(
− δ
2
2σ2
)
, (2)
qn+N (n + δ) =
1
σ
√
2π
exp
(
− (N− δ)
2
2σ2
)
. (3)
The weights, qn(n + δ) and qn+N (n + δ), are then nor-
malised.
B. Soft Visual Words
Within each video clip, we build the histogram of the visual
words in feature space, where the input is high dimensional
continuous data. In this section, we introduce the soft his-
togram which can compensate for the loss of information
in quantization. Following the literature [6–9], we use the
location and direction information as the features, with the
direction computed using a robust optical flow algorithm [15].
The direction can be represented by an angle (Ω), where
Ω ∈ [0o, 360o). The horizontal and vertical locations are
quantized into L and V levels respectively, and the directions
are quantized into four levels (east, north, south, and west).
As a result, the size of the codebook is L×V × 4. Each
visual word corresponds to a 3D grid in the feature space.
We initialize the algorithm by computing the centre values
of every visual word in the codebook. The centre value of
the locations are (x1+x2)2 and
(y1+y2)
2 , where x1and y1are the
initial coordinates, and x2and y2 are the end coordinates. The
centre values of the four directions are 0o(east), 90o(north),
180o(west), and 270o(south), respectively. We assume the data
points have equal variances and 0 covariance on all dimen-
sions. The weight is proportional to the Euclidian distance of
the data point to the centre of the visual word in the normalized
feature space. That is, we perform a multidimensional scaling
in the feature space. However, the cyclic property of the
direction should be taken into consideration. A similar problem
is encountered in colour image segmentation in the HSI space,
where the hue component has this cyclic property as well. In
[16], they have proposed a definition of distance in hue space.
Here, we make a similar definition in direction space:
Definition (Direction Distance): Let Ω represents a di-
rection random variable, where Ω ∈ [0o, 360o). The distance
between two directions Ω1 and Ω2 is
d(Ω1,Ω2) =
{
|Ω1 − Ω2| |Ω1 − Ω2| ≤ 180o
360o − |Ω1 − Ω2| |Ω1 − Ω2| > 180o
. (4)
For two data points (x1, y1,Ω1) and (x2, y2,Ω2) , we have
the normalized distances,
D(Ω1,Ω2) =
d(Ω1,Ω2)
360o
, (5)
D(x1, x2) =
|x1 − x2|
maxh
, (6)
D(y1, y2) =
|y1 − y2|
maxv
, (7)
Dist =
√
D(x1, x2)2 +D(y1, y2)2 +D(Ω1,Ω2)2, (8)
where maxh and maxvbe the maximum values of the hori-
zontal and vertical coordinates.
To make the algorithm more efficient, we only consider
the visual words around the data point. That is, the visual
word with the shortest distance and its six neigbours, with
two neigbours in each dimension. Equation (8) represents the
normalized distance in the location-direction space. We also
assume the weight is proportional to a distance function with
a Gaussian kernel, as in Section II A. Let l be the distance
between a data point and the centre of a visual word. The
probability of the data point assigned to the visual word is,
H =
1
σ
√
2π
exp(− l
2
2σ2
). (9)
We compute the probabilities of the data points assigned
to the seven different visual words using Equation (9). The
weights are then normalized using
wi =
Hi∑6
j=0Hj
, (10)
where i = [1 · · · 7].
C. Soft Codebook Generalization
Section A and Section B illustrate the soft cut approach at
the document and word level respectively. This section will
outline how to combine the two levels of soft cuts into one
system to generate the codebook.
Let Cj ∈ RM be the codebook for the jth video clip, where
M is the size of the codebook. Let Cji be the ith element in
the codebook. Initially, all elements in the codebook are set
to 0. Given an input frame χ positioned between the central
frames of the jth and (j + 1)th video clips, we perform the
following steps to update the codebooks:
1) compute the temporal soft weights using Equations (2)
and (3), denoted as Pj and Pj+1;
2) for each foreground pixel (by thresholding differences
between two successive frames) in χ,
a) compute the indexs of the seven nearest visual
words in the vocabulary, which are denoted as
a1, a2, · · · , a7;
b) compute the weights of the seven nearest visual
words using Equation (10) , and denote them as
w1, w2, · · · , w7;
c) update the codebook Cj : for k = 1 to 7, Cjak =
Cjak + Pj × wk;
d) update the codebook Cj+1: for k = 1 to 7,
C(j+1)ak = Cjak + Pj+1 × wk.
We iterate through all frames in all video clips, from which
we generate all the soft codebooks for the dataset. Regarding
the codebooks generated in this manner, we need to address
the following two points:
1) Elements in the histogram are the sum of probabilities,
which are continuous values. We round these values to
the nearest integer and then apply Blei’s LDA to these
histograms. From a statistical viewpoint, these slight
quantization errors can be ignored.
2) We assume the duration of an activity is less than the
duration of a video clip. As a result, the detection of an
event is always delayed by half a video clip.
D. Soft Out Detection Algorithm
In this section, we describe the detection process of the
H-SISO algorithm. There are two levels of detection: lo-
cal anomaly detection (document level) and interaction level
anomaly detection (corpus level).
The local anomaly detection is based on the β parameter
of the LDA model. β stores the word distribution for each
topic. We marginalize the probabilities of every word over all
topics, and get the probabilities of each visual word in the
whole corpus. To calculate the probability of an input motion
pattern occuring, we compute the probabilities of its seven
nearest words, denoted by Pi (i = [1 · · · 7]), and the weights
(wi) of the words using Equation (9) and (10). We make the
following soft-decision to calculate the probability of the input
motion pattern (p), and we refer to this as “soft out”,
p =
6∑
i=0
Pi × wi (11)
The abnormality of a motion pattern is measured by its
self-information defined by log( 1p ) from information theory.
We use a kernel approach to filter the noise. When the sum
of motion pixels’ abnormality in a sliding window is above a
threshold, an alarm will be fired. It should be noted that, in
previous works using LDA for activity perception [6–9], they
use LDA simply to detect abnormal pixels. We improve upon
this technique by using a sliding window approach to detect
a local unusual event using the sum of self-information.
Data Size Activity
Training
Data
5600
frames
2-4 persons walk in a circle in
anti-clockwise direction for 6.2 minutes; 2
to 7 persons walk in a circle in clockwise
direction for 7.3 minutes
Test
Data 1
360
frames
4 persons walk in a circle in anti-clockwise
direction and there are 6 abnormal events
as a person walking straight into the circle.
Test
Data 2
385
frames
3 persons walk in a circle in anti-clockwise
direction and there are 6 abnormal events
as a person walking straight into the circle.
TABLE I
SUMMARY OF IN-HOUSE DATASET
Fig. 3. Local Anomaly Event Detection. Left: illustrate a frame in the training
data; Right: shows that it detects a person walking straight into the circle.
Regarding the interaction level anomaly detection, the α and
β parameters, calculated when training the LDA model, can
be used to compute the likelihood of the video clips. The low
likelihood video clips will be identified to be abnormal. There
are two reasons for the low likelihood of a video clip:
1) the video clip contains some local anomalous events;
2) the video clip has an abnormal distribution of the
activities.
The low likelihood video clips caused by the second reason
are the video clips with abnormal interactions.
III. EXPERIMENTS
In this section, we compare the hard-decision approach
and our proposed H-SISO algorithm for anomality detection
using the implementation of LDA in [17]. Section 3.1 presents
the results of local anomaly event detection and Section 3.2
presents the results of the interaction level anomaly detection.
A. Local Anomaly Event Detection
We have performed a data collection to enable us to test the
H-SISO algorithm. In the training dataset, a group of people
are walking in a circle in either clockwise or anti-clockwise
(Figure 3: Left) for approximately 13.5 minutes. The abnormal
event is a person walking straight through the circle (Figure
3: Right). We manually analyse the video and annotate the
abnormal events for two test sequences. Table 1 summarises
the in-house dataset.
We compare the proposed approach with the hard as-
signment approach using the same classification strategy as
outlined in Section 2.3. We compare the results in Figure 4. A
variety of detection thresholds are tested and the proposed H-
SISO algorithm consistently outperforms its hard assignment
Fig. 5. MIT traffic dataset: The abnormal U-turn
counterpart. Both the detection rate and false alarm rate are
frame based. Thus the detection rates shown in Figure 4 are
very low, since the events have durations and it is not realistic
to detect all the frames of an event with a low false alarm rate.
We argue that rather than detecting an alarm for every frame,
what is required is the ability to detect at least one frame of
each abnormal event with minimal false alarms. In the Test
1 dataset, the H-SISO algorithm can detect all the abnormal
events without any false alarms. In the Test 2 dataset, the H-
SISO algorithm detects all the events with 11 false alarms,
while its hard counterpart has 13 false alarms and missed one
event.
B. Interaction Level Activity Modelling
In a crowded and complex scene, there are usually many
interesting interactions. In this paper, we define the interaction
to be the combination of co-existing events.
In this evaluation, we use the MIT traffic dataset [8]. This
dataset contains 1.5 hours of traffic surveillance video. We
cut the video into clips of 10 seconds long. Thus we have 540
video clips in total. For both the proposed approach and the
hard assignment approach, we compute the likelihood of the
540 video clips and sort them.
The abnormal video clips in the soft assignment approach
generally ranked high in abnormality in its hard assignment
counterpart. One noteworthy difference is clip No. 436, which
is ranked 6th most abnormal in the soft assignment approach,
but only 45th for the hard assignment approach. That is be-
cause an abnormal events is divided between clip No.435 and
No.436. The red arrow in Figure 5 shows the abnormal right
turn in the MIT dataset, which has already been identified in
[7, 8]. The right turn can be viewed as an abnormal interaction
( the combination of two normal events which have been
marked as green and blue in Figure 5). This right turn is
separated into two video clips (435 and 436). As a result,
the hard cut approach fails to detect this unusual right turn.
However, our proposed H-SISO algorithm successfully detects
this interaction. Figure 6 shows the last five frames in clip
No.435 (in the top row) and the first five frames in clip No.436
(in the bottom row).
IV. CONCLUSIONS AND FUTURE WORK
Probabilistic topic models have been widely used in activity
perception, since they outperform other models such as GMMs
by modelling both local activities and interactions, with the
interactions defined by the combination of co-existing events
in a short duration. Visual words are represented by low level
motion features, which makes it applicable to crowded and
complex scenes. However, models such as LDA and HDP, are
limited in the use of discrete inputs and information is lost in
quantization. Meanwhile, the hard cut in the temporal domain
ignores the consistency of an activity between two successive
video clips. We have proposed a soft assignment approach in
both the temporal domain and feature space to optimize the
application, illustrated by using Latent Dirichlet Allocation as
the classifier. We use the sum of self-information in a sliding
window and the likelihood of the video clip for local and
global anomaly detection respectively. We have shown that the
proposed H-SISO algorithm outperforms its hard assignment
counterpart. We summarize our contribution in this paper as
follows:
1) a soft cut approach in both the corpus and document
levels;
2) a soft decision approach in the detection process;
3) a sliding window approach for local anomaly detection
using the sum of self-information;
4) a solution for the circular property problem of direction
feature, inspired from existing work in image segmen-
tation [16].
However, due to the assumptions made in the proposed
approach, the H-SISO algorithm is at present not directly
transferable to more complex real world applications which
can violate the underlying assumptions. At the corpus level,
we only allow an activity to spread across sucessive video
clips and in reality an activity can span more than two video
clips. At the document level, we only consider the nearest
seven visual words. Future research will aim to relax these
restrictions to extend the generalisability of the approach.
However, despite these limitations, the proposed H-SISO al-
gorithm has been shown to yield better performance than its
hard assignment counterpart. This indicates the proposed soft-
decision approach is a promising technique for more advanced
local and global activity monitoring.
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