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1. Introduction
In this paper we study the Kneser property, and the asymptotic behavior of solutions as well, for the complex Ginzburg–
Landau equation and the Lotka–Volterra system with diffusion. The complex Ginzburg–Landau equation is an important
model in many areas of physics, which appears, for example, in the theory of superconductivity or in chemical turbulence.
The Lotka–Volterra system is also a well-known model describing the competition of several species in a common region.
For these equations it is an open problem so far whether the solution corresponding to a given initial data is unique
or not (this is only proved for some values of the parameters). Therefore, if we assume the possibility that more than one
solution can exist it appears the question about the topological properties of the set of values attained by the solutions at
a given moment of time. In particular, we can study whether this set is compact and connected or not. This property is
known as the Kneser property in the literature.
In the ﬁrst part of the paper (Section 3) we study a rather general reaction–diffusion system and prove for it the Kneser
property, obtaining in this way the desired result for our two models. Needless to say that this general result could be
applied to many other models.
Previously, this property has been proved for scalar reaction–diffusion equations (see [9,13,12]) and also for reaction–
diffusion systems satisfying a certain monotonicity condition [10]. In [10] the results are applied to several models. However,
both the complex Ginzburg–Landau equation and the Lotka–Volterra system do not satisfy this assumption for some values
of the parameters, so that the problem remained open there.
In the second part of the paper (Sections 4 and 5) we study the asymptotic behavior of solutions, proving the existence
of a global compact attractor for a general reaction–diffusion system and also for our equations in both the autonomous
and non-autonomous cases. Moreover, using the Kneser property we prove also that the attractor is a connected set. We
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A.V. Kapustyan, J. Valero / J. Math. Anal. Appl. 357 (2009) 254–272 255note that the existence of the attractor was already established in [10] for the complex Ginzburg–Landau equation, but the
question about the connectivity was open.
As we have said before the absence of uniqueness in our equations force us to work with a set of solutions rather than
with a solution. Hence, in order to study the asymptotic behavior of solutions we have to construct a multivalued process
in the non-autonomous case or a multivalued semiﬂow in the autonomous case (see [11,16,17]). Other approaches to this
question are the theory of trajectory attractors (see [3,21]), or the theory of generalized semiﬂows [2].
In this paper we improve and extend the general theory of attractors for multivalued processes in topological spaces
which was developed in [11]. After that we apply this general theory to our particular equations, proving the existence of a
global compact connected attractor.
2. Setting of the problem
Let Ω ⊂ Rn be an open bounded set with smooth boundary ∂Ω.
The non-autonomous complex Ginzburg–Landau equation is the following:⎧⎨⎩
∂u
∂t
= (1+ ηi)u + R(t)u − (1+ iβ(t))|u|2u + g(t, x),
u|∂Ω = 0, u(x, τ ) = uτ (x),
(1)
where u = u(x, t) = u1(x, t)+ iu2(x, t), (x, t) ∈ Ω × [τ , T ], g(t) = g1(t)+ g2(t)i ∈ L2(Ω,C), η,β(t) ∈ R, R(t) > 0. We assume
that gi ∈ L2([τ , T ]; L2(Ω)) and also that the functions R(t) and β(t) are continuous.
If n  3 and we do not assume the condition |β(t)|  √3, then it is not known whether this equation possesses the
property of uniqueness of the Cauchy problem or not. Therefore, we have to speak about a set of solutions for a given initial
data and, for a particular moment of time t > τ , we can study the properties of the attainability set. More precisely, our
aim in this paper is the following:
1. To prove that the attainability set satisﬁes the Kneser property, i.e. that it is compact and connected.
2. To check that the global attractor of (1) is connected in both the autonomous and non-autonomous cases.
We note that the existence of the global attractor for (1) in the phase space (L2(Ω))2 was proved in [10] (see also [23]),
but the question about the Kneser property and the connectivity of the attractor was left as an open problem. If n = 1,2, in
the autonomous case, it is well known that the global attractor exists and that it is connected [24, p. 229]. Also, if n 3 and
|β(t)| √3, then we have uniqueness of solutions and the existence of the global attractor was established in [3, pp. 42
and 118] in both the autonomous and non-autonomous cases. Moreover, from the general theory of attractors for semigroups
(see e.g. [24, p. 23] or [7]) we obtain that the attractor is connected. In the case n 3, |β| > √3, some results are obtained
in the phase space (Lp(Ω))2 with p > N , if (η,β) ∈ P (N), and P (N) is some subset of C (see [18]). Other existence and
uniqueness results concerning more general cases (including the p-laplacian and larger classes of non-linearities) can be
found in [19,20].
Hence, the novelty in this paper is to obtain the Kneser property and the connectivity of the attractor in the phase space
(L2(Ω))2 for the case when n  3 and the condition |β(t)| √3 fails. In this way we prove these results for the general
case, without any restrictions on the parameters.
We also study the Lotka–Volterra system with diffusion:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
∂u1
∂t
= D1u1 + u1
(
a1(t) − u1 − a12(t)u2 − a13(t)u3
)
,
∂u2
∂t
= D2u2 + u2
(
a2(t) − u2 − a21(t)u1 − a23(t)u3
)
,
∂u3
∂t
= D3u3 + u3
(
a3(t) − u3 − a31(t)u1 − a32(t)u2
)
,
(2)
with Neumann boundary conditions ∂u
1
∂ν |∂Ω = ∂u
2
∂ν |∂Ω = ∂u
3
∂ν |∂Ω = 0, where ui = ui(x, t) 0 and the functions ai(t),aij(t) are
positive and continuous. Also, Di are positive constants and Ω ⊂ R3.
Uniqueness of the Cauchy problem for this system has been proved only if we consider solutions conﬁned in an invariant
region (for example, in a parallelepiped D = {(u1,u2,u3): 0  ui  ki} when the parameters do not depend on t) (see
[15,22]). However, in the general case for initial data just in (L2(Ω))3 it is an open problem so far.
Hence, we can consider the same questions as before. Therefore, we prove also for this system the Kneser property, the
existence of a global compact attractor and its connectivity.
3. The Kneser property for reaction–diffusion systems
Let d > 0 be an integer and Ω ⊂ RN be a bounded open subset with smooth boundary. We shall denote by | · | the norm
in the space Rm , where m 1, and by (·,·) the scalar product in Rm . Consider the problem
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∂u
∂t
− au + f (t,u) = h(t, x), (t, x) ∈ (τ , T ) × Ω,
u|x∈∂Ω = 0, u|t=τ = uτ (x),
(3)
where τ , T ∈ R, T > τ , x ∈ Ω , u = (u1(t, x), . . . ,ud(t, x)), f = ( f 1, . . . , f d), a is a real d×d matrix with a positive symmetric
part a+at2  β I , β > 0, h ∈ L2(τ , T ; (L2(Ω))d). Moreover, f = ( f 1(t,u), . . . , f d(t,u)) is jointly continuous on [τ , T ] × Rd and
satisﬁes the following conditions:
d∑
i=1
∣∣ f i(t,u)∣∣ pipi−1  C1
(
1+
d∑
i=1
∣∣ui∣∣pi), (4)
(
f (t,u),u
)
 α
d∑
i=1
∣∣ui∣∣pi − C2, (5)
where pi  2, α,C1,C2 > 0.
We shall use the following standard notation: H = (L2(Ω))d , V = (H10(Ω))d , V ′ is the dual space of V . By ‖ · ‖, ‖ · ‖V we
denote the norm in H and V , respectively. For p = (p1, . . . , pd) we deﬁne the spaces
Lp(Ω) = Lp1 (Ω) × · · · × Lpd (Ω),
Lp
(
τ , T ; Lp(Ω))= Lp1(τ , T ; Lp1 (Ω))× · · · × Lpd(τ , T ; Lpd (Ω)).
We set q = (q1, . . . ,qd), where 1pi + 1qi = 1.
We say that the function u(·) is a weak solution of (3) if u ∈ Wτ ,T = Lp(τ , T ; Lp(Ω)) ∩ L2(τ , T ; V ) ∩ C([τ , T ]; H), dudt ∈
L2(τ , T ; V ′) + Lq(τ , T ; Lq(Ω)), u(τ ) = uτ , and
T∫
τ
〈
du
dt
, ξ
〉
dt +
T∫
τ
∫
Ω
(∇(au),∇ξ)dxdt + T∫
τ
∫
Ω
(
f (x, t,u), ξ
)
dxdt =
T∫
τ
∫
Ω
(h, ξ)dxdt, (6)
for all ξ ∈ Lp(τ , T ; Lp(Ω)) ∩ L2(τ , T ; V ), where 〈·,·〉 denotes pairing in the space V ′ + Lq(Ω), and (∇u,∇v) =∑d
i=1(∇ui,∇vi).
Under conditions (4)–(5) it can be proved in a standard way that for any uτ ∈ H there exists at least one weak solution
u = u(t, x) of (3). This result is obtained by using the Galerkin method with the special basis of the eigenvalues of the
operator − in H10(Ω). For the details see [3, p. 284] (or [12, Theorem 3.9], where the scalar case is considered).
It follows also that any weak solution satisﬁes dudt ∈ Lq(τ , T ; H−r(Ω)), where r = (r1, . . . , rd), ri = max{1;N(1/qi − 1/2)}
and
Lq
(
0, T ; H−r(Ω))= Lq1(0, T ; H−r1 (Ω))× · · · × Lqd(0, T ; H−rd (Ω)).
It is well known [3, p. 285] that the function t → ‖u(t)‖2 is absolutely continuous on [τ , T ] and ddt ‖u(t)‖2 = 2〈 dudt ,u〉 for
a.a. t ∈ (τ , T ). Hence, it is standard to prove using (4)–(5) and the properties of the matrix a that every weak solution u
of (3) from the class Wτ ,T satisﬁes for all t  s, t, s ∈ [τ , T ], the following estimate:
∥∥u(t)∥∥2 + 2β t∫
s
∥∥u(τ )∥∥2V dτ + α d∑
i=1
t∫
s
∥∥ui(r)∥∥piLpi (Ω) dr  ∥∥u(s)∥∥2 + C4
t∫
s
(∥∥h(r)∥∥2 + 1)dr. (7)
The following compactness property of solutions follows from the proof of Lemma 15 in [10]:
Lemma 1. Let conditions (4)–(5) hold and let {un} ⊂ Wτ ,T be an arbitrary sequence of solutions of (3)with un(τ ) → uτ weakly in H.
Then there exists a subsequence such that un(tn) → u(t0) in H, for any tn → t0 , tn, t0 ∈ (τ , T ], where u(·) ∈ Wτ ,T is a weak solution
of (3) and u(τ ) = uτ .
It is important to point out here that under conditions (4)–(5), in general, more than one solution can exist (at the end of
this section an example is given in the case where the function f can depend on x ∈ Ω). Therefore, the following question
appears naturally: is the set of values attained by the solution at any moment of time t connected? We shall give a positive
answer to this question.
We deﬁne a sequence of smooth functions ψk : R+ → [0,1] satisfying
ψk(s) =
⎧⎨⎩
1 if 0 s k,
0ψk(s) 1 if k s k + 1, (8)
0 if s k + 1.
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R
d;Rd) and supt∈[τ ,T ] sup|u|A | fk(t,u) − f (t,u)| → 0, as k → ∞, for any A > 0. Let ρε : Rd → R+ be a molliﬁer, that is,
ρ ∈ C∞0 (Rd;R), suppρ ⊂ B ,
∫
Rd
ρ(s)ds = 1 and ρ(s)  0 for all s ∈ Rd , where B = {u ∈ Rd: |u|  }. We deﬁne the
functions f k (t,u) =
∫
Rd
ρ(s) fk(t,u − s)ds. Since for any k  1 fk is uniformly continuous on [τ , T ] × Bk+1, there exist
k ∈ (0,1) such that for all u satisfying |u| k, and for all s for which |u − s| < k we have
sup
t∈[τ ,T ]
∣∣ fk(t,u) − fk(t, s)∣∣ 1k . (9)
We put f k(t,u) = f kk (t,u). Then f k(t, ·) ∈ C∞(Rd;Rd), for all t ∈ [τ , T ], k 1.
For further arguments we need the following technical result:
Lemma 2. For all k 1 the following statements hold:
sup
t∈[τ ,T ]
sup
|u|A
∣∣ f k(t,u) − f (t,u)∣∣→ 0, as k → ∞, ∀A > 0, (10)
d∑
i=1
∣∣ f ki(t,u)∣∣ pipi−1  D1
(
1+
d∑
i=1
∣∣ui∣∣pi), ( f k(t,u),u) η d∑
i=1
∣∣ui∣∣pi − D2, (11)
(
f ku (t,u)w,w
)
−D3(k)|w|2, ∀u,w, (12)
where D3(k) is a non-negative number, and the positive constants D1 , D2  C2 , η do not depend on k. Here, f ku denotes the jacobian
matrix of f k with respect to u.
Proof. Since in view of (9) for any t ∈ [τ , T ] and any u such that |u| k we have∣∣ f k(t,u) − fk(t,u)∣∣ ∫
Rd
ρk (u − s)
∣∣ fk(t, s) − fk(t,u)∣∣ds 1k ,
we obtain that for any A > 0 and any u such that |u| A we get∣∣ f k(t,u) − f (t,u)∣∣ ∣∣ f k(t,u) − fk(t,u)∣∣+ ∣∣ fk(t,u) − f (t,u)∣∣ 1k , ∀k A.
Hence (10) holds. Let us verify estimates (4)–(5) for the function fk . It is clear that(
fk(t,u),u
)= ψk(|u|)( f (t,u),u)+ (1− ψk(|u|))(g(u),u)
ψk
(|u|)(α d∑
i=1
∣∣ui∣∣pi − C2
)
+ (1− ψk(|u|)) d∑
i=1
∣∣ui∣∣pi  α˜ d∑
i=1
∣∣ui∣∣pi − C2,
where α˜ =min{1,α}. Also,
d∑
i=1
∣∣ f ik(t,u)∣∣ pipi−1  D
(
d∑
i=1
∣∣ f i(t,u)∣∣ pipi−1 + d∑
i=1
∣∣gi(u)∣∣ pipi−1)
 D
(
C1
(
1+
d∑
i=1
∣∣ui∣∣pi)+ d∑
i=1
∣∣ui∣∣pi) D(C1 + 1)
(
d∑
i=1
∣∣ui∣∣pi + 1),
for some constant D > 0. Thus, for C˜1 = D(C1 + 1), C˜2 = C2, α˜ =min{1,α} we have (4)–(5) for the function fk .
Now let us consider f k . Using (4) for fk we have
d∑
i=1
∣∣ f ki(t,u)∣∣ pipi−1  d∑
i=1
((∫
Rd
ρk (s)ds
) 1
pi−1
∫
Rd
ρk (s)
∣∣ f i(t,u − s)∣∣ pipi−1 ds) C d∑
i=1
∫
Rd
ρk (s)
(
1+ ∣∣ui − si∣∣pi )ds
 C˜
d∑
i=1
∫
Rd
ρk (s)
(
1+ ∣∣ui∣∣pi + pik )ds D1
(
1+
d∑
i=1
∣∣ui∣∣pi).
Further by using the Young inequality and, again, estimates (4)–(5) for the function fk we obtain
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f k(t,u),u
)= ∫
Rd
ρk (s)
(
fk(t,u − s),u − s
)
ds +
∫
Rd
ρk (s)
(
fk(t,u − s), s
)
ds

∫
Rd
ρk (s)
(
α˜
d∑
i=1
∣∣ui − si∣∣pi − C2
)
ds −
∫
Rd
ρk (s)
d∑
i=1
(
α˜
2C˜1
∣∣ f ik(t,u − s)∣∣ pipi−1 + K0∣∣si∣∣pi)ds

∫
Rd
ρk (s)
(
α˜
d∑
i=1
∣∣ui − si∣∣pi − C2
)
ds −
∫
Rd
ρk (s)
(
α˜
2
d∑
i=1
∣∣ui − si∣∣pi + K0 d∑
i=1
(k)
pi + α˜
2
)
ds

∫
Rd
ρk (s)
(
α˜
2
d∑
i=1
∣∣ui − si∣∣pi − C2
)
ds − K1  η
d∑
i=1
∣∣ui∣∣pi − D2,
for some constant K > 0, where in the last inequality we have used that for some D > 0,∣∣ui∣∣pi = ∣∣ui − si + si∣∣pi  D(∣∣ui − si∣∣pi + ∣∣si∣∣pi ) D(∣∣ui − si∣∣pi + pik ).
Let us show that for |u| > k + 2 we have ( f ku (t,u)w,w) 0, for all w ∈ Rd . Indeed, if |u| > k + 1 we have
∂ f ik(t,u)
∂ui
= ∂ g
i(t,u)
∂ui
= (pi − 1)
∣∣ui∣∣pi−2  0, ∂ f ik(t,u)
∂u j
= 0 if j = i,
so the matrix fku(t,u) satisﬁes ( fku(t,u)w,w) 0. Then for |u| > k + 2, we get(
f ku (t,u)w,w
)= ∫
Rd
ρk (s)
(
fku(t,u − s)w,w
)
ds 0.
Finally, if |u| k + 2, we have∣∣( f ku (t,u)w,w)∣∣ |w|2 ∫
Rd
∣∣∇ρk (u − s)∣∣∣∣ fk(t, s)∣∣ds D3(k)|w|2. 
For arbitrary uτ ∈ H and T > τ we deﬁne the following set
Dτ ,T (uτ ) =
{
u(·): u(·) ∈ Wτ ,T is a weak solution of (3), u(τ ) = uτ
}
,
and for any t ∈ [τ , T ] its corresponding attainability set
Kt(uτ ) =
{
u(t): u(·) ∈ Dτ ,T (uτ )
}
.
Our aim is to prove the connectedness of the set Kt(uτ ) ⊂ H for any t ∈ [τ , T ]. We note that from Lemma 1 we imme-
diately obtain the compactness of Kt(uτ ) in H .
Theorem 3. The set Kt(uτ ) is connected in H for any t ∈ [τ , T ].
Sketch of the proof. The proof is the same as in [10, Theorem 5], so that we only sketch it.
The case t = τ is obvious. Suppose then that for some t∗ ∈ (τ , T ] the set Kt∗ (uτ ) is not connected. Then there exist two
compact sets A1, A2 ⊂ H such that A1 ∪ A2 = Kt∗ (uτ ), A1 ∩ A2 = ∅. Let u1(·),u2(·) ∈ Dτ ,T (uτ ) be such that u1(t∗) ∈ U1,
u2(t∗) ∈ U2, where U1,U2 are disjoint open neighborhoods of A1, A2 respectively.
Let uki (t, γ ), i = 1,2, be equal to ui(t), if t ∈ [τ ,γ ], and let uki (t, γ ) be a solution of the problem⎧⎨⎩
∂u
∂t
− au + f k(t,u) = h(t, x), (t, x) ∈ (γ , T ) × Ω,
u|x∈∂Ω = 0, u|t=γ = ui(γ , x),
(13)
if t ∈ [γ , T ]. In view of Lemma 2 for all k 1 the function f k satisﬁes the same type of conditions as f , so that problem (13)
has at least one weak solution from Wγ ,T . It follows from (12) that this solution is unique. Also, the maps uki (t, γ ) are
continuous on γ for each ﬁxed k 1 and t ∈ [τ , T ]. For the details of the proof of these facts see [10, Theorem 5]. We note
that using (11) one can easily obtain that the functions uki satisfy the estimate
∥∥uki (t)∥∥2 + 2β
t∫ ∥∥uki (τ )∥∥2V dτ + η d∑
i=1
t∫ ∥∥uki (τ )∥∥piLpi (Ω) dτ  ∥∥ui(γ )∥∥2 + K1
t∫ (∥∥h(v)∥∥2 + 1)dv. (14)γ γ γ
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γ (λ) =
{
τ − (T − τ )λ if λ ∈ [−1,0],
τ + (T − τ )λ if λ ∈ [0,1],
and deﬁne the function
ϕk(λ)(t) =
{
uk1(t, γ (λ)) if λ ∈ [−1,0],
uk2(t, γ (λ)) if λ ∈ [0,1].
We have ϕk(−1)(t) = uk1(t, T ) = u1(t), ϕk(1)(t) = uk2(t, T ) = u2(t). The map λ → ϕk(λ)(t) ∈ H is continuous for any ﬁxed
k  1, t ∈ [τ , T ] (note that uk1(t, τ ) = uk2(t, τ )) and ϕk(−1)(t∗) ∈ U1, ϕk(1)(t∗) ∈ U2, so that there exists λk ∈ [−1,1] such
that ϕk(λk)(t∗) /∈ U1 ∪ U2.
Denote uk(t) = ϕk(λk)(t). Note that for each k  1 either uk(t) = uk1(t, γ (λk)) or uk(t) = uk2(t, γ (λk)). For some subse-
quence it is equal to one of them, say uk1(t, γ (λk)). Now we shall consider the function u
k
1(t, γ (λk)), t ∈ [τ , T ]. We have
uk(t) =
{
u1(t) if t ∈ [τ ,γ (λk)],
uk1(t, γ (λk)) if t ∈ [γ (λk), T ],
where γ (λk) → γ0 ∈ [τ , T ]. We deﬁne the function
f˜ k(t, v) =
{
f (t, v) if t ∈ [τ ,γ (λk)],
f k(t, v) if t ∈ (γ (λk), T ].
By continuity u1(γ (λk)) → u1(γ0), k → ∞. Moreover, from (14) and (11) the sequence {uk(·)} is bounded in Wτ ,T ,
and { f˜ k(t,uk)} is bounded in Lq(τ , T ; Lq(Ω)). It follows also that { dukdt (·)} is bounded in Lq(τ , T ; H−r(Ω)), where ri =
max{1; ( 12 − 1pi )N}. By the Compactness Lemma [14] we have that for some function u = u(t, x):
uk → u in L2(τ , T ; H), uk(t) → u(t) in H for a.a. t ∈ (τ , T ), (15)
uk(t, x) → u(t, x) for a.a. (t, x) ∈ (τ , T ) × Ω, (16)
uk(t) → u(t) weakly in H uniformly on [τ , T ], (17)
duk
dt
→ du
dt
weakly in Lq
(
τ , T ; H−r(Ω)). (18)
Moreover, f˜ k(t,uk(t, x)) → f (t,u(t, x)) for a.a. (t, x) ∈ (τ , T ) × Ω and then the boundedness of f˜ k(t,uk) in Lq(τ , T ; Lq(Ω))
implies that f˜ k(t,uk(t)) converges to f (t,u(t)) weakly in Lq(τ , T ; Lq(Ω)) [14]. It follows that u(·) is a weak solution of (3)
and u(τ ) = uτ .
Finally, we can prove also that we have uk(t∗) → u(t∗) in H (see again [10, Theorem 5]). From this we immediately
obtain that u(t∗) /∈ U1 ∪ U2, which is a contradiction. 
In applications it is often necessary to consider the case of non-negative variables ui . Denote Rd+ = {u ∈ Rd: ui  0} and
deﬁne the space
H+ = {u ∈ H: ui(x) 0, ∀i, for a.e. x ∈ Ω}
and the sets
D+τ ,T (uτ ) =
{
u(·): u(·) ∈ Dτ ,T (uτ ) and u(t) ∈ H+, for all t
}
,
K+t (uτ ) =
{
u(t): u(·) ∈ D+τ ,T (uτ )
}
.
We shall prove that under additional conditions for any uτ ∈ H+ there exists at least one weak solution u(·) ∈ Dτ ,T (uτ )
such that u(t) ∈ H+ , for all t . Hence, the sets D+τ ,T (uτ ) and K+t (uτ ) are non-empty, and we know by Lemma 1 that they
are compact. Moreover, we prove that K+t (uτ ) is connected in H .
Theorem 4. Let (4)–(5) hold for u ∈ Rd+ . Assume also the following conditions:
The matrix a is diagonal; (19)
hi(t, x) − f i(t,u1, . . . ,ui−1,0,ui+1, . . . ,ud) 0, for all i, a.e. x ∈ Ω, t ∈ (τ , T ), and u j  0 if j = i. (20)
Then for all t ∈ [τ , T ] and uτ ∈ H+ the set K+t (uτ ) is non-empty and connected.
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For every n  1 we put f in(t,u) = ψn(|u|) f i(t,u) + (1− ψn(|u|))gi(t,u), where gi(t,u) = |ui |pi−2ui + f i(t,0, . . . ,0), and
ψn was deﬁned in (8). Then fn ∈ C([τ , T ] × Rd;Rd) and for any A > 0,
sup
t∈[τ ,T ]
sup
|u|A
∣∣ fn(t,u) − f (t,u)∣∣→ 0, as n → ∞.
We can easily check as in Lemma 2 that fn satisfy conditions (4)–(5) for u ∈ Rd+ , where the constants do not depend on n.
Also, it follows from the conditions of the theorem that
hi(t, x) − f in(t,u) = ψn
(|u|)(hi(t, x) − f i(t,u))+ (1− ψn(|u|))(hi(t, x) − f i(t,0, . . . ,0)) 0,
for all t, i, a.e. x ∈ Ω and u such that ui = 0 and u j  0 if j = i. Moreover, if |u| > n+ 1, then for any w ∈ Rd ,
(
fnu(t,u)w,w
)= (gu(t,u)w,w)= d∑
i=1
(pi − 1)
∣∣ui∣∣pi−2w2i  0. (21)
For every n 1 consider the sequence f εn (t,u) deﬁned by f n (t,u) =
∫
Rd
ρ(s) fn(t,u − s)ds. Since any fn are uniformly
continuous on [τ , T ] × [−k − 1,k + 1], for any k  1, there exist k,n ∈ (0,1) such that for all u satisfying |u| k, and for
all s for which |u − s| < k,n we have
sup
t∈[τ ,T ]
∣∣ fn(t,u) − fn(t, s)∣∣ 1
k
.
We put f kn (t,u) = f k,nn (t,u). Then f kn (t, ·) ∈ C∞(Rd;Rd), for all t ∈ [τ , T ], k,n  1. Since for any compact subset A ⊂ Rd
and any n we have f kn → fn uniformly on [τ , T ] × A, we obtain the existence of a sequence δnk ∈ (0,1) such that δnk → 0,
as k → ∞, and | f kin (t,u) − f in(t,u)|  δnk , for any i, n and any u satisfying ui = 0 and |u|  n + 2. Then the function
Fkn = (Fk1n , . . . , Fkdn ) given by
Fkin (t,u) = f kin (t,u) − δnk
satisﬁes hi(t, x) − Fkin (t,u) 0, for u such that ui = 0, u j  0, j = i, and |u| n+ 2.
Deﬁne a smooth function φn : R+ → [0,1] satisfying
φn(s) =
⎧⎨⎩
1 if 0 s n+ 1+ γ ,
0 φn(s) 1 if n+ 1+ γ  s n+ 2,
0 if s n+ 2,
where 0< γ < 1 is ﬁxed. Let lkn(t,u) be given by
lkn(t,u) = φn
(|u|)Fkn(t,u) + (1− φn(|u|)) fn(t,u).
Then if u is such that ui = 0, u j  0, j = i, then we have
φn
(|u|)(hi(t, x) − Fkin (t,u)) 0, (1− φn(|u|))(hi(t, x) − f in(t,u)) 0,
as φn(|u|) = 0, for |u| n+ 2. Hence, hi(t, x) − lkin (t,u) 0.
On the other hand, arguing as in the proof of Lemma 2 we can prove the existence of C1, C2 and α (not depending
neither on n nor k) such that Fkn satisfy (4)–(5) for u ∈ Rd+ , and then it follows easily that lkn(t,u) also satisﬁes (4)–(5). It is
also clear that lkn(t,u) is continuously differentiable with respect to u for any t and u. We obtain the existence of D4(k,n)
such that(
lknu(t,u)w,w
)
−D4(k,n)|w|2, for all w ∈ Rd.
Indeed, if |u| n+ 1+ γ , then lkn(t,u) = Fkn(t,u), so that(
lknu(t,u)w,w
)= (Fknu(t,u)w,w)= ( f knu(t,u)w,w)−D3(k,n)|w|2.
The last inequality can be proved in the same way as in the proof of Lemma 2.
If |u| n+ 2, then lkn(t,u) = fn(t,u), so (lknu(t,u)w,w) = ( fnu(t,u)w,w) 0. Finally, if n+ 1+ γ < |u| < n+ 2, we have(
lknu(t,u)w,w
)= φn(|u|)(Fknu(t,u)w,w)+ (1− φn(|u|))( fnu(t,u)w,w)
+
d∑
i, j=1
∂
∂u j
φn
(|u|)Fkin (t,u)wiw j − d∑
i, j=1
∂
∂u j
φn
(|u|) f in(t,u)wiw j
−D4(k,n)|w|2,
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∣∣∣∣ R1(n), ∣∣ f in(t,u)∣∣ R2(n), ∣∣Fkin (t,u)∣∣ R3(k,n),
for any u satisfying n+ 1+ γ < |u| < n+ 2, t ∈ [τ , T ] and any i, j.
Let us consider the approximate problem⎧⎨⎩
∂u
∂t
− au + lkn(t,u) = h(t, x), (t, x) ∈ (τ , T ) × Ω,
u|x∈∂Ω = 0, u|t=τ = uτ .
(22)
System (22) has a unique solution that will be denoted by ukn(t). It is well known (see Lemma 5 below) that u
k
n(t) ∈ H+ , for
all t  0.
Repeating the same arguments of the proof of Theorem 3 we obtain that (up to a subsequence) ukn converges to a weak
solution un of (3) (where we replace f by fn) in the sense of (15)–(18), and also that ukn(t) → un(t) in H for any t . Therefore,
un(t) ∈ H+ , for all t  0.
After that, repeating the same procedure as n → ∞ we obtain that un converges to a weak solution u of (3) and
u(t) ∈ H+ , for all t  0. Then we have that the limit function u belongs to D+τ ,T (uτ ). Hence, K+t (uτ ) is non-empty.
The connectedness of the set K+t (uτ ) is proved in a similar way as in the proof of Theorem 3. 
The following lemma is well known (see e.g. [3]). However, we write its proof here for the sake of completeness.
Lemma 5. Let (4)–(5) hold for u ∈ Rd+ . Assume also that (19)–(20) hold and that f (t,u) is continuously differentiable with respect
to u for any t ∈ [τ , T ], u ∈ Rd, and(
fu(t,u)w,w
)
−C3(t)|w|2, for all w,u ∈ Rd, (23)
where C3(·) ∈ L1(τ , T ), C3(t) 0. Then for any uτ ∈ H+ there exists a unique weak solution u(·) of (3), which satisﬁes u(t) 0 for
all t ∈ [τ , T ].
Proof. Condition (23) implies in a standard way that at most one solution can exist. Let us prove that this solution should
be non-negative.
Let u+ = max{u,0}. Deﬁne the functions gi(t, x,u) = hi(t, x) − f i(t,u) − C3(t)ui . It follows from the condition of the
theorem that gi(t, x,u) 0 if ui = 0 and u j  0 for j = i. Let us consider the scalar product
(
g(t, x,u), (−u)+)= d∑
i=1
gi(t, x,u)
(−ui)+.
Let J ⊂ I = {1, . . . ,d} be such that ui < 0, for i ∈ J , and ui  0, for i ∈ I \ J . We denote the number of elements of J by
d d. Let g : [τ , T ] × Ω × Rd → Rd be deﬁned by g = (gi)i∈ J . It is clear that(
g(t, x,u), (−u)+)=∑
i∈ J
gi(t, x,u)
(−ui)+ = (g(t, x,u), (−u)+).
Also, as gi(t, x,u+) 0 if i ∈ J , and u − u+ = −(−u)+ , the Mean Value Theorem and (23) imply∑
i∈ J
gi(t, x,u)
(−ui)+ ∑
i∈ J
(
gi(t, x,u) − gi(t, x,u+))(−ui)+ = −∑
i∈ J
(
giu
(
t, x, v(t, x,u)
)
, (−u)+)(−ui)+
= −
d∑
i=1
(
giu
(
t, x, v(t, x,u)
)
, (−u)+)(−ui)+ = −(gu(t, x, v(t, x,u))(−u)+, (−u)+) 0.
We multiply the equation by (−u)+ . As (−u)+ ∈ L2(τ , T ; V ) and 12 ddt ‖(−u)+‖2 = −〈 dudt , (−u)+〉 [4, p. 203], we have
−1
2
d
dt
∥∥(−u)+∥∥2 − β∥∥(−u)+∥∥2V  ∫
Ω
(
g(t, x,u), (−u)+)dx+ C3(t)(u, (−u)+),
so ddt ‖(−u)+‖2  C3(t)‖(−u)+‖2. By Gronwall’s lemma we get ‖(−u)+(t)‖ = 0, which means that u(x, t) 0, for a.a. x ∈ Ω
and all t ∈ [τ , T ].
Finally, we prove the existence of such solution. For every n 1 we put f in(t,u) = ψn(|u|) f i(t,u) + (1− ψn(|u|))gi(t,u),
where gi(t,u) = |ui |pi−2ui + f i(t,0, . . . ,0), as in the proof of Theorem 4. We have seen there that fn satisfy conditions (4)–
(5) for u ∈ Rd+ , where the constants do not depend on n, and also that hi(t, x) − f in(t,u)  0, for all t, i, a.e. x ∈ Ω and u
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( fnu(t,u)w,w)−D(n)|w|2. It is easy to see that (4)–(5) are also satisﬁed for any u ∈ Rd \ Rd+ , although in this case the
constants can depend on n. Hence, the existence and uniqueness of weak solutions in this case is a well-known result in
the literature (see e.g. [3]). As we have seen before this solution satisﬁes un(t) ∈ H+ , for all t  0. By this property we can
obtain estimates of the solution which are independent of n (as (4)–(5) hold for u ∈ Rd+ with constant independent of n),
and then repeating the same arguments of the proof of Theorem 3 we obtain that (up to a subsequence) un converges to
the unique weak solution u of (3) in the sense of (15)–(18), and also that un(t) → u(t) in H for any t . Hence, u(t) ∈ H+ for
all t  0. 
Remark 6. The results of this section remain valid if we change the Dirichlet boundary conditions by Neumann ones
( ∂u
∂ν |x∈∂Ω = 0). In this case V = (H1(Ω))d .
Remark 7. The results of Theorems 3, 4 improve similar ones given in [10]. There they were proved under the following
additional assumption: there exists M > 0 such that f (t,u) is continuously differentiable with respect to u for any t ∈ [τ , T ],
|u| > M , and(
fu(t,u)w,w
)
−C3(t)|w|2, for all |u| > M, w ∈ Rd, (24)
where C3(·) ∈ L1(τ , T ), C3(t)  0. This condition is not satisﬁed neither in the complex Ginzburg–Landau equation nor in
the Lotka–Volterra system for some values of the parameters. In particular, for the complex Ginzburg–Landau equation this
conditions holds if |β(t)|√3.
Also, in the case of Theorem 4 a better and more precise proof is given here.
We could consider also the case where the non-linear function f can depend explicitly on x ∈ Ω . In order to obtain the
Kneser property we need to assume additionally that f = ( f 1(x, t,u), . . . , f d(x, t,u)) is jointly continuous on [τ , T ] × Rd
uniformly with respect to x ∈ Ω , and also that it is measurable on x for all (t,u). Moreover, the constants in conditions (4)–
(5) do not depend on x ∈ Ω .
Then arguing in a similar way we can prove that the statement of Theorems 3, 4 remain valid in this more general case.
We can give an example for which we know that at least two solutions corresponding to a given initial data exist. Let
λ1 > 0 be the ﬁrst eigenvalue of − in H10(Ω), and ψ1 be the corresponding eigenfunction. Without loss of generality we
can assume that ψ1(x) > 0, for any x ∈ Ω . It is known that ψ1 ∈ C(Ω), so that maxx∈Ω |ψ1(x)| K . We put
f (x,u) =
{−λ1u − √ψ1(x)√u if u ∈ [0,1],
−λ1u − √ψ1(x)u + u2(u − 1) if u /∈ [0,1],
(25)
and h ≡ 0. It is easy to check that f (x,u) satisﬁes conditions (4)–(5) with p = 4. Suppose that a = 1, τ = 0, u0 = 0. Then
u(t, x) ≡ 0 is a trivial solution of the Cauchy problem (3). For ﬁxed r  0 we deﬁne
ur(t, x) =
⎧⎪⎨⎪⎩
0, 0 t  r,
1
4 (t − r)2ψ1(x), r  t  r + 2√K ,
vr(t, x) if tr  t  T ,
where tr = r + 2√K and vr(t, x) is a solution on [tr, T ] with vr(tr, x) =
ψ1(x)
K . It is easy to see that till
1
4 (t − r)2ψ1(x) 1, the
function uτ (t, x) is a solution of (3), and it is clear that |ur(t, x)| 1, for all t ∈ [r, tτ ]. Hence, ur(t, x) is another solution of
problem (3), as the concatenation of solutions is again a solution (see Lemma 27 below).
3.1. Application to the complex Ginzburg–Landau equation
Let us consider Eq. (1).
For v = (u1,u2), u = u1 + iu2, Eq. (1) can be written as the system{
∂v
∂t
=
(
1 −η
η 1
)
v +
(
R(t)u1 − (|u1|2 + |u2|2)(u1 − β(t)u2)
R(t)u2 − (|u1|2 + |u2|2)(β(t)u1 + u2)
)
+
(
g1(t, x)
g2(t, x)
)
and conditions (4)–(5) hold with p = (4,4).
Indeed, as f (t, v) = (−R(t)u1 + |v|2(u1 − β(t)u2),−R(t)u2 + |v|2(β(t)u1 + u2)) we have by using the Young inequality
that ∣∣ f 1(t, v)∣∣ 43 + ∣∣ f 2(t, v)∣∣ 43  K1(∣∣R(t)∣∣ 43 (∣∣u1∣∣ 43 + ∣∣u2∣∣ 43 )+ |v| 83 (1+ ∣∣β(t)∣∣ 43 )(∣∣u1∣∣ 43 + ∣∣u2∣∣ 43 )) K2(∣∣u1∣∣4 + ∣∣u2∣∣4)+ K3,
where we have used that R(t), β(t) are uniformly bounded in [τ , T ]. Also,(
f (t, v), v
)= −R(t)|v|2 + |v|4  |v|4 − K4  |u1|4 + |u2|4 − K4.2 2
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Theorem 8. For Eq. (1) the attainability set Kt(uτ ) is compact and connected for any t ∈ [τ , T ].
3.2. Application to the Lotka–Volterra system with diffusion
Let us consider now system (2). In this case the function f is given by
f (t,u) =
⎛⎝−u1(a1(t) − u1 − a12(t)u2 − a13(t)u3)−u2(a2(t) − u2 − a21(t)u1 − a23(t)u3)
−u3(a3(t) − u3 − a31(t)u1 − a32(t)u2)
⎞⎠ .
Then conditions (4)–(5) hold for u ∈ R3+ with p = (3,3,3). Indeed, as ui  0, using the Young inequality we have(
f (t,u),u
)

(
u1
)3 + (u2)3 + (u3)3 − a1(t)(u1)2 − a2(t)(u2)2 − a3(t)(u3)2  1
2
((
u1
)3 + (u2)3 + (u3)3)− K1
and
3∑
i=1
∣∣ f i(t,u)∣∣ 32  K2((u1)3 + (u2)3 + (u3)3 + (u1) 32 + (u2) 32 + (u3) 32 + (u1u2) 32 + (u2u3) 32 + (u1u3) 32 )
 K3
((
u1
)3 + (u2)3 + (u3)3)+ K4.
It is clear that (19)–(20) are satisﬁed. Hence, from Lemma 1, Theorem 4 and Remark 6 it follows the following:
Theorem 9. For Eq. (2) the attainability set K+t (uτ ) is compact and connected for any t ∈ [τ , T ].
4. Attractors for multivalued processes in topological spaces
In this section we develop a general theory of attractors for multivalued processes in topological spaces. These results
extend and improve similar ones proved previously in [11].
Let (X,ρ) be a metric space. Denote by P (X) (β(X), C(X), K (X)) the set of all non-empty (non-empty bounded, non-
empty closed, non-empty compact) subsets of the space X . The Hausdorff semidistance from the set A to B is given by
dist(A, B) = sup
x∈A
inf
y∈B ρ(x, y),
and the Hausdorff distance between A and B by distH (A, B) =max{dist(A, B),dist(B, A)}. By O δ(A) = {x ∈ X | dist(x, A) < δ}
we denote a δ-neighborhood of A.
Further, let D ⊆ X , endowed with the topology τD , be a Hausdorff topological space, where the inclusion has to be
understood in the sense of sets (and not in the topological sense). Hence, D = X will mean equality of sets, whereas
(X,ρ) = (D, τD) will mean equality of spaces.
Also, let  be a non-trivial subgroup of the additive group of real numbers R, R+ = [0,+∞), + =  ∩ R+ , d =
{(t, τ ) ∈ 2: t  τ }, (s) = {t ∈ : t  s}.
Deﬁnition 10. The map U : d × X → P (X) is called a multivalued dynamical process (MDP) on X if:
1. U (τ , τ , ·) = I X is the identity map on X , ∀τ ∈ ;
2. U (t, τ , x) ⊂ U (t, s,U (s, τ , x)), ∀(t, s), (s, τ ) ∈ d , ∀x ∈ X .
The MDP U is called strict if U (t, τ , x) = U (t, s,U (s, τ , x)).
Remark 11. If in Deﬁnition 10, t, s, τ ∈ + , then the map U is called a multivalued semiprocess on X .
We shall consider also the family of MDP {Uσ : σ ∈ Σ}, where Σ is some set of parameters, and the associated map
UΣ : d × X → P (X) given by
UΣ(t, s, x) =
⋃
σ∈Σ
Uσ (t, s, x).
It is not diﬃcult to see that UΣ is an MDP.
We shall deﬁne ﬁrst the attracting property of UΣ (in the topology of D) with respect to bounded subsets of X .
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neighborhood N(A) of A in D there exists T = T (τ ,N(A), B) ∈ + such that UΣ(t, τ , B) ∩ D = ∅, for any t  T , and
UΣ(t, τ , B) ∩ D ⊂ N(A), ∀t  T .
We shall denote this property by
UΣ(t, τ , B) ∩ D → A, as t → +∞, in D. (26)
The set A(τ ) ⊂ D is called uniformly (X, D)-attracting for τ ∈  if (26) holds for any B ∈ β(X).
The set A ⊂ D is called uniformly (X, D)-attracting if this property holds for any B ∈ β(X) and τ ∈ .
When (X,ρ) = (D, τD), then property (26) is usually changed to the weaker one
dist
(
UΣ(t, τ , B), A
)→ 0, as t → +∞, (27)
that is, for all  > 0, τ ∈ , B ∈ β(X) there exists T = T (, τ , B) such that UΣ(t, τ , B) ⊂ O (A), for any t  T . In general,
(26) implies (27). For a compact set A ⊂ X properties (26) and (27) coincide.
Further, for B ⊂ X and (s, τ ) ∈ d let us deﬁne γ τs,σ (B) =
⋃
ts Uσ (t, τ , B), γ
τ
s,Σ (B) =
⋃
ts UΣ(t, τ , B). The ω-limit set
is deﬁned by
ωΣ(τ , B) =
⋂
sτ
clD
(
γ τs,Σ (B) ∩ D
)
,
where clD is the closure in the space D . Note that for any B ⊂ X and τ1  τ2  s it is easy to prove that γ τ1s,Σ (B) ⊂
γ
τ2
s,Σ (γ
τ1
τ2,Σ
(B)).
Let us recall ﬁrst two results proved in [11, p. 1971].
Lemma 13. The following statements are equivalent:
1. y ∈ ωΣ(τ , B);
2. there exists a net {ξα: α ∈ Λ} such that ξα ∈ UΣ(tα, τ , B) ∩ D, ξα → y in D as tα → +∞.
Theorem 14. Let the family of MDP {Uσ : σ ∈ Σ} satisfy the following condition: for any τ ∈  and B ∈ β(X) there exists A(τ , B) ∈
K (D) ∩ β(X) such that
UΣ(t, τ , B) ∩ D → A(τ , B), t → +∞. (28)
Then ωΣ(τ , B) = ∅ is a compact set (in D) such that ωΣ(τ , B) ⊂ A(τ , B) (so ωΣ(τ , B) ∈ β(X)) and
UΣ(t, τ , B) ∩ D → ωΣ(τ , B), t → +∞. (29)
Moreover, if the space D is regular, then ωΣ(τ , B) is the minimal closed set satisfying (29).
Deﬁnition 15. The family of MDP {Uσ : σ ∈ Σ} is called uniformly (X, D)-asymptotically compact if for any B ∈ β(X) and
τ ∈  there exists A(τ , B) ∈ K (D) ∩ β(X) such that (28) holds.
We shall give now, under some additional conditions, an equivalent deﬁnition for this property.
Lemma16. If theMDP UΣ is uniformly (X, D)-asymptotically compact, then an arbitrary net {ξσ }, ξσ ∈ UΣ(tσ , τ , B)∩D, tσ → +∞,
has a converging subnet in D.
If the space D is regular, and for every B ∈ β(X) and τ ∈ , there exists T = T (B, τ ) τ such that clD(γ τT ,Σ (B)∩ D) ∈ β(X), then
the inverse statement is also true.
Proof. The ﬁrst part of this lemma can be easily obtained arguing as in the proof of Theorem 3.4 in [11].
Let the conditions of the second part of the lemma hold. Then arguing as in the proof of Theorem 3.4 in [11] we have
that for every B ∈ β(X) and τ ∈  the set ωΣ(τ , B) is non-empty, ωΣ(τ , B) ⊂ D , ωΣ(τ , B) ∈ β(X) and it satisﬁes (29). We
shall show that ωΣ(τ , B) ∈ K (D). By contradiction let there exist an open cover {O i}i∈I of ωΣ(τ , B), ωΣ(τ , B) ⊂⋃i∈I O i
such that for any ﬁnite set F ⊂ I we get ωΣ(τ , B) ⊂⋃i∈F O i . We denote by f (I) the set of all ﬁnite subsets of I . Put
O F =⋃i∈F O i , OcF = ωΣ(τ , B) \ O F , ∀F ∈ f (I). Then OcF = ∅, it is closed and for any Fk ∈ f (I), k = 1,n,
n⋂
OcFk =
n⋂(
ωΣ(τ , B) \ O Fk
)= ωΣ(τ , B) \( n⋃⋃ O i) = ∅.
k=1 k=1 k=1 i∈Fk
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F∈ f (I)
OcF = ωΣ(τ , B) \
( ⋃
F∈ f (I)
⋃
i∈F
O i
)
= ωΣ(τ , B) \
(⋃
i∈I
O i
)
= ∅. (30)
Let Zτs = γ τs,Σ (B) ∩ D . Using the notation of the previous theorem we have that for all s0  τ , F ∈ f (I) and for every
open set UF ∈ τD , UF ⊃ OcF the property UF ∩ Zτs0 = ∅ holds. Indeed, OcF = (
⋂
sτ clD Z
τ
s ) \ O F =
⋂
sτ (clD Z
τ
s \ O F ). Then
OcF ∩ clD Zτs0 = ∅, ∀s0  τ , so that UF ∩ clD Zτs0 = ∅, and then UF ∩ Zτs0 = ∅. Moreover, for arbitrary Fk ∈ f (I), k = 1,n, we
have
⋂n
k=1 clDU Fk ⊃
⋂n
k=1 OcFk = ∅ and
⋂n
k=1 clDU Fk ∩ Zτs0 = ∅, ∀s0  τ . Let us consider the set
Λ = {α: α = (UF1 , . . . ,UFn ), UFk ∈ τD , UFk ⊃ OcFk , Fk ∈ f (I), n 1}
and for every α ∈ Λ put Aα = ⋂nk=1 clDU Fk . Then for any α ∈ Λ we have that Aα = ∅, it is closed, and for any α˜ =
(U˜ F˜1 , . . . , U˜ F˜m ) ∈ Λ there is αˆ ∈ Λ such that Aα ∩ Aα˜ = Aαˆ . Hence, Λ is a directed set by imbedding, that is, α1  α2 if and
only if Aα1 ⊂ Aα2 . Then the set Λ × (τ ) is directed. The partial order is given by the following rule: β1 = (α1, s1) β2 =
(α2, s2) if and only if α1  α2 and s1  s2.
From the previous arguments for all α ∈ Λ, s τ we have Aα ∩ Zτs = ∅. Let us consider the net ξβ = ξ(α,s) ∈ Aα ∩ Zτs . Then
ξβ ∈ Aα ∩ UΣ(tβ, τ , B) ∩ D , and for any s0 > τ , β0 = (α0, s0) if β = (α, s) β0, then tβ = t(α,s)  s  s0, so that tβ → +∞.
Therefore, the net {ξβ} has a cluster point ξ ∈ ωΣ(τ , B). Then for an arbitrary neighborhood O (ξ) of the point ξ and for
arbitrary β = (α, s) there is β1 = (α1, s1)  β such that ξβ1 ∈ O (ξ). So, ξβ1 ∈ O (ξ) ∩ Aα1 . But α1  α, so that Aα1 ⊂ Aα .
Hence, Aα ∩ O (ξ) = ∅. Thus,
ξ ∈
⋂
α∈Λ
Aα =
⋂
F∈ f (I)
⋂
UF∈τD
OcF⊂UF
clDU F .
Since the topological space D is regular, the last inclusion implies that ξ ∈ OcF , for any F , and then ξ ∈
⋂
F∈ f (I) OcF . But this
is a contradiction with (30). The lemma is proved. 
Remark 17. In [11, Lemma 3.6] this lemma was stated under weaker assumptions. The regularity of D was not assumed,
and instead of clD(γ τT ,Σ (B) ∩ D) ∈ β(X) it was written γ τT ,Σ (B) ∈ β(X). It seems that without these stronger conditions the
proof does not hold.
Consider now the following additional assumptions:
(Z1) Σ is a compact metric space.
(Z2) On Σ is deﬁned the continuous shift operator T (h)σ (t) = σ(t + h), h ∈ , and T (h)Σ ⊂ Σ , ∀h ∈ .
(Z3) For any (t, τ ) ∈ d , h ∈ , x ∈ X and σ ∈ Σ we have
Uσ (t + h, τ + h, x) ⊂ UT (h)σ (t, τ , x).
Remark 18. It follows easily from (Z2)–(Z3) that, in fact, T (h)Σ = Σ and Uσ (t + h, τ + h, x) = UT (h)σ (t, τ , x).
We can obtain that the second part of Lemma 16 is correct in a Hausdorff topological space (that is, without assuming
the regularity of D) if we suppose additionally that the map (σ , x) → Uσ (t, τ , x) has closed graph and also that after some
moment of time UΣ(t, τ , B) ⊂ D .
Lemma 19. Assume (Z1)–(Z3) and the following assumptions:
1. for every B ∈ β(X) and τ ∈ , there exists T = T (τ , B) τ such that for all t  T we have UΣ(t, τ , B) ⊂ D and clD(γ τT ,Σ (B)) ∈
β(X);
2. an arbitrary net {ξσ }, ξσ ∈ UΣ(tσ , τ , B) ∩ D, tσ → +∞, has a converging subnet in D;
3. the map Σ × D  (σ , x) → Uσ (t, τ , x) ∩ D has closed graph in Σ × D for all (t, τ ) ∈ d.
Then the omega-limit set ωΣ(τ , B) is compact in D and negatively semi-invariant, i.e. ωΣ(τ , B) ⊂ UΣ(t, τ ,ωΣ(τ , B)), for all
t  τ . Hence, the MDP UΣ is uniformly (X, D)-asymptotically compact.
Proof. Arguing again as in the proof of Theorem 3.4 in [11] we have that for every B ∈ β(X) and τ ∈  the set ωΣ(τ , B) is
non-empty, ωΣ(τ , B) ⊂ D , ωΣ(τ , B) ∈ β(X) and it satisﬁes (29).
We shall check that ωΣ(τ , B) is negatively semi-invariant. Let ξ ∈ ωΣ(τ , B). Then there exists a generalized sequence
ξα ∈ UΣ(tα, τ , B) ∩ D such that ξα → ξ in D , as tα → +∞. Using (Z3) for t  τ we have
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(
tα, tα − t + τ ,Uσα (tα − t + τ , τ , B)
)⊂ UT (tα−t)σα (t, τ ,Uσα (tα − t + τ , τ , B)),
and, therefore, ξα ∈ UT (tα−t)σα (t, τ , ζα), where ζα ∈ Uσα (tα − t + τ , τ , B). The conditions of the lemma imply that the
net ζα belongs eventually to Uσα (tα − t + τ , τ , B) ∩ D and then it has a converging subnet. Also, as Σ is compact, we can
assume that T (tα − t)σα → σ . Thus, without loss of generality we can consider that ξα → ξ , ζα → ζ ∈ ωΣ(τ , B) in D . Since
Σ × D  (σ , x) → Uσ (t, τ , x) ∩ D has closed graph, ξ ∈ Uσ (t, τ ,ωΣ(τ , B)). Hence, ωΣ(τ , B) ⊂ UΣ(t, τ ,ωΣ(τ , B)).
Now we prove that ωΣ(τ , B) ∈ K (D). Let ξα ∈ ωΣ(τ , B) be an arbitrary generalized sequence. Then we can choose
ζα ∈ ωΣ(τ , B) and tα → +∞ such that ξα ∈ UΣ(tα, τ , ζα). Note that ωΣ(τ , B) ∈ β(X). It follows from the conditions of the
lemma that the net ξα has a converging subnet and the limit point belongs to ωΣ(τ , B). Hence, ωΣ(τ , B) is compact in D .
Taking A(τ , B) = ωΣ(τ , B) ∈ K (D) ∩ β(X) we obtain that UΣ is uniformly (X, D)-asymptotically compact. 
Theorem 20. Let the family of MDP {Uσ : σ ∈ Σ} be uniformly (X, D)-asymptotically compact. Then
ΘΣ(τ ) =
⋃
B∈β(X)
ωΣ(τ , B) (31)
is a uniformly (X, D)-attracting set of the family {Uσ : σ ∈ Σ} for τ ∈ . This set is locally compact in the sum topology τ⊕ and
Lindelöf in D.
If, moreover, D is a regular space, then for any set Y closed in D and satisfying (26) we have clDΘΣ(τ ) ⊂ Y .
Proof. In view of Theorem 14 for all B ∈ β(X) and τ ∈  the set ωΣ(τ , B) is non-empty, compact in D , bounded in X and it
attracts B . Thus, the set ΘΣ(τ ), deﬁned by (31), is a non-empty, uniformly (X, D)-attracting set for the family of MDP Uσ .
Let us prove also that this set is locally compact in the sum topology τ⊕ and Lindelöf in D . The sum topology τ⊕ in the
set ΘΣ(τ ) is deﬁned as follows. Let us consider a countable family of balls {B j}∞j=1 in X such that
⋃∞
i=1 B j = X . It is easy
to see that ΘΣ(τ ) =⋃∞i=1 ωΣ(τ , Bi). Each ωΣ(τ , Bi) is homeomorphic to the space Si = {(x, i): x ∈ ω(Bi)}. Hence, accurate
to homeomorphisms ΘΣ(τ ) =⋃∞i=1 Si , where for any i  1 Si is compact in D and Si ∩ S j = ∅, if i = j. We shall consider
Si as a topological space with the topology δi , induced by the topology of D . On ΘΣ(τ ) we deﬁne a topology as follows:
U ⊂ ΘΣ(τ ) is open if and only if U ∩ Si ∈ δi for all i (see [5]). This topology is called the sum topology τ⊕ on ΘΣ(τ ).
Note that in this topology each Si is open and closed. On the other hand, on ΘΣ(τ ) there is a topology δ, induced by D .
The topologies δ and τ⊕ are ordered in the following way: δ  τ⊕ , that is, the sum topology is stronger than the induced
topology.
Each Si is compact in the topology δi and in the sum topology. Indeed, let {Uα} be any open cover of Si , where Uα =
Vα ∩ Si , and Vα is an open set in D . Since Si is a compact set in D and {Vα} is its open cover, one can take a ﬁnite subcover
{V j}nj=1 and {U j = V j ∩ Si}nj=1 is also a subcover for Si , that is, Si is a compact set in the topology δi . Let us consider the
embedding maps Ii : (Si, δi) → (ΘΣ(τ ), τ⊕), i  1. For arbitrary U ∈ τ⊕ we have I−1i (U ) = {x ∈ Si: Ii(x) ∈ U } = Si ∩ U ∈ δi .
Thus, the map Ii is continuous and, therefore, each Si is a compact set in the sum topology τ⊕ .
The topological space (ΘΣ(τ ), τ⊕) is Lindelöf as a countable union of Lindelëf spaces and, by the same reason, ΘΣ(τ ) is
Lindelöf in D . Let us prove that (ΘΣ(τ ), τ⊕) is locally compact. For an arbitrary x ∈ ΘΣ(τ ) there exists Si such that x ∈ Si
and Si is a neighborhood of the point x. Since Si is compact, it is a regular space. Hence, there exists Vi(x) ∈ δi such that
clD V i(x) ⊂ Si . Moreover, since the map Ii is continuous, clD V i(x) is compact in (ΘΣ(τ ), τ⊕) and the local compactness is
proved.
Let D be a regular topological space. According to Theorem 14 for all B ∈ β(X), τ ∈  the set ωΣ(τ , B) is the minimal
closed (in D) set which satisﬁes (26). Since every (X, D)-attracting set Y satisﬁes (26) for all B ∈ β(X) and τ ∈ , we can
deduce the property of minimality of ΘΣ . 
Let us prove now the existence of a uniform global attractor.
Deﬁnition 21. The set ΘΣ is called a uniform global (X, D)-attractor of the family MDP {Uσ : σ ∈ Σ} if:
1. ΘΣ is a uniformly (X, D)-attracting set;
2. ΘΣ ⊂ UΣ(t, τ ,ΘΣ), ∀t  τ ;
3. for any uniformly (X, D)-attracting set Y , ΘΣ ⊂ clDY .
Theorem 22. Assume (Z1)–(Z3). Let the family of MDP {Uσ : σ ∈ Σ} satisfy the following conditions:
1. it is uniformly (X, D)-asymptotically compact;
2. for every B ∈ β(X) and τ ∈  there exists T = T (τ , B) ∈  such that for all t  T we have UΣ(t, τ , B) ⊂ D;
3. for any (t, τ ) ∈ d the map Σ × D  (σ , x) → Uσ (t, τ , x) ∩ D has closed graph.
A.V. Kapustyan, J. Valero / J. Math. Anal. Appl. 357 (2009) 254–272 267Then the set ΘΣ deﬁned by
ΘΣ =
⋃
τ∈R
⋃
B∈β(X)
ωΣ(τ , B)
is a uniform global (X, D)-attractor. Also, ΘΣ =⋃B∈β(X) ωΣ(0, B). If, moreover, the MDP Uσ are strict, then ΘΣ is invariant, that is,
ΘΣ = UΣ(t, τ ,ΘΣ), ∀t  τ .
Proof. By Theorem 20 ΘΣ is a uniformly (X, D)-attracting set.
We shall prove that ΘΣ is negatively semi-invariant. Let ξ ∈ ΘΣ . Then for some B ∈ β(X), τ ∈  we have ξ ∈ ωΣ(τ , B).
In view of Lemma 16 all the conditions of Lemma 19 hold. Then ωΣ(τ , B) ⊂ UΣ(t, τ ,ωΣ(τ , B)), for all t  τ . If t  τ  τ ,
then by (Z2)–(Z3) we have
ξ ∈ ωΣ(τ , B) ⊂ UΣ
(
t + τ − τ , τ ,ωΣ(τ , B)
)⊂ UT (τ−τ )Σ (t, τ ,ωΣ(τ , B))⊂ UΣ (t, τ ,ωΣ(τ , B))⊂ UΣ(t, τ ,ΘΣ).
The same proof holds for τ  τ , t  τ . Therefore, ΘΣ ⊂ UΣ(t, τ ,ΘΣ), for all t  τ .
Let us prove that ωΣ(τ , B) = ωΣ(τ , B), for all τ , τ ∈ . Let ξ ∈ ωΣ(τ , B). Then by Lemma 13 there exists a net
{ξα: α ∈ Λ} such that ξα ∈ UΣ(tα, τ , B) ∩ D , ξα → ξ in D as tα → +∞. But by (Z2)–(Z3) we have
ξα ∈ UΣ(tα, τ , B) ⊂ UT (τ−τ )Σ (tα + τ − τ , τ , B) ⊂ UΣ(tα + τ − τ , τ , B),
so that ξ ∈ ωΣ(τ , B). From this it follows that
ΘΣ =
⋃
B∈β(X)
ωΣ(0, B) =
⋃
B∈β(X)
ωΣ(τ , B),
for an arbitrary τ ∈ .
It remains to prove the minimality. We take an arbitrary ωΣ(0, B), B ∈ β(X). Then
ωΣ(0, B) ⊂ UΣ
(
t,0,ωΣ(0, B)
)∩ D → Y, as t → +∞,
where Y is a uniformly (X, D)-attracting set. Hence, ωΣ(0, B) ⊂ clDY , for all B ∈ β(X), so that ΘΣ ⊂ clDY .
Hence, ΘΣ is a uniform global (X, D)-attractor.
Assume now that the MPD Uσ are strict. Since for every (τ , p)∈d and B ∈β(X) we have ωΣ(0, B)⊂UΣ(τ , p,ωΣ(0, B)),
for arbitrary ξ ∈ ωΣ(0, B) it follows that ξ ∈ Uσ (τ , p,ωΣ(0, B)) for some σ ∈ Σ . Then for any t  τ  p,
Uσ (t, τ , ξ) ⊂ Uσ
(
t, τ ,Uσ
(
τ , p,ωΣ(0, B)
))= Uσ (t, p,ωΣ(0, B)).
Therefore, by (Z2)–(Z3)
UΣ
(
t, τ ,ωΣ(0, B)
)⊂ UΣ (t, p,ωΣ(0, B))⊂ UΣ (t + τ − p, τ ,ωΣ(0, B)).
Denote T = max{t, T (τ ,ωΣ(0, B))}, where T was deﬁned in the second condition of the theorem. Then UΣ(k, τ ,
ωΣ(0, B)) ∩ D = UΣ(k, τ ,ωΣ(0, B)), ∀k T , and for all t  τ , s T ,
UΣ
(
t, τ ,ωΣ(0, B)
)⊂ clD(⋃
ks
UΣ
(
k, τ ,ωΣ(0, B)
))⊂ ⋂
sT
clD
(⋃
ks
UΣ
(
k, τ ,ωΣ(0, B)
))= ωΣ (τ ,ωΣ(0, B))⊂ ΘΣ.
Thus, UΣ(t, τ ,ΘΣ) ⊂ ΘΣ and the theorem is proved. 
We shall prove further that the global attractor is compact in D and bounded in X if, additionally, we assume that there
exists a uniformly (X, D)-attracting set A(τ ) ∈ K (D) ∩ β(X).
Theorem 23. In Theorem 22 assume additionally that for any τ ∈  there exists A(τ ) ∈ K (D) ∩ β(X) such that
UΣ(t, τ , B) ∩ D → A(τ ), as t → +∞,
for any B ∈ β(X), then ΘΣ is compact in D and bounded in X.
Proof. In view of Theorem 14, ωΣ(0, B) ⊂ A(0), for any B ∈ β(X). Hence, ΘΣ ⊂ A(0), so that it is suﬃcient to prove that it
is closed in D . Take an arbitrary net {yα} ⊂ ΘΣ such that yα → y. We have to prove that y ∈ ΘΣ . Since ΘΣ ⊂ UΣ(t,0,ΘΣ),
for any t  0, we have yα ∈ UΣ(tα,0,ΘΣ) for an arbitrary sequence tα → +∞. Then the boundedness of ΘΣ in X and
Lemma 13 imply that y ∈ ωΣ(0,ΘΣ) ⊂ ΘΣ . 
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logical spaces. The map H : F1 → P (F2) is called upper semicontinuous if for any x ∈ F1 and any open set O (in F2)
containing H(x) there exists a neighborhood O (x) of x such that H(y) ⊂ O , for all y ∈ O (x).
To conclude this section we shall give suﬃcient conditions ensuring that the global attractor is connected.
Theorem 24. Let the conditions of Theorem 22 hold. Also, assume that Σ is a connected topological space and that for any (t, τ ) ∈ d
the map Σ × D  (σ , x) → Uσ (t, τ , x) ∩ D is upper semicontinuous (with respect to the topology of D), has connected values in D
and ΘΣ ⊂ B1 ⊂ D, B1 ∈ β(X), where the set B1 is connected in D. Then the global attractor ΘΣ is connected in D.
Proof. Suppose that ΘΣ is not connected in D . Then there exist two open sets A1, A2 such that ΘΣ ∩ A1 = ∅, ΘΣ ∩ A2 = ∅,
ΘΣ ⊂ A1 ∪ A2 and A1 ∩ A2 = ∅.
We choose t  T (0, B1), where T was deﬁned in the second condition of Theorem 22. Then UΣ(t,0, B1) ∩ D =
UΣ(t,0, B1). Since the map Σ × D  (σ , x) → Uσ (t, τ , x) ∩ D is upper semicontinuous and has connected values in D ,
UΣ(t,0, B1) ∩ D = UΣ(t,0, B1) is a connected set in D. Indeed, if UΣ(t,0, B1) were not connected, then there would exist
open sets U1 and U2 in D with U1 ∩ U2 = ∅ such that UΣ(t,0, B1) ∩ Ui = ∅, i = 1,2, and UΣ(t,0, B1) ⊂ U1 ∪ U2. De-
note Mi = {(σ , x) ∈ Σ × B1: Uσ (t,0, x) ⊂ Ui}. Since Uσ (t,0, x) has connected values, M1 ∪ M2 = Σ × B1. We can see that
M1 ∩ M2 = ∅ and Mi = ∅ for i = 1,2. Since (σ , x) → Uσ (t,0, x) is upper semicontinuous, Mi are open sets in D for i = 1,2
(see [8, p. 37] or [1, p. 40]), which contradicts the fact that Σ × B1 is a connected set in Σ × D .
From ΘΣ ⊂ UΣ(t,0,ΘΣ) ⊂ UΣ(t,0, B1), we have {UΣ(t,0, B1)} ∩ A1 = ∅, {UΣ(t,0, B1)} ∩ A2 = ∅. But A1 ∪ A2 does not
cover UΣ(t,0, B1) for any t  T (0, B1). Thus there exist ξα ∈ UΣ(tα,0, B1), where tα → +∞, such that ξα /∈ A1 ∪ A2. By
Lemma 16 we obtain that the net {ξα} has a converging subnet and its limit ξ belongs to ω(0, B1) but does not belong to
A1 ∪ A2, which is a contradiction. 
The following statement of Theorem 24 is also valid. The proof is almost the same.
Theorem 25. Let the conditions of Theorem 22 hold. Also, assume that Σ is a connected topological space and that for any (t, τ ) ∈ d
the map Σ × X  (σ , x) → Uσ (t, τ , x) ∩ D is upper semicontinuous (that is, as a map from Σ × X (with the topology of Σ × X )
onto D), has connected values in D and ΘΣ ⊂ B1 , B1 ∈ β(X), where the set B1 is connected in X . Then the global attractor ΘΣ is
connected in D.
We would like to point out here that Lemma 19 and Theorems 20, 22, 23, 24, 25 improve and extend similar results
given in [11, Theorems 3.9, 3.12 and 3.15].
First we note that Lemma 19 is new. Theorem 20 is already proved in [11, Theorems 3.9] but we repeat it as there the
sum topology is deﬁned incorrectly. Namely, on the set ΘΣ(τ ) the sum topology is deﬁned correctly as follows: U ⊂ ΘΣ(τ )
is open if and only if U ∩ Si ∈ δi for all i. Instead, in [11] it is said that U ⊂ ΘΣ(τ ) is open if and only if U ∩ Si ∈ δi for
some i.
Further, the second condition of Theorem 22 (also used in Theorems 23–25), namely, that for every B ∈ β(X) and τ ∈ 
there exists T = T (τ , B) ∈  such that for all t  T we have UΣ(t, τ , B) ⊂ D , is not considered in [11, Theorems 3.9, 3.12
and 3.15]. However, this condition is necessary in order to prove that the set ΘΣ is negatively semi-invariant. On the other
hand, we have obtained here the minimality of the set ΘΣ without using that the space D is regular. This improvement
is important as in applications, usually, the space D is a Banach space endowed with the weak topology, which is not a
regular space in general. Also, the result about the strict invariance of the global attractor ΘΣ is new. Finally, we point out
that the proof of Theorem 22 is much shorter than the one given in [11, Theorem 3.9].
5. Connectedness of attractors for reaction–diffusion systems
Let us consider again the system of reaction–diffusion equations (3).
We have proved in Theorems 3, 4 that the solutions of this system satisﬁes the Kneser property. Now, we shall use this
property in order to check that its global attractor is connected.
Let us consider ﬁrst the non-autonomous case. We shall deﬁne an MDP as given in the previous section. For this aim we
need some additional conditions. As before we assume that (4)–(5) hold with constants not depending on t ∈ R. Suppose
now that h ∈ L2loc(R; H) and
‖h‖2b = sup
t∈R
t+1∫
t
∥∥h(s)∥∥2 ds < ∞. (32)
We deﬁne the hull H(h) = ClY {h(· + s): s ∈ R}, where ClY denotes the closure in the space Y and Y = L2loc,w(R; H), that is,
Y is the space L2 (R; H) endowed with the weak topology. Condition (32) implies that H(h) is compact in Y [3, p. 105].loc
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where ω(l, K ) → 0, as l → 0+ . We put
U =
{
ψ ∈ C(Rd,Rd): d∑
i=1
∣∣ψ i(u)∣∣ pipi−1  C(1+ d∑
i=1
|ui |pi
)}
,
‖ψ‖U =
d∑
i=1
∞∑
j=1
α j sup
|u|K j
|ψ i(u)|
(1+∑dk=1 |uk|pk ) pi−1pi ,
where K j,α j are positive sequences such that K j → +∞ and ∑∞j=1 α j < ∞. U is a Banach space. By an abuse of notation
for any ﬁxed s we denote by f (s) the element ξs of U given by ξs(u) = f (s,u). Since f (t,u) is jointly continuous on
R×Rd , (4) gives f (·) ∈ C(R,U ). It follows from (33) that the hull H( f ) = ClZ { f (·+s): s ∈ R} is compact, where Z = C(R,U )
[3, p. 101].
Let W = Y × Z . We put Σ = ClW {σ0(·+ s): s ∈ R}, where σ0(s) = (h(s), f (s)), which is a compact set in Y × Z . It is clear
that T (s)Σ ⊂ Σ , where T (s)σ = σ(· + s) = (hσ (· + s), fσ (· + s)), s ∈ R, and that this map is continuous, so that (Z1)–(Z2)
are satisﬁed. Moreover, it is evident that if (4)–(5) hold with constants not depending on t , and (32)–(33) are satisﬁed, then
for any σ = (hσ , fσ ) ∈ Σ we have that fσ satisﬁes also (4)–(5), and (33) with the same constants C1,C2,α and the same
function ω. Also, ‖hσ ‖b  ‖h‖b , so that (32) holds. Moreover, we have
Lemma 26. If (h, f ) satisﬁes (20) in any interval (τ , T ) ⊂ R, then every (hσ , fσ ) ∈ Σ also satisﬁes (20) in any (τ , T ).
Proof. It is clear that for a.a. (t, x) ∈ (τ , T ) × Ω and any s the functions (hσ , fσ ) = (h(· + s), f (· + s)) satisfy (20). Let
(hσ , fσ ) = limn→∞(h(·+ sn), f (·+ sn)) in W , with sn → ±∞. Let Bε(x0) = {x ∈ Ω: |x−x0| < ε}. For a.a. (t0, x0) ∈ (τ , T )×Ω ,
taking a suﬃciently small ε > 0 we have
1
2ε
1
μ(Bε(x0))
t0+ε∫
t0−ε
∫
Bε(x0)
hiσ (t, x)dxdt → hiσ (t0, x0), for any i. (34)
Denote (hn(·), fn(·)) = (h(· + sn), f (· + sn)). Let (t0, x0) be a point where (34) holds and (20) is satisﬁed for all (hn, fn).
Let η(t, x) = I Bε(x0)(x) be the indicator function on the ball Bε(x0), which belongs to L2(τ , T ; L2(Ω)). Then
t0+ε∫
t0−ε
∫
Ω
hin(t, x)η(t, x)dxdt →
t0+ε∫
t0−ε
∫
Ω
hiσ (t, x)η(t, x)dxdt,
so
t0+ε∫
t0−ε
∫
Ω
hiσ (t, x)η(t, x)dxdt μ
(
Bε(x0)
) t0+ε∫
t0−ε
f iσ (t,u)dt,
if ui = 0, and u j  0 if j = i. Hence
1
2ε
1
μ(Bε(x0))
t0+ε∫
t0−ε
∫
Bε(x0)
hiσ (t, x)dxdt 
1
2ε
t0+ε∫
t0−ε
f iσ (t,u)dt.
Passing to the limit as ε → 0 we obtain that hiσ (t0, x0) f iσ (t0,u). 
With respect to the general setting of the previous section we put X = H = (L2(Ω))d endowed with the strong topology.
In this case (X,ρ) = (D, τD).
We have seen before that for every T > τ and uτ ∈ H the set Dτ ,T (uτ ) of weak solutions of (3) is non-empty. Also,
in [10, Lemma 3] it is proved the following:
Lemma 27. If u(·) ∈ Dτ ,T (uτ ), then v(·) = u(s + ·) ∈ Dτ−s,T−s(uτ ), for any s, if we change f (t),h(t) by f (t + s),h(t + s), respec-
tively. If u(·) ∈ Dτ ,t(uτ ) and v(·) ∈ Dt,T (u(t)), then
z(s) =
{
u(s) if s ∈ [τ , t],
v(s) if s ∈ [t, T ],
belongs to Dτ ,T (uτ ).
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global weak solutions (deﬁned for t  τ ) of problem (3) with data (hσ , fσ ) instead of (h, f ), such that u(τ ) = uτ . For each
σ ∈ Σ we deﬁne the map:
Uσ (t, τ ,uτ ) =
{
u(t): u(·) ∈ Dτ ,σ (uτ )
}
.
This map is well deﬁned, as the set Dτ ,σ (uτ ) is non-empty for every σ ∈ Σ,τ ∈ R and uτ ∈ H . Also it is a multivalued
strict dynamical process, which is a consequence of Lemma 27, and condition (Z3) holds (see [10, Lemma 14] for more
details).
In [10, Theorem 16] it is proved the existence of a uniform global compact attractor for the family of processes Uσ . The
connectedness of the attractor is obtained under an additional assumption (which is not satisﬁed by the complex Ginzburg–
Landau equation system for some values of the parameters, so this problem was open there).
Now we prove these results without using this condition and in this way we give a positive answer to the question of
connectedness of the global attractor for the complex Ginzburg–Landau equation and the Lotka–Volterra system. Moreover,
we prove that the global attractor is strictly invariant, which is a new result, as well.
Theorem 28. Let (32)–(33) and (4)–(5) hold (with constants not depending on t ∈ R). Then the MDP UΣ possesses the uniform global
compact invariant attractor ΘΣ , which is connected in H.
Proof. The existence of a uniform global compact attractor for UΣ was proved in [10, Theorem 16] but not the properties
of invariance and connectedness. It follows from Lemma 1 that the family of MDP Uσ satisﬁes the following properties (for
more details see the proof of Theorem 16 in [10]):
1. The map (σ , x) → Uσ (t, τ , x) has closed graph for all t  τ .
2. The map (σ , x) → Uσ (t, τ , x) is upper semicontinuous for all t  τ .
Also, it is shown in the proof of Theorem 16 in [10] that there is a compact set K such that for all τ ∈ R and B ∈ β(H)
there exists T (τ , B) such that UΣ(t, τ , B) ⊂ K if t  T .
We have seen also that (Z1)–(Z3) hold. Hence, the existence of a uniform global compact invariant attractor is a conse-
quence of Theorem 23.
We know by Theorem 3 that the maps Uσ have connected values. Also, it is clear that K is contained in some connected
bounded set of H (for example, a ball of suﬃciently big radius). Therefore the connectedness of the attractor follows from
Theorem 24 if we check that Σ is a connected space. The map s → T (s)σ is continuous for each σ ∈ Σ . Indeed, the
continuity of s → T (s) f in the space C(R+,M) is evident from (33). The continuity of s → T (s)h in the space L2loc,w(R, H)
follows from the fact that hs(t) = h(t + s) converges to h(t) in L2loc(R, H) as s → 0 (see e.g. [6]). Hence, the set
⋃
s∈R σ(·+ s)
is connected, and so is the set Σ . 
If conditions (19)–(20) hold on any interval (τ , T ), then Theorem 4 and Lemma 26 imply that non-negative solutions
exist for any uτ ∈ H+ , σ ∈ Σ , and then we can deﬁne also D+τ ,σ (uτ ) = {u(·) ∈ Dτ ,σ (uτ ): u(t) ∈ H+, for all t  τ } and the
map U+σ : R2d × H+ → P (H+) as
U+σ (t, τ ,uτ ) =
{
u(t): u(·) ∈ D+τ ,σ (uτ )
}
.
As before, U+σ is a multivalued strict dynamical process and (Z3) holds.
In the same way as before we prove the following:
Theorem 29. Let (32)–(33) and (4)–(5) hold for u ∈ Rd+ (with constants not depending on t ∈ R). Also, assume that (19)–(20) hold
on any interval (τ , T ). Then the MDP U+Σ possesses the global compact invariant attractor ΘΣ , which is connected in H+ .
Remark 30. The results of Theorems 28, 29 remain valid if we change the Dirichlet boundary conditions by Neumann ones
( ∂u
∂ν |x∈∂Ω = 0).
Remark 31. In [10, Theorem 16] this result was obtained under more restrictive assumptions. Also, the set Σ was
deﬁned in a different way. There we put Σ˜ = H(h) × H( f ), that is, Σ˜ was the product of the hulls of the func-
tions h and f . It is clear that Σ ⊂ Σ˜ . In general, Lemma 26 is not true for Σ˜ , as we cannot state that the function
(h(· + s), f (· + p)) satisﬁes (20) when s = p. This holds, for example, if we assume the following: h(t, x) 0, for a.a. (t, x),
and f i(t,u1, . . . ,ui−1,0,ui+1, . . . ,ud)  0, for all i, t , and u j  0 if j = i, which is a stronger condition. Therefore, in [10,
Theorem 16] condition (20) was assumed to hold for all σ ∈ Σ˜ (and not only for the original functions (h, f )), a stronger
assumption than in the present paper. Hence, we have improved now the result given in that paper.
Let us apply now these theorems to the complex Ginzburg–Landau equation and the Lotka–Volterra system.
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We consider ﬁrst the Ginzburg–Landau equation (1). We assume now the following additional conditions:
(GL1) gi ∈ L2loc(R; L2(Ω)) and (32) holds.
(GL2) The continuous functions R(t) and β(t) satisfy∣∣β(s)∣∣ D, ∣∣R(s)∣∣ C, (35)∣∣β(t) − β(s)∣∣ a(|t − s|), ∣∣R(t) − R(s)∣∣ b(|t − s|), (36)
for all t, s ∈ R, where a(l) → 0, b(l) → 0, as l → 0+ .
Conditions (35)–(36) imply that (33) is satisﬁed. As a consequence of Theorem 28 we have
Theorem 32. Let (GL1)–(GL2) hold. Then Eq. (1) generates a family of MDP Uσ having a uniform global compact invariant attrac-
tor ΘΣ , which is connected in H = (L2(Ω))2 .
Proof. We have seen in Section 3.1 that (4)–(5) hold. Moreover, by (35) the constants do no depend on t ∈ R. Also, (GL1)–
(GL2) imply that (32)–(33) are satisﬁed. Then the result follows from Theorem 28. 
5.2. Application to the Lotka–Volterra system with diffusion
Consider now the Lotka–Volterra system (2). As in the previous example, let us assume that the positive functions
ai(t),aij(t) satisfy conditions (35)–(36), so that (33) is satisﬁed. Also, we note that (19)–(20) hold on any interval (τ , T ). As
a consequence of Theorem 29 we have
Theorem 33. Let ai(t),aij(t) satisfy conditions (35)–(36). Then Eq. (2) generates a family of MDP U+σ having a uniform global compact
invariant attractor ΘΣ , which is connected in
H+ = {u ∈ (L2(Ω))3: ui(x) 0, ∀i, for a.e. x ∈ Ω}.
Proof. We have seen in Section 3.2 that (4)–(5) hold for u ∈ R3+ with p = (3,3,3), and that (19)–(20) are true. Moreover,
by (35) the constants do no depend on t ∈ R. Also, the new conditions on ai(t),aij(t) imply that (32)–(33) hold. Hence, the
result follows from Theorem 29 and Remark 30. 
Finally, let us consider the autonomous case, that is, let f (u) and h(x) do not depend on t.
In this case we can deﬁne a strict multivalued semiﬂow G : R+ × H → P (H) (that is, G(0, ·) = Id, G(t + s, x) =
G(t,G(s, x)), for all t, s 0, x ∈ H) given by
G(t,u0) =
{
u(t): u(·) ∈ D0(u0)
}
,
where D0(u0) is the set of all global weak solutions of problem (3) with τ = 0. It is easy to see that considering that the
set Σ contains a unique element σ , then G(t, x) = Uσ (t,0, x) = UΣ(t,0, x) = UΣ(t + τ , τ , x), for any τ ∈ R. The existence
of a global compact invariant attractor was proved in [10, Theorem 10] (see [16] or [12] for the general theory of attractors
for multivalued semiﬂows). As a particular case of Theorem 28, or using the general theory of attractors for multivalued
semiﬂows (see the proof of Theorem 10 in [10]), we obtain
Theorem34. Let (4)–(5) hold. Then themultivalued semiﬂow G possesses the global compact invariant attractorΘ , which is connected
in H.
If (19)–(20) hold, then we can deﬁne also the map G+ : R+ × H+ → P (H+) as
G+(t,u0) =
{
u(t): u(·) ∈ D+0 (uτ )
}
,
where D+0 (u0) is the set of all global weak solutions of problem (3) with τ = 0 and such that u(t) ∈ H+ for all t  0. As
before, we obtain
Theorem 35. Let (4)–(5), (19)–(20) hold. Then the multivalued semiﬂow G+ possesses the global compact invariant attractorΘ , which
is connected in H+ .
Remark 36. As a corollary we obtain that in the case where the parameters do not depend on t , Eq. (1) and system (2) gen-
erate the multivalued semiﬂows G and G+ . These semiﬂows have a global compact invariant attractor, which is connected
in H = (L2(Ω))2 and H+ = {u ∈ (L2(Ω))3: ui(x) 0, ∀i, for a.e. x ∈ Ω}, respectively.
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