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Abstract 
Distinguishing  different  images  by  robots  and  classifying 
them in distinct groups is an important issue in robot vision. 
In  this  paper  we  want  to  propose  a  new  method  for 
distinguishing images by robot via using Rough fuzzy sets’ 
decreases  method  and  Rough  fuzzy  neural  network 
classifier.  In  this  method,  the  image  features  like  color, 
texture and shape are excluded and the redundant features 
are decreased by Rough fuzzy sets method. Then the Rough 
fuzzy  neural  network  classifier  is  educated by the use of 
these  decreased  features.  In  next  phase,  the  robot  can 
properly classify the images; it has not seen or the examined 
images and put them in the correct group by the use of this 
system.  We  have  compared  our  proposed  method  with 
Johnson decreased  method,  principal  component  analysis, 
and Rough sets, and also we have compared our classifier 
with the support vector- machine classifier, neural network 
and K-nearest neighbor. Our tests’ bed is 1000 images of 
the COREL image set in ten semantic groups. 
Keywords:  image  Distinction,  rough  fuzzy  sets,  Rough 
Fuzzy Neural Network Classifier. 
 
1.  Introduction 
In  recent  years,  the  production  of  the  robots  which 
can satisfy human needs take a great value. These are 
the robots which work as a human and do house work 
or the robots which are aid worker in football games 
[12].  Another  important  feature  of  robots  is  their 
vision  and  distinction  ability  of  an  image  by  them 
[13,11]. Researchers have proposed different methods 
about  how  a  robot  distinguishes  an  image  and 
classifying  different  images  in  related  groups  by 
robots. In this paper, we want to introduce a method 
based on Rough fuzzy sets and Rough fuzzy neural 
network classifier for distinguishing images by robots. 
The  rest  of  the  article  is  as  follow:  there  is  the 
proposed  method’s  diagram  in  section  2,  the 
experimental  results  of  the  proposed  method  are  in 
section 3 and the conclusion is at the end. 
 
2.  The Proposed Method’s Diagram 
For the tests, we have selected ten concept groups of 
Africans,  beach,  bus,  flower,  mountains,  elephant, 
horse,  food,  dinosaur  and  building  from  COREL 
image  database.  We  have  chosen  100  images  from 
each of these concept groups. So, we have used 1000 
images for our tests. Every concept group has come 
with its number in our results. For example, number 1 
means Africans and 6 means elephant. Our proposed 
method is the combination of the Rough fuzzy sets 
decreased  method  in  reference  [1]  and  the  Rough 
fuzzy neural network classifier in reference [2].  
The  phases  of  our  work  are  as  follows:  first,  we 
exclude the image features. We have excluded locally 
three kinds of low level features of color, texture and 
shape  from  each  place  of  image.  Each  of  these 
features  has  some  characteristics  [3].  You  can  see 
some of these characteristics in table 1. 
 
 
 
Feature  Characteristics 
Color  Average, mean, variance, third to fifth moment, 
etc 
Texture  Energy, distinction, congruence, correlation in 
four main directions from first to fifth 
neighborhood 
shape  First to fifth torque 
 
In this paper, the length of our feature vector is 38. In 
second  phase,  we  decrease  the  feature  vector  by 
Rough  sets  method  [1].  Some  different  decreases 
were obtained by these methods; we use 9, 18, and 23 
for our next tests. In training part, we educated the 
Rough  fuzzy  neural  network  classifier  [2]  by 
decreased features, and then we impose a new image 
at  the  stage  of  decreased  features’  test  and  get  the 
group of the image from the classifier. The number of 
input neurons to the Rough fuzzy neural network is 
equal to the number of the decreased features of an 
image [8]. The network has to middle layers of 5 and 
8 neurons, and has 11 output neurons; ten neurons for 
the content of different available images in the image 
database  and  1  neuron  for  unrelated  images.  Every 
time, one neuron is activated and is meant the content 
of  the  available  image.  11
th  neuron,  which  is  for 
unrelated image, is also answered for images that are 
out of the image database and it is activated for the 
Table1-some derivation characteristics in feature vector  
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www.IJCSI.org 419images out of the 1000 image database. The activation 
function  for  all  layers  is  Sigmoid.  The  maximum 
number of repetition for education is 10000 and the 
amount  of  error  is  0.01  for  stopping  education.  In 
figure 1, the work processes’ diagram is shown. Part 
(a) is the training phase and part (b) is the test phase. 
 
 
 
 
 
   
African people group   Beach  group  
   
Bus group   Flower group  
   
Mountain group   Elephant group  
   
Horse group   Food group  
   
Dinosaur group   Building group  
 
 
 
 
 
3.Experimental Results 
 
3.1  The  Comparison  of  Different  Decreased 
Methods in order to Increase the Robot’s 
Classifying Precision 
 
In  this  paper, the three decrease  methods of Rough 
sets  [4],  principal  component  analysis  [5],  and 
Johnson  are  used  to  compare  with  the  decrease 
method of Rough fuzzy set. In table 2, after decrease 
by  these  methods,  the  Rough  fuzzy  neural  network 
classifier  has  been  used  and  the  precision  of  the 
classifier has been evaluated by robot. 
As you can see, the Rough fuzzy set with 18 features 
has higher precision than other decrease methods in 
most  of  the  times.  In  most  of  the  cases,  the  image 
contents also show the superiority of the Rough fuzzy 
sets with 18 features. The reason of this superiority is 
the use of efficient theories of Rough and fuzzy that 
can decide in vague places. 
 
3.2  The Comparison of Different Classifiers 
in  order  to  Increase  the  Robot’s 
Classifying Precision 
 
To  compare  the  classifying  precision  of  the  Rough 
fuzzy  neural  network,  three  classifiers  of  K-nearest 
neighbor  [6],  the  support  vector-machine  [7],  and 
neural  network  have  been  used.  In  this  test,  the 
features of the Rough fuzzy decrease method with 18 
features have been used. 
As you can see in table 3, in the most cases the Rough 
fuzzy neural network classifier has higher precision. 
Also, for other content image, the Rough fuzzy neural 
network classifier has higher precision. The reason of 
the  superiority  of  the  Rough  fuzzy  neural  network 
classifier  is  the  content  structure  of  the  Rough  and 
fuzzy in neural network that can increase the neural 
network  predicting  precision.  When  the  classifier’s 
precision is increased, the robot can easily classify the 
images in their correct classes. 
 
Fig.1-(a) training phase (b) Test Phase 
 
Fig.2. Examples from each semantic concept groups of the 
 image database   
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In this test, we use the Rough fuzzy decrease method 
with 18 features and the Rough fuzzy neural network. 
100  images  will  be  given  to  the  classifier  for  each 
content  at  each  time,  and  the  precision  will  be 
investigated.  The  precision  of  the  proposed  method 
will  be  compared  with  two  other  image  classifying 
methods and the superiority of proposed method will 
be proved. 
As you can see in table 4, our proposed method has 
higher precision in most of the times in comparison 
with other methods. The reason of this superiority is 
the correct decision in the vague places of the images. 
 
3.4  The  Robot’s  Classifying  Precision  by 
Using the Proposed Method 
 
We have implemented the Rough and neural networks 
method,  principal  component  analysis,  and  the 
support  vector-machine,  Johnson,  and  the  K-nearest 
neighbor and have compared the results of these three 
methods  with  Rough  fuzzy  sets  and  Rough  fuzzy 
neural network. We have got the classifying precision 
of  the  robot  by  use  of  these  four  methods  on  ten 
images  content.  Figure  3  shows  that  our  proposed 
method has higher precision than other methods. 
 
3.5  The Robot’s Classifying Precision of the 
Proposed Method for Images Out of the 
Image Data-Base 
 
We have selected 45 images out of the database for 
our test, so we can also evaluate the precision of the 
classifiers for these images. In this case, just when the 
11
th neuron is activated for unrelated images, the right 
answer is gotten. Considering table 5, the superiority 
of  our  method  is  proved  again.  Because  of  the 
efficient  excluded  features  by  Rough  fuzzy  sets 
method, we have excluded more useful rules that are 
so useful for education of the classifier. The Rough 
fuzzy  neural  network  classifier  that  is  educated  by 
these rules  has  higher precision in comparison  with 
other classifying methods. So, we can obtained better 
results  by  using  our  proposed  method;  i.e.,  Rough 
fuzzy  decrease  method  and  Rough  fuzzy  neural 
network  classifier,  both  for  data-base  images  and 
images  out  of  the  data-base.  The  robot  also  can 
properly classify the images in their classes. 
 
4.  Conclusions  
In recent years, the ability increasing of the robot for 
doing works is an important research base. Most of 
the researchers in this field try to improve the robot’s 
work and increase the precision of the work which a 
robot does. One of the issues which have a great value 
about  robot’s  vision  is  classifying  the  images  by  a 
robot.  In  this  article,  a  method  for  robot  image 
classifying by using of Rough fuzzy sets and Rough 
fuzzy neural network was proposed. We compared the 
proposed method with other methods and found the 
superiority of our method. By the use of two efficient 
theories  of  Rough  and  fuzzy,  our  proposed  method 
causes  increase  in  the  classifying  precision.  The 
content  structure  of  Rough  and  fuzzy  in  neural 
network  can  increase  the  neural  network  predicting 
precision and by the use of image excluded  features, 
the  Rough  fuzzy  method  can  produce    more  useful 
rules that are so helpful for classifier’s education. A 
robot can classify the images with a high precision by 
the  use  of  our  proposed  method  and  put  them  in 
proper  classes.  Our  proposed  method  also  shows  a 
well precision for the out of database images. 
 
References 
[1]  F.F.Xu,  D.Q.  Miao,  L.  Wei.”  Fuzzy-Rough  Attribute 
Reduction Via Mutual Information With An Application To 
Cancer Classification” Computers And Mathematics With 
Applications 57 (2009) 1010_1017. 
[2]  P.Lingras.”  Comparison  Of  Neofuzzy  And  Rough 
Neural Networks”. Information Sciences 110 (1998) 207-
215. 
[3] Y.Liu, D.Zhang, G.Lu,W.Y.Ma.” Asurvey Of Content-
Based  Image  Retrieval  With  High-Level  Semantics”. 
Pattern Recognition 40 (2007) 262 – 282. 
[4]  Z.  Pawlak,  A.  Skowron.”Rudiments  Of  Rough 
Sets”.information sciences.177(2007)3-27. 
[5] P.Giordani, H.Kiers.” A comparison of three methods 
for principal component analysis of fuzzy interval data”. 
Computational Statistics & Data Analysis, 51(2006),379-
397. 
[6]  H.Nezamabadi-pour,  E.Kabir.”  Concept  learning  by 
fuzzy  k-NN  classification  and  relevance  feedback  for 
efficient  image  retrieval”.  Expert  Systems  with 
Applications 36 (2009) 5948–5954. 
[7]  R.Min,  H.Cheng.”  Effective  Image  Retrieval  Using 
Dominant  Color  Descriptor  And  Fuzzy  Support  Vector 
Machine”. Pattern Recognition 42 (2009) 147 – 157. 
[8]  B.Mak,T.Munakata.”  rule  extraction  from  expert 
heuristics :a comparative study of rough sets with neural 
network  and  id3”.European  Journal  Of  Operational 
Research.136(2002)212-229. 
[9] Tommy W.S. Chow, M.K.M. Rahman.”  0TA new image 
classification  technique  using  tree-structured  regional 
features0T”.  Neurocomputing,  Volume  70,  Issues  4-6, 
January 2007, Pages 1040-1050 
[10]  Jean-François  Aujol,  Tony  F.  Chan.”  0TCombining 
geometrical  and  textured  information  to  perform  image 
classification0T”.  Journal  of  Visual  Communication  and 
Image Representation, Volume 17, Issue 5, October 2006, 
Pages 1004-1023. 
IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 4, No 1, July 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 421[11]  Michelle  J.  Johnson,  Henning  Schmidt.”  Robot 
Assisted  Neurological  Rehabilitation  at  Home: 
Motivational  Aspects  and  Concepts  for  Tele-
Rehabilitation”. Public Health Forum, Volume 17, Issue 4, 
December 2009, Pages 8.e1-8.e4. 
[12] Yong Duan, Qiang Liu, XinHe Xu.” Application of 
reinforcement  learning  in  robot  soccer”.  Engineering 
Applications of Artificial Intelligence, Volume 20, Issue 7, 
October 2007, Pages 936-950. 
[13]  GH  Granlund,  H  Knutsson,  C-J  Westelius,  J 
Wiklund.”  Issues  in  robot  vision”.  Image  and  Vision 
Computing, Volume 12, Issue 3, April 1994, Pages 131-
148. 
 
Maryam  Shahabi  Lotfabadi 
Received  Her  B.E  And  M.E 
Degrees  In  Computer  Science 
And  Engineering  From  Islamic 
Azad  University  Of  Baft  And 
Qazvin,  Iran  In  2006  And  2010 
Respectively.  She  Is  Lecturer  In 
Islamic  Azad  University  Of  Neyshabur  And  Some 
Un Government Universities From 2009 Up To Now. 
She  Is  Author  Of  About  8  Research  Article  In 
Different International And IEEE Conferences. Her 
Research  Interests  Include  Artificial  Intelligence, 
Image  Retrieval,  Neural  Network  And  Soft 
Computing.
 
 
 
 
Fuzzy rough 
with 23  
features  
Fuzzy rough 
with 9 features  
Fuzzy rough 
with 18 
features  
Jonson    PCA   Rough set   Image 
Concepts  
87.18 %   77.41 %   92.34 %   75.67 %   89.22 %   81.47 %   Horse   
89.65 %   76.69 %   94.74 %   77.23 %   82.43 %   81.23 %   Dinosaur   
90.24 %   81.49 %   88.56 %   80.18 %   85.76 %   78.15 %   food ﺍ  
 
 
fuzzy rough neural 
network  
KNN   SVM   Neural network-MLP   Image Concepts  
93.34 %   86.23 %   88.78 %   82.17 %   African people   
87.95 %   85.78 %   89.48 %   83.47 %   Elephant   
95.28 %   91.21 %   89.56 %   80.26 %   Mountain   
 
 
Classifying method[9]  Classifying method[10]  Proposed Method   Image Concepts  
87.23 %   89.34 %   93.34 %   African people  
85.34 %   90.12 %   87.23 %   Beach   
91.32 %   80.14 %   96.45 %   Bus  
87.78 %   90.15 %   94.43 %   Flower   
86.76 %   89.23 %   95.28 %   Mountain  
88.20 %   91.34 %   87.95 %   Elephant  
89.16 %   85.78 %   92.34 %   Horse   
91.45 %   86.34 %   88.56 %   Food   
86.23 %   85.19 %   94.74 %   Dinosaur  
84.89 %   88.23 %   90.16 %   Building   
Table2-Comparing between different decreasing methods for increasing of robot classifying precision 
 
Table3- Comparing between different classifying methods for increasing of robot classifying precision 
 
Table4- Comparing between proposed method and other methods of image classifying 
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Proposed Method   Jonson and KNN   PCA   and   SVM   Rough and MLP       
83.33 %   75.49 %   79.16 %   68.23 %   classifying precision  
 
Table 5- precision evaluating for out of data base images 
 
Fig.3- robot classifying precision Comparing 
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