Change of the attractor structure for x˙(t)=f(x(t−1)) when f changes from monotone to non-monotone negative feedback  by Lani-Wayda, Bernhard
J. Differential Equations 248 (2010) 1120–1142Contents lists available at ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
Change of the attractor structure for x˙(t) = f (x(t − 1))
when f changes from monotone to non-monotone
negative feedback
Bernhard Lani-Wayda
Mathematisches Institut der Justus-Liebig-Universität Giessen, Arndtstr. 2, 35392 Giessen, Germany
a r t i c l e i n f o a b s t r a c t
Article history:
Received 22 December 2008
Revised 12 November 2009
Available online 16 December 2009
MSC:
primary 34K19, 37L30
secondary 34K23
Keywords:
Scalar delay equations
Monotone and non-monotone feedback
Change of attractor
It is known that for bounded f with monotone negative feed-
back, the scalar delay equation x˙(t) = f (x(t − 1)) has an attrac-
tor A (within the slowly oscillating solution class) that is a two-
dimensional graph. A slowly oscillating periodic orbit divides the
surface A into an interior part containing zero and an exterior part.
We describe deformations of f to functions with non-monotone
negative feedback which preserve the interior part, but make or-
bits from the exterior part converge to zero as t → ∞. Thus, the
graph structure of A is lost in such deformations of f .
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1. Introduction
Delay equations are used as models for a variety applications [4]. Among them are electrical cir-
cuits [20], lasers [5], neural networks [21], population biology, or the description of physiological
processes like blood cell production [12]. Realistic modeling may frequently require ingredients like
integrals over the past (distributed delay) or state-dependent delay. On the other hand, the simplest
scalar equations like
x˙(t) = −μx(t) + f (x(t − 1)) (μ, f )
are far from being understood completely, as was recently emphasized in a survey article by
T. Krisztin [9]. The knowledge of mechanisms present in such equations is fundamental for the un-
derstanding of any delay equation.
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is the inﬁnite dimension of the state space C = C0([−1,0],R), on which the equation generates a
semiﬂow (see, e.g., [2, p. 206]).
Slowly oscillating solutions of Eq. (μ, f ) are solutions where the distance between consecutive ze-
roes is always larger than the delay 1. They correspond to the set S ⊂ C of segments with at most one
sign change in the following way: Slowly oscillating solutions t → x(t) ∈ R have phase curves t → xt
with values in S . (Here, as usual, xt = x(t + ·)|[−1,0] .) If f has negative feedback (that is, x · f (x) < 0
if x = 0) then the set S is invariant under the semiﬂow. The domain of attraction into S is open, but
not necessarily dense in C , since there can be stable rapidly oscillating periodic solutions [6,17,1,19].
Invariance of S implies (if f is bounded to one side) that one can consider the attractor A of the
induced semiﬂow on S – this is the primary object of interest in the present paper. It was shown
by H.-O. Walther [18] that for monotone f with negative feedback, the attractor A is a graph over
its projection to a two-dimensional space L. L is a spectral subspace of C corresponding to the two
leading eigenvalues of the linearized equation at zero. The projection is the spectral projection and
denoted by prL ; it maps A homeomorphically to its image in L. Slowly oscillating periodic solutions p,
p˜ of Eq. (μ, f ) have phase curves with values in A, and with the following properties: The projected
phase curves t → prL(pt) and t → prL(p˜t) wind around zero exactly once, and one is always con-
tained in the interior of the other. (I.e., the projected periodic orbits are ‘nested’.) The dynamics of A
consists of the (only) equilibrium 0, nested periodic orbits, and connecting orbits between adjacent
periodic orbits (in the ‘nesting’ order), or between zero and the innermost periodic orbit [18]. Thus,
for monotone f , the dynamics on A is of ‘Poincaré–Bendixson type’, with even stronger restrictions
than in the classical theorem for two-dimensional ODEs.
Using different projections to two-dimensional spaces and the zero-counting Lyapunov functional,
a Poincaré–Bendixson-type theorem was proved by J. Mallet-Paret and G. Sell for systems of delay
equations with cyclic monotone coupling [13]. While monotonicity of f restricts the dynamical possi-
bilities on A to the structure described above, it was shown in [11] and [10] that for non-monotone f
with negative feedback, chaotic motion is possible within S . Clearly, in such a situation the attractor
for the semiﬂow on S can no longer be a two-dimensional graph.
In this paper we set μ := 0, i.e., consider the equation
x˙(t) = f (x(t − 1)), ( f )
and describe a mechanism for the destruction of the graph structure of A, when f changes from
monotone to non-monotone in a speciﬁc way.
We start with an odd f satisfying f ′ < 0 on R, for which the Poincaré–Bendixson theorem holds.
Further, Eq. ( f ) has a slowly oscillating periodic solution p such that all solutions with orbits in A
‘interior’ to the orbit Op of p converge to zero for t → ∞. Initial segments from the ‘exterior’ part
Wuext(p, f ) of the unstable manifold W
u(p, f ) of p have phase curves with projections entirely in
the exterior of the projection prL(Op), due to the injectivity of prL on A (see Fig. 1.1). Note that
the dimensions of objects in this ﬁgure are ‘realistic’ except that the kernel Q of prL is inﬁnite-
dimensional.
We then embed f in a parametrized family Γ of nonlinearities g which are non-monotone for
some parameters, and consider the equations x˙(t) = g(x(t − 1)) for g ∈ Γ . All g ∈ Γ have the prop-
erty that the dynamics in the part of A interior to Op is left unchanged (compared to Eq. ( f )),
together with a part of the exterior unstable manifold Wuext(p, f ) that is close to Op . Thus, Wu(p, g)
and Wu(p, f ) coincide in a neighborhood of Op . However, the change from f to g does affect the
behavior of solutions starting in Wuext(p, g) for t → ∞. The main result (Theorem 4.2) is that there are
g ∈ Γ such that some solutions starting in Wuext(p, g) converge to zero for t → ∞. The corresponding
orbits are thus contained in Ws(0, g), the domain of attraction to zero for Eq. (g) (see Fig. 1.2).
Contrary to the very special constructions in [11] and [10], which exhibited erratic motion due to
transversally homoclinic orbits, here we try to describe a more ‘universal’ framework for the defor-
mation of the planar attractor surface to a more complicated object. The families Γ that we construct
are still characterized by some restrictions necessary for the proof, but phenomena as described in the
main theorem can numerically be observed in many situations which the theorem does not formally
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Fig. 1.2. A situation with non-monotone g where Wuext(p, g) ∩ Ws(0, g) = ∅.
cover. This paper is to the author’s knowledge the ﬁrst attempt to describe how the planar attractor
starts to ‘curl up’ to a more complicated shape when the feedback becomes non-monotone.
In Section 4, explicit formulas show how one can construct a suitable family Γ of nonlinearities,
given a ‘starting function’ f as described in Section 3. In Section 5 we provide (polynomial) examples
of possible monotone starting functions.
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In this section we quote known results (mainly from [18] and [16]) for the case f ′ < 0, and obtain
some consequences of these results which are not stated in the references. Assume f ∈ C1(R,R),
f (0) = 0, f ′ < 0, and further that f is bounded from above or from below.
Eq. ( f ) induces a semiﬂow Φ f :R
+
0 × C → C on the space C of continuous functions on [−1,0]
with the max-norm ‖ ‖∞ . For ψ ∈ C , t  0 one has Φ f (t,ψ) = xψt , where xψ : [−1,∞) → R denotes
the (forward) solution of Eq. ( f ) with xψ0 = ψ , and xψt := xψ(t + ·)|[−1,0] . The phase curve of such a
solution is the curve deﬁned by t → xψt ∈ C . The invariant subset S ⊂ C of segments with at most one
sign change (see [16, p. 81]) is of dominant importance for the semiﬂow. Every solution with initial
value ψ ∈ S becomes slowly oscillating after time 4 (i.e., has only simple zeroes spaced at distances
larger than the delay 1), see [16, Proposition 6.1]. The boundedness assumption on f implies that the
semiﬂow restricted to S has an attractor A ⊂ S (see [18, p. 19]). For every ψ ∈ A there is a unique
solution x(ψ) :R → R deﬁned also in backward time with x(ψ)0 = ψ , the phase curve of which takes
values in A. Thus the semiﬂow on A extends to a ﬂow. All such solutions are slowly oscillating. The
following stronger result is a consequence of f ′ < 0:
Proposition 2.1. If x, y are two different solutions of Eq. ( f ) with phase curves in A then the difference y − x
is slowly oscillating.
Proof. Let x, y be such solutions. The difference function deﬁned by (t) := y(t) − x(t) satis-
ﬁes the nonautonomous linear equation ˙(t) = a(t)(t − 1) with the negative coeﬃcient a(t) :=∫ 1
0 f
′[x(t − 1) + s(t − 1)]ds. For given T ∈ R there exists t  T − 4 with 0 = t = yt − xt ∈ S
(see [18, formula (7.2), p. 33]). It follows from Proposition 6.1 on p. 82 of [16] that there exists
s ∈ [t, t + 4] ⊂ [t, T ] such that |[s,∞) is slowly oscillating. Hence |[T ,∞) is slowly oscillating. The
result follows since T was arbitrary. 
The linearization of Eq. ( f ) at zero is the equation v˙(t) = f ′(0)v(t − 1) and leads to the character-
istic equation λ = f ′(0)e−λ . The two leading eigenvalues, i.e., solutions of this equation with largest
real part, deﬁne a two-dimensional subspace L ⊂ C and a spectral projection prL :C → C with image
L and kernel Q , so that C = L ⊕ Q (see [18, p. 3]). The projection prL is injective on A, and there
exists a Lipschitz continuous map a : prL(A) → Q such that A = {χ + a(χ) | χ ∈ prL(A)} (see [18,
Theorem 7.1, p. 33]).
Obviously, prL deﬁnes a homeomorphism from A to prL(A) with the inverse given by χ → χ +
a(χ).
Consider now a slowly oscillating periodic solution p :R → R of Eq. ( f ). The orbit Op = {pt |
t ∈ R} ⊂ C is contained in A, and prL(Op) is a simple closed curve which (according to the Jordan
curve theorem) separates L \prL(Op) into an interior and an exterior connected component which we
denote by INTL,p and EXTL,p . Both sets have prL(Op) as boundary. (Note that these sets coincide with
the interior/exterior as deﬁned by winding numbers in [18, p. 7].) We have 0 ∈ INTL,p (see [18, Corol-
lary 9.2, p. 55]). A theorem of Schönﬂies shows that the closure INTL,p = INTL,p ∪ prL(Op) is homeo-
morphic to the closed unit disc {z ∈ C | |z| 1}; see [14, Chapter 9, Theorem 6, p. 68].
Corresponding to INTL,p and EXTL,p we have two subsets of A, namely
INTA,p := (prL)−1(INTL,p) ∩ A =
{
χ + a(χ) | χ ∈ INTL,p
}
,
EXTA,p := (prL)−1(EXTL,p) ∩ A =
{
χ + a(χ) | χ ∈ EXTL,p
}
.
(It is possible that EXTL,p = EXTA,p = ∅. This is the case if p is the outermost periodic solution in A.)
There is another map from A to a two-dimensional space which is also one-to-one onto its image,
namely the map
Π : A  ψ → [ψ(0), ψ˙(0)]= [ψ(0), f (ψ(−1))] ∈ R2.
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This map is continuous from (A,‖ ‖∞) to R2, and monotonicity of f implies that Π is injective.
Proof. If ψ1,ψ2 ∈ A and Π(ψ1) = Π(ψ2) then (ψ1−ψ2)(−1) = (ψ1−ψ2)(0) = 0, but the difference
of the solutions x(ψ1) and x(ψ2) with phase curves in A is slowly oscillating (Proposition 2.1) unless
ψ1 = ψ2. It follows that ψ1 = ψ2.
The set Π(Op) = {[p(t), p˙(t)] | t ∈ R} ⊂ R2 is a simple closed curve in R2 which, again, separates
R
2 into an interior and an exterior connected component denoted by INTR2,p and EXTR2,p .
Remark 2.2. (0,0) ∈ INTR2,p .
Proof. We can choose the phase of p such that p(−1) = 0, p > 0 on (−1,0]. Then p has a ﬁrst zero
z1 in (0,∞) and a second zero z2 > z1 + 1. The period of p equals z2 + 1 (see [18, Corollary 92,
p. 55]).
Deﬁne τ : [−1, z2] → [−3π/2,π/2] by
τ (t) :=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−πt2 , −1 t  0,
− πt2z1 , 0 < t  z1,−π2 [1+ (t − z1)], z1 < t  z1 + 1,
−π − π2 t−(z1+1)z2−(z1+1) , z1 + 1< t  z2.
The map τ is continuous. For t in the four successive intervals of the deﬁnition of τ , the
point [p(t), p˙(t)] is in the closed quadrant Q 1, Q 4, Q 3, Q 2 of R2, respectively (see Fig. 2.1). Set
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‖(x, y)‖2  r} does not contain (0,0) for j ∈ {1,2,3,4}, one sees that
H(s, t) := (1− s)[p(t), p˙(t)]+ s · r[cos(τ (t)), sin(τ (t))]
deﬁnes a homotopy in R2 \ {(0,0)} from the curve [−1, z2]  t → [p(t), p˙(t)] to the curve [−1, z2] 
t → r · eiτ (t) . The latter curve obviously has winding number −1 with respect to (0,0), and hence the
same is true for the ﬁrst curve. It follows that (0,0) ∈ INTR2,p . 
Corollary 2.3. Set m := min{p(t) | t ∈ R}, M := max{p(t) | t ∈ R}. Then
Π(INTA,p) = INTR2,p ⊂ (m,M) ×
(
f (M), f (m)
)
.
Proof. We know 0 ∈ INTL,p , so 0 ∈ INTA,p (the last ‘0’ is 0 ∈ C ). From Remark 2.2, Π(0) = (0,0) ∈
INTR2,p . Since Π(INTA,p) is connected and contains (0,0), and since INTR2,p is the connected com-
ponent of R2 \ Π(Op) which contains (0,0), we obtain
Π(INTA,p) ⊂ INTR2,p .
Both sets INTA,p ∪ Op and D := Π(INTA,p ∪ Op) are homeomorphic to INTL,p ∪ prL(Op), and thus
to the closed unit disc in C. In particular, the set D is simply connected. Assume that there exists
(x, y) ∈ INTR2,p \ Π(INTA,p). The closed curve deﬁned by [−1, z2]  t → [p(t), p˙(t)] has values in D
and is not nullhomotopic in (Π(Op) ∪ INTR2,p) \ {(x, y)}, because it has winding number −1 w.r. to
(x, y), and thus it is also not nullhomotopic in the smaller set D . This contradicts the fact that D is
simply connected. The asserted equality is proved.
Proof of the inclusion. For t ∈ R, one has p(t) ∈ [m,M] and p˙(t) ∈ [ f (M), f (m)].
Assume (x, y) ∈ R2 \ (m,M) × ( f (M), f (m)).
Case 1. (x, y) ∈ Π(Op). Then (x, y) /∈ INTR2,p .
Case 2. (x, y) /∈ Π(Op). If x  M then [x,∞) × {y} ∩ Π(Op) = ∅, and hence (x, y) ∈ EXTR2,p . This
follows similarly if xm or if y  f (m) or y  f (M).
We have proved (x, y) /∈ INTR2,p , and the inclusion follows. 
From the last result we obtain an important connection between the properties of solutions having
phase curves in INTA,p or in EXTA,p and the range of values of such solutions. Recall m and M from
above.
Lemma 2.4. Let x: R → R be a solution of Eq. ( f ) with phase curve in A and with orbit Ox = Op . The
following are equivalent:
a) ∀t ∈ R: xt ∈ INTA,p .
b) ∃t ∈ R: xt ∈ INTA,p .
c) x(R) ⊂ (m,M).
d) There exists a local maximum of x with value less than M.
e) There exists a local minimum of x with value larger than m.
Proof. Equivalence of a) and b) follows from invariance of INTA,p under the ﬂow on A.
b) ⇒ c): If xt ∈ INTA,p then we see from the implication b) ⇒ a) and from Corollary 2.3 that
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[
x(s), x˙(s)
] ∈ INTR2,p ⊂ (m,M) × ( f (M), f (m)),
so c) holds.
c) ⇒ d): The set of zeroes of x can be bounded from above but is not bounded from below (see
[18, beginning of the proof of Theorem 10.1, p. 57]). It follows that x has maxima which, according
to c), have values less than M .
d) ⇒ e): If x has a local maximum at a time s and x(s) < M then the point (x(s),0) lies in INTR2,p
because Π(Op) ∩ (R × {0}) = {(m,0), (M,0)}, so the line {(λx(s),0) | λ ∈ [0,1]} connects (x(s),0) to
(0,0) ∈ INTR2,p (see Remark 2.2) without intersecting Π(Op). It follows that xs ∈ INTA,p , and hence
Ox ⊂ INTA,p . Now Corollary 2.3 shows that x(R) ⊂ (m,M); in particular, e) holds.
e) ⇒ a): If x has a minimum at a time s and x(s) >m then one sees as in the proof of d) ⇒ e)
that (x(s),0) ∈ INTR2,p , and ∀t ∈ R: (x(t), x˙(t)) ∈ INTR2,p . Since (x(t), x˙(t)) = Π(xt) we obtain from
Corollary 2.3 that ∀t ∈ R: Π(xt) ∈ Π(INTA,p). Injectivity of Π on A implies ∀t ∈ R: xt ∈ INTA,p . 
Corollary 2.5. In the situation of Lemma 2.4, the following are equivalent:
a) ∀t ∈ R: xt ∈ EXTA,p .
b) ∃t ∈ R: xt ∈ EXTA,p .
c) All maxima of x are larger than M.
d) All minima of x are less than m.
e) There exists a minimum of x with value less than m.
f) There exists a maximum of x with value larger than M.
Proof. Note ﬁrst that the assumption Ox = Op implies
Ox ⊂ EXTA,p or Ox ⊂ INTA,p . (2.5.1)
Further, the following is true:
No maximum of x has value M, and no minimum of x has valuem. (2.5.2)
Proof. If one maximal value of x were equal to M , we would have (M,0) ∈ Π(Ox) ∩ Π(Op), con-
tradicting injectivity of Π and the fact Ox = Op (which means Ox ∩ Op = ∅). The proof for minima
is analogous.
In view of (2.5.1) and (2.5.2), one sees that each of the properties a)–d) is the opposite of one of
the (equivalent) properties in Lemma 2.4, and hence a)–d) are equivalent. The implication d) ⇒ e) is
trivial.
e) ⇒ f): If e) holds then c) in Lemma 2.4 does not hold, and hence d) in Lemma 2.4 does not
hold. Hence all maxima of x have values in [M,∞), and (2.5.2) shows that these values are even in
(M,∞). There exists a maximum of x (compare the proof of Lemma 2.4, c) ⇒ d)), so f) holds.
f) ⇒ a): From f) and Lemma 2.4 one obtains Ox ⊂ INTA,p , so (2.5.1) shows Ox ⊂ EXTA,p . 
From Lemma 2.4, in particular from a) ⇔ c), we obtain the following result immediately:
Corollary 2.6. Let g :R → R be continuous with g = f on [m,M]. Then all solutions of Eq. ( f ) with phase
curve in INTA,p are also solutions of Eq. (g).
Remark 2.7. One sees that we have the set INTA,p with the properties from Lemma 2.4 also for
unbounded f if f (0) = 0, f ′ < 0, and if a slowly oscillating solution p of Eq. ( f ) exists. In fact,
modifying f to a bounded function f˜ outside the range of p, one obtains that INTA,p exists for
the semiﬂow generated by Eq. ( f˜ ), but solutions x of Eq. ( f˜ ) with phase curves in INTA,p satisfy
x(R) ⊂ p(R) and are thus also solutions of Eq. ( f ).
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The Kaplan–Yorke (KY-) solutions are the best investigated type of periodic solutions to delay
equations; we recall some known facts from this context. The basic observation made by Kaplan and
Yorke [8] is that if f ∈ C1(R,R) is odd then periodic solutions of the vector ﬁeld on R2 deﬁned by
x˙ = f (y),
y˙ = − f (x) (KY)
yield periodic solutions of the delay equation ( f ), if the period T equals 4. Namely, if (x, y) is a
period-4 solution of (KY) then y(t) = x(t−1) and x(t−2) = −x(t) (t ∈ R), and x is a period-4 solution
of x˙(t) = f (x(t−1)). The system (KY) has a ﬁrst integral given by I(x, y) := F (x)+ F (y), where F (x) :=
− ∫ x0 f (ξ)dξ . If f ′ < 0 on R then f satisﬁes the negative feedback condition xf (x) < 0 (x ∈ R\{0}) and
F takes nonnegative values; we then have F (x) = ∫ |x|0 | f (ξ)|dξ for x ∈ R. Further, the level sets of I are
then closed curves in the x–y-plane, see [8, p. 320]. For z > 0, the solution (xz, yz) of (KY) starting at
xz(0) = 0, yz(0) = −z satisﬁes z = max{|xz(t)| | t ∈ R}, and its period is given by T (z) = 4α(z), where
α(z) is the ﬁrst positive time such that yz(α(z)) = 0. We obtain a period-4 solution of the delay
equation ( f ) if we ﬁnd z > 0 such that T (z) = 4. Note that the angular velocity of a solution (xz, yz)
of (KY) is given by
ω(t) = | f (x(t))x(t) + f (y(t))y(t)|
x(t)2 + y(t)2 (3.1)
(see, e.g., [15, p. 28]), and that obviously
∫ T (z)
0 ω(t)dt = 2π . From the last equality we get the impli-
cation
[∀t ∈ R: ω(t) π/2] ⇒ T (z) 4. (3.2)
The starting point of our construction is a monotone function f which is ﬂat around zero, so that the
zero solution is stable, but then increases steeply enough to allow a KY-solution of Eq. ( f ). In order
to describe the precise assumptions on f , we use (for given f ) the functions deﬁned by
F (r) :=
|r|∫
0
∣∣ f (ξ)∣∣dξ (r ∈ R) and φ(x) := | f (x)||x| (x = 0), φ(0) :=
∣∣ f ′(0)∣∣.
We then assume the following conditions:
(f1) f ∈ C1(R,R), f (−x) = − f (x), f ′(x) < 0 (x ∈ R).
(f2) f ′ is strictly decreasing on [0,∞).
(f3) There exist numbers r0, r1, r2 such that r2 > r1 > r0 > 0 and that
(i) φ(r0) < 1.
(ii) φ(r1) π .
(iii) F (r2) 2F (r1).
(iv) F (r2)/r2 < r0.
Remarks. 1) Condition (f2) implies
φ is strictly increasing on [0,∞). (f˜2)
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φ(x) = −1
x
x∫
0
f ′(y)dy and φ′(x) = 1
x2
x∫
0
f ′(y)dy − 1
x
f ′(x) = f
′(ξx) − f ′(x)
x
> 0,
since (f2) implies f ′(ξx) > f ′(x).
2) Condition (f3) implies that f is ‘ﬂat’ on [0, r0], then becomes steeper on [r0, r1], and ﬁnally
it must increase suﬃciently fast on [r1, r2] so that F (r2)  2F (r1), but still F (r2)/r2 (which is the
average of | f | over [0, r2]) is less than r0. We give examples in Section 5.
For a nonlinearity g and a periodic solution of Eq. (g), recall the notation Wu(p, g) and Ws(0, g)
from the introduction. For r > 0 we further deﬁne
Ws(0, f , r) := {ϕ ∈ Ws(0, f ) ∣∣ ∀t −1: ∣∣xϕ(t)∣∣< r}.
Lemma 3.1. Assuming conditions (f1)–(f3), Eq. ( f ) has the following properties:
a) There exists a unique KY-solution p :R → R of Eq. ( f ). It has amplitude z ∈ (r0, r2], and φ(z) 1.
b) The periodic orbit Op = {pt | t ∈ R} is unstable, with precisely one Floquet multiplier λu outside the unit
circle. λu is simple and λu ∈ (1,∞).
c) For the set Mr0 := {ψ ∈ C | ψ(−1) = 0, ψ > 0 on (−1,0], ‖ψ‖∞ < r0} one has
Mr0 ⊂ Ws(0, f , r0).
Proof. Ad a): Recall the period T (z) for solutions of (KY) starting at (0,−z). It follows from φ(0) =
| f ′(0)| (see [15, Theorem 1.3]) that
lim
z→0 T (z) =
2π
φ(0)
> 4. (3.1.1)
The fact that φ is strictly increasing on (0,∞) implies that z → T (z) is strictly decreasing on (0,∞),
and hence there exists at most one KY-solution of Eq. ( f ), see [15, Theorem 1.3]. We claim now that
T (r2) 4. (3.1.2)
Proof. (The idea is illustrated in Fig. 3.1.)
Consider the solution (x, y) := (xr2 , yr2) of (KY) starting at (0,−r2). With the ﬁrst integral I and
with F from above we have in view of (f3), (iii) that
∀t ∈ R: I(x(t), y(t))= I(0,−r2) = F (r2) 2F (r1). (3.1.3)
Hence, setting μ(t) := max{|x(t)|, |y(t)|} we must have
∀t ∈ R: μ(t) r1, (3.1.4)
since the opposite inequality for some t would imply I(x(t), y(t)) = F (x(t))+ F (y(t)) < F (r1)+ F (r1) =
2F (r1) contradicting (3.1.3). Combining (3.1) and (3.1.3), we can estimate the angular velocity:
ω(t) = | f (x(t))x(t) + f (y(t))y(t)|
x(t)2 + y(t)2 
μ(t)| f (μ(t))|
2μ(t)2
= φ(μ(t))
2
.
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Using (f3), (ii) and (3.1.4) and the fact that φ is increasing on [0,∞) (see (f˜2)), one concludes
ω(t) φ(r1)
2
 π/2.
In view of (3.2) we obtain T (r2) 4, i.e., (3.1.2).
Recall the map α from the beginning of this section. It follows from transversality of the KY-vector
ﬁeld to the line y = 0 that the map z → α(z) is continuous on (0,∞), and thus T (z) = 4α(z) depends
continuously on z. From (3.1.1) and (3.1.2) we obtain that there exists z ∈ (0, r2] with T (z) = 4, i.e.,
a KY-solution with amplitude z. We must have φ(z) 1, since φ(z) = q < 1 would imply that, for the
KY-solution x= xz of Eq. ( f ),
z = x(1) = x(0)︸︷︷︸
=0
+
1∫
0
f
(
x(s − 1))ds qmax{x(t) ∣∣ t ∈ R}= qz,
a contradiction. Since φ is increasing and, from (f3), (i), we have φ(r0) < 1, it follows that z ∈ (r0, r2].
Ad b): These properties follow from the fact that f ′ is decreasing on [0,∞) and from [7, Theo-
rem 3.1].
Ad c): Consider ψ ∈ Mr0 . The negative feedback property of f and ψ ∈ S (the set of segments
with at most one sign change) imply the following for the solution xψ of ( f ): The (positive) zeroes of
xψ form a ﬁnite sequence z1, z2, . . . , zM or an inﬁnite sequence z1, z2, z3, . . . with z j+1 > z j + 1,
and the extrema of x occur exactly at the times t j = z j + 1. Setting q := φ(r0) < 1 we have
∀x ∈ [−r0, r0]: | f (x)|  q|x|, since φ increases on [0,∞). xψ is decreasing on [0, z1], so |xψ | < r0
on [−1, z1], and we have
∣∣x(t1)∣∣ x(z1)︸ ︷︷ ︸
=0
+
z1∫
z1−1
∣∣ f (xψ(s))∣∣ds qr0,
so |xψ | qr0 < r0 on [z1, z2]. Inductively one obtains
∣∣xψ ∣∣ q jr0 < r0 on [z j, z j+1], (3.1.5)
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z1, . . . , zM (or no positive zero) we see similarly that |xψ | < r0 on [−1, zM +1] (or on [0,∞)), and that
|xψ | decreases monotonously to zero on [zM ,∞) (or on [0,∞)). We have shown ψ ∈ Ws(0, f , r0). 
Next we use condition (iv) in (f3) and part c) of the above lemma to identify a subset of Ws(0, f )
that contains also segments with norm larger than r0. Assume that f satisﬁes (f1)–(f3), and let z ∈
(r0, r2] be the amplitude of the unique KY-solution of ( f ) as in Lemma 3.1. For δ > 0 we deﬁne the
segment ζδ ∈ C by
ζδ(t) = −z − δ + z(t + 1) = −δ + zt
(
t ∈ [−1,0]).
Lemma 3.2. Given f and z as above, there exist δ¯ ∈ (0,min{z,1}) and for all δ ∈ (0, δ¯] a number ρ(δ) > 0
such that the set Nδ := {ζ ∈ C | ‖ζ − ζδ‖∞  ρ(δ)} satisﬁes
Nδ ⊂ Ws(0, f ). (3.2.1)
Further, if δ ∈ (0, δ¯] and ζ ∈ N˜δ := {ψ ∈ Nδ | ψ  −z − δ} then the corresponding solution xζ of Eq. ( f )
satisﬁes
∀t −1: xζ (t) ∈ [−z − δ, r0) ⊂ [−z − δ, z). (3.2.2)
Proof. The function (0,∞)  u → 1u
∫ u
0 | f (ξ)|dξ = F (u)u is increasing since | f (ξ)| increases with |ξ |.
Hence it follows from (f3), (iv) that
1
z
z∫
0
∣∣ f (ξ)∣∣dξ = F (z)
z
 F (r2)
r2
< r0.
Continuity implies that there exists δ¯ ∈ (0,min{z,1}) such that also
1
z
z+δ¯∫
0
∣∣ f (ξ)∣∣dξ < r0. (3.2.3)
Assume now δ ∈ (0, δ¯], and consider ﬁrst the solution x = xζδ of ( f ) with initial segment x0 = ζδ .
From Lemma 3.1, a) we know φ(z) 1, so f (−z) z. Monotonicity of f implies that
f  f (−z) z on (−∞,−z].
For t ∈ [0, δ/z] we have ζδ(t − 1) ∈ [−z − δ,−z], and it follows from Eq. ( f ) that
x˙(t) = f (ζδ(t − 1)) z for t ∈ [0, δ/z]. (3.2.4)
Since x(0) = ζδ(0) = −δ, we obtain a unique t0 ∈ (0, δ/z] such that x(t0) = 0. Further, x is increasing
on [t0, t0 + 1]. We estimate the maximum x(t0 + 1) of x:
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t0∫
t0−1
f
(
x(t)
)
dt =
0∫
t0−1
f
(
ζδ(t)
)
dt +
t0∫
0
f
(
x(t)
)
dt
=
0∫
t0−1
f (−δ + zt)dt
︸ ︷︷ ︸
=:I1
+
t0∫
0
f
(
x(t)
) x˙(t)
x˙(t)
dt
︸ ︷︷ ︸
=:I2
. (3.2.5)
The ﬁrst integral is estimated by
I1 
0∫
−1
f (−δ + zt)dt = 1
z
−δ∫
−z−δ
f (ξ)dξ. (3.2.6)
In the second integral I2 in (3.2.5), we have from (3.2.4) that x˙(t) z, and thus we obtain
I2 
1
z
t0∫
0
f
(
x(t)
)
x˙(t)dt = 1
z
0∫
−δ
f (ξ)dξ. (3.2.7)
Combining (3.2.5), (3.2.6) and (3.2.7) we conclude, using also (3.2.3), that
x(t0 + 1) I1 + I2  1
z
0∫
−z−δ
f (ξ)dξ  1
z
z+δ¯∫
0
∣∣ f (ξ)∣∣dξ < r0.
It follows that with Mr0 from Lemma 3.1 we have xt0+1 ∈ Mr0 ⊂ Ws(0, f , r0). In view of | f ′(0)| =
φ(0) < φ(r0) < 1 it is clear that Ws(0, f ) contains an open neighborhood of 0 ∈ C (all eigenvalues
of the linear variational equation at zero have negative real parts). Continuous dependence on initial
data implies that Ws(0, f , r0) is open, and thus there exists ρ˜(δ) > 0 with
xt0+1 + B
(
0; ρ˜(δ))⊂ Ws(0, f , r0). (3.2.8)
Again from continuous dependence on initial data, one obtains ρ(δ) ∈ (0, δ) such that for all ζ ∈ C
with ‖ζ − ζδ‖  ρ(δ), the corresponding solution xζ satisﬁes xζt0+1 ∈ xt0+1 + B(0; ρ˜(δ)), and xζ < r0
on [−1, t0 + 1]. It follows that ζ ∈ Ws(0, f ), and thus (3.2.1) holds. Further, we see from (3.2.8) that
for such ζ ,
xζ < r0 on [−1,∞). (3.2.9)
Assume now that, in addition to ‖ζ − ζδ‖∞  ρ(δ), one has ζ  −z − δ (i.e., ζ ∈ N˜δ). Then ζδ  −δ
and ρ(δ) < δ imply
−z − δ  ζ < 0. (3.2.10)
It follows then from negative feedback that either
a) xζ has no zero and increases monotonously to zero on [0,∞), or
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xζ −z − δ on [−1, t0(ζ )]. (3.2.11)
In case a), it is clear from (3.2.10) that property (3.2.2) holds.
In case b), xζ increases on [t0(ζ ), t0(ζ ) + 1], and (3.2.9) shows that xζ (t0(ζ ) + 1) < r0, so
xζt0(ζ )+1 ∈ Mr0 . Now Lemma 3.1, c) shows that |xζ | < r0 on [t0(ζ ),∞). In particular,
xζ > −r0 > −z − δ on
[
t0(ζ ),∞
)
. (3.2.12)
Combining (3.2.9), (3.2.11) and (3.2.12), we obtain (3.2.2) also in case b). 
Assume that f and the KY-solution p are as in Lemma 3.1 above. We recall some further known
facts (see [7,3]). The phase of p can be chosen such that p(−1) = 0, p˙ > 0 on [−1,0]. Associated
with the hyperplane H := {ψ ∈ C | ψ(−1) = 0} and with p there are a ‘semi-Poincaré map’ Q and a
Poincaré map P , and P = Q ◦ Q on a neighborhood UH of p0 in H . (This Q will not be confused
with the kernel of the projection prL from Sections 1 and 2.) For ϕ ∈ UH , one has Q (ϕ) = xϕz1(ϕ)+1 and
P (ϕ) = xϕz2(ϕ)+1, where z1(ϕ) and z2(ϕ) denote the ﬁrst and second positive zero of the solution xϕ
with xϕ0 = ϕ . There is a simple eigenvalue μu ∈ (−∞,−1) of DQ (p0) with an eigenfunction χu ∈ H ,
and χ˙u > 0 on [−1,0). The symmetries of f and of p imply that DP (p0) = DQ (p0) ◦ DQ (p0) and
hence χu is also eigenfunction of DP (p0) with eigenvalue λu = (μu)2. Recall δ¯ from Lemma 3.2.
Proposition 3.3. There exist ϕ ∈ Wu(p, f ) and δ1 , δ2 with 0< δ2 < δ1  δ¯ such that the following hold:
(i) ϕ(−1) = 0, ϕ′ > 0 on [−1,0), and z + δ1  ϕ(0) > z + δ2 .
(ii) The solution xϕ :R → R of ( f ) with xϕ0 = ϕ and with xϕt → Op (t → −∞) has the subsequent proper-
ties:
(3.3.1) There exist unique θ−, θ+ ∈ (0,1/2) such that xϕ(−θ−) = xϕ(θ+) = z + δ2 .
(3.3.2) ∀t −θ−: −z − δ1  xϕ(t) z + δ2 .
(3.3.3) xϕ((−∞,0]) ⊂ [−z − δ1, z + δ1].
Proof. (The proof is very similar to the proofs of Proposition 3.4 in [10] and of Proposition 3.1 in [11].)
Take an arbitrary δ1 ∈ (0, δ¯]. There exists ϕ˜ in the unstable manifold Wu(p0, P ) ⊂ H of the Poincaré
map, and a solution xϕ˜ :R → R of ( f ) with xϕ˜0 = ϕ˜ and the properties
a) ∀t  0: |xϕ˜ (t)| z + δ1.
b) ϕ˜(0) > p(0) = z.
c) The zeroes of xϕ˜ in (−∞,−1] form a sequence . . . z−3, z−2, z−1, z0 = −1, and with the segments
ϕ j := xϕ˜z j+1 one has
ϕ j ∈ H, ϕ j = Q (ϕ j−1) = P (ϕ j−2) ( j  0), and ϕ′j > 0 on [−1,0) if j is even.
d) ϕ j → p0 ( j → −∞).
(Note that b) can be achieved because the unstable eigenfunction χu of DP (p0) satisﬁes χu(0) > 0.)
Choose now δ˜2 ∈ (0, δ1) such that ϕ˜(0) > z + δ˜2. In view of d), we can deﬁne k := min{ j ∈ −2N0 |
ϕ j(0) > z + δ˜2}. Set ϕ := ϕk . Clearly ϕ ∈ Wu(p0, P ) ⊂ Wu(p, f ), and ϕ(0) > z + δ˜2. The solution
xϕ := xϕ˜ (zk + 1 + ·) of ( f ) with xϕ0 = ϕ satisﬁes x˙ϕ < 0 on (0,1]. There exist δ2 ∈ (δ˜2,ϕ(0) − z) and
a unique θ+ ∈ (0,1) with xϕ(θ+) = z + δ2 < ϕ(0). We see from this property and from a) above that
property (i) from the proposition holds. It follows from ϕ(−1) = 0,ϕ′ > 0 on [−1,0) (see c) above)
that there exists a unique θ− ∈ (0,1) with xϕ(−θ−) = ϕ(−θ−) = z + δ2. Enlarging δ2 if necessary, one
B. Lani-Wayda / J. Differential Equations 248 (2010) 1120–1142 1133can achieve max{θ−, θ+} < 1/2. Then (3.3.1) is true. From the choice of k and, again, property a) above,
we obtain that (3.3.2) holds. Now (3.3.3) follows from (3.3.2) and the properties ϕ˙  0,ϕ(0) z + δ1
and ϕ(−θ−) = z + δ2. 
In Section 4 we modify f to non-monotone functions g which coincide with f on the interval
[−z − δ1, z + δ2], where δ1, δ2 are as in Proposition 3.3 above. For such g , the solution p is also an
unstable periodic solution of Eq. (g). Moreover, the spectral projection prL is the same for g as for f ,
since g′(0) = f ′(0). Recall the unstable set
Wu(p, g) = {ψ ∈ C ∣∣ there exists a solution x :R → R of (g)
with x0 = ψ and xt → Op (t → −∞)
}
,
the attractor A (for f bounded to one side), and the sets INTA,p , EXTA,p and INTL,p , EXTL,p from
Sections 1 and 2. From Remark 2.7 we know that the invariant set INTA,p exists also for unbounded
f with f ′ < 0. We deﬁne
Wuext(p, g, δ1, δ2) :=
{
ψ ∈ Wu(p, g) ∣∣ there exists x as in the deﬁnition of Wu(p, g)
and such that ∀t  0: |xt | z + δ1 and prLxt ∈ EXTL,p,
∀t −1: x(t) z + δ2
}
.
Remark 3.4. Assume that ϕ, δ1, δ2 and θ− are as in Proposition 3.3. If g ∈ C1(R,R) and g = f on
[−z − δ1, z + δ2] then
a) ϕ ∈ Wuext(p, f , δ1, δ2) = Wuext(p, g, δ1, δ2).
b) There exist solutions xϕ(·, f ) and xϕ(·, g) as in the deﬁnitions of the corresponding sets
Wuext(p, f , δ1, δ2) and W
u
ext(p, g, δ1, δ2) which coincide on (−∞,1− θ−].
c) All solutions of ( f ) with phase curve in INTA,p are also solutions of (g).
Proof. A solution x of Eq. (g) as in the deﬁnition of Wuext(p, g, δ1, δ2) satisﬁes ∀t  −1: −z − δ1 
x(t)  z + δ2 and hence is also a solution of ( f ) on (−∞,0] and vice versa, which proves that
Wuext(p, f , δ1, δ2) = Wuext(p, g, δ1, δ2). Thus, there are corresponding solutions xϕ(·, f ) of ( f ) and
xϕ(·, g) of (g) which coincide on (−∞,0]. In particular, we have xϕ(t, g) = xϕ(t, f ) for t  −θ− .
Now (3.3.2) together with the property g = f on [−z − δ1, z + δ2] and the delay equations implies
that even xϕ(t, g) = xϕ(t, f ) for t  1 − θ− . This proves assertion b). To prove a), it remains to show
that ϕ ∈ Wuext(p, f , δ1, δ2). We modify f to a bounded function f˜ outside the interval [−z−δ1, z+δ1],
if f is unbounded, and set f˜ := f otherwise. We see from (3.3.3) that there exists a unique solution
x˜ϕ of Eq. ( f˜ ) that coincides with the solution xϕ as in Proposition 3.3 on (−∞,0]. The phase curve
of x˜ϕ has values in the attractor A˜ that exists for ( f˜ ) (as in Section 2). It follows from ϕ(0) > z
and from the equivalence a) ⇔ f) in Corollary 2.5 that, with respect to the attractor A˜, one has
∀t ∈ R: x˜ϕt ∈ EXT A˜,p . From the deﬁnition of EXT A˜,p we conclude that, in particular,
∀t  0: prLxϕt = prL x˜ϕt ∈ EXTL,p .
Together with (3.3.2) and (3.3.3), and observing that −θ− −1, we see that ϕ ∈ Wuext(p, f , δ1, δ2).
Finally, property c) is obvious from Corollary 2.6, since here we have p(R) = [−z, z]. 
4. Families of nonlinearities
Given f as in Section 3, we consider function families of the form
Γ := {g(·,α,β, z˜, δ−, δ+) :R → R ∣∣ (α,β, z˜, δ−, δ+) ∈ P},
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1) g(·,0,0, z˜, δ−, δ+) = f (independent of z˜, δ−, δ+).
2) ∀(α,β, z˜, δ−, δ+) ∈ P : g(·,α,β, z˜, δ−, δ+) = f on [−z˜ − δ−, z˜ + δ+].
3) g is continuous (as a function of six variables).
4) For ﬁxed z˜, δ−, δ+ > 0, one has
g(·,α,β, z˜, δ−, δ+) → −∞ (α → ∞),
uniformly on [z˜ + δ˜+,∞) for every δ˜+ > δ+ , and uniformly w.r. to β  0.
5) For ﬁxed z˜, δ−, δ+ > 0, α  0, and for every δ˜− > δ− , one has
g(·,α,β, z˜, δ−, δ+) → z˜ (β → ∞),
uniformly on the interval (−∞,−z˜ − δ˜−].
6) ∀z˜ > 0 ∃G > 0, β1  0:
∀α  0, ∀δ−, δ+ ∈ (0,1], ∀β  β1: g  G on (−∞,0].
7) All g ∈ Γ have negative feedback (x · g(x) < 0 if x = 0).
The essential properties of such a family Γ are shown in Fig. 4.1.
Assume now that f satisﬁes (f1)–(f3). We show how a family Γ as above can be obtained from a
‘gluing’ construction. Take a continuous (or C∞) function h :R → R with
0 h 1, h = 0 on (−∞,−1], h = 1 on [0,∞).
For example,
h(x) :=
⎧⎨
⎩
0, x−1,
1
1+exp[ x+1/2x(1+x) ]
, x ∈ (−1,0),
1, x 0.
(4.1)
For α,β  0, z˜ > 0, δ−, δ+ > 0 and x ∈ R, deﬁne
g(x,α,β, z˜, δ−, δ+) :=
{
h[β(x+ z˜ + δ−)] · f (x) + {1− h[β(x+ z˜ + δ−)]}z˜, x 0,
h[α(z˜ + δ+ − x)] · f (x) − {1− h[α(z˜ + δ+ − x)]} · α, x > 0. (4.2)
Lemma 4.1. The family Γ = {g(·,α,β, z˜, δ−, δ+) | α,β  0, z˜, δ−, δ+ > 0} as deﬁned by (4.2) has the prop-
erties 1)–7).
Proof. As above, set P := [0,∞)2 × (0,∞)3.
Ad 1): h(0) = 1 implies g(x,0,0, z˜, δ−, δ+) = f (x) for all x ∈ R and z˜, δ± > 0.
Ad 2): Assume (α,β, z˜, δ−, δ+) ∈ P . For x ∈ [−z˜ − δ−, z˜ + δ+], all arguments of h in formula (4.1)
are in [0,∞), so all terms of the form h[. . .] are equal to 1 and hence g(x,α,β, z˜, δ−, δ+) = f (x).
Ad 3): Continuity of g on (−∞,0) × P and on (0,∞) × P is clear from the deﬁning expres-
sions. Further, if z1 > 0 then for z˜ >
z1
2 and for x ∈ (− z12 , z12 ) one has (from property 2)) that
g(x,α,β, z˜, δ−, δ+) = f (x), independent of α, β , δ− , δ+ and z˜ > z12 . Hence g is also continuous on
the (relatively) open set
U :=
⋃
z >0
(
− z1
2
,
z1
2
)
× [0,∞)2 ×
(
z1
2
,∞
)
× (0,∞)2 ⊂ R × P .
1
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The assertion now follows from R × P ⊂ (−∞,0) × P ∪ U ∪ (0,∞) × P .
Ad 4): Let z˜, δ−, δ+ > 0 and δ˜+ > δ+ be given. If α > 1
δ˜+−δ+ then h[α(z˜+δ+ −x)] = 0 for x z˜+ δ˜+ ,
and hence (for such α) one has for all β  0 that g(·,α,β, z˜, δ−, δ+) = −α on [z˜+ δ˜+,∞). Property 4)
follows.
Ad 5): Let z˜, δ−, δ+ > 0,α  0 and δ˜− > δ− be given. If β  1
δ˜−−δ− then h[β(x+ z˜+δ−)] = 0 for x
−z˜ − δ˜− . Hence one has g(·,α,β, z˜, δ−, δ+) = z˜ on (−∞,−z˜ − δ˜−], if β  1
δ˜−−δ− (even independently
of z˜ and α). Property 5) follows.
Ad 6): Let z˜ > 0 be given. Set G := G(z˜) := max{z˜, f (−z˜ − 2)} and β1 := 1. Assume α  0 and
δ−, δ+ ∈ (0,1]. Specializing the proof of 5) above to the case where δ˜− := δ− + 1, we see that for
β  β1 = 1 one has g(x,α,β, z˜, δ−, δ+) = z˜ G for x ∈ (−∞,−z˜ − δ˜−] = (−∞,−z˜ − δ− − 1]. The last
interval contains (−∞,−z˜ − 2], since δ− ∈ (0,1]. Thus we have
∀β  β1, ∀z˜ > 0, ∀α  0, ∀δ−, δ+ ∈ (0,1]: g(·,α,β, z˜, δ−, δ+) G(z˜) on (−∞,−z˜ − 2].
Further, for x ∈ [−z˜,0] we have from property 2) and monotonicity of f that
g(x,α,β, z˜, δ−, δ+) = f (x) f (−z˜) f (−z˜ − 2) G(z˜).
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we obtain
g(x,α,β, z˜, δ−, δ+)max
{
z˜, f (x)
}
max
{
z˜, f (−z˜ − 2)}= G(z˜).
Together, we have shown that for β  1 the estimate g(x,α,β, z˜, δ−, δ+) G holds for all x ∈ (−∞,0]
and all α  0 and δ−, δ+ ∈ (0,1].
Ad 7): The negative feedback property is clear from formula (4.2). 
We can now state the main result. Let f satisfy conditions (f1)–(f3), so that a periodic solution p
as described in Lemma 3.1 exists. Let Γ be a family of nonlinearities containing f , and with proper-
ties 1)–7) (for example, as in Lemma 4.1 above).
Theorem 4.2. There exist parameters (α,β, z˜, δ−, δ+) such that for g = g(·,α,β, z˜, δ−, δ+) (which is an
element of the family Γ ) one has
W uext(p, g, δ−, δ+) ∩ Ws(0, g) = ∅.
The following corollary of Theorem 4.2 is obvious:
Corollary 4.3.
a) For g as in Theorem 4.2 there exists ϕ ∈ Wuext(p, g, δ−, δ+) such that the phase curve of the solution
xϕ :R → R of (g) with xϕt → Op (t → −∞) satisﬁes prLxϕt ∈ EXTL,p for t  0, but prLxϕt ∈ INTL,p for
all suﬃciently large t  0.
b) Recall the invariant set INTA,p of the semiﬂow induced by ( f ) which, according to Remark 2.7, exists
also in case f is unbounded. From Corollary 2.6 we know that all solutions of ( f ) with phase curve in
INTA,p are also solutions of (g). The projection prL is still injective on the two-dimensional manifold
W uext(p, g, δ−, δ+)∪ Op ∪ INTA,p , but the forward phase curve of xϕ has projections prLxϕt which are the
same as the projections of segments from phase curves entirely in INTA,p .
(See also Fig. 1.2.)
To prove Theorem 4.2, we begin with the preparation of initial functions ϕ ∈ Wu(p, f ) which
will also be in Wu(p, g) for all g which we consider, and will be in Ws(0, g) for particular g ∈ Γ .
Recall the KY-solution p of ( f ) with amplitude z > 0, and δ¯ ∈ (0,min{z,1}) from Lemma 3.2. We take
ϕ ∈ Wu(p, f ) and δ1, δ2 with 0< δ2 < δ1  δ¯, and θ− as in Proposition 3.3.
If δ−  δ1 and δ+  δ2 then, with the third parameter z˜ set equal to the amplitude z of the periodic
solution p, one has for all α,β  0 that g = g(·,α,β, z, δ−, δ+) ∈ Γ satisﬁes g = f on [−z−δ1, z+δ2],
and hence Remark 3.4 shows that
ϕ ∈ Wuext(p, g, δ1, δ2). (4.3)
From now on we set δ− := δ1, δ+ := δ2 and z˜ := z, so that (4.3) holds. It remains to determine
appropriate parameters α,β  0. For g = g(·,α,β, z, δ1, δ2), we shall consider the solutions xϕ(·, g) :
R → R of equation (g) which (in view of (3.3.3)) are solutions of Eq. ( f ) on (−∞,0].
The most important parts of the construction are illustrated in Fig. 4.2; note that the vertical axis
serves two purposes in this ﬁgure: It corresponds to the values of solutions, but, at the same time,
is also the x-axis for arguments of the nonlinearities g , the graphs of which can be recognized by
turning the head 90 degrees counterclockwise. In this way one can see which values of g act on
which portion of the solution to produce the derivative of the solution one time unit later.
For the ﬁxed value z˜ = z of the third parameter, we choose G > 0 and β1  0 as guaranteed by
property 6) of Γ . Recall also θ+ from (3.3.1).
B. Lani-Wayda / J. Differential Equations 248 (2010) 1120–1142 1137Fig. 4.2. The idea of the proof of Theorem 4.2.
Proposition 4.4. There exists α1  0 such that for all β  β1 , if we set gβ := g(·,α1, β, z, δ1, δ2), the corre-
sponding solution xϕ(·, gβ) of Eq. (gβ) satisﬁes
xϕ(·, gβ) < −z − δ1 − 1 on [1+ θ+,2+ θ+].
Proof. For α  0, β  β1 and gα,β := g(·,α,β, z, δ1, δ2), we see from Remark 3.4, b) that the solution
xϕ(·, gα,β) coincides with xϕ(·, f ) on (−∞,1 − θ−]. Now θ± < 1/2 implies 1 − θ− > θ+ , and hence
we have xϕ(·, gα,β) = xϕ(·, f ) in particular on (−∞, θ+]. Thus it follows that
xϕ(1+ θ+, gα,β) = xϕ(1− θ−, f ) +
θ+∫
θ−
gα,β
(
xϕ(s, f )
)
ds.
It follows from ϕ(0) > z + δ2 (Proposition 3.3, (i)) and from property 4) of Γ that the last integral
converges to −∞ as α → ∞, uniformly w.r. to β . Hence there exists α1  0 such that with gβ :=
gα1,β = g(·,α1, β, z, δ1, δ2) one has
∀β  β1: xϕ(1+ θ+, gβ) < −z − δ1 − G − 1.
Moreover, negative feedback (property 7)) implies x˙ϕ(t, gβ) < 0 for t ∈ (0,1 + θ+]. It follows that for
β  β1 the solution xϕ(·, gβ) has a unique zero τ0 in (θ+,1+ θ+). We also have
x˙ϕ(t, gβ) < 0 for t ∈ [1+ θ+, τ0 + 1), (4.4.1)
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for t ∈ (τ0 + 1,2+ θ+]. Now property 6) of Γ and the fact that δ±  δ¯ < 1 imply
x˙ϕ(t, gβ) G for t ∈ [τ0 + 1,2+ θ+]. (4.4.2)
For t ∈ [1+ θ+, τ0 + 1] we have from (4.4.1) that
xϕ(t, gβ) xϕ(1+ θ+, gβ)−z − δ1 − G − 1. (4.4.3)
For t ∈ [τ0 + 1,2+ θ+] we obtain from (4.4.3) and (4.4.2) that
xϕ(t, gβ) xϕ(τ0 + 1, gβ) + G < −z − δ1 − G − 1+ G = −z − δ1 − 1. (4.4.4)
The assertion follows from (4.4.3) and (4.4.4). 
Consider the segments ψβ := xϕ(·, g(·,α1, β, z, δ1, δ2))2+θ+ for β  β1. We prove next that for
suﬃciently large values of β , the domain of attraction of zero for Eq. (g(·,α1, β, z, δ1, δ2)) contains ψβ .
From now on we ﬁx the parameters α1, z, δ1, δ2 and write gβ for g(·,α1, β, z, δ1, δ2).
Proposition 4.5. Let σ ∈ (−∞,−z − δ1) be given. There exist β2  β1 such that for all β  β2 one has
{χ ∈ C | χ  σ } ⊂ Ws(0, gβ).
Proof. Recall δ¯ from Lemma 3.2, the fact that δ1  δ¯ (see Proposition 3.3), the number ρ(δ1) and the
sets Nδ1 and N˜δ1 as in Lemma 3.2. From (3.2.2) and property 2) of Γ we see that
N˜δ1 ⊂ Ws(0, f ) ∩ Ws(0, gβ) for all β  0. (4.5.1)
Assume now σ < −z − δ1. Recall G from the passage before Proposition 4.4, and choose ε > 0 with
the following properties:
ε < z/2, −z − δ1 − ε > σ , (G + z)2ε
z
<
ρ(δ1)
2
.
It follows from property 5) of Γ that there exists β2  β1 such that
∀β  β2: gβ  z
2
and |gβ − z| < ρ(δ1)
2
on (−∞,−z − δ1 − ε]. (4.5.2)
Consider now χ ∈ C with χ  σ and g := gβ , where β  β2, and the solution xχ : [−1,∞) → R of
Eq. (g) with xχ0 = χ . From (4.5.2) we see that xχ increases at least with slope z/2 until, for a time
tε,χ > 0 one has xχ (tε,χ ) = −z− δ1 − ε. Further, we then also have x˙χ  z/2 on [tε,χ , tε,χ + 1]. Since
z/2 > ε, there exists a unique time τ (χ) in [tε,χ , tε,χ + 1] with xχ (τ (χ)) = −z − δ1, and we have
τ (χ) ∈ (tε,χ , tε,χ + 2εz ]. Deﬁning the segment Σ(χ) := xχτ(χ)+1, one has
Σ(χ)(−1) = −z − δ1, and Σ(χ) increases on [−1,0]. (4.5.3)
We see from (4.5.2) that
∣∣x˙χ (t) − z∣∣ ρ(δ1) for t ∈ [tε,χ , tε,χ + 1].
2
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∣∣x˙χ (t) − z∣∣ ρ(δ1)
2
for t ∈ [τ (χ), tε,χ + 1], (4.5.4)
and we have 0 < x˙χ  G on [tε,χ + 1, τ (χ) + 1]. With the segment ζδ1 as deﬁned before Lemma 3.2
(which satisﬁes ζ˙δ1 = z on [−1,0]), we have Σ(χ)(−1) = −z − δ1 = ζδ1 (−1), and (4.5.4) shows∣∣ ˙(Σ(χ))(t) − ζ˙δ1(t)∣∣= ∣∣x˙χ (τ (χ) + 1+ t)− z∣∣< ρ(δ1)/2
for t ∈ [−1, tε,χ − τ (χ)]. It follows that
∣∣Σ(χ)(t) − ζδ1(t)∣∣ ρ(δ1)2 for t ∈ [−1, tε,χ − τ (χ)]. (4.5.5)
Further, for t ∈ [tε,χ −τ (χ),0] one has 0< ˙(Σ(χ))(t) G . Noting 0 τ (χ)− tε,χ  2ε/z, one obtains
for these t
∣∣Σ(χ)(t) − ζδ1(t)∣∣ ∣∣Σ(χ)(t) − Σ(χ)(tε,χ − τ (χ))∣∣+ ∣∣Σ(χ)(tε,χ − τ (χ))− ζδ1(tε,χ − τ (χ))∣∣
+ ∣∣ζδ1(t) − ζδ1(tε,χ − τ (χ))∣∣
 G
∣∣tε,χ − τ (χ)∣∣+ ρ(δ1)
2
+ z∣∣tε,χ − τ (χ) − t∣∣
 (G + z)2ε
z
+ ρ(δ1)
2
<
ρ(δ1)
2
+ ρ(δ1)
2
= ρ(δ1).
The last estimate, together with (4.5.5), shows that Σ(χ) ∈ Nδ1 . In view of (4.5.3), we have
Σ(χ) ∈ N˜δ1 , and (4.5.1) yields Σ(χ) ∈ Ws(0, g). It follows that χ ∈ Ws(0, g). 
Completion of the proof of Theorem 4.2. Recall the segments
ψβ = xϕ
(·, g(·,α1, β, z, δ1, δ2))2+θ+ , for β  β2.
Setting σ := −z − δ1 − 1, we see from Proposition 4.4 that ∀β  β1: ψβ = xϕ(·, gβ)2+θ+ < σ . From
Proposition 4.5 we obtain β2  β1 such that
∀β  β2: ψβ ∈ Ws(0, gβ).
Together with (4.3), we see that for β  β2 one has with g := gβ
ϕ ∈ Wuext(p, g, δ1, δ2) ∩ Ws(0, g).
Remark 4.6. The third parameter ‘z˜’ of the family Γ was not varied in the proof of Theorem 4.2, but
only set equal to the amplitude z. This parameter was included in the speciﬁcation of the family Γ
in order to eliminate the use of the (generally unknown) amplitude z from the construction of that
family (e.g., from formula (4.2)).
Remark 4.7. The solutions xϕ of (g) with ϕ ∈ Wuext(p, g, δ1, δ2) ∩ Ws(0, g) as described in the proof
of Theorem 4.2 ﬁrst take an ‘excursion’ to negative values away from the range [−z, z] of the periodic
solution p, then return to that range with slope approximately z, and ﬁnally converge to zero (see
Fig. 4.2). With a different, in fact simpler modiﬁcation of the original monotone nonlinearity f to a
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non-monotone function g , one can achieve that solutions xϕ with ϕ ∈ Wuext(p, g) converge to zero
without excursion to negative values. Namely, letting g have low positive values on [z + δ,∞) for
suitable small δ > 0, and g = f on (−∞, z+ δ˜) for some δ˜ ∈ (0, δ), solutions going to zero as indicated
in Fig. 4.3 are easily found numerically. This is, however, only an experimental observation for which
the author has not found a proof. The solutions ‘feel’ the changed nonlinearity only on a short time
interval around t = 0, resulting in a ‘ﬂat’, almost constant shape of the solution on a corresponding
time interval around t = 1. The diﬃculty with an analytical proof of convergence to zero is to show
that this ﬂatness on a short time interval is suﬃcient to make segments of the solutions fall into the
domain of attraction of zero.
5. Explicit examples
We have shown in Section 4 how to obtain a family Γ with the properties described in Theo-
rem 4.2, if a ‘starting function’ f satisfying (f1)–(f3) as in Section 3 is given (see formula (4.2)). Thus
it is mainly interesting to ﬁnd f satisfying conditions (f1)–(f3). The simplest ansatz one can think of
is of the form
f (x) = −ax− bxp, with p ∈ 2N + 1 and a,b > 0.
For such f , properties (f1) and (f2) hold automatically, while (f3) translates into the subsequent con-
ditions:
(i) a + brp−10 < 1.
(ii) a + brp−11  π .
(iii) a
r22
2 + b
rp+12
p+1︸ ︷︷ ︸
=F (r2)
 2 [a r212 + b
rp+11
p+1 ]︸ ︷︷ ︸
=F (r1)
.
(iv) a r22 + b
rp2
p+1 < r0.
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a := 0.01, a := 1/4,
b := 1, b := π,
r0 := 0.99, r0 := 0.8,
r1 := 1.22, or r1 := 1,
r2 := 1.34, r2 := 1.07,
p := 7, p := 13,
(
f (x) = − x
100
− x7
)
,
(
f (x) = − x
4
− πx13
)
.
An analytical proof of this fact does not seem to be worth while here. Admittedly, the parameters
were found with the aid of a pocket calculator, but there is little doubt that the accuracy is suﬃcient
to ensure that the inequalities actually hold. It is also clear that an analytical proof (approximate hand
calculation plus estimates) is possible.
Applying formula (4.2) with one of these functions f and with a function h as in Section 3, one
obtains explicit families Γ for which the result of Theorem 4.2 is true.
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