Simple Two-Stage Inference for A Class of Partially Identified Models by Shi, Xiaoxia & Shum, Matthew
DIVISION OF THE HUMANITIES AND SOCIAL SCIENCES
CALIFORNIA INSTITUTE OF TECHNOLOGY
PASADENA, CALIFORNIA 91125
SIMPLE TWO-STAGE INFERENCE FOR A CLASS OF PARTIALLY
IDENTIFIED MODELS
Xiaoxia Shi
University of Wisconsin at Madison
Matthew Shum
California Institute of Technology
1 8 9 1
CA
LI
F
O
R
N
IA
 
IN
S T
IT U T E O F
 T E C
H
N
O
LO
G
Y
SOCIAL SCIENCE WORKING PAPER 1376
May 2013
Simple Two-Stage Inference for
A Class of Partially Identified Models∗
Xiaoxia Shi† Matthew Shum‡
University of Wisconsin at Madison California Institute of Technology
April 16, 2012
Abstract
This note proposes a new two-stage estimation and inference procedure for a class
of partially identified models. The procedure can be considered an extension of clas-
sical minimum distance estimation procedures to accommodate inequality constraints
and partial identification. It involves no tuning parameter, is nonconservative and
is conceptually and computationally simple. The class of models includes models of
interest to applied researchers, including the static entry game, a voting game with
communication and a discrete mixture model.
Keywords: Implicit Function Theorem, Hausdorff Consistency, Minimum Distance,
Partial Identification, Two-stage Inference.
The recent literature on partially identified models has focused on general econometric for-
mulations requiring complicated procedures. Examples of the general formulations include
the moment inequality models and the models defined by intersection bounds.1 In these
general formulations, several difficulties for estimation and inference are recognized: (1)
available set estimators that are consistent in Hausdorff distance take the form of a level set
of a criterion function, where the level is arbitrary (see Chernozhukov et al. (2007)); such
arbitrariness arguably constitutes the reason that consistent estimation of the identified set
has been overshadowed by confidence set construction in this literature; (2) valid inference
∗We thank Yanqin Fan, Patrik Guggenberger, Bruce Hansen and Jack Porter for useful comments and
suggestions.
†xshi@ssc.wisc.edu
‡mshum@caltech.edu
1e.g. Chernozhukov, Hong and Tamer (2007), Andrews and Soares (2010),Bugni (2010),Canay (2010),
Romano and Shaikh ((2008),(2010)) and Chernozhukov, Lee and Rosen (2008).
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procedures often require simulation of either the test statistic or the critical values, which
may rely on tuning parameters that are hard to choose.2 Also, in the general models, there
is a nearly theological debate on whether we should focus on confidence sets that cover
the whole identified set, or those that cover each point in the identified set, with a fixed
probability.3
In this note, we show that, for a special yet meaningful class of partially identified models,
the difficulties above do not arise. These models are of a two-stage nature and we propose new
two-stage procedures for the consistent estimation of the identified set and for constructing
the confidence set. We show that (1) a sample analogue estimator for the identified set
is consistent in Hausdorff distance and the estimator does not rely on an arbitrarily chosen
level; (2) asymptotically valid confidence sets can be constructed by inverting simple squared-
error type tests with χ2 critical values, so that no tuning parameter is needed; moreover,
the test underlying the confidence set is nonconservative and similar; finally, (3) confidence
sets covering the identified set and those covering each point in the identified set with a
given probability coincide in a large subclass. The class of models considered here include
entry games, voting games, and discrete mixture models, all of which have been of interest
to applied researchers.
The main contributions of this note are to provide a new consistent set estimator and a
simple confidence set for this class of models. Our procedure can be considered an extension
of classical minimum distance estimation procedures to accommodate inequality constraints
and partial identification. Besides those, a technical contribution of this note is a new
proof of consistency for set estimators. The new proof utilizes an Implicit Correspondence
Lemma (ICL) which we prove by generalizing the Implicit Function Theorem. Both the new
consistency proof technique and the ICL may be useful in more general models.
There are a small number of papers that address the consistent estimation problem under
partial identification. These are Andrews, Berry and Jia (2004), Chernozhukov et al. (2007),
and Yildiz (2012). The class of models treated in our paper is different from those treated
in those papers. Thus, the assumptions made are not exactly comparable. Nevertheless,
we will compare these conditions briefly below, after stating our main consistency result.
Moreover, our proof technique is different from that of all the papers mentioned above.
The literature on constructing confidence sets for partially identified model is much larger.
For a current survey, see the introduction of Andrews and Shi (2009).
2see e.g. Stoye (2010), Andrews and Soares (2010) and Chernozhukov et al. (2008).
3The distinction was first pointed out by Imbens and Manski (2004). Subsequently authors in this
literature either advocate for one, or propose separate procedures for both. Andrews and his coauthors
are representative of the former approach, while Romano and Shaikh (2008),(2010) have taken the latter
approach.
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In the next section, we describe our model framework, and provide several examples.
Section 2 establishes the Hausdorff consistency of our estimated set; Section 3 presents
results on confidence set and give conditions under which CS’s covering the whole identified
set and each point in the set coincide. Assumptions required for the results in Sections 2
and 3 are minimal and we illustrate the verification of them using the entry game example.
Technical proofs for the theorems are given in the appendix.
1 The Two-Stage Model
The model considered consists of two stages. In the first stage, a parameter β ∈ B ⊂ Rdβ
is point identified and has a consistent and asymptotically normal (CAN) estimator βˆn. In
the second stage, the model relates the true value β0 of β to a structural parameter θ (with
true value θ0), through some inequality/equality restrictions:
ge(θ0, β0) = 0
gie(θ0) ≥ 0, (1.1)
where gie : Θ → Rd1 defines the the inequality restrictions, ge : Θ × A → Rd2 defines the
equality restrictions and θ ∈ Θ ⊂ Rdθ . The parameter θ is potentially partially-identified.
The identified set of θ is
Θ0 = {θ ∈ Θ : ge(θ, β0) = 0 and gie(θ) ≥ 0}. (1.2)
The two-stage model is closely related to the classical minimum distance problem, but differs
from the latter in the partial (vs. point) identification of θ and in the presence of the
inequality constraints.
In the model (1.1), the inequality constraints do not depend on β0. This is not particularly
restrictive because one can always convert an inequality constraint into an equality constraint
by introducing a slackness parameter, say γ, and adding an inequality constraint: γ ≥ 0.
This trick is used in Example 1.1 below.
The two-stage model includes several useful examples which have been studied in the
empirical literature on partially identified models. We describe one example – the first one
– in detail to illustrate the applicability our framework. The other two are described only
briefly to save space. We note that our two-stage model in general is not a special case of
the moment inequality models even though the three examples given below are.
Example 1.1. (Entry Game) Following Andrews et al. (2004) and Ciliberto and Tamer
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(2009), consider the complete information game and allow only pure strategy equilibria. Take
the 2 player game without covariates (homogeneous markets) as a starting example. Player
j, j = 1, 2 enters the market if the profit of entering exceeds 0: yj = {pij ≥ 0}. The profit
pij = aj + δjy−j + εj, where aj is the expected monopoly profit, δj is the competition effect
which is assumed to be negative and (ε1, ε2) follows a distribution known up to a parameter
σ: F (·, ·;σ). Then the model predicts the probabilities of (0, 0) and (1, 1): g00(a, δ, σ) and
g11(a, δ, σ) and the upper bounds for the probabilities of (0, 1) and (1, 0): g01(a, δ, σ) and
g10(a, δ, σ), where a = (a1, a2)
′
and δ = (δ1, δ2)
′
. The outcome probabilities p00, p11, p01, p10
are the first stage point identified parameters. In the second stage, the structural parameters
(a, δ, σ) are identified by the equalities/inequalities:
g00(a, δ, σ)− p00 = 0
g11(a, δ, σ)− p11 = 0
g01(a, δ, σ)− p01 ≥ 0
g10(a, δ, σ)− p10 ≥ 0. (1.3)
The equalities/inequalities in (1.3) do not fall immediately into our general framework be-
cause the inequalities involve the first-stage parameters. However, we can introduce a nui-
sance second stage parameter γ, add the restriction γ = p01 and rewrite the inequalities to
only involve (a, δ, σ, γ). Specifically, let β = (p00, p11, p01, p10), θ = (a, δ, σ, γ) for a nuisance
parameter γ ∈ [0, 1],
ge(θ, β) =
 g00(a, δ, σ)− p00g11(a, δ, σ)− p11
γ − p01
 , and
gie(θ) =
(
g01(a, δ, σ)− γ
g10(a, δ, σ)− (1− g00(a, δ, σ)− g11(a, δ, σ)− γ)
)
. (1.4)
Then the entry game model is written in the form of (1.1).
Allowing covariates is easy. We can simply estimate p00(x) ≡ Pr(0, 0|x), ..., p10(x) ≡
Pr(1, 0|x) in the first stage either fully nonparametrically, or use some flexible parametric
form. Then in the second stage, use (p00(x), p11(x), p01(x), p10(x)) in place of (p00, p11, p01, p10).
The estimated a(x) and δ(x) will be the monopoly profit and the competition effects con-
ditional on x. Generalizing the example to a game with more than 2 players can be done
following Ciliberto and Tamer (2009).
Example 1.2. (Deliberative voting model) Iaryczower, Shi and Shum (2012) estimate a
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committee voting model in which judges have the opportunity to communicate their private
information before submitting their votes. In this model, the vector of probabilities of the
different vote profiles ~pv is identified from the first stage. In the second stage, given ~pv,
the structural parameters, θ, describing the judges’ preferences, information qualities and
prior are identified through a finite number of incentive compatibility (IC) constraints of
the judges, corresponding to gie, and the equilibrium conditions (EC) – corresponding to
the equality constraints ge – which match the equilibrium voting outcomes predicted by the
model with the ~pv estimated in the first-stage.
Example 1.3. (Discrete mixture model) Consider a structural model with discrete un-
observed heterogeneity, where a (discrete) outcome variable y is drawn according to a known
parametric mixture distribution f(y|θ, η) characterized by structural parameters σ and mix-
ing parameter η. Assuming that y takes K distinct values, and η takes M distinct values,
the model is given by the equality constraints
P (y = k) =
M∑
m=1
f(k|σ, η = m)pm, for k = 1, . . . , K;
M∑
m=1
pm = 1.
In this example, the observed probabilities P (y = k), k = 1, . . . , K are our β, and (σ, ~pη) is
our θ where ~pη = (p1, ..., pM)
′
. Examples of such models are the entry game with multiple
equilibria in Bajari, Hahn, Hong and Ridder (2011) and the structural nonlinear panel data
models in Bonhomme (forthcoming).
2 Consistent Estimation
To define the estimated set, let
Q(θ, β;W ) = ge(θ, β)
′
Wge(θ, β), (2.1)
where W is a positive definite matrix. Then it clear that
Θ0 = arg min
θ∈Θ
Q(θ, β0;W ) s.t. g
ie(θ) ≥ 0. (2.2)
Let Wˆ be a consistent estimator of W . The sample analogue estimator of Θ0 is defined as
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Θˆn = arg min
θ∈Θ
Q(θ, βˆ, Wˆ )
s.t. gie(θ) ≥ 0. (2.3)
In contrast with the set estimators proposed in Chernozhukov et al. (2007) and widely
recognized by the literature, our set estimator closely resembles the point estimator in a
traditional point identified model. The advantage of our estimator is two-fold: (1) it is never
empty and (2) it does not rely on an arbitrarily chosen “level”.
A new technique is developed to prove the consistency of our estimator. The basic idea is
to define a correspondence from the space of β to that of θ so that Θˆn is the correspondence
evaluated at βˆ. Then, we establish the continuity of the correspondence with the help of an
implicit correspondence lemma. We prove this lemma by generalizing the implicit function
theorem.
The consistency result is summarized in the following theorem. The detailed proof of the
theorem as well as the implicit correspondence lemma are deferred to the appendix. In the
theorem, cl(A) denotes the closure of set A and int(A) denotes the interior of set A. Let
Θie = {θ ∈ Θ : gie(θ) ≥ 0}.
Theorem 2.1. Suppose that
(1) βˆ →p β0 and Wˆ →p W as n→∞ for some positive definite matrix W ;
(2) B and Θ are compact;
(3) ge(·, β) is continuously differentiable on Θ for all β ∈ B, gie is continuous on Θ; and
either
(4) cl(int(Θie) ∩Θ0) = Θ0, and ∂ge(θ, β0)/∂θ′ has full row rank for all θ ∈ Θ0; or
(4*) Θ0 is a singleton.
Then
dH(Θˆn,Θ0) := sup
θ∈Θˆn
inf
θ0∈Θ0
||θ − θ0||+ sup
θ0∈Θ0
inf
θ∈Θˆn
||θ − θ0|| →p 0.
Proof. The proof contains four steps which we sketch below. Detailed arguments for Step 1
and Step 2 are needed and are given in the appendix.
Step 1. Let θˆn be an arbitrary point in Θˆn and θn ∈ arg minθ∈Θ0 ||θ − θˆn||. We show
that ||θˆn − θn|| →p 0. This implies that
sup
θ∈Θˆn
inf
θ0∈Θ0
||θ − θ0|| →p 0.
If Θ0 is a singleton, the proof is finished. If Θ0 is not a singleton, the following steps are
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needed.
Step 2. Let r(β, α) = {θ ∈ Θie : ge(θ, β) = α}. Then r(β, α) is a correspondence from
B×A to Θie defined by the implicit function ge(θ, β)−α = 0, where A is a compact Rd2-ball
around the origin. We show that r restricted to {(β, α) ∈ B × A : r(β, α) 6= ∅} is both
upper and lower hemi-continuous at (β, α) = (β0, 0). In this step, we make use of an Implicit
Correspondence Lemma mentioned above.
Step 3. Let Θ˜n = r(βˆ, g
e(θˆn, βˆ)) for an arbitrary θˆn ∈ Θˆn. Then clearly Θ˜n ⊆ Θˆn. The
continuity of ge implies that ge(θˆn, βˆ)→ 0. The continuity of r shown in Step 2 then implies
that dH(Θ˜n,Θ0)→p 0.
Step 4. Because Θ˜n ⊆ Θˆn, Step 3 implies that supθ0∈Θ0 infθ∈Θˆn ||θ − θ0|| →p 0.
Example. (1.1 Cont.) In the entry game example, βˆ consists of the empirical frequencies of
the different entry outcomes observed in the data; that is, empirical estimates of p11, p10, p01
(with p00 = 1−p11−p10−p01). The set B = ∆3 is by definition compact. The compactness of
Θ is a typical assumption maintained in most extremum estimation problems. The function
ge(·, β) =
 g00(a, δ, σ)− p00g11(a, δ, σ)− p11
γ − p01
 is continuously differentiable in θ as long as F is a contin-
uous distribution and is continuously differentiable in σ. The function gie(θ) is continuous
under the same condition. The assumption that the first derivative ∂ge(θ, β0)/∂θ
′
has full
row rank can be verified directly because g00 and g11 are known functions given F . The
assumption cl(int(Θie) ∩ Θ0) = Θ0 can be verified by numerical calculation. Specifically,
given any β0, one can compute Θie and Θ0. By varying β0 in a reasonable range, one can
assess the shape of Θie and Θ0 reasonably accurately.
Remark. (a) The condition cl(int(Θie)∩Θ0) = Θ0 is worth some discussion. The condition is
restrictive in the sense that it rules out (1) the case that int(Θie) = ∅ and (2) the case that Θ0
contains isolated points on the boundary of Θie. The first case can often be accommodated
by a slight modification of the proof, which we discuss below.
The second case, on the other hand, has more substantive implication and should be
ruled out if ones objective is Hausdorff consistency of the minimizer set of Θˆn. To see
why, we give a stylized example that falls into the second case and in which Hausdorff
consistency of Θˆn fails. Consider the two-stage model with g
e(θ, β) =
(
θ1 − θ2
2 + β − θ1 − θ3
)
,
gie(θ) =
 (θ1 − 1)
2 − 1
θ2
θ3
 and Θ = [−B,B]3 for a large B > 0. Then Θie = ([−B, 0] ∪
[2, B]) × [0, B] × [0, B]. Suppose β0 = 0; then Θ0 = {(0, 0, 2), (2, 2, 0)}. The identified set
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falls entirely on the boundary of Θie. Let βˆ = −1/n. Clearly, βˆ is a consistent estimator
of β0. For any Wˆ →p W with W positive definite, Q(θ0, βˆ, Wˆ ) = 0 is solved uniquely at
θ0 = (0, 0, 2 − 1/n). Thus, Θˆn = {(0, 0, 2 − 1/n)}, and dH(Θˆn,Θ0) → 2
√
3 > 0 – Θˆn is not
consistent.
(b) The most common reason that int(Θie) = ∅ occurs is that there are pairs of inequality
restrictions which imply an equality constraint. In this case, let gie∗(θ) be the remaining
inequality constraints after removing the pairs that imply an equality constraint and let
Θ∗ie = {θ ∈ Θ : gie(θ)}. Stack the equality constraints extracted from gie(θ) ≥ 0 to the
original equality constraints to form the new equality constraint ge∗(θ, β) = 0. Then, the
theorem above holds with gie and ge replaced by gie∗ and ge∗ respectively and with Θie
replaced by Θ∗ie. To show this, one can use the proof of the above theorem except with
r(β, α) replaced by by r∗(β, α∗) = {θ ∈ Θ∗ie : ge∗(θ, β) = α∗}, A replaced by A∗ – a compact
Rd
∗
2-ball around the origin where d∗2 is the dimension of g
e∗(θ, β).
(c) Next we discuss some connection of our consistency conditions with the existing
literature. To begin, we note that the existing papers consider moment equality/inequality
models which are, for the most part, more complicated than the models we consider here,
and that the extra complication of these models may justify the stronger assumptions made
in some of these papers. Andrews, Berry, and Jia’s (2004) condition cl(int(Θ0)) = Θ0 implies
our condition cl(int(Θie)∩Θ0) = Θ0. Ours is weaker in that we allow for Θ0 to have empty
interior as long as it lies in int(Θie) while Andrews et al. (2004) do not. Our conditions
are sufficient for the degeneracy condition in Chernozhukov et al. (2007) which requires the
existence of a random set Θn on which Q(θ, βˆ, Wˆ ) − infθ∈Θie Q(θ, βˆ, Wˆ ) vanishes (meaning
= 0) and dH(Θn,Θ0) = op(1). Clearly, our Θˆn is such a random set. Finally, our rank
conditions are quite similar to those in Yildiz (2012) but other conditions are different and
nonnested.
3 Confidence Set
To define the confidence set, we choose a specific weighting matrix Wˆ :
Wˆ ∗(θ) =
[
G(θ, βˆ)VˆβG(θ, βˆ)
′
]−1
, (3.1)
where G(θ, β) = ∂ge(θ, β)/∂β
′
, Vˆβ is a consistent estimator of the asymptotic variance of
τn(βˆ−β), where τn is a normalizing sequence, e.g. τn =
√
n. Define the confidence set to be
CSn = {θ : gie(θ) ≥ 0, τ 2nQ(θ, βˆ; Wˆ ∗(θ)) ≤ χ2d2(1− α)}, (3.2)
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where χ2d2(1 − α) is the 1 − α quantile of the chi-squared distribution with d2 degrees of
freedom and 1− α ∈ (0, 1) is the confidence level.
The following theorem shows that CSn covers each point in Θ0 with probability ap-
proaching 1 − α, and if G(θ, β0) does not depend on θ given that θ ∈ Θ0, CSn also covers
the whole identified set with probability approaching 1−α. We note that Theorem 3.1 does
not inherit the assumptions made in Theorem 2.1.
Theorem 3.1. Suppose that τn(βˆ − β)→d Zβ ∼ N(0, Vβ), ge(θ, β) is continuously differen-
tiable in β, G(θ, β) is continuous in θ and β, G(θ, β0)VβG(θ, β0)
′
is invertible for all θ ∈ Θ
and Vˆβ →p Vβ. Also suppose that Θ × B is compact and ge and gie are continuous in Θ.
Then
(a) lim infn→∞ infθ∈Θ0 Pr(θ ∈ CSn) = lim supn→∞ supθ∈Θ0 Pr(θ ∈ CSn) = 1− α;
(b) in addition, the following condition (***) holds
G(θ1, β0) = G(θ2, β0) for all θ1, θ2 ∈ Θ0 (***)
then limn→∞ Pr(Θ0 ⊆ CSn) = 1− α.
Remark. (a) The additional assumption (***) for part (b) is immediately satisfied if θ and β
are additively separable in ge, as they are in all the previous examples. Additive separability
is likely to hold in models in which the equality restrictions take the form of “matching”
empirical frequencies to outcome probabilities predicted by the model, which is a common
feature of all the examples above. The condition may also be satisfied when ge are not
additively separable, but can be rewritten into an additively separable form by taking a
nonlinear (e.g. logarithmic) transformation. Of course, there are models in which this
additional assumption is not satisfied; for these models, part (a) still holds and can be
useful.
(b) The results given in the theorem are pointwise asymptotics. It is easy to strengthen
it to uniform asymptotics over a space of data generating processes, with the expense of
assuming uniform convergence of τn(βˆ − β) and Vˆβ and a uniform lower bound on the mini-
mum eigenvalue of G(θ, β0)VβG(θ, β0)
′
. For briefness, we do not give the formal arguments,
but only point the reader to the fact that the inequality gie(θ) ≥ 0 does not cause trouble
in deriving the uniform asymptotic theory because it is purely deterministic.
Example. [1.1 Cont.] In the entry game example without covariates, τn =
√
n and Vβ =
diag(β)−ββ ′ . The Jacobian matrixG(θ, β0) =
 −1 0 0 00 −1 0 0
0 0 −1 0
, andG(θ, β0)VβG(θ, β0)′ =
9
 p00(1− p00) −p00p11 −p00p01−p00p11 p11(1− p11) −p11p01
−p00p01 −p11p01 p01
 is invertible as long as p00, p10, p11 > 0. The com-
pactness of Θ× B and the continuity of ge and gie is discussed in the previous section
If there are covariates, and p00(x), ..., p10(x) are nonparametrically estimated in the first
stage, τn typically is the nonparametric rate of convergence. Vβ should also change accord-
ingly. The rest of the verification remains the same. If p00(x), ..., p10(x) are estimated using
a parametric model, then τn still may be
√
n .
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A Proofs
The proof of Theorem 2.1 makes uses of the following implicit correspondence lemma.
Lemma A.1 (Implicit Correspondence Lemma). Let f(x, y) : X × Y → Rdf be a con-
tinuously differentiable function defined on the set X × Y ⊆ Rdx+dy , where X is open, Y
is compact and cl(int(Y)) = Y. Let the equation f(x, y) = 0 define the correspondence
y(x) : x → y implicitly, i.e., y(x) = {y ∈ Y : f(x, y) = 0}. Let X1 = {x ∈ X : y(x) 6= ∅}.
Consider a x0 ∈ X1. Suppose furthermore that ∂f(x0, y0)/∂y′ has full row-rank for any
y0 ∈ y(x0)∩ int(Y) and cl(y(x0)∩ int(Y)) = y(x0). Then, the correspondence y(x) restricted
to X1 is continuous at x0.
Proof. First, we prove the upper hemicontinuity. Consider an arbitrary sequence {xm ∈
X1}∞m=1 such that limm→∞ xm = x0 and an arbitrary converging sequence {ym ∈ y(xm)}∞m=1
such that limm→∞ ym = y∞. Because f(x, y) is a continuous function, we have limm→∞ f(xm, ym) =
f(x0, y∞). By the definition of the sequence {ym}, f(xm, ym) = 0 for any m. Thus,
f(x0, y∞) = 0, i.e. y∞ ∈ y(x0). This combined with the compactness of Y (so that ev-
ery sequence {ym ∈ Y} has a converging subsequence) shows the upper hemicontinuity.
The lower hemicontinuity is trickier and we show it using a combination of the implicit
function theorem and normalization of parameters. Again, consider an arbitrary sequence
{xm ∈ X1}∞m=1 such that limm→∞ xm = x0 and an arbitrary point y0 ∈ y(x0). The lower
hemicontinuity is proved if we can find a sequence {ym ∈ y(xm)}∞m=1 such limn→∞ ym = y0.
We discuss two cases below: y0 ∈ int(Y) and y0 /∈ int(Y).
Case 1. y0 ∈ int(Y). The fact that ∂f(x0, y0)/∂y′ has full row-rank implies that
df ≤ dy. If df = dy, then ∂f(x0, y0)/∂y′ is invertible. By the implicit function theorem
(see e.g. Theorem 9.28 of Rudin (1976)), there exists an open set Ux ⊆ X containing x0,
an open set Uy ⊆ int(Y) containing y0 and a unique y∗(x) ∈ Uy for every x ∈ Ux such that
y∗(x) ∈ y(x). Also, y∗(x) is a continuous function on Ux by the same theorem. Simply set
ym = y
∗(xm) and we have limm→∞ ym = y0.
If df < dy, one cannot apply the implicit function theorem directly. But observe that
when df < dy, y0 is “underidentified” by the equation system f(x0, y) = 0. We add a few
normalization equations to force y0 to be identified. Let E be a (dy − df )× dy dimensional
matrix, each row of which is an element in the standard orthogonal basis (e1, ..., edy) and
the rows are orthogonal to each other and orthogonal to the rows of ∂f(x0, y0)/∂y
′
. Then,
[∂f(x0, y0)
′
/∂y|E ′ ]′ is invertible. We add the following normalization equations to the original
equation system:
E × y = E × y0. (A.1)
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Let f¯(x, y) =
(
f(x, y)
E × (y − y0)
)
. Then f¯(x, y) is continuously differentiable and ∂f¯(x0, y0)/∂y =
[∂f(x0, y0)
′
/∂y|E ′ ]′ is invertible. The arguments in the previous paragraph go through with
f replaced by f¯ .
Case 2. y0 /∈ int(Y). Because cl(y(x0) ∩ int(Y)) = y(x0), we can find a sequence yn ∈
y(x0) ∩ int(Y) such that limn→∞ yn = y0. For each yn, we can find a sequence ym,n ∈ y(xm)
such that limm→∞ ym,n = yn by arguments in Case 1. Let nm be such that |ym,nm − y0| ≤
infn |ym,n− y0|+ 2−m. We next show that limm→∞ ym,nm = y0, which completes the proof of
lower hemicontinuity. Consider an arbitrary  > 0, then there exists a N such that for all
n ≥ N , |yn− y0| < /3. Since limm→∞ ym,N = yN , there exists M1 such that for all m ≥M1,
such that |ym,N − yN | < /3. Let M2 be an integer such that for all m ≥ M2, 2−m < /3.
Then for any m > max{M1,M2}, we have
|ym,nm − y0| ≤ |ym,N − y0|+ 2−m
≤ |ym,N − yN |+ |yN − y0|+ 2−m
≤ /3 + /3 + /3 = . (A.2)
This shows that limn→∞ ym,nm = y0 and by definition, ym,nm ∈ y(xm).
Therefore, y(x) is both lower and upper hemicontinuous at x0. The lemma is proved.
Proof of Theorem 2.1. Here, we provide the detailed arguments underlying steps (1) and
(2), which were described in the main text following the statement of the theorem.
The proof for Step 1 takes the form of a standard consistency proof. Two major compo-
nent of it is the uniform convergence of Q and global identification:
sup
θ∈Θ:gie(θ)≥0
|Q(θ, βˆ;Wn)−Q(θ, β0;W )| →p 0, and
∀,∃δ > 0 s.t. inf
θ∈Θ:infθ0∈Θ0 ||θ−θ0||>
Q(θ, β0;W ) > δ. (A.3)
The uniform convergence is implied by the continuity of gie on the compact set Θ × B,
βˆ →p β0 and Wn →p W . The global identification condition is implied by the definition
of Θ0, the continuity of Q(·, β0,W ) and the compactness of Θ. Using those two results, we
12
have for any  > 0,
Pr(||θˆn − θn|| > ) ≤ Pr(Q(θˆn, β0;W ) > δ)
= Pr(Q(θˆn, β0;W )−Q(θˆn, βˆ; Wˆ )
+Q(θˆn, βˆ; Wˆ )−Q(θn, βˆ; Wˆ )
+Q(θn, βˆ; Wˆ )−Q(θn, β0;W ) > δ)
≤ Pr( sup
θ∈Θ:gie(θ)≥0
|Q(θ, β0;W )−Q(θ, βˆ; Wˆ )| > δ) → 0,
where the first inequality holds by the second result in (A.3), the equality holds by adding
and subtracting terms and by Q(θn, β0,W ) = 0, the second inequality holds by Q(θˆn, βˆ, Wˆ ) ≤
Q(θn, βˆ, Wˆ ) and the convergence holds by the first result in (A.3). Thus, the result of Step
1 is shown.
In step (2), θ corresponds to y in Lemma A.1, {θ ∈ Θ : gie(θ) ≥ 0} corresponds to Y ,
(β, α) corresponds to x, and an arbitrary open set containing B ×A corresponds to X , and
ge(θ, β) − α corresponds to f(x, y). The set {θ ∈ Θ : gie(θ) ≥ 0} is compact because Θ is
compact and gie is continuous. The function ge(θ, β)−α is continuously differentiable because
ge is continuously differentiable. The Jacobian ∂(ge(θ, β) − α)/∂θ′ = ∂ge(θ, β)/∂θ′ has full
row-rank by assumption. Therefore, Lemma A.1 applies and shows that the correspondence
r : {(β, α) ∈ B ×A : r(β, α) 6= ∅} → B is continuous at (β0, 0).
Proof of Theorem 3.1. (a) By the definition of inf, there exists a sequence {θn ∈ Θ0} with
lim inf
n→∞
inf
θ∈Θ0
Pr(θ ∈ CSn) = lim inf
n→∞
Pr(θn ∈ CSn). (A.4)
By the definition of lim inf, there exists a subsequence {un} of {n} such that
lim inf
n→∞
Pr(θn ∈ CSn) = lim
n→∞
Pr(θun ∈ CSun). (A.5)
Because Θ is compact, there is a further subsequence {an} of {un} such that θan → θ0 for
some θ0 ∈ Θ. Because ge and gie are continuous in θ, θ0 ∈ Θ0. We then show that
τanQ(θan , βˆ; Wˆ
∗(θan))→d χ2d2 . (A.6)
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To show this observe that
τ 2anQ(θan , βˆ; Wˆ
∗(θan))
= τ 2an [g
e(θan , β0) +G(θan , β˜)(βˆ − β0)]
′
Wˆ ∗(θan)[g
e(θan , β0) +G(θan , β˜)(βˆ − β0)]
= τ 2an(βˆ − β0)
′
G(θan , β˜)
′
Wˆ ∗(θan)G(θan , β˜)(βˆ − β0), (A.7)
where β˜ lies on the line-segment between β0 and βˆ. Then β˜ →p 0. By the continuity of G,
we have G(θan , β˜)→p G(θ0, β0). Similarly, G(θan , βˆ)→p G(θ0, β0). Thus,
[Wˆ ∗(θan)]
−1 ≡ G(θan , βˆ)VˆβG(θan , βˆ)
′ →p G(θ0, β0)VβG(θ0, β0)′ . (A.8)
By the invertibility of G(θ0, β0)
′
VβG(θ0, β0),
Wˆ ∗(θan)→p [G(θ0, β0)VβG(θ0, β0)
′
]−1. (A.9)
Therefore,
τ 2anQ(θan , βˆ, Wˆ
∗(θan))→d Z
′
βG(θ0, β0)
′
[G(θ0, β0)VβG(θ0, β0)
′
]−1G(θ0, β0)Zβ ∼ χ2d2 . (A.10)
This implies that limn→∞ Pr(θan ∈ CSan) = 1− α. Then by the definition of {θan} given at
the beginning of the proof, we have
lim inf
n→∞
inf
θ∈Θ0
Pr(θ ∈ CSn) = 1− α. (A.11)
Analogous arguments can be used to show lim supn→∞ supθ∈Θ0 Pr(θ ∈ CSn) = 1− α.
(b) There exists a possibly random sequence {θn ∈ Θ0} such that
sup
θ∈Θ0
τ 2anQ(θ, βˆ, Wˆ
∗(θ)) = τ 2anQ(θn, βˆ, Wˆ
∗(θn)) + op(1). (A.12)
Like in (A.7), we can write
τ 2anQ(θn, βˆ, Wˆ
∗(θn)) = τ 2an(βˆ − β0)
′
G(θn, β˜)
′
Wˆ ∗(θn)G(θn, β˜)(βˆ − β0). (A.13)
BecauseG(θ, β) is continuous on the compact space Θ×B, G(θ, β) is uniformly continuous
on Θ× B. Thus,
sup
θ∈Θ0
||G(θ, β˜)−G(θ, β0)|| →p 0 and sup
θ∈Θ0
||G(θ, βˆ)−G(θ, β0)|| →p 0. (A.14)
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Let θ0 be an arbitrary point in Θ0. By the additional assumption that G(θ1, β0) =
G(θ2, β0) for all θ1, θ2 ∈ Θ0, and (A.14), for any random sequence {θn ∈ Θ0},
[G(θn, β˜)
′
Wˆ ∗(θn)G(θn, β˜)]→p G(θ0, β0)′ [G(θ0, β0)VβG(θ0, β0)′ ]−1G(θ0, β0). (A.15)
Therefore,
τ 2anQ(θn, βˆ, Wˆ
∗(θn))→d Z ′βG(θ0, β0)
′
[G(θ0, β0)VβG(θ0, β0)
′
]−1G(θ0, β0)Zβ ∼ χ2d2 . (A.16)
Combining this with (A.12), we get
Pr(Θˆn ⊆ CSn) = Pr( sup
θ∈Θ0
τ 2anQ(θ, βˆ, Wˆ
∗(θ)) ≤ χ2d2(1− α))
= Pr(τ 2anQ(θn, βˆ, Wˆ
∗(θn)) + op(1) ≤ χ2d2(1− α))
→ Pr(χ2d2 ≤ χ2d2(1− α)) = 1− α. (A.17)
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