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INVARIANT METRICS ON CENTRAL EXTENSIONS OF
QUADRATIC LIE ALGEBRAS
R. GARCI´A-DELGADO(A)(B), G. SALGADO(C), O.A. SA´NCHEZ-VALENZUELA(D)
Abstract. A quadratic Lie algebra is a Lie algebra endowed with a symmet-
ric, invariant and non degenerate bilinear form; such a bilinear form is called
an invariant metric. The aim of this work is to describe the general structure of
those central extensions of quadratic Lie algebras which in turn have invariant
metrics. The structure is such that the central extensions can be described
algebraically in terms of the original quadratic Lie algebra, and geometrically
in terms of the direct sum decompositions that the invariant metrics involved
give rise to.
Introduction
A Lie algebra has invariant orthogonal geometry if it comes equipped with a sym-
metric, bilinear, non-degenerate form satisfying, B(x, [y, z]) = B([x, y], z). Such
a Lie algebra is called quadratic. It is indecomposable if cannot be written as an
orthogonal direct sum of two non-trivial quadratic ideals.
In the early 80’s, V. Kac posed in [8] two problems. The first problem asks for
extending a given quadratic Lie algebra, to another which is also quadratic and
has a one-dimensional minimal central ideal. The second problem asks for proving
that any solvable indecomposable Lie algebra is such an extension; actually, a
codimension-2 extension of a quadratic solvable Lie algebra. Such extensions have
been referred to in the literature as double extensions (see [3] and [6]). In fact,
a double extension is a semidirect product of two Lie algebras, one of which is a
central extension of a quadratic Lie algebra.
An important goal that motivated this work was to address the following inverse
problem in general: given a quadratic Lie algebra G having a subspace g that
admits itself a structure of a quadratic Lie algebra whose invariant metric is not
the restriction of the invariant metric on G, is it true that G is an extension of g?
We have obtained a specific answer to this question in Theorem 3.3.
There is another relationship between central extensions and quadratic Lie algebras.
Consider a 2-step nilpotent quadratic Lie algebra G; that is, [G, [G,G]] = {0}. Let
g be a subspace complementary to [G,G] in G: Thus, G = g ⊕ [G,G]. We may
consider g as an Abelian Lie algebra, such that the projection πg : G→ g onto g, is
a Lie algebra epimorphism with kernel [G,G]G. Since g is Abelian, any symmetric,
non-degenerate bilinear form defined on it, is an invariant metric. Therefore, the
quadratic Lie algebra G is a central extension of the Abelian quadratic Lie algebra
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g (see [10] for other important structure theorems about 2-step nilpotent quadratic
Lie algebras). One of the problems addressed in this work is to understand the
structure of central extensions G of a non-Abelian quadratic Lie algebra g, which
are themselves quadratic.
On the other hand, when we think of quadratic Lie algebras, semisimple Lie algebras
appear as immediate examples. Central extensions of semisimple Lie algebras can
then be approached within Levi’s decomposition theorem. Then, the corresponding
short exact sequence 0 → RadG → G → g → 0 always splits and in particular,
the structure of a central extension G of g carrying an invariant metric can be
easily understood in terms of orthogonal decomposition, as the metric coincides
up to a scalar factor with the corresponding Cartan-Killing form on each of the
simple summands of g. The question of what happens when g is quadratic but not
necessarily semisimple is also addressed in this work. Thus, we aim to advance our
understanding of the structure of central extensions of quadratic Lie algebras in
general.
It is worth noting that central extensions h of non-semisimple quadratic Lie algebras
g play an important first-step role in our understanding of the general problem
addressed in this work. It has been proved in [12], that a derivation D defined
on a one-dimensional central extension h = g ⊕ c, of a Lie algebra g admitting
an invariant metric, yields an extension G = h ⊕ FD which can be made into a
quadratic Lie algebra whenever D acts trivially on c (see Theorem 3.2 in [12]).
This work is organized as follows. In §1 we recall the basic definitions, set up the
notation and quote some classical results that will be used throughout this work.
In §2, we explore in detail the structure of the central extensions of quadratic Lie
algebras under the assumption that these extensions admit an invariant metric.
We state a proposition that gives necessary and sufficient conditions to determine
whether or not the kernel of a central extension is non-degenerate (Proposition
2.7). Then §2 is closed with a proposition that reduces the general problem to
the understanding of two extreme cases corresponding to the following situations:
either the kernel of the extension is a non-degenerate ideal, or it is an isotropic
ideal. The non-trivial case is when the kernel of the central extension is isotropic.
For that, we then introduce in §3 a construction called double central extension
inspired in the generalized double extensions of Bajo and Benayadi (see [1]). A
proposition is proved that gives necessary and sufficient conditions for a central
extension of a quadratic Lie algebra, admitting an invariant metric with isotropic
kernel, to be such a double central extension (Propostion 3.1). Then, §3 is
closed with a theorem that describes the relationship between the algebraic and
the geometric structures of a central extension (Theorem 3.3). Finally, we prove
that any quadratic Lie algebra obtained as a central extension by a 1-dimensional
or by a 2-dimensional kernel, always splits (Proposition 3.7), and we provide
examples of extensions by r-dimensional ideals (r ≥ 3), that do not split (see
Example 2.18).
1. Basic definitions
All the Lie algebras considered on this paper are finite dimensional over an alge-
braically closed field F of zero characteristic.
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Definition 1.1. A Lie algebra over F, is a pair consisting of an F-vector space
g, and a skew-symmetric bilinear map [ · , · ] : g × g → g, satisfying the Jacobi
identity:
[x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0, ∀x, y, z ∈ g.
The element [x, y] ∈ g is referred to as the Lie bracket of x and y in g. Most of the
time we shall write [ · , · ]g, since different Lie algebras will appear.
We shall adhere ourselves to the standard convention of writing,
C(g) = {z ∈ g | [z, x]g = 0, for all x ∈ g },
for the center of the Lie algebra (g, [·, ·]g).
The derived central series of a Lie algebra (g, [·, ·]g) is defined by,
C1(g) = C(g); Ck(g) = π
−1
k−1C(g/Ck−1(g)), k ≥ 1,
where πk−1 : g→ g/Ck−1(g) is the corresponding canonical projection.
The descending central series of a Lie algebra (g, [·, ·]g) is defined by,
g0 = g; gℓ = [g, gℓ−1], ℓ ≥ 1.
The Lie algebra (g, [·, ·]g) is nilpotent if g
n = {0} for some n ∈ N. If gn = {0},
with gn−1 6= {0}, one says that (g, [·, ·]g) is an n-step nilpotent Lie algebra.
Definition 1.2. Let (g, [·, ·]g) be a Lie algebra over F. An invariant metric in
(g, [·, ·]g) is a non-degenerate, symmetric, bilinear form Bg : g × g → F, satisfying
Bg(x, [y, z]g) = Bg([x, y]g, z) for all x, y, z ∈ g. One usually refers to this property
as the g-invariance of Bg, and say that Bg is g-invariant or simply invariant
for short. A quadratic Lie algebra is a triple (g, [·, ·], Bg) where Bg is an invariant
metric in (g, [·, ·]g). We shall occassionally say that Bg is an invariant metric in g.
Two quadratic Lie algebras (g, [·, ·]g, Bg) and (h, [·, ·]h, Bh) are isometric if there
exists an isomorphism of Lie algebras ψ : (g, [·, ·]g)→ (h, [·, ·]h), such thatBg(x, y) =
Bh(ψ(x), ψ(y)), for all x, y ∈ g. The linear map ψ : g→ h is called an isometry.
We recall that for any non-degenerate and bilinear form Bg defined on a vector
space g, we may define a linear map B♭g : g → g
∗, into the dual vector space g∗,
by means of B♭g(x) (z) = Bg(x, z) for all z ∈ g, and each x ∈ g. When g is a Lie
algebra and Bg is an invariant metric on it, B
♭
g : g→ g
∗ is actually an isomorphism
that intertwines the adjoint action of g in g with the coadjoint action of g in g∗;
that is,
B♭g(ad(x)(y)) (z) = (ad(x)
∗B♭g(y)) (z),
where ad(x)∗(θ) = −θ ◦ ad(x), for any θ ∈ g∗.
Definition 1.3. For any Lie algebra (g, [·, ·]g), we shall denote by Γ(g) the vector
subspace of End(g) consisting of those linear maps that commute with the adjoint
action; that is,
Γ(g) = {T ∈ End(g) | T ([x, y]g) = [T (x), y]g, ∀x, y ∈ g}.
Using the skew-symmetry of the Lie bracket, it is easy to see that T ([x, y]g) =
[T (x), y]g also implies that T ([x, y]g) = [x, T (y)]g.
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Following [13] we shall refer to any linear map T ∈ Γ(g) as a centroid. In partic-
ular, for quadratic Lie algebras, the self-adjoint centroids with respect to a given
invariant metric will play an important role in this work. Thus, we introduce a
special notation for them; namely, if Bg : g× g→ F is an invariant metric on g, we
define the following subspace of Γ(g):
ΓBg(g) = {T ∈ Γ(g) | Bg(Tx, y) = Bg(x, T y), ∀x, y ∈ g}.
Moreover, we shall denote by Γ0Bg(g) the set of invertible self-adjoint centroids in
g; that is,
Γ0Bg(g) = ΓBg(g) ∩GL(g).
Note. Given an invariant metric Bg in g, we shall refer to the self-adjoint linear
operators in g as Bg-symmetric maps. Furthermore, fixing a given Bg, a bilinear
form B¯ in g yields an invariant metric in (g, [·, ·]g) if and only if there is a T ∈ Γ
0
Bg
(g)
such that B¯(x, y) = Bg(T (x), y) for all x, y ∈ g.
1.1. Central extensions of Lie Algebras. Central extensions on Lie algebras
are defined as follows:
Definition 1.4. Let (g, [·, ·]g) be a Lie algebra and let V be a vector space. The
function θ : g× g→ V is a 2-cocycle of g with values on V if
• θ is bilinear and skew-symmetric,
• For all x, y, z ∈ g,
θ(x, [y, z]g) + θ(y, [z, x]g) + θ(z, [x, y]g) = 0.
The vector space of 2-cocycles of (g, [·, ·]g) with values on V is denoted by Z
2(g, V ).
A 2-coboundary is a 2-cocycle θ for which there exists a linear map τ : g →
V , satisfying θ(x, y) = τ([x, y]g), for all x, y ∈ g. The vector space of the 2-
coboundaries is usually denoted by B2(g, V ).
Definition 1.5. Let (g, [·, ·]g) be a Lie algebra, let V be a vector space and let
θ ∈ Z2(g, V ) be a 2−cocycle. In the vector space G = g ⊕ V , we define a Lie
bracket [·, ·]G by,
(1) [x+ u, y + v]G = [x, y]g + θ(x, y),
for all x, y ∈ g, and u, v ∈ V . We observe that V is an ideal of (G, [·, ·]G) contained
in the center of G.
If ι : V → G is the inclusion map and πg : G → g is the projection onto g, then
there exists a short exact sequence of Lie algebras:
(2)
ι πg
0 → V → G → g → 0.
The Lie algebra (G, [·, ·]G) is the central extension of (g, [·, ·]g) by V associated
to the 2-cocylce θ. The ideal V is the kernel of the extension, and dimF V is
the dimension of the extension.
Definition 1.6. The short exact sequence (2) splits if there exists a Lie algebra
morphism, α : (g, [·, ·]g)→ (G, [·, ·]G), such that, πg ◦ α = Idg.
In a central extension (G, [·, ·]G), it is not necessarily true that g is an ideal. It is,
however, under the conditions given by the following:
Proposition 1.7 ([4]). The following statements are equivalent:
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(i) The short exact sequence (2), splits.
(ii) There exists a linear map τ : g→ V , such that, θ(x, y) = τ([x, y]g), for all
x, y ∈ g, where θ is the 2-cocycle of the extension.
(iii) There exists a Lie algebra isomorphism Ψ : (G, [·, ·]G)→ (g, [·, ·]g)⊕V , such
that Ψ|V = IdV .
(iv) There exists an ideal h of (G, [·, ·]G), such that, (G, [·, ·]G) = (h, [·, ·]G|h×h)⊕
V , where (h, [·, ·]G|h×h) is isomorphic to (g, [·, ·]g).
1.2. Skew-symmetric derivations of Quadratic Lie algebras.
Definition 1.8. Let (g, [·, ·]g) be a Lie algebra. A linear map D ∈ EndF(g) is a
derivation of (g, [·, ·]g), if it satisfies the Leibniz rule:
D([x, y]g) = [D(x), y]g + [x,D(y)]g, ∀x, y ∈ g.
The vector space of all the derivations of a Lie algebra (g, [·, ·]g), is denoted by
Der g.
Definition 1.9. Let (g, [·, ·]g, Bg) be a quadratic Lie algebra. We shall say that
a linear map D ∈ EndF(g) is Bg-skew-symmetric if it satisfies Bg(D(x), y) =
−Bg(x,D(y)), for all x, y ∈ g. The vector space of Bg-skew-symmetric linear maps
is denoted by o(Bg).
There is a relationship between the vector space of 2-cocycles and the vector space
of the Bg-skew-symmetric derivations of a quadratic Lie algebra which we now
describe. Let (g, [·, ·]g, Bg) be a quadratic Lie algebra and let V be an r-dimensional
vector space. Let D1, . . . , Dr ∈ Der g be Bg-skew-symmetric derivations and let
{v1, . . . , vr} be a basis of V . Let θ : g × g → V be the bilinear map defined by
θ(x, y) =
r∑
i=1
Bg(Di(x), y)vi, for all x, y ∈ g. Then, θ is a 2-cocycle of (g, [·, ·]g) with
values on V .
Conversely, let θ : g × g → V be a 2-cocycle and let {v1, . . . , vr} be a basis of V .
For each pair of elements x, y ∈ g, there are scalars α1(x, y), . . . , αr(x, y) ∈ F such
that θ(x, y) = α1(x, y)v1 + · · · + αr(x, y)vr . For i = 1, . . . , r, we define the linear
maps αi(x) : g→ F, y 7→ αi(x, y). Then, there is an element Di(x) ∈ g, depending
only on x, such that αi(x) = B
♭
g(Di(x)), for i = 1, . . . , r. The 2−cocycle properties
imply that D1, . . . , Dr are Bg-skew-symmetric derivations of (g, [·, ·]g, Bg). Thus,
Proposition 1.10. Let (g, [·, ·]g, Bg) be a quadratic Lie algebra and let V be an
r-dimensional vector space. Then, the space of 2-cocycles Z2(g, V ) is isomorphic to
the space of r-tuples of Bg-skew-symmetric derivations of (g, [·, ·]g, Bg). Moreover,
a 2-cocycle θ ∈ Z2(g, V ) is a coboundary if and only if there are a1, . . . , ar ∈ g such
that Di = adg(ai) (1 ≤ i ≤ r).
2. Central extensions of quadratic Lie algebras
Remark 2.1. From this point on, we shall assume that (G, [·, ·]G) is a central
extension of a given quadratic Lie algebra (g, [·, ·]g) by an r-dimensional vector
space V , and that (G, [·, ·]G) admits an invariant metric. These are the hypotheses
of the following two technical results (Lemmas 2.2 and 2.4):
Lema 2.2. There exist linear maps h : G→ g and k : g→ G such that
(i) h ◦ k = Idg.
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(ii) BG(x + v, y) = Bg(h(x + v), y) and Bg(x, y) = BG(k(x), y + v) for all
x, y ∈ g and v ∈ V .
(iii) Kerh = g⊥ and Im k = V ⊥.
(iv) G = Kerh⊕ Im k.
(v) k([x, y]g) = [k(x), y]G, for all x, y ∈ g.
Proof. Let ι : g → G be the inclusion map and let ι∗ : G∗ → g∗ be its dual map.
Since ι∗(B♭G(G)) ⊆ B
♭
g(g) = g
∗, it follows that for each x ∈ G, there exists a unique
h(x) ∈ g, such that, ι∗(B♭G(x)) = B
♭
g(h(x)). It is immediate to verify that the
assignment h : G → g is linear. Since Bg is non-degenerate, it also follows that
Kerh = g⊥.
Let πg : G→ g be the linear projection onto g and let π
∗
g : g
∗ → G∗ be its dual map.
Using a similar argument for πg as we used before for ι, we conclude that there exists
a linear map k : g → G, such that for each x ∈ g, π∗g(B
♭
g(x)) = B
♭
G(k(x)). Since
π∗g(B
♭
g(x)) ∈ Ann(V ) = {α ∈ G
∗ |α(v) = 0, ∀v ∈ V }, it follows that Im k ⊆ V ⊥.
Now let x, y ∈ g. Then Bg(x, y) = BG(k(x), y) = Bg(h(k(x)), y), and therefore,
h ◦ k = Idg. In particular, h : G → g is surjective and k : g → G is injective. Now
h ◦ k = Idg implies that G = Kerh ⊕ Im k. We may now prove that V
⊥ ⊆ Im k.
Take y ∈ V ⊥ and write y = x + k(z) for some x ∈ Kerh and z ∈ g. Clearly
BG(x + k(z), v) = 0, for any v ∈ V . But Im k ⊆ V
⊥ implies BG(x, v) = 0 for the
given x ∈ Kerh = g⊥, and any v ∈ V . Since BG is non-degenerate, this makes
x = 0, and hence y = k(z).
Since, V ⊥ = Im k, it follows that Im k is an ideal of (G, [·, ·]G). So, for each pair
x, y ∈ g, there exists a unique element z ∈ g such that [k(x), y]G = k(z). Using
the invariance and non-degeneracy of both Bg and BG, together with the fact that
h ◦ k = Idg, one concludes that z = [x, y]g. Indeed, for any x
′ ∈ g we have, on the
one hand,
BG([k(x), y]G, x
′) = BG(k(x), [y, x
′]G) = BG(k(x), [y, x
′]g)
= Bg(h(k(x)), [y, x
′]g) = Bg([x, y]g, x
′).
On the other hand, BG([k(x), y]G, x
′) = BG(k(z), x
′) = Bg(h(k(z)), x
′) = Bg(z, x
′).
Therefore z = [x, y]g as claimed, and k([x, y]g) = [k(x), y]G for all x, y ∈ g. 
Remark 2.3. The linear maps h : G → g and k : g → G can be easily described
in terms of the maps B♯G : G
∗ → G and B♯g : g
∗ → g which are inverses to
B♭G : G
∗ → G and B♭g : g
∗ → g, respectively. In general, for any non-degenerate,
bilinear, symmetric form Bg : g× g→ F, the map B
♯
g : g
∗ → g is defined in such a
way that for any θ ∈ g∗, B♯g(θ) is the unique vector in g that satisfies the identity,
Bg(B
♯
g(θ), x) = θ(x), ∀x ∈ g.
Then,
h = B♯g ◦ ι
∗ ◦ B♭G, and k = B
♯
G ◦ π
∗
g ◦ B
♭
g,
which are equivalent forms of the properties, π∗g(B
♭
g(x)) = B
♭
G(k(x)) and ι
∗(B♭G(x)) =
B♭g(h(x)), respectively, from the statement of the Lemma above. On the other hand,
observe that the existence of the linear maps h : G → g and k : g → G is inde-
pendent of the Lie structure of (g, [·, ·]g) and the central extension (G, [·, ·]G) and
their existence depends only of the non-degenerancy and symmetric properties of
the bilinear forms Bg and BG.
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Now, let θ : g × g → V be the 2-cocycle associated to a central extension G of
g by V . Each basis {v1, . . . , vr} of V , gives rise to r, Bg-skew-symmetric deriva-
tions D1, . . .Dr ∈ Der g, through θ(x, y) =
r∑
i=1
Bg(Di(x), y)vi, for all x, y ∈ g (see
Propostition 1.10). Thus, the Lie bracket [·, ·]G, can be written as:
(3) [x+ u, y + v]G = [x, y]g +
r∑
i=1
Bg(Di(x), y)vi, ∀x, y ∈ g, ∀u, v ∈ V.
Lema 2.4. Let {v1, . . . , vr} be a basis of V for which the 2-cocycle θ : g× g → V
yields the Lie bracket [ · , · ]G given in (3) for the corresponding central extension
G of g by V . There is a basis {ai + wi | ai ∈ g, wi ∈ V, 1 ≤ i ≤ r} of g
⊥ in G, a
Bg-symmetric map T ∈ Γ(g) and a linear map ρ : G→ Der g ∩ o(Bg), such that:
(i) BG(ai + wi, vj) = δij.
(ii) KerT ⊆ C(g).
(iii) h([x, [y, z]G]G) = [x, h([y, z]G)]g for all x ∈ g and for all y, z ∈ G.
(iv) ρ([x, y]g) = ρ(x) ◦ T ◦ ρ(y)− ρ(y) ◦ T ◦ ρ(x) for all x, y ∈ g and ρ(ai) = Di
for all 1 ≤ i ≤ r.
(v) KerDi = {x ∈ g | [ai, x]G = 0}, for all 1 ≤ i ≤ r.
(vi) x = T ◦ h(x+ v) +
r∑
i=1
BG(x + v, vi)ai, for all x ∈ g, and for all v ∈ V .
(vii) T ◦ρ(x) = ρ(x)◦T = adg(x), for all x ∈ g. In particular, T ◦Di = Di ◦T =
adg(ai), for all 1 ≤ i ≤ r.
(viii) gℓ ⊆ ImT ℓ and KerT ℓ ⊆ Cℓ(g) for all ℓ ∈ N.
(ix) If T 6= 0 and Ker(D1) = · · · = Ker(Dr), then each Bg-skew-symmetric
derivation Di is inner.
Proof. (i) Since g⊥ = Kerh ⊂ G, we may define a linear map ϕ : Kerh → V ∗
through, ϕ(x)(v) = BG(x, v) for all x ∈ Kerh and v ∈ V . Lemma 2.2.(iv) says
that dimFKerh = dimF V
∗ and since BG is non-degenerate, it follows that ϕ is
actually an isomorphism. Therefore there exists a basis {a1 + w1, . . . , ar + wr} of
g⊥, such that BG(ai + wi, vj) = ϕ(ai + wi)(vj) = δij , as in the statement.
(ii) Let us consider the linear map k : g → G of Lemma 2.2. There are linear
maps, T : g → g and R : g → V , such that, k(x) = T (x) + R(x), for all x ∈ g. It
is obvious that T = πg ◦ k. By Lemma 2.2.(v), it follows that T ([x, y]g) = [Tx, y]g,
for all x, y ∈ g. On the other hand, by Lemma 2.2.(ii), we get for any x, y ∈ g that,
Bg(T (x), y) = BG(T (x), k(y)) = BG(k(x), k(y)). In the same way, Bg(x, T (y)) =
BG(k(x), T (y)) = BG(k(x), k(y)). Therefore, T is an adg-equivariant map which is
Bg-symmetric; ie, T ∈ ΓBg(g).
Now, let x ∈ KerT . Then, k([x, g]g) = [k(x), g]G = {0}, since k(x) ∈ C(G). But k
is injective (Lemma 2.2.(i)), thus x ∈ C(g). So, KerT ⊆ C(g).
(iii) The linear map k : g→ G of Lemma 2.2 has been seen to satisfy k([x, y]g) =
[k(x), y]G for all x, y ∈ g. It is natural to expect a similar property to hold true for
the linear map h : G→ g. This is precisely the property given in the statement. In
order to prove it, we are going to use the Lie bracket expression (3) together with
the invariance and non-degeneracy of both Bg and BG. Let x ∈ G and let y, z ∈ g.
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Then, by Lemma 2.2.(ii) and (3), it follows:
Bg(h([x, y]G), z) = BG([x, y]G, z) = BG(x, [y, z]G)
= BG(x, [y, z]g) +
r∑
i=1
Bg(Di(y), z)BG(x, vi)
= Bg(h(x), [y, z]g) +Bg
( r∑
i=1
BG(x, vi)Di(y), z
)
= Bg
(
[h(x), y]g +
r∑
i=1
BG(x, vi)Di(y), z
)
.
Whence,
(4) h([x, y]G) = [h(x), y]g +
r∑
i=1
BG(x, vi)Di(y).
We exchange the roles of x and y in this expression, and use the skew-symmetry of
the Lie brackets in g and G to conclude that,
(5) h([x, y]G) = [x, h(y)]g −
r∑
i=1
BG(y, vi)Di(x), ∀x ∈ g, ∀y ∈ G.
We may now rewrite this expression in terms of y′ = [y, z]G ∈ G rather than y ∈ G,
and then use the invariance of BG together with the fact that the vi’s lie in the
center of G to conclude that,
(6) h([x, [y, z]G]G) = [x, h([y, z]G)]g, ∀x ∈ g, ∀y, z ∈ G.
(iv) The invariance of BG implies that [G,G]G ⊆ V
⊥ = Im k. Thus, for each pair
x, y ∈ G, there exists an unique element [x, y]∆ ∈ g such that [x, y]G = k([x, y]∆).
Lemma 2.2.(i) says that h ◦ k = Idg, so [x, y]∆ = h([x, y]G), for all x, y ∈ G. Thus
[·, ·]∆ is a bilinear, skew-symmetric map on G with values in g and [V,G]∆ = 0. By
(4) and the statement (i) above, it follows that [ai+wi, x]∆ = [ai, x]∆ = Di(x), for
all x ∈ g and for all 1 ≤ i ≤ r.
Now, the skew-symmetric map [·, ·]∆ induces a linear map ρ : G → Der g ∩ o(Bg).
It is given by ρ(x)(y) = [x, y]∆ = h([x, y]G), for all x ∈ G and y ∈ g. Indeed, using
the adjoint representation adG : G→ DerG, and the expressions (4) and (6) above,
we get,
ρ(x)([y, z]g) = h([x, [y, z]g]G) = h([x, [y, z]G]G) = h([[x, y]G, z]G) + h([y, [x, z]G]G)
= [h([x, y]G), z]g + [y, h([x, z]G)]g = [ρ(x)(y), z]g + [y, ρ(x)(z)]g.
On the other hand, notice that, Bg(ρ(x)(y), z) = BG([x, y]G, z) = −BG(y, [x, z]G) =
−Bg(y, ρ(x)(z)). Therefore, Im ρ is contained in Der(g) ∩ o(Bg). In particular, we
may take Di = ρ(ai), for all 1 ≤ i ≤ r. We shall now prove that,
(7) ρ([x, y]g) = ρ(x) ◦ T ◦ ρ(y)− ρ(y) ◦ T ◦ ρ(x), ∀x, y ∈ g.
For that, let us observe that by Lemma 2.2.(i)-(v), we have,
(8) [x, T (y)]∆ = h([x, T (y)]G) = h([x, k(y)]G) = [x, y]g, ∀x, y ∈ g.
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In order to prove (7), we also need the Leibniz rule for adG and expression (5).
Indeed, let x, y, z ∈ g. Then,
ρ([x, y]g)(z) = h([[x, y]g, z]G) = h([[x, y]G, z]G) = h([x, [y, z]G]G)− h([y, [x, z]G]G)
= [x, [y, z]∆]g − [y, [x, z]∆]g = [x, T ([y, z]∆)]∆ − [y, T ([x, z]∆)]∆
= ρ(x) ◦ T ◦ ρ(y)(z)− ρ(x) ◦ T ◦ ρ(y)(z),
and our claim follows.
It is not difficult to verify that the space of derivations Der g, with the bracket
[D,D′]T = D ◦ T ◦D
′ −D′ ◦ T ◦D, is a Lie algebra. Then, ρ|g : g→ Der g∩ o(Bg)
is a Lie algebra morphism between (g, [·, ·]g) and (Der g ∩ o(Bg), [·, ·]T ).
(v) From (iv), we get [ai, x]G = k(ρ(ai)(x)) = k(Di(x)). Since k is injective, it
follows that KerDi = {x ∈ g | [ai, x]G = 0}, 1 ≤ i ≤ r.
(vi) Since Bg is non-degenerate, there are elements a
′
1, . . . , a
′
r ∈ g, such that, R(x) =
r∑
i=1
Bg(a
′
i, x)vi, for all x ∈ g. So, the linear map k : g→ G, can be written as:
(9) k(x) = T (x) +
r∑
i=1
Bg(a
′
i, x)vi, ∀x ∈ g.
We now want to show that a′i = ai for all 1 ≤ i ≤ r. Note first that, for any pair
x, y ∈ g,
Bg(x, y) = BG(k(x), y) = BG(T (x), y) +BG(R(x), y)
= Bg(T (x), h(y)) +
r∑
i=1
Bg(a
′
i, x)BG(vi, y)
= Bg
(
x, T ◦ h(y) +
r∑
i=1
BG(vi, y)a
′
i
)
Since Bg is non-degenerate, it follows that y = T ◦ h(y) +
r∑
i=1
BG(y, vi)a
′
i, for all
y ∈ g. Let x ∈ g and v ∈ V . Using the Lemma 2.2(i)-(ii) and the fact that
BG(k(x), v) = 0, we deduce that T ◦ h(v) = −
r∑
i=1
BG(vi, v)a
′
i, for any v ∈ V . So,
we get,
(10) x = T ◦ h(x+ v) +
r∑
i=1
BG(x + v, vi)a
′
i, ∀x ∈ g, ∀v ∈ V.
By letting x = aj and v = wj , it follows that aj = a
′
j , for all 1 ≤ j ≤ r.
(vii) Let x, y ∈ g. Then, by (8), we get ρ(x)(T (y)) = [x, y]g. Thus ρ(x)◦T = adg(x)
for each x ∈ g; in particular Di ◦ T = adg(ai), for 1 ≤ i ≤ r. Using the expression
(10) and the invariance of BG, we get, [x, y]g = T (h[x, y]G) = T ◦ ρ(x)(y), for all
x, y ∈ g. Therefore adg(x) = T ◦ ρ(x) for all x ∈ g; in particular T ◦Di = Di ◦ T =
adg(ai), for all 1 ≤ i ≤ r.
(viii) By (vii), we know that [x, y]g = T (h([x, y]G)), for all x, y ∈ g. Then
[x, [y, z]g]g = [x, T ◦ h([y, z]G)]g = T ([x, h([y, z]g)]g)
= T 2 ◦ h([x, h([y, z]G)]G), ∀x, y, z ∈ g.
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Therefore g2 ⊆ ImT 2. Continuing in this way, we obtain,
[x1, [ , . . . [xℓ, xℓ+1]g . . .]g = T
ℓ ◦ h([x1, [ , . . . , h([xℓ, xℓ+1]G) . . .]G).
for any x1, . . . , xℓ+1 ∈ g. Thus, g
ℓ ⊆ ImT ℓ. Since (gℓ)⊥ = Cℓ(g), and it follows
that KerT ℓ ⊆ Cℓ(g), ∀ ℓ ∈ N.
(ix) Suppose Ker(D1) = · · · = Ker(Dr). We know from (v) that Di(ai) = 0, for
all 1 ≤ i ≤ r; that is, ai ∈ Ker(Di) for all 1 ≤ i ≤ r. The hypothesis allow us to
conculde that Dj(ai) = 0, for all 1 ≤ i, j ≤ r. On the other hand, from (iv), for
each Bg-skew-symmetric derivation Di, we have ρ(ai)(x) = Di(x), and therefore,
Di(x) = h([ai, x]G) = h([ai, x]g) +
r∑
j=1
Bg(Dj(ai), x)h(vj) = h([ai, x]g), ∀x ∈ g.
It follows from (v) that, Ker(Di) = Cg(ai) = {x ∈ g | [ai, x]g = 0}, for all 1 ≤ i ≤ r.
Let x ∈ g be an arbitrary element and let χT = αsx
s+αs−1x
s−1+ ...+α1x+α0 ∈
F[X ] be the characteristic polynomial of T . Then,
0 = χT (T )(Di(x))
= Di(χT (T )(x)) = Di((αsT
s + αs−1T
s−1 + · · ·+ α1T + α0)(x))
= αsDi ◦ T
s(x) + · · ·+ α1Di ◦ T (x) + α0Di(x)
= [αsT
s−1(a) + · · ·+ α1ai, x]g + α0Di(x)
= [χ1(T )(ai), x]g + α0Di(x),
where χ1(T ) = αsx
s−1+. · · ·+α2x+α1 ∈ F[X ]. If α0 6= 0, thenDi = adg(−α
−1
0 χ1(T )(ai)).
If α0 = 0, it follows that χ1(T )(x) ∈ Cg(ai) = KerDi. Thus,
0 = Di(χ1(T )(x)) = Di((αsT
s−1 + · · ·+ α2T + α1)(x))
= αs[T
s−2(ai), x]g + · · ·+ α2[ai, x]g + α1Di(x)
= [χ2(T )(ai), x]g + α1Di(x)
where χ2 = αsx
s−2 + . . . + α3x + α2. If α1 6= 0 then Di = adg(−α
−1
1 χ2(T )(ai)).
If α1 = 0 then χ2(T )(x) ∈ Cg(a) = KerDi. Let j be the minimal positive integer
such that αj 6= 0. Then Di = adg(−α
−1
j χj+1(T )(ai)), where χj+1 = αsx
s−j−1 +
· · ·+ αj+2x+ αj+1 ∈ F[X ]. Therefore, Di is an inner derivation, for each i. 
It is an immediate consequence of (ix) in Lemma 2.4 the following result.
Corollary 2.5. Let (g, [·, ·]g) be a Lie algebra over a field F of zero characteristic.
Let T ∈ Γ(g) be a non-zero centroid and let D ∈ Der(g) such that T ◦D = D ◦ T =
adg(a), for some a ∈ g. If Ker(D) = Cg(a), then D is an inner derivation.
In the next Proposition, we use Fitting’s Lemma (see [7]) to obtain orthogonal
direct sum decompositions for both (G, [·, ·]G, BG) and (g, [·, ·]g, Bg). Besides, these
decompositions would be immediate to obtain if g were a k-invariant subspace,
but in general it is not. Nevertheless, there are conclusions that can be thrown
from the initial data g to produce a natural invariant decomposition of G under an
appropriate extension L of k. Namely,
Proposition 2.6. Let k : g → G be the injective linear map defined in Lemma
2.2, with T = πg ◦ k : g → g as in Lemma 2.4. Let D1, . . . , Dr ∈ Der g be the
Bg-skew-symmetric derivations associated to the 2-cocycle of the central extension.
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There exists a linear map L : G→ G, satisfying L(x+ v) = k(x), for all x ∈ g and
all v ∈ V , and the following additional properties:
(i) KerL = V .
(ii) L ∈ ΓBG(G).
(iii) There exists a positive integer m such that q = ImTm and n = KerTm are
both non-degenerate ideals of (g, [·, ·]g, Bg) and g = q
⊥
⊕ n.
(iv) Both, ImLm+1 and KerLm+1 are non-degenerate ideals of (G, [·, ·]G, BG)
and G = ImLm+1
⊥
⊕KerLm+1.
(v) KerLm+1 = n⊕ V and there exists an invariant metric B¯q on q making it
isometric to ImLm+1.
(vi) Both ideals, q and n, are invariant under the r skew-symmetric derivations
Di which are inner in q for all 1 ≤ i ≤ r.
(vii) gm ⊆ q and n ⊆ Cm(g).
Proof. Let a = Span
F
{a1, . . . , ar}. By (10), we get g = ImT + a, and the non-
degeneracy of Bg implies KerT ∩ a
⊥ = {0}.
(i) From the definition of L and by the fact that k : g → G is injective (Lemma
2.2.(i)), the statement KerL = V is obvious.
(ii) Let x, y ∈ g and u, v ∈ V . Then L([x + u, y + v]G) = k([x, y]g) = [k(x), y]G =
[L(x+ u), y + v]G.
On the other hand,
BG(L(x+ u), y + v) = BG(k(x), y + v) = BG(k(x), y) = Bg(x, y) = BG(x, k(y))
= BG(x+ u, k(y)) = BG(x+ u, L(y + v)), ∀x, y ∈ g, ∀u, v ∈ V.
Therefore L ∈ ΓBG(G).
(iii) By Fitting’s Lemma (see [7]), there exists m ∈ N ∪ {0} such that g =
ImTm ⊕ KerTm, as vector spaces. Let q = ImTm and n = KerTm. We observe
that q and n are both non-degenerate ideals of (g, [·, ·]g, Bg) and g = q
⊥
⊕ n.
(iv) Let x ∈ g, v ∈ V and j ∈ N. We affirm that for all 1 ≤ j < k, Lj(x + v) =
T j(x) +
r∑
i=1
Bg(ai, T
j−1(x))vi, for all x ∈ g and for all v ∈ v. We claim that the
last expression is valid for k ∈ N, k > 1. Let x ∈ g and v ∈ V , then
Lk(x+ v) = Lk(x) = Lk−1(L(x)) = Lk−1(T (x))
= T k−1(T (x)) +
r∑
i=1
Bg(ai, T
k−2(T (x)))vi = T
k(x) +
r∑
i=1
Bg(ai, T
k−1(x))vi.
Let m1 be the minimal positive integer appearing in the Fitting decomposition of
G associated to L. Since L belongs to ΓBG(G), it follows that ImL
m1 and KerLm1
are non-degenerate ideals of (G, [·, ·]G, BG) and G = ImL
m1
⊥
⊕KerLm1 .
We now want to show that m1 = m+ 1, ImL
m1 is isometric to q and Ker(Lm1) =
n ⊕ V . We claim first that m ≤ m1 − 1. Let x ∈ KerT
m1, then Lm1(x) ∈ V .
Whence, Lm1+1(x) = 0, which implies x ∈ KerLm1+1 = KerLm1 , thus Tm1−1(x) ∈
KerT ∩ a⊥ = {0}, so x ∈ KerTm1−1. This proves that KerTm1 = KerTm1−1.
Therefore, ImTm1 = ImTm1−1 and by the minimality of m, we conclude that
m ≤ m1 − 1.
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We shall now prove that m1 ≤ m + 1. If y ∈ ImL
m+1, there exists x ∈ g such
that y = Lm+1(x) = Tm+1(x) +
r∑
i=1
Bg(ai, T
m(x))vi. Then T
m+1(x) ∈ ImTm+1 =
ImTm+2. Therefore, there exists x′ ∈ g, such that Tm+1(x) = Tm+2(x′) and
x − T (x′) ∈ KerTm+1 = KerTm. Thus, Tm(x) = Tm+1(x′). Finally, y can be
written as y = Tm+2(x′) +
r∑
i=1
Bg(ai, T
m+1(x′))vi = L
m+2(x′). This implies that
y ∈ ImLm+2. Whence, ImLm+1 ⊂ ImLm+2 and therefore, ImLm+1 = ImLm+2.
Since L ∈ ΓBG(G), it follows that KerL
m+1 = KerLm+2, so that m1 ≤ m + 1.
Therefore, m1 = m+ 1.
(v) Now, x + v ∈ KerLm+1 implies Tm+1(x) = 0, so x ∈ KerTm+1 = KerTm
and KerLm+1 ⊆ n ⊕ V . On the other hand, if x ∈ KerTm, then Lm(x) ∈ V , so
Lm+1(x) = 0. This proves that KerTm ⊕ V ⊆ KerLm+1. Therefore KerLm+1 =
KerTm ⊕ V .
Let us now consider the restriction σ = T |q : q → q. By Fitting´s Lemma, σ is
invertible. Consider the assignment Λ : q → V ⊥, defined by Λ(x) := k ◦ σ−1(x),
for all x ∈ q. For any x, y ∈ q, we have σ−1([x, y]g) = [σ
−1(x), y]g, so that
Λ([x, y]g) = [Λ(x), y]G = [x, y]G. On the other hand, since V ⊆ C(G), it is clear
that [Λ(x),Λ(y)]G = [x, y]G. Thus, Λ([x, y]g) = [Λ(x),Λ(y)]G for all x, y ∈ q,
which means that Λ : q → V ⊥ is an injective Lie algebra morphism. It only
remains to prove that ImΛ = ImLm+1. Since σ(q) = q and q = n⊥ (as subspaces
of g), Lemma 2.2.(ii) implies that BG(Λ(x), y) = Bg(σ
−1(x), y) = 0, for any
x ∈ q and y ∈ n. Thus, Λ(x) ∈ (n ⊕ V )⊥ = ImLm+1, for all x ∈ q. Therefore,
ImΛ ⊆ ImLm+1. By the direct sum decompositions G = ImLm+1 ⊕ (n ⊕ V ) and
g = q⊕ n, it follows that dimF ImL
m+1 = dimF q. Thus, ImΛ = ImL
m+1 and Λ is
an isomorphism of Lie algebras between q and ImLm+1.
Since q = ImTm, and g = q
⊥
⊕ n, it follows that Bg restricts to a non-degenerate
invariant metric on (q, [·, ·]g|q×q). Moreover, the invertible map σ
−1 ∈ End(q) sat-
isfies Bg(σ
−1(x), y) = Bg(x, σ
−1(y)), for any pair x, y ∈ q and it is adq-equivariant.
Therefore, we define the metric B¯q on q by means of B¯q(x, y) = Bg(σ
−1(x), y), for
all x, y ∈ q, which is in general different from Bq. Since T (σ
−1(y)) = y for all y ∈ q,
it follows that,
BG(Λ(x),Λ(y)) = BG(Λ(x), y) = Bg(σ
−1(x), y) = B¯q(x, y),
for all x, y ∈ q. Therefore, Λ : q→ ImLm+1 is an isometry between (q, [·, ·]g|q×q, B¯q)
and (ImLm+1, [·, ·]G|ImLm+1×ImLm+1 , BG|ImLm+1×ImLm+1).
(vi) By Lemma 2.4.(vii), it follows that both q and n are invariant under the Bg-
skew-symmetric derivations D1, . . . , Dr ∈ Der g. Let us consider the component
pi ∈ q of ai ∈ g; ie, ai = pi + ni, where ni ∈ n, for 1 ≤ i ≤ r. Since σ = T |q is
invertible, there exists qi ∈ q, such that, pi = T (qi), for each 1 ≤ i ≤ r. Let x ∈ q.
Then, there exists a unique y ∈ q, such that x = T (y), and by Lemma 2.4.(vii), we
conclude that, Di(x) = Di(T (y)) = [ai, y]g = [T (qi)+ni, y]g = [qi, T (y)]q = [qi, x]q.
That is, Di|q = adq(qi), for some qi ∈ q.
(vii) By Lemma 2.4.(viii), we have gm ⊆ q and n ⊆ Cm(g). Therefore, n is a
non-degenerate nilpotent ideal of (g, [·, ·]g, Bg). 
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As an application of the results exhibited in the above Lemmas, we state the fol-
lowing criterion to determine the conditions under which V either degenerates or
not.
Proposition 2.7. Let (g, [·, ·]g, Bg) be a quadratic Lie algebra and let V be an r-
dimensional vector space. Let (G, [·, ·]G) be a central extension of (g, [·, ·]g) by V
with D1, . . . , Dr ∈ Der g being the Bg-skew-symmetric derivations associated to the
2-cocycle of the extension. Let T ∈ EndF g be the linear map defined in Lemma
2.4. Suppose there exists an invariant metric BG on (G, [·, ·]G).
(i) T is invertible if and only if V ∩ V ⊥ = {0} ( i.e. V is a non-degenerate
ideal of (G, [·, ·]G, BG)). If T is invertible, it can be used to define an in-
variant metric B¯g on (g, [·, ·]g), through B¯g(x, y) = Bg(T
−1(x), y), making
(G, [·, ·]G, BG) isometric to (g, [·, ·]g, B¯g)
⊥
⊕ (V,BG|V×V ).
(ii) Suppose that at least one of the Bg-skew -symmetric derivations D1, ..., Dr,
associated to the 2-cocycle of the central extension is not inner. Then V ∩
V ⊥ 6= {0} if and only if there exists some m ∈ N, such that, Cm(g) 6= {0},
and,
g = gm
⊥
⊕ Cm(g),
is a direct orthogonal sum of quadratic Lie algebras, with (gm, [·, ·]g|gm×gm)
being a perfect Lie algebra and Cm(g) a nilpotent one.
Proof. (i) If T is invertible then the result follows from Proposition 2.6.(iii), (iv)
and (v). Suppose that V is non-degenerate. Then there exists a basis {v′1, . . . , v
′
r}
of V such that BG(vi, v
′
j) = δij , i, j = 1, . . . , r. It follows from Lemma 2.4.(vi)
that T ◦ h(v′i) = −ai, for all 1 ≤ i ≤ r. By the decomposition g = ImT + a of
Lemma 2.4.(vi), it is trivial that g = ImT , which implies that T is surjective.
By Proposition 2.6.(iii), (iv) and (v), if T is invertible, then (G, [·, ·]G, BG) is
isometric to the orthogonal direct sum of (g, [·, ·]g, B¯g) and (V,BG|V×V ).
(ii) According of the hypotheses of the statement, we assume that at least one
of the Bg-skew-symmetric derivations Di is not inner. We claim that there are
x1, . . . , xr ∈ g such that ∩
r
i=1Ker(Di − adg(xi)) = {0}. Indeed, for each Di, 1 ≤
i ≤ r, we define the following family of subalgebras of (g, [·, ·]g):
Fi = {S ⊂ g |S 6= {0} is a subalgebra and Di|S = adg(x)|S , for some x ∈ g}.
If Fi is empty, then Ker(Di) = {0}. In fact, assuming that Ker(Di) 6= 0, we may
choose a non-zero x ∈ Ker(Di). Obviously, Di(x) = [x, x]g = 0, and F x ∈ Fi. On
the other hand, if Ker(Di) = 0, for some i, it is obvious that ∩
r
j=1(Ker(Dj)) =
{0}. Thus, we assume that Fi is non-empty for all i. Let Si ∈ Fi be a minimal
subalgebra. By the definition of Si, there exists a non-zero xi ∈ g, such that
Di|Si = adg(xi)|Si , for all 1 ≤ i ≤ r. Now, for each i, define D
′
i = Di − adg(xi).
Clearly, Ker(D′i) = Si, and D
′
i is still a Bg-skew-symmetric derivation of g. Let
S = ∩ri=1Ker(D
′
i). Choose some x ∈ S. Then, Di(x) = [xi, x]g for all 1 ≤ i ≤ r.
Since S ⊂ Si, for all i, the minimality property of Si implies that either S = {0}
or S = Si, for all 1 ≤ i ≤ r. Suppose S = Si for all i. By Proposition 1.7
and Proposition 1.10, the 2-cocycle θ associated to the Di’s is equivalent to the
2-cocycle θ′ associated to the D′i’s, in the sense of the central extensions arising
from these 2-cocycles are naturally isomorphic. Let [·, ·]′G be the Lie bracket on
G = g ⊕ V , associated to the the cocycle θ′ Therefore, there exists an invariant
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metric B′G in (G, [·, ·]
′
G), induced by BG, for which the quadratic Lie algebras
(G, [·, ·]G, BG) and (G, [·, ·]
′
G, B
′
G) are isometric. Now, by Lemma 2.2.(ii), there
exists a linear map k′ : g → G, such that Bg(x, y) = B
′
G(k
′(x), y), for all x, y ∈ g.
Let T ′ = πg ◦ k
′ : g → g be the self-adjoint centroid appearing in Lemma 2.4.
Then, Lemma 2.4.(viii) implies that there exist elements a′′i , 1 ≤ i ≤ r, such that
T ′ ◦ D′i = D
′
i ◦ T
′ = adg(a
′′
i ). If T
′ 6= 0, then Lemma 2.4.(ix) implies that all
the D′i’s are inner derivations, because Ker(D
′
1) = · · · = Ker(D
′
r). Consequently,
each Di is itself inner, which contradicts our assumption. On the other hand, if
T ′ = 0, then k′([x, y]g) = 0, for all x, y ∈ g. Since k
′ is injective (Lemma 2.2.(i)),
it follows that (g, [·, ·]g) is Abelian and D
′
i = Di, for each i. Since Di(ai) = 0, for
all i, then Di(aj) = 0, for all i, j, because Ker(D1) = . . . = Ker(Dr). Thus,
Dj(x) = h([aj , x]G) =
r∑
i=1
Bg(Di(aj), x)h(vi) = 0, ∀x ∈ g, ∀1 ≤ j ≤ r.
Whence Dj = 0, for all j, contradicting the hypothesis that at least one Bg-
skew-symmetric derivation is not inner. Therefore, S = ∩ri=1Ker(Di − adg(xi)) =
{0}. As we said, the 2-cocycle associated to the Bg-skew-symmetric derivations
D′i’s yields an isomorphic central extension as that obtained from the 2-cocycle
associated to the Di’s (Proposition 1.7 and Proposition 1.10) we may conclude,
with no loss of generality that ∩ri=1Ker(Di) = {0}.
Let us consider the skew-symmetric product [·, ·]∆ : g× g→ g, defined in Lemma
2.4.(iii), as [x, y]∆ = ρ(x)(y) = h([x, y]G), for all x, y ∈ g. Using the fact
∩ri=1Ker(Di) = {0}, we shall now prove that if x ∈ g satisfies [x, y]∆ = 0 for
all y ∈ g, then x = 0. Indeed, let x ∈ g, satisfy [x, y]∆ = h([x, y]G) = 0, for
all y ∈ g. Then, [x, y]G ∈ Ker(h) = g
⊥, for all y ∈ g. Since BG is invariant
under the Lie bracket [·, ·]G, and V is contained in the center of (G, [·, ·]G), then
[x, y]G ∈ V
⊥. Since BG is non-degenerate, and [x, y]G = [x, y]g+
r∑
i=1
Bg(Di(x), y)vi,
for all y ∈ g, the condition [x, y]G = 0, for all y ∈ g, implies that, [x, y]g = 0 and
Bg(Di(x), y) = 0, for all y ∈ g, and all 1 ≤ i ≤ r. Since Bg is non-degenerate, then
Di(x) = 0, for 1 ≤ i ≤ r. Thus, x ∈ C(g) ∩ (∩
r
i=1Ker(Di)) = {0}. This argument
thus proves that the center of the skew-symmetric algebra (g, [·, ·]∆) is zero.
On the other hand, Lemma 2.4.(iii) shows that Bg([x, y]∆, z) = Bg(ρ(x)(y), z) =
−Bg(y, ρ(x)(z)) = −Bg(y, [x, z]∆). So, Bg is invariant under the skew-symmetric
product [·, ·]∆. We have already known that the center of (g, [·, ·]∆) is zero, so
g = [g, g]∆. Then, for each x ∈ g, there is a positive integer ℓ and xi, yi ∈ g,
(1 ≤ i ≤ ℓ), such that, x =
ℓ∑
j=1
[xj , yj ]∆ =
ℓ∑
j=1
h([xj , yj ]G). By Lemma 2.4.(vi),
we obtain,
ℓ∑
j=1
[xj , yj ]g =
ℓ∑
j=1
T ◦ h([xi, yj ]G) +
ℓ∑
j=1
r∑
i=1
BG([xj , yj]G, vi)ai
=
ℓ∑
j=1
T ◦ h([xi, yj ]G) = T (x).
This implies that ImT ⊂ [g, g]g. Therefore, ImT = [g, g]g and KerT = C(g). From
Lemma 2.4.(viii), and an induction argument we may conclude that gℓ = ImT ℓ
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and KerT ℓ = Cℓ(g) for each ℓ ∈ N. Indeed, suppose that ImT ℓ−1 = gℓ−1, then
T ℓ(g) =T (T ℓ−1(g)) = T ([g, gℓ−2]g) = [T (g), g
ℓ−2]g
= [g1, gℓ−2]g = [[g, g]g, g
ℓ−2]g ⊂ [g, [g, g
ℓ−2]g]g
= [g, gℓ−1]g = g
ℓ.
Since Ker(T ℓ)⊥ = Im(T ℓ) and (gℓ)
⊥
= Cℓ(g), for all ℓ ∈ N, one obtains KerT ℓ =
Cℓ(g), for all ℓ ∈ N. Let m be the positive integer that gives the Fitting decom-
position for T ; ie, g = ImTm ⊕ KerTm. By Propostion 2.6.(iii), ImTm and
KerTm are non-degenerate ideals of (g, [·, ·]g, Bg). It follows that ImT
m = gm and
KerTm = Cm(g) are the characteristic invariant ideals that satisfy the statement.
We are now ready to prove the if and only if statement (ii):
(⇐) From the hypothesis of the statement, we have that the quadratic Lie algebra
(g, [·, ·]g, Bg), has the following orthogonal decomposition:
g = gm
⊥
⊕ Cm(g), Cm(g) 6= {0}.
As we prove above, this orthogonal decomposition corresponds to the Fitting’s de-
composition for the linear map T : g→ g, where by Lemma 2.4.(viii), KerTm =
Cm(g) and ImT
m = gm. If V is non-degenerate. then T is invertible, which im-
plies Cm(g) = {0}, contradicting the fact that the latter is non-zero. Therefore,
V ∩ V ⊥ 6= {0}.
(⇒) Assume V ∩ V ⊥ 6= {0}. We shall prove that (Im Tm, [·, ·]g|ImTm×ImTm) has
trivial center. By (i), we have that T is non-invertible, then {0} 6= KerTm =
Cm(g) 6= {0}. We claim that the the quotient space bm = g/Cm(g) has a Lie algebra
structure induced by [·, ·]∆, given by [x+ Cm(g), y + Cm(g)]bm = [x, y]∆ + Cm(g),
for all x, y ∈ g. Indeed, let x, y, z ∈ g. By Lemma 2.4.(iii) and (vii), we have
T ([x, [y, z]∆]∆) = [x, [y, z]∆]g = [x, h([y, z]G)]g = h([x, [y, z]G]G).
So, by the Jacobi identity of [·, ·]G, it follows that, [x, [y, z]∆]∆ + [y, [z, x]∆]∆ +
[z, [x, y]∆]∆ ∈ Ker(T ) ⊂ Cm(g), which implies that bm has a Lie algebra structure
induced by the skew-symmetric product [·, ·]∆.
Let x+Cm(g) be in the center of the Lie algebra (bm, [·, ·]∆) and let y ∈ g be an ar-
bitrary element. Then [x, y]∆ ∈ Cm(g), which implies [x, y]g = T ([x, y]∆) ∈ Cm(g)
for all y ∈ g; thus, x ∈ Cm+1(g) = Cm(g). Therefore, x+Cm(g) = 0 in the quotient
and (bm, [·, ·]∆) has no center. To conclude the argument, notice that the linear map
x 7→ T (x)+Cm(g) yields a Lie algebra isomorphism, (ImT
m, [·, ·]g|ImTm×ImTm)→
(bm, [·, ·]∆). Therefore, C(Im T
m) = {0}, since the algebra is perfect.

We end up this section with a result that reduces the study of quadratic Lie algebras
arising from central extensions of quadratic Lie algebras, to the consideration of two
extreme cases: when the kernel of the central extension is isotropic and when it is
non-degenerate.
Proposition 2.8. Let (g, [·, ·]g, Bg) be a quadratic Lie algebra, let V be a finite-
dimensional vector space and let (G, [·, ·]G) be a central extension of (g, [·, ·]g) by
V . If there exists an invariant metric BG on (G, [·, ·]G), then there are two non-
degenerate ideals, U and U⊥, of G, such that,
(i) U ⊆ V ,
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(ii) G = U⊥ ⊕ U
(iii) (U⊥, [·, ·]G|U⊥×U⊥ , BG|U⊥×U⊥) is a central extension of (g, [·, ·]g, Bg) and
the kernel of this extension is equal to V ∩ V ⊥; ie.,
0→ V ∩ V ⊥ → U⊥ → g→ 0.
Proof. Suppose V degenerates but it is not isotropic; ie., V ∩ V ⊥ 6= {0} and V *
V ⊥. Let U be a complementary subspace to V ∩V ⊥ in V ; that is, V = (V ∩V ⊥)⊕U .
Then U is a non-degenerate ideal of G. Thus, G = U⊥⊕U . Let {u1, . . . , uℓ} ⊆ U be
a basis of U , such that BG(ui, uj) = δij . Then, U
⊥ = {x+ v−
ℓ∑
i=1
BG(x+ v, ui)ui |
x ∈ g, v ∈ V }. We may define a Lie bracket [·, ·]p : p × p → p, on the subspace
p = {x−
ℓ∑
i=1
BG(x, ui)ui | x ∈ g}, through,
[
x−
ℓ∑
i=1
BG(x, ui)ui , y −
ℓ∑
i=1
BG(y, ui)ui
]
p
= [x, y]g −
ℓ∑
i=1
BG([x, y]g, ui)ui,
for all x, y ∈ g. Now define an invariant metric Bp : p× p→ F by
Bp
(
x−
ℓ∑
i=1
BG(x, ui)ui , y −
ℓ∑
i=1
BG(y, ui)ui
)
= Bg(x, y), ∀x, y ∈ g.
So, (p, [·, ·]p, Bp) is a quadratic Lie algebra naturally isometric to (g, [·, ·]g, Bg) via,
x−
ℓ∑
i=1
BG(x, ui)ui 7→ x, for all x ∈ g.
Now, as a vector space U⊥ is the direct sum of p and V ∩ V ⊥. Let πp : U
⊥ → p be
the projection onto p. Since [G,G]G ⊆ U
⊥ and V ⊆ C(G), it is a straightforward
matter to prove that πp is a Lie algebra morphism. Therefore (U
⊥, [·, ·]G|U⊥×U⊥)
is a central extension of (p, [·, ·]p) with isotropic kernel V ∩ V
⊥; ie.,
0→ V ∩ V ⊥ → U⊥ → p→ 0.
Since p is naturally isometric to g, the statement follows. 
According to Proposition 2.8, the study of central extensions of quadratic Lie
algebras which are quadratic themselves, can be reduced to the two extreme cases
in which either the kernel V of the extension is isotropic or it is non-degenerate.
The case when V is non-degenerate has been handled by Propostion 2.7. We now
look at the case when V is isotropic.
2.1. Isotropic kernel.
Lema 2.9. Let V be an isotropic ideal of (G, [·, ·]G, BG), and let g = ImT +a, with
KerT ∩ a⊥ = {0} and a = Span
F
{a1, . . . , ar} as in Lemma 2.6. Let {v1, . . . , vr}
be the basis of V used in Lemma 2.2 and let h : G→ g be the map defined therein.
Then,
(i) {a1, . . . , ar} y {h(v1), . . . , h(vr)} are both linearly independent sets.
(ii) h(a) ⊂ h(V ) = KerT , r = dimFKerT and h|V : V → KerT is bijective.
(iii) BG(Im T, V ) = {0} and T = T ◦ h ◦ T .
(iv) E = T ◦(h|g) is a projection (E
2 = E) and the decomposition of g associated
to E is g = ImT ⊕ a.
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(v) F = h ◦ T is a projection (F 2 = F ) and the decomposition of g associated
to F is g = KerT ⊕ a⊥, where KerT = KerF . Moreover, for each x ∈ g,
(11) x = F (x) +
r∑
i=1
Bg(ai, x)h(vi).
In addition, there exists a quadratic Lie algebra structure in the subspace
a⊥, such that (g, [·, ·]g, Bg) is a central extension of (a
⊥, [·, ·]a⊥ , Ba⊥) by
KerT .
Proof. (i) If V is isotropic, Lemma 2.4.(i) says that the bases {a1+w1, . . . , ar+ wr}
and {v1, . . . , vr} are dual to each other with respect to BG; thus, Bg(ai, h(vj)) =
BG(ai, vj) = BG(ai+wi, vj) = δij , and therefore, {a1, . . . , ar} and {h(v1), . . . , h(vr)}
are both linearly independent sets.
(ii) Since V is isotropic, (10) can be written as,
(12) x = T ◦ h(x+ v) +
r∑
i=1
BG(x, vi)ai, ∀x ∈ g , v ∈ V.
Making x = 0 in this expression, we conclude that T (h(v)) = 0, for all v ∈ V ; ie,
h(V ) ⊆ KerT . Now consider x ∈ KerT . We use the fact that h ◦ k = Idg in (9), to
obtain,
x = h(k(x)) = h(T (x)) +
r∑
i=1
Bg(ai, x)h(vi) =
r∑
i=1
Bg(ai, x)h(vi),
but this shows that KerT ⊆ h(V ). Thus KerT = h(V ).
Observe that h(ai) = −h(wi) ∈ h(V ), for all 1 ≤ i ≤ r; ie, h(a) ⊂ h(V ), a fact that
will be needed in (iv) below.
(iii) We shall now prove that BG(ImT, V ) = {0}. We shall use the fact that
Im k = V ⊥, proved in Lemma 2.2.(iii), to show our assertion. Indeed, let x ∈ g
and let v ∈ V . Then, BG(T (x), v) = BG(k(x), v) = 0, which proves our claim.
Finally, by (12), we get,
T (x) = T (h(T (x))) +
r∑
i=1
BG(T (x), vi)ai = T ◦ h ◦ T (x), for all x ∈ g.
Whence, T = T ◦ h ◦ T , as claimed.
(iv) Let E = T ◦ (h|g). It follows from (iii) that E is idempotent (E
2 = E). We
have observed in (ii) that h(a) ⊂ h(V ) = KerT . Thus, it is clear that E(a) = 0 for
all a ∈ a; ie, a ⊆ KerE. On the other hand, if x ∈ KerE, then x ∈ a, by means of
(12). Therefore, KerE = a and consequently, dimFKerE = r. On the other hand,
it is clear that ImE ⊂ ImT . If x ∈ g, it follows from (iii) that T (x) = E(T (x)), so
that ImE = ImT . Thus, the decomposition of g associated to the projection E is
g = ImT ⊕ a.
(v) As we proceeded in the proof of (ii), we use the fact that, h ◦ k = Idg together
with expression (9), to write,
(13) x = h(k(x)) = h(T (x)) +
r∑
i=1
Bg(ai, x)h(vi), ∀x ∈ g.
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It follows from (iii) that the operator F = h ◦ T is idempotent. It is clear that
KerT ⊂ KerF . On the other hand, if x ∈ KerF , using (13), we obtain, x ∈
h(V ) = KerT . Therefore KerF = KerT and dimFKerF = r. Since F is a
projection, dimF ImF = n− r.
We claim that a⊥ (as subspace of g) is equal to ImF . Indeed, let a ∈ a and let
x ∈ g. Now (ii) says that h(a) ∈ KerT . Since both, h and T are Bg-symmetric, we
get,
Bg(F (x), a) = Bg(h(T (x)), a) = Bg(T (x), h(a)) = Bg (x, T (h(a))) = 0.
Then, ImF ⊂ a⊥. On the other hand, take x ∈ a⊥. It follows from (13) that,
x = h(T (x)) = F (x), thus implying that ImF = a⊥. Therefore, the decomposition
of g associated to the projection F is g = KerT ⊕ a⊥.
Let [·, ·]a⊥ : a
⊥×a⊥ → a⊥ be the skew-symmetric bilinear map defined by [x, y]a⊥ =
F ([x, y]g). Then, (a
⊥, [·, ·]a⊥) is an (n− r)-dimensional Lie algebra. Also, let Ba⊥ :
a⊥ × a⊥ → F, be the symmetric bilinear form defined by Ba⊥(x, y) = Bg(T (x), y)
for all x, y ∈ a⊥. Then (a⊥, [·, ·]a⊥ , Ba⊥) is in fact an (n− r)-dimensional quadratic
Lie algebra, such that the projection g→ a⊥, is a surjective Lie algebra morphism
whose kernel is KerT . Thus, the short exact sequence,
0→ KerT → g→ a⊥ → 0,
states that (g, [·, ·]g) is a central extension of (a
⊥, [·, ·]a⊥) by KerT . 
Remark 2.10.
(1) It follows from Lemma 2.9.(i)-(ii) that if the kernel V of the central
extension is isotropic, then dimF V ≤ dimF C(g). This fact can be used to
argue in the other direction: if dimF V > dimFC(g) then the kernel of the
central extension, V , cannot be isotropic.
(2) From Lemma 2.9.(v) we know that the subspace a⊥ ⊂ g is a Lie algebra
quotient of g, so that the latter is a central extension of a⊥ by KerT . We
also know that an invariant metric Ba⊥ : a
⊥ × a⊥ → F, can be defined
through, Ba⊥(x, y) = Bg(T (x), y), for all x, y ∈ a
⊥. This can be done,
in fact, for any complementary subspace p to KerT in g. Indeed, for any
pair of vectors x, y ∈ p, we write [x, y]g = [x, y]p + ζ(x, y), where the skew-
symmetric bilinear maps [·, ·]p : p × p → p and ζ : p × p → KerT are
defined by the direct sum decomposition g = p ⊕ KerT . The first bilinear
map [·, ·]p, defines a Lie algebra structure on p such that (g, [·, ·]g) becomes
a central extension of (p, [·, ·]p) by KerT , and the second bilinear map ζ,
is just the 2-cocycle associated to this extension. Furthermore, one may
define a symmetric, bilinear form Bp : p× p → F, by means of Bp(x, y) =
Bg(T (x), y), for all x, y ∈ p, making (p, [·, ·]p) into a quadratic Lie algebra.
In the following Lemma we will prove the existence of an invariant metric in the
central extension (G, [·, ·]G), for which a is an isotropic subspace of G.
Lema 2.11. If V is isotropic, there is an invariant metric B¯G on (G, [·, ·]G) for
which a ⊂ G is an isotropic subspace.
Proof. By Lemma 2.9.(iv), G = a⊕ ImT ⊕V . This may be considered as a Witt
decomposition for G. Consider the BG-symmetric invertible centroid Q : G → G
defined by, Q(T (x)) = T (x), for all x ∈ g, Q(v) = v, for all v ∈ V , and Q(a) =
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a−
r∑
i=1
BG(a, ai)vi for all a ∈ a. It is immediate to verify that Q ∈ Γ
0
BG
(G) and that
a becomes isotropic in the invariant metric B¯G defined by B¯G(x, y) = BG(Q(x), y),
for all x, y ∈ G. 
Remark 2.12. Consider the map Q : G→ G just defined. The linear maps h and
k of Lemma 2.2 depend on the invariant metrics Bg and BG. If B¯G is used instead
of BG, h and k need to be changed for h¯ : G→ g and k¯ : g→ G, respectively. Take
x, y ∈ g and v ∈ V . By the definition of Q, it is clear that Q(k(x)) = k(x), and,
BG(k(x), y + v) = BG(k(x), y) = Bg(x, y) = B¯G(k¯(x), y + v) = BG(k¯(x), y + v).
Therefore, k = k¯. By Lemma 2.2.(i), h¯ ◦ k = Idg = h ◦ k. The invariance
of BG implies that the first derived ideal [G,G]G is contained in Im k. Moreover,
h¯([x, y]G) = h([x, y]G) for all x, y ∈ G. In particular, the linear map ρ : G →
Der g∩ o(Bg) of Lemma 2.4, now satisfies ρ(x)(y) = h¯([x, y]G), for all x ∈ G and
y ∈ g. In other words, the replacement of BG by B¯G simply amounts to change h
by h¯. Moreover, h − h¯ : a ⊕ ImT ⊕ V → g, might be different from zero only in
the values (h − h¯)(ai), {ai + wi | 1 ≤ i ≤ r} being the basis for Kerh = g
⊥ (see
Lemma 2.4).
Lema 2.13. Consider the linear map h¯ : G→ g, appearing in Lemma 2.2. If V
is isotropic, then Ker h¯ = a.
Proof. The fact that a is an isotropic subspace of G for the metric B¯G, is equivalent
to the fact that Ker h¯ = a; ie, g⊥ = a (see Lemma 2.2.(iii)). Indeed, if Ker h¯ = a
then, by Lema 2.2.(iii), we get g⊥ = Ker h¯, and BG(a, a) = {0}.
On the other hand, let us assume that B¯G(a, a) = {0}. By Lemma 2.9.(ii)-(iii),
it follows that B¯G(a, T (x)) = Bg(h¯(a), T (x)) = Bg(T ◦ h¯(a), x) = 0, for all a ∈ a
and for all x ∈ g, which implies a ⊆ g⊥. Since dimF(g
⊥) = r = dimF(a), it follows
that g⊥ = a (Lemma 2.2.(iii)-(iv) and Lemma 2.9.(i)). 
Remark 2.14. From now on we shall work with the invariant metric B¯G that
makes a isotropic and a = Ker h¯. Therefore, from this point on, we shall write
BG instead of B¯G and h instead of h¯, but always under the assumption that a is
isotropic for BG and a = Kerh.
Lema 2.15. Let Nil(g) be the maximal nilpotent ideal of g. If V is an isotropic
ideal, then,
(i) g = ImT +Nil(g) and dimFNil(g) ≥ r.
(ii) If dimFNil(g) = dimF V = r, then,
(g, [·, ·]g, Bg) = (ImT, [·, ·]g |ImT×ImT , Bg|ImT×ImT )
⊥
⊕ (a, Bg|a×a),
where, a = C(g) and ImT = [g, g]g. Furthermore, (ImT, [·, ·]g|ImT×ImT )
is a semisimple Lie algebra and (g, [·, ·]g) is reductive. In addition, there
exists a skew-symmetric bilinear map ω : a× a→ a∗, such that,
(G, [·, ·]G, BG) = (Im T, [·, ·]g|ImT×ImT , BG|ImT×ImT )
⊥
⊕ T ∗a,
where T ∗a ≃ a⊕a∗, is the cotangent bundle of a, and ω(x, y)(z) = ω(y, z)(x).
(iii) If (g, [·, ·]g, Bg) is indecomposable and not simple, then (G, [·, ·]G) is nilpo-
tent.
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Proof. (i) Let us consider the Fitting decomposition of g = q ⊕ n associated to
T (see Proposition 2.6), where q = ImTm and n = KerTm. The linear map
T induces an invertible transformation in the quotient g/n, which implies g =
ImT + n, but by Lemma 2.4.(viii), n is contained in Nil(g), so the result follows.
On the other hand, KerT ⊆ C(g) ⊆ Nil(g) (see Lemma 2.4.(ii)). Therefore,
dimFNil(g) ≥ r.
(ii) If r = dimFNil(g), then (i) and the fact that dimF ImT = n − r, imply that
g = ImT ⊕ Nil(g). Since T commutes with the adjoint representation, it is clear
that Nil(g) is invariant under T , so T (Nil(g)) ⊆ Nil(g) ∩ ImT = {0}; therefore
Nil(g) = KerT = C(g). Thus, ImT and Nil(g) are both non-degenerates ideals of
(g, [·, ·]g, Bg).
Now, Lemma 2.9.(v) says that, g = KerT ⊕ a⊥, and that there is a Lie algebra
structure on a⊥, such that (g, [·, ·]g) is the central extension of (a
⊥, [·, ·]a⊥) by KerT :
(14) 0→ KerT → g→ a⊥ → 0.
However, we have just seen that KerT = Nil(g) is a direct summand of (g, [·, ·]g),
so that the exact sequence (14) splits (Propostion 1.7.(iv)). Therefore, a and a⊥
are both ideals of (g, [·, ·]g). Since KerT = C(g), we have,
ImT = KerT⊥ = C(g)⊥ = [g, g]g.
Hence, we also have g = ImT⊕a, with a = C(g) = KerT , and therefore, ImT ≃ g/a
is a reductive Lie algebra. The direct sum decomposition of Lie algebra ideals,
g = ImT ⊕ a, also implies that C(Im T ) = {0}. Therefore, (ImT, [·, ·]g|ImT×ImT )
is a semisimple Lie algebra and (g, [·, ·]g) is reductive.
We have proved that g = KerT ⊕ ImT . So, it is not difficult to see that this
decomposition corresponds to the Fitting’s Lemma decomposition associated to
T (seePropostion 2.6). Therefore, byPropostion 2.6.(iii),(iv),(v), there exists
an invariant metric B¯ImT on (ImT, [·, ·]g|ImT×ImT ), such that, (G, [·, ·]G, BG) is
isometric to,
(Im T, [·, ·]g|ImT×ImT , B¯ImT )
⊥
⊕ (a⊕ V, [·, ·]G|a⊕V×a⊕V , BG|a⊕V×a⊕V ),
Since a and V are isotropic underBG (Lemma 3.4), and sinceBG is non-degenerate,
it follows that V ≃ a∗. Therefore (a ⊕ V, [·, ·]a⊕V , BG|a⊕V×a⊕V ) is the cotangent
bundle extension of a by a∗, associated to the cyclic map ω : a × a → a∗, defined
by ω(a, b) =
r∑
i=1
Bg(Di(a), b)a
∗
i , for all a, b ∈ a.
(iii) Let us consider again the Fitting decomposition g = q ⊕ n associated to T .
If (g, [·, ·]g, Bg) is not simple and indecomposable, we deduce that q = {0}, since
n 6= {0}. It then follows from (ii) that (g, [·, ·]g) is nilpotent, and therefore, so is
(G, [·, ·]G). 
This Lemma motivates the following characterization for reductive Lie algebras.
Proposition 2.16. Let (g, [·, ·]g, Bg) be a quadratic Lie algebra with dimFNil(g) =
r. Let V be an r-dimensional vector space and let G = g⊕V be a central extension
of (g, [·, ·]g) by V . Then (g, [·, ·]g) is a reductive Lie algebra if and only if (G, [·, ·]G)
admits an invariant metric with V isotropic.
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Proof. Lemma 2.15.(ii) proves the “if ” part of the statement. In order to prove
the “only if ” part, we shall assume that (g, [·, ·]g) is a reductive Lie algebra with
semisimple Levi summand s. Then, Nil(g) = Rad(g) = C(g), and g = s ⊕ C(g).
Let {a1, . . . , ar} be a basis for C(g) and define a non-degenerate symmetric bilinear
form BC(g) : C(g)×C(g)→ F, by BC(g)(ai, aj) = δij . Now let the invariant metric
Bg in (g, [·, ·]g) be defined by Ks
⊥
⊕ BC(g), where Ks is the Cartan-Killing form in
the semisimple Lie algebra (s, [·, ·]s).
Let αijk ∈ F be such that αijk = αjki = αkij and αijk = −αikj , for all 1 ≤
i, j, k ≤ r. For each 1 ≤ j ≤ r, we define a linear map Dj ∈ EndF C(g), by letting,
Dj(ak) =
r∑
i=1
αijk ai, for each 1 ≤ k ≤ r. The requirements on the α’s show that
the Dj’s are BC(g)-skew-symmetric.
Let V be an r-dimensional vector space, with a given basis {vi | 1 ≤ i ≤ r}. Now
let (G, [·, ·]G) be the central extension of (g, [·, ·]g) by V associated to the 2-cocycle
θ ∈ Z2(g, V ), defined by θ(s + a, s′ + a′) =
r∑
i=1
BC(g)(Di(a), a
′)vi, for all s, s
′ ∈ s
and a, a′ ∈ a. Thus,
(15) [s+ a+ u, s′ + c+ v]G = [s, s
′]s +
r∑
i=1
BC(g)(Di(a), c)vi.
Clearly, the projection πg : G→ g is a Lie algebra morphism. Now, the Lie bracket
[·, ·]G just defined also shows that C(g) ⊕ V is an ideal in G, and its restriction to
C(g)⊕ V yields the Lie bracket,
[a+ u, c+ v]C(g)⊕V =
r∑
i=1
BC(g)(Di(a), c)vi, ∀a, c ∈ a, u, v ∈ V.
Now, define an invariant metric BC(g)⊕V on C(g) ⊕ V by making C(g) and V
isotropic, and letting V and C(g) be an hyperbolic pair: BC(g)⊕V (ai, vj) = δij , for
all 1 ≤ i, j ≤ r. It is a straightforward matter to verify that this metric is invariant
indeed. On the other hand, define BG on G by means of BG = Ks
⊥
⊕BC(g)⊕V . In
particular, V is an isotropic ideal of (G, [·, ·]G, BG) and,
(G, [·, ·]G, BG) = (s, [·, ·]s,Ks)
⊥
⊕ (C(g)⊕ V, [·, ·]C(g)⊕V , BC(g)⊕V ).
In fact, the structure of the quadratic Lie algebra in C(g)⊕V is that of the cotan-
gent bundle extension of C(g) by V , where V is identified with C(g)∗ under the
correspondence vk 7→ a
∗
k and ω : C(g)× C(g)→ C(g)
∗ is defined by,
ω(aj , ak) =
r∑
i=1
BC(g)(Di(aj), ak) a
∗
i =
r∑
i=1
αkij a
∗
i =
r∑
i=1
αijk a
∗
i , 1 ≤ i, j, k ≤ r.

For indecomposable 2-step nilpotent quadratic Lie algebras, we have:
Proposition 2.17. Let (g, [·, ·]g, Bg) be a 2r-dimensional, indecomposable, 2-step
nilpotent, quadratic Lie algebra over F, with g = a ⊕ b, where b = C(g) = [g, g]g,
dimF(a) = dimF(b) = r, and a and b are isotropic with respect to Bg. Let
{ai | i = 1, .., r}, and {bi | i = 1, . . . , r} be bases for a and b, respectively, such that
Bg(ai, bj) = δij. Let αijk ∈ F be the structure constants of g, so that [aj , ak]g =
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r∑
i=1
αijkbi. For each index 1 ≤ j ≤ r, let Aj be the r× r matrix whose (i, k) entry is
αijk. Then A = SpanF{A1, . . . , Ar} is a linearly independent set. Moreover, there
exists a central extension (G, [·, ·]G) of (g, [·, ·]g) by an r-dimensional vector space
V and an invariant metric BG : G×G→ F making V isotropic, if and only if there
exists an invertible symmetric matrix µ ∈Matr×r(F) for which the skew-symmetric,
bilinear pairing defined through,
[Aj , Ak]A = AjµAk −AkµAj =
r∑
i=1
(µAj)ikAi, 1 ≤ j, k ≤ r,
makes (A, [·, ·]A) into an r-dimensional Lie algebra, in which case the map BA :
A × A → F given by BA(Aj , Ak) = (µ−1)jk, defines an invariant metric turning
(A, [·, ·]A, BA) into a perfect, indecomposable, quadratic Lie algebra.
Proof. We shall first prove that the matrices A1, . . . , Ar are linearly independent.
Assume
r∑
i=1
νiAi = 0 for some scalars νi ∈ F, and consider a =
r∑
i=1
νiai ∈ a. Since
[a, ak]g =
r∑
i,j=1
(νiAi)jk bj = 0, for each 1 ≤ k ≤ r, it follows that a ∈ C(g)∩a = {0},
and hence νi = 0 for all 1 ≤ i ≤ r.
(⇒) Suppose the central extension G = g⊕ V admits an invariant metric BG that
makes V isotropic. Then, there exist linear maps h : G → g and k : g → G as in
Lemma 2.2. Now, Lemma 2.4.(vi) and Lemma 2.9.(iv)-(v) show that there
exists a Bg-symmetric linear map T : g → g such that KerT = b = C(g) and
ImT = [g, g]g = b, so KerT = ImT , T
2 = 0 and T |a : a→ b is bijective.
Notice that Remark 2.10.2 (after Lemma 2.9), says that a has a Lie bracket
[·, ·]a : a× a→ a, and an invariant metric Ba : a× a→ F with respect to it, defined
by Ba(a, a
′) = Bg(T (a), a
′). Moreover, in this case [·, ·]a is identically zero and
(g, [·, ·]g) can be viewed as a central extension of the Abelian Lie algebra a by b:
0→ b→ g→ a→ 0.
Let λ ∈ Matr×r(F) be the matrix with entries λij = Ba(ai, aj) and let µ = λ−1.
Then, T (aj) =
r∑
i=1
λijbi, for all j.
By Lemma 2.4, there exists a linear map ρ : G → Der g ∩ o(Bg), such that
ρ(x)(y) = h([x, y]G) for all x ∈ G and y ∈ g. Now consider the Bg-skew-symmetric
derivationsDj ∈ Der g, defined by Dj = ρ(aj), for 1 ≤ j ≤ r. Let dijk , eijk, fijk ∈ F
be the scalars such that:
Dj(ak) =
r∑
i=1
dijkai +
r∑
i=1
eijkbi, and Dj(bk) =
r∑
i=1
fijkbi.
Let dj , ej and fj be the r × r-matrices whose (i, k)-entries are dijk, eijk and fijk,
respectively. It is straightforward to verify that the Bg-skew-symmetry property
for Dj implies fj = −d
t
j and e
t
j = −ej , for 1 ≤ j ≤ r.
It follows from Lemma 2.4.(v) that, Dj◦T = T ◦Dj = adg(aj). Therefore, dj = µAj ,
for 1 ≤ j ≤ r. So, the matrix of Dj in the basis {aj , bk | 1 ≤ j, k ≤ r} has the block
form, Dj =
(
µAj 0
ej Ajµ
)
. Notice that none of the Dj’s is inner. If one of them is,
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then the corresponding upper left block µAj would have to vanish. That is, Aj = 0,
thus implying that aj ∈ C(g) = SpanF{bi | 1 ≤ i ≤ r}, which cannot be the case.
Now, from Leibniz rule Dj([ak, al]g) = [Dj(ak), al]g + [ak, Dj(al)]g, we get,
AjµAk −AkµAj =
r∑
i,ℓ=1
µiℓαℓjkAi =
r∑
i=1
(µAj)ikAi.
This expression suggests to consider the skew-symmetric bilinear map [·, ·]A : A ×
A → A, defined on A = Span
F
{Ai | 1 ≤ i ≤ r} by,
[Aj , Ak]A = AjµAk −AkµAj , 1 ≤ j, k ≤ r,
and prove that (A, [·, ·]A) is in fact an r-dimensional Lie algebra. Furthermore,
define the bilinear form BA : A×A → F, by BA(Aj , Ak) = λjk for all j, k. We can
prove that, BA(Aj , [Ak, Al]A) = BA([Aj , Ak]A, Al), for all 1 ≤ j, k, l ≤ r. Indeed,
this can be done by using the fact that the structure constants αijk satisfy the
cyclic conditions αijk = αkij = −αkji. This property in turn, follows from the
hypotheses on the decomposition g = a ⊕ b, where a and b are isotropic for Bg,
and BA(Aj , Ak) = λij = Ba(ai, aj) = Bg(T (ai), aj). Therefore (A, [·, ·]A, BA) is an
r-dimensional quadratic Lie algebra.
We shall now prove that (A, [·, ·]A) has trivial center. Since [A,Ak]A =
r∑
i=1
(µA)ikAi
for all k, it is clear that A ∈ C(A) implies µA = 0, and hence, A = 0. This shows
that the quadratic Lie algebra (A, [·, ·]A, BA) is perfect.
We shall now prove that (A, [·, ·]A, BA) is indecomposable. Indeed, let A1,A2
be non-degenerate ideals of A, such that A = A1
⊥
⊕ A2. Let {E1, . . . , Er1} and
{Er1+1, . . . , Er1+r2} be bases for A1 and A2, respectively, such that, BA(Ej , Ek) =
δjk. Let γijk ∈ F be the structure constants with respect to the basis {E1, . . . , Er};
ie, [Ej , Ek]A =
r∑
i=1
γijkEi. Then, γijk = γjki = −γjik, for all 1 ≤ i, j, k ≤ r. Since
the direct sum decomposition A = A1 ⊕ A2 is orthogonal, and since A1 and A2
are ideals, it follows that γijk = 0 if j ∈ {1, . . . , r1} and k ∈ {r1 + 1, . . . , r1 + r2},
for each i. As we did before, we shall denote by γj ∈ Matr×r(F) the matrix whose
(i, k)-entry is γijk (1 ≤ j ≤ r). Let τ = (τij) ∈ Matr×r(F) be the invertible matrix
for which Ej =
r∑
i=1
τijAi, for all j. Then, τ
tλ τ = Idr×r. On the other hand,
[Ej , Ek]A =
r∑
l=1
γljkEl =
r∑
i,l=1
γljkτilAi =
r∑
i=1
(τγj)ikAi.
Similarly,
[Ej , Ek]A =
r∑
s,t=1
τsjτtk[As, At]A =
r∑
i,l,s,t=1
τsjτtkµilαlstAi =
r∑
i=1
(µEjτ)ikAi.
Then (λτ)γj = Ejτ , and γj = τ
tEjτ , for 1 ≤ j ≤ r.
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Let ej =
r∑
i=1
τijai ∈ a and e
′
k =
r∑
l=1
(λτ)lkbl ∈ b. Since λ and τ are invertible
matrices, the set {ej, e
′
k | j, k} is a basis for (g, [·, ·]g, Bg) satisfying:
Bg(ej , e
′
k) = δjk, and [ej , ek]g =
r∑
i=1
γijke
′
i, 1 ≤ j, k ≤ r.
This implies, however, that the subspaces I = Span
F
{e1, . . . , er1 , e
′
1, . . . , e
′
r1
} and
J = Span
F
{er1+1, . . . , er1+r2 , e
′
r1 , . . . , e
′
r1+r2} are non-degenerate ideals of (g, [·, ·]g),
such that, g = I
⊥
⊕ J with respect to the invariant metric Bg, but this contradicts
the fact that g is indecomposable. Therefore, (A, [·, ·]A, BA) is an r-dimensional,
quadratic, indecomposable and perfect Lie algebra.
(⇐) In order to consider central extensions of (g, [·, ·]g, Bg), Proposition 1.10
says that some Bg-skew-symmetric derivations are needed. So, based on the hy-
potheses we shall produce r derivations D1, . . . , Dr ∈ Der g, which will be Bg-
skew-symmetric. Let us consider scalars eijk ∈ F such that eijk = ejki = −eikj ,
with 1 ≤ i, j, k ≤ r, and for each j, let ej ∈ Matr×r(F) be the matrix whose
(i, k)-entry is, eijk. Let Dj ∈ End g be the linear map whose matrix in the basis
{aj, bk | j, k = 1, . . . , r} is D =
(
µAj 0
ej Ajµ
)
. The fact that [·, ·]A is a Lie bracket
in A, implies that each Dj satisfies the Leibniz rule. On the other hand, since
a = Span
F
{aj} and b = SpanF{bj} form a hyperbolic pair for g, it follows that each
Dj is skew-symmetric with respect to Bg.
Let V = Span
F
{v1, . . . , vr} be an r-dimensional vector space and let G = g⊕ V be
the central extension of (g, [·, ·]g) by V , associated to the 2−cocycle θ ∈ Z
2(g, V ),
given by,
θ(x, y) =
r∑
i=1
Bg(Di(x), y)vi, ∀x, y ∈ g.
In order to construct an invariant metric BG in (G, [·, ·]G), we need linear maps
h : G→ g and k : g→ G (see Lemma 2.2), satisfying,
(i) h ◦ k = Idg,
(ii) BG(x, y) = Bg(h(x), y) for all x ∈ G and y ∈ g,
(iii) Bg(x, y) = BG(k(x), y + v), for all x, y ∈ g and v ∈ V ,
(iv) Kerh = g⊥,
(v) Im k = V ⊥.
Now let T : g → b be the projection operator onto b defined by T (aj) =
r∑
i=1
λijbi
and T (bj) = 0 for all 1 ≤ j ≤ r. It follows that
• KerT = ImT = b,
• T |a : a→ b is bijective,
• T 2 = 0.
In fact, the matrix of T in the given basis is T = ( 0 0λ 0 ). Since λ is a symmetric
matrix, it follows that T is Bg-symmetric. Now, notice that any linear map in End g
with image in b, commutes with the adjoint representation. Therefore, T ∈ ΓBg(g).
Now, define k : g→ G by,
k(x) = T (x) +
r∑
i=1
Bg(ai, x)vi, for all x ∈ g,
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and define h : G→ g by,
h(aj) = 0, h(bj) =
r∑
i=1
µijai, h(vj) = bj.
With this data we may now define the following symmetric bilinear form BG :
G×G→ F: BG(x, y) = Bg(h(x), y), for all x ∈ G, y ∈ g, and BG(u, v) = 0, for all
u, v ∈ V . It is now easy to see that BG is invariant and non-degenerate. Moreover,
it makes V isotropic, and that it establishes a duality relationship between a and
V ; ie, a∗ ≃ V . 
Here is an example that illustrates the importance of the above result.
Example 2.18. Let (g, [·, ·]g, Bg) be a 6-dimensional 2-step nilpotent quadratic Lie
algebra, where g = a⊕ b, a = Span
F
{a1, a2, a3} and b = SpanF{b1, b2, b3}. Let σ be
the permutation σ = (1, 2, 3). The Lie bracket [ ·, ·]g is given by [ai, aσ(i)]g = bσ2(i),
for all 1 ≤ i ≤ 3, and [g, b]g = {0}. The invariant metric Bg, is defined as
Bg(aj , bk) = δjk, Bg(aj , ak) = Bg(bj , bk) = 0, for all 1 ≤ j, k ≤ 3. We define
the Bg-skew-symmetric derivations D1, D2, D3 ∈ Der g, by, Di(ai) = Di(bi) = 0
for all 1 ≤ i ≤ 3, Di(bσ(i)) = −Dσ(i)(bi) = bσ2(i) and Di(aσ(i)) = −Dσ(i)(ai) =
aσ2(i) + bσ2(i) for all 1 ≤ i ≤ 3. The derivations D1, D2, D3 are not inner. If one
of them were inner, its image would lie in Span
F
{b1, b2, b3} = [g, g]g, which is not
the case.
Let V = Span
F
{v1, v2, v3} be a 3-dimensional vector space. Let G = g ⊕ V , and
define θ : g×g→ V by, θ(x, y) =
3∑
i=1
Bg(Di(x), y)vi, for all x, y ∈ g. This is a skew-
symmetric bilinear map defined on g and taking values on V with which we define
the following Lie bracket: [·, ·]G : G×G→ G: [x+u, y+ v]G = [x, y]g+ θ(x, y), for
all x, y ∈ g and for all u, v ∈ V . Thus, (G, [·, ·]G) is a central extension of (g, [·, ·]g):
πg
0 → V →֒ G → g → 0
The symmetric bilinear form BG : G×G→ F, given by, BG(bi, bj) = BG(ai, vj) =
δij, and BG(bi, aj + vk) = BG(ai, aj) = BG(vi, vj) = 0, for all 1 ≤ i, j, k ≤ 3,
is easily seen to be non-degenerate and invariant. Therefore, (G, [·, ·]G, BG) is a
9-dimensional, 3-step nilpotent, quadratic Lie algebra. Clearly, G has the vector
space decomposition, G = a ⊕ b ⊕ V , where both, a and V , are isotropic subspaces
under BG, and b
⊥ = a⊕V . Write αijk for the structure constants of (g, [·, ·]g); ie,
[aj , ak]g =
∑3
i=1 αijkbi, for 1 ≤ j, k ≤ 3. Let us denote by Aj the 3× 3-matrix with
entries in F whose (i, k)-entry is αijk. That is, A1 =
(
0 0 0
0 0 −1
0 1 0
)
, A2 =
(
0 0 1
0 0 0
−1 0 0
)
,
A3 =
(
0 −1 0
1 0 0
0 0 0
)
. It is easy to check that the 3 × 3 matrices A1, A2, A3, verify
[Ai, Aσ(i)]gl(3) = Aσ2(i), for all 1 ≤ i ≤ 3. Then, A = SpanF{A1, A2, A3}, is a 3-
dimensional Lie algebra. Furthermore, BA : A×A→ F, defined by, BA(Aj , Ak) =
δjk, yields an invariant metric on (A, [·, ·]gl(3)|A×A). It is thus a quadratic Lie
algebra, which is furthermore isomorphic to sl2(F), up to a constant factor in its
Cartan-Killing metric.
We would like to point out the relevance of this example. We have exhibited a
special case of one of the families constructed in the proof of Proposition 2.17;
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namely, central extensions (G, [·, ·]G) of a 2-step nilpotent quadratic Lie algebra
(g, [·, ·]g), by a 3-dimensional vector space V , for which 0 → V → G → g → 0,
does not split —an actual consequence of the fact that the derivations Dj of the
2-cocycle associated to the central extension, cannot be inner; that is, the 2-cocycle
is not a coboundary. Moreover, no invariant metric BG can be defined on (G, [·, ·]G)
that can be identified to the orthogonal direct sum of invariant metrics on (g, [·, ·]g)
and V .
3. Double central extensions
In this section we give the details of the construction that we called in the intro-
duction double central extension of a quadratic Lie algebra. This construction
is inspired on the ideas in [1] that led to the notion of double extensions for even
quadratic Lie superalgebras. We shall show that any central extension of a qua-
dratic Lie algebra, which admits itself an invariant metric with isotropic kernel, is
precisely such a double central extension.
Let (h, [·, ·]h, Bh) be a p-dimensional quadratic Lie algebra and let a be an r-
dimensional vector space. Our first goal is to set a quadratic Lie algebra structure
on the vector space G = a⊕ h⊕ a∗ satisfying the following conditions:
(i) h is a non-degenerate subspace of G and h⊥ = a⊕ a∗.
(ii) The subspaces a and a∗ form an hyperbolic pair for the quadratic form BG.
(iii) a∗ is an isotropic subspace contained in the center of (G, [·, ·]G).
These conditions characterize the classical double extensions found in [8] and [9],
except for the fact that we are requiring the special condition a∗ ⊆ C(G) to be
satisfied and a∗ is not necessarily a minimal ideal of (G, [·, ·]G).
We shall see that the Lie bracket on G induces a Lie bracket [·, ·]a⊕h on the vector
subspace a⊕h, in such a way that (G, [·, ·]G) is a central extension of (a⊕h, [·, ·]a⊕h)
by a∗. Then, our second goal is to determine necessary and sufficient conditions on
(a⊕h, [·, ·]a⊕h) to admit an invariant metric. This is a non-trivial problem, since we
can give an example of a Lie algebra decomposed in the form a⊕ h⊕ a∗ satisfying
the conditions (i), (ii) and (iii) above, but a ⊕ h does not admit a quadratic Lie
algebra structure (see Example 3.2 and Theorem 3.3 below). This is the specific
form in which we have addressed the question posed in the third parragraph of the
introduction.
We now proceed to turn G = a⊕ h⊕ a∗ into a quadratic Lie algebra satisfying the
conditions above. Let φ : a→ Der h ∩ o(Bh) be a linear map and let Ψ : a× a→ h
be a skew-symmetric bilinear map satisfying the following two conditions:
(16) [φ(a), φ(b)]gl(h) = adh(Ψ(a, b)), ∀a, b ∈ a,
(17) φ(a)(Ψ(b, c)) + φ(b)(Ψ(c, a)) + φ(c)(Ψ(a, b)) = 0, ∀a, b, c ∈ a.
Let Φ : h× h→ a∗ be the skew-symmetric bilinear map given by,
(18) Φ(x, y)(a) = Bh(φ(a)(x), y), ∀x, y ∈ h, ∀a ∈ a.
We shall also consider the bilinear map χ : a× h→ a∗ given by,
(19) χ(a, x)(b) = −Bh(Ψ(a, b), x), ∀a, b ∈ a, ∀x ∈ h.
Further require χ and Ψ to satisfy the cyclic condition,
(20) χ(a,Ψ(b, c)) + χ(b,Ψ(c, a)) + χ(c,Ψ(a, b)) = 0, ∀a, b, c ∈ a.
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This obviously depends on Ψ, which in turn was defined in (16) through φ. Thus,
the pair (φ,Ψ) satisfying (16)-(20), together with a skew-symmetric bilinear map
ω : a× a→ a∗ satisfying,
(21) ω(a, b)(c) = ω(b, c)(a), ∀a, b, c ∈ a,
fits into what has been called in [1] a context for a generalized double extension. In
fact, (16)-(21) are necessary and sufficient conditions to define a Lie bracket on the
vector space G = a⊕ h⊕ a∗, through,
(22)
[a, b]G = Ψ(a, b) + ω(a, b), ∀a, b ∈ a,
[a, x]G = φ(a)(x) + χ(a, x), ∀a, ∀x ∈ h,
[x, y]G = [x, y]h +Φ(x, y), ∀x, y ∈ h,
[α, x]G = 0, ∀α ∈ a
∗, ∀x ∈ G,
together with an invariant metric BG on (G, [·, ·]G) defined in terms of triples
(a, x, α) and (b, y, β) in a⊕ h⊕ a∗ by means of,
BG(a+ x+ α, b + y + β) = Bh(x, y) + β(a) + α(b).
It is a straightforward matter to verify that the invariance condition of the metric
BG with respect to the Lie bracket [ · , · ]G is satisfied, so that (G, [·, ·]G, BG) is a
quadratic Lie algebra. Following [1] we shall refer to an extension of this type as a
double central extension of (h, [·, ·]h, Bh) by a.
Observe that if h = {0}, then G = a ⊕ a∗ and, in this case, (G, [·, ·]G, BG) is the
cotangente bundle extension defined by ω (see [2], §3).
The Jacobi identity for the Lie bracket [ · , · ]G defined in (22), guarantee that the
following bracket defined on the vector subspace g = a⊕ h ⊆ G satisfies the Jacobi
identity itself:
[a, b]g = Ψ(a, b), ∀a, b ∈ a,(23)
[a, x]g = φ(a)(x), ∀a ∈ a, x ∈ h,(24)
[x, y]g = [x, y]h, ∀x, y ∈ h.(25)
Thus, (g, [·, ·]g) is a Lie algebra having its first derived ideal inside h. Now, if
ι : a∗ → G is the inclusion map and πg : G→ g the projection map, we obtain the
following short exact sequence of Lie algebras:
ι πg
0 → a∗ → G → g → 0.
Therefore, (G, [·, ·]G) is a central extension of (g, [·, ·]g) by a
∗. We observe that
(G, [·, ·]G) admits an invariant metric but we do not know if (g, [·, ·]g) does. The
next Proposition provides necessary and sufficient conditions for (g, [·, ·]g) to admit
an invariant metric —a question not addressed in previous works.
Proposition 3.1. Let (G, [·, ·]G, BG) be a double central extension of (h, [·, ·]h, Bh)
by a and (g = a ⊕ h, [·, ·]g) be the Lie algebra defined by (23), (24) and (25).
Then (g, [·, ·]g) admits an invariant metric if and only if there exists a linear map
L : G→ G such that:
(i) KerL = a∗.
(ii) L|g is injective.
(iii) L ∈ ΓBG(G).
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Proof. (⇒) Suppose that (g, [·, ·]g) admits an invariant metric Bg. Let ι : g → G
be the inclusion map and let πg : G→ g be the projection onto g. By Lemma 2.2,
there are linear maps h : G → g and k : g → G —associated to ι and πg— such
that, h ◦ k = Idg, so that h is surjective and k injective. Also, by Lemma 2.2.(v),
[k(x), y]G = k([x, y]g) for all x, y ∈ g.
As in Proposition 2.6, we extend the linear map k : g → G to the whole vector
space G by means of L(x + α) = k(x) for all x ∈ g, and for all α ∈ a∗. Then
a∗ ⊆ KerL. Since L|g = k, and k is injective, it follows that KerL = a
∗. It remains
to show that L ∈ ΓBG(G) but this is proved exactly as in the proof of Proposition
2.6.
(⇐) Suppose there is a linear map L : G → G satisfying the conditions of the
statement. Let k = L|g, and define Bg : g×g→ F by Bg(x, y) = BG(k(x), y) for all
x, y ∈ g. Using (i), (ii) and (iii), it is straightforward to see that Bg is an invariant
metric in (g, [·, ·]g). 
Now, the double central extension of (h, [·, ·]h, Bh) by a is, by definition, the central
extension of (a⊕ h, [·, ·]a⊕h) by a
∗, where the Lie bracket [·, ·]a⊕h is defined by the
expressions (23), (24) and (25) in terms of the data (φ,Ψ). If at the same time,
the hypotheses of Proposition 3.1 are satisfied, then (a ⊕ h, [·, ·]a⊕h) admits an
invariant metric. These hypotheses, however, are far from being trivially satisfied
as the following example shows how (a ⊕ h, [·, ·]a⊕h) might not have any invariant
metric defined on it.
Example 3.2. Let (hm = Vm⊕Fℏ, [·, ·]hm) be the (2m+1)-dimensional Heisenberg
Lie algebra, with skew-symmetric, non-degenerate, bilinear form ω : Vm× Vm → F,
defined by [x, y]hm = ω(x, y)ℏ for all x, y ∈ Vm, and C(hm) = Fℏ. It is known
that every invariant bilinear form defined on (hm, [·, ·]hm) degenerates in ℏ, which
means that (hm, [·, ·]hm) does not admit invariant metrics. However, the Heisenberg
Lie algebra (hm, [·, ·]hm) can be extended to a Lie algebra that does admit an invari-
ant metric. Such an extension is defined in terms of a derivation D ∈ Der hm
satisfying the following properties (see [11]): KerD = Fℏ, D(Vm) ⊂ Vm and
ω(D(x), y) = −ω(x,D(y)) for all x, y ∈ Vm. Now, let us consider the semi-direct
product of (hm, [·, ·]hm) and D and denote it by hm[D]. Then hm[D] is a double
central extension of the Abelian Lie algebra Vm by D (see [11]).
Now consider the Lie bracket [·, ·]g defined on g = FD ⊕ Vm by,
[x+ λD, y + µD]g = λD(y)− µD(x), ∀x, y ∈ Vm, ∀λ, µ ∈ F.
Then hm[D] = g⊕ Fℏ, and make it the central extension of (g, [·, ·]g) by Fℏ,
0→ Fℏ→ hm[D]→ g→ 0,
associated to the 2−cocycle θ : g×g→ Fℏ given by θ(x+λD, y+µD) = ω(x, y)ℏ, for
all x, y ∈ Vm and for all λ, µ ∈ F. Note that if (g, [·, ·]g) admits an invariant metric
Bg, then Bg(x,D(y)) = Bg(x, [D, y]g) = −Bg([x, y]g, D) = 0, and Bg(x,D) =
Bg(D(D
−1)(x), D) = Bg([D,D
−1(x)]g, D) = −Bg(D
−1(x), [D,D]g) = 0, for all
x, y ∈ Vm, which implies that Bg degenerates in Vm. This shows that there are
double central extensions which cannot be central extensions of a quadratic Lie
algebra.
We can now state the following:
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Theorem 3.3. Let (g, [·, ·]g, Bg) be a n-dimensional quadratic Lie algebra, V be an
r-dimensional vector space and (G, [·, ·]G) be a central extension of (g, [·, ·]g) by V .
Suppose there exists an invariant metric BG on (G, [·, ·]G).
(i) If V is non degenerate, there exists an invariant metric B¯g on (g, [·, ·]g)
such that (G, [·, ·]G, BG) is isometric to (g, [·, ·]g, B¯g)
⊥
⊕ (V,BG|V×V ).
(ii) If V is isotropic then
• r ≤ dimF C(g),
• there is an (n − r)-dimensional quadratic Lie algebra (h, [·, ·]h, Bh)
and an r-dimensional vector space a, such that G = a ⊕ h ⊕ V and
(G, [·, ·]G, BG) is a double central extension of (h, [·, ·]h, Bh) by a, where
a∗ and V are isomorphic vector spaces.
• There exists a quadratic Lie algebra structure on the vector space a⊕h
such that (g, [·, ·]g, Bg) = (a⊕ h, [·, ·]a⊕h, Ba⊕h) and [g, g]g ⊆ h.
Proof. Proposition 2.7 proves the case when V is non-degenerate. It only remains
to prove the following statement that deals with the case when V is an isotropic
ideal. 
Lema 3.4. Let the hypotheses be as in Theorem 1 above. If V is an isotropic
ideal in G, then (G, [·, ·]G, BG) is isometric to a double central extension of an
(n− r)-dimensional quadratic Lie algebra.
Proof. Let T ∈ EndF G be as in the hypothesis of Lemma 2.4. By Lemma
2.9.(iv), we have the following vector space decomposition: G = a ⊕ ImT ⊕ V ,
where g = a⊕ ImT and a is an isotropic subspace of G (see Lemma 2.11).
We need to find maps φ, Ψ, χ and ω satisfying (16)-(21). Now, write h = ImT .
From Lemma 2.9.(iii), it is not difficult to conclude that h is a non-degenerate
vector subspace of G, and that h⊥ = a ⊕ V . Since ImT is an ideal in g, we may
define a Lie bracket [·, ·]h on h by letting [x, y]h = [x, y]g for all x, y ∈ h. Let Bh
be the restriction BG|h×h. From Lemma 2.9.(iii) one can easily show that Bh is
invariant. Indeed, for any x′ = T (x), y′ = T (y) and z′ = T (z) ∈ h, we have,
Bh([T (x), T (y)]h, T (z)) = BG([T (x), T (y)]g, T (z)) = Bg([T (x), T (y)]g, h ◦ T (z))
= Bg(T [x, T (y)]g, h ◦ T (z)) = Bg([x, T (y)]g, T ◦ h ◦ T (z))
= Bg([x, T (y)]g, T (z)) = Bg(x, [T (y), T (z)]g)
= BG(k(x), [T (y), T (z)]g)
= BG(T (x) +
r∑
i=1
Bg(ai, x)vi, [T (y), T (z)]g)
= Bh(T (x), [T (y), T (z)]h)
where in the last step we used the fact that V is isotropic, as follows:
BG(v, [T (y), T (z)]G) = BG(v, [T (y), T (z)]g +
r∑
i=1
Bg(Di(T (y)), T (z)])vi)
= BG(v, [T (y), T (z)]G) = 0.
Thus, (h, [·, ·]h, Bh) is an n− r-dimensional quadratic Lie algebra.
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We now define a linear map φ : a → Der h ∩ o(Bh) by φ(a)(x) = [a, x]g for all
a ∈ a and for all x ∈ h. It follows from the invariance of Bh, that φ(a) is Bh-skew-
symmetric. Since h is an ideal of (g, [·, ·]g), the linear map φ is well defined. We
now define a skew-symmetric bilinear map Ψ : a × a → h by Ψ(a, b) = [a, b]g for
all a, b ∈ a. Note that by Lemma 2.9.(iv), the linear map Ψ is well defined. In
addition, the Jacobi identity in g, implies that [φ(a), φ(b)]gl(h) = adh(Ψ(a, b)) and
φ(a)Ψ(b, c) + φ(b)Ψ(c, a) + φ(c)Ψ(a, b) = 0, for all a, b, c ∈ a, thus satisfying (16)
and (17).
In order to identify V with a∗ define the correspondence V ∋ v 7→ ξ(v) = BG(·, v)|a ∈
a∗. Since BG is non-degenerate, ξ defines a bijective linear map. Besides, Lemma
2.4.(i) says that BG(ai, vj) = δij for 1 ≤ i, j ≤ r, which makes the identification
ξ(vi)↔ a
∗
i , for 1 ≤ i ≤ r.
Now use the maps Di ∈ Der g defined by the 2-cocycle of the extension of g
by V to define the skew-symmetric bilinear map Φ : h × h → a∗, by Φ(x, y) =
r∑
i=1
Bg(Di(x), y)a
∗
i , for all x, y ∈ h. We want to prove that equation (18) is satisfied.
Indeed,
Φ(x, y)(aj) =
r∑
i=1
Bg(Di(x), y)a
∗
i (aj) = Bg(Dj(x), y) = Bg(h([aj , x]G), y)
= BG([aj , x]G, y) = BG([aj , x]g +
r∑
i=i
Bg(Di(aj), x)vi, y)
= BG([aj , x]g, y) = BG(φ(aj)(x), y).
Since both φ(aj)(x) and y belong to h = ImT , it follows from the definition of Bh
that Φ(x, y)(aj) = Bh(φ(aj)(x), y), for all x, y ∈ h.
Now let χ : a × h → a∗ be defined by χ(a, x) =
r∑
i=1
Bg(Di(a), x)a
∗
i , for all a ∈ a,
and all x ∈ h. After a similar computation we may conclude that χ(a, x)(aj) =
−Bh(Ψ(a, aj), x) for all a ∈ a, x ∈ h and 1 ≤ j ≤ r. Thus (19) is also satisfied.
Finally, define the skew-symmetric bilinear map ω : a×a→ a∗ by letting, ω(a, b) =
r∑
i=1
Bg(Di(a), b)a
∗
i , for all a, b ∈ a. It follows easily from Lemma 2.4.(iv) that,
ω(aj, ak)(ai) = ω(ak, ai)(aj), for all 1 ≤ i, j, k ≤ r. Since the Di’s are Bg-skew-
symmetric derivations of g, Leibniz rule and Jacobi identity imply that χ(a,Ψ(b, c))+
χ(b,Ψ(c, a))+χ(c,Ψ(a, b)) = 0 for all a, b, c ∈ a, and therefore (20) is also satisfied.
Now let H = a⊕ h⊕ a∗ be the double central extension of (h, [·, ·]h, Bh) by a. Thus,
the Lie bracket [·, ·]H in H is given by means of (22), and the invariant metric on
H is given by BH(a + x + α, b + y + β) = Bh(x, y) + β(a) + α(b), for all a, b ∈ a,
x, y ∈ h and α, β ∈ a∗.
Finally, the map Ω : G→ H, defined by Ω(a+x+v) = a+x+ξ(v), gives the desired
isometry between (G, [·, ·]G, BG) and the double central extension of (h, [·, ·]h, Bh)
by a, as claimed. And to round it up, notice that the linear map L : G→ G, given
by, L(x+u) = k(x) for all x ∈ g and u ∈ V , satisfies the conditions of Proposition
3.1. 
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The next Corollary of Theorem 3.3 addresses the question of when V is a non-
degenerate ideal of (G, [·, ·]G, BG) under the special hypothesis that (g, [·, ·]g, Bg)
be indecomposable and non-nilpotent.
Corollary 3.5. Let (g, [·, ·]g, Bg) be an indecomposable non-nilpotent quadratic Lie
algebra. Let V be a vector space and let (G, [·, ·]G) be a central extension of (g, [·, ·]g)
by V . If there is an invariant metric on (G, [·, ·]G), then V is a non-degenerate ideal
of (G, [·, ·]G, BG).
Proof. Let BG be an invariant metric on (G, [·, ·]G). If V is isotropic, Lemma
2.15.(iii) implies that (g, [·, ·]g) is nilpotent. On the other hand, if V ∩ V
⊥ 6= {0},
Proposition 2.8 states that there exists a quadratic Lie algebra (H, [·, ·]H, BH)
with BH = BG|H×H, such that (G, [·, ·]G, BG) is the orthogonal direct sum of
(H, [·, ·]G, BG|H×H) and (U,BG|U×U ), where V = (V ∩ V
⊥) ⊕ U , and U⊥ = H.
Also, (H, [·, ·]G, BG|H×H) is a central extension of (g, [·, ·]g, Bg) with isotropic kernel
V ∩ V ⊥. Thus, Lemma 2.15.(iii) says again that (g, [·, ·]g) is nilpotent. 
Notice that if the indecomposable quadratic Lie algebra (g, [·, ·]g) is nilpotent, the
example exhibited in §2, shows that the invariant metric defined on the central
extension (G, [·, ·]G), cannot be obtained as the orthogonal direct sum of invariant
metrics on (g, [·, ·]g) and V .
3.1. Central extensions of dimension one or two. In this section we shall
prove that within the context of quadratic Lie algebras, any central extension G of
g by V having dimF V ≤ 2, yields a Lie algebra monorphism g →֒ G, such that the
composition
πg
g →֒ G → g,
is the identity map Idg. That is, the corresponding exact sequence 0→ V → G→
g → 0, splits. This amounts to show, as we shall see, that the derivations of the
2-cocycle of the central extension, are inner. On the other hand, the example 2.18
exhibited in §3 shows that this is no longer true as soon as dimF V ≥ 3.
3.1.1. One-dimensional central extensions. Let V be a one-dimensional vector space;
say, V = Fv. Let D ∈ Der g be the Bg-skew-symmetric derivation associated to the
2-cocycle of the central extension. Lemma 2.4 implies that there is a T ∈ ΓBg(g)
and a vector a := a1 ∈ KerD, such that, T ◦D = D ◦ T = adg(a), in which case,
KerD = {x ∈ g | [a, x]G = 0} (see Lemma 2.4.(v)). It is easy to see, however,
that KerD = Cg(a). Indeed, write [a, x]G = [a, x]g+Bg(D(a), x) v. For a ∈ KerD,
it follows that [a, x]G = [a, x]g.
Now, if T = 0 then g is one-dimensional, because k(g) ⊆ V and k is injective (see
Lemma 2.2.(ii)). But then, both, [·, ·]g and [·, ·]G are trivial and D = 0. Thus,
assume that T 6= 0. Applying the argument given in Proposition 2.4.(ix), we
prove that D is an inner derivation
3.1.2. Two-dimensional central extensions. We shall now assume that dimF V = 2.
Recall from Remark 2.10.2 (after Lemma 2.9) that we may assume dimF V ≤
dimFC(g). In particular, dimF g ≥ 2. We shall now prove by induction on dimF g
that the derivations D1 and D2 associated to the 2-cocycle of the central extension
are inner.
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Notice that we only have to analyze the case when V is isotropic. Were it the case
that V ∩ V ⊥ 6= {0} and V * V ⊥, then V ∩ V ⊥ is one dimensional. Let u ∈ V
such that V = V ∩ V ⊥ ⊕ Fu. Then BG(u, u) 6= 0. Since u ∈ C(G), then Fu is
a non-degenerate ideal of G, and G = (Fu)⊥ ⊕ Fu. Using the same argument as
in Proposition 2.8, we have that (Fu)⊥ is a one-dimensional central extension of
(g, [·, ·]g, Bg), but just as we have seen, the short exact sequence associated to this
central extension splits, which implies that the short exact sequence associated to
the central extension (G, [·, ·]G, BG), splits too.
The induction hypothesis consists of that the existence of an invariant metric on
any central extension of an m-dimensional quadratic Lie algebra, with m < n, by a
2-dimensional vector space, implies that the short exact sequence associated to the
extension splits.
Start with a 2-dimensional quadratic Lie algebra, (g, [·, ·]g, Bg). In this case, (g, [·, ·]g)
is Abelian. Let (G, [·, ·]G) be a central extension of g by V admitting an invariant
metric. If V is isotropic then, Lemma 2.9.(i) implies that g is spanned by a1
and a2. Using the hypotheses D1(a1) = D2(a2) = 0 together with the Bg-skew-
symmetry property of D1 and D2, we can show that [a1, a2]G = 0. Indeed,
[a1, a2]G = [a1, a2]g +Bg(D1(a1), a2)v1 +Bg(D2(a1), a2)v2
= Bg(D2(a1), a2)v2 = −Bg(a1, D2(a2))v2 = 0.
Since V ⊆ C(G), it follows that [·, ·]G ≡ 0, which implies that D1 = D2 = 0.
Let (G, [·, ·]G, BG) be a quadratic Lie algebra which in turn is a central extension
of an n-dimensional quadratic Lie algebra (g, [·, ·]g, B), by a 2-dimensional vector
space V , with n ≥ 2.
Lema 3.6. Let g be n-dimensional. If V be isotropic, then D1 = D2 = 0.
Proof. By Lemma 2.9.(i), {a1, a2} and {h(v1), h(v2)} are both linearly indepen-
dent sets. So, a = Span
F
{a1, a2} is two-dimensional. Using the Remark 2.10.2
that follows Lemma 2.9, there is a Lie algebra structure on a⊥, such that (g, [·, ·]g)
is a central extension of (a⊥, [·, ·]a⊥) by KerT = SpanF{h(v1), h(v2)}:
(26)
ι πa⊥
0 → KerT → g → a⊥ → 0.
Furthermore, the bilinear map Ba⊥ : a
⊥ × a⊥ → F, defined by Ba⊥(x, y) =
Bg(Tx, y), for all x, y ∈ a
⊥, makes (a⊥, [·, ·]a⊥ , Ba⊥) into an (n − 2)-dimension-
al quadratic Lie algebra. By the induction hypothesis, the short exact sequence
(26) splits. Therefore, a⊥ is an ideal of (g, [·, ·]g) and, consequently, so is a. Since
[g, g]g ⊆ ImT and g = ImT ⊕ a (see Lemma 2.9.(iv)), it follows that a ⊆ C(g).
Hence, Di ◦ T (x) = T ◦ Di(x) = [ai, x]g = 0 for all x ∈ g and i = 1, 2; that is,
Di(ImT ) = {0} (i = 1, 2). Since D1(a1) = D2(a2) = 0 (Lemma 2.4.(iii)), it
follows that [a1, a2]G = 0, which implies a ⊆ C(G). Also from Lemma 2.4.(iii),
we finally conclude that Di = h ◦ adG(ai) = 0 (i = 1, 2). 
We can now state the following result.
Proposition 3.7. Let (g, [·, ·]g, Bg) be a quadratic Lie algebra. Let (G, [·, ·]G) be
a central extension of (g, [·, ·]g) by V , and assume that dimF V ≤ 2. If there exists
an invariant metric on (G, [·, ·]G), then the short exact sequence associated to the
extension, splits.
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