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Abstract
Scanning ion micro-beam analysis has been used to determine the diffusion 
of molecules in materials with a combination of high spatial resolution and 
concentration sensitivity not possible with other analytical techniques.
The ion beam analysis apparatus and techniques available at the University of 
Surrey are described. Methodologies have been devised to determine the scanning 
micro-beam line scan size and the diameter of the beam spot. Adaptations to the 
micro-beam line hardware have been proposed with the design of a novel form of 
none interrupting beam current monitor utilising a transmission Faraday cup and 
charge collection from the object aperture.
Micro-Nuclear Reaction Analysis (NRA) has been used for the first time to resolve 
the location and concentration of a hydrocarbon molecule in a biological matrix. 
Deuterated molecules (a surfactant and a hair conditioning agent) were imaged 
in perm damaged and undamaged hair fibres. Natural deuterium levels were 
ascertained with reference to a virgin hair fibre.
Profiles of chlorine diffusing into cement paste blends have been determined using 
micro-Particle Induced X-ray Emission (PIXE). The profiles were fitted with a 
semi-infinite model of Fickian diffusion. The analysis was combined with micro- 
NRA to simultaneously profile the aqueous carrier (deuterium oxide) with the 
diffusing chlorine.
A combination of micro-PIXE and micro-NRA has been used for the first time to 
image the ingress of water (deuterium oxide) and subsequent redistribution of drug 
in a polymeric drug release system. The two dimensional distributions of water, 
drug, and polymeric matrix are statistically correlated.
Research is what Pm doing when I don’t know what Pm 
doing.
W ernher Von Braun (1912-1977).
Acknowledgements
I would like to thank Karen Powell for putting up with me during my Ph.D and 
being my friend and companion.
I would also like to thank Dr. Tony Clough for allowing me so much of his time 
during my studies. His advice and guidance throughout my time at Surrey have 
been greatly appreciated.
My thanks too to all the other academics I have worked with in particular Dr. Chris 
Jeynes for helping me come to terms with analysis on our aging Van de Graaff 
accelerator and Dr. J.L. Keddie, Dr. P. Riggs, Dr. M. Mulheron and Dr. P. Meredith 
for providing me with the samples to analyse.
The assistance of the technical staff at the D.R. Chick laboratory, especially Chris 
Burt and Mark Brownton, and Willie Scherrer and Roger Warren in the Physics 
Workshops was much appreciated.
I also send special thanks to Dr. Dave Bond for introducing me to the 
Mountaineering Club which has occupied most of my free time. Also to everyone 
else at the Mountaineering Club and the Students Union.
This worked was funded by the Engineering and Physical Sciences Research 
Council.
Abbreviations
AES Auger Electron Spectrometry 
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AMS Accelerator Mass Spectroscopy 
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D Deuteron
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eV Electron Volt
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p Proton
PIGE Particle Induced Gamma-ray Emission 
PIXE Particle Induced X-ray Emission 
Q Q-value (Energy released during a nuclear reaction) 
RBS Rutherford Backscatter Spectroscopy 
RF Radio-frequency
SAM Scanning Auger Microscopy 
SEM Scanning Electron Microscopy 
Si (Li) Lithium drifted Silicon 
SIMS Secondary Ion Mass Spectroscopy 
STIM Scanning Transmission Ion Microscopy 
TXRF Total Reflection X-ray Fluorescence 
XPS X-ray Photoelectron Spectrometry
N omenclature
A  Atomic weight of target atom
C Concentration
c Velocity of light
D Diffusion coefficient
Ecb Energy of the Coulomb barrier
e Charge of an electron
I  Average ionisation potential
J  Rate of transfer per unit area
K  Kinematic ratio
m  Mass
me Mass of an electron
No Avogadro’s constant
Q Energy transfer during a nuclear reaction
q Electron charge of an ion
R  Range
S  Stopping power of matter
T  Kinetic energy
t Time
U Ionisation energy
v Velocity
w Mass fraction
Y  Yield
Z  Atomic number
a Angle from incident path to the target surface normal
(3 Angle from target surface normal to the exit path
T Total charge
e Detector efficiency
£o Permittivity of free space
v
vi
9 Angle from incident ion path
A Ratio of proton and electron masses
fj, Mass attenuation coefficient
p Density
a Cross-section
r  Photon attenuation
<h Ion flux
Q, Solid Angle detector subtends at sample
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C h a p t e r  1
H i s t o r i c a l  b a c k g r o u n d  a n d  
r a t i o n a l e
1.1 Analysis using charged particles
The scattering of cr-particles through large angles (averaging ^90°) from platinum 
was first observed by Hans Geiger and Ernest Marsden at Manchester University 
in 1909 - an experiment performed at the suggestion of Lord Rutherford. He 
subsequently interpreted their result (1911) on the basis of scattering from massive 
positively charged nuclei at the centre of the platinum atoms. His hypothesis of 
Coulomb scattering gave rise to predictions of an angular dependence up to 180° 
(Rutherford backscattering), nuclear charge, target thickness up to a few pm, and 
initial ot-energy dependence of the probability for scattering. These predictions 
were verified by Geiger and Marsden in a series of brilliant experiments published 
in 1913.
The first use of scattering of a-particles for determining the charges of nuclei 
■(and-thei-i--masses-)-wer€ not reported until 46 years later by Rubin et al. (1957). 
Rubin’s principal advantage over his prestigious antecedents was the ability to 
maintain a high current of high energy charged particles, a task not possible with
1
CHAPTER 1. HISTORICAL BACKGROUND AND RATIONALE 2
naturally occurring radioactive sources. Rubin achieved this with a Van de Graaff 
accelerator (Van de Graaff 1931).
Worldwide, the Van de Graaff accelerator was used increasingly during the 1950’s 
and 60’s to study the interactions of light ions - typically protons, deuterons 
and alpha particles - with nuclei throughout the periodic table. Energies of a 
few MeV easily obtainable with a Van de Graaff accelerator were ideally suited 
to study compound nuclear reactions in nuclei. The study of direct nuclear 
reactions required higher energies leaving many once state of the art accelerators
- let.*
redundant (Earwaker 1995). The/Van de Graaff accelerator is now a relic of nuclear 
physicists’ quest to understand the fundamental properties of matter.
The application of these accelerators to the study of near-surface (up to a few pm) 
analysis of materials using Rutherford backscattering of helium ions, led to the
. eqjpliacL
development of a new field nynuclear physics. Now a distinct entity in its own 
right, ion beam analysis incorporating not only Rutherford Backscattering but a 
wide range of other techniques, is an ever expanding field of research (Tesmer and 
Nastasi 1995).
1.2 Development of ion beam analysis
Ion beam analysis can primarily be subdivided into two distinct fields. The ions 
used can be either heavy ions z> 8 , or light ions z<8 . The heavier ions are used in 
analytical techniques such as Secondary Ion Mass Spectroscopy (SIMS), and other 
sputtering techniques. Light ions provide a suite of useful near-surface analytical 
techniques - the most widely used being Rutherford Backscattering Spectroscopy 
(RBS). Table 1 . 1  summarises some of the techniques available, but this is by no 
means an exhaustive list of those available (Bird and Williams 1989).
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Analysis Technique Detected particle
Particle Induced X-ray Emission (PIXE) X-rays
Particle Induced 7 -ray Emission (PIGE) 7 -rays
Rutherford Back/Forward Scattering (RBS/RFS) Scattered ions
Forward Recoil Elastic Scattering (FRES) and 
Elastic Recoil Detection Analysis (ERDA)
Recoil Nuclei
Nuclear Reaction Analysis (NRA) Charged particles
Scanning Transmission Ion Microscopy (STIM) Transmitted beam
Secondary Electron Microscopy (SEM) Secondary Electrons
Table 1.1: Ion beam analysis techniques and associated detected particles.
Ion beam analysis with light ions has several milestones associated with its 
development. Rubin’s experimental apparatus (1957) has remained relatively 
unchanged upstream of the target for conventional ion beam analysis. The 
fundamental changes have been to the detection and associated processing of 
detected particles. The development in the 1950’s of semiconductor detectors 
which were compact and worked in vacuo allowed research groups throughout 
the world to obtain and assemble ion beam analysis facilities which were reliable 
and affordable. The simultaneous development of the multichannel analyser 
(MCA) (Wilkinson 1950) allowed the spectrum of signals produced by the detectors 
to be displayed. Recent developments in the apparatus have been just adaptations 
of these devices - the semiconductor detector has been refined and the MCA 
incorporated into microprocessor-controlled systems.
The next milestone in ion beam analysis came with the development of collimated 
micro-beam systems (review: Legge 1997). Whereas conventional ion beam 
analysis yields information averaged over the whole area exposed to the ion beam, 
a focused micro-beam can yield information about a highly localised position. This 
is extremely useful, indeed essential, if the sample is not uniform in at least two 
dimensions.
Zirkle and Bloom (1953) at Chicago were the first group to collimate an ion beam
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using a 2.5fxm scratch on a pair of polished jaws. Groups at Harwell (Pierce et al. 
1966) and Lucas Heights (Bak et al. 1966) soon followed and began to use 
collimated beams for NRA and PIXE analysis. The main weakness with 
collimation was that most of the current produced by the accelerator was lost at 
the object aperture. Ferguson at Harwell suggested a beam from a moderate sized 
collimator maybe further focused by means of a quadrupole lens and Cookson and 
Pilling (1970) realised this, also incorporating electrostatic scanning plates. Their 
success in developing this technique allowed ion microbeam analysis to become 
viable.
The development of the modern microprocessor allowed the energy spectra from a 
number of different detectors to be correlated with the scan position.
Modern ion micro-probes routinely scan with resolution of below 1 fxm and are 
often capable of detecting a variety of reaction products (Watt 1997).
1.3 Materials analysis with ion beams
Given the important role of semiconductor detectors in the expansion of ion beam 
analysis it is perhaps appropriate that the majority of materials analysed have been 
associated with the semiconductor industry (Takai 1996). Other potential users 
outside device-engineering have been largely unaware of its existence. Recently 
this imbalance has been addressed and a wider variety of materials have now been 
studied. These range from the study of individual biological cells (Sjoland et al. 
1997) to the study of the composition of extraterrestrial meteorites (Deloule and 
Robert 1994).
The rapid expansion of the field of material science has seen an increasing demand 
for solutions to problems which are only now being realised. These problems are 
often instigated by industry’s need to understand its own produce and develop more 
sophisticated and economical products. Academia itself is also always looking for 
methods to prove often complex theoretical interactions of matter (Feast et al.
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1993).
Ion beam analysis can and does provide information not obtainable by other 
analytical techniques. It provides parts per million sensitivity with spatial 
resolutions of below lpm. The ability to combine both of these parameters is 
vital in the study of diffusion in materials.
1.4 M ethodology used to study diffusion
The penetration of a molecular species into a matrix of differing composition is an 
extremely important process. It is therefore surprising how little is actually known 
about the simplest systems. Diffusion is often not the only parameter affecting the 
penetration of molecules into materials. It is the extent of this interference from 
other parameters which justify the need to study individual systems to determine 
the extent of the deviation from pure diffusion.
1.4.1 C lassical techniques
The simplest method, which explains its popularity, is gravimetric analysis. 
Diffusion cells are used to expose a material to a diffusant. This material 
is then periodically weighed with very accurate balances determining the total 
mass uptake. Gravimetric analysis is an invaluable tool for comparative results, 
justifying those often determined by far more complicated practices. Its simple 
methodology and inexpensive apparatus make this technique the obvious initial 
step, although its inability to determine concentration profiles is a severe drawback.
Where it is possible to observe the diffusion optically, a microscope may be 
used to view a diffusant with a visible pigment. However optical studies are 
not just limited to this rudimentary method. Sophisticated methods utilising 
ellipsometry (Filippov 1993), lasers (Zeigler et al. 1985) and Fourier transform 
infra-red spectroscopy (FTIR) (McKnight and Gillespie 1997) are also used. The
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sensitivity, both spatially and with regard to concentration determination, does 
however limit the scope of this work.
Improved resolution may be obtained by using optical methods with atomic 
components. Electrons and neutrons are commonly used to make direct 
measurements of diffusion either by reflectivity or interferometry (Baker et al. 
1997; Maaza et al. 1994; Schaller et al. 1995). These methods provide very high 
spatial resolution, but are very model-dependent.
To locate minuscule concentrations of diffusant with high spatial resolution in a 
model-independent way elemental-profiling techniques have to be employed.
1.4.2 E lem ental-profiling techniques
Table 1 . 2  shows some of the profiling techniques available and some of the strengths 
and weaknesses of each.
Analytical Signal Elements Detection Lateral
technique Detected detected Limits Resolution
AES/SAM electrons L i -U 0 . 0 1  - 1 % 15nm
ESCA/XPS photo electrons Li - U 0 . 0 1  - 1 % 75pm
FRES hydrogen H, D 0 .0 1 % 1 /im
NRA ions isotopes 
(high Q reaction)
1 0 0  ppm 1pm
NMR protons isotopes _i 5 pm
PIXE X-rays L i - U 1 ppm 1pm
RBS ions L i -U 1 ppm 1pm
SEM/EDX X-rays B -U 0.1 - 3% lOOnm
SIMS ions H - U 1 0  ppb 1pm
TXRF X-rays S -U 1 0  ppb 1mm
Table 1 .2 : Comparison of the sensitivity of elemental-profiling techniques.
The high background bremsstrahlung associated with EDX is reduced by almost
1NM R is sensitive to  the m obility of a m olecule w ith respect to  its environment and is not 
solely dependent on the concentration present.
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a factor of two thousand by using protons. This allows an increase in sensitivity 
of over three orders of magnitude by using ions. The problems of focusing X-rays 
means although the technique has the required sensitivity the lateral resolution 
is poor. Some of the techniques are also not sensitive to all the elements of the 
periodic table limiting the type of diffusant that may be used.
It can therefore be seen that in order to determine low concentrations (<0.1%) 
with good spatial resolution the light ion beam analysis techniques (PIXE, FRES 
and RBS) are unparalleled by all the other techniques, with the exception of SIMS.
SIMS itself is an extremely difficult technique, both in the experimental 
arrangement and in interpretation of the results obtained. Compared with PIXE, 
for example, which provides instantaneous identification of elements (by means of 
characteristic, well separated, X-rays peaks) SIMS is a slow and complex analytical 
technique.
This does not mean the other techniques do not have advantages over ion beam 
analysis. NMR for example does not just determine the elemental composition 
but also provides information about the chemical state of the element and how it 
interacts with its surroundings. Electron and electromagnetic radiation techniques 
are more readily available and the cost per sample analysed is less than ion beam 
analysis.
It is therefore important to determine which technique is most suitable for a given 
problem; spatial resolution, detection limits and inevitably costs (both financial 
and time) must all be considered.
1.5 Ion beam analysis of diffusion in materials
Conventional ion beam analysis has been used to determine the extent of mutual 
diffusion between two planes of differing materials since the 1950’s. RBS and 
NRA both enable very high resolution depth profiling. The main problem with
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analysing diffusion using ion beams is the phenomena of ion beam induced 
diffusion. This may be desirable in the modification of materials but for purely 
analytical studies it is often a problem. It may be due to ion beam heating 
of the sample or from redistribution of the molecules by bombardment. Metals 
and semiconductors are not particularly prone to induced diffusion under typical 
analytical conditions, but for polymers and biological matrices the effect can 
be substantial, making preventative steps essential. This analysis of course is 
dependent on two-dimensional homogeneity, and, as mentioned previously, is 
inadequate for heterogeneous materials.
The first diffusion studied by means of a scanning micro-beam was reported by 
Cookson and Pilling (1975); hair fibres were examined by micro-PIXE for trace 
elements. Presently ion beam groups globally are examining diffusion into all 
manner of materials (bio-materials such as bone, hair and teeth are of particular 
interest) with micro-PIXE which seems to be the favoured technique for these 
applications (Johansson and Johansson 1976).
Most of the previous work conducted by the University of Surrey Ion beam Analysis 
Group has focused on either devices for the semiconductor industry (Jeynes et al. 
1997; Sealy et al. 1995) or on conventional ion beam analysis of polymeric 
systems (Clough 1996; Clough et al. 1997; Drew et al. 1996; Payne et al. 1989; 
Shearmur et al. 1996). The application of the facility to the analysis of diffusion 
in heterogeneous materials is a novel field of interest.
The use of micro-NRA in conjunction with micro-PIXE to determine the location 
of diffusants in heterogeneous materials puts the work reported here at the forefront 
of this type of analysis.
C h a p t e r  2
T h e o r e t i c a l  p r i n c i p l e s
2.1 Interaction of ionising particles with matter
As ionised particles travel through matter they undergo numerous interactions; 
which result in a loss of kinetic energy (Krane 1988). The primary interaction 
for energy loss is with atomic electrons. This is due to the larger probability of a 
particle interacting with the atom than the minuscule nucleus. Particles may be 
Coulomb scattered by nuclei (Rutherford Scattering), although this method has 
very little influence on the average loss of energy for the particles.
Conservation of energy and momentum for the head on collision of an ion of mass 
rrii with an electron of mass me (assumed for simplicity to be a rest) results in a 
loss of ion kinetic energy, T,
For a 2  MeV proton this -to-83 of~kinetic energy is 4.36 lceV per collision. The 
bremsstrahlung associated with the deceleration of the ion/is therefore negligible
compared to that associated with an electron beam decelerating due to an electron 
collision.
(2 .1 )
9
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2.1.1 T he stopp ing power o f m atter
The loss of kinetic energy per unit distance, as an ion travels through a material 
with density pt is expressed as the stopping power, S  (Alfassi 1994).
S = - ~ dT -  (2-2)pt ax
The theoretical relationship between the stopping power and kinetic energy was 
first obtained from a quantum mechanical calculation of the collision process by 
Hans Bethe. For non-relativistic ions with velocity Vi it is given by,
where I  is the effective ionisation potential of absorber atoms weighted average 
over all the electron shells (I «  11.5 Z  eV).
For mixtures and compounds the stopping power can be calculated by the addjtaty 
rule of Bragg and Kleeman (1905),
=  (2-4)
Where Wj is the mass fraction and Sj the stopping power of elemental component 
j . Deviation from Bragg’s rule occurs if there is chemical binding between 
components. Zeigler and Anderson obtained many experimental results for the 
stopping power of hydrocarbons for protons and alpha particles between 0 . 1  and 
1 MeV. Above 1 MeV the deviations from Bragg’s rule become insignificant.
The range of the ion, R, in a material is calculated by integrating the stopping 
power over the kinetic energies of the ion,
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2.1.2 Y ield  o f ion in teractions
The yield for a given interaction between the incoming ion and a layer of target 
material, thickness, dx, is proportional to the flux of the ions $, and the total 
number of target atoms exposed to the flux. The number of ion scatters into 47t 
solid angle per unit time is:
scattering of an ion from a nucleus.
As detectors used seldom have a 47r solid angle of detection a more appropriate 
relationship is the differential cross-section - the probability of scattering into unit 
solid angle (6,4>). For a detector with a solid angle of Af2 at (0, (j)), the number of 
detected scatters per unit time is:
(2 .6 )
where a is defined as the cross-section of interaction. It is the probability of
dn _  der(9,4>)^N0 
dt d£l AA>— pdxA£l (2.7)
assuming 1 0 0 % detection efficiency.
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2.2 Nuclear reaction analysis
A nuclear reaction is characterised by a Q-value. The Q-value is the energy transfer 
during a reaction. The reaction where an accelerated ion a, collides with a target 
atom A  and produces reaction products b and B , where b is the detected particle, 
is usually written in the form A(a,b)B. The Q-value is the energy-equivalent 
difference between the rest masses of the reactants and the products,
Q — (srriA + ma - m b-  mific2 (2.8)
Nuclear reactions which are exoergic, i.e. Q>0, are most often used for analytical 
purposes.
2.2.1 C oulom b barrier
For a nuclear reaction to occur a Coulomb barrier between the positively charged 
nucleus of the incoming ion and the target nucleus must be overcome. The energy 
of the Coulomb barrier is:
E cb & ---- ?5?)e--- -j—  where r 0 ^  1 — 2 fm (2.9)
47r£0?*o (Ai +  A %)
Quantum mechanical treatment of the barrier explains that the probability of 
tunnelling through the barrier is not zero but very low if the kinetic energy of the 
incoming ion is lower than the energy of the Coulomb barrier.
2.2.2 P article k inem atics
By resolving the kinematics of the reaction A(a, b)B the maximum kinetic energy 
of reaction product B  can be calculated. Applying conservation of energy and
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momentum to the collision gives the kinetic energy, Tb, of a reaction product 
recoiling from a reaction at 0 to the direction of the incoming ion,
T \ _  {mAmbTafcos9  +  {mAmbTacos29 +  (mB + mh)[mBQ + (mB -  mA)Ta]}  ^ .
b mB + mb
Similar equations can be formed for reaction product B. Equation 2.10 can then 
be used to calibrate the system as the energy of the detected particle resulting 
from the beam interacting with the sample surface can be used as a calibration 
point. The kinetic energies of the particles recoiling at 165° for the D(3He,p)4He, 
12C(3He,p)14N and 12C(3He,p)14N* reactions (those most commonly used at Surrey 
for diffusion studies) instigated by a 3He ion beam with an energy between 0.7 MeV 
and 2.0 MeV are shown in figure 2.1.
2.2.3 N uclear reaction  cross-section
The cross-section for a nuclear reaction between charged particles is very small for 
incoming ions which have a kinetic energy below the reaction threshold determined 
by the Coulomb barrier.
The cross-section for the D(3He,p)4He reaction rises to a peak at 0.7 MeV due to 
the formation of a state in the compound nucleus 5Li. It then falls off. It has 
been described by a polynomial fit to experimental data (Moller and Besenbacher 
1980):
l TB* + B3e~B*T +  S5 ^
Where T  is the kinetic energy of the incident ions, 5i=1.577E+04 mb, 5 2 = 3 .5 3 0 ,
5 3=2.921E-01, 54=2.411 and 5 5=7.930E-03. The plot of this function is shown
in figure 2 .2 .
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Figure 2.1: The kinetic energies of the particles recoiling at 165° for the
D(3He,p)4He, 12C(3He,p)14N and 12C(3He,p)14N* reactions instigated by a 3He ion 
beam with an energy between 0.7 MeV and 2.0 MeV.
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Kinetic energy of 3He ions (MeV)
Figure 2.2: Polynomial fit to experimental data for the cross-section of the 
D(3He,p)4He reaction (Moller and Besenbacher 1980).
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2.3 Rutherford backscattering
Incoming ions may experience the phenomen/t of Rutherford backscattering if the 
mass of the ion is less than that of the target atom. Figure 2.3 shows the collision 
geometry for a backscattered ion.
Figure 2.3: Collision geometry for an ion undergoing Rutherford backscattering.
By applying the laws of conservation of energy and momentum a ratio of the 
backscattered and incident kinetic energy of the ion can be calculated, this ratio 
is commonly known as the kinematic ratio, K ,
K  = l k  =
Tt
(m2 — m2sm29) a + m^cos#
r r i i  +  m t
(2 .1 2 )
The Rutherford model of backscattering assumes that the ion scattering from 
the target atom is in fact the scattering of two bare nuclear point charges. The 
differential cross-section is given by,
da =  /  ZjZte2 V4 [(1 -  g } 2sm2fl)5 +cosfl]
dCl \16ircoTi J sin4 0  ( 1  -  {|j^}2sin20 )s 2^'13^
The cross-section for a backscattering interaction is therefore most influenced by 
the squares of Z{, Zt and implying that the greatest cross-section is seen for 
the nucleus of a heavy ion with a low kinetic energy colliding with a heavy target 
nucleus.
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2.4 Particle induced X-ray emission
As ions pass through matter the electron structure of the target atoms is inevitably 
altered. The ionisation of atoms and the subsequent rearrangement of electrons 
as the minimum energy state of the atom is recreated leads to the emission of 
characteristic photons, see figure 2.4. Some of these photons fall into the X- 
ray range of the electromagnetic spectrum; it is these that are detected in PIXE 
analysis.
Figure 2.4: Ion interaction with a K shell electron showing the formation of the 
7 /^and 7 ^  X-rays.
The complex structure of the electron shell energy configuration of an 
atom produces a complex array of X-rays of different energies. Figure 2.5 
shows the structure and the electron transitions associated with the X-rays 
produced (Johansson and Campbell 1988).
Table 2.1 shows the Ka, Kp and LT photon energies for principal electron 
transitions to the K  and Lj shells for some of the elements commonly studied in 
diffusion studies with PIXE (Kaye and Laby 1986). (N.B. X-rays span an energy 
range of 14 eV to 157 keV in the electromagnetic spectrum).
Particle induced X-ray emission is usually detected with a detector sensitive to X- 
rays with energies between 0 . 2  and 40 keV, although the efficiency of the detector 
is usually greatest between 1 and 10 keV.
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Figure 2.5: Electron shell structure showing the K and L shell electron transitions 
and the X-rays associated with them.
Element Atomic Number Ka Kp Li
C 6 0.277 0.284 -
0 8 0.525 0.543 -
Na 1 1 1.041 1.071 0.063
Mg 1 2 1.253 1.302 0.089
Al 13 1.485 1.557 0.118
Si 14 1.740 1.836 0.149
S 16 2.308 2.464 0.229
Cl 17 2.621 2.816 0.270
K 19 3.313 3.587 0.379
Ca 2 0 3.691 4.014 0.438
Fe 26 6.399 7.058 0.848
Cu 29 8.038 8.905 1.099
Zn 30 8.627 9.615 1.088
Br 35 11.901 13.380 1.782
Ag 47 24.106 26.266 3.806
I 53 28.467 32.527 5.188
Pb 82 74.969 87.367 15.861
Table 2.1: Photon energies (keV) for principal electron transitions to the K  and Lj 
shells for some of the elements commonly studied in diffusion studies with PIXE.
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The yield of X-rays produced by electron transitions in an atom p is given by, 
CpNoDTe rTf a^{T)r{T)dTY —xp : (2.14)4 nApqI t ,  S(T)
where Gp is the concentration of atoms p, T is the total charge, e is the detector 
efficiency, and the photon attenuation is given by,
"T cos(or)dT
t (T) =  exp
JT*i cos (f3)S(T) (2.15)
A very simple model based on non-relativistic binary encounter approximation
Jen i0>cJbvOr>
theory and early experimental cross-sections using protons for the Xn^-emissien- 
t
cross-section was formalised by Johansson and Johansson (1976) using the
appropriate values from table 2.2 and a fitted polynomial of the form,
7 1 = 0
In ( — )} \ x u j .
(2.16)
where i is either the K or L shell, U is the ionisation energy, Tp the kinetic energy 
of the instigating proton and A the ratio of proton and electron masses.
K L
bo 2.0471 3.6082
bi -0.65906E-02 0.37123
b2 -0.47448 -0.36971
b3 0.9919E-01 -0.79593E-04
b4 0.46063E-01 0.25063E-02
b5 0.60853E-02 0.12613E-02
Table 2.2: Coefficients for the calculation of ak and (Jl for equation 2.16.
For ions other than protons equation 2.17 is used to scale the cross-section. The 
cross-section for an ion is given in terms of that for a proton of the same velocity.
Z) =  ( L  Z\  (2.17)
More rigorous equations for the cross-sections using more complicated models are
documented by Johansson and Campbell (1988).
~TK<*_ |3rocL>-C-Cw3H ClrOSY- i_S C5p - CTv.^'L J O c
UuBcL ,
C h a p t e r  3
E x p e r i m e n t a l  m e t h o d s
3.1  T h e  V an d e G raaff accelerator
The need to accelerate particles to energies of a few million electron-volts became 
the focus of much work conducted by nuclear physicists in the early half of the 
twentieth century. Some success in achieving the large voltage potentials required 
to accelerate particles to these energies was achieved by Cockcroft & Walton, 
whose accelerator takes their name (described by Krane 1988). Their accelerator 
consisted of a number of capacitors, which were charged in parallel to a potential 
and then discharged in series. A high voltage potential was achieved using this 
method but an alternating current ripple was inherent to the system.
Robert Van de Graaff pioneered an accelerator capable of achieving high potentials 
with a very stable terminal voltage. The first Van de Graaff accelerator was used 
in 1931 (Van de Graaff 1931) and became the work-horse of low energy nuclear 
structure physics in the 1960’s. A disadvantage of the Van de Graaff accelerator 
was its low current output (pA) compared to the output of the Cockcroft-Walton 
accelerator (mA). This low output is not a problem for analytical studies as often 
high currents destroy the target. A diagram of the basic features of a Van de 
Graaff accelerator is shown in figure 3.1.
20
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3.1.1 A cce le ra to r
The Van de Graaff accelerator used for this study is located in the D.R. Chick 
Laboratory at the University of Surrey (Mynard et al 1985). The accelerator 
is a 2 million volts type AK manufactured by High Voltage Engineering 
Corporation (1953), Massachusetts, USA.
A stable beam of positively charged ions is produced by the accelerator as outlined 
below: Positive ions are accelerated through the potential between the terminal 
shell and ground. The terminal is held at a high voltage potential by the mechanical 
movement of charge along a belt. Charge is sprayed from a coronal discharge onto 
the belt and then moved to the terminal. The potential is maintained by allowing 
a small amount of charge to ground through a series of resistors. Each of these 
resistors is connected to an equipotential plane forming a voltage gradient and an 
electric field with lines parallel to the acceleration tube.
The high voltage terminal shell is insulated by a composite gas of 2.4% SF6, 24.2%
C 02, 73.4% N2 at a pressure of 2r07-x4-0G“t*©iT- to prevent coronal discharge.
ID cffmoijherea
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3.1.2 R a d io -fre q u e n cy  ion  source
The ion source located inside the terminal shell is a standard radio-frequency source 
developed at Oak Ridge (Moak et al. 1951), see figure 3.2.
Figure 3.2: A radio-frequency positive ion source.
1H, 3He or 4He gas is let into the source bottle by means of a thermal mechanical 
leak. The gas is ionised by radio-frequency supplied by couplings surrounding 
the bottle. The frequency chosen causes the valency electrons to oscillate with a 7r 
phase difference with respect to the rest of the atom allowing them to be separated. 
Rod magnets provide an axial field restricting the paths of the electrons, increasing 
ionisation. A positive potential is applied to the probe forcing the positive ions 
through the exit channel. The ions are then focused by a focusing electrode before 
entering the acceleration tube.
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3.1.3 A n a ly s in g  m agnet
After exiting the Van de Graaff acceleration tube the beam of ions passes through 
an analysing magnet. Changing the field strength of the magnet selects both 
the ionic species, its energy and the deflection angle required. The positive ions 
experience a force due to the magnetic field which induces circular motion. The 
radius of curvature in metres of this motion is given by equation 3.1.
y/2mE ,
T =  300Bq  ^ ^
Where m is the rest mass (MeV/e2), E is energy (MeV), q is the charge of the ion 
and B is the magnetic field strength (telsa).
The magnet is stabilised to an accuracy of 10-6 tesla with reference to a nuclear 
magnetic resonance oscillator. By deflecting the beam, the ions not required are 
filtered out, purifying and homogenising the beam.
The magnet is therefore used to send the correct ionic species with the required 
energy to one of five available beam ports. Four of these are connected to beam 
lines, see figure 3.3. Line one is used for vacuum testing; Line two is for nuclear 
reaction analysis; Line four is for Rutherford backscattering and channeling studies; 
Line five is a scanning-microbeam.
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3.1.4 B e a m  s ta b ility  con tro ls
A number of hardware and software adaptations have been incorporated into the 
set up to increase beam stability as described by Jeynes et al. (1998).
The rate at which charge is moved onto the terminal by the belt (up-charge) is set 
to a constant value and not adjusted. Several other parameters are monitored to 
compensate for changes in the terminal voltage.
Energy feedback slits located after the analysing magnet detect excess current on 
one or the other of the slits. The signal is fed back and the current between the 
corona points and terminal controlled by manoeuvring a set of points. If these 
points are moved closer to the terminal more charge is removed and the voltage 
falls, if moved farther away less is removed and the voltage rises. The terminal 
voltage determines the kinetic energy of the accelerated ions and hence position 
on the slits.
The analysing magnet is very sensitive to entry point and it is important to keep 
this constant. A generating voltmeter is connected to a set of X-Y steering plates 
upstream of the magnet for this purpose. The generating voltmeter monitors the 
high voltage terminal by means of an induction motor-driven earthed rotor in front 
of an insulated stator. The rotor exposes the stator periodically to the high voltage 
terminal and earth allowing the voltage to be monitored. The steering plates then 
adjust the point of entry.
The arrangement for the Generating Voltmeter (GVM) and the Corona Current 
Control (CCC) are shown in figure 3.4.
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Upcharge Regulator
up 
~ 6 “
GVM
Figure 3.4: Diagram of the Van de Graaff accelerator energy control systems. 
The coronal current control (CCC), generating voltmeter (GVM), and analysing 
magnet (M) are labelled.
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3.2  R a d ia tio n  d e tec to rs
The development of semiconductor detectors, from conception in the 1930’s to 
commercial availability in the 1960’s, led to their domination in the field of 
radiation detection. Present-day semiconductor detectors are small in size, work 
in vacuo, and are relatively inexpensive.
Semiconductor devices all conform to the same basic principles. Semiconductors 
have an electron energy structure with a valence band, a forbidden band, and a 
conduction band. Doping of the semiconductor with either 5-valence atoms or 
3-valence atoms produces n-type or p-type structures respectively.
If p-type and n-type structures are brought together and an external voltage 
applied, the electron energy levels are changed, see figure 3.5. The voltage/bias 
increases the energy gap and the depletion width.
Figure 3.5: Electron energy level diagram of a p-n type junction.
As radiation passes into the depletion zone it may ionise the atoms present. An 
electron and an electron hole are produced and move due to the applied field. This 
movement of charge is then detected as current (Krane 1988).
A summary of the detectors used and their specifications are shown in appendix A.
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3.2.1 Surface  b a rr ie r  detectors
Surface barrier detectors rely on the junction formed between semiconductors and 
certain metals, i.e. gold and silicon. Due to the different Fermi levels in these 
materials a contact electromotive force is developed lowering the band level in the 
semiconductor, see figure 3.6.
Metal
«ScRjGcA &v£-cg(j£_ 
leu-ytr
V alance
band
Semiconductor
C onduction  
band
junction
Figure 3.6: Electron energy level diagram of the formation of a Schottky junction.
This process is analogous to the formation of an n-p junction and a depletion zone
into the semiconductor is formed, known as the Schottky barrier (Leo 1987), ojffcc^ h 
Tkccv-v o^ cgO., IjxtvnS poVL LCl. TjL.betLcC.
3.2.2 Ion  im p la n te d  detectors
The development of methods to produce ion implanted semiconductors on 
a commercial scale has led to these types of devices replacing the hard-to- 
manufacture and fragile surface barrier detectors. The ions are normally implanted 
into a semiconductor crystal by bombardment by a beam of impurity ions from an 
accelerator, i.e. boron is implanted into silicon to form a p-n junction or arsenic 
is implanted into silicon to form an n-p junction (EG&G ORTEC 1997).
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3.2.3 L ith iu m  d rifte d  s ilicon  d iodes-S i(L i) detectors
To be able to detect low energy X-rays a large depletion zone is needed, this 
3
is ~X)mm in size. This very large depletion zone is not producible w-rt-h- either
cdcAe..
a Schottky barrier or by ion implantatioi/v To form this large zone, lithium is 
thermally diffused into silicon. The greater sensitive region suffers significant noise 
contribution from thermal electrons. The crystal is therefore cryogenically cooled 
for high resolution measurements (Krane 1988).
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3 .3  T h e  d ep th  profiling  m acro -b eam  lin e
The depth profiling macro-beam line, shown in figure 3.7, was constructed at the 
line 2 port of the analysing magnet, see figure 3.3. The beam is first collimated 
by the energy feedback slits. An optional circular aperture with a 1cm diameter 
can be used. A retractable quartz glass viewer is used to view the beam position 
directly after the aperture. The beam is then steered into the chamber using 
electric deflection plates. Additional vertical collimating slits are used to ensure 
the entire beam falls on the target stage. An array of vertical gold wires intersects 
the beam allowing the current to be monitored (Shearmur 1996). By placing a 
material which fluoresces on the sample holder, the location of the beam can be 
seen through a viewing portal. The viewing portal is covered during analysis to 
prevent light entering the chamber.
Samples are inserted into the analysis chamber by means of a vacuum interlock 
system. The sample is placed on a holder which mates with a locator situated 
on the bottom of a liquid-nitrogen back-cooled goniometer. A “wobble stick” is 
screwed into the side of the holder which is placed in the interlock. The interlock 
is evacuated by a rotary pump before opening the gate valve to the chamber. 
The holder is mated with a locator in the chamber using the “wobble stick”. The 
“wobble stick” is then unscrewed and withdrawn from the chamber before reclosing 
the gate valve. The goniometer is rotated to the desired angle and the chamber 
pumped to below 10-6 torr, initially with a rotary pump and then a diffusion 
pump. The beam is then let into the chamber by opening the beam line gate 
valve.
The products of the interactions between the beam and the sample are detected 
with either an RBS, proton, or annular detector (see appendix A) depending on 
the application. The RBS and proton detectors are mounted at 165° to the central 
beam line axis approximately 100mm from the sample holder. The annular detector 
is mounted on the axis 100mm upstream of the sample holder with the incident
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beam passing through its centre. A triple alpha source (239Pu 5.158 MeV,241 Am 
5.487 MeV, 244Cm 5.805 MeV) is also installed near the detectors for energy 
calibrations.
The signal from a semiconductor detector is preamplified by an EG&G ORTEC 
142AH preamplifier, before amplification by an EG&G ORTEC 671 unit, both 
located near the chamber. The amplified signal is then transported on a 50f2 
coaxial cable to a 2048 channel MCA card (EG&G ACE 2000) installed in the 
expansion port of a 386SX 25Mhz microprocessor. This is situated in a data- 
collection room adjacent to the experimental area.
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3 .4  T h e  scan n in g  m icro -b eam  line
The scanning micro-beam line (Thornton 1987) was constructed at portal 5 
(figure 3.3) of the analysing magnet, see figure 3.8. A recent detailed description 
of the setting up of a focused beam has been given by Drew (1996).
3.4.1 B e a m  line
The beam exiting the analysing magnet passes through energy feedback slits. It 
is then manoeuvred via steering plates onto a fluorescing sample (glass) located on 
the target stage in the analysis chamber. The glass is viewed through an optical 
microscope. The beam can be further moved by manually adjusting the voltage 
on the steering plates of the generating voltmeter if the ordinary steering plates 
provide insufficient deflection.
The beam is defined by an object aperture of either 1mm, 200//m, 50/xm, or 
25/im diameter circles, 5m upstream of the chamber. A retractable quartz viewer 
immediately downstream of the aperture can be used to view the beam.
The beam then passes through a set of transputer-controlled X- and Y-scanning 
deflection plates which raster the beam across the sample and correlate detector 
signals with beam location (Peel et a l. 1994). The plates operate with a 2200V 
bias applied to them allowing scan sizes between 58/un x 58//m and 1.86mm x 
1.86mm to be achieved with a &mgu!iai4y charge ion of kinetic energy 2 MeV. 
During the initial set up procedure the scanning deflection plates are switched to 
a null position applying a 1100V bias to both X- and Y-plates.
The beam is then focused by a quadruplet of quadrupole magnets (known as a 
Russian quadruplet) reducing the beam size by a factor of five. The magnets 
used are identical to the quadrupoles described by Cookson and Pilling (1970) and 
conform to the specifications they describe.
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3.4.2 A n a ly s is  ch am ber
The analysis chamber for the scanning micro-beam is shown in figure 3.9. On top 
of the chamber a Penning gauge head is mounted to monitor the vacuum inside; a 
liquid nitrogen cold finger supplied by Instrument Technology Limited enters the 
chamber through a nylon flange. The bottom of the cold finger is connected to the 
target stage via a thick copper braid which allows the target stage to be translated 
through its full movement without restriction. The copper target stage is insulated 
from the plate holding the stepper motor by four nylon insulators.
The target stage itself sits in a frame which can be moved along the axis parallel 
to the beam line by means of a rack and pinion stage. An optical microscope is 
inserted into the chamber through portal 1. An additional magnification lens can 
be inserted and withdrawn with a controller situated in portal 6 increasing the 
magnification from lOx to 50x. The microscope is focused in the same plane as 
the quadrupole magnets ensuring that a sample which is in optical focus is also in 
the focal plane of the magnets.
The target stage can be translated horizontally in the focusing frame allowing 
either multiple samples to be analysed or the analysis of a single sample over a 
distance of up to 200mm. The motor which controls the translation is a stepping 
linear actuator (RS component 318-711) and a stepping motor driver board (RS 
component 217-3611), which allows incremental steps of 25 (im.
Portal 4 is a glass window which allows an external light source to illuminate the 
target holder in the chamber. When not in use it is covered with an aluminium 
plate to prevent external light affecting the detectors.
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Figure 3.9: The analysis chamber of the scanning micro-beam line. The
translatable target stage sits in front of the input portals. A removable backing 
plate allows access to the chamber.
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An X-ray detector is inserted through portal 2; its specifications are listed in 
appendix A. The detector can be moved towards, or away from, the target holder 
using a specifically designed detector support. A monocular filter holder (Hollands 
1997) is positioned in front of the detector allowing a variety of filters to be used.
Portals 3 and 5 hold proton and RBS detector mounts and appropriate feed­
throughs. The mounts allow the detectors (specified in appendix A) to be 
positioned between 25mm and 100mm from the target stage at angles from 140° 
to 170° to the beam axis. The outputs of the detectors are connected to EG&C 
ORTEC 142 preamplifiers.
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3.4.3 D a ta  acq u is ition
Analogue signals from the two proton detector preamplifiers are transmitted to 
EG&G ORTEC 572 amplifiers. The unipolar outputs of these are summed by a 
Canberra 1465A Sum-Invert unit and the output transmitted to an EG&G ORTEC 
800 analogue to digital converter (ADC). If a single proton detector or the RBS 
detector is used the amplifier signal is directly transmitted to the ADC.
Signals from the X-ray detector are transmitted to a Link Systems 2010 pulse 
processor (pro cess time 40//S, energy range 10 keV). A ratemeter (EG&G ORTEC 
542) is used to view the rate of the incoming pulses or the output pulse rate 
indicating the dead-time of the pulse processor. The output signal from the pulse 
processor is also fed into the ADC.
A SUN microsystems SPARC-station runs the Unix controlling software 
XC (Peel et al. 1994). XC provides an X-windows environment, with a control 
window, a spectrum window and four map windows. The control window allows 
the scan size and map windows to be specified. The scan size can be altered 
between 32 and 1 in byte steps and the start location varied (within the perimeter 
of the maximum scan size limits). The spectrum window displays the contents 
of a 512 channel MCA. Four channel ranges from the MCA can be specified and 
correlated with scan position. The correlated data is then displayed in four map 
windows. The SPARC-station is connected to a transputer module through an 
ethernet connection.
The ADC is interrogated by the transputer module (which also controls the 
scanning deflection plates) and the energy spectrum collected. The contents of four 
channel ranges specified by XC are correlated to scan position and the combined 
data transmitted over an ethernet connection to the SPARC-station.
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3.5  R u th erford  b a ck sca tter in g  sp ec tro sco p y
Rutherford backscattering spectroscopy is routinely performed with the depth 
profiling line. The line is set up as described in section 3.3 with an RBS 
detector positioned at 165° to the beam axis. Analysis is usually performed 
with 2 MeV alpha particles. The spectra collected, see figure 3.10, are analysed 
with the Datafurnace software (Barradas et al. 1997). The software uses 
simulated annealing algorithms to determine the elemental concentration and its 
dependence with depth, see figure 3.11. The system is calibrated using a sample 
of Ta2Os (Jeynes et al. 1998). The experimental parameters, i.e. detector and 
sample geometry, ion beam energy and the elemental components are used by the 
program (only the elements present are specified as the software does not need the 
exact elemental composition). The time for the average analysis of a spectrum by 
Datafurnace (5 minutes) is incredibly fast and easy compared to performing the 
analysis manually. If the experimental parameters remain unchanged for a series 
of samples then the analysis can be performed as a batch process.
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Figure 3.10: A Rutherford backscattering spectroscopy spectrum collected during 
the analysis of the segregation of a sulphur labelled surfactant in a latex film. The 
analysis of a series of such films at different drying temperatures and times were 
batch processed with Datafurnace.
Distance (|.im)
Figure 3.11: The analysis of the spectrum in figure 3.10 produces a plot of sulphur 
concentration versus depth from the surface.
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3 .6  N u c lea r  rea ctio n  an a lysis  d ep th  p rofiling
Nuclear reaction analysis depth profiling is also conducted on the depth profiling 
macro-beam line. Depth profiling is performed by using an isotope to label the 
molecules of interest. The isotope is chosen to minimise any chemical/physical 
changes in the molecule. For polymers or water, deuterium substitution for 
hydrogen fulfils this role. Profiling the deuterium concentration versus depth can 
be done using a 3He beam. This induces a fusion reaction with a very high positive 
Q-value resulting in high energy protons of energy ~12 MeV at backward angles - 
uniquely characteristic of the presence of deuterium.
The energy of the beam and angle of incidence to the sample surface are chosen 
to maximise the depth resolution for a profile over a particular depth. If the 
labelled molecule is deep within the matrix (i.e. up to 10/zm) a beam with 
a high kinetic energy (2 MeV was the highest available during this study) and 
normal incidence angle are used. By using a glancing angle of incidence the depth 
resolution is improved but the perpendicular depth profiled from the surface is 
reduced. The best depth resolution is obtained with the lowest possible beam 
energy and consequently the highest rate of energy loss. The cross-section of the 
D(3He,p)4He reaction (see figure 2.2) has a maximum yield at 0.7 MeV. Using a 
lower energy would lead to a rapid loss of yield. Therefore if the very near surface 
is of particular interest 0.7 MeV 3He ions used together with a glancing angle 
incidence to the beam yields the best depth resolution.
Concentration versus perpendicular depth distribution is obtained in the following 
manner. After the spectra from the samples being analysed are collected a 
spectrum from a fully deuterated specimen of the same material is taken to act as 
a standard.
All spectra are converted on the horizontal scale from channels to proton energy. 
This is done both with reference to the triple alpha source (239Pu, 241 Am, 244Cm) 
and by calculating the energies of leading edges of the alpha and proton spectrum
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for a fully deuterated sample using nuclear reaction kinematics, see figure 3.12.
Counts in the energy region which encompasses the proton peak for the sample 
are divided by that for the standard in order to remove the D(3He,p)4He cross- 
sectional variation with depth. The proton energy scale is translated into a scale of 
3He energy at interaction using nuclear reaction kinematics, see section 2.2.2. Using 
the program TRIM  based on the equations formulated by Zeigler and Biersack, 
the range of the 3He ion at any energy is calculated. The depth of interaction is 
calculated using the relationship,
: =  Range (E3He[surface]) — Range (EsHe[depth]) (3.2)Slllp
where, d is the depth of interaction and, 9 is the angle of incidence. The horizontal 
scale is therefore easily converted from 3He energy at interaction to depth.
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Figure 3.12: A nuclear reaction analysis spectrum of a fully deuterated sample. 
The alpha and proton peaks from the D(3He,p)4He reaction and the triple alpha 
source are labelled.
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3 .7  M icro-n uclear rea ctio n  analysis
Micro-NRA is conducted on the scanning micro-beam line. It is used to image the 
distributions of isotopically-labelled molecules. The channel ranges encompassing 
the peaks from the reaction products are correlated with scan position. Figure 3.13 
shows a typical NRA spectrum. The most common analysis conducted is the 
determination of a deuterated molecule distributed in a matrix containing carbon. 
Hence the following nuclear reactions are used:
3He -f- D — 4^ He -f- p T Q, Q — 18.35MeV (3-3)
3He + 12 C — >14 N +  p +  Q, Q =  4.78MeV (3.4)
3He + 12 C — >u  N* +  p +  Q, Q =  2.45MeV (3.5)
The carbon reactions have a production threshold which is exceeded at 1.2 MeV 
(3He laboratory energy), and a cross-section which increases almost linearly with 
energy between 1.2 and 2.0 MeV. It is therefore preferable to use the maximum 
kinetic energy available for the instigating ion to produce the maximum yield for 
the 12C(3He,p)14N and 12C(3He,p)l4N* reactions. This energy also maximises the 
yield from the D(3He,p)4He reaction.
Inter-sample normalisation for samples with a carbon based matrix is possible by 
dividing the counts in the proton peak from the D(3He,p)4He reaction by the counts 
in the proton peak from the 12C(3He,p)14N reaction to calculate a deuterium to 
carbon ratio. The 12C(3He,p)14N* reaction could also have been used but is often 
obscured by other reaction products. As carbon is a matrix element and therefore 
at a constant concentration in different samples, the relative amounts of deuterium 
in the samples can be compared.
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Figure 3.13: An energy spectrum obtained during typical micro-nuclear reaction 
analysis. The products from the main reactions are labelled.
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3 .8  M icro -p artic le  in d u ced  X -ray  em issio n
Micro-PIXE is used either in conjunction with, or independently of, micro-NRA 
on the scanning micro-beam line. The counts in the characteristic X-ray peak each 
element produces can be encompassed in a channel range specified by a software 
window and correlated with scan position to give a two-dimensional areal plot
To obtain plots of individual elements and construct a concentration scale for the 
plot the following method is used. Two-dimensional plots, the X-ray spectrum from 
0 to 10 keV from the whole scan, and the total charge are collected for each sample. 
The X-ray spectrum and total charge are also collected for a number of standards, 
see figure 3.14. The standards commonly used were provided by National Institute 
of Standards and Technology (NIST) and the Community Bureau of Reference 
(BCR). These are Coal-Bituminous (Ref: NIST-SRM-1632b) and Sewage Sludge 
(Ref: BCR-CRM-145R). The standards have a well defined concentration, often 
measured to parts per million, determined by numerous independent methods. 
They are therefore used to correlate peak intensities from the sample to the 
standard and hence calculate the concentration present. Before comparison the 
total charge collections are normalised and the background noise, from sources 
such as bremsstrahlung, removed. This is done with a software package written for 
the purpose e.g. PIX A N  (Clayton 1986). This comparative method is very much 
dependent on accurate charge collection.
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Once the total concentration of an element is determined the distribution of this 
concentration over the two-dimensional plot can be obtained. The plots only 
contain information about the number of counts, over the specified channel range, 
at each pixel position. The plots are presented visually as a contour map divided 
into ten levels. The concentration of each of these levels is determined with the 
relationship shown in equation 3.6.
ctAtm
C‘ -  ~Aflh (3'6)
Where c is the concentration, A the area, n the numbers of counts, subscript t 
denotes for the total scan and subscript I denotes for a specific contour level.
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Figure 3.14: An X-ray energy spectrum obtained from BCR-GRM-145R sewage 
sludge during typical micro-PIXE analysis. The X-rays from the main elements 
are labelled.
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3 .9  D a ta  m a n ip u la tio n  and  p resen ta tio n
3.9.1 D e p th  p ro filin g  d a ta
The data from the EG&G AGE 2000 MCA is displayed using a microprocessor 
which executes the program M CA II. The program displays a 2048 channel 
spectrum. The data from the MCA is transferred to a data-file which contains 
channel and counts values in a x, y format. The spectra are then viewed, calibrated 
and manipulated using the graphical display program X V /m gr for the Unix 
system or with command line Unix (see appendix B).
Software has been previously written to ease the data transformation needed to 
extract concentration versus depth plots from channel versus counts data. The 
program D epth (Shearmur 1996) an executable program written in Turbo basic 
performs the manipulations described in section 3.6.
To perform diffusion profile fits to the data obtained after normalisation, a 
program Fit has been coded in Fortran 77 (see appendix B). The program 
fits experimental data to a semi-infinite model of Fickian diffusion (refer to 
section 5.4.2) using a least squares fit, folding in a Gaussian distribution resolution 
function. A value for the characteristic depth of diffusion is extracted as well as a 
plot of the fitted polynomial. Figure 3.15 shows data and the associated polynomial 
fit obtained with the program Fit.
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Figure 3.15: Data of the diffusion profile of D20  diffusion into a latex film. The 
line shows the polynomial fit obtained with the program Fit which also gave a 
value of the characteristic depth of diffusion.
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3.9.2 S can n in g  m icro -b ea m  d ata
The parameters defined by the controlling software XC are stored in data-files 
with the suffix .set and contain information regarding the scan parameters and the 
channel ranges mapped.
The data acquired in the spectra window are saved into a data-file with the suffix 
.sped. The data is extracted into a x,y  format file and manipulated similarly to 
that collected on the depth profiling line.
The information apropos to the two-dimensional maps of the counts from the four 
channel ranges specified to scan position are contained in the data-file with the 
suffix .map. The four maps can be extracted from the .map file into four files with 
the format x ,y ,z  and the suffix O.dat, l.dat, 2.dat and 3.dat, where x,y  are pixel 
co-ordinates and £ the number of counts in the pixel, using the program m aptodat 
(see appendix B).
Prior to the implementation of IDL (Interactive Data Language, Research 
Systems Inc. Boulder, Colorado, USA.) the x,y, z data-files were read into the 
three-dimensional graphical plotting package UNIM AP. The program is easy to 
use and provided fast output but due to its nature as a graphical user interface, 
difficulties regarding the way in which data is manipulated and presented arose.
The use of IDL, an interpreted computer language designed for complex data 
manipulation produces easy to visualise output and obviates some of the problems 
of presentation associated with UNIM AP. IDL allows precise control of data and 
visual output. Programs are written and executed within the IDL environment 
(see appendix B).
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The x, y, z data is commonly manipulated by IDL in the following manner: the 
128 x 128 pixel array is linearly interpolated into a 75 x 75 pixel array and then 
smoothed with a boxcar average of width 5 by the algorithm,
Ri =  4
s E ”=(Mi+i-,»/2 ,i =  w / 2 , . . . , N - w
Ai , otherwise
where N  is the number of elements in A and w is the width.
The x,y  pixel co-ordinates are then converted into distance scales, using the 
information in the .set data-file and the measurements described in section 3.10.2. 
The z values are then subdivided into ten ranges, and plotted as a two-dimensional 
contour map. The maximum and minimum value parameters for the ranges can 
be defined allowing direct comparisons between plots to be made, although it is 
normal to set the minimum to zero and the maximum to be the maximum value 
of
An additional scale bar legend can be plotted next to the contour plot, which is 
either in arbitrary units or calibrated to units of concentration as described in 
section 3.8.
The two dimensional maps can also be used to construct concentration profiles. 
The z counts in either the x or the y axis are summed producing concentration 
profiles in the y or x direction respectively. The profiles can then be manipulated 
in a similar manner to the depth profiling data.
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3 .10  D eterm in a tio n  o f  io n  b ea m  an alysis sy ste m  
p ro p erties
For any quantitative analysis to be performed the system properties have to be 
determined. For the micro-beam the scan size and beam spot are important 
imaging properties. If concentration quantities are also to be determined, a reliable 
method of determining the total charge the sample was exposed to is essential.
Prior to the methods described below, the micro-beam has been used to 
image diffusion systems without the exact beam spot size and resolution being 
determined. The system, if it conforms to the quadrupole manufacturers’ 
specifications, should have a focusing factor of five; this has always been assumed 
in estimating the micro-beam spot size. Work conducted by Thornton (1987) using 
an optical camera which viewed the spot verified this assumption. The spot size 
could be determined as the optics were carefully calibrated. Unfortunately the 
apparatus used has been removed.
The micro-beam scan size was formerly determined by exposing an acrylic sheet to 
the micro-beam. The beam-damage scan pattern left on the polymer was measured 
using an optical microscope with a vernier object platform.
The current was previously monitored on the micro-beam line by measuring the 
current flowing from the target stage to the cold finger using a current monitor. 
This method was unreliable due to a number of significant flaws: the charge 
collected is dependent on the sample matrix; there was no secondary electron 
suppression; the cold finger condensed atmospheric moisture which on occasion 
earthed the current before collection.
Although the methods outlined above provided an indication of the micro-beam 
properties more rigorous modus operandi have been devised during this study to 
increase the accuracy of these measurements.
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3.10.1 M ic ro -b e a m  spot size
The micro-beam spot size is of critical importance as it determines the resolution 
of the images produced. The methodology used was an adaptation of the one 
used by the South African Accelerator Facility (Churms et al. 1997). The beam 
is scanned over a cleaved edge of a 500nm gold layer on a silicon wafer which 
is held perpendicular to the beam axis by a specifically designed sample holder. 
The 500nm layer of gold effectively acts as a delta-function as it is an order of 
magnitude smaller than the beam spot. The profile produced is a delta-function 
with the beam spot resolution folded in.
The resolution is not a Gaussian distribution function but a function dependent 
on the radius, R of the spot given by,
rx'-\-R  i
I (xr) — / [{R2 — (x — a/)2}2F(a;)]Gte (3.8)
J x '—R
where I(x') is the intensity yield at position x', and Y(x) is the true yield at 
position x.
The advantage of using an effective delta-function over a step is the instant online 
information obtainable from the profile. The beam spot size is effectively the width 
over which the delta-function is spread. More rigorous off-line processing can be 
used to determine the exact dimensions of the beam in the x and y directions by 
fitting the distribution to the function given in equation 3.8.
The beam profile obtained by the technique described above is shown in figure 3.16; 
the data is fitted with a polynomial fit of equation 3.8. The beam is focused from 
an initial aperture of 200pm; the profile is then compared with the polynomial fit 
set to a radius of 20pm (40pm spot diameter). The excellent agreement proves the 
quadrupoles do indeed focus the beam by a factor of five from the object aperture; 
they behave according to specification.
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Figure 3.16: The beam profile from an object aperture of 200pm, the fit is a 
polynomial of the form of equation 3.8 with the radius set to 40pm.
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3.10.2 M ic ro -b e a m  scan size
The beam scan size is determined by using scanning electron microscope grids. 
The circular grids have a guaranteed numbers of lines per inch averaged over five 
gridations. The grids used have 200, 400, 1000, 1500 and 2000 lines per inch and 
are made from copper. These are mounted on double-sided adhesive carbon tape 
and positioned perpendicular to the beam axis.
Two-dimensional maps are collected for 0.7 MeV and 2.0 MeV for scan sizes of 1, 8 
and 32. By scanning on a grid which produces an image of at least five gridations, 
the precise size of the scan is determined. Figure 3.17 shows size of the scan, byte 
scale versus distance for 0.7 MeV and 2.0 MeV. The points are linearly regressed 
and the system is shown to be linear for changes in byte scale versus distance. 
By multiplying the regressed slope by the square root of the beam energy used, 
a constant has been determined which relates byte size and beam energy to scan 
distance.
L(pm) =  -——— —r , where C =  2575 ±  25pm/keV2 (3.9)
[E(keV)] 2
L is the width/height of the scan, E the kinetic energy of the ion, and (3 the scan 
size.
The optical focus of the magnets has no effect on the scan size (Cookson and Pilling 
1970), and as only singularly charged ions are used neither does the species. The 
scan size is therefore dependent only on the kinetic energy of the ion and the 
potential on the scanning plates. If both of these parameters are kept constant the 
scan size is consistent from day to day.
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Figure 3.17: Plot of scan size in byte scale versus distance for 0.7 MeV and 2.0 MeV 
singulary charged ions.
CHAPTER 3. EXPERIMENTAL METHODS 59
3.11 M icro -b ea m  lin e  d ev e lo p m en t
3.11.1 T ran sm iss io n  F a ra d a y  cu p  charge m o n ito r
A transmission Faraday cup, to be located about the object aperture on line 5, has 
been designed by the author. The basic concept of charge collection from an object 
aperture is a novel approach. The problems of accurate charge monitoring have 
previously been addressed with beam disturbing techniques (Paszti et al 1990). 
As charge is at a premium during micro-beam analysis a non-invasive method has 
been developed, see figure 3.18.
Figure 3.18: The concept of charge collection from an object aperture. The 
secondary electrons are collected with a transmission Faraday cup.
A homogeneous section of the beam, with a larger diameter then that selected 
at the object aperture, is selected using a new collimating aperture. The beam 
is then incident on an object aperture. To ensure the total charge not passing 
through the object aperture is collected a transmission Faraday cup containing the 
object aperture is used. A magnet and shield electrode are placed in front of the 
cup. These remove any sea&tered-iess-eF secondary electrons from the collimating 
aperture. A further shield is placed after the cup to protect it from backscattering 
ions and secondary electrons produced after the cup. The magnets inside the cup
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increase the collection of secondary electrons from the object slits by deflecting 
any which may have been on a path which allowed them to escape. A schematic 
of the plans for the transmission Faraday cup is shown in figure 3.19.
The collection of charge from the transmission Faraday cup will give a current 
reading which is independent of the sample. Although the current readings will be 
comparative (sufficient for most analyses) the transmission cup can be calibrated 
to determine absolute charge by comparison to a standard Faraday cup mounted 
on the target stage. Demands on workshop time have not yet allowed the design 
to be realised. Spring 1999 is the expected installation date.
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C h a p t e r  4
B i o l o g i c a l  m a t r i c e s
4 .1  H air fibres
4.1.1 S tru c tu re  o f h a ir  fibres
In human hair fibres, several outer layers of cuticle cells surround an inner core 
consisting of the cortex and one or more porous regions called the medulla (Robbins 
1994). The cortex itself is constructed of cortical cells held together with 
intercellular cement. The cortical cells are composed of a number of macro-fibrils, 
themselves composed of a matrix of micro-fibrils in an inter-micro-fibril matrix, 
see figure 4 ! .
All human hair fibres conform to the above description although racial traits are 
also an inherent feature. Mongoloid hair fibres are round in cross-section, Negroid 
hair fibres are oval, and Caucasoid hair fibres are moderately elliptical.
As hair fibres age they are subjected to a number of conditions which may degrade 
the hair fibre. The outer cuticle cells initially protect the more fragile inner core, 
but if subjected to adverse conditions these may shed exposing the core. The hair 
fibre is then often irreversibly damaged.
The ageing of a hair fibre can be accelerated through the use of additional chemical
62
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H a ir  S h a ft
Figure 4.1: A schematic diagram of a hair fibre showing the internal structure. 
Several layers of cuticle cells cover a core of cortical cells and medulla bound with 
intercellular cement. The enlargement shows the micro-fibril matrix in cortical 
cells.
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compounds on the hair. Bleaching and perming hair fibres by their very nature 
damage and alter the structure of the hair fibre, blow drying and backcombing can 
also have seriously detrimental effects.
4.1.2 T h e  m ain ten an ce  o f h a ir  fibres
The transport, segregation and deposition of hair-care product additives in hair 
fibres has important implications for the cosmetic industry. Surfactants are a 
primary component of cosmetics such as shampoo and are used to chemically 
remove sebum and dirt from the hair fibre (Dawber 1995), see figure 4.2.
Figure 4.2: A surfactant is used to remove dirt from a hair fibre.
Surfactant is an acronym for surface-active agent. The “head” of a surfactant 
molecule often has different properties from the “tail”. For surfactants used in 
shampoos the “head” is water-soluble (hydrophilic) and the tail is fat-soluble and 
water-resistant (hydrophobic). The surfactant may also carry an ionic charge, but 
this is dependent on the composition of the molecule.
A surfactant is not the only component of a shampoo. The shampoo matrix is an 
aqueous mixture of a number of ingredients which condition the hair, adjust the 
pH and viscosity, preserve the mixture (without preservatives the shampoo would 
be an ideal breeding ground for bacteria) and modify aesthetic properties.
It is often the claim of the manufacturers about the additional conditioning
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properties of shampoo over and above the ordinary cleaning action which “sell” the 
product to the consumer. Imaging techniques are only just beginning to be used 
to physically determine the location and concentration of shampoo components in 
the hair fibre.
4 .2  P re v io u s  ion  b ea m  an alysis  s tu d ie s  o f  hair  
fibres
Perhaps it is not surprising that the first studies of human hair with an ion micro­
probe were by Cookson and Pilling (1975) at the Harwell facility. A focused proton 
beam was electronically scanned over a hair fibre and a 128 channel X-ray spectrum 
correlated with each of the 32 steps across the sample. A more modern approach 
has been reported by the Oxford microprobe group (Cargnello et al 1995). Here 
PIXE was again used to determine the elemental composition of hair fibres, but 
concentration profiles were obtained from 2-D images of the elements present in 
the hair. The sample preparation technique has remained unchanged, the hair 
being imbedded in resin and then microtomed. Even the applications of ion beam 
analysis to hair have seen little development. This is reflected in the low number 
of scientific articles published on the subject.
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4 .3  A n a ly sis  o f  su rfactan t in  hair fibres
Surfactant (ionic or non-ionic) uptake into hair fibres has previously not been 
measured with high spatial resolution. Robbins et al (1994) however studied 
the total amount of surfactant absorbed on and into hair fibres using radiotracer 
analysis. They state that, “the diffusion of surfactants into hair is very slow and 
it takes days for an average-size surfactant to completely penetrate cosmetically 
unaltered hair. The major interactions of the surfactant with the hair occur in the 
near surface i.e. within a few microns of the surface. However some penetration 
can and does occur”.
The techniques developed using PIXE may be applied to the location and 
determination of the concentration of surfactant in hair if the surfactant has a 
component which is distinct from the hair matrix. For non-ionic surfactants this is 
often not the case, the surfactant being a hydrocarbon molecule indistinguishable 
by PIXE from the hydrocarbon matrix of the hair fibre. However by labelling 
the surfactant molecule by deuterium substitution scanning micro-nuclear reaction 
analysis induced with a 3He+ beam can be used to determine its location.
4.3.1 S am p le  p re p a ra tio n
A non-ionic surfactant, pentaoxyethylene glycol monododecyl ether (C12E5) was 
used for the initial study. The surfactant molecule consists of a hydrophobic alkyl 
chain containing 12  carbon atoms attached to a hydrophilic chain of five ethylene 
oxide groups. The formula dCi2E5 represents this surfactant when deuterium is 
exchanged for the hydrogen in the alkyl chain. It was prepared by Dr. J. Lu, 
Department of Chemistry, University of Surrey, using a standard Williamson 
synthesis (Lu et al. 1993) from deuterated alkyl bromide (MSD, Canada), 
an equivalent amount of sodium and a five fold molar excess of pentaethylene
CHAPTER 4. BIOLOGICAL MATRICES 67
glycol (Fluka) according to the reactions:
H(OC2H4)6OH + Na — > H(OC2H4)6ONa (4.1)
H(OC2H4)ONa +  C12D25Br — > C12D26(OC2H4)6OH +  NaBr (4.2)
The final reaction mixture was neutralised with dilute HC1 and was extracted with 
diethylether. The oily sample left after evaporating diethylether was then purified 
on a silica column. The purity of the final product was confirmed by NMR and 
surface tension measurements.
Damaged and undamaged Caucasoid hair samples of European origin were 
provided by Procter & Gamble Ltd. The damage was caused by a process of 
bleaching with an alkalinic solution. The hair fibres were immersed in a 5 wt% 
aqueous solution of dC^Es for 1 hour at 20°C. They were then dried at room 
temperature for a week before being embedded in a hydrocarbon resin. Cross- 
sections of hair fibres were obtained by microtoming into 30pm slices.
4.3.2 Ion  b eam  analysis
The samples were analysed with the scanning micro-beam line, see section 3.4, 
using the micro-nuclear analysis technique described in section 3.7. The samples 
were cryogenically cooled and exposed to a beam of 2 MeV 3He+ ions with a current 
of 0.05nA for 60 minutes. The beam spot was circular and had a 10/zm diameter at 
the sample. An area of 150pm by 150pm was imaged. Two proton surface barrier 
detectors, see appendix B were positioned at 135° symmetrically about the beam 
axis, 75mm from the target stage.
After ion beam analysis, the hair fibre samples were viewed under an optical 
microscope. A vernier scale connected to the sample stage of the microscope 
was used to measure the scan size and the location of the hair fibre. The area of 
the scan was determined by a darkening of the resin due to beam damage. By
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comparing the optical measurements to the 2-D plots, the sizes, orientations and 
shapes of the hair fibres were correlated.
The results are shown as areal concentration plots of the relative deuterium 
concentrations in the damaged and undamaged hair, see figures 4.3 and 4.4. 
The scale bar on the plots represents 30/un; the total scan was approximately 
150/mi by 150/un. The grey scale in the legend indicates high and low deuterium 
concentrations for individual maps. The scale shows 10 levels of increasing 
concentration calculated by separating the levels of concentration between the 
highest and lowest levels into 10. The position of the hair fibre, obtained by the 
procedure described, is shown by the dashed line. The shape of the hair fibre, i.e. 
ellipsoidal, is indicative of its Caucasoid nature.
Figure 4.3 shows that in the damaged hair fibre the deuterium was concentrated 
in the central region of the fibre, which is associated with the medulla and cortex. 
The deuterium concentration increased towards the centre of the hair fibre. In the 
undamaged hair fibre see figure 4.4, by comparison, the deuterium was found 
at varying concentrations throughout the cross-section. More deuterium was 
present near the perimeter which is associated with the cuticle, although lower 
concentrations were present in the cortex and medulla.
Figure 4.5 shows the normalised energy distribution of protons from the 
D(3He,p)4He reaction for the damaged and undamaged hair fibres exposed to the 
surfactant dCi2E5 and the as-received undamaged hair. The proton counts from 
D(3He,p)4He reaction have been divided by the total integrated counts from the 
I2C(3He,p)14N reaction for each of the samples. This allows a direct comparison 
between samples. Taking the noise into account, the count level of the damaged 
fibre is well above the level of the other two samples.
Ratios of carbon-to-deuterium yield were obtained by integrating under each of 
the D(3He,p)4He reaction peaks shown in figure 4.5 and under the corresponding 
12C(3He,p)14N reaction peak. For the damaged hair this ratio was 1:7.07±0.31; 
for an undamaged hair, 1:2.78±0.26; and for the as-received undamaged hair,
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Figure 4.3: 2-D plot of the relative deuterium concentration in the cross section of 
a damaged hair fibre after exposure to dCi2E5.
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Concentration 
High
L ow
30 pm
Boundary o f  hair
ft v
Concentration  
High
Figure 4.4: 2-D plot of the relative deuterium concentration in the cross section of
an undamaged hair fibre after exposure to dCi2E5.
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1:0.66±0.02. The counts from the as-received undamaged hair indicates the 
background deuterium, as deuterium is a naturally occurring isotope of hydrogen 
present at 0.015% abundance level. (This is indicative of the sensitivity of 
the technique.) Subtracting this background deuterium concentration from the 
damaged and undamaged hair fibres exposed to surfactant, the concentration of the 
deuterium in the damaged hair fibre was three times that found in the undamaged 
hair.
Differences are revealed in both the total surfactant concentration and in the 
location of the surfactant in the two types of hair fibres. There was a greater 
amount of surfactant present in the damaged hair fibre in comparison to the 
undamaged hair fibre. This result is reflected in the higher ratio of carbon-to- 
deuterium yield in the former. The surfactant was localised in the central core of 
the damaged fibre (in the medulla and cortex), whereas in the undamaged fibre the 
surfactant was primarily found in the outer region of the fibre (the cuticle). These 
differences can be attributed to micro-structural differences in the fibres, induced 
by damage. If a damaged fibre has a more porous cuticle, then it is expected 
to be more permeable to water and surfactants. A greater amount of surfactant 
could then be transported into the fibre, driven by concentration differences. The 
surfactant cannot permeate as easily through the cuticle of the undamaged fibre 
and is mainly absorbed in the near surface of the cuticle.
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Figure 4.5: Energy spectra showing the proton counts from the D(3He,p)4He 
reaction divided by the total integrated proton counts from the 12C(3He,p)14N 
reaction, indicating the levels of deuterium in the damaged (—) and undamaged 
(• • •) hairs exposed to dCi2E5 and for the as-received undamaged hair (- -).
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4 .4  A n a ly sis  o f  co n d itio n in g  co m p o n en ts  in  hair  
fibres
No work has previously been reported on the imaging of a conditioning agent 
in a human hair fibre. The methods used previously were adapted to perform 
analysis on a smaller concentration of molecule in the hair fibre at limits which 
are insurmountable by this technique due to the background levels of naturally 
occurring deuterium.
4.4.1 S am p le  p re p a ra tio n
The conditioning agent studied was panthenol, a pro-vitamin molecule believed 
to have beneficial properties in rebuilding damaged hair cells. The deuterated 
form of the molecule HOCH2C(CH3)2CH(OH)CONH(CD2)3 0 H was synthesised 
by boiling Pantolactone (Aldrich) with deuterated Ethoxypropylamine (Aldrich) 
at 80°C, see equation 4.3.
C(CH3)2CH20 C 0 2C0H +  HO(CD2)3NH2 — > (4.3)
HOCH2C(CH3)2CH(OH)CONH(CD2)3OH
The purity of the final product was confirmed by NMR and elemental analysis to 
be 95% deuterated panthenol.
The pathenol was incorporated at 0.3% by weight into a shampoo matrix of 
water, ammonium laureth sulfate, ammonium lauryl sulfate, glycol disterate, 
sodium chloride, sodium citrate, cocamide MEA, dimethicone, pathenyl ethyl 
ether, sodium hydroxide, sodium bezoate, DMDM hydantoin, tetrasodium EDTA, 
citic acid, and ammonium xylenesulfonate (Procter & Gamble (Health & Beauty
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Care) Ltd 1997).
Similar damaged and undamaged hair fibres were exposed to the shampoo matrix 
in a number of synthesised washes at 37° C and left for 1 day to dry. As 
the deuterium concentration in the shampoo was considerably less than in the 
surfactant (see section 4.3) a much greater beam current intensity was needed to 
observe it. With samples embedded in resin it was found that the resin bubbled and 
deteriorated whilst leaving the hair (also cryogenically cooled) unscathed. Hence 
the hairs were not embedded in resin and microtomed, but instead mounted in a 
pair of copper jaws, see figure 4.6. Carbon tape was initially used to hold the hair 
fibres in position before the jaws are clamped shut with approximately 10mm of 
the hair fibre is left protruding above the jaws. Yellow PVC tape was cut into 
triangles and used to tag the position of the hairs. A cross-section was exposed by 
shearing the hair fibre with two sterile razor blades.
Figure 4.6: The hair fibres are mounted between copper jaws, the carbon tape 
initially holds them upright before clamping, the triangles of PVC tape are used 
to locate the hair with the micro-beam.
The removal of surrounding hydrocarbon resin allows the carbon to be used to 
determine the location of the hair fibre, although the PVC tags are helpful aids in 
hair fibre location.
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4.4.2 Ion b eam  analysis
The samples were analysed as in section 4.3.2. The samples were exposed to a 
current of In A 2 MeV 3He+ ions for 45 minutes. The beam spot had a 10pm 
diameter at the sample and a 150pm by 150pm area was imaged. The two proton 
detectors were moved as close to the sample as possible without touching the 
sample or restricting the scan of the incoming ion beam, i.e. approximately 25mm 
from the sample.
The results are shown as areal concentration plots produced with IDL. The 
greater control of data presentation realised with IDL allows the plots of the 
same elements to be presented with the same intensity scale, thus allowing a direct 
visual comparison of the concentrations present. The plots for the carbon and 
deuterium are shown for an undamaged and damaged hair fibre exposed to 0.3% 
panthenol in a shampoo matrix, and a virgin hair sample to determine the natural 
deuterium levels, see figures 4.7 to 4.12.
Figures 4.7 and 4.8 show the plots of carbon and deuterium respectively in an 
undamaged hair fibre. The panthenol was predominantly found near the perimeter 
of the hair fibre, i.e. the cortex, mirroring the result determined with surfactant.
Figures 4.9 and 4.10 show the plots of carbon and deuterium in the perm damaged 
hair fibre. The panthenol concentration increased towards the centre of the hair 
fibre adding further weight to the results obtained with surfactant.
Figures 4.11 and 4.12 show plots for the virgin hair fibre and provides an indication 
of the background deuterium. All the deuterium plots are shown with the same 
concentration intensity scale, showing more panthenol has penetrated into the 
damaged hair fibre than in the undamaged hair fibre. For the hair fibres exposed to 
panthenol the deuterium levels are significantly higher than the natural deuterium 
levels, thus proving the plots represent the location of panthenol at detectable 
levels.
Figure 4.13 shows the normalised energy distribution of protons from the
CHAPTER 4. BIOLOGICAL MATRICES 75
1 40
1 20
100
§ 80
60
40
20 40 60 80 100 120 140
m icro ns
C oncen tra tion
High
Low
Figure 4.7: 2-D map of the relative carbon concentration in the cross section of an 
undamaged hair fibre after exposure to 0.3% panthenol in a shampoo matrix.
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Figure 4.8: 2-D plot of the relative deuterium concentration in the cross section of
an undamaged hair fibre after exposure to 0.3% panthenol in a shampoo matrix.
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Figure 4.9: 2-D plot of the relative carbon concentration in the cross section of a 
damaged hair fibre after exposure to 0.3% panthenol in a shampoo matrix.
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Figure 4.10: 2-D plot of the relative deuterium concentration in the cross section
of a damaged hair fibre after exposure to 0.3% panthenol in a shampoo matrix.
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Figure 4.11: 2-D plot of the relative carbon concentration in the cross section of a 
virgin hair fibre.
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Figure 4.12: 2-D plot of the relative deuterium concentration in the cross section
of a virgin hair fibre.
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D(3He,p)4He reaction for the damaged and undamaged hair fibres exposed to 
panthenol and the virgin hair. The proton counts from D(3He,p)4He reaction 
have been divided by the total integrated counts from the 12C(3He,p)14N reaction 
for each of the samples.
Integrating under each of the D(3He,p)4He reaction peaks and the corresponding 
12C(3He,p)14N reaction peaks a carbon-to-deuterium yield for each of the hair fibre 
samples was obtained. For the damaged hair the ratio was 1:3.584=0.35; for the 
undamaged hair 1:3.154=0.31; and for the virgin hair 1:0.48=1=0.05. The panthenol 
concentrations in the damaged and undamaged hair fibres shows its presence in 
similar quantities, compared to the surfactant. This implies either less was being 
absorbed into the damaged hair or the panthenol was being absorbed in relatively 
large quantities in the cuticle of the undamaged hair.
Initially the results from the surfactant and panthenol appear similar, the molecules 
are both distributed in the damaged and undamaged hair in similar locations. The 
location distribution is due to the reasons explained for surfactant penetration. 
The surprising result with regards to panthenol is the comparative high levels of 
panthenol found in the undamaged hair fibre. This is attributable to the chemical 
properties of the molecules. The surfactant has chemical properties which should 
remove dirt from the hair fibre and suspend it in the aqueous carrier media. 
The panthenol is a conditioning agent and is used to treat both damaged and 
undamaged hair fibres, although it can penetrate more deeply into a more porous 
damaged hair fibre, it still coats the cuticle of the undamaged hair*
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Figure 4.13: Energy spectra showing the proton counts from the D(3He,p)4He 
reaction divided by the total integrated proton counts from the 12C(3He,p)14N 
reaction, indicating the levels of deuterium in the damaged (—) and undamaged 
(• • •) hairs exposed to panthenol and for the virgin hair (- ~).
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4 .5  C on clu sion s
The analysis of the surfactant in the hair demonstrated the possibilities and 
limitations of the technique. The problems of mounting and retaining samples and 
the location of the beam onto the area of interest were all initially time consuming 
obstacles which were overcome. The need for the determination of the location of 
the hair fibre with an optical microscope was also surmounted during the analysis 
of the conditioning agent in the hair fibre. The developments instigated have 
made the location of the distribution of an organic molecule in a biological matrix 
a routine form of analysis.
C h a p t e r  5
C e m e n t i t i o u s  M a t r i c e s
5.1 In tro d u ctio n
Reinforced concrete continues to be the most popular construction material 
for large structures throughout the world. The annual cost of the repair, 
refurbishment and maintenance of concrete buildings and structures exceeds a 
hundred million pounds annually in the United Kingdom alone. Corrosion of 
concrete is due to ingress of water and water borne agents such as sulphates, 
acids and particularly free chloride ions. Water itself is the electrolyte 
necessary for aqueous corrosion, but also fills the inter-cement pores allowing 
transport of ions through these capillaries. Free chlorine is particularly 
mobile and reactive. This has been recognised by the British Standards 
Authority who specify an upper 0.05% chlorine concentration in manufactured 
concretes. Unfortunately this does not prevent the ingress of chlorine from 
environmental sources often found in the locality, often in relatively high 
concentrations, of some concrete structures. The transport of chlorine via 
capillaries to the layer of concrete covering steel reinforcements causes major 
problems as the chlorine depassivates the steel surface. The chemical reactions
81
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which cause depassivation axe shown in equations 5.1 and 5.2 (Hime and Erlin 
1987).
Fe3+ +  6 CR -(—4 FeClg- (5.1)
FeClg-  + 20H“ f—* Fe(OH) 2 + 6C1“ (5.2)
These reactions corrode the steel surface and also liberate more chlorine ions 
to cause further corrosion. This process occurs even in good quality concrete, 
with a very alkaline pH, when the chlorine concentration levels reach a critical 
concentration.
The problem of reinforced concrete corrosion has led to the development of methods 
to reduce the absorption and permeation of water into concrete. Hydrophobic 
surface coatings are now specified as standard in the UK (Department of 
Transport 1990) and have been applied to new and existing structures. New 
constructions utilise blended cement pastes to reduce the water uptake (Ozyldirim 
and Halstead 1988; Rose 1987; Cabrera 1986). Ordinary Portland cement is 
blended with additives such as micro-silica, pulverised fly ash, ground granulated 
blast furnace slag, or metakaolin, to produce hardened concretes with a reduced 
water permeability. Some of these blends have the additional property of binding 
ingressing free chlorine ions to the micro-pores of the cement paste. This 
reduces water permeation and the free chlorine concentration reaching the steel 
reinforcements.
The need to clarify the interaction of free chlorine ions with the chemical 
composition and microstructure of cement pastes has been the focus of concrete 
research for many decades. To resolve these questions a technique capable 
of profiling low levels of chlorine within the cement matrix, with high spatial 
resolution must be employed.
CHAPTER 5. CEMENTITIOUS MATRICES 83
5.2 T ech n iq u es p rev io u sly  ap p lied  to  th e  s tu d y  
o f  cem en titio u s  m atr ices
Previous work has been able to determine the water porosity of cement, and 
calculate to a limited extent the diffusion coefficients of some ions.
Nuclear magnetic resonance has been able to visualise the diffusion of water into 
cement pastes and determine the effects of water permeation by using different 
cement pastes and hydrophobic surface coatings (Black et al. 1995; Bohris et al. 
1996). NMR typically has a spatial resolution of 10pm, but as yet has been unable 
to image ingressing chlorine.
Energy dispersive X-ray (EDX) analysis provides high spatial resolution profiles of 
chlorine concentrations (Auer et al. 1995), but are not able to determine chlorine 
concentrations lower than a 1 % level. As the chlorine levels found in ingression 
need to be resolved at about a 0.05% by weight level, EDX has been unable to 
produce concentration diffusion profiles.
Conventional mechanical methods have so far been the best method of obtaining 
an approximate diffusion coefficient for ionic diffusion (Mangat and Molloy 1995; 
Clear and Harrigan 1977; Marusin 1988; Sergi et al. 1992). Samples are drilled 
from a structure and analysed by wet chemical techniques based on the Volhard 
method. This produces very accurate concentration levels for the chlorine in the 
sample. The major limitation of this method is the spatial accuracy. Sufficient 
sample must be extracted to perform the analysis and so samples span a wide depth 
range leading to poor depth resolution, typically every 5mm into the cement with 
a span of 2mm. This technique is also limited to analysis of a single element.
Other techniques such as optical dye ingression (Hourain et al. 1996), diffusion cell 
analysis (Diab et al. 1988), and electrical resistivity (Taffinder and Batchelor 1993; 
McCarter and Starrs 1997; Kyi and Batchelor 1994) have also been used but these 
cannot clearly resolve the direct question of how the total chlorine concentration,
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in a situation closely matching environmental conditions, diffuses into a cement 
with high spatial accuracy.
5.3 P rev io u s  io n  b ea m  an alysis
Limited Proton Induced X-ray Emission studies have been done on diffusion of 
ions into archaeological ceramics (Burns and Wilsonyang 1991), but no work has 
published on diffusion into modern building materials. NRA has never been applied 
to the study of any cementitious system.
The work reported here is the first to profile both the diffusion of chlorine into 
various cement paste blends using Proton Induced X-ray Emission and the aqueous 
carrier using NRA.
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5 .4  D iffu sion  th e o r y
Diffusion is caused by the random movement of molecules. By analogy with 
Fourier’s equations of heat transfer, also describing the random movement 
of molecules (Fourier 1822), Fick (1855) expressed the diffusion process in a 
quantitative manner.
5.4.1 Fickian diffusion
For an isotropic material the rate of diffusant per unit area is proportional to the 
concentration gradient measured normal to the material, and is expressed as Fields 
first law,
J  = ~ D f x (5-3)
For a system where two different materials are diffusing into each other, known as 
mutual diffusion, two diffusion coefficients are needed to describe the system. If 
the density of the system remains constant and the diffusion of one of the materials 
dominates only a single diffusion coefficient is required.
By using equation 5.3 and applying the law of conservation of matter, a 
concentration gradient in the x direction dependent on the diffusion coefficient 
and time can be formed.
dC 8 2C ,
at ~  &x2 ( )
Equation 5.4 is referred to as Ficlc’s second law.
Anisotropic media have different properties and hence diffusion coefficients in 
different directions. If the properties of the anisotropic material are constant in 
the direction of interest equation 5.4 can still be used to describe diffusion in that 
direction.
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5.4.2 Semi-infinite medium model of Fickian diffusion
By applying boundary conditions to equation 5.4, which closely describe the 
experimental conditions, solutions which model the system are formed (Crank 
1975).
The solution for a semi-infinite medium x>0 where the boundary is kept at a 
constant concentration C0 and the initial concentration of the diffusant in the 
medium is zero, is given by a Laplace transformation of equation 5.4, then 
equation 5.5 is true.
C =  C0erfc-—2 - r  (5.5)
2(Dtp
If there is an initial concentration C\ throughout the medium but the other 
conditions are the same as equation 5.5,
C - C o  _  f a
0 - C „  61 2 (Dt)i ( )
Therefore if the initial concentration Ci is known and (70 >> Ci a solution similar 
to equation 5.5 is given on top of the initial concentration.
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5.5 C h lorin e d iffu sion  profiling  b y  P IX E  an alysis
5.5.1 Sample preparation
Samples of cement paste manufactured with Ordinary Portland cement (OPC) 
conforming to BS:12 (1978), and Pulverised Fuel Ash (PFA) conforming to 
BS:3892 (1993) were studied with the scanning micro-beam. A total of four 
separate specimens were produced for analysis.
Specimen A was manufactured with 1 0 0 % OPC and had been designed to produce 
a cement paste with an open capillary pore structure typical of that found in 
commercial concretes.
Specimen B was manufactured with a mixture of OPC with 30% by weight PFA. 
This blended material was designed to take advantage of the pozzolanic reaction 
that occurs between reactive silica in the PFA and the Ca(OH) 2 released by 
hydration of Portland cement (Dhir et al. 1994). This reaction precipitates 
complex calcium silicate hydrates into the capillary pores and ultimately reduces 
the moisture permeability of the hardened mass.
Specimens C and D were duplicates of specimens A and B respectively but were 
manufactured with 0.5% chlorine by weight of cementitious material. These control 
samples had a uniform distribution of chlorine throughout and were used to 
provide calibration profiles to allow the quantitative assessment of chlorine levels 
in specimens A and B.
The samples were manufactured by placing the mix water and powdered material 
into a commercial food processor. The mix was blended for 10 seconds at 400rpm 
followed by a 1 0  second rest; this was repeated three times, before finally mixing 
for 10 seconds at 1000 rpm. The final mixture contained considerable quantities 
of entrained air, which was removed by vibrating the mix for 60 seconds. The 
resulting surface froth was removed and the mixture was poured into a polished 
steel mould 40 x 40 x 150mm. The sample was then cured at 2 0 °C and 1 0 0 %
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humidity for a period of 48 hours. The hardened sample was de-moulded and 
stored under the same conditions for a further 12 days. This was then split into 2 
cubes of side length approximately 75mm.
Specimens A and B were placed on a copper mesh in a sealed container, with the 
bottom 4mm of each of the specimens below the surface of a solution containing
0.5% sodium chlorine by weight. The samples were stored for 14 days at 20°C and 
at 1 0 0 % humidity to ensure that there was no evaporative water loss from the top 
of the prism, which would encourage capillary uptake of the saline solution into 
the samples. This ensured that the chlorine profiles measured could be attributed 
solely to the diffusion of chlorine from the saline solution into and through the pore 
structure of the hardened cement pastes. After exposure the prisms were removed 
from the solution and sliced with a rotary diamond wheel to produce samples of 
dimensions 75 x 15 x 3mm. These were cut at right angles to the face in contact 
with the saline solution. Similar samples were cut from prisms of specimens C and 
D to provide calibration measurements of background elements and chlorine levels.
5.5.2 Ion beam analysis
The samples were analysed with the scanning micro-beam line, see section 3.4, 
using the micro-PIXE analysis technique described in section 3.8. The samples 
were exposed to a beam of 0.8 MeV H+ ions with a current of 5nA for 30 minutes 
per scan location. The beam spot was circular and had a diameter of 200/mi at the 
target stage. An area 2.9 mm by 2.9 mm was scanned. A Gresham Si(Li) X-ray 
detector, see appendix A, was positioned 135° from the beam axis, 1 0 0 mm from 
the target stage. To protect the window of the X-ray detector from micro-particle 
emission from the cement samples a 6 pm mylar filter was used.
For each sample an X-ray energy spectrum was collected for the entire scan, see 
figure 5.1. The X-ray energy ranges associated with sodium, aluminium, sulphur 
and chlorine were correlated with scan position and summed up vertically to
CHAPTER 5. CEMENTITIOUS MATRICES 89
produce a plot of counts versus distance horizontally for the specified element, 
see section 3.9.2. Absolute concentration profiles were obtained for specimens A 
and B by reference to the spectra from specimens C and D containing known 
uniform chlorine concentrations, normalising differences in charge collection via 
the counts in the matrix sulphur peak.
Elemental profiles of the distribution of chlorine in the OPC paste (specimens A 
and C) and the PFA modified paste (specimens B and D) are shown in figure 5.2 
and figure 5,3 respectively. As expected the chlorine profiles for specimens C and 
D show an essentially flat profile reflecting the uniform distribution of chlorine in 
these specimens. It may be noted that the data points shown at 0.2mm intervals 
in these figures represent averages calculated from data points acquired at 40pm 
increments along the slice. For specimens A and B the chlorine concentration 
decreases with depth down to the background level of 0.05% chlorine by weight 
of cement associated with the original OPC and PFA materials. In both eases 
there is an apparent rise in chlorine concentration over the first 1 mm of the 
specimen. This is a consequence of the high water/cement ratio employed, which 
has produced a layer of low density material on the surface of the specimens 
tested. Comparing the profiles for the two cement pastes it is clear that chlorine 
has penetrated approximately 8  to 9mm into the OPC paste but only 3 to 4mm 
into the OPC/PFA blend. Diffusion coefficients, estimated from a fit of the data 
to a semi-infinite model of Fickian diffusion, see section 5.4.2, indicate values of 
(1.7±0.2) x 10- 7  cm2s_ 1  for the OPC paste and (9.3±0.2) x 1 0 - 9  cm2s- 1  for the 
OPC/PFA blend.
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Figure 5.1: An X-ray energy spectrum for an OPC cement which has been 
subjected to chlorine ion diffusion. The X-ray peaks are labelled with the 
appropriate element.
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Figure 5.2: Chlorine diffusion profile for an OPC. The circles represent data from 
sample A which is normalised with respect to collected charge and sample C. The 
black triangles represent the data from sample C showing the 0.5% level of chlorine. 
The black line shows the Fickian fit to data from sample A, the diffusion coefficient 
obtained was (1.7±0.2) x 10~ 7 cm2s_1.
Figure 5.3: Chlorine diffusion profile for a PFA. The circles represent data from 
sample B which is normalised with respect to collected charge and sample D. The 
black triangles represent the data from sample D showing the 0.5% level of chlorine. 
The black line shows the Fickian fit to data from sample B, the diffusion coefficient 
obtained was (9.3±0.2) x 10~ 9 cm2s_1.
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5.6  S im u lta n eo u s an a lysis  o f  ch lorin e and  w ater  
d iffusion  b y  P IX E  and  N R A
The ability to profile the diffusion of chlorine in cement is currently not readily 
attainable with any technique other than PIXE. The additional capability of being 
able to determine the diffusion of an aqueous carrier medium simultaneously with 
NRA makes ion beam analysis of cementitious matrices an unparalleled analytical 
technique. The use of heavy water (D20) allows the cement samples to be fully 
saturated with normal water before exposure whilst still imaging the aqueous 
carrier.
5.6.1 Sample preparation
A sample of cement paste manufactured with OPC conforming to BS:1 2  (1978) 
was used to validate the potential of the combination of particle induced X-ray 
emission analysis and nuclear reaction analysis.
The sample was manufactured by the same method as described in section 5.5.1. 
The prism of the specimen was placed in a sealed container on a copper mesh, 
with 4mm of the specimen below the surface of a solution composed of heavy 
water containing 0.5% sodium chlorine by weight. The sample was left for 14 days 
at 20°C at 1 0 0 % humidity to prevent capillary uptake. It was then cut with a 
rotary diamond wheel to a dimension of 25 x 15 x 3mm at right angles to the face 
in contact with the solution.
5.6.2 Ion beam analysis
The sample was analysed with the scanning micro-beam, using a combination of 
micro-PIXE (see section 3.8) and micro-NRA (see section 3.7) techniques. The 
sample was mounted on a cryogenic cold stage before exposed to a beam of
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1 .8  MeV 3He+ ions with a current of 1 2 nA for 20 minutes per scan location. 
The beam spot was circular and had a diameter of 2 0 0 /i-m at the target stage. An 
area of 1.8 x 1 .8  mm was scanned. The X-rays were detected with a Gresham 
Si (Li) detector situated 1 0 0 mm from the target stage and the protons from the 
D(3He,p)4He reaction by a single 100mm2 surface barrier detector (see appendix A) 
located at an angle of 165° to the beam axis at a distance of 100mm from the 
target stage. The total beam charge was monitored for each location to allow 
normalisation between scan locations.
Limitations in the system software meant scans had to be taken concurrently rather 
than simultaneously. During the nuclear reaction analysis the protons from the 
D(3He,p)4He reaction were correlated with scan location. Profiles for the chlorine 
and deuterium were obtained by summing the 2-D plots vertically and normalising 
the plots from different scan locations to total beam charge. The profiles were then 
plotted on the same axis using arbitrary units for the concentrations and fitted with 
a semi-infinite model of Fickian diffusion, see figure 5.4 and section 5.4.2.
The values obtained from the Fickian diffusion fits are (1.9±0.2) x 10- 8  cm2s- 1  
for the chlorine ions and (2,0±0.2) x 10~ 8 cm2s_ 1  for heavy water. These results 
confirm the intuitive hypothesis that the aqueous carrier is carrying the chlorine 
ions into the inter-cement pore capillaries.
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Figure 5.4: Chlorine and deuterium diffusion profiles for a OPC. The black 
triangles represent the chlorine data. The circles represent the deuterium data. 
The dashed line shows the Fickian fit to chlorine data, the diffusion coefficient 
obtained was (1.9db0.2) x 10~ 8 cm2s-1. The dot-dashed line shows the Fickian fit 
to deuterium data, the diffusion coefficient obtained was (2 .0 ± 0 .2 ) x 1 0 “ 8 cm2s-1.
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5.7 Conclusions
Micro-PIXE analysis provides a simple, rapid, reliable and low cost method of 
determining chlorine profiles in cements with detection limits not obtainable by 
any other technique. The additional use of micro-NRA to simultaneously image 
the aqueous carrier makes ion beam analysis a unique technique for this type of 
analysis. The application of standard PIXE to samples obtained by traditional 
drilling methods could also replace the wet chemical analysis currently conducted. 
The ability to determine the concentration of a number of chemical components 
quickly and cheaply means that ion beam analysis could provide useful information 
on a number of problems caused by the diffusion of ions into cements.
Chapter 6
Polymeric drug delivery systems
6.1 Introduction
Polymeric drug delivery systems have a number of advantages over ingested 
or injected drugs; they give long term sustained release or a highly localised 
concentration (Langer 1990; Petrak 1990). The water absorption characteristics 
of a material are critical in determining its potential as a drug delivery system. 
The ability to crack and swell is advantageous and enables the release of drugs. 
Hydrophobic polymers with a incorporated hydrophilic drug utilise either existing 
cracks (Colo 1992) or crack the material (Brook and Van Noort 1985) to enable 
the release of the drug. The release from such systems is dependent on the osmotic 
pressure generated by the soluble drug (Gale et al 1980).
Magnetic Resonance techniques have previously been used to measure ingress of 
water into polymers (Mansfield et al 1992). The use of NRA to determine the 
diffusion of heavy water (deuterium oxide) into polymers is a novel technique 
developed at Surrey. The diffusion of D20  into tetrahydrofurfylmethacry- 
late/poly(ethylmethacrylate) (THFM/PEM) was determined at short times with 
micro-NRA and diffusion coefficients reported (Drew et al 1996).
The use of D20  as a valid substitute for H20  has been validated for THFM/PEM
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using gravimetric studies (Drew 1996). Samples were initially dried for 1 week 
at 37°C at 0 % humidity then exposed to H20  or D20  for 274 days. Gravimetric 
analysis was conducted at regular periods. The results from the analysis show a 
10% difference in mass uptake of D20  compared to H20 , this is attributable to the 
differences in molecular weights (D2 0, MW=20; H20, MW=18), see figure 6.1.
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Figure 6.1: The increase in wt% of THFM/PEM immersed in D20  (circles) and 
H20  (squares).
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6.2 Description of present work
A silicone polymer drug delivery system is studied here consisting of a modified 
hydrosilanised silicone polymer doped with the drug chlorhexidine diacetate.
The use of D20  substitution for water in drug release systems is justified by 
comparative gravimetric analysis. It is consolidated by U.V. spectroscopic analysis 
of the concentration of drug released into both water and D20  (see section 6.4).
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A combination of micro-NRA and micro-PIXE is used to image the ingress of 
heavy water into the silicone polymer drug delivery system. In the system chlorine 
is a unique component of the drug, the polymeric matrix is identified by its silicon 
component and the diffusing water labelled with deuterium.
6 .3  S am p le  p rep ara tion
The system studied consisted of a silicone elastomer formulated as 80 wt% vinyl 
terminated siloxane (V60 K OSi Specialities), 4 wt% hydrogen terminated siloxane 
(VXL OSi Specialities), 16 wt% surface treated fumed silica (R812 S Degussa AG),
0.0375 wt% of an organo platinum complex (VCAT-RT OSi Specialities) and 0 .0 2  
wt% 2-methyl-3-butyln-2-ol (Aldrich) inhibitor. This was then doped with 5 wt% 
of the drug chlorhexidine diaeetate (Aldrich) and pressed into a sheet and cured 
at 60°C for 30 minutes.
Samples of both doped and undoped polymer, with dimensions 0.7 x 2 0  x 40mm, 
were immersed in individual vials containing 1 0 0 ml of de-ionised water. These 
were maintained at 37°C to emulate body temperature. At appropriate intervals 
of time, gravimetric weight measurements recorded the water uptake, and U.V. 
spectroscopic analysis determined the chlorhexidine diacetate release.
Samples of dimensions 0.7 x 4 x 2 0 mm were prepared for ion beam analysis. They 
were submerged in individual vials containing 10ml of D20  maintained at 37°C 
by a water bath. Several strips were left submerged for 15 minutes, 60 minutes, 
1 day and 26 days. A number of samples from each exposure time were viewed 
under a microscope and one was chosen which was optically representative of those 
viewed. Each strip was removed and blown dry with a 0% humidity nitrogen jet 
before being plunged into liquid nitrogen to freeze the profile. This rapid cooling 
(^100Ks-1) prevents large ice crystals forming and destroying the structure. The 
strip was then clamped onto a sample mounting plate with an adjustable copper 
vice, also maintained at liquid nitrogen temperature. It was then snapped to
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expose a clean cross-section.
After ion beam analysis the solutions of D20  used to expose the samples were also 
tested for chlorhexidine diacetate release using U.V. spectroscopy.
6 .4  G rav im etr ic  and  U .V . sp ectro sco p ic  an a lysis
The water uptake of the material was dictated by the presence of chlorhexidine 
diacetate. The undoped material had a water uptake of less than 0.2 wt% after 42 
days where as the uptake of the doped material was in excess of 1 2  wt% for the 
same period, see figure 6.2. This is attributable to the formation of water droplets 
within the silicone elastomer when the water diffusing in the material reaches 
a chlorhexidine diacetate particle. An osmotic potential is created between the 
internal (droplet) and the external solution. This causes water to diffuse into the 
droplet so expanding it and increasing the water uptake (Fedors 1980; Riggs et al. 
1997; Thomas and Muniandy 1987). If the expansion of the droplet exceeds that 
which can be restrained by the material then fracturing around the droplet occurs. 
This leads to the release of the chlorhexidine diacetate solution if this fracture 
reaches the surface of the material (Colo 1992).
The release kinetics in both H20  and D20  for the chlorhexidine diacetate are very 
similar, see figure 6.3. The initial release into D20  is greater but this is likely to 
stem from the difference in the geometry of the specimens (0.7 x 20 x 40mm for 
H20  and 0.7 x 4 x 2 0 mm for D2 0) resulting in a greater proportional surface area 
for the D20  sample increasing the initial release.
The H20  and D20  release profiles confirm those previously observed for the mass 
uptake of water and D20  by THFM/PEM (Drew et al. 1996) as the release is 
controlled by absorption.
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Figure 6 .2 : The water uptake of a undoped silicone polymer (squares), is compared 
to one doped with 5 wt% of chlorhexidine diacetate (triangles).
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Figure 6.3: The drug released by a sample in a given time into heavy water 
(squares), closely matches the release into normal water (triangles).
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6.5 Ion  b ea m  an alysis
The samples were analysed with the scanning micro-beam, using a combination 
of the micro-PIXE (see section 3.8) and micro-NRA (see section 3.7) techniques. 
The samples were mounted on a cryogenic cold stage before exposure to a beam 
of 2.0 MeV 3He+ ions with a current of 1.0 nA for 30 minutes per analysis. The 
beam spot was circular and had a diameter of 40pm at the target stage. The X-rays 
were detected with a Gresham Si (Li) detector, 100mm from the target stage. The 
protons from the D(3He,p)4He reaction were detected with two 100mm2 surface 
barrier detectors at 145° symmetrically about the beam axis 75mm from the target 
stage, see appendix A.
The samples were initially analysed using PIXE to correlate the location of silicon 
(matrix) and chlorine (drug) with scan location. The count rate for the chlorine is 
1 count/sec and for silicon 65 counts/sec, these count rates ensure the dead time 
for data collection is also kept below 1%. A calibrated energy versus counts X-ray 
spectrum for the drug release system is shown in figure 6.4.
In separate consecutive measurements NRA was used to correlate the location 
of the deuterium with scan location. The prior PIXE analysis conducted over the 
same spatial scan causes no significant beam damage due to the low beam intensity 
used (0.25 nA/mm2). The count rate for the protons from the D(3He,p)4He 
reaction is typically 3.5 counts/sec. This low count rate ensures the dead time 
in data collection is kept below the 1 % level.
Ion beam analysis is a near surface analytical technique and as such not all the yield 
for characteristic elemental reaction products arises from the actual surface atomic 
monolayer. The maximum range of the 3He+ ions into the polymeric matrix was 
calculated to be 8.24/im. For the D(3He,p)4He reaction this is the analytical depth, 
but the cross-section of the reaction is greatest at 0.7 MeV (see figure 2 .2 ) therefore 
the maximum yield is produced at 4.90pm. The X-ray yield and cross-section is 
greatest at the surface and falls exponentially over the range of the ion. More than
CHAPTER 6. POLYMERIC DRUG DELIVERY SYSTEMS 102
25000
2 0 0 0 0
H 15000
Z3OC2,
ID
5  1 0 0 0 0
5000
0
0 1 2 3 4 5 6 7 8 9  10
Energy (keV)
Figure 6.4: An energy calibrated spectrum collected during the particle induced 
X-ray emission analysis of a drug release system with the main peaks labelled. The 
insert shows the chlorine X-ray peak. Tko. copper copper
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50% of the chlorine and silicon X-rays which are detected are produced in the first 
1.5pm. If the features in the plots were as small as 5pm the differences in cross- 
section and yield of the different reaction products would be of great importance. 
As the features studied are ellipsoidal in shape, if they are resolved laterally with a 
40pm resolution they must have a diameter greater then this distance. Therefore 
the differences in yield versus depth are not significant.
The areal plots obtained from the ion beam analysis show the chlorhexidine 
diacetate (chlorine map), the polymeric matrix (silicon map) and the ingressing 
deuterium oxide (deuterium map), see figure 6.5.
Pearson’s linear correlation coefficient has been used to correlate the silicon, 
chlorine and deuterium plots for each exposure time. Spearman’s Rho and 
Kendall’s tau correlations confirmed the Pearson results. The correlated maps 
were also increasingly dephased to check that the correlation was at a maxima. 
Figure. 6 .6  shows a plot of Pearson coefficients versus time.
Initially, after 15 minutes, the deuterium does not correlate with the chlorhexidine 
diacetate but instead seems to have penetrated through the matrix in a uniform 
manner. The rate at which this happens is fast and indicative of the rapid diffusion 
low water uptake seen for pure undoped silicone polymers (Riggs et al. 1997). The 
60 minute experiment shows a weak correlation between the deuterium and the 
chlorine.
The 1 day experiment however shows an increasing correlation between the 
deuterium and the chlorine indicating the formation of droplets within the material 
at the sites of the chlorhexidine diacetate as predicted (Fedors 1980; Thomas and 
Muniandy 1987). By 26 days the droplets have grown considerably and are clearly 
visible in all three images; there is a concentration of droplets in the centre of 
the material in contrast to the more uniform distribution of the 1 day image. 
This is attributed to the fracture of the droplets near the surface releasing the 
chlorhexidine diacetate into the external solution. The fracture occurs for the 
droplets near the surface first due to the mechanical restraint being less near the
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Figure 6 .6 : Pearson’s linear correlation coefficient for chlorine/deuterium,
silicon/chlorine and silicon/deuterium for the drug release system is shown versus 
time.
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surface than in the bulk of the material.
Water diffuses into the 5% doped chlorhexidine diacetate silicone elastomer very 
rapidly, it penetrates through a 0.7 mm sample in less than 15 minutes. This 
indicates the diffusion coefficient is in excess of 5 x 10- 1°m2s- 1  which is a 
reasonable value for a undoped silicone polymer. The correlation of water with the 
chlorhexidine diacetate salt during this early stage is not significant; this relates 
to the nature of the chemical potential driving the uptake of water by the silicone 
matrix and the chlorhexidine diacetate. Initially it is more favourable for water to 
associate with the matrix rather than form droplets. This indicates the chemical 
potential change associated with absorption in the matrix is greater than that 
associated with the formation of the droplets. Chlorhexidine diacetate is a large 
salt (643.56 MW) and the osmotic pressure it develops is small and will decrease 
gradually with the dilution of the salt by water diffusing into the droplets. It is only 
after saturation is approached in the matrix that the droplet formation commences 
- at which point it then dominates the subsequent uptake. For a more osmotically 
active salt (i.e. sodium fluoride) this may not be the case as the chemical potential 
associated with droplet formation would be greater and may predominate over 
water absorption in the matrix.
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6 .6  C on clu sion s
The study of absorption and the subsequent release of drugs from sustained release 
monolithic polymer systems, using a combination of scanning micro-beam analysis 
techniques, enables the water absorption characteristics and the release profiles to 
be correlated. The realisation of these techniques for the study and evaluation of 
drug delivery systems enables a complete characterisation of the water uptake and 
both the release and delivery/availability to the desired tissue region. They are 
therefore invaluable techniques for research into drug release systems.
Chapter 7
Summary and Conclusions
Molecular diffusion in heterogeneous materials has been studied in three different 
systems using a combination of scanning (light-) ion micro-beam analysis 
techniques.
The ion micro-beam analysis apparatus and techniques used are described, as 
well as additional apparatus and techniques that are available at the University 
of Surrey and which have proved useful in the analysis of diffusion systems not 
reported here.
Adaptations to the micro-beam line hardware have been designed with the 
proposed incorporation of a novel form of none interrupting beam current monitor. 
A collimating aperture will be placed upstream of a transmission Faraday cup 
which will be placed about the object aperture. The first aperture ensures the beam 
will be homogeneous in cross-section. A portion of this will then passed through an 
object aperture, the remainder being collected by a charge monitor. The Faraday 
cup allows secondary electrons from the object aperture to be collected, so giving 
an accurate value of current. Although this will only give a relative beam current, 
sufficient for most analysis, a conventional Faraday cup placed on the target stage 
could be used to determine an absolute charge calibration.
Methodology has also been devised to determine the scanning micro-beam line
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properties and methods are described to determine the scan size and the diameter 
of the beam spot.
The first system analysed involved the transport, segregation and deposition of 
hair-care products in hair fibres. The location of a deuterated surfactant (used in 
shampoos) was imaged with scanning micro-NRA and the relative concentrations 
in a perm-damaged and undamaged hair fibre exposed to the shampoo and 
a virgin hair are reported. The surfactant was found to penetrate into the 
centre of the perm-damaged hair but only penetrate into the cuticle of the 
undamaged hair. Using the virgin hair to determine the naturally occurring 
levels of deuterium, the damaged hair was found to contain three times the 
concentration of surfactant than the undamaged hair. The technique was then 
further improved to image the relative concentrations of a hair-conditioning agent 
in perm-damaged and undamaged hair fibres. Here similar concentrations of 
the deuterated hair conditioning agent panthenol were found in both the perm- 
damaged and undamaged hair fibres. The location of the panthenol reflected the 
surfactant result, it had penetrated into the centre of the damaged hair, and built 
up on the cuticle of the undamaged hair. The ability to determine the location 
and concentration of a (deuterated) hydrocarbon molecule in a biological matrix 
is not achievable by any other analytical technique, but has become a routine form 
of analysis at Surrey.
The next study analysed the diffusion of chlorine into cement paste blends. 
Traditionally wet chemical analysis has been used; it is expensive, slow, and 
has very poor lateral resolution. The use of micro-PIXE to determine the 
chlorine diffusion into OPC and PFA provides fast, low-cost analysis, with lateral 
resolution not possible with conventional methods. Chlorine diffusion profiles were 
obtained and fitted with a semi-infinite solution to Fickian diffusion. Coefficients 
of (1.74=0.2) x 10- 7  cm2s_ 1  for OPC and (9.34=0.2) x 10- 9  cm2s- 1  for the PFA 
blend were obtained. This indicates the use of blended cements does indeed 
reduce the levels of chlorine penetration. Further studies included the concurrent
CHAPTER 7. SUMMARY AND CONCLUSIONS 110
use of micro-NRA to determine the diffusion coefficients for the aqueous carrier 
(deuterium oxide) as well as the chlorine ions. OPC was analysed and the diffusion 
profiles yielded coefficients of (1.9±0.2) x 10- 8  cm2s_ 1  for the chlorine ions and 
(2.0T0.2) x 10~ 8 cm2s_ 1  for the deuterium oxide. This confirms the intuitive 
hypothesis that the aqueous carrier is carrying the chlorine ions into the inter­
cement pore capillaries. Micro-PIXE has never before been applied to diffusion 
studies in modern building materials, the additional use of micro-NRA to determine 
the location of the aqueous carrier makes ion beam analysis a unique form of 
analysis for cementitious diffusion systems.
The final study examined the ingress of water and subsequent redistribution of 
drugs in a polymeric drug release system. Micro-PIXE was used to image the 
silicone polymer and the drug chlorhexidine diacetate, whilst micro-NRA was 
used to image the (heavy) water uptake. The use of D20  as a substitute for 
H20  is validated. Exposure times of 15 minutes, 1 hour, 1 day and 26 days 
were analysed. The plots of the silicon (polymer), chlorine (drug) and deuterium 
(water) were correlated using a Pearson’s linear correlation. The correlation shows 
an increasing correlation between chlorine and deuterium with time, an increasing 
anti-correlation of deuterium and silicon, and a constant anti-correlation of silicon 
and chlorine. This supports the hypothesis that the drug is dispersed by cracking 
the polymer due to an osmotic pressure gradient formed by increasing water 
concentrations in vicinity of the drug droplets. This type of combined location of 
an element affected by the ingress of water, by micro-PIXE, and the water itself, 
by micro-NRA, is not obtainable with any other type of analytical technique.
The extent of some of the analysis here has been hindered by limitations in the 
system software. A system capable of simultaneously correlating all the reaction 
products with scan location and storing all this information for subsequent off-line 
analysis would lead to quicker and more concise analysis. Such a system would also 
allow the possibility of three-dimensional analysis (that is depth analysis conducted 
over a two-dimensional scan) and therefore offer the ability to solve numerous
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diffusion problems which are now only just being considered.
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Appendix A  
Detector Specifications
A . l  P r o to n  d e te c to r
Model: EG&G ORTEC - CA - 017 - 100 - 1500
Type: Surface Barrier - Au Si
Resolution: 17 keV for 5.486 MeV a-particles
Area: 1 0 0  mm2
Depletion depth: 1500/un
Bias: 600 V for 18 MeV protons
A .2 R B S  d e te c to r
Model: EG&G ORTEC - CU - 011 - 025 - 300 
Type: Ion Implanted - B/Si/As 
Resolution: 1 1  keV for 5.486 MeV ct-particles 
Area: 25 mm2 
Depletion depth: 300/tm 
Bias: 60 V for 2  MeV ct-particles
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A .3  A nn u lar d e te c to r
Model: EG&G ORTEC - QA - C150 - 1300 - 16 
Type: Surface Barrier - Au Si 
Resolution: 23 keV for 5.486 MeV a-particles 
Area: 25 mm2, 2  mm annulus, 7 mm hole 
Depletion depth: 1300/zm 
Bias: 380 V for 18 MeV protons
A .4  X -ra y  d e te c to r
Model: Gresham - Sirius 00186 
Type: Si(Li) - LN2 cooled 
Resolution: 138 eV at 5.19 keV 
Area: 30 mm2 
Depletion depth: <3 m r >
Bias: -500 V 
W indow: API.7
Appendix B
Program Code
B . l  C p rogram s
B .l .l  maptodat
The following code is compiled in C. The executable is used to extract the 4 
arrays of 128x128 elements. Each array contains the position related counts from 
a specified channel range. Contents of the *.map are outputted to *0 .dat, *l.dat, 
*2.dat, and *3.dat.
^include <stdio.h>
^include <strings.h> 
char *malloc();
#defme W I D T H  126 
#defme F I R S T C H A N N E L  1 
int main(argc, argv) 
int argc; 
char **argv;
{ in* i> j, f;
FILE *fp[4]; 
char *buffer, *p; 
if (argc != 2)
{ fprintf(stderr, ”Syntax:\n\t\%
s filename-prefix < inputJfile\n”, 
argv[0]); 
return(l)j } 
j =  strlen(argv[l]); 
buffer =  malloc(j4-6); 
sprintf(buffer, ”%s .dat”, argv[l]); 
p =  buffer-fj;
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for(i=0; i<4; i++)
{ *p =  ’O’ +  i;
if ((fp[i] =  fopen(buffer, ”w ”)) = =  NULL) 
{ perror(buffer); 
retum(l); } } 
for(i=0; i< FIRSTCIIANNEL; i++)
(void) getchar(); 
for(i=0; i<128; i++) 
for(f=0j f<4; f++)
for(j=0; j< 128; j++) 
if (j < W I D T H )  
fprintf(fp[f], ”% d  % d  %d\n”, 
j, i, getchar()); 
else
(void) getchar(); 
for(f=0; f<4; f++) 
fclose(fp[f]); 
return(O); }
B .2  U n ix  com m an d  lin e  program s
B.2.1 projup
Used to convert an x,y,z array into a x,z array by summing up counts in the y 
direction. Converts *.dat into *.pru files.
sort -n +1 Sl.dat | awk ’\
BE GI N { i =  -1 } \
$1 != i {if (i != -1) print i,n; i=Sl; n = 0 }  \  
{n  + =  $3} \
E N D  {printf ”% d  %f \n”, i,n}’ > Sl.pru
B.2.2 squish
Used to compress x,y data by summing every c channels into 1 channel, it maintains 
the total length of x. Converts *.xay into *.cmp.
#  Change the value of c to change the amout of squishing 
sort -n SBl.xay | awk *\
BEGIN{i =  -1; a=0; b=0; c=3} \
(a ++} \
{b + =  $2} \
{if (a = =  c) print $l,b} \
{if (a = =  c) b =  0} \
{if (a = =  c) a =  0} \
END{}’ >  Sl.cmp
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B.2.3 total
Calculates the total z in an x,y,z array. Totals * into *.tot.
sort -n Si ] awk ’\ 
B E GI N { n =  0 } \
{n + =  $3} \
E N D  {print n}’ >  Sl.tot
B .3  F ortran  p rogram s
B.3.1 fit
program fitter
search on (n) parameters, number of data points (m)
Dr. J.A. Tostevin, March 1994 (for diffusion constant extraction)
implicit double precision (a-h,o-z) 
dimension iw(22Q) ,w(6000) ,fvecc(220) ,xc( 10) 
dimension x(220),f(220),fit(220) 
character*20 fnl,ofl 
common x,f,err,x0,sigma,hh
parameter (pi=3.14159 26535 89793 23846 26433 83279 50288d0)
dimensions of e04fdf N A G  routine working arrays, iw and w
data ifail,liw,lw/l,220,6000/
Read names of input and output files and open
print*,’input data file?’ 
read 66,fnl
print*,’output data file?’ 
read 66,ofl 
66 format (a)
open(19,file=fnl,status=’unknown’) 
open(20,file=ofl,status=’unknown’)
initial guess: 1) w  (diffusion constant)
2) scale (scaling factor)
3) h (thickness)
4) offset (position of rising edge)
5) sigma (experimental resolution)
sigma=0.d0
print*,’Parameters are w, scale, h, offset, sigma: in order ’ 
print*,’Ho w many parameters searched (2, 3 or 5) ’ 
read*,n
print*,’Input guesses for these ’,n,’ parameters’
read*,(xc(i),i=l,n)
if(n.eq.3) then
print*,’No w other two: offset and sigma ’ 
read*,xO,sigma 
endif
if(n.eq.2) then
APPENDIX B. PROGRAM CODE 118
print*,’No w  other three: h, offset and sigma ’ 
read* ,hh,xO,sigma 
endif
print*,’Working error per point ’ 
read*,err*_________________________________
* Read input data set (and number m  of points) _
* read(19,*) m
print*,’Lower and upper data points in input file ’
read*,ml,m 2  
if(ml.gt.l) then
do 18 j=l,ml-l 
read(19,*) x(j),f(j)
18 continue
endif 
ival=l
do 21 j=ml,m2 
read(19,*) x(ival),f(ival) 
ival=ival+l 
21 continue
m=ival-l *_________________________________
* Use N A G  search routine e04fdf to perform fit to data
 *    ,   '
call e04fdf(m,n,xc,fsumsq,iw,liw,w,lw,ifail)*_________________________________
* Call supplied function and calculate and print final fit
* to experimental data with the best fit parameters xc(l:n) *_________________________________
call lsfunl(m,n,xc,fvecc) 
do 3 i=l,m
* deltaf=err*f(i)/100.d0 
deltaf=err
fit(i)=fvecc(i)*deltaf+f(i) *_________________________________
* Print values to file on channel 20 and to screen *_________________________________
print 4,x(i),fit(i),f(i) 
write(20,4) x(i),fit(i),f(i)
3 continue 
print 6 
write(20,6)
4 format(lh ,fl0.4,3x,dl2.5,3x,dl2.5)
6 format(lh ,//)*_________________________________
* print the best fit parameters xc(i) *_________________________________
write(20,12) (xc(i),i=l,n) 
print 12,(xc(i),i=l,n)
12 format (5fl4.8)*_________________________________
stop
end
* User supplied subroutine to provide fitted form *_________________________________
subroutine lsfunl(m,n,xc,fvecc)*_________________________________
* Evaluates deviations of theoretical from experimental in fvecc
* n parameters and m  data points *_________________________________
implicit double precision (a-h,o-z)
dimension xc(n),fvecc(m),x(220) ,f(220),xr(300),wr(300),res(300) 
common x,f,err,xO,var,hh 
integer count 
parameter (npts=144)
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data count/0/
save xr,wr,res,sigma,count
count=count+l
Diagnostic print of parameters to see how things go!
print 12,(xc(i),i=l,n) 
12 format(5fl4.8)
* Assign searched parameters to internal variables *_________________________________
h=hli
sigma=var
w=xc(l)
scale=xc(2)
if(n.gt.2) h=xc(3)
if(n.gt.3) then
x0=xc(4)
var=xc(5)
endif*_________________________________
* If sigma has changed, need to update value, quadrature points,
* and the resolution function (in array res) *_________________________________
if(var.ne.sigma.or,count.lt.2) then
sigma=var
else
go to 77 
endif*_________________________________
* Calculate Gaussian quadrature weights wr and pivots xr over range
* of plus and minus 3.5*sigma ( >0.997 of strength ) *_________________________________
width=3.5d0*sigma 
call gauss(-width,width,npts,xr,wr) 
do 76 i=l,npts 
res(i)=resoI(xr(i),sigma)
76 continue
Loop through data values (m) calculating theoretical values 
for this parameter set
77 sqsum=0.d0 
do 20 j=l,m 
fvecc(j)=0.d0 
if(abs(f(j)).eq.0d0) goto 20
* Fold resolution and distribution functions at data values x(j)
* by integration using npts Gauss quadrature *_________________________________
fun=0.d0 
do 10 i=l,npts 
arg=(x(j)-xr(i))-xO 
fun=fun+res(i)*dist(arg,w,h)*wr(i)
10 continue
fun=fun*scale*_________________________________
* Assign error of err %  to each datum (unless otherwise stated)
* and calculate weighted deviations from the data at the
* m  data values: producing fvecc(j): to be minimised. Calculate
* running sum of deviations squared (chi squared) for diagnostics
* deltaf=err*f(j)/100.d0
deltaf=err
fvecc(j)=(fun-f(j))/deltaf 
sqsum=sqsum-f fVecc(j )*fvecc(j) 
20 continue
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print*,sqsum/m
return
end
double precision function resol(x,sigma)*_________________________________
* experimental resolution function (normalised Gaussian) *_________________________________
implicit double precision (a-h,o-z)
parameter (pi=3.14159 26535 89793 23846 26433 83279 50288d0)
con=l.dO/(sqrt(2.dO*pi)*sigma)
resol=con*exp(-x*x/(2.d0*sigma*sigma))
return
end
double precision function dist(x,w,h)*_________________________________
* Diffusion distribution function, before folding *_________________________________
implicit double precision (a-h,o-z) 
dist=0.d0
if(x.ge.O.dO) dist=1.0d0*(l-erf(x/w))
return
end
double precision function erf(x)*_________________________________
* Uses N A G  routine for error function erf(x) (sl5aef(x,ifail))
implicit double precision (a-h,o-z) 
ifail=l
erf=sl5aef(x,ifail)
if(ifail.ne.O) stop ’error in erf(x)’
return
end
subroutine gauss(a,b,npts,xr,wr)*_________________________________
* Transforms npts Gauss points from [-1,1] to interval [a,b] *_________________________________
implicit double precision (a-h,o-z) 
dimension xg(300) ,wg(300) ,xr(300) ,wr(300) 
call setmgl(npts,xg,wg) 
do 20 j=l,npts
xr(j)=(a+b)/2.d0-f(b-a)/2.d0*xg(j)
wr(j)=(b-a)/2.d0*wg(j)
20 continue
return 
end
subroutine setmgl(n,points,weight)*_________________________________
* setmgl returns points and weights for n-point Gauss-Legendre
* quadrature. (E.D. (Tim) Cooper routine)
* on the interval [-1,1] rather than the usual [0,infinity).
* see Abramowitz and Stegun for the grubby details.
* n - the number of points to use in the numerical quadrature.
* it is also the degree of the needed Legendre polynomial.
* this is passed to the routine.
* points - the points of integration are returned here.
* weight - the weights for integration are returned here. *_________________________________
implicit double precision (a-h,o-z)
double precision points(n),weight(n),poinl6(300)
parameter (pi=3.14159 26535 89793 23846 26433 83279 50288d0)
if(n.gt.200) write (1,50)
50 format(’ setmlg call with too many points’)
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m=(n+l)/2
el=n*(n+l)
do 1 i=l,m
t=(4*i-l)*pi/(4*n+2)
x0=(l.d0-(l.d0-l.d0/n)/(8.d0*n*n))*cos(t)
pkml=l.dO
pk=xO
do 3 lt=2,n
tl=xO*pk
pkp l=tl-pkml-(t 1-pkml)/k+t 1 
pkml=pk 
plc=pkpl 
3 continue
den=l.dO-xO*xO
dl=n*(pkml-xO*pk)
dpn=dl/den
d2pn=(2.dO*xO*dpn-el*pk)/den
d3pn=(4.dO*xO*d2pn+(2.dO-el)*dpn)/den
d4pn=(6.d0*x0*d3pn+(6.d0-el)*d2pn)/den
u=pk/dpn
v=d2pn/dpn
h=-u*(l.d0+0.5d0*u*(v-|-u*(v*v-u*d3pn/(3.d0*dpn))))
p=pk+h*(dpn-f0.5d0*h*(d2pn+h/3.d0*(d3pn-|-0.25d0*h*d4pn)))
dp=dpn+h*(d2pn-t-0.5d0*h*(d3pn+h*d4pn/3.d0))
h=h-p/dp
poinl6(i)=x0+h
fred=(pk+0.5d0*h*(dpn-l-h/3.d0*(d2pn-f0.25d0*h*{d3pn+0.2d0*h*d4pn))))
fx=dl-h*el*fred
weight(i)=2.d0*(l.d0-poinl6(i)*poinl6{i))/(fx*fx)
1 continue
if(m+m.gt.n) poinl6(m)=0.d0 
do 10 i=n/2+l,n 
poinl6(i)=poinl6(n+l-i) 
weight (i) ^ weight (n+ 1-i) 
poinl6(n+l-i)=-poinl6(n+l-i)
10 continue
do 30 i=l,n 
30 points(i)=poinl6(i) 
return 
end
B .4  ID L  p rogram s
B.4.1 IBAview
;* Written by Paul.M.Jenneson (1998) * 
j* For Ion beam Group, Uni of Surrey *
P R O  ibaview
;Define the C W - P D M E N U _ S  structure
junk =  CW -P DM EN U. S, flags:0, name:”
;Set up the common block data
C O M M O N  plotprops, maintitle, axestitle, xmini, xmaxi, ymini, ymaxi, $ 
zmini, zmaxi, scansize, nlevs, xangle, zangle 
C O M M O N  datas, datafile, datafilename
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C O M M O N  interps, interpxval, interpyval, smoothwidth, smthonoff, scaling 
C O M M O N  widgetids, field75, field76, field77, field5, mainl 
C O M M O N  legends, legonoff, legtitle, legtop, legmid, legbot 
;Set colour table to be E O S B  by default 
loadct, 27 
;Set up the initial values 
maintitle =  ’title’ 
axestitle =  ’distance (um)’ 
xmini =  0 
xmaxi =  2500 
ymini =  0 
ymaxi =  2500 
zmini =  0 
zmaxi =  25 
scansize =  2500 
nlevs =  10 
xangle =  30 
zangle =  30
datafile =  fltarr(128,128) 
interpxval =  75 
interpyval =  75 
smoothwidth =  5 
smthonoff =  1 
scaling =  1
legonoff =  1 The legend is off !!!! 
legtitle =  ’Concentration’ 
legtop =  ’High’ 
legmid =  ” 
legbot =  ’0’
;Build the widget from the base up
MAINl =  W I D G E T _ B A S E ( C O L U M N = l ,  $
M A P  =  1, S
TI T L E = ’Ion Beam Analysis Areal Plots’, $
UVALTJE=’M A I N 1 ’)
BASE11 =  WIDGET_BASE(MAIN1, $
R O W = l ,  $
MA P= 1, $
U V A L U E = ’BASE11’)
MenuDesc584 =  [ $
CW -P DM EN U- S, 0 <R • n
CW _P DM EN U_ S, 1 
CW -P DM EN U- S, 0 
CW -P DM EN U- S, 0 
CW -P DM EN U- S, 0 
CW -P DM EN U_ S, 2 
CW -P DM EN U_ S, 1 
CW JP DM EN U- S, 0 
CW -P DM EN U- S, 0 
CW JP DM EN U_ S, 0 
CW _P DM EN U- S, 0 
CW -P DM EN U- S, 0 
CWJP DM EN U- S, 0 
CWJP DM EN U- S, 2 
CW-P DM EN U- S, 0 
CWJP DM EN U- S, 1 
C W J P D M E N U - S , 0 
CW -P DM EN U- S, 0 
CW -P DM EN U_ S, 2 
CW -P DM EN U- S, 3 
CW -P DM EN U_ S, 0 
CW -P DM EN U- S, 2 
]
P D M E N U 1  =  C W _ P D M E N U (  BASE11, MenuDesc584, /RETURN-FULL.NAME, $ 
U V A L U E = ’P D M E N U 1 ’)
BASE2 =  WIDGET_BASE(MAIN1, $
R O W = l ,  S 
MA P= 1, S
’Save’ , S j 1
’GIF’ , $ ; 2
’B M P ’ , $ ; 3
’E P S ’ , $ j 4
’X Y Z  Data’ , $ ; 5
’Plot’ , $ ; 6
’2-D Line’ , $ ; 7
’2-D Continuous’ , $ ; 8
’3-D Line’ , $ ; 9
’3-D Continuous’ , $ ; 10
’3-D Continuous +  line’ , $ ; 11
’3-D Continuous +  contour’ , $ ; 12
’Byte Scale Image’, $ ; 12a
’Colours’ , $ ; 13
’Set-up’ , $ ; 14
’Interpolation’ , $ ; 15
’Plot’ , S ; 16
’Legend’ , $ ; 17
’Help’ , $ ; 18
’Help on I B AV IE W’ , 8 ; 19 
’About’ $ ; 20
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U V A L U E = ’BA SE 2’)
FIELD5 =  WI DG ET _L AB EL ( BASE2,VALUE=’File Open **** $
XSIZE =  400, $
U V A L U E = ’FIELD5’)
BASE2 =  W I D G E T  _BASE(MAIN 1, S 
R O W = l ,  $
M A P= 1, $
U V A L U E = ’BA SE 2’)
D R A W I  =  WIDGET -D RA W( BA SE 2, $
RE T A I N =2, $
U V A L U E = ’D R A W I ’, $
COLORS=256, $
XSIZE=500, $
YSIZE=500)
BASE77 =  WIDGET_BASE(MAIN1, $
R O W = l ,  $
MA P= 1, $
U V A L U E = ’BASE77’)
FIELD75 =  W I D G E T X A B E L (  BASE77,VALUE=’Minirnum Value *.** \ $ 
XSIZE =  150, $
U V A L U E = ,FIELD75>)
FIELD76 =  WIDG ET _L AB EL ( BASE77,VALUE=’Maximum Value *.** $
XSIZE =  150, $
W A L U E = ’FIELD76’)
FIELD77 =  WI DG ET _L AB EL ( BASE77,VALUE=’Total *.** 5, $
XSIZE =  150, $
U V A L U E = ’FIELD 77’)
W I D G E T _ C O N T R O L ,  MAIN1, /REALIZE 
; Get drawable window index
C O M M O N  D R AW I- Co mm , D R A W I  -Id 
W I D G E T - C O N T R O L ,  DR A W I ,  GET_VALUE=DRAWl_Id 
X M A N A G E R ,  ’M A I N 1 ’, MAIN1 
E N D
P R O  MAINl-Event, Event
W I D G E T - C O N T R O L ,  Event.Id,GET_UVALUE=Ev 
C A S E  Ev O F  
; Event for P D M E N U 1
’P D M E N U 1 ’: PDMENU1-Event, Event
’D R A W I ’: BEGIN
E N D
E N D C A S E
E N D
P R O  PDMENU1-Event, Event 
C o mm on plotprops 
Co mm on datas 
Co mm on interps 
Co mm on widgetids 
C o mm on legends 
C A S E  Event.Value O F  
’Read’: BE GI N
onJoerror, readerr 
; Cursor to hourglass until ready 
widget_control, /hourglass 
;Read xyz data procedure 
readxyz 
jlnterpolate datafile data
datafile =  congrid(datafile, interpxval, interpyval,/interp,/minus-one)
;If smoothwidth is not j3 then smooth
if smtlionoff eq 1 then datafile =  smooth(datafile, smoothwidth, /edge-truncate) 
;Scale the data by scaling factor 
datafile =  datafile * scaling 
;Set the minimum label widget 
peakmin =  min(datafile) 
zmini =  peakmin 
peakmin =  string(peakmin)
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widget.control, field75, set.value =  ’Minimum Value ’ +  pealcmin 
;Set the maximum label widget 
peakmax =  max(datafile) 
zmaxi =  peakmax 
peakmax =  string(peakmax)
widget_control, field76, set.value =  ’Maximum Value ’ +  peakmax 
;Set the total label widget 
peaktot =  total (datafile) 
peaktot =  string(peaktot)
widget_control, field77, set.value =  ’Tbtal ’ +  peaktot 
;Set the filename widget
widget_control, field5, set.value =  ’File Open ’ +  datafilename 
;Load byte scale image into window 
tvplot 
goto, done
readerr: result=widget_message(’File does not exist’, /error, title=’Read Error’) 
done:
E N D
’Save.GIF’: BEGIN 
savegif 
E N D
’Save.BMP’: BE GI N 
savebmp 
E N D
’Save.EPS’: BE GI N 
saveps 
E N D
’Save.XYZ Data’: BE GI N 
savexyz 
E N D
’Plot.2-D Line’: BE GI N
if legonoff eq 1 then twodline else twodlinelegend 
E N D
’Plot.2-D Continuous’: BE GI N
if legonoff eq 1 then twodcont else twodcontlegend 
E N D
’Plot.3-D Line’: B E GI N
if legonoff eq 1 then thrdline else thrdlinelegend 
E N D
’Plot.3-D Continuous’: BEGIN
if legonoff eq 1 then thrdcont else thrdcontlegend 
E N D
’Plot.3-D Continuous +  line’: BEGIN
if legonoff eq 1 then thrdctln else thrdctlnlegend 
E N D
’Plot.3-D Continuous +  contour’: BEGIN
if legonoff eq 1 then thrdctcn else thrdctcnlegend E N D  
’Plot.Byte Scale Image’: BE GI N 
tvplot 
E N D
’Set-up.Interpolation’: BEGIN 
setup_interp 
E N D
’Set-up.Plot’: BE GI N 
setup .plot 
E N D
’Set-up.Legend’: BEGIN 
setup_legend 
E N D
’Colours’: BE GI N
xioadct, group =  mainl 
E N D
’Help.Help on I B AV IE W’:BEGIN 
ibaviewhelp 
E N D
’Help.About’: BE GI N
aboutdialog =  strarr(4)
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aboutdialog(O) =  ’IBAVIEW vl.O. P.M.Jenneson (1998).’ 
aboutdialog(l) =  ’ ’
aboutdialog(2) =  ’Displays data obtained during Ion beam Analysis from a .dat file’ 
aboutdiatog(3) =  ’This program is not supported and used at the users own risk.’ 
junk =  dialog-message(aboutdialog, TITLE =  ’IBAVIEW vl.O’, /information)
E N D
E N D C A S E
E N D
P R O  S E T U P J N T E R P  
C O M M O N  interps 
C O M M O N  widgetids
MA IN 2 =  widget_base(GROUP_LEADER=mainl, column =1, $ 
title =  ’Interpolation Parameters’, Modal =1, /base_align_right) 
textl =  cw-field(MAIN2, value =  interpxval, $
R O W = l ,  $
INTEGER=1, $
XSIZE=6, $
R E T U R N  JBVENTS=1, $
T I T L E = ’X  interpolation ’, $
U V A L U E = ’FIELDxval’) 
text2 =  cw_field(MAIN2, value =  interpyval , $
R O W = l ,  $
INTEGER=1, $
XSIZE=6, $
RE TU RN _E VE NT S= 1, $
TI T L E = ’Y  interpolation ’, $
U V A L U E = ’FIELDyval’) 
text3 =  cw.field(MAIN2, value =  smoothwidth, $
R O W = l ,  $
INTEGER=1, $
XSIZE=6, $
RETU RN JG VE NT S= 1, $
TI T L E = ’Width of Smooth ’, S 
U V A L U E = ’FIELDsmooth’) 
text4 =  cw_field(MAIN2, value =  scaling, $
RO W = l ,  $
FLOATING=l, $
XSIZE=6, $
R E T U R N  JEVENTS=1, S 
TI T L E = ’Scaling factor ’, $
U V A L U E = ’FIELDscale’)
Widget_control, main2, /realize 
xmanager, ’main2’, main2 
E N D
P R O  MAIN2JBvent, Event 
C O M M O N  interps
W I D G E T - C O N T R O L ,  Event.Id,GET_UVALUE=Ev 
C A S E  Ev O F  
’FIELDxval’: BEGIN
widget-control, Event.Id, get.value =  interpxval 
if interpxval It 2 then interpxval =  2 
E N D
’FIELDyval’: BE GI N
widget-control, Event.Id, get_value =  interpyval 
if interpyval It 2 then interpyval =  2 
E N D
’FIELDsmooth’: BEGIN
widget-control, Event.Id, get-value =  smoothwidth 
if smoothwidth It 3 then smthonoff =  0 else smthonoff =  1 
E N D
’FIELDscale’: BEGIN
widget-control, Event.Id, get-value =  scaling 
E N D
E N D C A S E
E N D
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P R O  S E T U P  JPLOT
C O M M O N  plotprops 
C O M M O N  widgetids
M A IN 3 =  widget_base(GROUP_LEADER=Mainl, column =1, $ 
title =  ’Plot Parameters’, Modal =1, /base_align_right) 
textll =  cwjfield(MAIN3, value =  maintitle, $
R O W = l ,  $
STRING=1, $
XSIZE=16, 8 
RE TU RN _E VE NT S= 1, 8 
TI T L E = ’Main Title ’, $
U V A L U E = ’FIELDtitle’) 
textl2 =  cw_field(MAIN3, value =  axestitle , $
R O W = l ,  $
STRING=1, $
XSIZE=16, $
R E T U R N  _EVENTS=1, $
T I T L E = ’Axes Title ’, $
U V A L U E = ’FIELDaxes’) 
textl3 =  cw-field(MAIN3, value =  xmini, $
R O W = l ,  $
INTEGER=1, 8 
XSIZE=16, 8 
R E T U R N  -EVENTS=1, 8 
TI T L E = ’Minimum X  $
U V A L U E = ’FIELDxmini’) 
textl4 =  cw-fleld(MAIN3, value =  xmaxi, $
R O W = l ,  8 
INTEGER=1, $
XSIZE=16, $
R E T U R N  JEVENTS=1, 8 
TITLE= ’Maximum X  $
U V A L U E = ’FIELDxmaxi’) 
textl5 =  cw-field(MAIN3, value =  ymini, $
R O W = l ,  $
INTEGER=1, $
XSIZE=16, $
R E T U R N  -EVENTS=1, $
T I T L E = ’Minimum Y  ’, 8 
U V A L U E = ’FIELDymini’) 
textl6 =  cw_field(MAIN3, value =  ymaxi, S 
R O W = l ,  8 
INTEGER=1, $
XSIZE=16, 8 
R E T U R N  .EVENTS=1, $
T I T L E = ’Maximum Y  8 
U V A L U E = ’FIELDymaxi’) 
textl7 =  cw_field(MAIN3, value =  zmini, $
R O W = l ,  $
FLOATING=l, 8 
XSIZE=16, $
RETU RN _E VE NT S= 1, 8 
TITLE= ’Minimum Z $
U V A L U E = ’FIELDzmini’) 
textl8 =  cw-field(MAIN3, value =  zmaxi, $
R O W = l ,  $
FLOATING=l, $
XSIZE=16, $
R E T U R N  JEVENTS=1, $
TI T L E = ’Maximum Z $
U V A L U E = ’FIELDzmaxi’) 
text 19 =  cw_field(MAIN3, value =  scansize, 8 
R O W = l ,  8 
INTEGER=1, 8 
XSIZE=16, 8 
RE TU RN _E VE NT S= 1, 8
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T I T L E = ’Scan size $ 
UVALUErr’FIELDscansize’) 
text20 =  cw_field(MAIN3, value =  nlevs, $
R O W = l ,  $
INTEGER=1, $
XSIZE=16, $
R E T U R N  E V E N T S =1, S 
TI T L E = ’Contour levels $ 
U V A L U E = ’FIELDnlevels’) 
text21 =  cwJield(MAlN3j value —  xangle, $ 
R O W = l ,  $
INTEGER=1, $
XSIZE=16, $
R E T U R N  -EVENTS=1, $
TI T L E = ’View angle X  S 
U V A L U E = ’FIELDxangle’) 
text22 =  cw_field(MAIN3, value =  zangle, $ 
R O W = l ,  $
I N T E G E R S , $
XSIZE=16, $
R E T U R N  .EVENTS=1, $
TI T L E = ’View angle Z ’, $ 
U V A L U E = ’FIELDzangle’)
Widget.control, main3, /realize 
xmanager, ’mainS’, main3 
E N D
P R O  MAIN3_Event, Event 
C O M M O N  piotprops
WIDGET.CONTROL,Event.Id,GET_UVALUE=Ev 
C A S E  Ev O F  
’FIELDtitle’: BE GI N
widget-control, Event.Id, get.value =  maintitle 
E N D
’FIELDaxes’: BE GI N
widget-control, Event.Id, get.value =  axestitle 
E N D
’FIELDxmini5: BE GI N
widget-control, Event.Id, get.value =  xmini 
if xmini It 0 then xmini =  0 
E N D
’FIELDxmaxi’: BE GI N
widget-control, Event.Id, get.value =  xmaxi 
if xmaxi It xmini then xmaxi =  xmini+1 
E N D
’FIELDymini’: BEGIN
widget.control, Event.Id, get.value =  ymini 
if ymini It 0 then ymini =  0 
E N D
’FIELDymaxi’: BEGIN
widget-control, Event.Id, get.value =  ymaxi 
if ymaxi It ymini then ymaxi =  yrnini+1 
E N D
’FIELDzmini’: BE GI N
widget-control, Event.Id, get.value =  zmini 
if zmini It 0 then zmini =  0 
E N D
’FIELDzmaxi’: BEGIN
widget-control, Event.Id, get.value =  zmaxi 
if zmaxi It 0 then zmaxi =  0 
E N D
’FIELDscansize’: BEGIN
widget-control, Event.Id, get.value =  scansize 
if scansize It 1 then scansize =  1 
E N D
’FIELDnlevels’: BE GI N
widget.control, Event.Id, get.value =  nlevs
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if nlevs It 1 then nlevs =  1 
E N D
’FIELDxangle’: BE GI N
widget_control, Event.Id, get_value =  xangle 
E N D
’FIELDzangle’: BEGIN
widget-control, Event.Id, get_value =  zangle 
E N D
E N D C A S E
E N D
P R O  S E T U P  .LEGEND 
C O M M O N  legends 
C O M M O N  legwids, mainS 
C O M M O N  widgetids
MAIN5 =  widget_base(GROUP_LEADER=maml, column =1, $ 
title =  ’Legend’, Modal =1) 
base20 =  widget_base(main5, column =3, exclusive =  1, align.center =1) 
Legon =  widget_button(base20, value =  ’O n ’, S 
uvalue - ’Legon’)
Legoff =  widget_button(base20, value =  ’Off’, $ 
uvalue =  ’Legoff’) 
if legonoff eq 1 then begin
widget-control, Legoff, set_button =  1 
endif else begin
widget-control, Legon, set_button =  1 
endelse
base21 =  widget_base(main5, column =1, /base-align_right) 
legtextl =  cw_field(base21, value =  legtitle, $
R O W = l ,  $
STRING=1, $
XSIZE=18, S 
RE TU RN _E VE NT S= 1, $
T I T L E = ’Legend title ’, S 
U V A L U E = ’FIELDlegtitle’, $ 
noedit =  legonoff)
legtext2 =  cwJSeld(base21, value =  legtop, $
R O W = l ,  $
STRING=1, $
XSIZE=18, $
R E T U R N  -EVENTS=1, $
TI T L E = ’Top caption ’, $
U V A L U E = ’FIELDlegtop’, $ 
noedit =  legonoff)
legtext3 =  cw_field(base21, value =  legmid, $
R O W = l ,  $
STRING=1, S 
XSIZE=18, $
R E T U R N - E V E N T S =1, $
TI T L E = ’Middle caption 8 
U V A L U E = ’FIELDlegmid’, 8 
noedit =  legonoff)
legtext4 =  cw_field(base21, value =  legbot, 8 
R O W = l ,  8 
STRING=1, S 
XSIZE=18, $
R E T U R N  -EVENTS=1, 8 
TI T L E = ’Bottom caption ’, $
U V A L U E = ’FIELDlegbot’, 8 
noedit =  legonoff)
Widget-control, main5, /realize 
xmanager, ’main5’, main5 
E N D
P R O  MAlN5_Event, Event 
C O M M O N  legends 
C O M M O N  legwids
APPENDIX B. PROGRAM CODE 129
W I D  G E T - C O N T R O  L ,Event .Id, G E T _ U V A L U E = E v  
C A S E  Ev O F  
’FIELDlegtitle’: BE GI N
widget-control, Event .Id, get_value =  legtitle 
E N D
’FIELDlegtop’: BEGIN
widget_control, Event.Id, get-value =  legtop 
E N D
’FIELDlegmid’: BEGIN
widget .control, Event.Id, get-value =  legmid 
E N D
’FIELDlegbot’: BE GI N
widget-control, Event.Id, get-value =  legbot 
E N D
’Legon’: BE GI N 
legonoff =  1
Widget_control, main5, /destroy 
SetupJegend 
E N D
’Legoff1: BEGIN 
legonoff =  0
Widget-control, main5, /destroy 
SetupJegend 
E N D
E N D C A S E
E N D
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