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1. Introduction
The aim of this article is to derive formulas (Theorems 3.5 and 4.1) which express the local L-factor
and the local epsilon factor of an irreducible admissible representation of GLd over a non-archimedean
local ﬁeld in terms of the eigenvalues of some explicitly given Hecke operators.
We need some notations to state our result. Let K be a non-archimedean local ﬁeld. Let O be
the ring of integers and ﬁx a uniformizer  ∈O. Let ℘ = () ⊂O be the maximal ideal and let q
denote the cardinality of the residue ﬁeld O/℘ . Let d  1. Let (π, V ) be an irreducible admissible
representation of G = GLd(K ) where V is a complex vector space. We let ωπ denote the central
character. We ﬁx an additive character ψ : K → C× of conductor 0. (The conductor of an additive
character ψ is the largest integer a such that ψ(℘−a) = 1.) We let L(s,π) and ε(s,π,ψ) denote
the L-factor and the epsilon factor of π as deﬁned in [6]. It follows from [6, Theorem 3.3(4), p. 31]
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from [6, (3.3.5), p. 33] that the integer m depends only on the isomorphism class of π and does not
depend on the choice of ψ . We call the integer m the exponent of the conductor of π , or simply the
conductor of π , and denote it by condπ . By a variant [22, Théorème 3, p. 211] of the classiﬁcation
theorem [27, 6.1. THEOREM, p. 188] of irreducible admissible representations of G , the representation
π is of the form L(1, . . . ,m) where 1, . . . ,m are segments such that i does not precede  j
if 1 i < j m (see [22] for the notations used here). Each L(i) is an essentially square integrable
representation of GLdi (K ). Then d= (d1, . . . ,dm) is a partition of d = d1 + · · · + dm . We set πi = L(i)
for each i. Then π is the unique irreducible quotient of the (normalized) induced representation
ξ = IndGP (π1 ⊗ · · · ⊗ πm) where P = Pd is the standard parabolic subgroup corresponding to d. Let
c = condπ be (the exponent of) the conductor of π and c′ be the conductor of ωπ . It follows from
[9, (3.4) THEOREM, p. 72] that c is equal to the sum c =∑mi=1 condπi of the conductors of πi . Hence
by [12, Théorème (i), p. 211] (see also [10]), c and c′ are non-negative integers.
Let Kd,c ⊂ GLd(O) denote the subgroup of elements (xij)1i, jd ∈ GLd(O) such that (xdj)1 jd
is congruent to (0, . . . ,0,1) modulo ℘c . We let H = H(G,Kd,c) denote the Hecke algebra of Kd,c-
biinvariant (C-valued) functions on G . For 0 i  d, we let Td,i ∈H denote the characteristic function
of the double coset Kd,c diag(, . . . , ,1, . . . ,1)Kd,c where  appears i times and 1 appears d − i
times. (We write diag(a1, . . . ,ad) for the diagonal matrix with diagonal entries a1, . . . ,ad .) We let
T (c′) ∈ H denote the characteristic function of the double coset Kd,cx−c′Kd,c (see Section 4.1 for
the deﬁnition of x−c′ ). Let V0 denote the representation space of ξ . Then using the theory of new
vectors [12], we know from Lemma 3.4 that dimC V
Kd,c
0 = 1, and the action of Hecke operators on
this space gives a representation χV0 :H→C× .
We are ready to state our main result (Theorems 3.5 and 4.1).
Theorem 1.1. Let the notations be as above. If c  1, then
L(s,π) =
(
d−1∑
r=0
(−1)rχV0(Tc,r)q
r(r−1)
2 −r( d−12 +s)
)−1
.
If c  1 and c′  1, then
ε(s,π,ψ) = q(−c+c′)sε(s,ωπ ,ψ)ωπ
(
 c
′)
χV0
(
T
(
c′
))
.
If c  1 and c′ = 0, then
ε(s,π,ψ) = q
−cs+1
q − 1 χV0
(
T (0)
)
.
The formula of the L-factor of an unramiﬁed representation, i.e., the case c = 0, is well known (for
example, see [5, Lecture 7]), and its prototype is found in [24, THEOREM 3, p. 394]. In the generic
case, there is a formula, established in [12, Théorème, p. 208], which expresses such local L-factor
in terms of a certain integral of the Whittaker function associated with a new vector. However, it
does not seem (at least to the second author) that Theorem 3.5 is an immediate consequence of [12,
Théorème, p. 208]. For the epsilon factor, we did not ﬁnd a reference.
The result on the L-factor (for generic, not necessarily unramiﬁed representations) will be used in
our other paper [14] where we compute a certain zeta integral. We do not have any application of
the result on the epsilon factor.
Let us give some remarks on the proof. Even though the deﬁnition of the L-factor and the epsilon
factor is given in a uniform manner using zeta integrals (see Section 1 of [9]), we use the classiﬁcation
theorem of admissible representations (given in [2,27]), and the known computations of L-factors and
epsilon factors (see Section 3 of [9]). For the epsilon factor, we use a result in Section 5 on Euler
1912 S. Kondo, S. Yasuda / Journal of Number Theory 132 (2012) 1910–1948system relations. This key fact enables us to make an explicit choice in the zeta integral which appears
in the deﬁnition of the epsilon factor.
In the earlier draft, the result was stated only for generic representations. The extension to the
non-generic case is made possible by considering the induced representation itself (and not the quo-
tient). We thank Takuya Konno for suggestive comments. We have been inﬂuenced by the paper [11]
(see pp. 373, 375, 458 (9.4)) for the treatment of the non-generic case.
The paper is organized as follows. We refer to the introduction of each section for more details.
The aim of Section 2 is to compute the Hecke eigenvalues of a parabolically induced representation
in terms of the Hecke eigenvalues of the representation of the Levi subgroup (Proposition 2.13). In
Section 3, we prove the theorem on the local L-factor (Theorem 3.5). In Section 4, we prove the
theorem on the local epsilon factor (Theorem 4.1). Section 5 does not depend on other sections. We
compute Hecke action on some characteristic functions (Proposition 5.4). This proposition will be used
in Section 4.
For a generic representation (π, V ) of conductor c, we know from [12, Théorème (ii), p. 211] that
VKd,c is one-dimensional. For an irreducible admissible representation (π, V ), which is not necessarily
generic, we call π mirahoric if and only if VKd,c is one-dimensional. Appendix A is devoted to the
study of various properties and characterizations of mirahoric representations. The main part of this
article is independent of Appendix A. We refer to the introduction in Appendix A for more details.
2. Mackey decomposition and Hecke operators
The main output of this section is Proposition 2.13. It will be used in the proof of Lemma 3.10.
Corollaries 2.8 and 2.12 will be used in Section 3.4.
We consider the parabolic induction π = IndGP (π1 ⊗ · · · ⊗ πe) where P ⊂ G is some parabolic
subgroup and each πi is a smooth representation of (a factor of) the Levi component of P . The
problem to consider is to express the Hecke action on π in terms of the Hecke actions on the πi ’s.
In Section 2.1, we ﬁx some notation and prove statements concerning some double cosets. It is not
beyond the elementary divisor theorem. Section 2.2 contains the lemma on the Mackey decomposition
(Lemma 2.5). The proof is elementary but it will always be at the center of the discussions to follow.
Section 2.3 contains one of the most technical part of this article. In Section 2.4, we apply what was
obtained in Section 2.3 to the situation where the πi ’s satisfy some condition (called Condition (c) in
Section 2.4). The case where this condition is met will be explained in Section 3.1.1.
2.1. Preliminary
2.1.1. Let d  1. We let G = Gd = GLd(K ). We ﬁx a partition d = (d1, . . . ,de), that is, a positive
integer e and a set of positive integers d j for 1 j  e such that d = d1 + · · ·+de . We let P = Pd ⊂ G
be the standard parabolic subgroup corresponding to the partition d. We let M = Md denote the
standard Levi component of P and N = Nd denote the unipotent radical of M .
We often write an element p ∈ P in its block form. By this we mean,
p =
⎛⎜⎜⎝
p11 p12 . . . p1e
p22 . . . p2e
. . .
...
0 pee
⎞⎟⎟⎠ (1)
with pij ∈ Matdi×d j (K ) for each 1 i  j  d. We also use a similar notation for elements of M and
of N .
2.1.2. For 1 j  d, we let 1 j = (0, . . . ,0,1) ∈ K⊕ j denote the row vector with ( j − 1)-zeros and
1 at the end. For an x × x′-matrix g , the x′-th row of g equals 1x′ g . For b  0, we let Kd,b = {g ∈
GLd(O) | 1d g ≡ 1d mod(℘b)}. We let
Nb =
{
(b0, . . . ,be) ∈ Ze+1
∣∣ b = b0  · · · be = 0}.
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wb =
(
 b11d1 ,
b21d2 , . . . ,
be1de
)
.
Note that  be = 1. We put
tb =
⎛⎜⎜⎝
1 0
. . .
...
1 0
wb
⎞⎟⎟⎠ .
This says that the top left (d− 1)× (d− 1) block of tb equals the identity matrix and the d-th row of
tb equals the row vector wb .
2.1.3.
Lemma 2.1. Let b  0. We have an isomorphism
P \ G/Kd,b ∼= Nb.
Here an element b ∈ Nb on the right is sent to the class of t−1b on the left.
Proof. Let us compute the left-hand side. We show ﬁrst that the map
P ∩Kd,0 \Kd,0/Kd,b → P \ G/Kd,b
induced by the canonical inclusion Kd,0 ⊂ G is an isomorphism. The Iwasawa decomposition says that
G = BKd,0 where B ⊂ G is the Borel subgroup of upper-triangular matrices. Given g ∈ G , write g = xk
with x ∈ B and k ∈ Kd,0. Then one can check that the map which sends the class of g on the right
to the class of k on the left is well deﬁned and gives the inverse of the map above. Hence the map
above is an isomorphism.
Let ℘ = () ⊂O denote the maximal ideal. Consider the map
Kd,0 →
(O/℘b)⊕d − (℘/℘b)⊕d
which sends an element k ∈ Kd,0 to the class modulo ℘b of the d-th row 1dk−1 of k−1. This map
factors through Kd,0/Kd,b . Then one can check that the induced map
Kd,0/Kd,b →
(O/℘b)⊕d − (℘/℘b)⊕d
is an isomorphism of left P ∩Kd,0-sets. Here the right-hand side is regarded as the set of row vectors,
and P ∩Kd,0 acts by multiplication from the right of the inverse.
The action of P ∩Kd,0 can be computed explicitly. It follows that one can take the complete set of
representatives {
wb mod ℘
b
∣∣ b ∈ Nb}⊂ (O/℘b)⊕d − (℘/℘b)⊕d
of (P ∩Kd,0) \ (O/℘b)⊕d − (℘/℘b)⊕d . This set is isomorphic to the set Nb and one can check that the
element b ∈ Nb is sent to the class of t−1b in P \ G/Kd,b via the isomorphism
Nb ∼= (P ∩Kd,0) \
(O/℘b)⊕d − (℘/℘b)⊕d ∼= (P ∩Kd,0) \Kd,0/Kd,b ∼= P \ G/Kd,b.
This proves the claim. 
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pearing d − r times. The following lemma is a modiﬁcation of the theorem on elementary divisors
over a principal ideal domain.
Lemma 2.2. Let b  0. We assume that r < d if b  1. An element g ∈ Matd(O) belongs to Kd,bΠd,rKd,b if
and only if the following conditions are satisﬁed:
1. det g ∈  rO× ,
2.  g−1 ∈Matd(O), and
3. 1d g ≡ 1d mod ℘b.
Proof. We prove the only if part. The other direction is easy.
If r = d, then Πd,d lies in the center and Kd,0Πd,dKd,0 = Πd,dKd,0. The claim is easy to check in
this case.
Suppose r < d. We use induction on d. Suppose g = (gij)1i, jd ∈ Matd(O) satisﬁes condi-
tions (1)–(3). Let
g1 =
⎛⎜⎜⎝
1 −g1d
. . .
...
1 −gd−1,d
1
⎞⎟⎟⎠ and g2 =
⎛⎜⎜⎝
1
. . .
1
−gd1 · · · −gd,d−1 1
⎞⎟⎟⎠
so that g1, g2 ∈Kd,n . Then g1gg2 is of the form⎛⎜⎜⎝
0
g′
...
0
0 · · · 0 1
⎞⎟⎟⎠
with g′ ∈ Matd−1(O). We see also that g′ satisﬁes conditions (1)–(3) with b = 0 (so that the condition
(3) is empty) and d − 1 in place of d. By the inductive hypothesis, g′ ∈Kd−1,0Πd−1,rKd−1,0. Then the
claim follows. 
2.1.5. Let 0  r  d and e be as above. Let b  0 and take b ∈ Nb . Let r = (r1, . . . , re) ∈ Ze be a
partition of r, so that r = r1 + · · · + re , satisfying the condition:
0 ri max
(
di − 1,di − (bi−1 − bi)
)
for all 1 i  e. (2)
For such r, we set Sb,r =
∏e
i=1(Kdi ,bi−1−biΠdi ,riKdi ,bi−1−bi ). This is regarded as a subset of M by
considering an element (si)1ie ∈ Sb,r as the block component of an element in M . We set
Sb,r =
∐
r=(r1,...,re) Sb,r where r runs over the set of partitions satisfying the condition (2).
Corollary 2.3. Let m = (mii)1ie ∈ M and n ∈ N. If mn ∈ tbKd,bΠd,rKd,bt−1b ∩Matd(O), then m ∈ Sb,r .
Proof. From Lemma 2.2, we have
1. detm ∈  rO× ,
2. (mn)−1 ∈ Matd(O), and
3. 1dimii ≡ 1di mod ℘bi−1−bi for 1 i  e.
This implies that there exists a partition r = r1 +· · ·+ re of r with 0 ri  di , subject to the condition
ri  di − 1 if bi−1 > bi , such that
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2. m−1ii ∈ Matd(O), and
3. 1dimii ≡ 1di mod ℘bi−1−bi for 1 i  e.
Applying Lemma 2.2 to each block component, we see that this is equivalent to the condition that:
There exists a partition of r satisfying condition (2) such that
mii ∈Kdi ,bi−1−biΠdi ,riKdi ,bi−1−bi
for 1 i  e. This completes the proof. 
2.1.6. Let KM,b denote the following open compact subgroup of M:
KM,b =
e∏
i=1
Kdi ,bi−1−bi .
Corollary 2.4. The image of
P ∩ tbKd,bt−1b ⊂ P → M
where the arrow is the canonical projection, equals KM,b .
Proof. This is the special case of Corollary 2.3 with r = 0. 
2.2. Mackey decomposition
2.2.1. Let (πi, Vi) be a smooth representation of GLdi (K ) for each 1 i  e. We let (π, V ) denote
the (normalized) parabolic induction IndGP (π1 ⊗ · · · ⊗ πe). Let W = V1 ⊗ · · · ⊗ Ve . By deﬁnition, V is
the space of continuous functions f :G → W such that
f (mng) = δ
1
2
P (m)(π1 ⊗ · · · ⊗πe)(m) f (g) (3)
for all m ∈ M , all n ∈ N and all g ∈ G . Here δP : P →C× is the modulus character deﬁned as δP (p) =
|detAdLieN(p)|. More explicitly, we have δP (p) =∏ej=1|det p jj |e+1−2 j using the block form (1).
2.2.2. Let K⊂Kd,0 be an open compact subgroup. For an element s ∈ G , we put
Ks = Image
[
P ∩ sKs−1 ⊂ P → M]
where the arrow is the canonical surjection. We take a complete set S ⊂ G of representatives of
P \ G/K.
Lemma 2.5 (Mackey decomposition). The map
ΦK : V
K →
⊕
s∈S
WKs
which sends f :G → W to ( f (s))s∈S is an isomorphism.
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1
2
P (m)(π1 ⊗ · · · ⊗
πe)(m) f (s). Hence the function f :G → W is completely determined by the values ( f (s))s∈S . This
proves the injectivity.
Given (ws)s∈S ∈⊕s∈S WKs , we deﬁne a map f :G → W by
f (g) = δ
1
2
P (m)(π1 ⊗ · · · ⊗πe)(m)ws
for g =mnsk as above. It is well deﬁned and lies in VK . This proves the surjectivity. 
Let b 0. As a special case where K=Kd,b , we obtain the following corollary.
Corollary 2.6.We have an isomorphism
ΦKd,b : V
Kd,b
∼=−→
⊕
b∈Nb
e⊗
i=1
V
Kdi ,bi−1−bi
i .
Proof. Lemma 2.1 implies that the complete set of representatives S in Lemma 2.5 may be replaced
by the set Nb . The explicit computation of Ks is done in Corollary 2.4. The claim follows. 
2.2.3. Let K ⊂ G be an open compact subgroup. Let HK = H(G,K) denote the Hecke algebra of
compactly supported bi-K-invariant functions on G . It is a convolution algebra for a Haar measure on
G with vol(K) = 1. The unit is given by the characteristic function on K.
The Hecke algebra HK acts on the K-invariants VK . Let T ∈ HK . Upon ﬁxing the Haar measure
on G so that vol(K) = 1, the action is described explicitly as
(T f )
(
g′
)= ∫
G
f
(
g′g
)
T (g)dg
for f ∈ VK and g′ ∈ G .
2.2.4. Let us ﬁx the Haar measure of G such that vol(K) = 1. Let S ⊂ G be a complete set of repre-
sentatives of P \G/K. Let dm and dn be Haar measures of M and N respectively. We let dp denote the
Haar measure of P corresponding to dmdn under the isomorphism M × N ∼= P where (m,n) ∈ M × N
is mapped to mn ∈ P . (It is a left Haar measure of P .) For s ∈ S , we let μs =
∫
P∩sKs−1 dp.
For T ∈HK and s1, s2 ∈ S , we deﬁne a function ΦTs1,s2 :M →C by
ΦTs1,s2(m) =
1
μs
∫
N
T
(
s−11 mns2
)
dn.
Lemma 2.7. Let T ∈HK and f ∈ VK . Let s ∈ S. Then the s-component of ΦK(T f ) equals
∑
s′∈S
∫
M
f
(
ms′
)
ΦTs,s′(m)dm.
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(T f )(s) =
∫
G
f (sg)T (g)dg =
∫
G
f (g)T
(
s−1g
)
dg
=
∑
s′∈S
μ−1s′
∫
P
∫
K
f
(
ps′k
)
T
(
s−1ps′k
)
dkdp
(1)=
∑
s′∈S
μ−1s′
∫
P
f
(
ps′
)
T
(
s−1ps′
)
dp
=
∑
s′∈S
μ−1s′
∫
M
∫
N
f
(
mns′
)
T
(
s−1mns′
)
dndm
(2)=
∑
s′∈S
μ−1s′
∫
M
f
(
ms′
)∫
N
T
(
s−1mns′
)
dndm
=
∑
s′∈S
∫
M
f
(
ms′
)
ΦTs,s′(m)dm.
The equality (1) holds since we have ﬁxed the Haar measure so that vol(K) = 1. The equality (2)
follows from Eq. (3). This completes the proof. 
2.2.5. We specialize this to the case where K=Kd,b . For r = 0, . . . ,d, let Td,r ∈H(G,Kd,b) denote
the characteristic function of the double coset Kd,bΠd,rKd,b where Πd,r is as deﬁned in Section 2.1.4.
We note that if r  d − 1 or b = 0 then Td,r does not depend on the choice of the uniformizer.
Using Lemma 2.1, we may and will take the set {t−1b | b ∈ Nb} ⊂ G as the complete set of repre-
sentatives of P \ G/Kd,b . Let T ∈H(G,Kd,b). Take b,b′ ∈ Nb . For s = t−1b and s′ = t−1b′ , we write ΦTb,b′
for ΦTs,s′ .
Corollary 2.8. Let b ∈ Nb. Then the b-component of ΦKd,b (Td,r f ) equals∑
b′∈Nb
∫
M
f (mtb′)Φ
Td,r
b,b′(m)dm.
Proof. This is a reformulation of Lemma 2.7 using the explicit description (Lemma 2.1) of the repre-
sentatives Nb . The claim follows. 
2.3. Key computation
The aim of this section is to prove Corollary 2.12. It will be used in the proof of Proposition 2.13.
This is the technical point in Section 2. We ﬁrst prove a lemma from linear algebra in Section 2.3.1.
Then another lemma is given in Section 2.3.2.
2.3.1. Let k denote the residue ﬁeld of O. Let U = k⊕d be the space of row vectors with entries
in k. For a matrix X ∈ Matd(k), we let τ (X) denote the endomorphism of U supplied by the right
multiplication by X . For i = 0, . . . , e, let Fili U ⊂ U denote the subspace of row vectors whose ﬁrst d1+
· · · + di entries are equal to zero. Let A ⊂ Matd(k) denote the k-subalgebra of block upper-triangular
matrices, that is, the set of matrices X satisfying (Fili U )X ⊂ Fili U for i = 0, . . . , e.
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matrices X and Y have the same rank, then there exist x1, x2 ∈ N(k) such that X = x1Y x2 . Here N denotes the
unipotent radical of the standard parabolic subgroup of GLd corresponding to the partition d = d1 + · · · + de
(we understand N = {1} if e = 1).
Proof. For i = 1, . . . , e, we let Ui ⊂ U denote the subspace of row vectors whose ﬁrst d1 + · · · + di−1
entries and whose last di+1 + · · · + de entries are equal to zero. Let τ (Y )i denote the restriction of
τ (Y ) to Ui , which we regard as an endomorphism of Ui . We choose two subspaces U ′i,U
′′
i ⊂ Ui
satisfying Ui = Kerτ (Y )i ⊕ U ′i = Imageτ (Y )i ⊕ U ′′i and put U ′ =
⊕
i U
′
i and U
′′ =⊕i U ′′i . Thus U =
U ′ ⊕ Kerτ (Y ) = U ′′ ⊕ Imageτ (Y ). It follows from the construction of U ′ and an induction on j that
the following statement S( j) holds for every 1 j  e.
S( j) the homomorphism U ′/(U ′ ∩ Fil j U ) → U/ Fil j U induced by the restriction of τ (X) to U ′ is
injective.
Since X and Y have the same rank, we have dimU X = dimUY = dimU ′ . Hence it follows from
the statement S(e) that we have U X = U ′X . Thus for each u ∈ U there exists a unique ξ(u) ∈ U ′ such
that uX = ξ(u)X .
Let Z , Z ′ ∈ Matd(k) denote the matrices characterized by the following properties:
• the maps τ (Z), τ (Z ′) are identities on U ′′ , U ′ , respectively,
• for any u ∈ U ′ the map τ (Z) sends uY to uX , and the map τ (Z ′) sends u ∈ Kerτ (Y ) to u − ξ(u).
We claim that the matrices Z , Z ′ belong to N(k). This is clear for Z . To prove the claim for Z ′ , it
suﬃces to show that the map u → ξ(u) sends an element in Kerτ (Y )∩ Fili−1 U to Fili U for every 1
i  e. The latter follows from the following argument. Suppose that u ∈ Kerτ (Y ) ∩ Fili−1 U . Since the
i-th block-diagonal component of X is Yi , we have uX ∈ Fili U . Hence it follows from the statement
S(i) that we have ξ(u) ∈ U ′ ∩ Fili U .
It is easy to see that τ (Z ′X) = τ (Y Z). Hence X = Z ′−1Y Z , which proves the claim. 
2.3.2. We put KM,0 =Kd,0 ∩M and KN,0 =Kd,0 ∩N , which are compact open subgroups of M and
N respectively.
Lemma 2.10. Let m be an element in M ∩ (KM,0Πd,rKM,0). Then we have mN ∩ (Kd,0Πd,rKd,0) =
KN,0mKN,0 .
Proof. Since Kd,0Πd,rKd,0 =Kd,0mKd,0, we see easily that the right-hand side is included in the left-
hand side. We prove the opposite inclusion. Suppose g ∈mN∩ (Kd,0Πd,rKd,0). By applying Lemma 2.9
to the reduction modulo  of g , we can ﬁnd x1, x2 ∈KN,0 such that the congruence
g ≡ x1mx2 mod  Matd(O) (4)
holds. We put L =O⊕d · g and L′ =O⊕d · x1mx2. They are O-lattices of K⊕d which contain ℘⊕d and
are contained in O⊕d . It follows from the congruence (4) that L/(℘)⊕d = L′/(℘)⊕d as submodules of
L/(℘)⊕d . This implies L = L′ . We set x = x1mx2g−1. Since g ∈mN , we have x ∈ N . On the other hand,
we have O⊕d · x = L′ · g−1 = L · g−1 =O⊕d . Hence x ∈Kd,0 ∩ N =KN,0. Therefore g = (x−1x1) ·m · x2 ∈
KN,0mKN,0. This completes the proof. 
2.3.3. Let r be a partition of r satisfying condition (2). We put mr = (Πdi ,ri )1ie and c′r =
q
∑
1i< je ri(d j−r j) . For b ∈ Nb , we put cb = q−
∑
1i< je(bi−1−bi)d j .
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x ∈ N ∣∣mx ∈ t−1b Kd,bΠd,rKd,btb}
of N (with respect to the Haar measure on N with vol(KN,0) = 1) is equal to cbc′r .
Proof. Let Ym denote the set Ym = mN ∩ (Kd,0Πd,rKd,0). Let Q : Ym → (O/℘b)⊕d denote the map
which sends g ∈ Ym to the reduction mod ℘b of the row vector wbg .
We describe the image of the map Q . Let Y b denote the set of elements (a1, . . . ,ad) ∈ (O/℘b)⊕d
satisfying
(a∑
j<i d j+1, . . . ,a
∑
ji d j ) =  bi1di mod ℘bi−1
for every 1  i  e. We have wb ∈ Y b . It is easy to check that the set Y b is stable under the right
multiplication by g mod ℘b for g ∈KN,0 ∪KM,b ∪ {m0}. Since Ym =KN,0mKN,0 by Lemma 2.10 and
since m ∈KM,bm0KM,b , the image of Q is contained in Y b . The group KN,0 canonically acts both on
Ym and Y b from the right and the map Q is equivariant under the action of KN,0. It is easy to see
that the action of the group KN,0 on Ym is transitive. Hence the image of the map Q is equal to Ym
and the volume of m−1Q −1(a) ⊂ N is constant as a function of a ∈ Ym . Therefore, the volume of
m−1Q −1
(
wb mod ℘
b)= {x ∈ N ∣∣mx ∈ t−1b Kd,bΠd,rKd,btb}
is equal to
vol(m−1Ym)
Ym
= [KN,0 : (KN,0 ∩mKN,0m
−1)]
q
∑
i< j(bi−1−bi)d j
= [KN,0 : (KN,0 ∩m0KN,0m
−1
0 )]
q
∑
i< j(bi−1−bi)d j
= q
∑
i< j ri(d j−r j)
q
∑
i< j(bi−1−bi)d j . 
Corollary 2.12.We have∫
M
f
(
mt−1b
)
Φ
Td,r
b,b (m)dm =
∑
r
q
∑e
i=1 ri si c′r(Td1,r1 ⊗ · · · ⊗ Tde,re ) f
(
t−1b
)
where si = (∑ j<i d j −∑i< j d j)/2 and r runs over the partitions of r satisfying condition (2).
Proof. From Corollary 2.3, it follows that the support of the function Φ
Td,r
b,b (m) is contained in Sb,r .
Let r be a partition of r satisfying the condition (2). Note that, on Sb,r , the function δ
1
2
P (m) is the
constant function with the value q
∑e
i=1 ri si .
One can compute the volume (with respect to the Haar measure on N such that vol(KN,0) = 1) of
the set {
x ∈ N ∣∣mx ∈ t−1b Kd,btb}
by Proposition 2.11 for the case r= (0, . . . ,0). We then obtain μb = cb vol(KM,b). Hence the function
Φ
Td,r
b,b (m) is the constant function with the value c
′
r vol(KM,b)
−1. Hence the left-hand side equals
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M
δ
1
2
P (m)(π1 ⊗ · · · ⊗πe)(m) f (tb)ΦTd,rb,b (m)dm
=
∑
r
∫
Sb,r
δ
1
2
P (m)(π1 ⊗ · · · ⊗πe)(m) f (tb)ΦTd,rb,b (m)
=
∑
r
q
∑e
i=1 ri si c′r vol(KM,b)−1
∫
Sb,r
(π1 ⊗ · · · ⊗πe)(m) f
(
t−1b
)
dm.
This equals the right-hand side from the deﬁnition of the Hecke operators Tdi ,ri for 1 i  e. 
2.4. New vectors
We use the setting of Section 2.2.1. We assume the following Condition (c):
There exists a set of integers ci  0 for 1 i  e such that
dim V
Kdi ,ui
i =
{
1 if ui = ci,
0 if ui < ci .
We let c =∑ei=1 ci denote the sum. From Corollary 2.6, using Condition (c) above, we have VKd,c =⊗e
i=1 V
Kdi ,ci
i which is one-dimensional. We also have V
Kd,u = 0 for u < c.
Let be = 0 and inductively deﬁne bi = bi+1 + ci+1 so that bc = (b0, . . . ,be) is an element of Nc . Let
f ∈ VKd,c . It follows from the description of the isomorphism in Lemma 2.5 that f (tb) = 0 if b = bc .
Proposition 2.13. Let f ∈ VKd,c . Then
ΦKd,c (Td,r f ) =
∑
r
q
∑e
i=1 ri si c′r(Td1,r1 ⊗ · · · ⊗ Tde,re ) f
(
t−1bc
)
where r runs over the set of partitions of r satisfying condition (2).
Proof. As discussed above, we know that there is only one nonzero component, namely the bc-
component, to the direct sum decomposition of VKd,c . From Corollary 2.8, we know that the left-hand
side equals
∑
b′∈Nb
∫
M
f
(
mt−1b′
)
Φ
Td,r
bc ,b′(m)dm.
Since f (t−1b ) = 0 for b = bc as remarked above, using (3), this equals∫
M
f
(
mt−1bc
)
Φ
Td,r
bc ,bc
(m)dm.
Now apply Corollary 2.12. We see that the integral above equals the right-hand side. This proves the
proposition. 
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The aim of this section is to prove Theorem 3.5. In Section 3.1, we give the setup and the precise
statement of the theorem on local L-factor. In Section 3.2, we give a summary of the classiﬁcations
of admissible representations of G , along with some known facts on the L-factors. Note that L-factors
are computed inductively. Section 3.3 is devoted to the proof of Theorem 3.5. We prove that the
same inductive properties hold for the L-factor LH which is deﬁned using Hecke eigenvalues. In Sec-
tion 3.4, we treat separately the computation of the L-factor in Hecke eigenvalues of the Steinberg
representation.
3.1. Local L-factors of GLd
Let K be a non-archimedean local ﬁeld, O be its ring of integers, and  be a uniformizer. Let
q be the cardinality of the residue ﬁeld. Let (π, V ) be an irreducible admissible representation of
G = GLd(K ).
3.1.1. We use the notation from the introduction. Let d 1. Let (π, V ) be an irreducible admissible
representation of G = GLd(K ) where V is a complex vector space. We let ωπ denote the central char-
acter. By a variant [22, Théorème 3, p. 211] of the classiﬁcation theorem [27, 6.1. THEOREM, p. 188]
of irreducible admissible representations of G , the representation π is of the form L(1, . . . ,e)
where 1, . . . ,e are segments such that i does not precede  j if 1  i < j  e (see [22] for the
notations used here). Each L(i) is an essentially square integrable representation of GLdi (K ). Then
d= (d1, . . . ,de) is a partition of d = d1 + · · · + de . We set πi = L(i) for each i. Then π is the unique
irreducible quotient of the induced representation ξ = IndGP (π1 ⊗ · · · ⊗πe) where P = Pd is the stan-
dard parabolic subgroup corresponding to d. We write V0 for the representation space of ξ .
Lemma 3.1. The isomorphism class of the admissible representation ξ of G depends only on π and does not
depend on a choice of the segments 1, . . . ,e .
Remark 3.2. A variant of Lemma 3.1 is given in [27, 6.4. PROPOSITION, p. 189] with a brief sketch
of proof. Our proof of Lemma 3.1 given below is similar to that sketched in [27, 6.4. PROPOSITION,
p. 189].
Proof of Lemma 3.1. Suppose that π ∼= L(1, . . . ,e) is also isomorphic to L(′1, . . . ,′e′ ) for some
segments ′1, . . . ,′e′ such that 
′
i does not precede 
′
j for 1  i < j  e′ . It follows from [22,
Théorème 3, p. 211] that we have e = e′ and there exists an element τ in the e-th symmetric group
Se = Aut({1, . . . , e}) such that ′i = τ(i) . For an element τ ′ ∈ Se , let ξτ ′ denote the induced repre-
sentation ξτ ′ = IndGPτ ′ (πτ ′(1) ⊗ · · · ⊗ πτ ′(e)) where Pτ ′ ⊂ G denotes the standard parabolic subgroup
corresponding to the partition d = dτ ′(1) + · · · + dτ ′(e) of d. We will prove that ξτ is isomorphic to ξ .
For two integers i, j ∈ {1, . . . , e}, we write i  j if there exist an integer m  0 and integers
k0, . . . ,km such that k0 = i and km = j, and that for  = 0, . . . ,m−1, the segment k+1 precedes k .
It is easy to see that the relation  gives a partial order over the set {1, . . . , e}.
It follows from our choice of the segments ′1, . . . ,′e that the element τ ∈ Se preserves the partial
order . It is easy to see that the element τ (or more generally, any element in Se which preserves
the partial order ) is a product of adjacent transpositions which preserve the partial order . Hence
it suﬃces to prove that ξτ1 is isomorphic to ξτ1τ2 for any element τ1 ∈ Se and for any adjacent
transposition τ2 ∈ Se which preserves the partial order . Thus the claim follows from Lemma 3.3
below. 
Lemma 3.3. Let 1,2 be two segments which are not linked. Let d1 , d2 denote the degree of {1}, {2},
respectively. We put d = d1 + d2 and let P ⊂ G = GLd(K ) (resp. P ′ ⊂ G = GLd(K )) denote the standard
parabolic subgroup corresponding to the partition d = d1 +d2 (resp. d = d2 +d1). Then IndGP (L(1)⊗ L(2))
is isomorphic to IndGP ′ (L(2) ⊗ L(1)).
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L(1)) are irreducible. Hence they are isomorphic to L(1,2). This proves the claim. 
Let ψ : K →C× be an additive character of conductor 0. From [6, Theorem 3.3(4), p. 31], it follows
that there is an integer m (called (the exponent of) the conductor of π ) such that ε(s,π,ψ) is a
nonzero constant times q−ms . We let condπ denote this integer m (the fact that this m is independent
of the choice of ψ follows from [6, (3.3.5), p. 33]). For i = 1, . . . , e, we put ci = condπi . Note that since
πi is generic, from [12, Théorème (i), p. 211] it follows that ci  0. We let c =∑ei=1 ci . As we will see
in Lemma 3.6, c is equal to the conductor of π (in particular condπ is non-negative).
Lemma 3.4.We have dim V
Kd,c
0 = 1, and V
Kd,u
0 = 0 for u < c.
Proof. Since each πi is generic, it follows from [12, Théorème (ii), (iii), p. 211] that the Condition (c)
of Section 2.4 is satisﬁed. The discussion in that paragraph leads to the claim. 
The action of H(G,Kd,c) on the one-dimensional space VKd,c0 deﬁnes a map χV0 :H(G,Kd,c) →C.
We deﬁne the local L-factor in Hecke eigenvalues of π as follows. If c = 0, then we put
LH (s,π) =
(
d∑
r=0
(−1)rχV0(Tc,r)q
r(r−1)
2 −r( d−12 +s)
)−1
.
If c  1, then we put
LH (s,π) =
(
d−1∑
r=0
(−1)rχV0(Tc,r)q
r(r−1)
2 −r( d−12 +s)
)−1
.
Theorem 3.5. Let the notations and assumptions be as above. Let L(s,π) be the local L-factor of π deﬁned by
Godement and Jacquet [6]. Then we have
L(s,π) = LH (s,π).
3.2. Here we give a summary of what we use in our proof from the classiﬁcation of the irreducible
admissible representations of G . Most of the facts needed for this article are contained in the papers
[27,9,12].
Lemma 3.6. Let π be an irreducible admissible representation. Using the notation in Section 3.1.1, we have
L(s,π) =
∏
i
L(s,πi)
and
condπ =
∑
i
condπi .
Proof. This follows from Lemma 3.1 and [9, (3.2.3), p. 70 and (3.4) THEOREM, p. 72]. 
We also record the following lemma.
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representation σ of GLd/e(K ), we have
π ∼= Q (σ , . . . , σ (e − 1)).
Here the right-hand side denotes the unique irreducible quotient of IndGP(d/e,...,d/e) (σ ⊗ · · · ⊗ σ(e − 1)), where
for an integer i, we denote by σ(i) the twist of σ by the quasicharacter x → |x|i of K× . In this case, we have
L(s,π) = L(s,σ (e − 1)).
Moreover we have condπ = e condσ unless d = e and σ is unramiﬁed. In the latter case we have condπ =
d − 1.
Proof. The ﬁrst part is [27, 9.3. THEOREM, p. 198]. The remaining part follows from the computation
of the L-factor and the epsilon factor given in [8, p. 153]. 
The reader is referred to the beginning of [16, 3.1, p. 377] for a summary of the computation of
the L-factor. We note here that any supercuspidal representation π is generic, and for such π we
have c  1 and L(s,π) = 1 except for the case where d = 1 and c = 0.
With these lemmas, one can inductively compute the L-factor of an arbitrary irreducible admissible
representation in terms of those of one-dimensional unramiﬁed representations.
3.3. Proof of Theorem 3.5
To prove Theorem 3.5, we prove the following series of lemmas.
Lemma 3.8. Let π be unramiﬁed and d = 1. Then LH (s,π) = L(s,π).
Proof. This is well known. 
Lemma 3.9. Let (π, V ) be supercuspidal and suppose c  1. Then LH (s,π) = 1 (= L(s,π)).
Proof. Let r ∈ {1, . . . ,d − 1} and u  1. Let Sr,u ⊂ G be the set of g = (gij) ∈ G such that the val-
uation of det g is ur and gdd belongs to the set 1 +  c . Let W ⊂ G be a subset which is compact
modulo center. Then the intersection Sr,u ∩ W is empty for suﬃciently large u, since the set of the
determinants of the elements in W such that gdd is congruent to 1 modulo ℘c is bounded.
Let f be a nonzero element of the one-dimensional vector space VKd,c , so that χV (Tc,r) f =
Tc,r f for r ∈ {1, . . . ,d − 1}. We take a nonzero vector w ∈ (V ∨)Kd,c , so that ( f ,w) = 0. Consider
χV (Tc,r)u( f ,w) = (T uc,r f ,w) where (−,−) is the canonical pairing V × V ∨ →C. Since π is supercus-
pidal, the matrix coeﬃcients of π are compactly supported modulo center. Observe that the support
of (Tc,r)u is contained in the set Su,r . Then from the argument in the previous paragraph, it follows
that (T uc,r f ,w) is zero for suﬃciently large u. Hence χV (Tc,r) = 0. 
Lemma 3.10. Let the notations and assumptions be as in Lemma 3.6. We have
LH (s,π) =
∏
i
LH (s,πi).
Proof. From Proposition 2.13, it follows that
χV0(Td,r) =
∑(
q
∑e
i=1 ri si
)
c′rχV1(Td1,r1) · · ·χVe (Tde,re ).r
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[ ∑
r=r1+···+rm
rimax(di−ni ,di−1)
∏e
i=1 q
ri si+ri(
∑
i< je d j)
q
∑
1i< je rir j
]
q
r(r−1)
2 − r(d−1)2
equals
∑
r=r1+···+re
rimax(di−ni ,di−1)
q
∑e
i=1[ri(ri−1)/2−ri(di−1)/2],
or that
r2 − rd
2
+
e∑
i=1
ri(d − di)
2
−
∑
1i< je
rir j =
e∑
i=1
r2i − ridi
2
where r =∑ei=1 ri and d =∑ei=1 di . This follows easily. 
Lemma 3.11. Let the notations and assumptions be as in Lemma 3.7. We have
LH (s,π) = LH
(
s,σ (e − 1)).
Proof. From Proposition 2.13, it follows that
χV0(Td,r) =
∑
r
(
q
∑e
i=1 ri si
)
c′rχV1(Td1,r1) · · ·χVe (Tde,re ).
Suppose that d/e > 1 or that d = e and σ is ramiﬁed. Using Lemma 3.9, we have LH (s, σ (i)) = 1 for
i ∈ Z. In particular, we have χVi (Tdi ,u) = 0 for 1 i  e and 1 u. Hence χV1(Td1,r1) · · ·χVe (Tde ,re ) = 0
unless r1 = · · · = re = 0. This implies χV0(Td,r) = 1 if r = 0 and χV0(Td,r) = 0 if r = 0. The claim fol-
lows since then LH (s,π) = 1= LH (s, σ (e − 1)).
When d = e and σ is unramiﬁed, π is an unramiﬁed twist of the Steinberg representation. We
may thus reduce to the case of the Steinberg representation. The claim for this case is proved in
Lemma 3.16 below. 
Proof of Theorem 3.5. In view of Lemmas 3.6 and 3.7, the series of Lemmas 3.8, 3.10, 3.11, and 3.16
imply Theorem 3.5. 
3.4. The Steinberg representation
We compute the L-factor in Hecke eigenvalues of the Steinberg representation Std . We start from
the deﬁnition, and describe explicitly the Kd,d−1-invariant part St
Kd,d−1
d . The study of the Steinberg
representation using the invariant vector of the Iwahori subgroup is well known. However we did not
ﬁnd a reference concerning the compact open subgroup Kd,d−1 in the literature and the details are
given.
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(d1(i), . . . ,dd−1(i)) is a partition of d for each 1 i  d − 1. We also let d(0) = (1, . . . ,1) denote the
partition of d by 1’s. We let Pi = Pd(i) denote the standard parabolic subgroup of G corresponding to
the partition d(i) for each 0 i  d − 1. Note that P0 = B is the Borel subgroup.
For 0  i  d − 1, we let Vi = IndGPi (δ
− 12
Pi
) where δPi is the modulus character of Pi . From the
deﬁnition, it follows that Vi is isomorphic to the C-vector space of C-valued functions f :G → C
such that f (pi g) = f (g) for any pi ∈ Pi and any g ∈ G . There is a canonical injection ϕi : Vi → V0
of G-modules since P0 ⊂ Pi for 1  i  d − 1. The Steinberg representation Std is by deﬁnition the
cokernel of the G-module homomorphism
⊕d−1
i=1 ϕi :
⊕d−1
i=1 Vi → V0.
3.4.2. We set Nd−1,0 to be the set of (b0, . . . ,bd) ∈ Zd+1 such that d − 1 = b0  · · · bd = 0. (This
is what was called Nd−1 with e = d in Section 2.1.2.) For each 1 i  d − 1, we set Nd−1,i to be the
set of (b0,
i
ˇ. . . ,bd) ∈ Zd with d − 1 = b0 
i
ˇ· · · bd = 0 where the
i
ˇ means the omission of bi . We have
a canonical map Nd−1,0 → Nd−1,i which sends (b0, . . . ,bd) ∈ Nd−1,0 to (b0,
i
ˇ. . . ,bd) ∈ Nd−1,i .
By Lemma 2.5, we have V
Kd,d−1
i =
⊕
bi∈Nd−1,i C for 0  i  d − 1. Then one can check that the
diagram
V
Kd,d−1
i
(1)
=
V
Kd,d−1
0
=⊕
bi∈Nd−1,i C
(2) ⊕
b0∈Nd−1,0 C
where the map (1) is the map induced by ϕi , the vertical maps are the isomorphisms of Lemma 2.5,
and the map (2) is the map induced by the canonical map of the index sets, is commutative.
3.4.3. Given a map ε : {2, . . . ,d} → {0,1}, we deﬁne bε ∈ Nd−1,0 by bε = (d − 1,d − 2 + ε(d),d −
3+ ε(d − 1), . . . , ε(2),0). We set s(ε) = (−1)
∑d
i=2 ε(i) .
We deﬁne β :
⊕
b∈Nd−1,0 C → C as β(vb)b∈Nd−1,0 =
∑
ε s(ε)vbε where ε runs over the set
Map({2, . . . ,d}, {0,1}).
Let ε0 : {2, . . . ,d} → {0,1} denote the zero map, that is, ε0(i) = 0 for all i. We have by deﬁnition
bε0 = (d − 1,d − 2,d − 3, . . . ,1,0,0) ∈ Nd−1,0. We deﬁne vε0 = (vb)b∈Nd−1,0 ∈
⊕
b∈Nd−1,0 C = V
Kd,d−1
0
by setting vb = 1 if b= bε0 and vb = 0 otherwise.
Lemma 3.12. The following statements hold.
1. β ◦ ϕi = 0 for 1 i  d − 1.
2. β(vε0 ) = 0.
Proof. The claim (1) follows from the construction of β and of ϕi . The claim (2) follows from the
deﬁnition of vε0 . 
Lemma 3.13. Let β ′ :
⊕
b∈Nd−1,0 C → C be a map which has the same source and target as β . Suppose that
condition (1) of Lemma 3.12 holds for β ′ in place of β . Then β ′ is a constant multiple of β .
Proof. Since β ′ is a C-linear map, there exists a unique ab ∈C for each b ∈ Nd−1,0 such that
β ′
(
(vb)b
)= ∑
b∈N
abvb
d−1,0
1926 S. Kondo, S. Yasuda / Journal of Number Theory 132 (2012) 1910–1948holds for any (vb)b ∈
⊕
b∈Nd−1,0 C. In view of Lemma 3.12(2), it suﬃces to show that abε0 = 0 implies
β ′ = 0.
Regard Nd−1,0 as a partially ordered set by declaring b = (b0, . . . ,bd)  b′ = (b′0, . . . ,b′d) if and
only if b j  b′j for all j. Suppose abε0 = 0 and β ′ = 0. Let b= (b0, . . . ,bd) be a minimal element such
that ab = 0. Note that it follows from the assumption that b = bε0 . Hence there exists i ∈ {1, . . . ,d}
such that bi = bi−1. Using condition (1) on β ′ for this i, that is, the equality β ′ ◦ ϕi = 0, we obtain
ab +
∑
b>b′ ab′cb′ = 0 for some complex numbers cb′ . By the minimality assumption on b, we have
ab′ = 0 for b′ < b, hence ab = 0, which is a contradiction. This completes the proof of the lemma. 
Corollary 3.14. The Kd,d−1-invariant part St
Kd,d−1
d of the Steinberg representation is generated by (the image
of ) vε0 .
Proof. By Lemma 3.13, we see that the cokernel of
⊕d−1
i=1 ϕi is one-dimensional. This is by def-
inition the Kd,d−1-invariant part of the Steinberg representation. The claim now follows from
Lemma 3.12(2). 
Remark 3.15. Corollary 3.14 may be proved without using Lemma 3.13 as follows. A proof of the fact
that the conductor of the Steinberg representation Std is d − 1 can be found in [6, Theorem 7.11(4),
p. 95]. Then by [12], we know that the invariant part St
Kd,d−1
d is one-dimensional. Then using (1) and
(2) of Lemma 3.12, we obtain Corollary 3.14. We have given above a direct proof for convenience. We
learn from Lemma 3.12 that the function β is actually characterized by conditions (1), (2).
3.4.4.
Lemma 3.16. Let π be the Steinberg representation. Then
LH (s,π) = L(s,π).
Proof. It is known that L(s,π) = (1− q− d−12 −s)−1. We compute the left-hand side below.
As Std is ramiﬁed, we need to compute the Hecke eigenvalues of the operators Td,r for 0  r 
d − 1. Using the explicit description of the Steinberg representation using β and vε0 , we see that it
suﬃces to compute the values β(Td,r vε0). For this task, we compute the bε-component of Td,r vε0 for
any map ε : {2, . . . ,d} → {0,1}. Using Lemma 2.5, we see that the bε-component of Td,r vε0 equals∑
b∈Nd−1,0
∫
M
δ
1
2
B (m)δ
− 12
B (m)vbΦtbε ,tbε0
(m)dm =
∫
M
δ
1
2
B (m)δ
− 12
B (m)Φtbε ,tbε0
(m)dm
=
∫
M
Φtbε ,tbε0
(m)dm
where for the ﬁrst equality we used that, by the deﬁnition, the b-component of vε0 is zero if b = bε0
and is 1 if b= bε0 .
Let us compute Φtbε ,tbε0
(m). By deﬁnition, this equals the volume of n ∈ N such that mn ∈
t−1bε Kd,d−1Πd,rKd,d−1tbε0 . As it was remarked in the proof of Corollary 2.3, we know that
t−1bε Kd,d−1Πd,rKd,d−1tbε0 ∩ P is equal to the set of g ∈Kd,0Πd,rKd,0∩ P such that bε g ≡ bε0 mod ℘d−1.
This is a subset of g ∈ B ∩ Matd(O) such that bε g ≡ bε0 mod ℘d−1. One can check directly that this
set is empty if bε = bε0 . Hence if bε = bε0 , then Φtbε ,tbε0 (m) = 0. So we have
β(Td,r f ) =
∑
(−1)s(ε)(ΦKd,c (Td,r f ))bε = (−1)s(ε0)(ΦKd,c (Td,r f ))bε0 .
ε
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r
(
q
∑e
i=1 ri si
)
c′r(Td1,r1 ⊗ · · · ⊗ Tde,re ) f
(
t−1bε0
)
where the sum is over the partition of r satisfying condition (2).
We have di = 1 for 1 i  d. We also have bi −bi+1 = 1 for 0 i  d−2 and bd−1 −bd = 0. Hence
the sum above is over the partition r= (r1, . . . , rd) such that ri = 0 for 1 i  d − 1 and 0 rd  1.
If r  2, the r satisfying the condition above does not exist. Hence β(Td,r(vε0 )) = 0 in this case.
If r = 1, the right-hand side equals T1,0 ⊗ · · · ⊗ T1,0 ⊗ T1,1((vε0 )bε0 ). As T1,0 is the identity map and
T1,1 acts trivially in this case, this equals (vε0 )bε0 . If r = 0, then Td,r is the identity map (this does
not use the argument above). This proves that LH (s,Std) = (1− q− d−12 −s)−1. 
4. Local epsilon factor in Hecke eigenvalues
The aim of this section is to prove Theorem 4.1. The reader is referred to Section 1 of [9, p. 63]
for the details on the deﬁnition of the epsilon factor. We will use some results from other sections.
In the proof of Lemma 4.2, we use Theorem 3.5. Another input is needed in the proof of Lemma 4.3,
where we use Proposition 5.4.
In Section 4.1, we give the precise statement of the theorem. We brieﬂy recall the zeta integral and
the deﬁnition of the epsilon factor in the form we need in Section 4.2. Section 4.3 contains the main
computation needed for our theorem. This is where we use Proposition 5.4. We make an explicit
choice fξ of the coeﬃcient of ξ and a Bruhat–Schwartz function Φc , and then compute the zeta
integral (Lemma 4.3). In Section 4.4, we recall the epsilon factor of a one-dimensional representation.
The proof of Theorem 4.1 is given in the last section.
4.1. Local ε-factors of GLd
Let π be an admissible irreducible representation of G . We use the notations from Section 3.1.1. Let
c′ denote the conductor of the central character ωπ of π . For a ∈ K , we deﬁne xa = (xa,i, j)1i, jd ∈ G
as follows. We let xa,1,d = −c and xa,d,d = a. We let xa,i+1,d−i = 1 for 1 i  d−1, and put xa,i, j = 0
otherwise. When d = 1, we only allow a = −c = −c′ .
We let T (c′) ∈ H(G,Kd,c) denote the Hecke operator corresponding to the double coset
Kd,cx−c′Kd,c . We ﬁx an additive character ψ : K → C× of conductor 0. (The conductor of an ad-
ditive character ψ is the largest integer a such that ψ(℘−a) = 1.)
When c  1 and c′  1, we put
εH (s,π,ψ) = q(−c+c′)sε(s,ωπ ,ψ)ωπ
(
 c
′)
χV0
(
T
(
c′
))
.
When c  1 and c′ = 0, we put
εH (s,π,ψ) = q
−cs+1
q − 1 χV0
(
T (0)
)
.
When c = 0, we put εH (s,π,ψ) = 1. We note that since the double coset Kd,c c′x−c′Kd,c is inde-
pendent of the choice of the uniformizer  , the factor εH (s,π,ψ) is also independent of the choice.
Theorem 4.1. Let the notations be as above. We have ε(s,π,ψ) = εH (s,π,ψ)where ε(s,π,ψ) is the epsilon
factor as deﬁned in [9, (1.3.6), p. 64].
4.2. Let (π∨, V ∨) denote the contragradient of (π, V ). By deﬁnition, V ∨ is the subspace of smooth
elements of HomC(V ,C). We write 〈 , 〉 : V × V ∨ →C for the canonical pairing.
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compactly supported function) on Matd(K ) and a function h on G , we set
Z(Φ, s,h) =
∫
G
Φ(g)|det g|sh(g)dg.
For a Bruhat–Schwartz function Φ on Matd(K ), we write
Φ̂(x) =
∫
Matd(K )
Φ(y)ψ
(
tr(xy)
)
dy
for its Fourier transform. Here dy is the Haar measure on Matd(K ) which is self-dual with respect to
the pairing (x, y) → ψ(tr(xy)).
We use the notation, such as π and ξ , from Section 3.1.1.
Lemma 4.2. Let Φ be a Bruhat–Schwartz function on Matd(K ) and let f be a coeﬃcient of ξ . Then we have
ε(s,π,ψ)Z(Φ, s, f ) = Z
(
Φ̂,1− s + d − 1
2
, f ∨
)
LH (s,π)
LH (1− s,π∨) (5)
where f ∨(g) = f (g−1) is a coeﬃcient of ξ∨ .
Proof. By deﬁnition [9, (1.3.6), p. 64], we have ε(s,π,ψ) = γ (s,π,ψ)L(s,π)L(1 − s,π∨)−1, where
γ (s,π,ψ) is as in [9, Proposition 1.2, p. 63]. From Theorem 3.5, it follows that L(s,π) = LH (s,π) and
L(1− s,π∨) = LH (1− s,π∨). It is shown in [9, (2.7.3), p. 69] that γ (s,π,ψ) = γ (s, ξ,ψ). Hence the
claim follows by using the remark preceding [9, Proposition 2.3, p. 67] which says that [9, Proposi-
tion 1.2, p. 63] holds for ξ . 
When π is unramiﬁed, ε(s,π,ψ) = 1. Since each factor in the deﬁnition of εH (s,π,ψ) is 1, the
equality holds in this case. We assume from now on that c  1.
4.3. To prove Theorem 4.1, we make a suitable choice fξ of a coeﬃcient of ξ and a choice Φc of a
Bruhat–Schwartz function, and then compute the right-hand side of (5) of Lemma 4.2.
Let us deﬁne fξ . As remarked in Section 3.1.1, we know that V
Kd,c
0 is one-dimensional. Let w ∈
V
Kd,c
0 be a nonzero element. We write w
∨ ∈ (V ∨0 )Kd,c for the element such that 〈w,w∨〉 = 1. We
then put fξ (g) = 〈gw,w∨〉 for g ∈ G . We see that both fξ and f ∨ξ are biinvariant under Kd,c , i.e.,
fξ (kgk′) = fξ (g) for k,k′ ∈Kd,c and g ∈ G , and similarly for f ∨ξ .
Let us deﬁne Φc . Let Yc = {x ∈ Matd(O) | 1dx ≡ 1d mod ℘c} denote the subset of elements of
Matd(O) such that the d-th row is congruent to 1d modulo ℘c . We let Φc be the characteristic
function of the set Yc ⊂ Matd(O). We have Kd,c = Yc ∩ GLd(O).
4.3.1.
Lemma 4.3. Let fξ and Φc be as above. Then
Z
(
Φc, s + d − 1
2
, fξ
)
LH (s,π)
−1 = vol(Kd,c).
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S(Matd(K ))Kd,c of Bruhat–Schwartz functions on Matd(K ) that are Kd,c-invariant as a left H(G,Kd,c)-
module.
Let Φ ′c denote the characteristic function of Kd,c . We regard Φc and Φ ′c as elements in
S(Matd(K ))Kd,c . From Proposition 5.4, we obtain
Φ ′c =
d−1∑
i=0
(−1)iq i(i−1)2 T ∗c,iΦc.
Since fξ is Kd,c-invariant and |det g| = 1 for g ∈Kd,c ⊂ GLd(O), we have
Z
(
Φ ′c, s, fξ
)= ∫
G
Φ ′c(g)|det g|s fξ (g)dg =
∫
Kd,c
|det g|s fξ (g)dg = vol(Kd,c).
On the other hand we have
Z
(
Φ ′c, s, fξ
) = d−1∑
i=0
(−1)iq i(i−1)2
∫
G
(
T ∗i Φc
)
(g)|det g|s fξ (g)dg
(1)=
d−1∑
i=0
(−1)iq i(i−1)2 q−isχV0
(
T ∗c,i
) ∫
G
Φc(g)|det g|s fξ (g)dg
(2)= LH (s,π)−1 Z(Φc, s, fξ ).
For the equality (1), we use that |det g| = q−i for g in the support of T ∗c,i . The equality (2) follows
from the deﬁnitions. 
4.3.2. Let a ∈ ℘−c/O. We deﬁne a subset Yc,a ⊂ Matd(O)diag(1, . . . ,1,−c) to be those elements
(yij) such that ydd modulo O is equal to a. Then a direct computation shows that
Φ̂c(x) =
( ∑
a∈℘−c/O
ψ(a) chYc,a (x)
)
q−dc (6)
where chYc,a is the characteristic function of Yc,a .
We let
Φ̂ ′c =
d−1∑
i=0
(−1)iq i(i−1)2 T ∗c,iΦ̂c.
Then the argument as in the proof of Lemma 4.3 implies
Z
(
Φ̂ ′c,1− s +
d − 1
2
, f ∨ξ
)
= LH
(
1− s,π∨)−1 Z(Φ̂c,1− s + d − 1
2
, f ∨ξ
)
. (7)
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is ramiﬁed (i.e., c′  1), we have
ε(s,ωπ ,ψ) =
∫
K×
ψ(a)ω−1π (a)|a|−s da =
∑
r∈Z
qrs
∫
 rO×
ω−1π (a)ψ(a)da
where da is the Haar measure of the additive group K such that the volume of O is 1.
Suppose c′  1. Then
∫
O× ω
−1
π (
ra)ψ(ωra)da = 0 for r = −c. Hence ε(s,ωπ ,ψ) is of the form
q−c′s times a constant. (See [25, (3.2.6.2), p. 14, (3.4.5), p. 15].)
4.5. Proof of Theorem 4.1
We give a proof of Theorem 4.1 in this section.
4.5.1. Let Wc ⊂ G be the subset of elements g such that |det g| = qc . We have
vol(Kd,c)ε(s,π,ψ)
(1)= Z
(
Φ̂ ′c,1− s +
d − 1
2
, f ∨ξ
)
(2)=
d−1∑
i=0
(−1)iq i(i−1)2
∫
G
(
T ∗c,iΦ̂c
)
(g)|det g|1−s+ d−12 f ∨ξ (g)dg
(3)=
d−1∑
i=0
(−1)iq i(i−1)2
∫
Wc
(
T ∗c,iΦ̂c
)
(g)|det g|1−s+ d−12 f ∨ξ (g)dg.
For (1), we used Lemmas 4.2 and 4.3 and Eq. (7). The equality (2) is by deﬁnition. Since ε(s,π,ψ)
is of the form q−cs times a constant (if π is generic, this follows from [12, Théorème, p. 211]; the
general case is reduced to the case where π is essentially square integrable (hence generic), by using
Lemma 3.6 and [9, (2.3) Proposition, p. 67]), we see that (3) holds. Further, this equals
(4)=
d−1∑
i=0
(−1)iq i(i−1)2
∑
a∈℘−c/O
ψ(a)
∫
Wc
(
T ∗c,i chYc,a
)
(g)q−dcqc(1−s+
d−1
2 ) f ∨ξ (g)dg
(5)= q c2 (−d+1)qc(1−s+ d−12 )
∑
a∈℘−c/O
ψ(a)
∫
Wc∩Yc,a
f ∨ξ (g)dg.
The equality (4) follows from (6). For (5), we use the following lemma.
Lemma 4.4. Let i  1. Then (
T ∗i chYc,a
)
(X) = 0
for X ∈ Yc,a ∩ Wc.
Proof. If Y ∈ Yc,a , then |det Y | qc . If g is in the support of T ∗i , then |det g| = qi . Hence if X belongs
to the support of T ∗i chYc,a , then |det X |  qc−i . This implies in particular that X /∈ Wc if i  1. This
proves the claim. 
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∫
Wc∩Yc,a f
∨
ξ (g)dg for short. Note that αau = ω−1π (u)αa holds for u ∈O× . Then
∑
a∈℘−c/O
ψ(a)
∫
Wc∩Yc,a
f ∨ξ (g)dg =
∑
r−c
∫
 rO×
ψ(a)αa da
=
∑
r−c
( ∫
 rO×
ψ(a)ω−1π (a)da
)
ωπ
(
 r
)
α r .
When c′  1, this equals ε(s,ωπ ,ψ)q−c
′sωπ( c
′
)α c′ (see Section 4.4). When c
′ = 0, this equals
−α−1 + α1.
4.5.3.
Lemma 4.5.We have χV0 (T (c
′)) = α c′ .
Proof. Let a ∈ ℘−c/O. Take a lift a˜ ∈ ℘−c and regard it as an element in K . The double coset
Kd,cxa˜Kd,c (see Section 4.1 for the deﬁnition of xa˜) is independent of the choice of the lift a˜. We
will write Kd,cxaKd,c for this double coset.
We claim that Wc ∩ Yc,a = Kd,cxaKd,c . To prove the claim we consider the union
GLd(O)diag(1, . . . ,1,−c) =∐a∈℘−c/OWc ∩ Yc,a . Let
K
′
d,c = diag
(
1, . . . ,1, c
)−1
Kd,c diag
(
1, . . . ,1, c
)
.
Then one can check that∐
a∈℘−c/O
Kd,c \ (Wc ∩ Yc,a)/Kd,c (1)−→Kd,c \ GLd(O)/K′d,c
(2)−→Kd,c \
[(O/℘c)⊕d \ (℘/℘c)⊕d] (3)−→O/℘c
is an isomorphism. Here the map (1) sends the class x ∈ Wc ∩Yc,a to the class of x ·diag(1, . . . ,1, c),
the map (2) sends the class of (xij) ∈ GLd(O) to the vector (xid)1id , and the map (3) sends the class
of (yi) to yd . An element in Wc ∩ Yc,a is sent to a c via this map. Since xa is sent to a c , we obtain
the claim. The claim implies in particular that χV0(T (c
′)) = α c′ . 
This proves Theorem 4.1 for the case c′  1.
4.5.4.
Lemma 4.6.When c′ = 0,
(q − 1)χV0
(
T (1)
)+ χV0(T (0))= 0
holds.
Proof. Consider the disjoint union ∐
a∈℘−1/O
Yc,a ⊂Matd(K ).
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S ′ = diag(1, . . . ,1,)
∐
a∈℘−1/O
Yc,a
is invariant under multiplication from the right by an element of Kd,c−1. Hence the set
S = diag(1, . . . ,1,)
∐
a∈℘−1/O
(Wc ∩ Yc,a) = Wc−1 ∩ S ′ ⊂ G
is also invariant under multiplication from the right by an element of Kd,c−1.
As remarked in Section 2.4, we have V
Kd,c−1
0 = 0. Hence if we regard the characteristic function
chS of S as an element of the Hecke algebra H(G,Kd,c), then χV0(chS ) = 0 holds.
Now for each a ∈ ℘−1/O, let S(a) denote the characteristic function of Wc ∩ Yc,a . We regard them
as elements of the Hecke algebra H(G,Kd,c). Since χV0(chS ) = 0, for an element w ∈ WKd,c , we have
diag(1, . . . ,1,) ·
∑
a∈℘−1/O
S(a)w = 0.
Hence
∑
a∈℘−1/O
χV0
(
S(a)
)= 0.
We write a0 for the element −1 mod O in ℘−1/O. For any u ∈O× , we have
χV0
(
S(ua0)
)= ωπ(u)χV0(S(a0))= χV0(S(a0)).
Hence we obtain
(q − 1)χV0
(
S(a0)
)+ χV0(S(0))= 0.
Recall that from the proof of Lemma 4.5, we have Wc ∩ Yc,a0 = Kd,cx−1Kd,c and Wc ∩ Yc,0 =
Kd,cx1Kd,c . Hence S(a0) = T (1) and S(0) = T (0). This proves the claim of the lemma. 
This ﬁnishes the proof of Theorem 4.1.
5. Euler systems
The aim is to prove Proposition 5.4. This is used only in the proof of Lemma 4.3. A statement
stronger than that of Proposition 5.4 is proved in [15] but we give here a weaker statement with proof
so that the paper is more self-contained. We remark here that the thesis by Grigorov [7, Theorem 1.4.6,
p. 25] contains a statement similar to Proposition 5.4.
5.1. Let K ,O, ∈O, d 1 as before.
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regard K⊕d as the set of row vectors so that G = GLd(K ) acts from the left by multiplication from the
right of the inverse.
Let b  0 be an integer. We let Lb denote the set of pairs (L, ι) where L ∈ L is an O-lattice, and
ι : L →O/℘b is a surjective homomorphism of O-modules. For g ∈ G and (L, ι) ∈Lb , we put
g(L, ι) = (Lg−1, Lg−1 g−→ L ι−→O/℘b).
This deﬁnes a left action of G on the set Lb .
5.1.2. Let Lst = O⊕d ⊂ K⊕d . For an integer b  1, we let ιst = ιst,b : Lst = O⊕d → (O/℘b)⊕d →
O/℘b . Here the ﬁrst map is the canonical quotient map and the second map sends (a1, . . . ,ad) ∈
(O/℘b)⊕d to ad ∈O/℘b . Then the pair (Lst, ιst) is an element in Lb .
We let Kb denote the isotropy subgroup of (Lst, ιst,b). We obtain a canonical isomorphism G/Kb ∼=
Lb which sends the class of g ∈ G to g(Lst, ιst) ∈Lb . By deﬁnition,
Kb =
{
(gij) ∈ GLd(O)
∣∣ (gdj) ≡ (δdj) mod ℘b (1 j  d)}
where δi j is the Kronecker delta. (We note here that Kb = Kd,b where the right-hand side is as in
Section 2.1.2 for b 0.)
5.1.3. We take 0  r  d − 1. Let Π−1r = diag(−1, . . . ,−1,1, . . . ,1) where  appears r times
and 1 appears d − r times. We let T ∗r = T ∗r,b denote the Hecke operator corresponding to the double
coset KbΠ−1r Kb. As Lb ∼= GLd(K )/Kb , the Hecke operator T ∗r acts on Map(Lb,Z). Let us describe this
action explicitly.
Lemma 5.1. Let f ∈Map(Lb,Z) and (L, ι) ∈Lb. Then(
T ∗r f
)
(L, ι) =
∑
(L′,ι′)
f
(
L′, ι′
)
holds. Here the (L′, ι′) runs over the elements of Lb satisfying the following conditions:
1. L ⊂ L′ ⊂ −1L. (Let iL′ denote the injection L ⊂ L′ .)
2. ι′ ◦ iL′ = ι.
3. dimk L′/L = r
where k =O/℘ is the residue ﬁeld.
Proof. Let g ∈ GLd(K ) be an element such that (L, ι) = g(Lst, ιst). Then, translating by g , we may
assume without loss of generality that (L, ι) = (Lst, ιst) to prove the lemma.
Let {gi}i∈I ⊂KbΠ−1r Kb be a complete set of representatives of KbΠ−1r Kb/Kb . Then, by deﬁnition,
we have (
T ∗r f
)
(Lst, ιst) =
∑
i∈I
f
(
gi(Lst, ιst)
)
.
Hence it suﬃces to show that the set of lattices {gi(Lst, ιst)}i∈I is equal to the set of lattices {(L′, ι′)}
satisfying the conditions of the lemma.
From Lemma 2.2, we know that an element g−1 ∈ GLd(K ) belongs to the double coset KbΠ−1r Kb
if and only if the following conditions hold:
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2.  g−1, g ∈Matd(O).
3. (gdj) ≡ δdj mod ℘b for 1 j  d.
For such g , it is easy to see that the pair g(Lst, ιst) satisﬁes conditions (1)–(3) of the lemma. Con-
versely, let (L′, ι′) be a pair satisfying conditions (1)–(3) of the lemma, and let g′ ∈ GLd(K ) be an
element such that (L′, ι′) = g′(Lst, ιst). One can check that this g′ satisﬁes the conditions (1)–(3)
above, hence belongs to KbΠ−1r Kb . The lemma is proved. 
5.1.4. Let Ib ⊂Lb denote the subset of elements of (L, ι) satisfying the following conditions:
1. L ⊂ Lst (denote this injection by iL ).
2. ιst ◦ iL = ι.
Let chb ∈Map(Lb,Z) denote the characteristic function of the set Ib .
5.1.5. For integers 0 x x′ , let Grx,x′ denote the set of x-dimensional subvector spaces inside an
x′-dimensional k-vector space. We let #Grx,x′ denote its cardinality.
Lemma 5.2. Let 0 r  d − 1. For (L, ι) ∈Lb, let d′ = dimk((Lst ∩ −1L) + L)/L. We have
T ∗r,b(chb)(L, ι) =
{
#Grr,d′ if (L, ι) ∈ Ib,
0 otherwise.
Here we set #Grr,d′ = 0 if r > d′ .
Proof. As seen from Lemma 5.1, the left-hand side equals∑
(L′,ι′)
(chb)
(
L′, ι′
)
where (L′, ι′) runs over the set of (L′, ι′) ∈Lb satisfying the three conditions in Lemma 5.1.
Using the deﬁnition of chb , we see that the quantity above equals the cardinality of the set of
(L′, ι′) satisfying the following conditions:
• L iL′⊂ L′ ⊂ −1L.
• L′ jL′⊂ Lst.
• ιst,b ◦ jL′ ◦ iL′ = ι.
• L′/L ∼= kr .
In particular, it is zero if L is not contained in L′ . Note also that it is zero if ι = [L ⊂ Lst ιst,b−−−→
O/℘b].
Suppose ι = [L ⊂ Lst ιst,b−−−→ O/℘b]. Then, taking modulo L, we see that the quantity above
equals the cardinality of the set of vector spaces L′ ⊂ ((−1L ∩ Lst) + L)/L satisfying the condition
dimk L′ = r. This set is isomorphic to the set of r-dimensional subspaces in a d′-dimensional k-vector
space, hence the claim follows. 
Corollary 5.3.We have
d−1∑
r=0
(−1)rq r(r−1)2 (T ∗r,b chb)(L, ι) = {1 if d′ = 0 and (L, ι) ∈ Ib,0 otherwise.
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(q − 1), [s]! = [s][s − 1] · · · [1], [nm]= [n]![m]![n−m]! , and [0]! = 1. Then it is easy to see that #Grx,x′ = [x′x].
The Gauss’ binomial coeﬃcient theorem [13, (5.5), p. 15] says
u∑
j=0
(−1) jq j( j−1)2
[
u
j
]
= 0
for u  1. Note that the left-hand side of this equation is 1 when u = 0. Applying this formula, the
claim follows from Lemma 5.2. 
Proposition 5.4. Let the notation be as above. We have
ch(Lst,ιst) =
d−1∑
r=0
(−1)rq r(r−1)2 (T ∗r,b chb) (8)
where ch(Lst,ιst) is the characteristic function on the set {(Lst, ιst)} ⊂Lb.
Proof. Let (L, ι) ∈Lb and put d′ = dimk((−1L∩ Lst)+ L)/L. Then it follows easily from the deﬁnition
of Ib that (L, ι) ∈ Ib and d′ = 0 if and only if (L, ι) = (Lst, ιst). This, together with Corollary 5.3, shows
that the right-hand side of (8) is equal to the characteristic function of the set {(Lst, ιst)}. This proves
the claim. 
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Appendix A. Mirahoric representations
Let us use the setup of Section 1. In the main body of this paper, given an arbitrary irreducible ad-
missible representation π , we consider an induced representation ξ associated to π , which is deﬁned
using the classiﬁcation theorem and which may not be irreducible. For example, ξ is isomorphic to π
if π is generic. We show and use the fact that if π is of conductor c then ξ contained a nonzero Kd,c-
ﬁxed vector. This may be regarded as a generalization of the new vector of a generic representation.
This appendix grew out of the question by the referee to clarify how it is a generalization.
Let us call an irreducible admissible representation of conductor c mirahoric if and only if it con-
tains a nonzero Kd,c-ﬁxed vector (see deﬁnition (Section A.1) and Proposition A.3). We show that
there exists a unique mirahoric representation, say π ′ , of conductor c in the Jordan–Hölder con-
stituents of ξ with multiplicity one (Proposition A.9(1) and Corollary A.10). We note that it is known
that there exists a unique generic representation, say π ′′ , in the Jordan–Hölder constituents of ξ with
multiplicity one, but the conductor may be greater than c. A reformulation of our result in the main
body states that the representations π and π ′ have the same local L and epsilon factors (Proposi-
tion A.9(2)). Of course π ′′ may not have this property, as the conductor hence the epsilon factor may
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L-factor and epsilon factor in terms of the Hecke eigenvalues; these were the subject of the main part
of this paper.
To understand better mirahoric representations, we study further some properties which may or
may not be common with generic representations. A direct construction of π ′′ in terms of the mul-
tiset of segments associated with π is known. We give an analogous construction in Section A.4.
There is a concise characterization of generic representations using the L-factor of the Weil–Deligne
representation associated to the given representation via the local Langlands correspondence (see the
remark after A.12). In Section A.5, we give a characterization of mirahoric representations in terms of
the Weil–Deligne representation (Proposition A.12). Again, there is a very simple characterization of
generic representation in terms of the highest derivative. In Section A.6, we give a characterization of
mirahoric representation using the highest derivative. In Section A.7, we restrict ourselves to unipotent
representations. Then we show that the class of unipotent mirahoric representations is closed under
the Zelevinsky involution (Proposition A.16). This is quite different from generic representations.
The main part of the article is independent of this appendix.
A.1. Deﬁnition
We ﬁrst introduce some notation and terminology concerning segments and multisets of segments
which will be used in this appendix. Then we deﬁne mirahoric representation.
A.1.1. For d  1, we let Cd denote the set of isomorphism classes of irreducible supercuspidal rep-
resentations of GLd(K ). We let C denote the disjoint union C =∐d1 Cd . Recall (see [27, 3.1, p. 180])
that a segment  is a ﬁnite subset of C of the form  = {σ ,σ (1), . . . , σ (e − 1)}, where e  1 is an
integer and σ is a supercuspidal representation of GLd(K ) for some d  1. We call the integer e the
length of  and call the product de the degree of . We say that  is unipotent if d = 1 and σ is
unramiﬁed.
Remark A.1. Our use of the term “unipotent representation” is justiﬁed as follows. The term “unipo-
tent” is used by Lusztig in [17, p. 625, Section 1.5] for representations of simple split adjoint p-adic
algebraic groups and by Reeder in [20, Introduction] for those of connected reductive groups. The
compatibility of their use and our use is not immediate from the deﬁnitions. However, for PGL(d), it
follows from [18, p. 30, Corollary 3.21], and for GL(d), it follows from [23, p. 140, Remark].
A.1.2. For a set Ω , a multiset on Ω is by deﬁnition (see [27, p. 169]) a map Ω → Z0 from Ω
to the set Z0 of non-negative integers. The multiset is called ﬁnite if its support is ﬁnite. For a ﬁ-
nite multiset χ :Ω → Z0, we call the integer ∑x∈Ω χ(x) the cardinality of χ . For an integer n 1,
let Symn Ω denote the quotient of the n-fold product Ωn = Ω × · · · × Ω by the action of the n-th
symmetric group. There is a canonical bijection from the set Symn Ω to the set of multisets on Ω of
cardinality n, which sends the class of (x1, . . . , xn) in Symn Ω to the sum
∑
1in χxi , where χxi de-
notes the characteristic function of the subset {xi} ⊂ Ω . For x1, . . . , xn ∈ Ω , we denote by {x1, . . . , xn}
the multiset on Ω of cardinality n corresponding to the class of (x1, . . . , xn) in Symn Ω . For a ﬁnite
multiset χ on Ω , an element (x1, . . . , xn) ∈ Ωn whose class in Symn Ω corresponds to χ is called an
arrangement of χ . When Ω is the set of segments, we call a multiset on Ω a multiset of segments.
A.1.3. Let A be a non-empty ﬁnite multiset of segments. An admissible arrangement of the ele-
ments in A is an arrangement (1, . . . ,m) of A such that i does not precede  j (see [27, 4.1,
p. 184] for the deﬁnition) for any i, j with 1 i < j m.
Let A be a non-empty ﬁnite multiset of segments. Take an admissible arrangement A =
{1, . . . ,m} of the elements in A. Then the representation L(1, . . . ,m) is an irreducible ad-
missible representation of GLd(K ), where d is the sum of the degrees of i . It is known (see [22,
THÉORÈME 3. b), pp. 211–212]) that the isomorphism class of the representation L(1, . . . ,m) de-
pends only on A and does not depend on a choice of an admissible arrangement of the elements
in A. We write L(A) = L(1, . . . ,m) and call the integer d the degree of A. For the empty multiset
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trivial representation of the group {1}.
We say that a multiset A of segments is unipotent if all the elements in A are unipotent segments.
We say that an irreducible admissible representation π of GLd(K ) for some d 0 is unipotent if π is
isomorphic to L(A) for some unipotent ﬁnite multiset A of segments.
A.1.4. In this appendix, we will use several results from the paper [27]. In the paper [27], Zelevin-
sky associates a representation 〈A〉 to each ﬁnite multiset A of segments. As is mentioned in [22,
5.3, p. 214], it follows as a consequence of the duality conjecture [27, 9.17, p. 204] that 〈A〉 is the
Zelevinsky dual (see [27, 9.12, p. 201]) of L(A). As is announced in [1, p. 94], the duality conjecture
has been proved and a complete proof is available in [19]. We will often interpret, without mention,
the results in [27] on 〈A〉 as statements on L(A) by applying the Zelevinsky involution.
A.1.5. Tightly linked segments
Let , ′ be two segments which are linked. Then the union (as sets) ∪′ is always a segment,
and the intersection  ∩ ′ is a segment if it is non-empty. We let B(,′) denote the following
multiset of segments: B(,′) = { ∪ ′, ∩ ′} if  ∩ ′ is non-empty, and B(,′) = { ∪ ′}
if  ∩ ′ is empty.
We say that two segments  and ′ are tightly linked if they are linked and either  is not
unipotent or  ∩ ′ is non-empty. In other words,  and ′ are tightly linked if they are linked and
either  is not unipotent or  and ′ are not juxtaposed.
A.1.6. Mirahoric representations
We say that an irreducible admissible representation π of GLd(K ) is mirahoric if π is isomorphic
to L(A) for some multiset of segments such that any two segments ,′ ∈ A are not tightly linked.
A.1.7. An example
Let σ be a supercuspidal representation. Let m and e be positive integers. Take integers 0 = a1 <
a2 < · · · < am+1 = e. Let i = {σ(ai), . . . , σ (ai+1 − 1)} be a segment for each 1  i m and let A =
{1, . . . ,m} be a multiset of segments. If m = 1, then A = {1} = {σ , . . . , σ (e − 1)} is not linked,
hence L(A) is generic. If m  2, then A is linked, hence L(A) is not generic. If m  2 and σ is
unramiﬁed, then A is not tightly linked, hence L(A) is mirahoric. If m 2 and σ is ramiﬁed, then A
is tightly linked, hence L(A) is not mirahoric.
Remark A.2. Let A be a multiset of segments. We will give a suﬃcient and necessary condition for
〈A〉 (notation as in Section A.1.4) to be mirahoric in Section A.7.
A.2. New vectors
We show that an irreducible admissible representation (π, V ) of conductor c is mirahoric if and
only if the subspace of Kd,c-invariants VKd,c is one-dimensional.
A.2.1.
Proposition A.3. Let d 1 be an integer and let (π, V ) be an irreducible admissible representation of GLd(K ).
Let c denote the conductor of π . Then we have
1. VKd,c′ = 0 for 0 c′ < c.
2. VKd,c is at most one-dimensional.
3. VKd,c = 0 if and only if π is mirahoric.
To prove Proposition A.3 we need the following three lemmas.
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equal to the conductor of L(B(,′)). Moreover, the equality holds if and only if  and ′ are tightly linked.
Proof. This is a consequence of Lemmas 3.6, 3.7. 
A.2.2.
Lemma A.5. Let 1,2 be two segments such that 1 and 2 are linked and {1,2} is an admissible
arrangement. Let c (resp. d) denote the conductor of L({1,2}) (resp. the degree of {1,2}). Suppose that
1 and 2 are tightly linked. Then L({1,2})Kd,c is zero.
Proof. Let d1, d2 denote the degree of {1}, {2}, respectively. We put d = d1 + d2 and let P ⊂
G = GLd(K ) denote the standard parabolic subgroup corresponding to the partition d = d1 + d2. Let
ξ = IndGP (L(1) ⊗ L(2)). By [27, 7.1. THEOREM, p. 192], the representation L(B(1,2)) of G occurs
as a Jordan–Hölder constituent of ξ . Recall that, for a multiset A of segments, the representation L(A)
is generic if and only if no two segments in A are linked. It is then easy to see that the representation
L(B(1,2)) is generic. It follows from our assumption and Lemma A.4 that L(B(1,2)) has the
same conductor as L({1,2}). Since 1 = dim ξKd,c  dim L(B(1,2))Kd,c + dim L({1,2})Kd,c =
1+ dim L({1,2})Kd,c , we have L({1,2})Kd,c is zero. 
A.2.3.
Lemma A.6. Let A be a ﬁnite multiset of segments and suppose that there exist two elements in A which are
tightly linked. Then there exist an admissible arrangement A = {1, . . . ,m} of the elements in A and an
integer i with 1 i <m such that i and i+1 are tightly linked.
Proof. Choose an admissible arrangement A = {1, . . . ,m} of the elements in A and two elements
,′ ∈ A which are tightly linked. Let us write  = i and ′ =  j . We may assume that i < j. By
changing our choice of the admissible arrangement of A if necessary, we may assume that j − i is
minimal among all possible choices of admissible arrangements and the elements , ′ ∈ A.
We claim that j = i + 1. If  is not unipotent, this claim is checked as follows: if j > i + 1, then it
follows from the minimality of j − i that the segments  and i+1 are not linked. This implies that
A = {1, . . . ,i−1,i+1,i,i+2, . . . ,m}
is an admissible arrangement of A, which contradicts the minimality of j− i. Thus to prove the claim,
we may assume that  is unipotent. Assume j > i + 1 and write  = (σ , . . . , σ (e − 1)). Since  and
′ are tightly linked and ′ precedes , we have ′ = (σ (a), . . . , σ (b − 1)) with a < 0 < b < e. It
follows from the minimality of j − i that for any k with i < k < j, the segment k is of the form
k = (σ (r), . . . , σ (s − 1)) for some integers r, s, with r < s. We claim that s  0 for any k. Assume
that s > 0 for some k and take the smallest such k. Then it is not diﬃcult to check that k is not
linked with  for i   < k. By our choice of admissible arrangement it is impossible. This implies
that  j−1 is not linked with ′ . By our choice of admissible arrangement it is impossible. This proves
that j = i + 1. 
A.2.4. Let A be a ﬁnite multiset of segments and let ,′ ∈ A be two elements which are linked.
We let B(A;,′) denote the multiset of segments which is obtained from A by removing {,′}
and then adding B(,′).
A.2.5. Proof of Proposition A.3
We put G = GLd(K ). Let A denote the unique non-empty ﬁnite multiset of segments such that π
is isomorphic to L(A) as a representation of G . Choose an admissible arrangement A = {1, . . . ,m}
of the elements in A. For i = 1, . . . ,m, we write πi = L(i). Let di denote the degree of {i} and
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We put (ξ, V0) = IndGP (π1 ⊗ · · · ⊗ πm). By the assumption, the representation π is isomorphic to
the unique irreducible quotient of ξ . Hence there exists a surjective G-equivariant homomorphism
p : V0 V and such a homomorphism p is unique up to nonzero scalar. We ﬁx one such p.
We prove the claims (1) and (2). Let c′  0 be an integer. Since the group Kd,c′ is compact, the
functor V ′ → V ′Kd,c′ from the category of smooth representations of G to the category of complex
vector spaces is exact. Hence the map p : V0  V induces a surjective map VKd,c′0  VKd,c′ . Recall
that we have proven in Lemma 3.4 that V
Kd,c′
0 = 0 for 0 c′ < c and that V
Kd,c
0 is one-dimensional.
Hence VKd,c′ = 0 for 0  c′ < c and VKd,c is at most one-dimensional. This proves the claims (1)
and (2).
We prove the claim (3). Suppose that there exist two segments ,′ ∈ A which are tightly linked.
By Lemma A.6, we may assume that there exists i with 1 i <m such that i and i+1 are tightly
linked.
We put d′ = di +di+1 and let P ′ ⊂ G denote the standard parabolic subgroup corresponding to the
partition d = d1 +· · ·+di−1 +d′ +di+2 +· · ·+dm . We put (π ′, V ′) = IndGP ′ (π1⊗· · ·⊗πi−1 ⊗ L(,′)⊗
πi+2 ⊗· · ·⊗πm). Since π ′ is a nonzero quotient of ξ and L(A) is isomorphic to the unique irreducible
quotient of π ′ , there is a surjective G-equivariant homomorphism V ′ → V . For j = 1, . . . ,m, let c j
denote the conductor of π j . We have c = c1 + · · · + cm . By Lemma A.5 and (1) of the proposition, we
have L(,′)Kd′,ci+ci+1 = 0. This shows that V ′Kd,c = 0. Hence VKd,c = 0.
Suppose that any two segments ,′ ∈ A are not tightly linked. In this case by [27, 7.1. THEOREM,
p. 192] and by Lemma A.4, the conductor of π ′ is strictly larger than c for any Jordan–Hölder con-
stituent (π ′, V ′) of ξ which is not isomorphic to π . Hence V ′Kd,c = 0 for any such π ′ . Since VKd,c0 is
nonzero, this shows that VKd,c is nonzero. This completes the proof.
A.2.6. We may reﬁne the conditions of the proposition as follows.
Corollary A.7. The following conditions are equivalent.
1. π is mirahoric.
2. The Kd,c′ -invariant part V
Kd,c′ is nonzero for some c′  0.
3. π has a nonzero GLd−1(O)-invariant vector. Here we regard GLd−1(O) as a subgroup of GLd(K ) via the
embedding g → ( g 0
0 1
)
and we understand GLd−1(O) = {1} for d = 1.
A.2.7. We need the following lemma for the proof of the corollary.
Lemma A.8. Let 1 , 2 be two segments such that 1 and 2 are tightly linked and that 2 precedes 1 .
Let d denote the degree of {1,2}. Then L(1,2)Kd,c′ = 0 for any c′  0.
Proof. For i = 1,2, let di denote the degree of {i}. Let G = GLd(K ) and let P ⊂ G denote the standard
parabolic subgroup corresponding to the partition d = d1 +d2. We put (ξ, V0) = IndGP (L(1)⊗ L(2)).
Then L(1,2) is a unique irreducible quotient of ξ . It follows from [27, 7.1. THEOREM, p. 192] that
L(B(1,2)) is isomorphic to a Jordan–Hölder constituent of ξ . Hence to prove the claim, it suﬃces
to show that V
Kd,c′
0 and L(B(1,2))
Kd,c′ have the same dimension for every c′  0.
For i = 1,2, let ci denote the conductor of L(i). Since L(B(1,2)) is generic and its conductor
is equal to c1 + c2, it follows from the theory of oldforms (see [21, (2.2) THEOREM 1, p. 917]) that
the dimension of L(B(1,2))
Kd,c′ is equal to the binomial coeﬃcient
(c′−c1−c2+d−1
d−1
)
. We use Corol-
lary 2.6 with e = 2, (πi, Vi) = L(i) for i = 1,2, and b = c′ . Then it follows that the dimension of
V
Kd,c′
0 is equal to the sum ∑
c′ +c′ =c′
dim
(
L(1)
Kd1,c
′
1
) · dim(L(2)Kd2,c′2 ).1 2
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Kdi ,c
′
i ) = (c′i−ci+di−1
di−1
)
for i = 1,2. Thus the
claim is reduced to the equality(
c′ − c1 − c2 + d − 1
d − 1
)
=
∑
c′1+c′2=c′
(
c′1 − c1 + d1 − 1
d1 − 1
)
·
(
c′2 − c2 + d2 − 1
d2 − 1
)
.
To show this, consider
(1− t)−a =
(∑
i0
ti
)a
∈ Zt
where a is a positive integer. Observe that the coeﬃcient of tm for an integer m  0 of (1 − t)−a
equals the number of partitions of m into a parts, which is
(m+a−1
a−1
)
. Then we see that each side of
the equation above computes the coeﬃcient of tc
′−c1−c2 of (1−t)−d = (1−t)−d1 (1−t)−d2 . This proves
the equality above, and hence the lemma. 
A.2.8. Proof of Corollary A.7
It follows from Proposition A.3 that (1) implies (2). To show that (2) implies (1), it suﬃces
to prove that VKd,c′ = 0 for any c′  0 if (π, V ) is not mirahoric. Suppose that (π, V ) is not
mirahoric and let A be a ﬁnite multiset of segments such that π is isomorphic to L(A). It fol-
lows from Lemma A.6 that there exist an admissible arrangement A = {1, . . . ,m} of the ele-
ments in A and an integer i with 1  i < m such that i and i+1 are tightly linked. As in the
proof of Proposition A.3, we put d′ = di + di+1 and let P ′ ⊂ G denote the standard parabolic sub-
group corresponding to the partition d = d1 + · · · + di−1 + d′ + di+2 + · · · + dm , and put (π ′, V ′) =
IndGP ′ (L(1) ⊗ · · · ⊗ L(i−1) ⊗ L(i,i+1) ⊗ L(i+2) ⊗ · · · ⊗ L(m)). Then there is a surjective G-
equivariant homomorphism V ′ → V . By Lemma A.8 we have L(,)Kd′,c′ = 0 for any c′  0. Hence
it follows from Corollary 2.6 that VKd,c′ = V ′Kd,c′ = 0 for any integer c′  0. This proves that (2)
implies (1).
Since GLd−1(O) ⊂ Kd,c′ for any c′  0, it is clear that (2) implies (3). It remains to show that (3)
implies (2). Suppose that there exists a nonzero element v ∈ V GLd−1(O) . Take an integer c′  0 such
that v is invariant under the action of the open compact subgroup K= {g ∈ GLd(O) | g mod  c′ ≡ 1}
of G . We put x = diag(−c′ , . . . ,−c′ ,1) ∈ G . Since x−1Kd,2c′x is contained in the subgroup of G
generated by GLd−1(O) and K, the vector xv must be in VKd,2c′ . This proves that (3) implies (2). This
completes the proof.
A.3. The Jordan–Hölder constituents of ξ
We will see in this section, how we ﬁrst encountered mirahoric representations.
A.3.1. Let us recall the setting used in Section 1. Let (π, V ) be an irreducible admissible rep-
resentation of G = GLd(K ). Let c denote the conductor of π . Let A denote the unique non-empty
ﬁnite multiset of segments such that π is isomorphic to L(A) as a representation of G . Choose an
admissible arrangement A = {1, . . . ,m} of the elements in A. For i = 1, . . . ,m, let di denote the
degree of {i} and let P ⊂ G denote the standard parabolic subgroup corresponding to the partition
d = d1 + · · · + dm . We put (ξ, V0) = IndGP (π1 ⊗ · · · ⊗ πm). As VKd,c0 is one-dimensional by Lemma 3.4,
there exists a unique Jordan–Hölder constituent (π ′, V ′) of ξ such that V ′Kd,c is one-dimensional.
A.3.2. We call the representation π ′ of G the mirahoric representation associated with π . The
following proposition justiﬁes this deﬁnition.
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1. The representation π ′ is the unique Jordan–Hölder constituent of ξ such that π ′ is mirahoric and that the
conductor of π ′ equals c.
2. The representations π and π ′ have the same local L and epsilon factors.
Proof. From the fact (see [2, 2.9. THEOREM, p. 448]) that the Jordan–Hölder constituents of ξ do
not depend on the choice of an admissible arrangement of the elements in A, it follows that the
isomorphism class of π ′ does not depend on the choice of an admissible arrangement of the elements
in A.
Lemma A.4 implies that the conductor of any Jordan–Hölder constituent of ξ is greater than or
equal to c. Hence, from (1) of Proposition A.3, it follows that the conductor of π ′ equals c. Then using
Proposition A.3(3), the claim (1) follows.
Since π ′ is a subquotient of ξ , there exist a subrepresentation V ′′ ⊂ V0 and a G-equivariant sur-
jection V ′′  V ′ . Since both VKd,c0 and V ′Kd,c are one-dimensional, the induced homomorphisms
V ′′Kd,c → VKd,c0 and V ′′Kd,c → V ′Kd,c are isomorphisms. This proves that the character χV0 of the
Hecke algebra H=H(G,Kd,c) in Theorem 1.1 is equal to the character χV ′ of H given by the action
of H on V ′Kd,c . The claim (2) follows from this and Theorems 3.5 and 4.1. 
A.3.3. It is shown in [27, 9.10, p. 201] (see also our remark in Section A.1.4) that there exists a
unique generic Jordan–Hölder constituent in ξ . It is shown [26, 3.2. Proposition (3), p. 89] that the
multiplicity is one. We recall that the proof in [26, 3.2. Proposition (3), p. 89] uses a p-adic analogue
of the Kazhdan–Lusztig conjecture ([26, 1.9. Hypothesis, p. 87], which is now Ginzburg’s theorem). Let
us digress to give a sketch of a simpler proof of this fact. It follows from [2, 4.5. COROLLARY, p. 455]
that there is a unique (up to scalar) Whittaker functional on ξ . Then since taking the coinvariants by
the unipotents is exact (see [3, Proposition 3.2.3, p. 34]) the claim follows. We will not use this fact
but we recalled it for comparison with the corollary below.
Corollary A.10. The multiplicity of π ′ in ξ is equal to one.
Proof. It follows easily from the one dimensionality of V
Kd,c
0 . 
A.4. A direct construction of the associated mirahoric representation
Let π be an irreducible admissible representation of G = GLd(K ) and let π ′ be the associated
mirahoric representation of π . Let A denote the unique non-empty ﬁnite multiset of segments such
that π is isomorphic to L(A) as a representation of G . In this subsection we explicitly describe the
ﬁnite multiset A′ of segments such that π ′ is isomorphic to L(A′).
We note that such construction of the generic representation appearing in the Jordan–Hölder con-
stituents is known ([27, 9.10, p. 201], see also [26, 2.8. Remarks b), p. 89]). Our construction is slightly
more involved.
A.4.1. We say that two segments  = {σ , . . . , σ (e − 1)} and ′ = {σ ′, . . . , σ ′(e′ − 1)} are in the
same block if σ ′ is isomorphic to σ(i) for some i ∈ Z. This gives an equivalence relation on seg-
ments. We let S denote the set of equivalence classes of segments. Let Su ⊂ S denote the subset of
equivalence classes of unipotent segments.
The multiset A is uniquely written as the disjoint union
A =
∐
s∈S
As
of sub multisets As such that for each s ∈ S , all the elements in As are in the class s.
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the segment {σs} is in the class s. Then any segment  in s is of the form  = {σs(i), . . . , σs( j − 1)}
for some integers i, j with i < j. We let I(σs;) denote the closed interval [i, j − 1] in R.
For a multiset B of segments in s, we put IZ(σs; B) = {I(σs;) ∩ Z |  ∈ B}, which is a ﬁnite
multiset of segments in Z in the sense of [26, 1.2, p. 85]. We deﬁne the Z0-valued function ϕ(σs; B)
on R to be ϕ(σs; B) =∑∈B chI(σs;) where ch stands for the characteristic function. We denote by
ϕZ(σs; B) the restriction of ϕ(σs; B) to Z⊂R. For a ﬁnite multiset b of segments in Z, a Z0-valued
function db on the set of segments in Z is introduced in [26, 2.4, p. 87]. By deﬁnition, for a segment I
in Z, db(I) is the number of the elements in b containing I . For b = IZ(σs; B), we denote the function
db by d(σs, B). It follows from [26, 2.4, p. 87] that the assignment B → d(σs, B) gives an injection
from the set of ﬁnite multisets of segments in s to the set of Z0-valued functions d on the set of
segments.
A.4.3. It follows from the observation in [26, 2.8. Remarks b), p. 89] that there exists, for any ﬁnite
multiset B of segments in s, a unique ﬁnite multiset Bgen of segments in s satisfying the following
properties:
• ϕZ(σs, B) = ϕZ(σs, Bgen).
• d(σs, Bgen)(I) d(σs, B ′)(I) for any segment I in Z and for any ﬁnite multiset B ′ of segments in
s satisfying ϕZ(σs, B) = ϕZ(σs, B ′).
It follows from [26, 2.5, p. 87] that no two segments in Bgen are linked. Hence L(Bgen) is generic.
The same argument shows that there exists, for any ﬁnite multiset B of segments in s, a unique
ﬁnite multiset Bmir of segments in s satisfying the following properties:
• ϕ(σs, B) = ϕ(σs, Bmir).
• d(σs, Bmir)(I)  d(σs, B ′)(I) for any segment I in Z for any ﬁnite multiset B ′ of segments in s
satisfying ϕ(σs, B) = ϕ(σs, B ′).
The multiset Bmir is characterized by the following formula:
d(σs, B)(I) = min
it j, t∈R
ϕZ(σs, B)(t) (A.1)
for any segment I in Z. We put
Amir =
∐
s∈Su
Amirs 
∐
s∈S\Su
Agens .
A.4.4.
Proposition A.11. The mirahoric representation associated to π is isomorphic to L(Amir).
Proof. Let ξ be as in Section A.3. We use Proposition A.9(1) and Corollary A.10: it suﬃces to show
that L(Amir) appears as a Jordan–Hölder constituent of ξ , that L(Amir) is mirahoric, and that π
and L(Amir) have the same conductor. The ﬁrst claim follows from [27, 7.1. THEOREM, p. 192] and
[26, 2.5. Combinatorial Proposition, p. 87]. To prove the second and the third claims it suﬃces to
show that for any s ∈ Su, the representation L(Amirs ) is mirahoric and the representations L(As) and
L(Amirs ) have the same conductor, and that for any s ∈ S \ Su, the representation L(Agens ) is generic
(in particular mirahoric) and the representations L(As) and L(A
gen
s ) have the same conductor. The
claim for s ∈ S \ Su is a consequence of Lemma A.4. Hence it suﬃces to prove the claim for s ∈ Su.
Let s ∈ Su. We can easily check by using the formula (A.1) that for any two segments ,′ ∈ Amirs ,
we have either I(σs,) ⊂ I(σs,′), I(σs,) ⊃ I(σs,′) or I(σs,) ∩ I(σs,′) = ∅. This proves that
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in s, the conductor of L(B) is equal to the integral∫
R
ϕ(σs, B)(t)dt.
In particular, the conductor of L(B) depends only on the function ϕ(σs, B). Hence that L(As) and
L(Amirs ) have the same conductor. This completes the proof. 
A.5. A characterization using the local Langlands correspondence
We give a characterization of mirahoric representations using the local Langlands correspondence.
A.5.1. Weil–Deligne representations
Let us give some notation concerning Weil–Deligne representations. Let WK denote the Weil group
of K . We let ‖ · ‖ :WK → C× denote the unramiﬁed character of WK which sends the geometric
Frobenius to q−1.
Let ρ = (ρ, V ) be a continuous representation of WK (where V is a ﬁnite-dimensional C-vector
space). For an integer n, the map WK → V which sends an element w ∈ WK to ‖w‖nρ(w) is a
continuous representation of WK . We denote it by ρ(n).
Recall that a Weil–Deligne representation (over C) is a pair (ρ,N) where ρ = (ρ, V ) is a ﬁnite-
dimensional continuous representation of WK , and an endomorphism N : V → V such that for any
w ∈ WK , the equality ρ(w)Nρ(w)−1 = ‖w‖N holds. We simply write ρ for (ρ,N) when there is no
confusion.
Let ((ρ1, V1),N1) and ((ρ2, V2),N2) be Weil–Deligne representations. A homomorphism from
(ρ1,N1) to (ρ2,N2) is a morphism f : (ρ1, V1) → (ρ2, V2) of representations of WK such that
N2 ◦ f = f ◦ N1 holds.
Let ρ = (ρ,N) be a Weil–Deligne representation. Let n be an integer. Then ρ(n) = (ρ(n),N) is also
a Weil–Deligne representation.
A.5.2. We are ready to state the proposition of this section. Let d 1 be an integer and let (π, V )
be an irreducible admissible representation of G = GLd(K ). Let (ρ,N) denote the Weil–Deligne repre-
sentation associated to π via the local Langlands correspondence.
Proposition A.12. The representation π is mirahoric if and only if any homomorphism ρ → ρ(1) of Weil–
Deligne representations has its image in ρur(1) ⊂ ρ(1). Here we have put ρur = (ρ I K )N=0 where IK is the
inertia subgroup of the Weil group of K .
We remark here that generic representation has a simple characterization using (ρ,N): π is
generic if and only if L(s,Ad◦ρ) has no pole at s = 1 (see [16, PROPOSITION 5.2.2, p. 384]).
Before proceeding with the proof, we make some observations.
A.5.3. Let ρ be an indecomposable Weil–Deligne representation. Then by the classiﬁcation of
Weil–Deligne representations, ρ is of the form (ρ ′,0) ⊗ Sp(e) where Sp(e) is the Weil–Deligne rep-
resentation deﬁned in [25, (4.1.4), p. 20] (or see [16, p. 379]), ρ ′ is an irreducible ﬁnite-dimensional
representation of WK , and e  1 is some integer.
Let ρi = (ρ ′i ,0) ⊗ Sp(ei) for i = 1,2 be two indecomposable Weil–Deligne representations. Then it
follows from the deﬁnitions that dimCHom(ρ1,ρ2) equals either 0 or 1, and equals 1 if and only if
there exists an integer n such that ρ ′1 ∼= ρ ′2(n) and n 0 n + e2 − 1 e1 − 1.
Let VSp(ei) denote the representation space of Sp(ei). Then for an integer j  0, Sp(ei)N
j=0 =
(V N
j=0
Sp(ei)
,0) is a sub Weil–Deligne representation of Sp(ei), and the quotient Sp(ei)/Sp(ei)N
j=0 is iso-
morphic to Sp(ei − j) (here we understand that Sp(ei − j) = 0 if ei  j).
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Sp(e2)N
e2+n=0.
Suppose that a Weil–Deligne representation ρ corresponds to π via the local Langlands correspon-
dence and π ∼= L(A) for a multiset of segments A. Then using the discussion above and the explicit
description of the correspondence (we refer to the ﬁrst paragraph of [16, p. 381] for an explicit de-
scription of the correspondence), one sees that Hom(ρ,ρ(1)) = 0 if and only if A is not linked.
(Digression: It is known that A is not linked if and only if π is generic. One can check that
Hom(ρ,ρ(1)) = 0 is equivalent to the condition that L(Ad◦ρ, s) does not have a pole at s = 1. This
gives a proof of the statement above concerning the characterization of genericity in terms of the
L-factor.)
A.5.4. Let π ′ denote the irreducible admissible representation corresponding to ρ/ρur. We give
a description of π ′ in terms of the multiset of segments. Let A = {1, . . . ,m} be the multiset of
segments such that π ∼= L(A). We deﬁne a segment (or an empty set) ′i for each 1  i  m as
follows. We put
′i =
{
i if i is not unipotent,
[σ , . . . , σ (e − 1)] if i = [σ , . . . , σ (e)] is unipotent and e  2,
∅ if i = [σ ] is unipotent.
We let A′ = {′1, . . . ,′m} denote a multiset of segments, where we skip those ′i ’s that are empty
sets.
Lemma A.13.We have π ′ ∼= L(A′).
Proof. The subrepresentation ρuri equals zero when ρi is not unramiﬁed (in particular, if ρ
′ is more
than one-dimensional). When ρi is unramiﬁed, it is the subrepresentation (ρ ′i ,0) ⊗ Sp(ei)N=0 of
(ρ ′i ,0) ⊗ Sp(ei).
The claim follows from this explicit description in view of the discussion in Section A.5.3. 
A.5.5. Proof of Proposition A.12
Note that by construction A′ is not linked if and only if A is not tightly linked. It follows that π
is mirahoric if and only if A′ is not linked. From the discussion in Section A.5.3, we see that A′ is not
linked if and only if Hom(ρ/ρur,ρ(1)/ρur(1)) = 0. Therefore to prove the proposition, it suﬃces to
show the following lemma.
Lemma A.14. For a Weil–Deligne representation ρ0 , a morphism ρ0/ρur0 → ρ0(1)/ρur0 (1) lifts to a morphism
ρ0 → ρ0(1).
Proof. It suﬃces to prove that for indecomposable Weil–Deligne representations ρ1 and ρ2, any
morphism f :ρ1/ρur1 → ρ2/ρur2 lifts to a morphism ρ1 → ρ2. As ρi is indecomposable, there ex-
ist an integer ei and an irreducible ﬁnite-dimensional representation ρ ′i such that ρi is of the form
ρ ′i ⊗ Sp(ei) for each i = 1,2. Then ρi/ρuri is ρ ′i ⊗ Sp(ei − δ) where δ = 0 or 1 (as was remarked in the
proof of Lemma A.13).
Suppose f is nonzero. Then ρ ′1 ∼= ρ ′2(n) for some integer n, and the image of f is then of the form
ρ ′2 ⊗ Sp(e) for some e as was remarked in Section A.5.3. One can then construct explicitly the lift
ρ ′1 → ρ ′2 by looking at the deﬁnition of Sp and the twist (n). This proves the lemma. 
This ﬁnishes the proof of Proposition A.12.
A.6. A characterization using the highest derivative
We give a characterization of mirahoric representations using the highest derivative.
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8.1. THEOREM, p. 195], it is an irreducible admissible representation of GLd′ (K ) for some d′ with
0 d′ < d.
For mirahoric representations, we have the following proposition which gives a characterization
using the highest derivative. For generic representations, it can be proved (for example, using the
proof of the proposition below) that π is generic if and only if πh is trivial (i.e., d′ = 0).
Proposition A.15. The representation π is mirahoric if and only if the conductor of πh is equal to zero. Here,
when d′ = 0, we understand that the conductor of πh equals zero.
Proof. We prove this proposition using Lemma A.18 in Section A.7. Later we will give a proof of
Lemma A.18 which does not depend on Proposition A.12. Let A be the unique ﬁnite multiset of seg-
ments such that π is isomorphic to L(A). Let S , Su, and As for s ∈ S be as in Section A.4. We
put Au =∐s∈Su As and Anu =∐s∈S\Su As . Then π is mirahoric if and only if L(Au) is mirahoric and
L(Anu) is generic. Here, for an empty multiset ∅ of segments, we understand that L(∅) is mirahoric
and generic. It follows from the deﬁnition of the highest derivative that L(Anu) is generic if and only
if the highest derivative of L(Anu) is the trivial representation of GL0(K ) = {1}. Hence to prove the
claim it suﬃces to prove that L(Au) is mirahoric if and only if the conductor of the highest derivative
of L(Au) is equal to zero.
Let B denote the ﬁnite multiset of segments such that the Zelevinsky dual of L(Au) is isomorphic
to L(B). It follows from Lemma A.18 that L(Au) is mirahoric if and only if L(B) is mirahoric. As
mentioned in Section A.1.4, L(Au) is isomorphic to the representation 〈B〉 in the notation of [27, 6.5,
p. 189]. Let B− be the multiset of segments introduced in [27, 6.6, p. 189]. It is immediate from the
deﬁnition of B− that L(B) is mirahoric if and only if L(B−) is generic. Let B−, be the multiset of
segments such that 〈B−〉 is isomorphic to L(B−,). Then, by [27, 9.10, p. 201], L(B−) is generic if
and only if any element in B−, is a segment of length one. The latter condition is equivalent to the
condition that the conductor of L(B−,) is equal to zero. It follows from [27, 8.1. THEOREM, p. 195]
that the highest derivative of L(Au) is isomorphic to L(B,−). Thus L(Au) is mirahoric if and only if
the conductor of the highest derivative of L(Au) equals zero. This proves the claim. 
A.7. Mirahoric representations and the Zelevinsky involution
It follows from [27, 9.10, p. 201] that the irreducible admissible representation π of GLd(K ) is
generic if and only if the Zelevinsky dual of π is isomorphic to L(A) for some multiset A of segments
such that any element in A is a segment of length one. In this subsection, we give a characterization
of mirahoric representations in terms of the Zelevinsky involution.
Let π be an irreducible admissible representation of G = GLd(K ) and let π ′ be the mirahoric
representation associated to π . Let A denote the unique non-empty ﬁnite multiset of segments such
that π is isomorphic to L(A) as a representation of G . Let Au ⊂ A denote the sub multiset of unipotent
segments in A. It is immediate from the deﬁnition of the associated mirahoric representation that π
is mirahoric if and only if the following conditions are satisﬁed:
• Au is empty or L(Au) is mirahoric.
• A = Au or L(A \ Au) is generic.
Since L(Au) is unipotent, the study of mirahoric unipotent representations is important for the
study of mirahoric representations.
Proposition A.16. The class of all mirahoric unipotent representations is the smallest subclass C of all irre-
ducible admissible unipotent representations GLd(K ) for some d satisfying the following properties:
1. C is closed under isomorphisms.
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such that L(A) ∈ C, then L(A  {σ }) is also in C .
3. C is stable under the Zelevinsky involution.
To prove Proposition A.16 we use the following two lemmas.
Lemma A.17. Let A be a non-empty unipotent multiset of segments.
1. If σ is an unramiﬁed quasicharacter of K× , then L(A  {σ }) is mirahoric if and only if L(A) is mirahoric.
2. If L(A) is mirahoric and if A is not of the form A = A1  {σ1} for some unramiﬁed quasicharacter σ1
of K× , then the Zelevinsky dual of L(A) is isomorphic to L(A2  {σ2}) for some unipotent multiset A2 of
segments and for some unramiﬁed quasicharacter σ2 of K× .
Proof. The claim (1) is immediate from the deﬁnition of the associated mirahoric representation.
We prove (2). Suppose that L(A) is mirahoric and if A is not of the form A = A1  {σ1} for some
unramiﬁed quasicharacter σ1 of K× . We are easily reduced to the case where A is a multiset of
segments which belong to a ﬁxed class s ∈ Su. We choose an unramiﬁed quasicharacter σs of K×
such that the segment {σs} belongs to s. Let A denote the multiset of segments corresponding to the
Zelevinsky dual of L(A).
Let i ∈ Z be the largest integer such that σs(i) belongs to some segment in A. Then it follows from
the recursive algorithm given in [19, II, 2] for describing A that the segment {σs(i)} belongs to A .
This proves the claim. 
Lemma A.18. Let π be a unipotent irreducible admissible representation of GLd(K ). Suppose that π is mira-
horic. Then the Zelevinsky dual of π is mirahoric.
Proof. We are easily reduced to the case π = L(A) where A is a multiset of segments which belong
to a ﬁxed class s ∈ Su. We choose an unramiﬁed quasicharacter σs of K× such that the segment {σs}
belongs to s. Let A denote the multiset of segments corresponding to the Zelevinsky dual of L(A).
We will prove the claim by induction on d. Before proceeding, we recall the description of the
multiset A given in [19]. We deﬁne an integer m′  1, a ﬁnite sequence of segments 1, . . . ,

m′
and a ﬁnite sequence of non-empty ﬁnite multisets of segments A1, . . . , Am′ inductively as follows.
We put A1 = A. Suppose that we have deﬁned the non-empty multiset Ai of segments. In [19, II,
2], Moeglin and Waldspurger associate, for any ﬁnite non-empty multiset m of segments, a segment
denoted by {d−r, . . . ,d} and a ﬁnite (possibly empty) multiset of segments denoted by m− . We deﬁne


i to be the segment {d − r, . . . ,d} for m = Ai . If the multiset m− for m = Ai is non-empty, then we
deﬁne Ai+1 to be the multiset m− . If m− is empty, then we put m′ = i and the process terminates. By
[19, II, 13] we have A = {1, . . . ,m′ }, and moreover for 1 j m, the Zelevinsky dual of L(A j) is
isomorphic to L({j, . . . ,m′ }). It immediately follows from the construction that L(Ai) is mirahoric
for i = 1, . . . ,m′ .
Let us write 1 = {σs(i), . . . , σs( j − 1)}. Then, by the assumption of that L(A) is mirahoric, the
segment {σs(k)} belongs to A for i < k < j and there exists an element  in A which is of the
form  = {σs(), . . . , σs(i)} for some  i. We choose such an element  in A so that  is maximal
among all such . By deﬁnition, A2 is the multiset obtained from A = A1 by removing {, {σs(i +
1)}, . . . , {σs( j−1)}} and then, if  < i, by adding the segment {σs(), . . . , σs(i−1)}. Since the Zelevin-
sky dual of L(A2) is L({2, . . . ,m′ }), the inductive hypothesis shows that L({2, . . . ,m′ }) is mira-
horic. Hence it suﬃces to show that 1 and 

i′ are not tightly linked for i
′ = 2, . . . ,m′ .
Suppose that 1 and 

i′ are tightly linked for some i
′ with 2 i′ m′ . It follows from the deﬁni-
tion of i′ that the segment {σs(i)} and a segment of the form {σs( j′), . . . , σs(i − 1)} for some j′ < i
are in Ai′ .
We claim that  = i − 1. Assume that  < i − 1. Then the segment {σs(i)} does not belong to A.
Hence it follows from the deﬁnition of the multisets A1, . . . , Ai′ that there exists an integer j′′ > i
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segments  and {σs(i), . . . , σs( j′′ − 1)} are tightly linked. Hence we have  = i − 1.
It follows from the deﬁnition of 1 that the segment {σs( j′), . . . , σs(i − 1)} does not belong to A.
Hence it follows from the deﬁnition of the multisets A1, . . . , Ai′ that there exists an integer i′′ with
1 i′′ < i′ such that the segment {σs( j′), . . . , σs(i)} belongs to Ai′′ and that the segment {σs(i)} does
not belong to Ai′′ . However, since {σs(i)} belongs to Ai′ , there exists an integer j′′ > i+1 such that the
segment {σs(i), . . . , σs( j′′ − 1)} belongs to Ai′′ . This leads to a contradiction since the two segments
{σs( j′), . . . , σs(i)} and {σs(i), . . . , σs( j′′ − 1)} are tightly linked. This proves the claim. 
Proof of Proposition A.16. Let C be a subclass of all irreducible admissible unipotent representations
GLd(K ) for some d satisfying the three properties in the statement of Proposition A.16. We will show,
by induction on d, that any mirahoric unipotent representation π of GLd(K ) belongs to C . When
d = 1, this is obvious since any unipotent irreducible admissible representation of π is mirahoric.
Suppose that d  2 and let A be the multiset of segments such that L(A) is isomorphic to π . If A is
of the form A = A1  {σ1} for some unramiﬁed quasicharacter σ1 of K× , then it follows from (1) of
Lemma A.17 that L(A1) is mirahoric. By the inductive hypothesis L(A1) belongs to C . Hence π also
belongs to C .
If A is not of the form A = A1  {σ1} for some unramiﬁed character σ1 of K× , then it follows
from (2) of Lemma A.17 that the Zelevinsky dual of π is of the form L(A2  {σ2}) for some multiset
A2 of unipotent segments and for some unramiﬁed character σ2 of K× . By Lemma A.18 and (1) of
Lemma A.17 that L(A2) is mirahoric. By the inductive hypothesis L(A2) belongs to C . Hence π also
belongs to C . This completes the proof. 
A.7.1. Let A = {1, . . . ,m} be a multiset of segments. We deﬁned 〈A〉 in Section A.1.4.
Corollary A.19. The representation 〈A〉 is mirahoric if and only if the following two conditions hold:
1. If i is not unipotent, then i = {ρ} for some supercuspidal representation ρ .
2. If i and  j are unipotent, then i and  j are not tightly linked.
Proof. Using the notation as in the proof of Proposition A.15, we write A = Au∐ Anu. Set Bnu =
ι(Anu) and Bu = ι(Au) where ι is the Zelevinsky involution. Then each segment of Bu is unipotent and
that of Bnu is not unipotent. Hence we have 〈A〉 = L(B) if we set B = Bu∐ Bnu. From the discussion
at the beginning of Section A.7, it follows that 〈A〉 is mirahoric if and only if L(Bu) is mirahoric and
L(Bnu) is generic. Using Lemma A.18, the ﬁrst condition above is equivalent to L(Au) being mirahoric.
The latter condition is equivalent to no pair of segments in Bnu is linked. This, by the deﬁnition of ι,
is equivalent to that any segment in Anu is of the form {ρ} for some ρ . This completes the proof. 
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