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Atherosclerosis is one of the main diseases responsible for the high global mortality rate 
involving heart and blood vessel disorders. The build-up of fatty materials in the inner wall 
of the human artery prevents sufficient oxygen and nutrients reaching the organs of the body.  
Atherosclerosis is a chronic, long term condition, which develops and progresses over time; 
however, the disease does not present any symptoms until an advanced stage is reached, 
which results in potential permanent debility and sometimes sudden death. 
This thesis is concerned with the progression of atherosclerosis in an artery with mild 
stenosis that has resulted in a 30% reduction in its diameter. To this end, data on the low wall 
shear stress has been correlated with the atherosclerotic prone region. In a stenosed artery, 
this region corresponds to the separation zone that is formed distal to the lumen reduction. 
Atherosclerosis is a complex phenomenon, and not only involves wall shear stress, but also 
cellular interactions. Previous research has shown that even in the absence of wall biological 
effects, the blood cell distribution is strongly influenced by the hydrodynamics of the fluid.  
The mechanisms of blood cell distribution and the dynamic behaviour of the blood flow 
were investigated by developing a physical model of the stenosed artery, and by using 
particles to represent the presence of the blood cells. Particle Image Velocimetry system was 
employed and the size of particles were the 10μm and 20μm.The flow field was 
characterised and the particle distribution was measured. 
The characteristics of steady flow in the stenosed artery at Reynolds numbers of 250 and 320 
revealed the importance of fluid inertia and the shear gradient distal to stenosis. Unequal 
distribution of the particles modelling the blood cells was observed, as more particles 
occupied the recirculation zones than the high shear region and central jet. The particle 
migration was found to depend on the particle size, particle concentration and fluid flow 
rates. The results suggested that the presence of similar effects in the real human arterial 
system may be significant to the progression of atherosclerotic plaques. At lower Reynolds 
number of 130, a particle depleted layer was observed at the wall region. In physiological 
flow the cell free layer will prevent the transport of oxygen and nitrogen oxide (NO) to the 
muscle tissues. 
A numerical method was used to simulate the flow characteristics measured in the 
experiment. The numerical results revealed the importance of the hydrodynamic mechanism 
of particle migration. Drag and lift forces were found to affect the residence time of particles 
in the recirculation region.  
The findings of this work have suggested that for a complex geometry like a large stenosed 
artery at physiological flow rates, hydrodynamic forces are important in cell migration in the 
flow separation zone. Even without biological forces, the cells migrate to the low wall shear 
stress region. For computational dynamics studies, this study has demonstrated the need for 
higher-order modelling at the cellular level in order to establish the particle migration 
mechanisms.
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1.1.1 Cardiovascular diseases and atherosclerosis 
Cardiovascular diseases (CVD) are the leading cause of death in the world. The World 
Health Organisation (WHO) divides CVD into several different main categories; coronary 
heart disease (that cause heart attack), cerebrovascular disease (also known as stroke), 
peripheral disease (that affects vessels in the arms and legs), vein thrombosis (blood clots), 
and rheumatic heart disease (that causes damage to heart muscle and heart valves). Statistics 
in Figure 1.1 indicate that the number of people who died because of CVD is larger than 
cancers and other diseases. Figure 1.2 shows the projected deaths for different diseases until 
2030 using 2004 data.   
 
Figure 1.1 Distribution of death by leading cause group, male and female, 2004. Source: The 




Figure 1.2 Projected deaths by cause for high-, middle- and low-income countries. Source: 
The Global Burden of Disease: 2004 update, WHO 
 
Atherosclerosis is the build-up of fatty materials in the inner wall of the arteries. The 
narrowing of the arterial lumen is called a stenosis or plaque. If the degree of vessel 
occlusion is severe this prevents sufficient oxygen and nutrition reaching the distal tissues 
resulting in tissue damage and tissue death. In modern lifestyle smoking, unhealthy diet and 
lack of physical exercise are the major risk factors for cardiovascular diseases (WHO, 2002). 
The risk factors start as early as childhood life. Early lesions of atherosclerosis are most 
frequently encountered in children whose risk factors included smoking, obesity and high 
blood pressure. 
The inflammatory process is triggered when blood containing a high level of low density 
lipoprotein (LDL) experienced an abnormal wall shear (Ku, 1997). LDL is a complex of 
numerous cholesterol molecules bound to a single protein carrier. LDL stimulates the 
recruitment of leukocytes (white blood cells) into the arterial wall (Weissberg, 2007). The 
leukocytes absorb LDL and transform into foam cells.  At an early stage atherosclerosis is 
present as a fatty streak that consists of smooth muscle cells filled with lipid and 
macrophages. Early disease does not cause any symptoms, however over time with repeated 
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inflammation process, a fibrous plaque is formed. The last stage of atherosclerosis occurs 
when the plaque ruptures, exposing the cholesterol and the tissue underneath, and the chronic 
inflammatory reaction lead to thrombosis. Thrombosis is initiated by the adherence and 
accumulation of platelets at the inflamed site. The blood clot may cause lumen occlusion that 
within seconds to minutes ends with potential permanent debility and sometimes sudden 
death. The result is illustrated in Figure 1.3. 
 
Figure 1.3 Atherosclerosis (Reprinted from http://www.medicalsymptomsguide.com) 
It is recognized that the risk of rupture is also determined by the plaque composition. 
Vulnerable plaque is associated with a thin fibrous cap and a larger lipid pool, whereas stable 
plaque is associated with a thicker fibrous cap and a smaller or absent lipid pool (Libby et 
al., 2002).  
Atherosclerotic lesions, which initiated in low wall shear stress region (Caro et al., 1971) 
grow over time and form a plaque with high concentration of lipid.  For the established 
plaque, high wall shear stress is hypothesised to cause fibrous cap thinning, which leave the 
plaque at risk of rupture through high tissue stress (Slager et al., 1995; Slager et al., 1995). 
Arterial thrombus is usually found superimposed on the atherosclerotic plaque which has 
ruptured.  Thrombi are found in the low shear region where the flow stasis and recirculation 
exist.   
1.1.2 Stenosed artery 
The human arterial system is shown in Figure 1.4. The artery system distributes oxygenated 
blood from the heart to the entire human body.  
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Figure 1.4 Artery system. (Reprinted from http://www.arthursclipart.org/medical/circulatory) 
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Table 1.1 presents the characteristic values of flow parameters within major healthy arteries 
(Hathcock, 2006) where the vessel mean diameter and the time-averaged Reynolds number, 
Re are tabulated. Re describes the ratio of inertial to viscous forces in fluid. 
For comparison, the data for microcirculations, small arteries and arterioles are also 
included. These data are approximate by taking the averaged values compiled from 
Goldsmith and Turitto (1986), and Wootton and Ku (1999).  
Table 1.1 Flow parameters in human arteries 
Vessel Mean diameter (mm) Re 
Ascending aorta 23-45 800-1600 
Femoral artery 5.0 280 
Common carotid 5.9 330 
Internal carotid 6.1 220 
Left main coronary artery 4.0 240 
Right coronary 3.4 150 
Small arteries 0.3 5 
Arterioles 0.03 0.04 
 
The sites of stenotic diseases are commonly found in the cereberal artery, the femoral artery, 
the abdominal aorta and the carotid bifurcation. The common features of these arteries 
include curvature and bifurcation where secondary flow and recirculation might develop and 
consequently change the fluid loading on vessel walls (Ku, 1997). An example of an 




Figure 1.5 Angiogram image showing 1.Femoral artery 2. Stenosis of deep femoral artery 
(Reprinted from http://www.seattleavir.com/andp.html) 
1.1.3 Diagnosis  
Diagnosis of the location and extent of arterial disease is initially based on a clinical 
evaluation of the patient symptoms. Further clarification of the extent and degree of disease 
may be made using various types of imaging systems. Ultrasound and Magnetic Resonance 
Imaging (MRI) are non-invasive (ie. do not involve any damage or injury to the patient).    
X-ray techniques are invasive involving a radiation dose and often an arterial puncture.  
X-ray angiography has been used for many decades. A contrast agent which shows up by 
absorbing the x-rays is injected into the blood to make it visible on the x-ray images. The x-
ray images are usually taken using digital subtracts angiography to allow better visualisation 
of the vessels. Access to the blood vessel is through a guide wire or catheter. This invasive 
technique is associated with risk of bleeding, infection, pain and exposure to radiation. The 
risk of permanent neurological complications in angiographic procedures in cerebral arteries 
is between 1 to 4% (Hankey et al., 1990; Davies and Humphrey, 1993).  
MRI is based on the resonance energy of the photons that depends on the magnetic field 
strength applied. An image can be constructed because the protons in different tissues return 
to their equilibrium state at different rates. By changing the parameters on the scanner this 
effect is used to create contrast between different types of body tissue or between other 
properties like blood. Even though MRI can give high resolution 3D images, signal loss may 
occur in a slow flow region and leads to inaccuracy in assessing stenosis artery images.  
Computed tomography (CT) produces 2D and 3D cross-sectional images of an object from 
1D X-ray images. Beams of X-rays are passed from a rotating device through the area of 
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interest in the body from different angles to create cross-sectional images, which then are 
assembled by the computer into a three-dimensional picture of the area being studied. CT 
produces detailed images of both blood vessels and tissues. Contrast agent could also be used 
to get clearer images. Although CT has been used in many clinical applications, blocked 
blood vessels make the images difficult to interpret. In application to the stenosed artery, this 
method is not yet reliable in imaging small tortuous arteries particularly coronary arteries in 
the rapidly moving heart (Kupeli et al., 2010). 
Ultrasound is real-time, portable, inexpensive and safe imaging modality therefore it is 
widely used.  Unlike the above methods ultrasound has no ionising radiation. Contrast agents 
could also be used. A high frequency beam of sound waves is transmitted into the body. The 
sound waves are emitted from the piezoelectric element that has been excited by electrical 
pulses. Several elements are arranged together to form a transducer. The wave travels into 
the body and comes into focus at a desired depth. The image is formed by the reverse of the 
process use to create the sound waves. The returning echoes to the transducer are converted 
by the elements into electrical signals and are then processed to form the image. The  time 
taken for the echo to return back to the transducer will determine the location of pixels that 
form the image. The Doppler ultrasound technique has been used to evaluate blood flow in 
major arteries.  
The above imaging method provides information on geometry and motion. A stenosed artery 
is characterised by the percentage of lumen diameter reduction that has resulted from plaque 
formed (Wootton and Ku, 1999).  
 
1.1.4 Treatments of atherosclerosis 
The purpose of atherosclerosis treatment is to reduce symptoms and prevent complications. 
These include life style change, medication and surgery. Life style changes include a low fat 
diet, weight loss and moderate exercise. Medication may be used to reduce fats and 
cholesterol in bloods (Steinberg, 2002). Medical therapy includes the prescription of 
cholesterol lowering drugs and anticoagulant to reduce risk of clot formation. In the case of 
carotid arteries, medical therapy is usually for mild to moderate cases while surgery is 
reserved for cases with severe stenosis (Strickman and Loyalka, 2005). However, nearly two 
thirds of the patients with acute coronary events were shown often to have <50% diameter 
narrowing before the clinical event (Alsheikh-Ali et al., 2010) . Though the decision to 
operate is based mainly on an assessment of the lumen reduction, it is addressed that the risk 
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of rupture is also determined by the plaque composition (Libby et al., 2002). Much research 
in imaging is devoted to the improvement of current diameter-base criteria, with the aim of 
identifying new biomarkers of plaque rupture non-invasively (Hoskins and Hardman, 2009).  
There are several types of procedures to reduce or remove plaque for moderate to severe 
stenosed arteries. Balloon angioplasty is a procedure using a balloon-tipped catheter inserted 
through an artery to enlarge a narrowing in an artery (Figure 1.6). The balloon crushes the 
fatty deposits, so opening up the blood vessel to improved flow. The stent is inserted 
collapsed over a balloon and positioned at the stenosis, the balloon is inflated to expand the 
stent, and the balloon is deflated and withdrawn. Patients who undergo this treatment having 
risk of blood clot are normally given an anti-thrombosis medication. In bypass graft surgery, 
a vein usually obtained from the patient‟s leg (the saphenous vein) or a blood conduit 
fabricated from an artificial material, is grafted to the site of stenosis in such a way that the 
blood flow will bypass the occlusions. Endarterectomy is another invasive procedure; where 
the vascular surgeon makes an incision in the affected artery and removes the plaque or 
blood clot. There are risks related to operation procedure for instance the patient having 
coronary artery bypass graft are exposed to infection in the incision, loss of kidney function, 
brain complications and heart attack after the surgery. 
 
 
Figure 1.6 A. Preoperative angiogram showing stenosis of the femoral artery. B. Balloon and 
stent in place. C. Postoperative angiogram showing correction of the stenosis with a stent. 
(Reprinted from YourSurgery.Com®, http://www.yoursurgery.com). 
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1.1.5 Summary 
Cardiovascular diseases associated to atherosclerosis have been introduced. The global death 
resulted from the diseased is anticipated to increase. The flow phenomena resulting from the 
stenosed geometry such as flow separation and recirculation are associated with 
atherosclerotic prone regions. During the diagnosis the stenosis artery is characterise 
according to diameter reduction that is due to plaque formation. The treatment of stenosis is 
decided based on the percentage of lumen occlusion whether it is mild, moderate or severe.  
 
1.2 The role of fluid mechanics 
Conventional diagnosis is based on lumen diameter, and relatively simple parameters such as 
the maximum blood flow velocity. It is however known that arterial disease progresses due 
to an interplay between local mechanical forces and local biology, and there is an 
opportunity to use more complex measurements related to the 3D velocity field, and 
measurements related to blood velocity such as wall shear stress, which currently are not 
used in diagnosis.  
1.2.1 Biomechanical forces 
When heart is pumping the blood to the vascular network, the artery wall is subjected to 
haemodynamic forces. The inner surface of the arterial wall, the endothelium, contains 
biological receptors that sense changes of these forces (Pritchard et al., 1995). The 
perpendicular forces resulting from the pressure pulse is responsible for arterial wall 
distension. The tangential stress exerted by the blood flow is the frictional force known as 
wall shear stress (WSS). Equation 1.1 states the relationship between wall shear stress τw, 






                                       (1.1) 
 
The shear rate, 
 
is defined as the radial derivative of blood flow velocity (v/r). The WSS 
is evaluated using the velocity gradient at the wall. WSS is important in determining the 
endothelial cell function. The blood WSS modulates diameter adaptive responses, intimal 
thickening and platelet thrombosis (Wootton and Ku, 1999). For instance, if the artery senses 
an increase in flow, it will dilate and remodel with a larger diameter. The widening of blood 
vessels (vasodilation) is the result from the relaxation of smooth muscle cells. WSS 
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stimulates the release of endothelium –derived nitric oxide (NO) which will react with red 
blood cells that modulates the vascular function (Azarov et al., 2005). On the other hand, if 
low WSS is detected, an intimal thickening mechanism will be triggered to re-establish a 
normal WSS. 
Early evidence suggested that mean wall shear stress was maintained constant in arteries in 
the region of 1-2Pa (Giddens et al., 1993). However recent evidence has suggested that there 
are variations in mean wall shear stress in different arteries. Cheng et al (2007) reported the 
values varied between 2 to 16 Pa. Under abnormal shear stress, endothelial dysfunction can 
occur (Shin et al., 2004). Disordered endothelial function triggers inflammatory response 
which contributes to the development of atheromatous plaque. Shear stress as low as 0.4 Pa 
was found to stimulate an atherogenic phenotype (Malek et al., 1999).  
Low WSS has been correlated with atherosclerosis due to low mass diffusion of lipids away 
from the wall (Caro, 1978). Intimal plaque thickening was greatest at low WSS region. Fluid 
shear stress has been shown to regulate transcription by endothelial cells of adhesion 
molecules genes that attract leukocytes as well as transcription of growth factors such as 
platelet derived growth factor that simulate smooth muscle cells migration and proliferation 
(Slager et al., 1995). 
1.2.2 Estimating wall shear stress 
As described in earlier, WSS is a frictional force between blood and endothelium which is a 
potential parameter to assist atherosclerosis diagnosis. The wall shear rate in Equation 1.1 
can be estimated from imaging systems. However, it was found that there were difficulties in 
identifying the wall location in regions of low shear. In large arteries the assessment of WSS 
remains an approximation due to limited spatial resolution (Reneman et al., 2006). The in-
vivo calculations for WSS are derived from Equation 1.2 where the stress is expressed in 
terms of volume flow rate by assuming fully developed laminar flow. The relationship 







                                                      (1.2) 
 Where Q is the volumetric flow rate and R is the lumen radius. When the flow is assumed 




V maxmean 24                                              (1.3) 
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The determination of WSS using simplification in Equation 1.3 requires the measurement of 
the vessel radius and either maximum or average flow velocity.  However, the shear stress 
value calculated in this way poses an error as high as 50% (Reneman et al., 2006). 
A more accurate method of determining the wall shear rate is by analysing the near vessel 
wall velocity gradient as in Equation 1.1 where the WSS is determined by multiplying the 
wall shear rate with blood viscosity. However, wall shear rate measurement is difficult by 
using imaging technique. Blood flow velocities have to be determined accurately close to the 
wall. In arteries, wall shear rate is assessed at a distance from the wall due to limited 
resolution of the ultrasound and MRI system. Extrapolation of shear rate data indicates that 
for shear rates values determined 250-300µm from the wall using the ultrasound technique, 
the shear stress at the wall is underestimated by 7-22% (Long et al., 2004; Blake, 2008).  
1.2.3 Image-guided modelling 
Image-guided modelling appeared to address many of the difficulties in obtaining reliable 
WSS values. Computational fluid dynamics (CFD) simulation is performed to estimate the 
blood flow velocities and hence the derived quantities including WSS. The processing chain 






Figure 1.7 The process steps for image-guided modelling for displaying flow field data. 
Simulations use true 3D geometry obtained from high resolution imaging techniques such as 
intravascular ultrasound (Chandran et al., 1996; Krams et al., 1997; Glor et al., 2005), MRI 
(Xu et al., 1999; Long et al., 2000; Glor et al., 2003), CT (Morris et al., 2005; Kagadis et al., 
2008; Kim et al., 2008) and rotational angiography (Steinman et al., 2003; Cebral et al., 
2005). Segmentation and meshing are performed to divide the arterial geometry into discrete 
finite elements. The governing mathematical flow equations are then solved over these 
volumes.  
3D 








The accuracy of the CFD data is dependent on the mathematical modelling equation 
employed and the boundary conditions set. Hence, it is important to program the equations 
according to the physiological environment. Verification of the computational method and 
validation of mathematical models are needed before the models can be accepted into 
clinical decision making (Steinman and Taylor, 2005; Taylor and Steinman, 2010).  
1.2.4 Summary 
The WSS plays an important role on the development and progression of atherosclerosis. 
Low WSS has been correlated with plaque thickening. With current imaging techniques the 
assessment of the WSS are difficult and pose significant measurement error. CFD methods 
have been used to determine the WSS. Numerical models need to be validated against 
experimental models which are accepted as gold standard. 
 
1.3 Blood models 
Blood is a fluid transporting nutrients, oxygen, carbon dioxide and other essential 
components to the body. Whole blood consists of cells suspensions and plasma. The 
concentrated suspended blood cell elements include red blood cells ( RBCs), white blood 
cells (WBCs) and platelets. In image-guided modeling, the blood properties have to be 
specified in the computational modeling. This section will first discuss the actual blood 
properties followed by the mathematical and physical models for blood used for WSS 
prediction. 
1.3.1 Blood composition 
The red blood cells themselves constitute 45% of blood volume. The volume fraction of 
RBCs in blood is also known as the haematocrit level. Other cells, such as leukocytes and 
platelets are only 1% of the total volume concentration. The remaining volume is the plasma 
which is mainly an aqueous solution containing organic and inorganic materials. Plasma 
consists of 90-92 % of water, 7% of proteins and remaining inorganic constituents. The 
blood composition and cell dimensions are summarised in Table 1.2. A schematic of cells in 




Table 1.2  Blood composition and cells dimension (Caro 1978) 
Blood elements 




Plasma    
(Constituents:  Water 








Red blood cells 
(Erythrocyte) 
Biconcave disc 
8 x 1-3 
 
45% 


















1.3.2 Blood viscosity 
In general, the rheology of a fluid can be described by its viscosity. As described in Equation 
1.1, viscosity is the ratio of the force that moves the fluid layers (shear stress) to the velocity 
gradient in the fluid, representing internal resistance between the fluid layers (Baskurt and 
Meiselman, 2003).  
The suspended elements, mainly the RBCs which are the dominant cells that occupy blood 
volume, strongly influence the apparent viscosity.  Plasma behaves like a Newtonian fluid 
with a constant viscosity of 1.2 mPas (Fung, 1993).  However, in the presence of cellular 
components, the apparent viscosity is not constant, therefore the rheological behaviour is 
non-Newtonian. In viscometer measurements, whole blood shows a shear thinning property. 
At low shear rate of 23s
-1
 the viscosity of human blood at 37ºC is in the range of 8.4 to 5.6 
mPas, and at a higher shear rate of 230s
-1
 viscosity is between 5.1-3.8 mPas (Wells and 
Merrill, 1962). At low shear, red cells form rouleaux that lead to high blood viscosity 
(Levick, 2003). At high mechanical shear rate typically 50s
-1
, the cells disaggregate (Pries et 
al., 1992). As the shear rate is increased, the rouleaux become progressively broken down in 
size by stretching and shearing forces acting during their deformation and rotation leads to 
decrease in viscosity. When shear rate reach 1000s
-1
, an asymptotic viscosity of 3.5mPas is 
reached and the blood behaves as a Newtonian fluid (Nichols and O'Rourke, 2005). The 
variation of viscosity and the presence of red blood cells in the blood suspension 
demonstrate the importance of cellular components on blood rheology. The shear thinning 
behaviour is described in Figure 1.9. 
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Figure 1.9 Blood viscosity (Reprinted from http://www.yashagrawal.com/2008/01/serum-or-
whole-blood-viscosity.html) 
 
1.3.3 Computational rheological models in blood flow study 
CFD models have been developed extensively to simulate blood flows. In CFD, 
hemodynamic studies employed Newtonian (Beech-Brandt et al., 2005; Stroev et al., 2007) 
and non-Newtonian models (Neofytou and Drikakis, 2003; Hyun et al., 2004; Longest et al., 
2004). For studies which assume blood is a Newtonian fluid, the viscosity is taken as a 
constant value, thus ignoring the shear-thinning behaviour of blood. The following 
discussion will explain the non-Newtonian blood models. 
Common non-Newtonian blood constitutive equations employed are Casson, Power Law and 
Quemada models (Buchanan et al., 2000; Longest and Kleinstreuer, 2003a; Longest and 









                                 (1.4) 
where τy is the yield stress and  µ∞ is the asymptotic viscosity.  The difficulty of applying the 
Casson equation lies in its discontinuous character. Thus, several modified Casson equations 
have been proposed, so that the whole range of shear stress will be represented by one 
equation (Papanastasiou, 1987; Ishikawa et al., 1998)  
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A power law based model to represent blood is derived by Walburn and Schneck (1976). It is 
given by 
hc       (1.5) 
This model takes into account the haematocrit and the total protein minus albumin (TPMA) 
in the parameters c and h. For blood with haematocrit 45% at 37˚C, c = 14.67 Pas and h = 
0.7755. However, the application of this model is limited to 0.031 – 120s
-1
 (Easthope and 
Brooks, 1980). 
In Quemada‟s model (Quemada, 1978), the shear rate is derived from the dependence  of 





























                                      (1.6) 
where µF is the suspending medium viscosity at volume concentration of particles, φ. In 
blood flow, the suspending medium is the plasma and the volume concentration of particles 
refers to blood haematocrit, γc being the critical shear rate associated with relaxation time. c0 
and c∞ are both semi-empirical intrinsic viscosities at γr << 1 and γr >> 1, respectively, where 
γ/ γc = γr. For haematocrit at 45%, the µF = 1.2mPas, values of parameters are γc = 1.88 s
-1
, c∞ 
= 2.07 and c0 = 4.33 (Neofytou, 2004).  The Quemada model extends to a maximum shear 
rate of 256.7s
-1
 which is higher than Casson and Power Law boundary (Buchanan et al., 
2000). 
Other shear thinning models include Carreau-Yasuda (Cho and Kensey, 1991), Herschel-
Bulkley (Sankar and Lee, 2008) and Cross (Chien, 1970). The details of these models 
applied in arterial flow is summarised by Johnston et al.(2004) and O‟Callaghan et al. 
(2006). 
 
1.3.4 WSS and blood models 
In CFD studies comparing the WSS distribution of Casson, Power law and Quemada models 
in the same flow system across a stenotic vessel indicate an intense WSS variations 
(Neofytou and Tsangaris, 2006). Although the WSS distribution is similar, the peak values 
for WSS for every model throughout the cycle are markedly different. The haemodynamic 
parameters variation is also observed in other studies comparing different rheological models 
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disturbed flow (Buchanan et al., 2000; O'Callaghan et al., 2006). Table 1.3 compares the 
WSS of different computational models. The difference between Newtonian and non-
Newtonian models are as small as few percent up to 160% depending on the geometry and 
the flow conditions. 
Table 1.3 Comparison of peak WSS predicted from Newtonian and non-Newtonian models 
in CFD. 
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The assumption that blood can be modelled as Newtonian fluid is still in question. For 
instance, Perktold et al.(1991) assumed homogeneous Newtonian fluid in their carotid artery 
bifurcation model, bearing in mind the wall shear stress resulting from Newtonian and non-
Newtonian model has 10% average difference. Blood is said to only have non-Newtonian 
properties when flowing in small arteries that have an internal radius less than 0.5mm, where 
the RBCs tend to aggregates (Levick, 2003; Nichols and O'Rourke, 2005). However, the 
rheological properties discussed above suggested the importance non-linear viscosity effects 
in disturbed flow of large artery. It can be concluded that choice of blood models has to be 
based on particular situations and cannot be treated as Newtonian/non-Newtonian in general. 
There is no single model can adequately describe the properties of blood under all 
circumstances (O'Callaghan et al., 2006). 
In order to study the rheological implication in WSS measurement experimentally, various 
blood analogue fluids have been developed having similar properties to blood and tested 
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under physiologic experimental environment.  Newtonian fluid experiment models normally 
use a water-glycerol mixture to mimic the viscosity of blood at 3.8-4 mPas (Deplano and 
Siouffi, 1999; Benard et al., 2003; Meagher et al., 2005). Meanwhile, for non-Newtonian 
fluid, various mixtures are employed. This include KSCN-Xanthan gum solution (Gijsen et 
al., 1999), polyacrylamide particle in DMSO solution (Walsh et al., 2003) and glycerine-
Xanthan gum (Gray, 2002). Significant differences in velocity profiles relative to those 
measured with Newtonian fluid reported (Deplano and Siouffi, 1999; Gijsen et al., 1999; 
Gray, 2002; Walsh et al., 2003). 
All of the non-Newtonian blood models employed in the computational modelling and 
experiment assumed blood as a homogeneous mixture. In other words, all blood models 
discussed treated blood as a single phase fluid.  The deviation from linearity observed from 
non-Newtonian models is depending on the properties of the bulk fluid.  
 
1.3.5 Summary 
Blood composition and blood viscosity models have been discussed. There is a significant 
influence of the viscosity models on WSS determined from CFD and experimental work. 
Most of the blood rheological models in large arteries predicting WSS assumed blood as a 
homogeneous fluid which is not the case in in-vitro. From microscopic consideration, blood 
composed of cellular materials that could be rendered as particulates. 
 
1.4 Multiphase nature of blood  
In Section 1.3, the WSS measurements based on single phase blood models has been 
discussed. Blood is in fact a two-phase liquid. It can be considered a solid-liquid suspension 
if the cellular elements are regarded as solid particles. One of the factors responsible for non-
Newtonian behaviour of whole blood is the presence of cell suspension (Pal, 2003). 
Although the blood cells are elastic, the properties were found insensitive to the velocity 
profile and WSS distribution in arterial geometry (Gijsen et al., 1998; O'Callaghan et al., 
2006). Therefore, blood cells can be treated as solid particles. In this section, the cellular 
distribution observed in-vitro and the relationship with atherosclerosis will be discussed 
1.4.1 Inhomgeneity of blood cells in blood vessels 
In tube flow, RBCs tend to move towards the axis of the tube leaving a marginal plasma 
layer. This layer is relatively deficient of suspended particles. The cell free layer although 
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very thin has an important effect on haemodynamics (Fung, 1993). Butler et al. (1998) 
imposed a cell-free layer near the vessel wall in a simulation involving the scavenging effect of 
red cells on nitric oxide (NO) produced from endothelium, demonstrating that a cell-free layer 
was necessary for NO to have a vasodilator effect as is known to occur in-vivo.  
Experimental observations made by Aarts et al.(1988) also demonstrated that platelets 
suspended in saline move radially and accumulate half way between the vessel centre and the 
vessel wall. However when suspended in a suspension of red cell ghosts at physiologic volume 
fractions (40%) the platelets were almost solely concentrated near the vessel wall.  
Karino and Goldsmith (1977) studied the behaviour of blood cells and solid spheres flowing in 
the separation zone of a step expansion of a capillary-sized vessel. Blood cells and solid spheres 
with diameter less than 20μm migrated out of the vortex whilst larger cells and spheres remained 
in the recirculation region. Lima et al. (2008) found that RBCs dispersion in straight glass 
capillaries leads to unequal distribution of cells depending on the cell concentration and vessel 
diameter. Similar observations were obtained in small arteries where Jung and Hassanein (2008) 
reported RBC volume concentrations down to 5% near the vessel wall compared to average 
values in the human of 45%. Those observations supported the fact that cellular content of 
blood at different levels of circulatory system varies over wide range (Baskurt and 
Meiselman, 2003). These works provide the evidence that inhomogeneity of blood cells does 
occur in arteries and microcirculation.   
1.4.2 Cellular distribution and atherosclerosis 
Atherosclerotic lesion is not evenly distributed over the arterial system and is a geometrically 
focused disease. The lesion preferentially located at inner curvature of artery, near side 
branches and stenosis with complex flow pattern (Jung et al., 2006).  Low WSS was reported 
under arterial flow phenomena where recirculation, stagnation, and secondary flow motion 
have been discovered at arterial branches, curves, bends and constriction (Sharma et al., 
2004). Low WSS was associated to plaque-modulating factor (Krams et al., 1997). In the 
presence of LDL and low WSS the inflammatory process is triggered. The receptors at the 
artery wall will stimulate the recruitment of WBCs. The migration of WBCs at low shear 
region has been observed by Skilbeck et al. (2004). The migration of WBCs to the wall is 
triggered by inflammation mediators at the wall which involved free flowing WBCs exiting 
the central blood stream, interacting with RBCs and decelerating to initialise rolling. Rolling 
is mediated by adhesion molecules at the wall surface (Artoli et al., 2007). The adhesion of 
WBCs shows marked increase in the recirculation region of a disturbed flow (Karino and 
Goldsmith, 1979; Barber et al., 1998; Hinds et al., 2001). Even in the absence of wall 
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biological effects, the WBCs margination to the wall is strongly influenced by 
hydrodynamics (Pritchard et al., 1995).  
In the case of thrombosis, increase in platelet accumulation is directly related to shear rate. 
Platelet accumulation may be explained in terms of a shear-link mechanism that involves 
platelet transport, platelet activation and embolisation (Ku, 1997).  RBC motion and platelet 
concentration are the main factors that affect the rate of platelet interaction with 
thrombogenic surface (Aarts et al., 1988). Platelets were seen accumulated near the 
reattachment point in stenosis. Platelets may recirculate in a flow separation area long 
enough to allow activation and form aggregates (Bluestein et al., 1997).  
Shear forces are not the only biomechanical factors that influence the vascular biology. Since 
the disease involves cellular interactions, we also need to look away from the wall and move 
to the bloodstream to understand vascular pathophysiology (Taylor and Steinman, 2010). 
Other than WSS, haemodynamic parameters related to blood cell interaction like flow 
residence time (Rayz et al., 2010) and near wall particle residence time (Longest et al., 2004) 
have been established. 
1.4.3 Summary 
Blood cell distribution is not uniform in the arterial network. Under low WSS, cellular 
interactions could lead to the onset of the inflammatory process and thrombosis. This suggest 




1.5 The physics of cell migration 
Migration and adhesion of blood cells in disturbed flow was reported in in-vitro experiments. 
In fluid mechanics blood cells can be regarded as particles. Whole blood is normally 
considered as a particle suspension. 
1.5.1 Particle migration in pipe flow 
In a dilute suspension of rigid spheres, the particles become concentrated in a thin cylindrical 
layer. They are moving at the same velocity and align themselves into a regular column 
parallel to tube axis. This observation appears when the particles travel a sufficient distance:  
“Two particles which happened to move along the same line attract each 
other, until they reach a minimum (not touching) distance. Then the 
repulsion predominates until by damped oscillations an equilibrium distance 
is found, and the particles form a stable pair. If the two particles were not 
initially aligned, a transverse displacement concomitant with this 
longitudinal rocking motion brings the particles into the same final 
configuration. This too, however, is final only if no other particle is found 
nearby, otherwise this also tends to align itself with the first two, and a 
group of three, equidistant particles is formed. And the process goes on, by 
capture of isolated spheres or by fusion of already formed groups, until all 
suspension is nothing more than a collection of nice, regular, long necklace” 
(Segre and Silberberg, 1961).  
It was shown that a freely rotating neutrally buoyant sphere in a fluid undergoing Poiseuille 
flow reached a stable equilibrium radial position at r=0.6R (Segre et al., 1962). The 
migration is independent of the initial point of release. Thus the overall migration leads to an 
accumulation of sphere in an intermediate annulus. This phenomenon is called the „tubular 
pinch effect‟.  The physical mechanism is not fully understood but the Saffman lift force is 
shown to be one of the contributing the factors (Feng and Michaelides, 2003; Matas et al., 
2004).  
 
1.5.2 Particle migration due to geometry expansion. 
Stenotic flow in an artery has a characteristic expansion on the distal (downstream) side. 
Previous studies on flow that developed recirculation or vortex zones have observed either 
particle depletion or accumulation depending on experimental conditions (Karino and 
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Goldsmith, 1977; Jin and Acrivos, 2004; Moraczewski et al., 2005; Moraczewski and 
Shapley, 2007). Table 1.4 summarises experimental work that has observed particle 
distribution in the recirculation region of the expansion geometry. Moraczweski et al. (2005) 
found a tendency for particles to migrate away or into the flow separation region in an abrupt 
axisymmetric 1:4 expansion depending on the tube-particle radius ratio, R/a, where R is the 
radius of the large tube. They concluded that a general pattern observed in their experiment 
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WBCs 10 635 0.03% 100, 
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(Hinds et al., 
2001) 
*PMMA-polymethylmethaacrylate 
Recent study by Zhao et al.(2008) disagreed with the correlation suggested. In their study 
RBC (R/a~12.5) and microparticles (R/a~50) were suspended together in blood plasma.  The 
RBCs were found to escape the recirculation zone while the microparticles accumulated at 
the corner of the expansion zone. 
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Hinds et al. (2001) performed experiments at higher Re tracking the WBCs adherence to the 
wall of the expansion region. They found that the WBCs do not adhere to the inert wall of 
the flow separation zone at Re =100 and 140. 
1.5.3 Summary 
The observation of particle migration in tube flow has been put forward explaining the role 
of hydrodynamic force to the particle motion. Experimental investigation looking at particle 
migration phenomena in flows subjected to expansion has been discussed. The flow Re 
studied ranges from 0.001 to 140.  
 
1.6 Critical gaps in the literature 
The description of atherosclerosis, the diagnosis, treatment, prevention and management of 
the disease was reviewed in Section 1.1. The role of biomechanical forces, the WSS in 
plaque development and the methods to determine the forces were discussed in Section 1.2. 
With current imaging techniques, the estimation of WSS is challenging. Image-guided 
modelling is the emerging computational technique to predict the blood flow behaviour.  
Numerical data has been used but lacks verification and validation. In Section 1.3 the 
properties of blood and blood models were reviewed. Various computational modelling and 
experimental approaches have been performed where blood models often neglect the two 
phase nature of blood. In section 1.4 the evidence of particle inhomogeneity has been put 
forward where the concentration of blood cells varied. Other than WSS, the blood cells 
localisation is also the contributing factor to the initiation and progression of the disease. 
Even though atherogenesis and atherothrombosis strongly influenced by WSS and cells-wall 
interaction, the correlation between blood cells concentration distribution at low WSS region 
that occur at atherosclerotic lesion was not fully understood. Section 1.5 relates the physics 
of cell migration and the atherosclerotic prone region. The study on migration of blood cells 
and micro-particles in the recirculation region of expansion geometry was reviewed.  
1.6.1 The need of understanding the particle migration in stenosed artery  
At cellular level there are many variables can influence the flow field hence, the WSS. The 
blood cells morphology such as the size and the shape as well as the concentration in plasma 
may affect the hydrodynamic behaviour. The question here is: to what extent do cell-plasma 
cell-wall and cell-cell interactions have an influence on the flow field? Unfortunately, a 
hydrodynamics mechanism has not been established due to difficulties in separating these 
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variables (Davies et al., 2005). Responding to this gap, this study will look at the basic 
factors that influence the migration of blood cells to the region prone to the disease 
progression.  
1.6.2 The need for micro-scale measurements for large arteries 
With present imaging techniques, the estimation of WSS is limited to macro estimation 
where the level of accuracy is in questioned. Near wall cellular interaction that influences 
surrounding velocity field is at micro scale. In-vivo estimation sometimes has limited spatial 
resolution that does not allow accuracy down to this scale.  
In computational studies, most viscosity models employed are not a function of blood cells 
interactions. The blood cells are assumed homogeneous with rheological models either 
Newtonian or non-Newtonian. 
The cellular interaction for microcirculation has been established and for large arteries this 
factor is often neglected. It has been shown that the cells distribution in a recirculation region 
is a function of cell size and vessel diameter (Matas et al., 2003; Moraczewski et al., 2005; 
Lima et al., 2008). Hence, the dynamics may differ between microcirculation and large 
arteries. 
Particle migration behaviour as summarised in Table 1.3 is limited to a low Re below large 
artery physiological flow rates. In arteries the mean Re spans from 160 to 1600 (Table 1.1). 
Considering large arteries with diameter range of 3-8mm, the tube-particle ratio, R/a are 
within 150 to 4000. At the moment all experimental studies looking at particle migration 
have the R/a up to 675 and maximum Re of 140. It is important to see the particle migration 
behaviour at the recirculation zone at much higher Reynolds number, where the inertial 
effect is significant.  
1.7 Outline of the thesis 
This study focuses on the hydrodynamics forces that affect cell distribution in the flow 
separation region of a diseased artery model where WSS are low. A physical experiment is 
conducted to investigate the particle distribution and computational simulation is performed 
to analyse the forces involved. In the experiment, a blood mimic solution is prepared by 
suspending micro-particles in fluid. The concentration of micro-particles prepared is dilute 
so that the flow field can be measured. Steady flow is used so that the involvement of 
variables due to transient effects is minimised. This work focuses on dilute particle 
suspensions where the concentration is less than 1%. 
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1.7.1 Aim  
The aim of the thesis is to investigate the particle migration behavior through a stenosed 
artery model. The influence of particulates suspension on the stenotic flow field is examined. 
1.7.2 Objectives 
The objectives of the thesis are 
 To characterize the flow through the stenosis geometry model using particle image 
velocimetry method. 
 To characterize the particle distribution distal to stenosis at physiological flow rates 
 To study the effect of particle sizes, particle concentration and flow rates on the 
particle distribution  
 To perform computer simulation to study quantitatively the motion of particles and 
the forces influencing the particle distribution 
1.7.3 Thesis structure 
The work is focused on the influence of particulate suspension on the flow field of a 
stenosed artery. 
Chapter 2 presents the principles of fluid mechanics in order to describe the flow of particle 
suspension. The single-phase flow of Navier-Stokes equation is first described followed by 
two-phase flow principles. The hydrodynamic forces involved in particle-fluid and particle-
particle are discussed. 
Chapter 3 explains the experimental approach in measuring the flow velocities of a stenosed 
artery model. This chapter describes the utilization of Particle Image Velocimetry (PIV) 
system to physically measure the flow field. 
Chapter 4 presents the essential characterisation of flow field in a stenosed artery model. The 
velocity is determined by PIV method and the velocity gradient is calculated. Flow 
dimensionless parameters were assessed to understand the flow behaviour. 
Chapter 5 examines the particle distribution in the recirculation region of a stenosed artery 
model. The influence of particle sizes, particle distribution and flow rates are reported. 
Chapter 6 deliberates a computational approach to validate the flow field measured in 
Chapter 4. The flow is treated as single phase. The reattachment length and the central vortex 
are compared. 
 26 
Chapter 7 presents the study employing computer simulation method to investigate the 
particle dynamics. The effect of hydrodynamic forces such as drag and lift forces on particle 
migration is discussed. The WSS in the recirculation region in the presence of particles is 








The understanding of biofluid dynamics like blood flow in artery relies on analytical fluid 
mechanics. The relations between blood plasma and cellular components play a role in 
understanding the mechanisms that leads to the initiation and progression of diseases. This 
chapter presents relevant fluid dynamics principles related to the particle migration 
behaviour. Dynamic similarity parameters are discussed and these parameters will be used 
consistently in the thesis. Single phase flow governed by the Navier-Stokes equations and 
the flow in a straight tube are reviewed. The overview is followed by multiphase 
consideration where the fundamental principle of solid-liquid flow is discussed. With that, 
the basic understanding is established for reference in the discussion of subsequent chapters. 
2.1 Dynamic similarity 
2.1.1 Introduction 
Dynamic similarity is important in fluid mechanics because it gives the benchmark to 
describe and compare flows under different conditions. In the case of flow in a human artery, 
the physical experimental model and computational model can be referred to the same 
dynamic parameters. These parameters are dimensionless where the magnitude of the 
hydrodynamic forces is expressed as a ratio to another force. In other words, the ratio of 
magnitude of any two forces in real human artery must be the same as the magnitude ratio of 
the corresponding forces in the laboratory measurement in physical model. For particle-fluid 
system investigated here, the relevant dimensionless flow parameters are the Reynolds 
numbers, Stokes number and Peclet number. 
2.1.2 Reynolds numbers 
The Reynolds number, Re, is proportional to the magnitude of the inertia force to the viscous 
force. A Re can be based on flow of fluid, particle suspended in the fluid and the shear acting 
on the particles in the fluid (Saffman, 1965). In general the flow Re of fluid in the cylindrical 
pipe is given as  
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
 meanDVRe                                                            (2.1) 
where  is density of the fluid, D is the diameter of the inlet, Vmean is the mean velocity of the 
fluid and  µ is the viscosity of the fluid. The mean velocity could be expressed in terms of 
the velocity magnitude, axial component, u or radial component, v. As shown in Table 1.1, 
blood flow Re in large arteries ranges from 160 to 1600. 






Re                                                            (2.2) 
where Vs is the slip velocity which is the difference between the fluid velocity and particle 
velocity. Since the blood cells in the range of micron size, the Rep was commonly taken as 
approaching zero (Kleinstreuer, 2006).    
Shear Reynolds number, Reg is important when the flow of particles in fluid is subjected to 







                                                           (2.3) 
where a is the particle radius and du/dr is the axial velocity gradient across the particle. In 
most of the study modelling blood cells behaviour, the assumption of Reg<<1 was normally 
made (Buchanan et al., 2000; Hyun et al., 2000; Kleinstreuer, 2006) .  
2.1.3 Stokes number 
Stokes number, St, is an important parameter to described particle laden flow. It is the ratio 








                                                           (2.4) 
where p is the density of the particle. If the St<<1, the fluid hydrodynamics interaction is 
dominant and the particle will tend to follow the fluid path. On the other hand, when St>>1 
the fluid velocity changes will have little effect on the particle trajectory. For cell suspension 




2.1.4  Peclet number 
The Peclet number, Pe, expresses the ratio of the hydrodynamic shear forces and diffusive 







                                                          (2.5) 
where k is the Boltzmann‟s constant and T is the temperature. The Brownian forces tend to 
bring the suspended particles back to their equilibrium configuration, which is continuously 
disturbed by the hydrodynamic shear forces acting on the particle. Large Pe indicates the 
system is non-Brownian and the particle motion is govern by hydrodynamic shear.  
The suspension rhelogy relationship between Reg  and Pe is shown in Figure 2.1 (Stickel and 
Powell, 2005). The correlation suggests that the shear thinning behaviour is important where 
the Pe < 10
-3
. For large Pe the particulate suspension has a Newtonian behaviour. 
 
Figure 2.1 Phase diagram for suspension rheology based on Reg  and Pe (Stickel and Powell 
2005) 
The diffusion of blood cells was not widely investigated. To the best of author‟s knowledge, 





























In particulate suspension flow, the motion of particles in fluid can be analysed by referring to 
the dimensionless numbers. For flow subjected to shear gradient Re, Rep, Reg, St and Pe will 
be essential parameters to describe the flow behaviour. 
 
2.2 Single phase flow  
2.2.1 Introduction 
In many studies, fundamental work investigating blood flow commonly assumes blood as a 
single phase fluid where the flow system is considered as a homogenous mixture  (Perktold 
et al., 1991; Buchanan et al., 2000; Johnston et al., 2004; Longest et al., 2004; Li et al., 2007; 
Stroev et al., 2007). The equations of motion of a single phase fluid derived from the 
conservation of mass and conservation momentum. Conservation of mass is also known as 
continuity equation meanwhile the momentum conservation is the Navier-Stokes(NS) 
equations.  
2.2.2 Governing Equations 







                                                (2.6) 
where V is the velocity  and  is the density of the fluid . For incompressible flow where the 
density is constant,  
V = 0                                                        (2.7) 
















                                              (2.8) 
The Navier-Stokes (NS) equations describe the motion of fluid derived from principles 
momentum conservations equations. NS equations assume the fluid is continuous and not 




ρ  2                                          (2.9) 
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The term on the left represents the total derivative consisting of the temporal and convective 
acceleration terms. The term on the right hand side represents the pressure gradients, the 
forces due to the viscosity of the fluid, and the body acting forces, S respectively. The 






































































































 2                        (2.12) 
 
2.2.3 Hagen-Poiseuille flow 
The flow in a straight, infinite cylindrical pipe is known as Hagen-Poiseulle flow  (Figure 
2.2). It was established by solving NS equation across a circular tube and can be applied to 
describe the flow across a healthy artery.  
 
 
Figure 2.2 The interpretation of Hagen-Poiseuille Flow. 
 
The velocity profile for the laminar regime is given as 




)                                         (2.13) 
where R is the pipe radius and Vmax is the maximum velocity is at  r = 0. The shear stress 













                                                      (2.14) 
In Poiseuille flow, the shear field is non-uniform. The velocity distribution and variation of 
the rate of shear are functions of the radial distance R from tube axis, as illustrated in Figure 
2.2 a. and b. The shear rate varies linearly with the radial distance from the tube axis and the 
velocity profile is parabolic.  
Vorticity, Ω measures the rotation of small fluid elements. A fluid element has vorticity 
when it spins on its axis as it moves along its path. Mathematically, vorticity is the curl of 
the fluid velocity 
Ω=  x V                                                  (2.15) 
In Hagen- Poiseuille flow, vorticity can be described as a series of rings of varying 
circulation (Figure 2.2 c). At any point along the pipe, the vorticity is azimuthally and 
distributed linearly over the cross section with a maximum at the wall and falling to zero as it 
approach the radial axis. 
2.2.4 Summary 
The governing equations for single-phase flow and the Hagen-Poisuille flow characteristic 
are discussed. The flow behaviour will be referred as basis to evaluate any deviation 
observed in stenosis flow in the following discussion. 
 
2.3 Solid-liquid flow 
2.3.1 Introduction 
Multiphase flow can be divided into four categories; gas-liquid, gas-solid, solid-liquid and 
three-phase flows (Crowe et al., 1998). Solid-liquid flows consist of flows in which solid 
particles are carried by the liquid. As discussed in Chapter 1, biofluids like blood could also 
be rendered as a particulate suspension or termed as a solid-liquid system where the blood 
particles are regard as solid (Kleinstreuer, 2006). 
2.3.2 Particle motion of spherical particle in fluid. 
The equation of motion for a particle is fundamentally derived from Newton‟s laws where 
the resultant of all the forces, ΣF acting on a mass of particle, m is proportional to the 
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acceleration, a of the particle and each action has a reaction equal in magnitude, but opposite 
in direction. 
ΣF = ma                                                    (2.16) 
The equation of particle motion of a spherical particle in a fluid where the particle-particle 




















1                (2.17) 
where mp is the mass of the particle, Vp is the instantaneous velocity of the particle and g is 
the body acceleration. The term on the left hand side describes the particle inertia, and the 
terms on the right-hand side are forces caused by particle-fluid interaction. FD is the drag 
force, FL is the lift force generated by rotation of particle and fluid shear, FPG is the force that 
exists in the absence of the particle due to acceleration of the fluid and the hydrostatic 
pressure gradient, Fvm is defined as a virtual mass force accounts for the work required to 
change the momentum of the surrounding fluid as the particles accelerates and FBas is the 
unsteady drag force or Basset force which accounts for temporal development of the viscous 
region of the vicinity of the particles. 
2.3.3 Pressure gradient  force 
The effect of local pressure gradient gives rise to a force in the direction of the pressure 
gradient. FPG is the force due to pressure gradient in the fluid surrounding the particle and is 
described as: 
pVoF pPG                                                  (2.18) 
Where Vop is the particle volume and p is the pressure gradient produced by hydrostatic 
pressure. 
2.3.4 Drag force 












                                           (2.19) 
where CD is the drag coefficient, d is the particle diameter and Vs is the relative velocity 
between fluid and particle. Stoke‟s Drag where the Rep<<1 is given as (Stokes, 1845) 
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CD=24/Rep                                              (2.20) 
The studies by Oseen (1910) extended the Stoke‟s Drag for condition valid at finite and 















C                                      (2.21) 
The CD proposed by Schiller and Naumann (1935) is valid at intermediate Rep where  





C                    (2.22) 
1000440  pD Re.C                   (2.23) 
Morsi and Alexander (1972) proposed an expression for the drag coefficient for all ranges of 























































c,b,a            (2.25) 
 
However, realistic Rep for blood cells suspended in plasma are known to be less than unity 
(Hyun et al., 2000; Longest and Kleinstreuer, 2003c; Hyun et al., 2004; Longest et al., 2004). 
Hence a low Rep drag model is more appropriate for blood flow systems. 
Yilmaz and Gundogdu (2009) compare of drag models available in the literature (Schiller 
and Naumann, 1935; Morsi and Alexander, 1972; Barnea and Mizrahi, 1975; Ishii and 
Zuber, 1979; Kumar and Hartland, 1985) at Rep<1 and conclude that CD exponentially 
decreases with Rep.  To date, data for drag correlation of blood cells was unavailable hence a 
general drag correlations discussed above were referred. 
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2.3.5 Lift force 
Lift forces on a particle are due to particle rotation in which the rotation may be caused by a 
velocity gradient or fluid vorticity. There are two important lift forces which are known as 
Magnus lift force, FLM and Saffman lift, FLS force.  
Saffman lift (Saffman, 1965) is developed due to pressure gradient acting on particle induced 
by a velocity differential at the top and bottom of the particles or shear gradient. The 
illustration of lift forces due to fluid velocity gradient is presented in Figure 2.3. The 
transverse force is given as 
   s2
1
gpLS VRed1.615F                                        (2.26) 
The above expression is valid for Rep<<Reg
1/2
, Rep <<1, Reg <<1. McLaughlin (1991) 
extended Saffman lift forces to eliminate the Rep<<Reg
1/2
 restriction and, Mei and Adrian 
(1992) relaxed the above constraint with a correlation for a greater range of of Rep (0.1 Rep 
100).  Saffman-Mei lift model FLSaffman-Mei  is written as  
 
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Magnus lift is related to the particle rotation caused by a pressure differential between both 
sides of the particle as shown in Figure 2.4. The Magnus force for Rep in the order of unity is 



















                                      (2.29)                                                                     
 where ½ xV is the local fluid rotation and ωp is the particle rotation. 
 
 
Figure 2.4 Magnus lift on particle rotating in a fluid 
Lift models are often neglected in simulating blood particles (Buchanan et al., 2000; Hyun et 
al., 2000; Longest and Kleinstreuer, 2003c). The number of study in developing lift models 
at wider range of shear flow is very limited (Yilmaz and Gundogdu, 2008). 
2.3.6 Unsteady Forces 
Fvm and FBas are the forces developed due to the acceleration of the relative velocity. The Fvm 
arises, when a body is accelerated through a fluid and there is a corresponding acceleration 
of the fluid which is at the expense of work done by the body. This additional work relates to 
the virtual mass effect.  Fvm is  also known as added mass force. This force has a tendency to 
keep the particle from being accelerated in any direction. In other words, the force accounts 































is the relative acceleration of the fluid with respect to particle 
acceleration. 
The Basset force (FBas) is associated with the viscous effect which causes temporal delay in 
the boundary layer development as the relative velocity changes with time. This is also often 






























                               (2.31) 
where t-t’ is the time interval from the initiation of the acceleration. 
In  numerical multiphase simulation of the red blood cells in plasma, the unsteady forces was 
found negligible (Jung et al., 2006; Srivastava and Srivastava, 2009). In both studies the red 
blood cells were treated as a continuous phase and not as a cluster of individual cells. 
Numerical simulation performed by (Srivastava and Srivastava, 2009) used a simple flow 
geometry of healthy artery and the geometry employed by (Jung et al., 2006) was  an 
idealised curved human coronary artery.   
Works by Buchanan et al.(2000)  and, Longest and Kleinstreuer (2003a, 2003b,2003c) that 
used Lagrangian approach neglected the Basset history term and virtual mass with the basis 
of very low blood particle relaxation time (10
-6
s) and because the density of blood cell and 
blood plasma are nearly equal. The velocity of the particles is assumed similar to the velocity 
of blood plasma, hence the slip velocity is zero. 
2.3.7 Summary 
The governing equations for solid liquid flows have been presented where the forces 
involved in particle-fluid interactions that relevant to blood flow system have been 
discussed.  The Rep in blood flow is less than unity and general low drag coefficient is 
accepted. The lift forces FLM and FLS depend on velocity gradient and vorticity of blood 
plasma as well as the cell rotation. The transient forces Fvm and FBas have been taken not to 
have significant effect in blood flow. 
 
2.4 Particle-particle interactions of dilute and dense system 
Due to mass transfer or momentum exchange there are always interactions between particles. 
Particle suspensions are considered dilute when there are no particle-particle collisions 
which implies particles are far apart and fluid flow forces are unaffected. However, the 
pressure gradient around the particles induces a stress field which may influence the local 
flow field. In dilute flows particle motion is controlled by hydrodynamic forces such as drag 
and lift. On the other hand, dense flow describes the situation where the particle motion is 
controlled by particle-particle collisions. 
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For any given system, the particle concentration and particle size greatly determine the 
probability of inter-particle collisions. If the p / > 10
-3
 the flow is dilute where average 
particle distance is very much larger than the particle diameter (Kleinstreuer, 2006).  
The question whether the system is dilute or not can be classified by comparing the ratio of 
momentum response time of particle,vel to the time between collisions,col. Momentum 














                                                     (2.33) 
where fcol is the collision frequency. The flow can be considered dilute if vel /col < 1, because 
the particle has sufficient time to respond to local fluid dynamic forces before next collision. 
In turn the flow is dense, if vel /col > 1, the particle does not have sufficient time to 
completely respond to the fluid dynamic forces before the next collision. In this work, the 
solid suspension concentration was less than 1% and the p / ~ 0.95 where it can be 
classified as a dilute suspension. In continuum fluid mechanics the pressure drive the fluid 
flows. For dilute particle concentration the kinetic pressure due to particle velocity 
fluctuations or collisions is neglected.  
2.5 Summary 
This chapter provide the description of cellular flow in blood from fluid mechanics point of 
view. The relevant of dimensionless parameters and the governing equations for single phase 
(liquid) and two-phase (solid-liquid) flows have been presented. For two-phase 
considerations, the forces involved in particle-fluid have been discussed. The particle-





3EXPERIMENTAL EQUIPMENT AND 
TECHNIQUES 
 
This chapter discusses the design of the model stenosis and the measurement technique. 
Particle image velocimetry (PIV) has been employed to carry out the velocity measurements. 
Hence the materials and methods to develop the flow system were designed to suit the PIV 
environment.  
3.1 Introduction 
Flow field visualization and characterization is important to obtain essential information of a 
particular flow system. The velocity of the flow system is the main parameter to analyse the 
flow behavior such as the wall shear stress, turbulence and vorticity. Several in-vitro 
techniques for velocity measurement in arterial systems have been employed including Laser 
Doppler Anemometry (Gijsen et al., 1997; Lei et al., 2001; Liepsch, 2002), Ultrasound 
(Meagher et al., 2007; Hoskins, 2008), MRI (Taylor et al., 2002; Morbiducci et al., 2009) 
and Particle Image Velocimetry (Lima et al., 2006; Raz et al., 2007). PIV is the technique 
that not only quantifies the velocities but also allows visualization.  
PIV is a measurement method for obtaining instantaneous whole field velocity vectors. By 
using this technique, high spatial resolution images can be recorded and the velocity 
information can be extracted out of these images. In general, the spatial resolution is large 
and velocity could be measured at a suitable temporal resolution. The temporal resolution for 
PIV is limited compared to other velocimetry technique. A compromise between spatial 
resolution and velocity dynamic range are sought through technical setting to ensure the 
smallest velocity structures are measured.  
The principle used by PIV is to measure velocity as the distance over time of a large number 
of particles in the flow field. The fluid is seeded with particle tracers and the motion of the 
tracer is captured on camera at short time intervals. The seeded particles must be able to 
follow the flow without disturbing the flow structure. The general description of the PIV set-
up is illustrated in Figure 3.1.  The experimental set-up of PIV comprised of four sub-
systems; a test section with flow seeded with tracers, flow illumination system, image 
acquisition and a computer interface. The test section must be optically transparent to allow a 
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laser sheet to pass through the models and illuminate the particle seeding. The light scattered 
by the particles was recorded on a sequence of frames. The displacement of the particles 
between light pulses was determined through the evaluation of the images recorded. Each 
image was subdivided into small interrogation areas. It was crucial to ensure the size of 
interrogation area was set as small as possible so that the smallest velocity structure was 
captured. Velocity range for artery with mild stenosis was in the range of 0.001m/s to 1.000 
m/s (Blake et al, 2009).  Appropriate particles seeding concentration was essential to yield 
accurate estimates of the velocity vectors. The movement of the particles in interrogation 
area between the time intervals should be short enough to avoid particles with out-of-plane 
velocity. A detailed description of PIV is given by Raffel et al.(1998), Adrian et al.(1991) 
and Santiago et al.(1998). 
As indicated in Table 1.1, the Re in large arteries ranged from 150 -1600 and for severely 
stenotic artery the maximum Re could be up to 1000. This work focused on characterizing a 
steady flow in a mild stenosed artery model with Re ranging from 180 to 320, With relatively 
slow flow in a simple geometry, an appropriate size of interrogation area and a suitable time 
interval could be set using the PIV method. Details of technical settings to ensure appropriate 
temporal and spatial resolution are discussed in the following chapter. 
 
Figure 3.1 A typical PIV set-up (Reprinted from http://www.dlr.de). 
 
3.2 Stenosis artery model 
The geometry of an idealised stenosed artery was constructed according to an axisymmetric 
model used by Ahmed and Giddens (1983). The constriction follows a cosine curve define 

































                                 (3.1) 
r(x) is the radius as a function of axial distance x and D is the inlet diameter.  is the degree 
of stenosis which given as (Ku, 1997) 
D
D01                                                 (3. 2) 
where D0 is the minimum lumen diameter. In this work, the D was 8mm and D0  was 5.6mm, 
hence  was 0.3 for 30% diameter occlusion. Figure 3.2 shows the constriction shape with 



















Figure 3.2 The constriction shape with 30% diameter occlusion. 
In order to construct the model, an 8mm diameter brass rod was machined on a computer 
controlled lathe to according to the above shape. The rod was manufactured by Pentland 
Precision Engineering Ltd (Edinburgh, UK). The rod was constructed in two sections with 
the throat of the stenosis forming the join between the halves. A steel pin in the stenosis 
throat reinforced the junction between each half as illustrated in Figure 3.3.  
 
Figure 3.3 Two sections of rods that formed the stenosis throat. 
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A „lost core‟ technique was used to manufacture the stenosis model where the rod was 
placed in a rectangular casing. The casing walls were made from Perspex with connectors 
fitted to holes cut in either end, through which the stenosis rods extended both into and out 
of the casing. An optically clear silicon rubber liquid (Sylgard 184, Dow Corning, Barry, 
UK) was prepared and poured into the case.  When the silicon had cured and hardened, the 
Perspex walls were removed and the rod was withdrawn as shown in Figure 3.4. Finally the 
completed flow phantom was a continuous lumen inside the transparent model (Figure 3.5). 
The refractive index of the silicone was reported as 1.4100 (Blake, 2008). 
 
Figure 3.4 The rods were withdrawn to create stenosed lumen. 
 
Figure 3.5 The completed model. 
 
3.3 Blood analogue fluid 
In order to ensure the fluid is optically transparent, a blood mimicking fluid was prepared. 
The fluid consists of particle suspension in liquid where the particles acted as the tracer for 
flow field measurement. Three main criteria must be adhered which were to ensure the 
particles were neutrally buoyant in the fluid, the tracer particles must be able to scatter light 
efficiently and the refractive index of the fluid matched the stenosed artery model. The 
recipe was adapted and slightly modified from Blake et al. (2009). The main reason for 
modification was the difference of particle density. The fluid composition for both studies 
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were identical and the refractive index of the liquid used in this study,1.41, matched the 
silicone model. The fluid was a mixture of glycerol-water-NaCl solution. The composition is 
summarised in Table 3.1. 
The particles chosen in this work were spherical rigid particles made from polyamide 
material (Orgasol, Elf-atochem, France). The density of the particle quoted was 1030kg/m
3
.  










                                            (3. 3)  
where u∞ is the settling velocity, dp and p are the particle diameter and density respectively, 
and µ and  are the fluid viscosity and density respectively. The density of the blood mimic 
fluid was 1080kg/m
3
 and therefore the calculated settling velocity was in the range of          
4-20x10
-7
 m/s which was negligible compared to the fluid velocity in the recirculation zone. 
Hence it was considered that the particles were neutrally buoyant. 
Two different particles sizes were used in these experiments; 20±2μm and 10±2μm diameter. 
The chosen particle sizes were in the range of blood-borne elements (Caro, 1978). The 
weight of particles was measured and then mixed with glycerol-water-NaCl solution. Particle 
concentrations, m investigated in this study were 0.04%, 0.07% and 0.14% by weight. The 
particle suspension was stirred for 30 minutes and filtered to remove remaining clumps. The 
distribution of particles in the solution was observed under a microscope (Zeiss, Germany) to 
ensure particles were not aggregated. The temperature was kept constant at 20˚C controlled 
by an air conditioning system. The temperature in the room was monitored using a mercury 
thermometer.  
The viscosity of the solution is determined by using a rheometer (Haake Mars, Germany). It 
was a rotational rheometer where the samples were rested on between two metal discs. The 
top disc was rotated at a controlled speed. The shear stress was determined from the torque 
applied and the geometry of the disc. The shear rate is proportional to the rotational 
movement.  The viscosity was determined by dividing the shear stress with the shear rate. 
The viscosity for all particle concentrations, m which were 0.04%, 0.07% and 0.14% by 
weight are plotted in Figure 3.6. The viscosity at the beginning of the measurement was 
higher where the metal discs started to rotate. The viscosity approaches an asymptotic value 
at a shear rate greater than 70s
-1
. The average asymptotic viscosity of all liquid solutions was 
6.23±0.01 mPas. The density of the fluid was measured by dividing the weight with 
corresponding volume which yielded 1.080±0.05 g/ml. The fluid and particle properties used 


























Figure 3.6 Viscosity measured by rheometer at shear rate from zero to 500s
-1
 for particle 
concentration at 0.04%, 0.07% and 0.14% by weight. 
 
It is important to note that the concentrations prepared in this study were dilute compared to 
the red blood cells composition. An attempt was made to increase the concentration of 
particles.Unfortunately the solution lost its transparency and too much light was scattered. 














Table 3.1  Fluid properties. 
Fluid properties 
Composition (w/w%) 
 Glycerol = 37.1 
 Water = 47.9 
 NaCl = 15.0 
Viscosity,  6.23 ± 0.01 mPas  
Density,  1080 kg/m3 
 
Table 3.2 Particle properties 
Particles properties 
Material  Polyamide (Orgasol) 
Shape  Rigid, roughly sphere  
Diameter, dp  20±2 μm, 10±2 μm 





3.4 The flow system 
The flow of the fluid was steady and driven by a peristaltic pump (Masterflex L/S, Cole-
Parmer Instrument, Illinois, USA) through a pulse dampener (Cole-Parmer, Illinois,USA) 
before entering the stenosis artery model. Fluctuations in flow were eliminated in a pulse 
dampener resulting a steady and smooth flow. An extension of pipe was attached to the inlet 
of the stenosis model when necessary to allow a sufficient entrance length for fully 
developed flow to establish. A Perspex pipe with the same internal diameter as the inlet 
stenosis model fitted snugly into the connector. The fluid exiting the stenosis model was 
collected in a reservoir where it entered the flow cycle again. The continuous flow loop is 





a. PIV set-up 
 
 
b. Flow loop 
Figure 3.7 The flow system. 
 
The flow rate was set by controlling the pump speed. Volumetric flow rates were measured 
by collecting the volume of the fluid within a specified time. The range of volumetric 
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3.5 Illumination system 
The flow field under investigation was illuminated and the light scattered by the particles 
was recorded. The illumination system consisted of laser source and some optics to produce 
a thin laser light sheet. A laser was normally used for PIV because of its capability to 
produce intense, bright, short pulses of light. A laser consists of three main components, 
laser material, pump source and mirror arrangement. The laser material could be a gas, 
semiconductor or solid material. The pump source will excite the laser material by 
electromagnetic or chemical energy and finally the mirror arrangement allows an amplifying 
oscillation within the laser material.  
The laser light was generated using neodymium-doped yttrium aluminium garnet (Nd:YAG) 
solid. The beam is generated by Nd
3+
 with YAG crystal acted as host material and pumped 
with white lights. The laser used had two Nd:YAG cavities (New Wave Solo 200XT, Dantec 
Dynamics, Bristol, UK) with a green wavelength,  of 532nm .The repetition rate of the two 
pulses is within a range of  8 to 21Hz with energy of 0.120J each. Due to the twin cavities, 
the pulse separation is infinitely variable. 
The laser beam light is converted into a light sheet by passing through a two lens 
configuration. Two cylindrical lenses were used where the light was first passed through a 
diverging lens (80x62 module, Dantec Dynamics, Bristol, UK). This lens spread the light 
beam into one plane. The second lens was a converging cylindrical lens (80x63 module, 
Dantec Dynamics, Bristol, UK) which reduces the thickness of the resulting sheet by 
focusing the laser beam in the vertical plane. The illustration from top view and side view 




Figure 3.8 Lenses arrangement to form the light sheet. 
 
The alignment of  the laser system used can be controlled by a flexible light guide called an 
optical head. The light sheet thickness could be adjusted by moving the lens focus adjuster. 
In this experiment a 0.5mm light sheet thickness was the minimum and set throughout the 
measurement. The maximum width was approximately 400mm. 
 
3.6 Image acquisition 
In the PIV system, digital image recording was employed to acquire images of light scattered 
by particles. The images of the illuminated flow field between laser pulses were collected as 
pair of images in the acquisition system. The distance configuration for a camera lens is 




                                                  (3. 4) 
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Where f is the focal length of the lens, z0 is the distance between the image plane and the 
lens, Z0 is the distance between the lens and the particles scatterer. The correlation is 
illustrated in Figure 3.9. 
 
Figure 3.9 Image construction. 
 





M                                                        (3. 5) 
The diameter of the Airy disk, ddiff  represents the smallest particle image that can be 
obtained for a given imaging configuration and given as 
)1(#44.2  Mfddiff                                      (3. 6) 
where  is the laser wavelength .  f# is  defined as 
D
f
f #                                                    (3. 7) 
where D is the diameter of the aperture. The ddiff were found smaller than the size of all 
particles employed in the experiment by 5-12µm.  
The depth of field, z is the region on the object plane where the image were in-focus and 







                                             (3. 8) 
The calculated z for all magnifications (16µm and 30µm) and particle diameters used 








In this experiment the pair of images was acquired using a high speed digital camera (Kodak 
Megaplus ES1.0, Dantec Dynamics) and recorded on an electronic charge-coupled device 
(CCD) sensor. The CCD sensor converts lights into picture elements (pixel). The size of the 
sensor is 9.1mm horizontal x9.2mm vertical. A Nikor 50mm lens (f = 50mm) was used to 
focus the image on the CCD sensor. The position of the lens could be adjusted by having a 
photographic bellow (Cameratics, Edinburgh, UK) so that the z0 could be extended hence the 
magnification, M could be increased. The depth of field, z could be determined prior setting 
up the measurement.  The movement of the camera in the axial direction of the flow and 
vertically could be adjusted by fitted the camera on a traverse (LG Motion Limited, 
Basingtoke,UK). The Zo could be varied by controlling the vertical height and the 
measurement location along the model were changed by moving the camera horizontally. 
 
 
Figure 3.10 High speed camera (15 Hz). 
 
Two image examples acquired in these experiments are shown in Figure 3.11. The first 
image recorded the whole diameter of the model and the second image was zoomed to focus 
on the recirculation zone. The image of whole diameter with M=1.1 is used in Chapter 4 and 
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the latter (M=2.5) is used in Chapter 5. The settings for both magnifications are summarized 
in Table 3.3. 
 








I m a g e  s i z e :  1 0 0 8 × 1 0 1 6  ( 0 , 0 ) ,  8 - b i t s  ( f r a m e  1 )
B u r s t # ;  r e c # :  1 ;  1  ( 1 ) ,  D a t e :  2 1 / 1 0 / 2 0 0 8 ,  T i m e :  1 4 : 3 4 : 4 8 : 2 2 6
A n a l o g  i n p u t s :  1 . 7 6 8 ;  1 . 7 6 3 ;  1 . 7 6 8 ;  1 . 7 6 8
 
a. M = 1.1. Set-up for measurement in Chapter 4. 








I m a g e  s i z e :  1 0 0 8 × 1 0 1 6  ( 0 , 0 ) ,  8 - b i t s  ( f r a m e  1 )
B u r s t # ;  r e c # :  1 ;  1  ( 1 ) ,  D a t e :  0 1 / 0 8 / 2 0 0 8 ,  T i m e :  1 7 : 5 3 : 4 3 : 6 0 1
A n a l o g  i n p u t s :  1 . 7 6 8 ;  1 . 7 6 8 ;  1 . 7 5 8 ;  1 . 7 5 3
 
b. M = 2.5. Set-up for measurement in Chapter 5 
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Table 3.3  Camera setting to focus the object on CCD imager. 
Optic settings parameter  Image a. Image b. 
M 1.1 2.5 
f ,mm 50 50 
Z0,mm 100 74 
z0,mm 110 185 












3.7 Velocity field characterization 
The computer was the FlowMap system (Dantec Dynamics Ltd., UK) which synchronised 
the laser illumination, camera recording and user interface.  FlowManager software installed 
in the computer provided mechanism for system integration and communication between 
FlowMap system and the operator.  
Input buffer in the FlowMap processor read image map from CCD camera, stored the image 
map and sent the images to the correlation software. For each velocity measurement, at least 
200 image pairs were recorded. Each image was subdivided into small interrogation areas. 
There were at least five particles within each interrogation area in order to ensure high 
signal-to-noise ratio (Willert and Gharib, 1991). 
The time delay between each image pair at various flow rates was inspected and optimized. 
The main criteria was that the in-plane displacement should be less than one-quarter of the 
interrogation area (Westerweel, 1997). For each pair of images recorded in the two frames, 
the time between pulses, ∆t was specified through FlowManager software.  
The pair of illuminated particles images represented the shift position information. Hence, 
the two components of instantaneous velocity vector in the plane of the laser light sheet 





 Figure 3.12 Velocity vector correlation. 
The pair of images was correlated using a correlation function to find the mean distance the 
particles moved within the time duration based on a basic relationship of particle velocity, Vp 





                                                        (3.9)                                                   
where M is the magnification and ∆t is the time between images captured. Each interrogation 
area yielded one velocity vector. PIV was based on determining the displacement of a group 
of particles using the Fast Fourier Transform (FFT) correlation technique. The correlation 
function was determined on an interrogation area of 32 x 32 pixels or 64 x 64 pixels 
depending on the particles concentration. This is to ensure that at least five particles were 
present in one interrogation area, hence the size of interrogation the area was smaller for 
fluids with more particles.The particles in the interrogation area were identified and the 
algorithm was used to match the initial and final position.  Near the interrogation area edges 
there was a possibility of either the initial or final particle position being outside the area. To 
avoid loss of pairs, each interrogation area was overlapped with its neighbour by 50%. This 
yielded a sufficient number of vectors to demonstrate the flow pattern within the region of 
interest. The FFT function estimated the relative displacement of particles in the 
interrogation area. 
3.7.1 Flow measurement set-up  
Measured velocity in mild stenosis artery ranged from 0.001 to 1.000 m/s (Blake et al., 
2009). In order to set up appropriate ∆t, assessment on the size of interrogation area and 
particle velocity was made. The size of image was 1008x1016 pixels and the interrogation 
area was 32x32 pixels. For measurement described in Figure 3.11a (experiment set-up for 
Chapter 4), each of the side of interrogation area correspond to a length, L of 0.262mm. 
Maximum ∆t estimated from equation 3.9 was 238.18μs, where the maximum velocity was 
taken as 1.000m/s and displacement of 0.262mm. For cross correlation method, maximum 
displacement recommended was less than one-quarter of interrogation area. This yield an 
optimum ∆t of 59.54μs. For a velocity of 0.001m/s, ∆t required was 59.54ms. Therefore the 
Pair of images 




range of  ∆t for the flow was approximately from 60μs to 60ms. Optical arrangement 
described in Figure 3.11b (for experiment in Chapter 5) addressed the improvement for small 
velocity measurement. The interrogation area of 32x32 pixels was equal to 0.115mm x 
0.115mm length. To capture the velocity scale down to 0.001m/s, a ∆t in the range of 10ms 
is required.  
Homogeneous flow within interrogation area is desired in the measurement. Generally, cross 
correlation method tolerates large velocity gradients. The estimation of the actual velocity 
gradients, ∆v within each cell can be made based on particle diameter dp which given as 
(M∆v∆t)/L < dp (Keane and Adrian,1992). The ∆v yielded for both set-ups  based on the 




 respectively. In order to preserve a well-defined 
correlation peak, the ∆v should not exceed 3-5% (Keane and Adrian,1992). For experiment 
with M=1.1, the acceptable velocity gradient was after the throat region where the 
anticipated values were less than 1200s
-1
. In experimental set-up for Chapter 5, the estimated 
maximum velocity gradient  is 10s
-1
 which is more than 5% tolerance. Therefore the set-up 
in Chapter 4 gave more reliable velocity measurements in the post stenosis region where the 
velocity gradient in a cell can be neglected. 
The seeding particles within the interrogation area were ensured to be more than 5 particles 
per interrogation area. Particles tend to distribute in heterogeneous manner after the stenosis. 
This present a challenge on deciding the number of particles seeded. Seeding at more than 
0.07% weight concentration was found able to give sufficient number of particles. However, 
at Rei less than 130, the particles was found escaped certain region. Thus, the velocity 
information in this region was not able to be measured.   
3.7.2 Correlation technique  
The average motion of small groups of particles can be correlated using auto-correlation or 
cross-correlation method. The first technique has disadvantages that it cannot resolve particle 
displacements smaller than particle image diameter and the direction of the displacement 
could be misleading when reversed flow exists. As the flow system in this study investigated 
disturbed flow condition the latter technique was selected. Details on the correlation methods 
are discussed in Adrian (1991) and Prasad (2000).  
Figure 3.13 outlines the displacement function. The function was expressed as a linear signal 
processing model. The function f (m, n) represents the light intensity within the interrogation 
area recorded at time t, whereas the function  g (m, n) represents the light intensity recorded 
at time t+Δt. The output of an image transfer function s (m, n), takes f (m, n) as input, with 
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the noise function d (m, n) added. F(u,v), G (u,v) and S(u,v) functions are the Fourier 
transforms of the corresponding light intensity functions where (u, v) are coordinates in the 
spatial frequency domain. s (m, n) is directly related to the flow and the time between the 
two recordings, while the noise function d (m, n) is a result of seeding particles moving into 
or out of the interrogation area in the period between the two recordings. The estimation of 
the spatial shifting function s (m, n) is on the basis of known values of f (m, n) and g (m, n).  


























Figure 3.13 Image displacement function. 
A high cross-correlation value was observed, where many particles match up with their 
corresponding spatially shifted partners.  The highest correlation peak can be considered to 
represent the best match between the functions f (m, n) and g (m, n) when the number of 
matching particle pairs is large. Small cross-correlation peaks were observed when 
individual particles matched up with other particles. The location of the correlation peak in 
the correlation plane corresponds directly proportional to the average particle displacement 
within the interrogation area investigated. The correlation function was computed 
sequentially over all interrogation areas. With known displacements, the velocity vectors of 





Figure 3.14 Correlation steps to determine the vector field (Reprinted from www.tsi.com).  
3.7.3 Vector field validation 
Measurement errors had been minimized by careful selection of experimental conditions, 
however PIV is an instantaneous measurement base on correlation of particles. Particle 
images may not belong to the same pair. Other sources of error were the recording noise, 
computing error and error due to approximating local Eulerian velocity from Lagrangian 
motion of seeding particles. The flow field may contain false or spurious vectors and it was 
necessary to validate vectors from the raw image map in order to remove the outlier 
contribution from the noise of instantaneous spatial information (Westerweel, 1997). 
In this experiment, the flow rates studied were relatively slow such that the flow was 
streamlined with negligible velocity fluctuation. Since most of the outliers lay in the core 
flow region where the flow direction is unlikely to change, a moving-average validation was 
employed. This technique iteratively validated vectors based on a comparison between 
neighbouring vectors. The method was described in detail by Host-Madsen and McCluskey 


























V e c t o r  m a p :  C r o s s  3 2  5 0 % ,  6 2 × 6 2  v e c t o r s  ( 3 8 4 4 )
B u r s t # ;  r e c # :  1 ;  2  ( 2 ) ,  D a t e :  2 1 / 1 0 / 2 0 0 8 ,  T i m e :  1 0 : 4 8 : 1 2 : 5 . . .
A n a l o g  i n p u t s :  1 . 7 7 2 ;  1 . 7 3 3 ;  1 . 7 2 4 ;  1 . 7 4 8
 
a. Raw vector field 



















V e c t o r  m a p :  M o v i n g  A v e r a g e ,  6 2 × 6 2  v e c t o r s  ( 3 8 4 4 ) ,  2 2 6  . . .
B u r s t # ;  r e c # :  1 ;  2  ( 2 ) ,  D a t e :  2 1 / 1 0 / 2 0 0 8 ,  T i m e :  1 0 : 4 8 : 1 2 : 5 . . .
A n a l o g  i n p u t s :  1 . 7 7 2 ;  1 . 7 3 3 ;  1 . 7 2 4 ;  1 . 7 4 8
 
b.Validated vector field. Green vectors are the substituted vector resulted from moving 
average validation method 
Figure 3.15 Vector field validation. 
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3.7.4 Near wall and curved surface boundary 
It was problematic to define the boundary for the near-wall velocity field. The geometry 
curved at the wall, but the interrogation area was square in shape, as shown in Figure 3.16. 
Therefore, the velocity data from the interrogation area at the boundary was not considered. 
In MATLAB, this data were assigned with Not a Number (NaN) values. When velocity 
gradient is determined in this region, the values at the boundary may introduce error. 
 
Figure 3.16 The interrogation boxes drawn on the PIV image of the recirculation zone. 
 
3.8 Particle concentration distribution measurement 
The distribution of particles during the flow was analysed from the images acquired by the 
high speed camera. For each experiment 750 images were acquired and mean light intensity 
was determined. The total recording time was 15minutes. All recordings began after steady 
state was obtained. Steady flow was validated by analyzing the inlet velocity profile to 
ensure it was parabolic and constant.   
10m and 20m particles at concentration 0.07% and 0.14% were used in this study. The 
power used to illuminate an equivalent fluid suspension with 10m particles was smaller 
than the power required to illuminate fluid with 20m particles, since the number of particles 
is inversely proportional to the cube of the diameter, whilst the scattering is proportional to 
the square of the diameter. Furthermore, when the seeding particle density was increased, a 
lower laser power had to be used to reduce the glaring effect due the presence of more 
particles. Due to this variation, it was found necessary to optimize the light intensity so that 
the chosen power level suited each measurement. In these experiments the same laser power 
was then maintained for each set of measurements with the same particle size and 
concentration.  
The light intensity in the region of interest, 'I  was normalized by dividing the local mean 
pixel values, Î  with the mean light intensity at the inlet , 0Î  i.e. 
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I                                                    (3.10)                
Images from PIV system were exported into MATLAB  r2009a (The Mathworks, MA, USA) 
to analyse the pixels value using Image Processing Toolbox. 
 
3.9 Summary 
A method of construction of a stenosed artery model and the preparation of a blood analogue 
fluid that suits PIV measurement has been presented. The technique to measure the velocity 





4FLOW FIELD CHARACTERISATION IN 
THE STENOSIS MODEL 
 
This chapter presents the experimental measurements of the flow field in the stenosed artery 
model. The velocity is determined by the PIV method and the velocity gradient is calculated. 
Flow dimensionless parameters were assessed to understand the flow behaviour. 
4.1 Introduction 
There is a correlation between low wall shear stress (WSS) and sites where atherosclerosis 
develops. This can happen when a vessel is curved or bifurcated, or when there is a sudden 
change in geometry. Stenoses in the arterial network are varied and complex, thus a 
simplified axisymmetrical constriction in a cylindrical tube is often used to investigate flow 
behaviour. Both theoretical and computational methods have been employed in order to gain 
a greater understanding of stenotic flow. 
Stenotic flow has been extensively studied over a wide range of flow conditions. The 
Reynolds number, Re has ranged between 1800~2300 (Giddens et al., 1993) and 15000 
(Deshpande and Giddens, 1980). Ahmed and Giddens (1983) have performed studies in the 
range of 500 to 2000..Physiological flows for medium-size arteries have Re values well 
below this range: normally between 100 and 2000 (Caro, 1978). The mean flow Re in the 
carotid artery was around 300 (Long et al., 2001).  
The importance of quantifying blood flow velocity in the diagnosis, treatment and 
management of atherosclerosis was discussed in Section 1.4. In this chapter, we will discuss 
the flow behaviour of the blood mimic through a mildly stenosed artery by first obtaining the 
flow velocity. Dimensionless flow parameters were assessed from the velocity information, 
in order to describe the behaviour. The characterisation used the PIV technique described in 
Chapter 3. It is important to note that the PIV flow measurement principle was based on 





4.2.1 Flow measurement 
The PIV system was used to measure two dimensional (2D) velocity field data. Further 
details of the measurement method were provided in Section 3.1. To obtain the flow velocity 
field, the fluid was seeded with particles whose diameter was 20μm at weight concentration, 
m of 0.04%. Two flow rates were studied, with a mean of Rei=250 and Rei=320. This 
corresponded to the mean axial velocity at the inlet. The inlet length, l required for fully 
developed laminar flow is calculated from the relationship of l/D=0.06Rei (Caro, 1978). The 
calculated inlet length required is 15D and 19D. The inlet velocity profiles for both rates 
were measured further downstream at 158mm or equivalent to 20D from the inlet (4D from 
stenosis throat), hence, at the measured position, the flow is fully developed. The inlet flow 
rates, Rei and the entrance length required are summarised in Table 4.1. 
Table 4.1  Inlet flow parameters at pump volumetric flowrates of 8.94ml/s and 11.83ml/s. 
 
Flow parameters 
Volumetric flow rates, ml/s 
8.94 11.83 
Maximum velocity measured  umax, m/s 0.36 0.46 
Mean velocity calculated umean, m/s 0.18 0.23 
Re based on inlet umean, Rei 250 320 
Inlet length required l, mm 120 (15D) 154 (19D) 
 
The profiles were plotted and compared with the parabolic Poiseuille relationship for laminar 
flow. The Poiseuille equation is given as: 




)                                                            (4.1) 
As shown in Figure 4.1, the curves fit the parabolic equation. The regression equations for 





respectively. The respective regression equations in the form of Equation 4.1 yield 








)]. Both factors were close to 1.0000 












































b. Rei=320. The regression equation :  u=0.463-0.453(r/R)
2
   
Figure 4.1  Parabolic curve fit for inlet flow at Rei =250 and Rei =320.The error bars 




The measurement field of a selected region covered the diameter of the duct. Each image 
dimension was equivalent to 1008x1016 pixels. One pixel corresponded to 8.19µm, and 200 
pairs of images were recorded. The interrogation area was 32x32 pixels (0.262x0.262mm) 
and each overlapped with its neighbour by 50%. The images were evaluated using the cross-
correlation method presented in Section 3.1.4. At Rei = 250, the time delay, ∆t between the 
pulse pairs was 150µs; at Rei=320, the time interval was 180µs. The preliminary selection of 
∆t was presented in Section 3.1.1. It is important to note that by setting the ∆t between 150µs 
to 180µs, the particles exceeded one-quarter distance of interrogation area but still displaced 
within the interrogation area.  
As indicated in Figure 4.2, the measurement regions were: proximal stenosis, distal stenosis, 
and the stenosis throat. Region A shows the inlet field, region B the entrance. The image of 
the stenosis throat was acquired 201mm from region B. Two regions of images were 
captured distal to the stenosis. One started at 204mm and the other at 206mm, as indicated 
by regions C and D, respectively. The point where the diameter reduction ended was equal to 
the inlet diameter, and served as a reference point to identify the coordinates. In regions C 
and D, this point was captured, hence there was an apparent overlap. 
 
Figure 4.2 Measurement locations (not to scale). 
In each region, local coordinates were translated into global coordinates; see Figure 4.3. The 
radial coordinate was normalised by the inlet geometry radius, R (4mm) and the axial 
coordinate by the diameter, D (8mm). The coordinates‟ reference point (0,0) lay in the 
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Figure 4.3 Normalised scale for measurement area. 
4.2.2 Dimensionless flow parameters 
The flow behaviour was evaluated using dimensionless numbers (discussed in Section 2.1). 
Table 4.2 summarises the numbers calculated from the velocity field data. 
Table 4.2  Dimensionless numbers considered. 
Numbers Equations 
Flow Reynolds number 

Du
Re   
(4.2) 



























Nomenclature:  - density of the fluid, p -density of particle, D - diameter of 
the inlet, dp - particle diameter, a - particle radius, u - axial fluid velocity, v - 
radial fluid velocity, µ - viscosity of the fluid, du/dr - axial velocity gradient, 




4.3.1 Flow visualisation from PIV measurement 
As discussed in Section 3.1.2, the resulting raw vector maps were validated to remove 
spurious vectors. Peak validation method was performed followed by moving average 
validation. Due to the large amount of data, a threshold ratio value of the highest peak to the 
second highest peak, k’ was set. By using this method, the highest peak is taken as the signal 
and the second highest peak is noise. The vectors was rejected if the value of k’ is less than 
the threshold value. A good quality recordings was reported when  k’ was in the range 1.0 to 
1.5 (Adrian,1991). In order to determine the threshold value, the average peak width in the 
correlation plane was ensured to have values between 3 to 6 pixels as recommended by 
Westerweel, (1997). For this reason the histogram for validated data was inspected for each 
set where the optimised k’ value was taken at 1.2.  
The valid vectors was further analysed by using moving average validation. Moving average 
validation is a whole flow field validation where the vectors representing small interrogation 
area are compared with its neighbours and the difference is analysed. The vectors which 
deviated by exceeding a certain percentage of the velocity difference will be rejected and 
replaced. Iteration approach was adopted and detail algorithm is explained by Host-Madsen 
and McCluskey (1991). The total percentage of invalid vectors of the whole field vectors 
was ensured to be not more than 5% from the raw vectors as indicated by  Westerweel 
(1997). The substituted vectors were mainly in the core flow where the velocity was 
relatively high. Most of the valid vectors towards the wall including in the recirculation zone 
were the raw vectors. These vectors were not undergone any rejection or substitution during 
vector validation process.  
The flow was investigated at the inlet Reynolds number Rei of 250 and 320. The velocity 
vectors at regions A, B, C and D are super-imposed onto the images in Figure 4.4 and Figure 
4.5, the background image corresponds to the average light intensity of 200 images. In this 
frame size, 1008x1016 pixels equalled 8.2x8.3 millimetres. The vectors‟ reference scale was 
equivalent to 0.5m/s. In general, the flows at Rei =250 and Rei =320 were laminar through 
distal and proximal to the stenosis. For the velocity field in region C, there was relatively 
high scattered light intensity near the wall. The intensity near the wall at Rei=320 was lower 
than that observed at Rei=250.  
The near wall flow in region C is enlarged in Figure 4.6, and the vectors clearly indicate flow 
recirculation. It was difficult to determine the reattachment point precisely, as it involved 
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accurate velocity characterisation at the wall boundary, and the velocity here was 
approaching zero. The reattachment point was decided based on the direction of the velocity 
vector close to the wall boundary (indicated in Figure 4.7). The reattachment points at 
Rei=250 and Rei=320 were x/D=1.63 and x/D=1.93, respectively. However, the estimation 
was subject to error, partly due to the particles‟ movement in the interrogation area. Near the 
wall, the particles‟ movement in the interrogation area were non-uniform and had significant 
gradients. At the reattachment point, the surrounding particles moved in different directions. 
The size of the interrogation area was too large to describe the detail of the flow, and the 



















Figure 4.4  Velocity vector map at Rei =250 at locations A, B, C and D. White vector is the 






a. A b. B 
  
c. C d. D 
Figure 4.5 Velocity vector map at Rei =320 at locations A, B, C and D. White vector is the 












a. Rei=250 with the reattachment point at x/D=1.63 
 
b. Rei =320 with the reattachment point at x/D=1.93 





4.3.2 Error analysis 
The standard deviation of the 200 velocity vectors in each measurement is analysed. The 
errors were normalised based on the local velocity. The comparison of the measurement 
errors between Rei=250 and Rei=320 at x/D=1 is shown in Figure 4.8. Within the core flow 
up to r/R=0.50, the error range was 3.5±1.0%. From this point to r/R=0.65 the errors 
gradually increase to  a maximum of 17%. At r/R=0.80 the maximum errors were around 
25%. The errors were increased towards the wall. The deviation error for measurement at Rei 
=320 with location x/D=-4, x/D=1 and x/D=1.5 is compared in Figure 4.9. The errors at the 













0 5 10 15 20 25 30 35 40 45 50 55 60 65 70






















0 5 10 15 20 25 30 35 40 45 50 55 60 65 70








Figure 4.9 Standard deviation of axial velocity data at x/D=-4, x/D=1 and x/D=1.5 for 
Rei=320 
The accuracy of the PIV measurement depended on the uncertainty of the measurements of 
particle displacement. These errors come from varying sources which were random error 
arising from noise, bias error due to the process of computing the signal to sub-pixel 
accuracy, gradient error resulting from deformation of flow within the interrogation area, 
tracking error due to the inability of a particle to follow the flow and acceleration error 
caused by local Eulerian velocity approximation for Lagrangian motion of tracer particles 
(Prasad, 2000). As seen from the image map for region C and D, the particles were not 
scattered homogeneously. This explains why the errors at the distance 30% from the wall in 
the expansion region were significantly large. This observation corresponds to the    
difficulty in the definition of the wall boundary and the wall curvature effect during PIV 
measurement. When the data is extracted, the location of x/D=0 and x/D=1 were the 
reference point to measure other coordinate. The uncertainties to define the wall boundary 
were half of the interrogation area which was equal to ±16 pixels or ±0.13mm.   
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4.3.3 Velocity magnitude 
The velocity magnitude is shown in Figure 4.10 and Figure 4.11, where the axial velocity of 
each region is plotted. Proximal to the stenosis region, the highest velocity was in the throat 
area (region B), slightly beyond x/D=0. The centreline velocity umax at x/D =-4, 0.2, 1 and 1.5 
is given in Table 4.3. In both flow rates, the maximum velocity at the throat region was 40% 
higher than at the inlet. Downstream of the stenosis a jet is found which indicating the 
velocity spread for several directions. Distal to stenosis the velocity was not immediately 
returned to laminar fully developed flow. 
 
Table 4.3  Centreline velocity 
 Rei=250 Rei=320 
x/D -4 0.2 1 1.5 -4 0.2 1 1.5 
umax(m/s) 0.36 0.51 0.48 0.48 0.46 0.65 0.63 0.62 























































































































4.3.4 Velocity gradient 
Figures 4.12 and Figure 4.13 depict the velocity gradient du/dr.At the centreline, this is 
always zero. At the inlet, the gradient increased towards the wall. The highest velocity 
gradient occurs at the wall of the throat region. The gradient of the flow separation region is 
lower than the maximum shear gradient of the inlet. In region C, the velocity gradient 
between r/R =0.5 and 0.7 is higher than that of the recirculation region. As the flow moves 



















































































































































Table 4.4 summarises the du/dr at x/D = -4, 0.5, 1 and 1.5 with radial position of r/R=0.7. 
These local du/dr at this radial position are within the high shear zones distal to stenosis.  
The ratio of local shear gradient to the inlet at Rei=250 and 320 is plotted in Figure 4.14. The 
falling of shear gradient from the throat region to the downstream suggested an exponential 
drop. 
 
Table 4.4  Maximum velocity gradient du/dr at r/R=0.6 
 Rei=250 Rei=320 
x/D -4 0.5 1 1.5 -4 0.5 1 1.5 
du/dr (s
-1
) 120 550 350 275 150 800 500 400 





































The gradient Reynolds number Reg (Equation 4.3), the Peclet number Pe (Equation 4.4) and 
St (Equation 4.5) are all functions of the shear gradient: therefore, they follow its contours. 
As discussed in Section 2.3.4, the characterisation of the lift models was based on Reg 
(Saffman, 1965; Mei and Adrian, 1992; McLaughlin, 1993). From the plot in Figure 4.15 





Pe expresses the ratio of the hydrodynamic shear forces to the diffusive Brownian forces. 
The latter acted to return the suspended particles to their equilibrium configuration which is 
continuously disturbed by the shear forces. The magnitudes are plotted in Figure 4.17 and 
4.18 which indicates the Pe for the system in the region of 10
7
.  
The Stokes number, St compares viscous relaxation time scale to the fluid characteristics 
time scale. Fluid characteristic time scale equals to the inverse of the velocity gradient 
(du/dr)
-1
 which makes the St proportional to the du/dr. From Figure 4.19 and 4.20, the St was 
































































































































































































































































































































































































































































The flow behaviour in the stenosis geometry is typical venturi flow. Due to the sudden 
change in the cross-sectional area at the throat of the stenosis, the velocity increased and the 
pressure dropped at a faster rate. This was accompanied by a jet formation. The flow Re here 
was 40% higher than at the inlet. In the expansion section, the decrease in velocity was 
accompanied by an increase in static pressure in the direction of motion. The adverse 
pressure tended to retard the flow. In the mainstream, the inertia opposed the retardation but 
close to the wall, the fluid velocity and inertia were smaller. The fluid lost momentum due to 
viscous friction; hence, it was decelerated by the adverse pressure gradient and the direction 
of flow was reversed. Boundary-layer separation occurred and fluid recirculation was 
observed between the jet and the wall: this site produced most of the lost pressure, thus 
creating additional viscous loss. The results of the experiment agree well with the 
observations of Ku (1997), Berger and Jou,(2000), and Wootton and Ku (1999). 
The flow visualisation in Figure 4.4 and Figure 4.5 indicates that the flow was streamlined. 
The particle concentration in the flow separation region indicated by the light intensity was 
significantly higher. The reattachment point increased with the flow rates, in agreement with 
the theoretical Navier-Stokes equation. Gach and Lowe (2000) characterise stenotic flow 
regime according to the length of the separation region, concluding that the flow is laminar 
for Rei<250. A transition region was observed up to Rei <1500. This suggests that at Rei=250 
and Rei=320, the regime may fall within a boundary of laminar and a transition phase in 
which the flow became unstable.  
There was a large variation of velocity gradient in the system (Figure 4.16 and Figure 4.17). 
At the core flow of the inlet, the shear gradient was zero and this increased as it approached 
the wall. The maximum shear gradient occurred near the wall at the throat of the stenosis. In 
the literature, the maximum gradient was slightly before the throat (Long et al., 2001; Li, 
2006). The discrepancies were due to the masking procedure to define the wall boundary at 
the wall curvature. This experimental error is discussed in Section 3.7.3. Downstream of the 
stenosis, relatively high shear was observed between the core flow and the separation region. 
In contrast, the shear gradient in the recirculation region was the lowest. As discussed in 
Section 2.3.4, the characterisation of the lift models was based on Rep and Reg (Saffman, 
1965; Mei and Adrian, 1992; McLaughlin, 1993). The Reg were in the range of 10
-3
, however 
the Rep is not excatly known. Thereby the Saffman lift model that requires the 
Rep<<Reg
1/2
cannot be verified at this stage.  
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At the inlet and the throat, Pe was greater than 10
3
 and Reg was in the range of 10
-3
 (Table 
4.5) . In the recirculation region, Pe was around 10
3




 (Table 4.6). 
Based on a phase-diagram of suspension rheology which as function of Pe and Reg decribed 
in Figure 2.1, these ranges show that the flow behaved as Newtonian (Stickel and Powell, 




, indicating that the system was non-
Brownian and that hydrodynamic shear force was dominant.  





.  Although Brownian diffusion was neglible, the particle diffusion may 
have been the result of the hydrodynamic shear (Leighton and Acrivos, 1987) .Shear-induced 
dispersion is the migration of particles across the streamlines (daCunha and Hinch, 1996). It 
arises from the random motion of particles that occurs as the suspension is sheared (Tiwari et 
al., 2009). The self-diffusion coefficient is proportional to du/dr a
2 (Abbas et al., 2009). In 
the region of St<1, the particle diffusivity is related to the particulate velocity fluctuations 
occuring after multiple particle encounters (Abbas et al., 2009). In the limit of dilute 
suspension, theoretical prediction was due to three-body hydrodynamic interaction, where 
the symmetry of two particles‟ interaction was broken (Acrivos et al., 1992). While surface 
roughness may significantly modify the microstructure, it plays no role in the random walk 
in a dilute susupension (Zarraga and Leighton, 2002). Asmolov (2008) reports that self-
diffusion mechanisms in wall-bounded flow are due to large-scale fluctuations in particle 
concentration and fluid velocity. Even a small concentration inhomogeneity can result in 
significant diffusivity growth near the walls. Based on this argument, self-diffusion is high 
where there is a high shear gradient. Therefore, the particle inhomogeneity in recirculation 
zone may have resulted from the particle diffusion from the boundary with the jet. Thus the 
motion of the particles can be described using an advection-diffusion equation. The 
advection term accounts for the particle velocity arising from the drag exerted by the 
macroscopic flow and the external forces; the diffusion term describes the effect of the 
microscopic hydrodynamic interaction of the particles. 
 
4.5 Conclusions 
A steady flow at Rei=250 and Rei=320 across a stenosis with 30% diameter reduction was 
characterised using particle image velocimetry (PIV). The flow was streamlined and the 
reattachment point increased in accordance with the flow rates. At these rates, the flow 
behaviour was close to the transition regime. Moderate Re and St < 1 indicated that the fluid 
inertia was important. High shear region was observed at the throat, which extended to the 
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beginning of the expansion section in the direction of the flow; meanwhile, the minimum 
shear was in the recirculation area. Very large Pe and Reg<10
-3
 indicate that the particles 
were non-Brownian and that the suspension rheology was Newtonian. The existence of shear 
gradient in the flow may also have induced self-diffusion in the dilute suspension, due to 




5PARTICLE DISTRIBUTION IN THE 
RECIRCULATION REGION  
 
As an extension from Chapter 4, this chapter examines the particle distribution in the 
recirculation region of the stenosed artery model. The influence of particle sizes, particle 
distribution and flow rates are reported. 
5.1 Introduction 
Flow separation and recirculation are frequently encountered in an arterial network (Ku, 
1997; Wootton and Ku, 1999). Experimental flow systems have been used to investigate the 
flow patterns in models of diseased arteries (Gijsen et al., 1997; Gijsen et al., 1999) , and to 
examine the relationship between local haemodynamics and local vascular biology; however, 
these techniques assume that the blood is a homogeneous fluid. A physical understanding 
through experimental work has been developed in several geometries, producing flow 
separation through a backward-facing step (Karino and Goldsmith, 1977) and a tapered 
artery (Hinds et al., 2001), but their flow Reynolds numbers were very low. Karino and 
Goldsmith (1977) study the behaviour of blood cells and solid spheres flowing in the 
separation zone of a step expansion of a capillary-sized vessel at Reynolds numbers between 
12 and 110. Blood cells and solid spheres with diameters less than 20μm migrated out of the 
vortex, whilst larger cells and spheres remained in the recirculation region. Hinds et 
al.(2001) investigate the adhesion of white blood cells at mean Re of 100 and 140 in the 
recirculation zone, examining the biological activity on the vessel wall. In both of these 
studies, the flow rates are below large artery conditions. 
Lima et al. (2008) find that the dispersion of red blood cells in straight glass capillaries of 50 
and 100μm diameters leads to an unequal distribution of cells, depending on their 
concentration and the vessels‟ sizes. Similar observations were obtained in small arteries, 
where Aarts et al. (1988) and Jung and Hassanein (2008) report red blood cell volume 
concentrations down to five percent near the vessel wall compared to average values in the 
human of 45%. Aarts et al.(1988) also demonstrate that platelets suspended in saline move 
radially and accumulate halfway between a vessel‟s centre and its wall. However, when in a 
suspension of red cell ghosts at physiologic volume fractions (40%), the platelets were 
almost solely concentrated near the vessel wall. Aarts et al. (1988) also demonstrated that 
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platelets suspended in saline move radially and accumulate half way between the vessel centre 
and the vessel wall. However when suspended in a suspension of red cell ghosts at physiologic 
volume fractions (40%) the platelets were almost solely concentrated near the vessel wall.  Butler 
et al. (1998) imposed a cell-free layer near the vessel wall in a simulation involving the 
scavenging effect of red cells on nitric oxide (NO) produced from endothelium, demonstrating 
that a cell-free layer was necessary for NO to have a vasodilator effect as is known to occur in-
vivo. These papers provide the evidence that inhomogeneity of blood particles does occur in 
small arteries and microcirculation. However, the effect in larger arteries, typically in the 
recirculation region, where there is a high risk of atherosclerosis progression, has mostly 
been ignored. Moraczweski et al.(2005) found that the tendency of particles to migrate away 
or into the flow separation region depends on the tube-particle radius ratio R/a. Therefore, 
the dynamics of particle cells may differ in capillaries and arteries. The results suggested the 
cells in capillary-sized vessel escaped the separation zone but in large artery, the cells tend to 
accumulate. 
This chapter establishes a fundamental understanding of particle distribution in a disturbed 
flow. This includes a physical investigation of particle inhomogeneity in a large arterial 
stenosis model, at physiological Reynolds number values, with particular attention paid to 
the particle distribution in the separation zone of a stenosed geometry. The effect of varying 
flow rates (Rei = 130, 250 and 320), particle sizes (dp = 10μm and 20μm) and particle 
concentrations (m = 0.07% and 0.14%) on the flow field and particle distribution was 
investigated using a particle image velocimetry (PIV) system: this required the particle 
suspension to be dilute for the reasons given in Chapter 4.  
5.2 Flow measurement set-up 
5.2.1 PIV 
The PIV system, discussed in Chapter 4, was used in this study. The image size remained the 
same, but the magnification increased by 2.5, as described in Section 3.6. The image 
magnification and the optical setting for it are presented in Figure 3.10 and Table 3.3. 
5.2.2 Fluid suspension 
The preparation of the fluid suspension was described in Section 3.3. Two different particles 
sizes were used in these experiments: their diameters were 20±2μm and 10±2μm. Two 
particle concentrations m were prepared, 0.07% and 0.14% by weight for each diameter.  
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5.2.3 Image recording and post-processing  
The velocity information in the flow was obtained from the fluid with seeding particles 
diameter of 10μm at weight concentration m of 0.07% (see Section 3.7 for a detailed 
description of the method). The interrogation area was 32x32 pixels (0.115 mm x 0.115 mm) 
and each overlapped with its neighbour by 50%: this yielded a sufficient number of vectors 
to demonstrate the recirculation pattern within the region of interest. Time between pulses, 
∆t was set at 10ms. The selection of ∆t was discussed in Section 3.7.1.  
The light intensity of the images was analysed, in order to determine the particle distribution. 
The method was described in Section 3.8, where the light intensity, 'I ,  in the region of 
interest , averaged over 750 images, was normalised by dividing the local mean pixel value, 







I                                                     (5.1) 
5.3 Results 
5.3.1 Flow velocity in the recirculation region 
The velocity vectors in the separation zone at Rei=130, Rei=250 and Rei=320 are plotted on 
their image, as shown in Figure 5.1, Figure 5.2 and Figure 5.3, respectively. For Rei=130, 
there was a particle-free region near the wall where no velocity information could be 
obtained. The resulting streamlines were plotted for Rei=250 and Rei=320. This aided in 
finding the vortex centre: for Rei=250 this was at (x/D=1.022, r/R=0.89) and for Rei=320 at 
(x/D=1.063, r/R=0.87). 
The shear gradient is plotted in Figure 5.4 to Figure 5.6. The contour at the boundary has 
been removed, due to radial gradient discrepancy at the wall. The key observation is that the 
velocity gradient measured in the recirculation zone was less than 10s
-1











































































5.3.2 The influence of particle size on particle distribution 
Figure 5.7 compares the normalised light intensity I’ of images for flows with different 
particle diameters. It shows the images for 10μm and 20μm particles at Rei=250 with weight 
concentration m=0.07%. The intensity is plotted on horizontal (AB) and vertical (CD) lines 
crossing the centre of the recirculation orbit beneath each image. The vortex centres for 
10μm and 20μm seeding particles are at (x/D=1.022, r/R=0.89) and (x/D=1.024, r/R=0.89), 
respectively. For 10μm particles, the intensity along AB is almost constant at 1.1±0.01 from 
x/D=0.840 onwards, where no significant variation in distribution was observed. The 
intensity dropped below 1.0 when approaching the wall, indicating a lower particle 
concentration in this region. Along the vertical line CD, I’ slightly increased before 
plateauing between r/R=0.87 to 0.90 and dropping to a value of less than 1.0 near the wall.  
In contrast, for flow with  20μm diameter particles and the same concentration (Figure 5.7b), 
a clear inhomogeneous I’ distribution in the recirculation orbit forming an elliptical shape is 
observed. I’ peaks twice along the line AB, once at the centre and the other at an outer orbit 
(x/D=0.790). Similarly, two peaks exist along the line CD at the vortex centre and at 
r/R=0.985. In both cases, the magnitude of the peaks approaching the wall is less than at the 
central peak. At the vortex centre, the peak has an intensity value that was slightly greater 
than 3.0. Approaching the wall, I’ reduces but is still greater than 1.0. Therefore, in flows 
with larger diameter particles the particles tended to migrate to the middle of the vortex and 
to form a stable equilibrium in the recirculation region: in flows with smaller particles they 

























































































Figure 5.7 Normalised light intensity at Rei=250 with particle concentration 0.07 weight % 
and particle size dp:  a. 10μm, b. 20μm 
 
99 
5.3.3 Flow rate variation 
Figures 5.8 to 5.10 enable a comparison of the flow images at Rei=130, 250 and 320, 
respectively, for the larger particle diameter of 20μm with m=0.14%. 
The intensity at Rei=130 along AB at x/R=0.97 is below 0.4. The intensity along CD at 
x/D=1.000 drops steeply as it approaches the wall at r/R=0.93. The layer thickness measured 
from here corresponding to the sudden decrease in particle concentration was around 
0.35mm (0.04D). The very low I’, in the range of background noise near the wall, suggests 
that a particle-free layer was established.  
At Rei=250 (Figure 5.9) and Rei=320 (Figure 5.10), the variations in intensity in the form of 
elliptical orbits are more apparent. The vortex centres are at (x/D=1.013, r/R=0.91) and 
(x/D=1.041, r/R=0.88), respectively. For flow at Rei=250 (Figure 5.9), the maximum in I’ is 
in the vortex centre, indicating the highest concentration of particles. The position of the 
maximum concentration is (x/D=1.013, r/R=0.91), slightly different from the vortex centre 
measured from the PIV images for m=0.07% (Figure 5.7b). Plots of the intensity along the 
lines AB and CD, as shown in Figure 5.9, clearly indicate that the highest particle 
concentration at the centre, surrounded by an annulus of normal concentration, and then a 
second annulus containing a high concentration of particles. Towards the wall, the intensity 
decreases monotonically to around 50% of the normalised value. The thickness of the 
particle-reduced layer from the second annulus to the wall is 0.17mm. 
When the flow rate increases to Rei=320 (Figure 5.10), two peaks remain, but there is a 
higher concentration at the annular position than in the centre and a smaller variation in 
intensity. The central maximum occurrs at (x/D=1.041, r/R=0.88), and the intensity plots are 
shown through this point. Again, near the wall, the intensity decrease indicates fewer 

























































































































Figure 5.10 Normalised light intensities at Rei =320 with m=0.14 weight % 
 
5.3.4 The effect of particle loading on its distribution 
Figure 5.7b and Figure 5.9 enable a comparison of the effect of increasing m from 0.07% to 
0.14% for the same size of particle at the same flow rate. Both results were at Rei=250, 
employing a 20μm particle diameter. In both cases, the particles accumulated at the vortex 
centre and had a high concentration in an elliptical orbit. However, at the higher particle 
concentration (Figure 5.9), the orbital peak was almost as great as at the central peak. For the 
weaker concentration, where m=0.07%, the overall magnitude of the light intensity 
distribution was larger. The relative peak intensity in the vortex centre was double that of 
m=0.14%, indicating more particles had migrated here. 
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5.3.5 Vortex centre 
Table 5.1 shows the position of the vortex centre under the flow conditions studied.  
































For seeding with dp=10μm and m=0.07%, the position was determined from the streamlines‟ 
plot, while the others were obtained from the light intensity results. When the flow rate 
increased from Rei =250 and Rei =320, the vortex moved slightly downstream. The position 
hardly changed as the particle diameter doubled and was within the measurement error. The 
variations of the vortex centre with particle concentration were well within the measurement 
error. 
The particle distribution in the vortex is indicated by I’. For comparison of particle 
distribution in vortex centre and outer orbit, the I’ at the centre and the maximum I’ along 
line AB is summarised in Table 5.2.  
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Table 5.2 I’ at vortex centre and maximum I’ at the outer orbit along line AB for Rei =250 
and Rei =320 
Seeding  
properties 
Rei =250 Rei =320 


























Particle distribution was uniform for dp=10μm at m=0.07% in the recirculation zone at 
Rei=250. For larger particle having twice diameter, dp=20μm at similar concentration, the 
particles accumulated 28% more in the vortex centre than the orbit. Upon increasing the 
particle concentration from 0.07% to 0.14% for dp=20μm, the I’ at the recirculation zone 
dropped by 47% at the centre and 56% at the outer orbit. At higher flow rates, Rei=320 more 





Velocity gradient within the recirculation region in the range of 10s
-1
 resulted in a low WSS 
(<0.06Pa). Healthy WSS levels for arteries was reported to vary between 2 to 16 Pa (Cheng 
et al., 2007). Malek et al.(1999) found WSS as low as 0.4Pa triggers biological inflammatory 
process which leads to the development of atheromatous plaque. As discussed in Section 
1.2.1, low WSS has been correlated with atherosclerosis due to low mass diffusion of lipids 
away from the wall.  
In this experiment, the mean light intensity scattered by seeding particles was correlated to 
particle distribution. The light intensity was taken as proportional to the number of particles. 
The light intensity was normalised by the intensity at the inlet. It is important to note that the 
intensity at other points in the illuminated field may not be exactly the same as that at the 
inlet. When the velocity is varied, the intensity at the inlet may not consistent. With particles 
present in the reference window, the normalised intensity may have carried a small degree of 
error due to noise. These variation was assumed negligible when the flow is varied between 
Rei = 130 to 350. 
 The distribution of particles in the separation zone of an ideal, symmetrical stenosis depends 
on the flow rate. At the lowest flow rate investigated (Rei=130), a particle-depletion layer 
exists near the wall region and at the corner of the stenosis. The maximum thickness of this 
is 0.35mm. In microcirculation studies where the artery size was <100 μm, the presence of a 
particle-free layer of 3-4μm thickness adjacent to the wall was observed (Bitsch et al., 2003; 
Sugii et al., 2005). In larger arteries, this effect was assumed to be negligible due to the 
relative size of the particles and the artery‟s diameter (Caro, 1978). However, this study 
demonstrates the existence of a particle-depleted layer present in the recirculation region of a 
large stenosed artery model. The layer thickness is dependent on the flow rate, where at a 
lower velocity a particle-free or depleted layer is more likely to occur than particle 
accumulation. The cell free layer in an artery has physiological implications such that the 
layer may become a diffusion barrier for oxygen transport to the muscles tissues due to low 
oxygen solubility in plasma (Kim et al., 2009). As discussed in Section 1.2.1, NO is an 
important mediator in blood vessel dilation. The scavenging of NO by red cells during vessel 
diameter modulation was found affected by the presence of cell-free layer. Increasing the 
cell-free layer width would decrease the scavenging effect hence, the reduction of NO 




At higher flow rates, the particle distribution in recirculation orbits depends on particle size 
and concentration. At Rei =250, it was found that the particles formed a stable equilibrium 
position at the vortex centre and in an outer orbit. When the flow rate was increased to 
Rei=320, the particles in the centre depleted, leaving only one equilibrium position in the 
outer orbit. In both cases, particle distribution dropped to about 50% near the wall. 
Karino and Goldsmith investigate the particle dynamics of the separation zone of a step 
expansion from 151μm to 504μm diameter at low Reynolds numbers (Karino and 
Goldsmith, 1977). From their observations, at Rei < 10 blood cells and latex spheres with 
diameter < 20μm particles migrated spirally outwards of the vortex joining the core flow and 
after a certain time, the vortex was emptied, whereas larger aggregates remained in the 
central orbit. At 70< Rei <110, they find that, regardless of their size, the particles all stayed 
in the vortex and circulated in the equilibrium orbits. Furthermore, upon increasing Rei to 
120, more particles stayed in the vortex . Although our dimensions and flow rate are beyond 
theirs, the particle size is in the same range. In addition, the earlier study‟s sudden expansion 
caused an immediate transition to separation at the corner of the inlet tube, at all but the very 
lowest Reynolds numbers, whereas the gradual expansion used here has a separation point 
which moved upstream as Rei increased. At a steady state with 20μm and 10μm particle 
diameters, we observed a small, almost empty wall region at Rei =130. The concentration of 
particles at both concentrations (0.07% and 0.14%) was less than 25% of those studied by 
Karino and Goldsmith (1977). For higher Reynolds numbers, the particles remained in the 
vortex region (Rei=250 and Rei=320). 
We have observed that a stable equilibrium position is dependent on particle concentration. 
Higher loadings favoured stable equilibrium positions at the vortex centre and outer orbit but 
at lower particle concentrations the particle distribution was more spread out. Matas et al. 
(2004) measure particle concentration in a long tube, extending the work of Segre and 
Silberberg (1962). They find two concentration peaks, one at the so-called Segre-Silberberg 
radius and another closer to the axis of the flow. It is possible that the observations presented 
in our observation are due to the interaction of wall-effect and higher order gradients in the 
flow field. However, inter-particle interaction may play a major role where interaction within 
orbits may change the trajectories of neighbouring particles, leading to an increase in the 
stability of the regions of high concentration.  
Jung and Hassanein (2008) perform a computational simulation of red and white blood cells 
flowing in a sudden expansion geometry and a human right coronary artery (RCA) model 
with volume concentrations of 45% and 0.5%, respectively using Eulerian mehod. The 
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diameters were 8.2μm for the red cells and 18μm for the white. There was a higher 
concentration of white cells in the vortex at the corner of the expansion region, while the 
composition of red cells was lower here. Similar behaviour was observed in the stenosis area 
of the RCA geometry. In this work, we observed a similar trend, as 20μm particles tended to 
accumulate in the vortex while 10μm particles were homogeneously distributed. This 
suggests that even for dilute concentrations, particles that are larger than red cells will 
occupy the vortex in the recirculation zone. Particle diameter may play an important role in 
the migration mechanism. 
The particles with 20µm diameter at weight concentration of 0.07% migrated to the central 
recirculation vortex. The particles were having a diameter within the range of the size of 
white blood cells, the monocytes (Caro, 1978). The volume fraction of monocytes was 
0.0643% or equivalent to 0.0688% by weight (Skalak and Chien, 1987) was close to 
concentration used in the experiment. Since the particles used having similar physical 
properties with monocytes, the results for particles distribution in Figure 5.7b can suggest the 
monocytes behaviour when flowing distal to stenosis. 
The progression of atherosclerosis could be the result of the interaction between blood cells, 
low density lipoproteins and muscle cells in an artery. Fluid shear stress triggers an 
inflammatory response that causes white blood cells and platelets to adhere to the 
endothelium (Kamm, 2002). The smooth muscle proliferates and migrates to the inner layer 
in response to the cellular interaction of platelets and foam cells (Weissberg, 2000). Hence 
the mechanism triggering atherosclerosis plaque build-up might be enhanced where the 
concentration of blood cells is inhomogeneous while orbiting in the recirculation zone. 
5.5 Conclusions 
This study has shown that in the post-stenotic region, under flow conditions similar to those 
found in major arteries and for particle sizes relevant to white and red cells, particle 
inhomogeneity can exist, although the effect is dependent on Re and particle diameter. The 
presence of similar effects in the arterial system may be significant in plaque evolution. In 
selecting numerical simulation models to predict the development and progression of 




6SINGLE PHASE SIMULATION 
 
Computational fluid dynamics (CFD) is a practical tool for investigating local 
haemodynamics. It can be used to simulate blood flow and vessel dynamics, test hypotheses 
under controlled conditions, and evaluate potential clinical treatments that have not yet been 
implemented. This chapter considers a computational approach to simulate the flow field 
measured in the experiments. The flow is treated as a single phase and therefore, the Navier-
Stokes (NS) equations were solved by taking the blood as pure incompressible fluid. The 
simulation is performed at Rei= 130, 250 and 320 similar to the experimental conditions. The 
velocity field, flow separation boundary and shear gradient simulated are compared. 
6.1 Introduction 
Generally, CFD method replaced the continuous flow domain with discrete domain using 
grid. The full un-simplified partial differential equations describing flow phenomena 
(equations of continuity, momentum and particle transport) in three dimensions cannot be 
solved analytically. Hence, a numerical solution is sought. In order to obtain a numerical 
solution, the discretisation method approximates the differential equations by a system of 
algebraic equations that can be solved using a computer.   
In particle suspension, single-phase simulation provides macroscopic information about the 
bulk flow. It is assumed that the existence of particles has a negligible effect on the flow. 
However, the influence of velocity and shear environment on haemodynamics, vessel 
dynamics, geometry, rheologic and wall mechanical variables can be identified. The 
transport of blood-borne elements, such as red cells, white cells, lipoprotein and platelets, is 
primarily determined by the macroflow behaviour. 
The level of detail in CFD allowed more sophisticated indicators of disturbed flow. The 
blood-flow field uses a single-phase approach to investigate several biomechanical variables, 
for instance predicting the wall shear stress (WSS).  In artery intervention, CFD methods 
have been use to examine haemodynamic condition in surgical procedures. For example 
acute and long-term graft patency depends on the flow field, as thrombosis and intimal 
hyperplasia are associated with disturbed flow (Lemson et al., 2000; Lei et al., 2001). 
Numerical simulation is a valuable tool to study haemodynamic parameters that might 
trigger abnormal biological processes. 
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In this chapter, we discuss performing a single-phase modelling to simulate the flow field 
observed in the experimental study. Steady flow at Rei= 130, 250 and 320 were simulated 
The flexibility in assessing the flow parameters in CFD enables more information to be 
gleaned from the macroscopic flow behaviour. 
6.2 Simulation method 
The simulations were carried out using FLUENT 6.3.26, a finite-volume method that uses an 
integral form of conservation equations. The solution domain was divided into a finite 
number of control volumes. A computational node was at the centroid of each control 
volume, at which the variables values were calculated. 
6.2.1 Mathematical models 
The Navier-Stokes equations govern single-phase blood flow. As discussed in Chapter 2, 







                                                         (6.1) 
where v is the velocity vector and  the density of the fluid. For an incompressible fluid like 
blood, where  is constant, the equation reduces to:  
0 V                                                                         (6.2) 
The law of momentum conservation equation in 3D for incompressible Newtonian fluid can 






































































































 2                          (6.5) 
where u,v,w are the respective velocity components, p the pressure and S the source terms of 
gravitational and other external body forces. Relating to Newton‟s second law of motion, the 
left-hand side is the inertial term balanced by the pressure gradient, convective viscous term, 
and other external forces. In the case of steady (time-independent) flow, the acceleration 
term vanishes; hence the momentum conservation can take the following form: 
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  vSvpvv 
2                                                       (6.6) 
 
6.2.2 Solution domain 
For the control volume to achieve a numerical solution, the solution domain was divided into 
volume element meshes. As depicted in Figure 6.1, the volume elements consisted of a face, 
an edge and a node. 
 
Figure 6.1 Volume elements 
The flow domain used a three-dimensional (3D), axisymmetric model. The geometry of the 
stenosis artery model was constructed using Gambit 2.0.4 with hexahedral volume elements 
(Figure 6.2). The stenosis geometry was constructed in a similar manner to the experimental 
model. The stenosis was described by the cosine function: this is discussed in greater detail 
in Chapter 3. The inlet length was shorter to reduce the computing time. To enable this, a 




Figure 6.2 Geometry of the stenosed artery: flow from left to right 
   




)                                                       (6.7) 
It is important to note that the plane measured in the experimental study was two-
dimensional (2D). The previous results‟ discussion on the radial location of r/R was taken on 
the azimuthal plane, according to the position of the laser light sheet, illustrated in Figure 
3.6a. Therefore, the equivalent radial location, r in 2D geometry, was the z coordinate in the 
3D view. In the subsequent section in this chapter, r will correspond to the location of z. 
6.2.3 Discretisation 
The transport equation was integrated in a control volume, yielding a discrete equation. The 
integral governing equations were solved for each volume element. The integral forms of 
steady state continuity and the momentum conservation equation over an element‟s surface 
area can be written as:  
0 dAV                                                              (6.8) 
dVoSdAVdApIdAVV
V  v                              (6.9) 
where V is the velocity vector, Vo is the element volume, A is the surface area vector, I is the 
identity matrix, and Sv is the source of V per unit volume – i.e, gravity per unit volume, g. 
The variables stored at the elements‟ centres were used to calculate the variable values at the 
elements‟ nodes. The variables‟ values at the surface were interpolated from the nodes‟ 
values. The discretisation of the spatial component for the continuity and momentum 




















                                   (6.11) 
where the subscript f refers to the face of the volume element. 
A second-order upwind scheme was used, where the discretised equation for any flow 
property  can be written as:  
scentrecentref                                                          (6.12) 
Where, centre is the gradient between the volume element centre and the immediate 
element upstream, and s is the displacement vector between the respective elements. 
6.2.4 A pressure-velocity solution 
In the governing equations, the pressure term and the velocity are interrelated, whereas the 
continuity and momentum equation are solved sequentially. During this process, the 
continuity equation is used to introduce the pressure, but the pressure term does not appear 
explicitly in the equation. Therefore, an algorithm for pressure-velocity coupling was 
employed, using the relationship between velocity and pressure correction to enforce 
momentum conservation and to obtain the pressure field. The iteration between both fields is 
required until the NS equation is satisfied: therefore, the Semi-Implicit Method for Pressure-
Linked Equations Consistent (SIMPLEC) algorithm, which is suitable for laminar flow, was 
deployed. A more detailed explanation of this algorithm can be found in (Patankar, 1980). 
6.2.5 Material parameters and boundary conditions 
The material parameters from the experimental model in Section 3.3 were set-up. The 
properties of the fluid simulated were the properties of blood analog fluid where the fluid 
density measured was 1080kg/m
3
 and the measured viscosity 6.23mPas. 
The boundary conditions were set to match the fluid‟s properties in the experimental model. 
A velocity for the inlet boundary condition used the Poiseuille (parabolic) flow profile as in 
Equation 6.7. 
PIV measured the centreline velocity, umax. The maximum velocities from the experimental 
study were 0.19m/s, 0.36m/s and 0.46m/s for Rei=130, 250 and 320, respectively. The inlet 
velocity profiles were introduced at the inlet of the flow domains, as user-defined function 
was written in C language. The walls were treated as rigid, no-slip and no-penetration 
boundary conditions were applied.  
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6.2.6 Mesh-independence study 
The number of volume elements in the flow domain geometry determines the accuracy of the 
simulation. However, the smaller the mesh elements the more computational effort is 
involved. Therefore, there had to be a balance between the size of the volume element and 
the computational cost, in order to yield accurate results. To resolve the number of elements 
required, different mesh densities were tested to ensure the flow solution was grid-
independent. The number of volume elements of the stenosis geometry created were 
n1=829980, n2=1467060 and n3=2129160. The solution criterion was the reattachment point, 
which indicates the length of flow separation distal to stenosis. The reattachment point was 
the position at the wall where the axial velocity gradient was zero. The position yielded by 
each mesh was analysed to determine grid independence. 
Figure 6.3 presents the shear gradient at the wall boundary for mesh densities of n1, n2 and 
n3, from x/D=1.5 to 1.6. The negative shear gradient indicates backflow velocity and moved 
towards zero values. The reattachment point was where the velocity gradient at the wall was 
zero. Above this point, the velocity direction followed the mainstream velocity and had 
positive values. Figure 6.4 tabulates the mesh size and the reattachment position. The values 
were rounded to three decimal places with an uncertainty of 0.001: n2 and n3 that resulted in 
an asymptotic value of reattachment point at x/D=1.357. The uncertainty of 0.001 
corresponds to a distance of 1x10
-6
m, which in the range of the smallest cell distance at the 
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Figure 6.4 The reattachment point at different mesh elements. 
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A more stringent test is performed using Richardson extrapolation (Richardson and Gaunt, 
1927) where the reattachment value is estimated at the grid size tended to zero (1/n → 0). 
The extrapolation method calculate a higher order estimate of the flow fields from a series of 
lower discrete reattachment values (f1, f2,…,fn). Roache(1994) generalised Richardson 
extrapolation by introducing the p
th
- order method; 
fexact ≈ f1 + [(f1-f2)/(r
p
-1)]                                               (6.13) 
In this study, the grid refinement ratio, r is taken as the average of n2/n1 and n3/n2 which gave 
r = 1.609. The p
th





                                                     (6.14) 
ffiii   1,1                                                     (6.15) 














































Figure 6.5 Richardson extrapolation for n3, n2 and n1. 
To evaluate the extrapolated value from these solutions, the convergence conditions must be 
first determined. The three possible convergence conditions are; 1. Monotonic convergence; 





'R                                                             (6.16) 
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Table 6.1 summarise the accuracy for reattachment point. The convergence ratio R’ indicate 
convergence condition was monotonic. 
 
Table 6.1 Order of accuracy for reattachment point 
ε32 ε21 p R 
0.003 0.0005 3.77 0.167 
 
Mesh with grid density n2=1 467 060 was selected for further simulation. The main reason 
for selection is computing time, costs and acceptable accuracy achieved from the Richardson 
extrapolation. The simulation time for n2 was five days. 
6.2.7 Simulation  
Although the flow under investigation was steady, there may be some degree of instability in 
the stenosis. Therefore, it was useful to set the flow condition under unsteady-state mode. 
The simulation was carried out on the School of Engineering‟s computing server. The 
convective time scale which defines as the time required to be convected through a small 
distance was calculated. The minimum length in x-direction of the mesh element is divided 
with the maximum axial velocity yield 3.3x10
-3
s, hence, the time step size t set was at 
1x10
-3
 s. Convergence criterion for continuity equation was set at 1x10
-9
, and for momentum 






 respectively. The 
number of timesteps was set at 250. Maximum time step per iteration was 200. The 
convergence time depended on the mesh density and ranged between two to seven days. The 
residual plot at the end of the simulation time of the flow domain for transient simulation 
with mesh element of n2 is shown in Figure 6.6. The solutions for 250 timesteps were 






Figure 6.6 Residuals at the end of simulation time of 250 timesteps. 
 
6.3 Results 
6.3.1 Comparison of flow simulation at different flow rates 
The flow field description comparing the flow rates at Rei=130, Rei=250 and Rei=320 was 
assessed by considering the velocity magnitude, vorticity contours and axial velocity 
gradients. 
The velocity magnitude was compared in Figure 6.7. The maximum velocity in all cases was 
slightly downstream of the throat of the stenosis at x/D=0.18. The peak velocity at the throat 
region at all flow rates were generally 40% higher than the centreline velocity at the inlet. 
The results was verified from conservation of mass principles which conclude that for 30% 
degree of stenosis, Rethroat=1.4Rei. 
Figure 6.8 presents the contours of the vorticity magnitude. Vorticity measures a fluid‟s 
tendency to spin: if the vorticity is non-zero, the flow is rotational. There was a vorticity of 
varying strength in the flow of interest. The peak vorticity was in the constriction region of 
the throat and increases with the flow rates. 
The axial velocity gradient (du/dz) is shown in Figure 6.9. Negative values indicate the 
opposite velocity direction below the radial axis. The vorticity and velocity gradient contours 
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had a similar behaviour where the maximum was slightly upsteam of the throat. The velocity 
gradient and vorticity region distal to stenosis were between the recirculation zone and the 
central jet. The maximum vorticity and velocity gradients are compared in Figure 6.10, 
showing both magnitudes increased linearly with Rei. The rotation of fluid element was 
caused by the shear gradient formed downstream of the stenosis. 
 
 



























































Figure 6.10 Maximum vorticity and velocity gradient against bulk Reynolds number. 
The vorticity information from PIV measurement was limited to 2-dimensional 
measurement. Therefore the interpretation of vorticity components can be assessed further 
from the simulated results. The 3-dimensional representation of simulated vorticity 
magnitude at Rei=250 is shown in Figure 6.11. As observed in previous section, the vorticity 
behaviour at the inlet was the Hagen-Poiseuille vorticity: maximum at the wall and 
approaching zero towards the centre radius. The simulated results clearly show that the 
vorticity at the wall grew as the flow entered the stenosis zone, and was maximum at slightly 
before the middle throat. Distal to stenosis, the vorticity was relatively high between the 
recirculation area and the core flow. As indicated earlier, the vorticity close to the wall was 




Figure 6.11 The contour of simulated vorticity magnitude (1/s) in y-z plane  and x-z plane 
views (bottom). For the y-z plane, the x/D locations from the inlet are -1.375, -0.875, -














































 . The vorticity components at x/D=1 is shown in Figure 6.12. The peak 
vorticity was mainly depended on the y and z vorticity component. The streamwise vorticity 
















6.3.2 Wall shear stress and flow separation boundary 
Wall shear stress (WSS) is a key haemodynamic parameter and a linear function of shear 
gradient. Figure 6.13 presents its contours showing that the peak stress increases with the 
flow rates. The WSS was high upon entering the stenosis throat: for example at Rei=250 a 
maximum of 9Pa, compared to the inlet which was 1.5Pa. The axial location of the highest 
stress was x/D= -0.1625. From this position, the stress on the wall gradually decreased until 
it reached a minimum value where the flow separated. The low WSS region for Rei=250  is 
illustrated on a smaller scale in Figure 6.14. The region experienced stress of less than 1Pa, 
from x/D =0.3243 to x/D=2. The WSS decreased from the throat and reached zero at 
x/D=0.5047, where the flow was first separated. In the recirculation region, the stress 
increased beyond the detachment point and returned to zero at x/D= 1.3570. At this location, 










Figure 6.14 Low WSS (Pa) region at Rei=250 at the downstream of stenosis observed at the 
wall. The WSS was less than 1Pa. 
The variation of the WSS at the flow separation region is compared in Figure 6.15 where the 
WSS is plotted along the axial direction. The detachment point of the flow separation for 
Rei=250 and 320 is marked by the location where the WSS first reaches minimum. The 
detachment points are x/D=0.5047 and x/D=0.47075, respectively. The reattachment point is 














































b. WSS from the middle of the throat (x/D = 0) to the outlet. WSS first reaches minimum at 
the detachment point and secondly, at the reattachment point. 




The flow separation boundary for all Rei can be seen from the velocity field distal to the 
stenosis presented in Figure 6.16. Unlike the flows at Rei=250 and 320, the recirculation 
flow does not exist in the flow at Rei=130. Backflow velocity, indicating the recirculation 
region, was observed at the downstream corner of the stenosis for Rei=250 and 320. The 
streamlines in Figure 6.17 demonstrate that the flow separation zone at Rei=320 is larger 
than at Rei=250. The coordinates of the middle vortex, G at Rei=250 and 320 are 
(x/D=0.9187, r/R=0.9075) and (x/D=0.9476, r/R=0.8900), respectively. The detachment and 

















6.4.1 Comparison with PIV measurements  
In Chapter 4, the flow field was characterised at selected downstream locations covering the 
stenosis diameter. This section will compare flow field measured by PIV and simulated 
results at Rei=250.  In Figure 6.18, the axial velocity profile is compared. The inlet velocity 
for the plotted experimental results was measured at x/D=-3.5, and for simulated results the 
location was x/D=-1.5. The axial position for the rest of the compared profile was at          
x/D=-0.5, 0, 0.5, 1.0 and 1.5. In general, the velocity profiles for both methods agree, 
although asymmetry has been observed in the experimental results.  
The experiment performed in Chapter 5 zoomed into the recirculation region by altering the 
optics of the PIV system to increase the resolution. The image was magnified to 2.5 times 
and more velocity vectors could describe the flow. The results at r/R> 0.8 were compared to 
the simulated data shown in Figure 6.19. The axial locations were x/D= 0.75, 0.8125, 0.875, 
0.9375, 1, 1.0625 and 1.125. The broken green lines act as the axis where the axial velocity 
behind the line was negative, which indicates backflow velocity. The axial velocities in the 
recirculation region were all negative in the near-wall region. As the vectors approached the 
inner radial axis, the values crossed the green line. The point where the profile crossed the 
line suggested the zero axial velocity. Beyond this point, the direction followed the 
mainstream velocity. The radial positions for zero velocity in the experiment differed from 
those found in the simulation. The magnitude for the positive velocity measured in the 
experiment was smaller than in the simulation. The velocity gradient at r/R<0.91 measured 
in the experiment agreed with the simulations results but towards the inner flow, the 
experimental velocity gradient were smaller. Marked difference were seen at x/D<0.9375 





























The vorticity measured from experiment and calculated from simulation are compared. It is 
important to note that the measurements in PIV are two-dimensional whereas the geometry 
used in the simulation is three-dimensional. Therefore, instead of quantifying the vorticity 
component, the magnitude was taken into account. In Figure 6.20, the vorticity before 
entering the stenosis throat was experimentally measured at x/D=-3.5. In the simulation the 
inlet of the geometry is at x/D=-1.5. The vorticity was zero at the flow axis and linearly 
increased towards the wall correspond to Hagen-Poiseuille vorticity. Both results agreed 
with the maximum difference between the simulated and experimental results of 1%. The 
maximum vorticity at the wall of the inlet region was 186 s
-1
. 
At the throat of the stenosis (x/D=0), the results at the flow axis matched. In the experiments, 
the points very near to the wall were not considered because geometry imperfection of the 
joints at the wall. There was an abrupt increase of vorticity at r/R=0.5.The simulated results 
showed that the maximum vorticity at the wall of the middle throat was 6 times higher than 
that of the wall inlet. The flow constriction at the throat resulted in a significant vorticity 
growth at r/R>0.5. 
Vorticity profile at x/D=1.5 showed the agreement of the experiment and the simulation 
profile. The results of vorticity gradient from r/R=0 to r/R=0.3 was similar to the gradient 
observed at the throat and the inlet. Beyond this radial position, the vorticity increased to a 
peak value at r/R=0.6 with a steeper gradient. Experiment result shows the peak vorticity 











Figure 6.19 Axial velocity, u profiles in the recirculation zone measured by PIV (red) in Chapter 
5, and the simulation results (blue) 
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at this axial location was 20% of the maximum vorticity at the throat (x/D=0) and 30% 
greater than the maximum vorticity at the inlet. At location r/R>0.6, the vorticity decreased 
to a minimum of 9 s
-1

































6.4.2 Comparison of the flow separation boundary 
The experimental results were compared with the CFD simulation. The flow separation zone 
boundary for both cases at Rei=250 and  Rei=320 is shown in Table 6.1. The size obtained in 
the experiment was slightly different from the simulated results, in which the reattachment 
point obtained from PIV measurement were further downstream. At  both flow rates, the 
reattachment points measured were around 2mm (Δx/D=0.25) further. The central vortex 
observed in the experiment was within 1mm (Δx/D=0.125) away from the position observed 
in the numerical simulation. There was 16.7% and 15.8% difference between experiment and 
simulation results for reattachment points which mainly due to the masking effect at the wall 
boundary. As discussed in experimental method in Section 5.2.3, the vectors yielded within 
0.3mm from the wall (r/R>0.07) were discarded.  Furthermore, the cell size in the simulation 
domain was in the range of 3µm to 100µm which was smaller than the size of interrogation 
area in PIV measurement (115µm and 262µm). The order of error for PIV measurements 
was comparable with errors published in the literature where Zhang et al. (2008) reported an 
error ranged from 12% to 47%. 
Table 6.2 Comparison between recirculation sizes in the experiment and the simulation. 
Flow rates Experiment Simulation % difference 
 
 
Rei = 250 
Wall detachment point (E) No data x/D=0.5047 - 
Wall reattachment point (F) x/D= 1.63±0.016 














Rei = 320 
Wall detachment point (E) No data x/D=0.4707 - 
















6.5 Conclusions  
CFD simulation was performed by considering the blood mimic as a single phase fluid. The 
flow fields in the PIV measurements were compared with numerical simulation results. 
Simulation at Rei=130 proved that the flow was not separated as observed in the experiment. 
Simulation results confirmed that the flow was streamline and recirculation region were 
formed at Rei=250 and  Rei=320. The peak velocity was in the throat region. The vorticity 
followed the velocity gradient contour where the peaks were also at the throat but before the 
expansion section. The peak vorticity and velocity gradients at the narrowest geometry 
increased with the flow rates. Similar to experimental results, the size of the recirculation 
zone increase with flow rates. However, the reattachment point and the central vortex 
simulated were shorter by 16-17% and 10-11% respectively. The small discrepancy was due 
to the experimental errors in PIV measurement where the range was within the errors 





7PARTICLE DYNAMICS SIMULATION 
 
The single-phase simulation performed in Chapter 6 provides macroscopic information about 
the bulk flow; however when considering two-phase-flow, particle-fluid interactions can be 
modelled. This chapter presents the application of CFD methods to investigate the particle 
dynamics. The movement of the particles in fluid is simulated. The paths of the particles are 
tracked where the effect of hydrodynamic forces, such as drag and lift on particle migration 
is discussed. 
7.1 Introduction 
Generally, there are three approaches to modelling blood cell dynamics (Hund and Antaki, 
2009): the discrete model, the fluid continuum model, and the dilute-phase model. Each of 
these will be discussed in more detail in turn. 
In discrete models, the microstructure of the blood is explicitly represented by considering 
an individual particle or a group of particles, known as the Lagrangian model. This model 
has been applied to the simulation of blood cell flow in capillaries and arterioles (Kuharsky 
and Fogelson, 2001; Guy and Fogelson, 2002; Fogelson and Guy, 2004). However, its 
application in larger flow domains, such as in larger blood vessels that involve the transport 
of trillions of blood cells, has become computationally intensive.  
The second approach employs a fluid-continuum model that assumes that the particle cells 
comprise of a distinct continuum mixed with plasma carrier fluid (Jung et al., 2006; Jung et 
al., 2006; Jung and Hassanein, 2008). Red blood cells (RBC) can be modelled sensibly, but 
the white blood cells (WBC) and the platelets are too dilute for the classical definition in 
continuum mechanics. These cells are therefore not considered influential for the flow of 
plasma. 
The third approach uses the dilute-phase model, which is governed by convection-diffusion 
theory. Blood is modelled as a single continuum, whereby the dilute species are the WBC 
and the platelets (Wootton et al., 2001; Jordan et al., 2004; Hund and Antaki, 2009). The 
influence of the RBC is accounted for by the mass conservation equation, where the 
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diffusivity of the dilute phase is a function of RBC concentration (Hund and Antaki, 2009). 
The RBC profile was prescribed from experimental data from multiphase simulation.   
In this work, we have considered the dilute cellular species that are within the range of the 
white blood cell properties, specifically the monocytes. During the inflammatory process, 
when the vessel wall sensed a low shear stress, monocytes in the bloodstream migrated to the 
wall and subsequently initiated the plaque formation that promotes atherosclerosis (Slager et 
al., 1995). The formation of atherosclerosis has been discussed in Section 1.1.1.  Since the 
particulate suspension system under investigation is at a low concentration, individual 
particle motion was simulated in this study using the first approach, the discrete-phase 
model. 
The aim of this chapter is to perform a simulation to investigate the particle dynamics that 
are responsible for the particle accumulation observed in the experiments. In Chapter 5, it 
was observed that the particles with a 20µm diameter at a weight concentration of 0.07% 
migrated to the central recirculation vortex. The particles simulated had a diameter within 
the range of the size of white blood cells, the monocytes (Caro, 1978). The volume fraction 
of monocytes was 0.0643%, which is equivalent to 0.0688% by weight (Skalak and Chien, 
1987), and was close to the concentration used in the experiment. Since the particles used 
had similar physical properties to the monocytes, the results for the particle distribution can 
suggest the monocytes‟ behaviour when flowing distal to the stenosis. The simulations 
performed were used to investigate the influence of lift force on the particle migration 
phenomena. 
 
7.2 Simulation method  
The geometry and mesh used in the single-phase simulation described in Figure 6.2 was 
employed as the domain for modelling the particle flow. In addition to the single-phase flow 
simulation, the equations of particle motion were solved. The equations for particles and the 
simulation technique are discussed in this section. 
7.2.1 Governing equations 
The physics of solid-liquid flow were presented in Chapter 2. The equation of particle 




















1             (7.1) 
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where mp is the mass of the particle, Vp is the instantaneous velocity of the particle, ρ and  ρp 
are the density for fluid and particle respectively, and g is the body acceleration. The term on 
the left hand side describes the particle inertia, and the terms on the right-hand side are 
forces caused by particle-fluid interaction. 
The first inertial term is the gravitational force. FPG is the force that exists in the absence of 
the particle due to the hydrostatic pressure gradient; 
pVoF pPG                                                  (7.2) 
where Vop is the particle volume and p is the pressure gradient produced by hydrostatic 
pressure. 









                                           (7.3) 
where CD is the Stoke‟s drag coefficient, d is the particle diameter and Vs is the relative 
velocity between the fluid and particle.  
FL is the lift force generated by the rotation of the particle and fluid shear. As shown in the 
experimental results in Chapter 4, the shear gradient has been found to be significant in the 
post-stenotic region, therefore shear generated lift forces are of interest. The Saffman-Mei 
lift model (Mei, 1992) was used in this analysis. This force has been discussed in detail in 
Section 2.3.5, and the lift model is written as:  
 
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FVm is defined as a virtual mass force, and it accounts for the work required to change the 



































is the relative acceleration of the fluid with respect to the particle 
acceleration. 
FBas is the unsteady drag force or Basset force, which accounts for the temporal development 

























                               (7.7) 
where t-t’ is the time interval from the initiation of the acceleration. 
As the system under investigation is steady, virtual mass, FVm and Basset force, FBas are 
neglected in the simulation. Even in pulsatile flow, Buchanan et al. (2000) states that FVm is 
insignificant for solid-liquid flow or for a colloidal (such as blood suspension) where the 
densities are similar. Longest and Kleinstreuer (2003c) neglected the Basset term with the 




which is small for 
blood-borne transport in plasma. Similar assumptions were made in this simulation. Hence, 



















1                           (7.8) 
 
The body force due to gravity was negligible because the density of the fluid (ρ = 1080 
kg/m
3
) and the particle (ρp= 1030 kg/m
3
) were nearly equal. The pressure gradient force, FPG 
is the particle volume multiplied by the hydrostatic pressure gradient. Since the FD and 
FLSaffman-Mei are a function of slip velocity (Vp-V), the effects of the flow field on particle 
trajectory are mainly dependent on these forces. 
7.2.2 Simulations 
The discrete phase model in the ANSYS FLUENT 12.1.4 simulation package, which follows 
the Euler-Lagrange approach, was used for the simulation. The continuous fluid was solved 
according to the Navier-Stokes equation and the suspended solid by tracking the individual 
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particles through the calculated fluid-flow field. As the solid concentration was less than 1%, 
which was considered as a low-volume fraction, each particle computation was solved at 
time intervals during the fluid-phase calculations.  
Trajectory equations are solved by stepwise integration over discrete time steps. The 
integration of time in Equation 7.8 yielded the velocity of the particle at each point along the 
trajectory.  
7.2.3 The number of particles tracked 
The Lagrangian method solved the trajectory of individual particles in this analysis. 
Therefore, the more particles that were introduced, the more equations there were to be 
solved. An initial attempt was made to track particles travelling in a plane in which there was 
one particle in every mesh element. There were 1 467 060 mesh elements and 7485 particles 
at the inlet plane in the direction flow. With this number of particles to be tracked up to the 
outlet, the computation processing and the memory requirements exceeded the computer‟s 
capability. Hence the number of particles and the length of paths tracked had to be reduced 
and optimised as the computer system, as it could only support fewer particles. In this 
simulation, a maximum of 220 particles was tracked at any one time. 
7.2.4 Boundary conditions 
Similar to the boundary conditions used in the single phase simulation, the fully developed 
flow achieved in the experiment was specified at the inlet.  As this study incorporates a rigid 
wall, the inclusion of pressure boundary conditions was not necessary. The inlet boundary 
conditions will create the pressure differential required to drive the flow.  
The particles simulated had a diameter of 20µm, which was in the range of the size of white 
blood cells, the monocytes (Caro, 1978). Having computing limitations on simulating the 
actual numbers of particles in the flow suspension, the number of particles introduced to the 
domain was far less than in reality, as large arteries transport billions of white cells per 
second (Hund and Antaki, 2009). As discussed in the previous section, the particles tracked 
in this simulation are less than 220 to account for computational limitations. 
7.2.5 Particle modelling method 
The simulations were carried out to investigate the path and residence time of the particles. 
Two type of particle treatment method were considered; 
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i. The equations for fluid flow and particle motion were solved simultaneously. 
The particle motion equations in this section were solved with the fluid motion 
under an unsteady condition, which is known as unsteady particle injection. 
ii. The equations for the fluid, which were the equations for single-phase flow in 
Chapter 6, were solved first. The equations for particle motion were then 
introduced into the domain to track the particle path.   
There was a momentum exchange between the particles and the fluid, and therefore 
generally the first approach is more robust than the second method; however the computing 
time and cost for the former is higher. 
 
7.3 Unsteady particle tracking 
This section provides the simulation detail and results for the first particle modelling method, 
where the equations for the particles were solved simultaneously with the fluid. The particle 
motion equations in this section were solved with the fluid motion under an unsteady 
condition. The equation of motion 7.8 was solved with the Navier-Stokes equation. The 
particles were released from an initial point within a certain time duration, and the final 
positions were located.  
7.3.1 Variables of interest 
The drag force, FD, and FLSaffman-Mei in the equation of particle motion are a function of the 
slip velocity, which is the difference between the fluid and particle velocity, Vs=(Vp-V). The 
velocity of the particles, Vp and the slip velocity Vs were then analysed in this simulation. 





Re                                                                   (7.9) 
where ρ and μ are the fluid density and viscosity respectively. 
7.3.2 Simulations performed 
The particles introduced at the inlet (x/D=-1.5) and distal to the stenosis (x/D=0.5) at 
Rei=250 were tracked simultaneously. The particles were introduced on a single line on the 
z-plane. There was one particle in each mesh element, equating to 109 particles in the line. 
The particle time step was 1x10
-4
 s and it ran for 280 time steps. The total iterations for the 
flow time of up to 0.028s were 21,625, which is approximately equal to 1392 hours (60 
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days). The convergence criterion for the continuity equation was set at 1x10
-9
, and for the 
momentum conservation equation at 1x10
-6
. The residual plot is shown in Figure 7.1, and the 
solution was converged. An attempt to introduce more than single-line particles in order to 
illustrate 3-D behaviour was unsuccessful, due to memory limitations and longer simulation 
time. 
 
Figure 7.1 Residuals plot at the end of simulation time of 0.028s. 
 
7.3.3 Results and discussion 
The particles‟ trajectories and final positions are presented in Figure 7.2. Note that the sizes 
of the particles do not geometrically represent the actual diameter, but they have been 
enlarged for data visibility. For the particles injected at x/D=0.5, the maximum axial distance 
reached was x/D=1.3420. The reattachment point determined from Chapter 6 was x/D 
=1.3574 indicated by point F. Hence, the particles near the wall were in the region of 
recirculation. As shown in Figure 7.2a, the resultant velocities of the flow injected from the 
inlet were fully developed, but the parabolic velocity profile for particles injected at x/D=0.5 
were flattened and the velocity magnitude was reduced. The axial and radial velocity 
component of particles injected at x/D=0.5 are shown in Figure 7.2b and c respectively. 
There was high radial velocity component for particles in the recirculation zone which 




















b. axial velocity of particles, up c. radial velocity of particles, vp 
Figure 7.2 Final location of tracked particles from inlet and x/D=0.5. The colour scale 




Figure 7.3 Final location of tracked particles from inlet and x/D=0.5. The colour scale 
represent the particles Reynolds number,  Rep =ρdp(Vp-V)/μ 
 
Figure 7.3 shows the Rep which is a function of slip velocity (Vp-V). There was a smaller Rep 
value for the particles introduced at x/D=0.5 than at the inlet. For particles introduced at 
x/D=0.5, Rep values were higher in the recirculation zone compared to those in the 
mainstream. This means even though the particle velocity in the recirculation region is small, 
the particle inertia is significant. It was determined that particles did not follow the fluid 
velocity exactly. These particles may leave the fluid velocity path and resides in the 
recirculation zone longer. 
7.3.4 Conclusions 
Particles flowing in the post stenosis region migrated to the recirculation zone. The radial 
velocity component of particles was higher in this region. The particle Rep in the 
recirculation zone was relatively higher than the mainstream. This indicates that the slip 
velocity which is linearly proportional to particle Rep was also higher in the recirculation 
zone. Hence, the particle inertia in this region was significant. The particles entered 




7.4 Particle tracking in steady fluid flow 
This section presents the results from the second method employed in tracking the particles‟ 
motion. The main reason behind performing steady particle tracking is due to very long time 
required for particle modeling under an unsteady mode. The Navier-Stokes equation of the 
background fluid was first solved to obtain the momentum and direction of the flow field, 
which in turn is used to calculate the particle motion. The time step for the background fluid 
was discussed in Chapter 6 where the time scale was set at 1x 10
-3
s. 
7.4.1 Variables studied in the simulation  
The particles were not introduced from the inlet but from their initial point directly to the 
region of interest, i.e. the recirculation zone. The particles‟ physical properties were set as 
described in Chapter 4. The initial velocity of the particles was set to follow the local fluid 
velocity.  
The simulations were carried out to investigate the path and residence time of the particles. 
The particle residence time is defined as the time taken by a particle to reach a particular 
position (Kunov et al., 1996). The particle residence time does not indicate how much time 
they spend in each location along their path. 
 The following factors were taken into account: 
i. The influence of the Saffman-Mei lift force was investigated by running the 
simulation with and without the equation. Saffman-Mei lift force is a function of 
shear rate and slip velocity. From previous experimental and simulation results, 
shear rate and slip velocity were significantly higher in the expansion region. The 
particles were introduced to the region with a high velocity gradient and to the 
recirculation zone. There was a comparison of the path and residence time of each 
particle.  
ii. As indicated in Chapter 5, the flow rates affected the particle distribution. 
Simulations were performed to compare the particle residence time at Rei =250 and 
Rei =320. The particle residence time for both flow rates was evaluated. 
 
7.4.2 The effect of  lift forces on particles from high vorticity regions 
The particles travelling from high vorticity regions were tracked. The particles‟ diameter was 
set at 20µm. The movement of five particles from an initial radial position close to the wall 
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at x/D=0.125 were monitored for 0.763s. The particles‟ positions are summarised in Table 
7.1 and their paths shown in Figure 7.4. The paths were tracked both with and without 
Saffman-Mei lift force as discussed. Figure 7.4a presents the particles‟ paths and residency 
times up to the drag force only. Figure 7.4b shows the results with the Saffman-Mei lift force 
included.  
Table 7.1 Radial position of particles injected at x/D=0.125. 







In both cases, the particles deflected towards the wall, and the particles close to the 
mainstream flow travelled faster than those near the wall. In both cases, the tracks were 
identical but the residence times were slightly different. The maximum particle residence 
time (PRT) of each particle is summarised in Table 7.2. A longer PRT means that the 
particle travelled more slowly than one with a shorter residence time in the same domain. 






Figure 7.4 The particle path and the residence time tracked with a. drag force and b. drag and 




Table 7.2 PRT (millisecond) for each particle location. 
Particle 
initial point 
PRT with drag force and Saffman-
Mei lift force, (PRTdrag+lift)   
PRT with drag, (PRTdrag  ) 
H 46.8 46.8 
I 59.7 59.6 
J 90.6 90.5 
K 195 194 
L 750 763 
 
The ratio between the PRT of both cases (PRTdrag+lift :  PRTdrag ) is plotted in Figure 7.5. The 
residence time for Particle L (with a radial initial position at r/R=0.7) decreased by 1.8% 
when the Saffman-lift force was considered. The additional lift force decreased the particle‟s 
residence time. However, for Particle K, at the initial position of r/R= 0.650, the residence 
time increased where the lift force reduced the particle‟s velocity by 0.5%. Unlike near-wall 
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Figure 7.5 The ratio of  PRTdrag+lift :  PRTdrag. 
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7.4.3 The effect of drag and lift forces on particles from a flow separation 
boundary 
The paths of particles were tracked from the boundary between the flow recirculation region 
and the high shear region, along r/R=0.850 and r/R=0.855. The Rei was at 250. The initial 
positions are summarised in Table 7.3 and are marked as N, O, P, R, S and T in Figure 7.6, 
which represent the particles‟ paths travelled within a time of 4.230s. Particles M and Q were 
stagnant and remained at their initial position (not shown). The drag and Saffman-lift forces 
were considered in this case, for particles N, O and P with the radial position r/R=0.850, 
which escaped the recirculation zone. The initial position for the particles along r/R=0.855 
(R, S and T) was closer to the separation zone. Particle T, the farthest to the right, escaped 
the separation zone and the other particles orbited inside the vortex. 
 




M 0.850 0.500 
N 0.850 0.625 
O 0.850 0.750 
P 0.850 0.875 
Q 0.855 0.500 
R 0.855 0.625 
S 0.855 0.750 






Figure 7.6 Particles‟ paths at the boundary of the separation zone. N, O, P, R, S and T 
indicate their initial position. 
 
The residency time for particles R and S, which orbited inside the recirculation region, is 
shown in Figure 7.7. R‟ and S‟ denote the final positions at the end of the time they are 




Figure 7.7 Path of Particles R and S at total residence time of 4.24s. 
 
In Figure 7.8, Particles R and S were tracked over longer paths, with a total residence time of 
14.8s. Particle R completed one orbit before escaping the separation zone, and particle S 
proceeded to orbit in the separation zone, stopping at the final location with a PRT of 8.13s. 
 
Figure 7.8 Residence time for Particles (a.) R and (b.) S with a total residence time of 14.8s. 
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Particle S was tracked for a longer time period, until the particles left the separation zone; the 
PRT is shown in Figure 7.9a. After completing one orbit, the particle circulated with a larger 
diameter for the next orbit. Particle S orbited three times and then travelled out of the 
separation zone, which took 21.12s. The velocity magnitude of Particle S is shown in Figure 
7.8b. This particle moved faster at the mainstream boundary, with a velocity in the range of 
10
-2












Figure 7.9 Residence time and velocity magnitude for Particle S with Saffman-Mei lift force, 
for the longer integration time of 21.12s. 
 
The lift-force effect on the residence time of Particle S was considered by calculating the 
ratio of the residence time with and without the Saffman-Mei lift force. The particle path and 
PRT without accounting for Saffman-Mei is shown in Figure 7.10, and the PRT with lift is 
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obtained from Figure 7.9a. The total difference in residence time was 0.008s, which yielded  
value of PRTdrag+lift:PRTdrag = 0.996. It can be concluded that the inclusion of the lift force in 
the simulation resulted in a slightly shorter residence time. The time ratio was close to unity, 
suggesting that the lift had little effect on the particle path in the recirculation region.  
 
 
Figure 7.10 Residence time for Particle S without the Saffman-Mei lift force for integration 
time of 21.12s 
It can be concluded from the simulation that, when the Saffman-Mei lift force is applied to 
particles in the recirculation zone, the particle residence time is not increased. The 
PRTdrag+lift:PRTdrag ratio is close to unity, indicating that the lift force can be neglected. 
However, Particle K travelling from a high shear area to the boundary of the separation zone 
did not manage to enter the recirculation region (Figure 7.4), having a longer residence time 
when Saffman-Mei lift force was applied. 
7.4.4 Residence time of particles in the post-stenotic region 
The particles from the central vortex, high vorticity region and flow separation boundary 
were tracked for 78,890s. Table 7.4 shows the coordinates, and the particles‟ diameter was 
20µm as discussed. In addition to the particles simulated earlier; the particles at the boundary 
separation region are denote (N, O, P, R, S and T) and the particles travelling from the high 
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vorticity region are (H, I, J, K, L). Particle W is introduced at the central vortex and Particle 
X is from the flow axis. 
Figure 7.11 presents the residence time of all of the particles. Particle X from the flow axis 
left the flow domain within 0.3s. Particle W from the central vortex travelled outwards and 
completed 30 orbits before leaving the separation zone within 78.87s. The PRT for particles 
orbiting in the flow separation region was about 260 times longer than in the mainstream. 
Table 7.4 The coordinates of the tracked particles 
Region Particle point r/R x/D 
Central vortex W 0.9075 0.9187 
Flow axis X 0.000 1.000 
Flow separation 
boundary 
N 0.850 0.625 
O 0.850 0.750 
P 0.850 0.875 
R 0.855 0.625 
S 0.855 0.750 
T 0.855 0.875 
High vorticity I 0.625 1.000 
J 0.600 1.000 
K 0.650 1.000 
L 0.700 1.000 






Figure 7.11 Trajectory of particles; the initial location of each particle is labelled as H, I, J, 
K, L, N, O, P, R, S, T, X and W, as described in Table 7.4 .The total particle residence time  
is 78.87s. 
7.4.5 The effect of fluid flow rates on particles in the recirculation zone 
In order to investigate the influence of the flow rate on the PRT, the paths for the particles 
travelling from the central vortex were tracked for fluid at Rei=250 and Rei=320. Particles W 
and Y marked the initial position at the central vortex at the respective fluid flow rates. The 
residence time for particles orbiting in the recirculation zone until they left the area and 
reached an axial position of x/D=1.60 is plotted in Figure 7.12. As reported earlier, for fluid 
with Rei=250, particle W orbited 30 times and the final residence time was 78.87s. For a 
higher flow rate, with Rei=320, particle Y travelled out of the central vortex in 40 orbits, 
taking a time of 40.60s. Although the particles suspended in regions of higher fluid flow 
rates (Rei =320) completed more orbits, the residence time was almost half of that for the 




a. Rei =250. The total PRT is 78.87s. Number of orbits is 30. 
 
b. Rei =320. The total PRT is 40.60s. Number of orbits is 40. 




For particle injection in steady flow conditions, the particle trajectory at selected locations 
was simulated to explain the accumulation behaviour in the recirculation zone observed in 
the experiment. The Saffman-Mei lift force had a negligible effect for particles circulating in 
the separation zone, but increased the particle residence time for particles traveling in the 
boundary region with the high shear zone. The particles at higher flow rates circulated for 
more orbits than those traveling at lower rates. However, the residence time to complete the 
orbits for the former was shorter.  
 
7.5 Discussion 
Particles were tracked using the transient fluid motion for a shorter integral time of 0.028s 
due to computing time and cost. The unsteady results indicate that the slip velocity Vs=(Vp-V) 
at the expansion section was relatively higher in the recirculation zone than in the 
mainstream. In the equation of particle motion, the Saffman-Mei lift force and the drag force 
are a function of slip velocity. 
The second method employed was to inject the particle into a steady fluid flow. The particle 
residence time and the final location of particles were monitored. In the experimental work 
using PIV in Chapter 5, the particle distribution was correlated with the light scattered by the 
particles. The light intensity was measured and normalized with the mean light intensity at 
the inlet. The light intensity was not uniform, with a relatively higher pixel count in the 
recirculation zone for flow rates at Rei =250 and Rei=320. The results were for a particle 
diameter of 20µm and the weight concentration was 0.07%, corresponding to the physical 
properties of monocytes. The light intensity for this case was shown in Figure 5.7b, which 
was greatest at the central vortex. This observation indicates that there are more particles 
residing in the recirculation region. 
In the simulation study conducted, considering the particles from the boundary of the flow 
separation zone, particles R (x/D=0.652, r/R=0.855) and S (x/D=0.750, r/R=0.855) orbited 
inside the recirculation region. Particle R orbited and left the separation zone, finally 
reaching the reattachment point within 14.8s (Figure 7.8a), while Particle S took 21.1s 
(Figure 7.10). Other particles in the boundary (N, O, P and T) escaped the recirculation zone 
and reached the reattachment point in less than one second. Therefore, particles R and S, 
which orbited in the recirculation zone, resided respectively around 15 and 20 times longer 
than particles N, O, P and T.  
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Longer residence times may explain the high light intensity scattered by the particles in the 
recirculation zone. The intensity increment in this study indicates that the average particle 
distribution from the light scattered in 200 images of steady flow, and the particle residence 
time simulated defined as the time required for a particle to pass through a flow section. 
Therefore, when there is a higher light intensity observed, there are more particles present, 
because they reside in the recirculation zone longer. 
However, when looking at the particle path, the particles at the flow separation boundary    
(R and S) did not reach the middle vortex. In the experiment, there was an intensity peak at 
the centre of the recirculation zone, which indicates that more particles resided in the central 
vortex. The forces considered in this study were not enough to drive the particles from the 
flow separation boundary to the central vortex. There are in addition, at least two main 
factors related to particle migration lift forces that was not considered in this simulation 
(Loth, 2008); the first are lift forces due to particle rotation, or Magnus force,  and the 
second is the lift force due to solid-body rotation in a vortex, or Heron lift. 
The effect of varying the flow rates was studied by injecting particles from the middle 
vortex. The residence time and the number of orbits they completed before leaving the 
recirculation zone was monitored. Particle W was introduced at Rei=250 (Figure 7.12a) and 
Particle Y was tracked at Rei=320 (Figure 7.12b). Particle W has twice the residence time of 
Particle Y. In the experiment, the light intensity scattered by the particles at these flow rates 
were shown in Figures 5.11 and 5.12. The intensity at the vortex centre for Rei=250 was 50% 
higher than for Rei=320. Generally, higher residence times in the simulation correspond to 
the higher light intensity measured by PIV for Rei=250. However, the magnitude of the 
intensity increment measured when the flow rate was reduced was less than the simulated 
residence time increment by half. Further analysis was difficult, because the particle 
residence time simulated here does not indicate how long they spend in each location along 
their path.  
It is important to note that in the dilute suspension model, using the Discrete-Phase-Model, 
the inter-particle forces are neglected. As highlighted in Chapter 5, inter-particle interaction 
may play a major role where the interaction within orbits may change the trajectories of 






The motion of particles distal to stenosis were tracked where the particle residence time were 
monitored. The slip velocity in the recirculation zone was significantly higher than in the 
mainstream, suggesting the importance of the lift force on the particle motion. The effect of 
linear shear lift, Saffman-Mei lift force was analysed by tracking the particle motion with 
and without the lift term. For the particle tracked from the high shear zone at the throat of the 
stenosis, the inclusion of the Saffman-Mei lift force term was observed to increase the 
residence time by 1.8%. This particle subsequently escaped the recirculation zone. 
The residence time of particles introduced at the boundary of the recirculation zone and 
circulating at the outer orbits, was found to be almost not affected by the Saffman-Mei lift 
force. The lift force applied in this simulation was insufficient to cause the particle migration 
to the centre of recirculation. It was hypothesised that the lift that is due to solid body 
rotation in vortex, the „Herron lift‟, and the lift that is due to particle rotation, may have more 
influence on the migration of particles in the recirculation zone. Other neglected force in the 







8CONCLUSIONS AND FUTURE WORK 
 
8.1 Conclusions 
Cardiovascular diseases (CVD) account for nearly 30% of deaths worldwide. The World 
Health Organisation (WHO) projection statistics on the mortality due to CVD was predicted 
to increase from 17.1 million in 2004 to 23.4 million in 2030. For all CVDs the narrowing of 
artery or atherosclerosis was known to be the main factor. The critical stage of the disease   
leads to fatal or permanent debility occurred when atherothrombosis or blood clotting 
reaction occludes the arterial lumen. 
The development and progression of atherosclerosis is strongly correlated with wall shear 
stress and blood cells interactions. The region of low wall shear stress has been identified as 
the site where the atherosclerosis begins. In stenotic artery the low wall shear stress region 
was in the separation zone distal to stenosis. The aim of this study was to investigate blood 
cell migration to the flow separation zone in a mild stenosed artery model. Particular interest 
was paid to the hydrodynamics mechanism that influenced the blood cell motion in blood 
plasma. Experimental studies followed by computer simulation were performed. To date, 
most of the research in the literature only focused on wall shear stress measurement without 
considering the cellular components in the blood. This study was performed beyond the 
macro scale measurement. 
Blood cells in plasma can be regarded as solid particles suspended in fluid. The important 
flow parameters relevant to this study were the Reynolds numbers, Stokes number and the 
Peclet number. The relevant hydrodynamic forces that governed the particle migration were 
shown to be the drag and lift force. 
Particle Image Velocimetry (PIV) system was employed to characterise the velocity of the 
flow and to measure the particle distribution. A 200mJ Nd:YAG laser was used to create a 
pulsed light sheet in a transparent 30% stenosed artery model manufactured using a „lost 
core‟ technique. A blood mimic fluid was developed to match the conflicting requirements 
of an appropriate viscosity and density (blood) and refraction index for the PIV. To ensure 
transparency of the fluid suspension which was required for velocity measurement, the 
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number of particles were dilute. The particle concentrations of blood mimic solutions were 
0.04%, 0.07% and 0.14% by weight.  
The flow was steady to minimise the transient variable effect in order to establish the 
essential understanding of particle migration phenomena. The flow rates studied were within 
the physiological range; Rei=250 and Rei=320. The particle suspension concentration used 
was the most dilute; 0.04% by weight. The flow visualisation suggested a streamlined flow 
and flow separation were developed at the corner of the expansion region. The reattachment 
points were between 1.63D to 1.93D from the throat of the stenosis was depending on the 
Reynolds number. The results agreed with the laminar flow nature that the separation length 
increased with the flow rates. The Stokes number and Reynolds number yielded from the 
velocity measurement indicated the flow was governed by fluid inertia. There was a large 
variation in the velocity gradient. Distal to stenosis, the maximum high shear was 
sandwiched between recirculation zone and the jet. Non-uniform light scattered by particles 
suggested unequal particle distribution was observed in this area.  
In Chapter 5 further investigation on the particle distribution in recirculation zone was made. 
The light scattered by the particles was correlated with the particle distribution. Two 
concentrations (0.07% and 0.14%), two particle diameters (10μm and 20μm) at three 
flowrates (Rei=130, Rei=250, Rei=320) were varied. The migration of particles was found to 
depend on all of the parameters studied; the particle size, particle concentration and fluid 
flowrates. Particle concentrations as much as 3 times as high as the ambient concentration 
were observed in the recirculation zone. 
At low flowrates (Rei=130), a particle depleted layer of 0.35mm (5% of the tube diameter) 
was formed. A particle depleted layer in an artery has physiological implications such that 
the layer may become a barrier for oxygen transport and NO diffusivity from blood cells to 
the muscle tissues. These phenomena suggested that when blood flow at a certain site of 
artery is low and cell-free layer is formed, an efficient supply of oxygen to the area and 
normal physiological activity may be interrupted.  
At the higher flowrates investigated, the particles tend to accumulate in the recirculation 
zone. Results for particles size of 20μm with a concentration of 0.07%, which resembles the 
physical properties of monocytes in blood, suggest that the monocytes will accumulate in the 
middle vortex of the recirculation zone. During the inflammatory process when the wall 
senses low shear stress, monocytes in the bloodstream migrating to the wall subsequently 
initiate the plaque formation that promotes atherosclerosis. The migration shown in the 
experiment suggests, even in the absence of biological forces, the monocytes will migrated 
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from the mainstream to the low wall shear stress area. The hydrodynamic forces may 
promote the progression of atherosclerosis in the recirculation region of a mildly stenosed 
artery. 
A 3D finite element Computational Fluid Dynamic (CFD) method was used to simulate the 
flow and particle behaviour observed in the experimental work. Chapter 6 presented CFD 
simulations treating the suspension as a single-phase. The velocity field characterised from 
the experiments in Chapter 4 and 5 were compared. The reattachment length predicted was 
slightly shorter than the length measured by PIV which may be due experimental uncertainty 
at the wall boundary. It is possible that the particle interactions which occurred in the 
experiments results in the disparity of reattachment length determined from the single-phase 
simulation. 
Chapter 7 extended the CFD simulations to consider the two-phase property where to 
consider particle motion within the fluid. The drag force and the lift force terms in the 
governing equations are functions of the slip velocity. The slip velocity in the recirculation 
zone was found to be three times higher than in the mainstream, suggesting that the drag and 
lift term are higher in the separation area. The effect of linear shear lift, Saffman-Mei lift 
force was analysed by tracking the particle motion with and without lift term. The particle 
residence time of particles distal to stenosis was monitored. The particle residence time was 
defined as the time taken by the particle to reach to a particular position. For particle tracked 
from the high shear zone at the throat of the stenosis, Saffman-Mei lift force was observed to 
increase the residence time by 1.8%. However, this particle escaped the recirculation zone. 
The particles residence time introduced at the boundary of the recirculation zone which 
circulated at the outer orbits was found almost not affected by the Saffman-Mei lift force.  
In conclusion, both the theoretical drag and lift forces applied in this simulation were 
insufficient to cause the particle migration to the centre of recirculation observed in the 
experiments. It is hypothesised that lift due to solid body rotation in vortex, Herron lift and 
lift due to particle rotation may be having more influence on the migration of particles in the 
recirculation zone. In this simulation the Basset force and added mass force were not taken 
into account. The discrete phase method used in the simulation also ignored hydrodynamic 
inter-particle interaction. All of these neglected factors may have role in particle migration. 
In the experimental study, the hydrodynamic forces has been shown important in the particle 
migration of monocytes, however, the simulation results suggested that the linear shear lift, 




In a review by Steinman and Taylor (2005), it was highlighted that research in this decade 
should address the understanding of micro-hydrodynamics at cellular level. On the same 
note, this study has emphasized the consideration of cells interaction in predicting the 
progression of atherosclerosis and the occurrence of atherothrombosis.  
8.2 Limitations 
There are several assumptions and simplifications in this study that limit the simulation of 
blood flow according to the physiological environment. This study was in in-vitro scale 
where the interest was to study the particle-fluid interaction. The use of an idealised model 
(axisymmetric stenosis geometry) was within the interest of investigating fluid mechanics 
factors. In this work, the vessel wall was assumed rigid and smooth. The stenosed artery 
model was made of silicon which was hard. In the simulation, slip velocity was specified and 
the wall property was set to non-penetrating. The effect of particle migration to the wall and 
the influence of wall movement were not considered. In earlier study by Li (2006), vessel 
wall movement was observed not to affect fluid velocities. Therefore the dynamics of 
particles from mainstream and high shear regions to the recirculation zone was valid. 
Movement of particles at the wall does not describe the actual blood cells behaviour. At the 
wall of artery, there are biological reactions that govern the migration of blood cells. 
The particle concentrations used represented the concentration of monocytes which was 
0.14% by weight. The presence of red blood cells was treated as a high viscous bulk fluid 
with viscosity of 6.23 mPas. In reality, red blood cells should be considered as cellular 
particles as well. Due to the nature of PIV which favour dilute particle suspension, the 
consideration of red blood cell as cellular particles could not be made. Other measurement 
techniques such as nuclear magnetic resonance and electrical impedance tomography that 
could measure velocity of concentrated particle suspension would be more suitable. 
Nevertheless, the results on particle migration behaviour presented in this work able to 
explain the influence of the bulk fluid flow on the motion of dilute particles similar to 
monocytes characteristics. Even though the presence of monoctytes in blood is small, the 
role in triggering atherosclerosis is important. Particle residence time observed in the 
recirculation region was relatively higher than the mainstream. If the presence of red blood 
cells are considered, the diffusion of monocytes towards the wall might be enhanced (Hund 
and Antaki,2009).  
The morphology of blood cells in this work was taken as spherical and rigid where particles 
employed were a rough hard sphere. Actual blood cell has a certain degree of elasticity and 
the shape was varied depending on shear and biological environment. In this work, the effect 
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of elasticity on particle migration was not investigated.  Elastic properties may impose 
different surrounding flow velocity structure and bulk viscosity. However, the effect of cell 
elasticity on flow in large artery is small compared to flow in capillary and arterioles (Ku, 
1997).  In large artery, blood cells concentration has a dominant influence on the flow 
compared to elasticity.  
The blood flow in human is driven by a pulsatile heart beat but the flow carried out in this 
work was steady. The reason to consider steady flow was to minimise variables contributed 
by transient behaviour. Unlike experimental work, in CFD the variables could be separated 
easily. In order to verify the numerical model, the experiment was performed under steady 
mode where time-dependent factors were eliminated. It is important for future work to 
investigate the particle migration phenomena under unsteady flow. 
The hydrodynamics model used in this study was validated with fundamental fluid 
mechanics theory in which some of the micro scale factors, geometry and flow nature 
discussed above have been simplified. Actual artery geometry in humans is tortuous, 
winding and non-uniform in shape. The findings from this model could be further employed 
in computational studies using suitable patient specific artery geometry. In-vivo validation 
using animal models could be use to verify the assumptions made in this work. Careful 
consideration of the difference between human and animal biology has to be made. 
A simple method to determine particle concentration distribution was employed in this work. 
The incident laser light was assumed uniform and each particle supposedly scattered the 
same amount of light. The light intensity was normalised with the intensity at the inlet where 
the particle distribution is homogenous. Particle concentration inhomogeneity in this study 
was indicated by ratio of local light intensity to intensity at the inlet position. Based on this 
simplification, quantitative particle concentration measurement was not made. Robust 
method could be designed to improve the accuracy by considering the fact that each particle 
received and scattered light a varying degree. Incident laser light intensity could be measured 
to verify the uniformity. The noise from measured light intensity scattered by particles could 
be filtered by deducting the pixels from the light intensity of flow without particles. Detailed 
calibration of particle concentration with respect to the light intensity scattered in a straight 
channel could be established. This will be a basis for quantitative particle concentration 




8.3 Future work 
The main challenge in studying cell migration is the high concentration of RBCs present in 
blood flow. In imaged-based experimental measurement like PIV, a high concentration of 
scatterers results in significant noise such that the flow field information is lost. Further 
studies need to be performed at higher particle concentrations. This could be achieved by 
using „ghost cells‟ – RBCs with the haemoglobin replaced by salt water to make them 
invisible. Also non-scattering spherical particles refractive index matched to the carrier fluid 
could be developed. 
The numerical simulations were incapable of accurately modelling the high particle 
concentrations observed in the experiments. Further work is required to determine whether 
this is due to the theoretical lift models employed being insufficient to model particle flows 
in rapidly-shearing environments. Also, hydrodynamic particle-particle interaction 
mechanisms should be studied to determine whether they may be playing a role in the 
particle concentration patterns observed. 
In CFD, the limitation is on the computing capability of the Lagrangian approach in 
considering cellular interactions. A dilute phase approach has the potential to address the 
consideration of high concentration of cells in blood plasma. Using this approach, the 
migration of dilute species such as white blood cells and platelets in the low WSS region can 
be predicted by treating red blood cells (45% concentration) and plasma as a single 
continuous phase. The interaction of red blood cell and dilute species can be represented by 
diffusion coefficient (Hund and Antaki, 2009) and this aspect has to be carefully validated. 
Research employed this method has been establish for a simple system such as in parallel 
plates and straight tube at non-physiological arterial flow rates (Sorensen et al., 1999; 
Wootton et al., 2001; Jordan et al., 2004; Hund and Antaki, 2009). For the systems 
considered in those works, the Brownian diffusion is significant. The findings in this work 
have suggested that for a complex geometry like a stenosed artery at physiological flow 
rates, the shear-induced diffusion is more significant than the Brownian motion. With correct 
physiological physics, a more accurate cell migration mechanism in disturbed flow could be 
established using dilute phase models.  
In-line with the research direction recommended (Taylor and Steinman, 2010) which 
emphasized on the higher-order-effect to improve the level of CFD accuracy, a correct 
physics models has to be tested. In this work, only drag and linear shear-induced lift 
(Saffman-Mei model) are considered. These models only could explain the particle residence 
time but not the particle path. A detail lift model associated with fluid vorticity could be 
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addressed by considering Herron lift (Herron et al., 1975). Lift due to particle spin can be 
explained by applying Magnus lift (Rubinow and Keller, 1961). A combination expression 
of both lift models has been derived by Bagchi and Balachandar (2002). The important 
issues to verify will be in terms of   the compliance of the models for blood flow system. 
CFD simulations performed in this work indicated a demanding computing time and cost to 
model individual particles that can yield robust results in accurately predicting the particle 
migration mechanism. These studies shown that, to track few hundred particles in a domain 
of around 1.5 million mesh elements using a standard computing system would require 
several months to get even 10mm particles movement. An alternative particle model that is 
more practical and reliable has to be sought in studying the particle motion in large arteries. 
This might involve a multi-scale model taking account of the particle-particle interactions at 
the micro-scale and their dependence on and effect on the macro-scale flow. 
„The development of clinically useful tools based on the integration of engineering, 
haemodynamics and physiological knowledge continues to be a primary goal, which requires 
improved translation of biofluid mechanical information into clinical application‟ (Lieber et 
al., 2005). Extension from this work could improve models and methodologies that take 
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