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ABSTRACT
Ion implantation is used to dope silicon substrates during the 
manufacture of integrated circuits. Insulating films, inevitably present 
on the wafer surface during a typical metal-oxide-silicon process, will 
prevent the charge introduced by the ions from being conducted away. The 
resultant charge accumulation will produce localised electric fields 
which can lead to breakdown of the insulator and damage to the devices.
In this work an investigation into the underlying charging and charge 
leakage mechanisms during ion implantation of silicon MOS structures was 
undertaken, concentrating on charge conduction in silicon dioxide under 
ion bombardment.
A detailed theoretical study of the phenomena that occur as a result of 
ion implantation indicated that photoconduction, space charge limited 
current injection, impact ionisation and secondary electrons all have a 
role in charge conduction through oxide. To distinguish between these 
various possible types of conduction, X-ray, electron and ion radiations 
were used for the experiments in this work.
The X-ray yield from ion implantation into silicon was measured. From 
these results and the data in the literature it was deduced that X-ray 
generated photoconduction in oxide during ion irradiation is 
insignificant.
Electron beam induced conductivity was measured as a function of applied 
field with various electron energies, electron energy deposition rates, 
oxide thicknesses and doses. The results of these experiments confirmed 
the charge conduction mechanisms proposed, i.e. that photoconduction and 
space charge limited conduction are the main methods of charge conduction 
through oxide under irradiation.
Under ion irradiation the voltage acquired by an aluminium pad on oxide 
on silicon was measured in real time. The development of the pad 
potential was measured with various oxide thicknesses, ion species and 
energies, beam current densities, pad geometries and dose. The major 
factors determining the pad voltage proved to be the pad area to 
perimeter ratio and the ions' projected range compared with the oxide 
thickness. Secondary electrons were also found to contribute to pad 
potential.
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CHAPTER 1
INTRODUCTION
Ion implantation has become the standard technique for selectively 
doping silicon to produce integrated circuits because it provides 
accurate control over doping levels. Selective doping is required at 
several stages during an MOSFET process schedule. For example, ion 
implantation is used to produce the source and drain regions of the 
transistors and to adjust the doping in the channel region of a 
transistor to modify its threshold voltage or "turn on" voltage. It is 
also used to help enhance electrical isolation between devices and to 
reduce the resistivity of the poly-crystalline silicon (polysilicon) gate 
electrode or change the conductivity of the silicon to form a resistor.
During ion implantation a beam of the required positively charged ion 
species is scanned over a silicon wafer. These ions will have been 
extracted from a source and passed through a mass analysing magnet to 
select only the required type and then accelerated and focused into a 
beam using electrostatic lenses. The energy to which the ions are 
accelerated depends upon the depth of penetration required, but is 
typically in the range 20 keV to 200 keV, limited in the upper case by 
the practicalities of construction and in the lower case by efficiencies 
of electrostatic lenses and source extraction. The size and shape of the 
ion beam at the wafer depends upon the implanter but is typically of the 
order of 1 cm2. Thus, scanning is required to produce an even implant 
over the entire wafer (which is typically 10 cm in diameter). The 
scanning is either performed electrostatically or mechanically, again 
depending upon the implanter. The implanted dose can be measured 
accurately and simply by measuring the beam current. Thus, very precise 
doping can be achieved by ion implantation as the ion penetration depth 
can be accurately determined from its energy and the number of ions from 
the total charge per unit area, or dose. Modern implanters are capable 
of producing doping uniformities of the order of one percent across a 
wafer.
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Figure 1.1 shows a schematic diagram of a Varian 350-D ion implanter 
used for some of the experiments reported here. Indicated in this diagram 
are major parts of the equipment.
To produce selectively doped regions the wafer is masked to prevent 
ion penetration where it is not required. The mask is simply a film that 
covers the wafer and is thick enough to prevent ion penetration. Selected 
areas are removed from this masking film to expose the underlying wafer. 
This film must be compatible with the processing of the wafer and is 
usually either silicon dioxide (oxide), silicon nitride (nitride) or 
photoresist. If oxide or nitride are used then a photoresist will be 
spun on top and patterned by photolithography. The underlying layer will 
then have the implant pattern transfered into it by a suitable etching 
process and the photoresist will be removed. It is not always desirable 
to use photoresist as the masking layer as it is degraded by high dose 
implants (i.e. greater than 1015 ions cm'2). The resist shrinks and 
outgasses causing a pressure increase in the implanter's end station. The 
resist surface changes into a much denser and harder film. This film can 
bubble and cause particulate contamination and is very difficult to 
remove.
Implanters are usually designed with some metal contact to the wafers 
to enable the ion charge to be conducted away and subsequently measured 
to calculate the dose. This is normally done by allowing the charge to 
flow to earth through an ammeter. A consequence of using insulating 
materials as a mask is that the positive charge introduced by the ions 
cannot be conducted away from the surface. Charge accumulation at the 
surface of the masking layer will result. This charge accumulation will 
produce localised electric fields which can deflect and distort the ion 
beam leading to dose inaccuracies. If enough charge builds up then 
breakdown of the insulator will occur, possibly causing permanent 
physical damage to the devices.
Consider the source and drain implant step of a self-aligned MOSFET 
process. Figure 1.2 illustrates a self-aligned MOSFET at the source and 
drain implant step. This is called a self-aligned process because the 
gate electrode and the field oxide together act as the masking layer
2
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Figure 1.1. Schematic diagram of a Varian 350-D ion implanter.
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during the implant and there is no need to put down an additional masking 
layer which would require further photolithography. Thus, the source and 
drain are self-aligned to the gate. The gate pad is insulated from the 
silicon substrate by the gate oxide and is therefore prone to charge up 
during the implantation process. Let us consider the capacitor structure 
of the gate electrode, gate oxide and silicon substrate. The gate
electrode will be conductive, usually polysilicon. Let the gate pad have 
an area of A cm2 and the gate oxide a thickness of d cm. Assuming that
the substrate makes good electrical contact to the wafer chuck, then
during implantation of the wafer by a beam of current density J Amps
cm'2, the gate pad will charge at a rate of JA Amps. Thus, the potential
of the pad after time t (secs) will be V Volts.
V = Jtd/e0er 1.1
where €0 is the permittivity of free space and €r is the relative
permittivity of the gate oxide. Note V is independent of pad area. Let 
the breakdown field of the gate oxide be E Volts cm'1, then the time0 m a x  ’
taken to achieve oxide breakdown (tm ) is given by
t = E e n e /J. 1.2m ax  m a x 0 r'
Hence, the maximum dose implantable before oxide breakdown, Dma3c (ions 
cm'2), is given by
^max “ ^ m ax eOer/e *
Note that this is independent of oxide thickness, device geometry and
beam current density. For Si02, Emax = 8 MV cm"1 typically and er = 2.3 
then Dmax = 1013 ions cm"2. Hence, gate oxide breakdown is expected for 
an implant dose greater than 1013 ions cm"2, regardless of device 
geometry and beam current density.
Wafer charging is a potential source of device damage and is 
consequently of concern to silicon device manufacturers. This is evident 
from the literature which has emerged over recent years (reviewed in 
chapter 2). From this literature it would appear that the problem of
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wafer charging is almost exclusive to silicon MOS wafer processing, with 
only one paper concerned with charging of a bipolar device wafer, and 
that it has only become a problem with the advent of high beam current 
implanters and the use of thinner gate oxides. The problem also seems to 
have attracted most attention during the source and drain implant step of 
an MOSFET process, which is not surprising as doses in excess of 1015 
ions cm-2 are used for this implant. The problem can only get worse as 
throughput requirements encourage the use of high current implanters 
capable of beam current densities in excess of 10 mA cm'2 and as device 
dimensions shrink concomitantly necessitating a reduction in gate oxide 
thicknesses and increases in source and drain implant dose.
The above analysis has been very simple and ignored many of the 
complicated phenomena that occur simultaneously during ion implantation. 
However, it does indicate that wafer charging during ion implantation 
ought to have always been a problem. In the light of this fact it is 
remarkable that only very recently problems associated with wafer 
charging have appeared in the literature. This must imply that 
significant charge leakage occurs through insulating layers during the 
implantation process as doses far in excess of 1013 ions cm-2 (up to 1016
ion cm'2) are routinely used for the source and drain implants. The data
reported in the literature suggest that there is some dependence of the 
device yield upon oxide thickness and ion beam current density. In the 
simple calculation performed above it was shown that the dose required to 
cause breakdown of the insulator was independent of these two factors. 
This indicates that charge leakage mechanisms must be dependent upon 
these two variables.
The literature concerned with wafer charging has shown that device 
yield can be reduced by ion implantation. This loss of yield is usually 
manifested as a leakage current between gate pad and substrate higher 
than desired, though the amount of acceptable leakage varies between 
authors. However, it is not clear whether this is due to oxide breakdown 
during the implantation stage or due to the fact that the breakdown 
strength of the oxide is reduced by implantation or even whether some
other phenomenon is the culprit, such as knock-on implantation of the
gate pad material into the oxide. Definition of the problem is thus very
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vague. Silicon dioxide breakdown (without irradiation) has been
extensively reported and reviewed by Solomon (1977). It is a very 
difficult phenomenon to study as there exists a randomness in the 
occurence of breakdown. Also, the results obtained from any measurement 
will depend upon the method used to make the readings, any processing of 
the sample that was performed prior to taking the readings and upon any 
random defects that might exist within the sample. All these factors 
makes it difficult to compare the work of different authors. However, 
within the scope of this work we are not interested in the breakdown 
process because once a device has broken down it is no longer of any use. 
Rather, it is intended to understand how to avoid device breakdown by 
allowing charge leakage during the ion implantation of silicon VLSI type 
wafers. Here, we define "breakdown" as meaning catastrophic breakdown 
resulting in a gate pad short to the substrate. It is possible for oxide 
to break down non-catastrophically, this is usually termed "soft" 
breakdown or "self healing" breakdown and does not result in a 
gate-pad-to-substrate short. This non-destructive breakdown is a further 
possible charge leakage method but it occurs at very high fields and the 
discriminating factor which determines whether the breakdown is going to 
be soft or permanent is the amount of charge discharged. The intention 
of this work is to try to discover how to avoid these high breakdown 
potentials and therefore soft breakdown processes are of limited 
interest.
In this work an investigation into the underlying charging and charge 
leakage mechanisms during ion implantation of silicon MOS structures is 
undertaken. Charge conduction in silicon dioxide under ionising radiation 
is studied in an attempt to discover how to avoid damaging breakdown 
during an ion implantation process.
A more detailed theoretical study of the phenomena that occur as a 
result of ion implantation is undertaken in chapter 3 with a view to 
identifying charge conduction mechanisms. The role of the many types of 
secondary particles that are ejected from the wafer surface after ion 
impact, such as sputtered atoms and secondary electrons, is considered. 
Ion induced photon emission is identified as a possible source of 
photoconduction. Direct creation of electron hole pairs by the ion beam
5
as it penetrates the insulator provides a source of charge carriers 
within the insulator to allow conduction. Carrier injection, space 
charge limited conduction and impact ionisation are discussed. These 
mechanisms are considered in the context of the source and drain implant 
example cited above and a theory of charge conduction in such a situation 
is proposed.
Due to the many simultaneous phenomena that occur as a result of ion 
implantation, it is extremely difficult to design and perform definitive 
experiments. For example, measuring charge leakage across the oxide of an 
MOS capacitor under ion irradiation is confused by the beam of positive 
ions incident upon the sample plus the negative secondary electrons that 
are given off at the same time. Any voltages applied to the sample will 
also affect all the currents. Further, any induced leakage current is 
likely to be due to a combination of the mechanisms identified in chapter 
3. To try to distinguish between the various possible types of 
conduction that can occur in oxide under ion irradiation and the extent 
of their individual contributions to charge leakage, radiations 
alternative to ions were also used for some of the experiments in this 
work. X-rays and electrons were used in the experiments described below 
to complement ion irradiation and to ease some of the constraints upon 
experimentation imposed by the use of ion irradiation.
In chapter 4 experiments that investigate the role of X-rays in 
providing leakage mechanisms in silicon dioxide are reported. X-ray 
induced photoconductivity is measured as a function of field and a 
comparison made with photoconductive theory. X-ray yields from arsenic 
and boron ion implantation were measured and compared with data reported 
in the literature. An attempt to measure directly ion induced 
conductivity in oxide is also reported.
In chapter 5 experiments utilising electron beams as an ionising 
radiation are reported. The induced conductivity in oxide is measured as 
a function of applied electric field, electron beam energy, oxide film 
thickness and time. It is shown that the induced conductivity depends 
upon each of these parameters and that the simple photoconductive and
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space charge limited conduction theories are not sufficient to describe 
fully the results.
In chapter 6 the experiments performed with ion beams are reported. 
The voltage acquired by aluminium pads on the surface of oxide under 
irradiation by several different ion species at various energies is 
measured in real time. This voltage is studied as a function of ion 
species, ion energy, beam current density and dose. Leakage currents 
across a sample surface and the role of secondary electrons are also 
studied during ion irradiation.
The results of the experiments presented in chapters 4, 5 and 6 are 
discussed in chapter 7, with special emphasis on their implications for 
wafer charging during ion implantation. These results are compared with 
the theories developed in chapter 3 and with the data reported in the 
literature.
Finally, the conclusions of this work are listed in chapter 8.
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CHAPTER 2
REVIEW OF WAFER CHARGING REPORTED IN THE LITERATURE
The published work on wafer charging under ion implantation can be 
divided into two areas reflecting two distinct phenomena. Cheng et al. 
(1985) have described these as macro- and micro-charging. Macro-charging 
is the charging of the whole wafer surface and is caused by poor earthing 
of the wafer during implantation. This condition can be considered as an 
uniform accumulation of positive charge on the surface of the wafer. This 
charge density will establish an electric field between the wafer surface 
and the earthed implanter "furniture”. The presence of such a field will 
deflect the incoming ion beam and attract any space-charge-neutralising 
electrons trapped in the beam potential out of the ion beam. Electron 
loss increases the space charge of the beam, causing the beam to expand 
as a result of the mutual coulombic repulsion between the ions. Both of 
these effects produce dose non-uniformity across the wafer. 
Macro-charging is associated with planar wafers with no topography or 
masking, as would be the case during polysilicon layer doping for 
example. Micro-charging, on the other hand, is the result of wafer 
surface topography and masking, for instance, during a source-drain 
implant step. The wafer surface will be covered by several different
materials (such as resist, oxide and polysilicon) which will charge
differently and encourage electric fields to build up over the very short 
distance between the wafer surface and exposed areas of substrate. This
can subsequently lead to electrical arc discharge and device damage.
Let us first look at the work on macro-charging and dose 
non-uniformity.
Mack et al. (1985) concentrated on dose non-uniformity caused by 
charging during ion implantation. They measured the sheet resistivity of 
wafers implanted with increasing beam currents. The samples were 500 nm 
of polycrystalline silicon (polysilicon) deposited on 120 nm of silicon 
dioxide (oxide) thermally grown on a silicon wafer. Figure 2.1 
summarises their results obtained using an 80 kV beam of arsenic ions to
8
Sh
ee
t 
R
es
is
tiv
ity
 
(x
i/
O
)
120
100
80
60
40
0 2 4 6 12
28
24
20
16
12
8
4
0
Beam  C u rren t (m A)
Figure 2.1. The effects of wafer charging on sheet 
resistivity of polysilicon on oxide wafers (after Mack et 
al. 1985).
8a
Standard 
D
eviation 
Of 
Sheet 
R
esistivity 
(%
)
implant a dose of 8.5X1015 ions cm"2. A bare silicon wafer subjected to
the same beam conditions showed no anomalies; i.e. the sheet resistance
was constant (with a standard deviation of 0.5%) across the range of beam 
currents used. The polysilicon-on-oxide results demonstrate underdosing 
at high beam currents. The explanation of Mack et. al. was as follows. 
During the implant, the wafer charged which, in turn, caused the beam to 
expand. As the beam approached the edge of the wafer and started to
strike the metal wafer holder, sufficient secondary electrons were
produced to reduce the beam space charge and the beam then collapsed to 
its normal size. Thus, an underdosing of the centre of the wafer 
occurred. Mack et al. demonstrated such an underdosing using the samples 
described above. Performing the same experiment but utilising an electron 
shower to neutralise the charging effects Mack et al. obtained a 
constant value of 64 Q per square (with a standard deviation of 2%) over 
the same range of beam currents. Mack et al. concluded that use of an
electron shower during implantation reduced wafer charging below 15 V
allowing good implant uniformity.
In a theoretical and experimental study of macro-charging Cheng et al. 
demonstrated that an under-dosing in the centre of the wafer should be 
expected as a result of wafer charging. They also showed that the 
problem was overcome with appropriate use of an electron flood gun.
The data of Basra et al. (1987) is not consistent with that of Mack et
al. or Cheng et al. Basra et al. implanted samples that consisted of 450 
nm of polysilicon on 90 nm of oxide on silicon substrates with 80 keV 
arsenic to a dose of 8xl015 ions cm"2. Their polysilicon-on-oxide 
samples showed no evidence of charging even without the use of an 
electron flood gun. The standard deviation ranged from 0.8% to 1.5% and 
was independent of the electron flood gun setting. They concluded that 
their samples did not charge.
It is not obvious why the data of Basra et al. is different from that 
of Mack et al. and Cheng et al. Both groups used similar samples but, 
obviously, different equipment, which implies that their results might
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have been dependent upon the implanters used or the manner in which they 
performed the experiments. The work of Mack et al and Cheng et al is 
convincing and it is a generally held view that dose non-uniformity is 
caused by charging and is mentioned by many authors.
Most of the literature is concerned with micro-charging, i.e. damage 
caused to devices by charge leakage, or discharge, during ion 
implantation.
In 1978 Nakatsuka et al. were among the first to report device 
degradation due to ion implantation. They reported an increase in 
"popcorn noise" or "pulsive noise" (sudden changes in transistor 
current), a condition usually associated with imperfections in the 
substrate crystal, in their bipolar devices. The devices had been 
implanted with boron or phosphorus ions through an oxide mask instead of 
using conventional thermal diffusion. They identified the cause as 
dielectric breakdown during the ion implantation. In 1979 McKenna was the 
first author to show an eruption in the gate material of an MOS device 
caused by electrical discharge from insulated regions of a wafer during 
ion implantation.
Since then, several authors have reported various forms of device 
damage which they attribute to charging during ion implantation. All 
these authors have studied MOS devices. The forms of device damage range 
from craters or eruptions in the gate pad caused by electrical discharge 
as reported by McKenna, Wu et al. (1983) and King et al. (1987) to 
dielectric breakdown, very leaky gate oxides (Bakeman et al. 1985, Tong 
et al. 1985 and Osburn et al. 1982) and threshold voltage instabilities 
caused by implant induced oxide charge traps in SOSMOS devices (Spialter 
et al. 1982). These authors and others have studied the dependence of 
device damage on oxide thickness, device geometry, beam current density 
and the presence of resist.
The study of Bakeman et al. (1985) shows that charging problems 
increase when higher ion beam current densities are used and with devices 
of thinner gate oxide. They performed source and drain implants on 
devices of 25 nm and 45 nm gate oxide thickness with 80 keV arsenic to a
10
dose of 8xl015 ions cm-2. They measured the subsequent dielectric defect 
yields by applying a 3 V bias to the gate electrodes and discovered that
the density of devices that failed was more than 10 times higher for the
thinner oxide. They also reported that the failure density when using a 
beam of 300 fik was almost double that when using a beam of 75 /iA.
However, the use of 3 V bias for both oxide thicknesses means that they
did not perform a true comparison of dielectric strength as the electric 
field across the thinner oxide was nearly double that across the 45 nm 
oxide (1.2 MV cm-1 instead of 0.7 MV cm-1). Thus, one might expect a 
lower yield for the thinner gate oxides. Nevertheless, the fields used 
were low compared with the typical oxide breakdown field of approximately 
8 MV cm-1. Taylor et al. (1987) also showed that 25 nm oxides gave lower 
yields and had lower breakdown fields than 35 nm oxides after
implantation with 5xl015 arsenic ions cm"2 at 40 keV and 1016 phosphorus
ions cm-2 at 30 keV.
In their study of ion implant induced charge trapping in CMOSFETs on 
silicon-on-sapphire substrates Spialter et al. (1982) reported that this 
problem was aggravated by increasing beam current and that implantation 
in a "medium current machine" resulted in a greater threshold voltage 
shift than when a "low current machine" was used. They also reported
that a major cause of yield loss on a large microprocessor circuit was 
gate oxide shorts on specific transistors, which occured only when
higher implant currents were used for the source and drain implants. 
Unfortunately Spialter et al were not specific about the implant current 
densities, so we cannot discover what they meant by low and high current 
densities.
Basra et al. claim that there is a dependence of device yield on 
device structure. i.e. on whether the polysilicon gate is terminated on 
the gate oxide or runs up onto the thicker field oxide. They measured 
the device yield for several different device structures with 20 nm and 
13 nm gate oxide thicknesses. The devices which had their polysilicon 
gate terminated on the gate oxide (i.e. gate oxide was exposed to the 
ions) suffered a greater failure rate than those where the polysilicon 
gate completely covered the gate oxide. However, after a high temperature
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anneal (30 minutes at 1000°C in N2), the yield was recovered.
An investigation by Tong and McNally (1985) into the effects of resist 
on wafer charging and device damage during ion implantation surmised that 
a major fraction of the charge was not dissipated through the gate oxide. 
They measured the gate oxide integrity of devices after implantation by 
arsenic at 80 keV to a dose of 5xl015 ions cm'2 in two different 
machines; an Eaton Nova 10-80 and a Varian Extrion 200-1000. The devices 
had 20 nm gate oxides and were surrounded by various light and dark field 
resist patterns. They also used resist on the back of some wafers to 
eliminate any leakage currents via the substrate. Their results are 
summarised in table 2.1.
Tong et al. suggested that the Nova results showed that the charge did 
not leak through the gate oxide in that case as the defect yield did not 
increase when a rear-side resist coating was used. Yet, their results 
from the Extrion conflict with this, the defect density is increased by 
approximately a factor of 10 when a rear-side photoresist is used. To 
earth the wafer the Extrion has an aluminium block at the back of the 
wafer and the Nova has a clamp ring on the front of the wafer. They 
suggested that different current leakage paths dominated in each machine. 
This seems unlikely because that means that the mechanisms that provide 
charge leakage would differ from machine to machine. Their data does, 
however, show that the use of a dark field resist scheme (i.e. the wafer 
is covered in resist except where doping is required as opposed to a 
light field resist scheme where resist is only present where doping is 
not wanted) is less favourable as it produces a significantly higher 
defect density. Again Tong et al suggested that this was due to the 
surface leakage paths being blocked by the resist and, therefore, the 
current had to pass through the gate oxide increasing the degradation. 
These results also show, as did those of Basra et al., that devices with 
a polysilicon gate pad that completely covers the gate oxide have a 
higher yield than those devices with gate oxide exposed.
The use of electron flood guns in various guises as a cure to charging 
problems is a popular idea amongst the ion implantation equipment 
manufacturers, therefore it has received the most attention.
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TABLE 2.1
SUMMARY OF THE DATA OF TONG ET. AL. (1985)
NOVA 10-80 DEFECT
DENSITY
(cm-2)
Light field resist mask without field oxide 4.8
Light field resist mask with field oxide 3.9
Light field resist mask without field oxide 1.2
and with rear-side resist
Light field resist mask with field oxide 2.2
and with rear-side resist
EXTRION 200-1000
Light field resist mask without"field oxide 2-5
Light field resist mask with field oxide 1-3
Light field resist mask with field oxide 15
and with rear-side resist
Dark field resist mask with field oxide 18
Dark field resist mask without field oxide 27-29
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In their study Bakeman et al. (1985) investigated the effects of 
medium and high current implantation (300 fiA and 10 mA), with and 
without electron flooding. They noticed that the failure density was 
approx. 6 times greater using 10 mA beam with electron flooding than for 
300 /xA beam with flooding. Without the use of electron flooding with a 
300 fiA beam, the failure density was a factor of 3 greater. They 
concluded that "electron flooding decreases the number of implant induced 
defects for both gate oxide thicknesses" and that the electron flooding 
conditions that they used had not been "totally adequate to prevent gate 
dielectric degradation" especially at the highest beam current. King et 
al. (1987) of Eaton Corporation reported a reduction in defect density 
from 1.7 cm"2 to 0 when using their Autoflood Neutralisation System with 
beam currents up to 800 /*A.
Other workers (Wu et al. 1983) studying the use of electron flood guns 
to negate charge accumulation have noticed that it is possible to 
1 over-neutralise" the positive charge causing the wafer to charge 
negatively. Moreover, they showed that the electron flood current has to 
be tuned to allow for the beam current density, the species and energy of 
the ion and the material of the target, i.e. the electron flood current 
has to be adjusted to suit the nature of the target wafer and the ion 
beam to provide sufficient neutralisation. This led Wu et al. (1983) to 
believe that it is very difficult to achieve perfect charge 
neutralisation on actual silicon device wafers which would have several 
different insulating films on the surface (eg. resist, oxide, 
polysilicon etc.) and that optimum settings would vary from device 
structure to device structure. Hall et al. (1987) reported that a 
combination of electron and gas flood gave better results than just an 
electron flood. They claimed that the increase in pressure over the 
wafer surface due to the gas results in further electrons being created 
as well as reducing the electron energy spread. However, they stated 
that this combined technique could cause dose errors in many implanters. 
Kawai et al. (1987) showed that yield could also be improved by 
increasing the mechanical scan frequency, reducing the time that a wafer 
dwelt under the ion beam on each pass. They did not suggest any reasons 
for this.
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An alternative solution to the charging problem was adopted by 
Nakatsuka et al. (1978) and Spialter et al. (1984). They used a thin 
evaporated aluminium film between 20 and 40 nm thick to cover the wafer 
surface. This proved to be totally successful in preventing the symptoms 
of charge damage.
Cheng et al. (1985) proposed the use of photon flood to discharge the 
wafer surface by photoconduction in the oxide. They demonstrated that 
this technique might be feasible but did not prove it as a solution to 
the charging problem.
2.1 Summary
All these studies leave a rather confusing and incomplete picture of 
the problem of wafer charging during ion implantation. However, it is 
possible to identify trends. From the literature it would seem that the 
two major effects of wafer charging during ion implantation are dose 
non-uniformity and device yield loss. The device yield loss is due to 
gate shorts or leaky gate oxides and occurs during the source and drain 
implant step. This yield loss becomes worse as the beam current density 
used for the implant is increased. It deteriorates further when the gate 
oxide thickness is reduced. The reasons for these dependencies are not 
obvious. If a greater beam current density is used then the charge input 
rate will be greater requiring a commensurate charge leakage rate to 
prevent further charge build up. However, if the leakage is ion
irradiation stimulated, which it must be because oxide is a good
insulator under normal conditions, then it is plausible to assume that 
the leakage will scale with beam current density and that the yield would 
be independent of beam current density. If a thinner oxide is used then 
the same amount of charge is required to establish the same field across 
the oxide because of the increase in capacitance of the device. Also, 
thinner oxides tend to have higher breakdown fields, so one should
expect a slightly greater yield with thinner oxides. This all assumes
certain facts about the nature of the charge leakage that occurs under 
ion irradiation which is poorly understood and has not been considered by 
any of the authors reviewed above. Without a better knowledge of the 
leakage mechanisms an explanation of these facts is purely speculative.
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Poorer device yield is also obtained if the polysilicon gate electrode 
stops on the gate oxide instead of running up onto the field oxide, 
completely covering the gate oxide. Obviously it is not possible to have 
a complete covering of the gate oxide by the gate electrode material as 
gaps have to be left to allow ion penetration to form the source and 
drain. Ions will damage the oxide as they pass through so that the oxide 
immediately surrounding a gate electrode may become very leaky. However, 
it might be possible to anneal some of this damage after the implant and 
regain some of the lost yield. This requires further investigation.
The use of electron flood guns in an attempt to alleviate the charging 
problems is a popular idea and has met with much success, although it 
does not seem to provide the complete answer. The evaporation of a thin 
aluminium film over the wafer prevents charging but one can foresee that 
this cannot be a solution as heavy ion implants, particularly of 
arsenic, will cause knock-on implantation of the aluminium producing 
other detrimental effects in the devices. Reducing the dwell time of the 
wafer under the beam also seems to reduce the effects of charging. This 
implies that some leakage must occur during the time that the wafer is 
not under the beam because an increase in the out-of-beam time to in-beam 
time ratio improves the yield. Further work is required to understand 
this phenomenon. The use of a photon flood to enable charge leakage by 
photoconduction appears to be a potential solution but this too requires 
further work to understand the mechanisms.
Overall, the impression obtained from the literature survey is that 
practicing engineers faced with the commercial pressures of silicon chip 
manufacture have sought quick and simple remedies to the problems of 
wafer dielectric degradation during ion implantation. Clearly, some 
reported results are contradictory and generalisation of any model of 
charging is fraught due to the dependence of the experimental data on 
samples, equipment and method of experimentation.
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CHAPTER 3
THEORY
3.1 Introduction
In this chapter a detailed analysis of the ion implantation process is 
undertaken and existing theories that could be applicable to the problem 
of wafer charging are considered and discussed.
The simple example of a source and drain implant step given in chapter 
1 showed that one would expect charging problems to occur after 
relatively small doses have been implanted (approximately 1013 ions 
cm-2). It was also shown that the maximum implantable dose is 
independent of the ion beam current density and device geometry. These 
facts are inconsistent with the studies reported in the literature. 
According to these studies, charging-related device degradation only 
starts to occur after implant doses in excess of 1015 ions cm"2 and is 
dependent upon the ion beam current density and the gate oxide thickness, 
amongst other things. Also, the charging related damage reduces the 
yield instead of imposing an upper limit to the dose as predicted.
From these studies we can assume that a significant amount of charge 
leakage from the surface of the wafer to the machine earth must occur 
during the ion implantation process. This conclusion is commonsense 
because if there were no charge leakage, ion implantation would never
have become the industry standard technique for doping silicon during the 
production of VLSI circuits. Yet the leakage mechanisms are not obvious. 
The factors that affect device yield, as reported in the literature, are 
probably a result of the leakage mechanisms. In order to identify any 
such mechanisms we must consider the many different phenomena that occur 
as a result of ion implantation.
During ion implantation, ions with energy in the range 20 keV to 200 
keV bombard a silicon wafer surface; consequently particles are emitted 
from the surface. These are secondary electrons, sputtered atoms and
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ions, reflected ions and gas molecules that are desorbed. Of these, the 
most significant to any charging effects are the secondary electrons. The 
role of secondary electrons in wafer charging is considered in section
3.2 of this chapter. The sputtering yield during typical ion 
implantation processes is of the order of unity (the actual yield being 
dependent upon both incident ion species and energy and upon the target 
species (Carter et al. 1968)) and most of the sputtered particles will 
come off as atoms or molecules. The fraction of sputtered particles that 
come off as ions is highly dependent upon the oxygen partial pressure 
present during the process but it has an upper limit of approximately 
10_1 (Wittmaack, 1977). These sputtered and other emitted particles are 
likely to leave the wafer surface in an electronically excited state and 
will subsequently decay. One possible method of decay is by photon 
emission. This results in the generation of electromagnetic radiation 
very near to the surface of the wafer ranging from the visible part of 
the spectrum into the deep UV and soft X-ray region. The role of such 
radiation in the wafer charging process is considered further in sections
3.3 and 3.4 of this chapter.
After impact, a high energy ion will penetrate into the wafer giving 
up its energy at a very high rate; approximately 1 MeV per micron of 
penetration, for the ions used in silicon processing, into silicon 
dioxide (Smith, 1977). The energy is imparted principally in two 
different ways, either through direct collision with the target atoms or 
by coulombic interaction with the electrons. The ions' incident energy 
will eventually devolve into heat but initially the ion will excite the 
atoms and electrons within the target material generating electron-hole 
pairs. Mechanisms of electron-hole pair generation within oxide are 
discussed in section 3.5. If a field exists across the oxide then these 
carriers will move and constitute a current until they recombine or are 
trapped. The likely conduction mechanisms that will be available for 
these carriers are presented in sections 3.6 and 3.7.
After a consideration of all these coincident phenomena and any 
subsequent charge conduction through oxide, the simple self-aligned 
source and drain implant process of chapter 1 is re-examined in the light 
of this information in section 3.8.
17
3.2 Secondary Electrons
Secondary electrons are probably a major factor contributing to wafer 
charging effects during ion implantation. They are negatively charged 
and will therefore act to increase the charging rate, as loss of
electrons will help the positive charge accumulation at the wafer surface 
introduced by the positive ions. Many implanters have the wafer situated 
within a Faraday cage in order to calculate the dose. Within the Faraday 
cage a suppression field is applied to prevent the escape of any
secondary electrons, which would cause a dose error. However, the
suppression field does not necessarily return the electrons to the wafer 
surface, it just retains them within the cage.
Generally, the number of electrons emitted per ion (the secondary 
electron coefficient) increases with increasing ion energy and ion mass. 
Coefficients can be as high as 20 (Jamba, Svensson et al. 1981) but are 
typically unity for the species of ions used in silicon processing
(Heinmann et al. 1986). Heinmann et al quote secondary electron yields 
of 1.3 for aluminium, 1.1 for thin oxide and 0 for field oxide under 60 
keV arsenic bombardment. However, according to Carter et al. (1968) it 
should be expected that glass, i.e. oxide, would give a higher yield 
than metal, probably as much as an order of magnitude greater. In their 
study, Heinmann et al (1986) stated that the secondary electron yield of 
oxide was not stable with time during the measurement and that this was 
evidence of surface charging. This makes their data for the oxide sample 
unreliable, yet it does show that surface charging affects the measured 
secondary electron yield.
The secondary electrons tend to emerge with very low energies, the 
most probable energy being only a few electron volts. Thus, most of the 
emitted electrons will not have enough energy to escape from the vicinity 
of the wafer surface if it has charged sufficiently positively with 
respect to the surroundings. This is evident from work done on voltage 
contrast inspection in scanning electron microscopes (Plows, 1969). 
Contrast is achieved by applying a positive potential to certain areas of 
the sample which then appear dark because the secondary electrons have 
not reached the secondary electron detector but have been deflected by
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the fields at the surface of the sample. The secondary electrons can be 
drawn back to the surface of a charging wafer. This is my explanation 
for the data obtained by Hienmann et al (1986). If the oxide charged up 
during the experiment then the secondary electrons would be attracted 
back to the sample and not measured. If the charge state on the surface 
of the wafer is not uniform, that is if some areas of the wafer surface 
are at a higher positive potential than others then it is likely that an 
electron will be drawn back to the wafer surface to an area of greater 
positive potential than that of the point of emission. This amounts to a 
redistribution of the charge over the surface, hence, secondary electron 
emission can be considered as a mechanism of charge leakage. This 
mechanism could act to reduce the wafer charging if the beam were to 
strike the wafer holder or other earthed metal parts of the implanter. 
Secondary electrons given off could find their way to the wafer surface 
to help discharge it. This is the theory behind the Autoflood system 
devised by King et al (1987).
3.3 Ion Induced Photon Emission
Any photons produced during ion implantation are of interest when 
considering charge leakage mechanisms as they could stimulate 
photoconductivity within the oxide enabling charge to leak through the 
oxide. To be able to do this the photons must have enough energy to 
create an electron-hole pair within the oxide, i.e. they must have
energy greater than 9 eV which is the approximate band gap for silicon 
dioxide. This is equivalent to a wavelength of approx 140 nm. Therefore 
it is the very deep UV and X-ray part of any photon emission that is of 
interest.
The use of high energy ions as a means of exciting X-rays for surface 
elemental analysis has received much attention (Johansson et al, 1976). 
The incentive behind the utilisation of ions as opposed to the more 
conventional electron or photon beams is that the signal to noise ratio 
is significantly better, there is much less background radiation when ion 
are used to stimulate the characteristic X-rays of a sample. X-ray 
spectra produced by ions are strongly characteristic of both the incident 
species and of the target. The background radiation is bremsstrahlung
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radiation caused by the slowing down of the incident particles. The 
cross-section for the production of bremsstrahlung radiation is inversely 
proportional to the energy of the incident particle and is also 
proportional to the difference between the atomic number and atomic mass 
number ratios of the ion and the target matrix, i.e.
*b oC (ZP/A P • Zt/A t> 3.1
where ah is the cross-section for bremsstrahlung radiation and 
Zp ,Ap ,Zt,At are the atomic numbers and atomic mass numbers of the 
incident particle and target atom respectively. For most situations the 
value of Z/A will be the same or very nearly the same for both particle 
and target, so incident particle bremsstrahlung will be negligible. 
However, high energy secondary electrons will be generated which will, 
in turn, produce bremsstrahlung background radiation. The maximum 
energy of this bremsstrahlung radiation is given by Mitchell and Barfoot 
(1981) to be
Ema* “ AK / V Ep 3-2
where Mp and Ep are the mass and energy of the projectile and m 0 is the
electron mass. For 80 keV Arsenic, Emax = 2.3 eV. This is much less
than the energy band gap in Si02 (approximately 9 eV) . Therefore, any 
bremsstrahlung radiation generated is not capable of exciting an electron 
across the oxide band gap and is therefore irrelevant to ion induced 
charge conduction in oxide.
Due to the fact that the theory of X-ray emission generated by heavy 
ions is not fully formulated it is difficult to predict X-ray yields for 
typical ion implantation processes. However, Lurio and Ziegler (1977) 
have measured X-rays produced during ion implantation of silicon. The 
usual silicon dopant ions were used, namely boron, phosphorus and 
arsenic, with energies ranging from 20 keV to 2800 keV. Using a
flow-proportional X-ray detector with a window of 1 /zm of polypropylene 
they measured significant yields of the Si L-line at 91 eV (134 A). Using 
a 0.1 nA beam of 50 keV arsenic ions they measured 3x10“5 counts per ion 
per steradian, i.e. approx 4x10“4 counts per ion. They also measured
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the Si-L line yield as a function of ion energy for all three species and 
showed that the number of counts increased almost linearly in the range 
10 keV to 1 MeV. Using a SiLi solid state detector they measured the 
Si-K line yield and the P-K and the As-L lines as a function of ion 
energy. Their data showed that the yields of these emissions increased 
by three orders of magnitude in the range 100 keV to 1 MeV, however, they 
remained lower than that of the Si-L line.
As their intention was to measure X-ray yields as a means of dose 
monitoring, they concentrated on the characteristic emission lines and 
did not look at the full spectrum of the X-ray emission. Thus, it is not 
possible to gather from their data a value for the total number of 
photons produced per ion, which would be useful in order to ascertain 
whether there would be sufficient X-ray radiation to generate enough 
charge leakage to prevent damage. However, if equation 3.2 is correct 
then there should be no background within the energy range of interest 
(>9 eV). Thus, it would seem likely that most of the radiation was 
contained in the characteristic lines. The Si-L line had the greatest 
count rate so the overall number of counts per ion is of the order of 
5x10~A (from 50 keV arsenic ions). Allowing for some absorption by the 
detector window and that the yield will increase by about half an order 
of magnitude when the ion energy is increased to 200 keV, the upper limit 
of photons per ion is going to be of the order of 10"3.
To prevent catastrophic surface charging during implantation 
effectively all of the charge introduced by the ion beam must be 
conducted away. As a rough guide we can consider that one photon will 
create one electron-hole pair in oxide. Then if the photon per ion yield 
is approximately 10"3 this implies that the charge will be conducted away 
at a rate 10"3 slower than it arrives at the surface. So, unless the 
photon per ion yield is greater than 10"3 or the electron-hole pair per 
photon yield is of the order of 103, ion induced photoconduction will 
not be sufficient to alleviate any charging problems.
A single photon may be able to create more than one electron hole pair 
because once it has been absorbed and liberated an electron from an 
atomic shell, other electrons from higher shells within that atom will
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move down to replace the ejected electron and liberate another photon or 
an auger electron to release the excess energy that the transition 
dictates. This secondary photon may then carry on to liberate another 
electron. This cascade-like process will have a limit governed by the 
total amount of energy of the initial photon. The sum of the energy 
gained by the liberated electron-hole pairs and photons cannot exceed 
this initial energy. As most of the free electron's energy is likely to 
be lost in phonon interactions it is probable that only a few electrons 
will be liberated per photon. This will, of course be limited by the 
incident photon energy but we can be certain that not as many as 103 
electrons per photon will be created as this would require a minimum 
photon energy of approximately 10 keV.
3.4 X-ray Absorption
To be able to create an electron-hole pair within the oxide a photon 
not only has to have energy greater than 9 eV it must also be absorbed 
within the oxide. Oxide films used in silicon processing are very thin, 
typically in the range 0.5 /xm to 0.01 /xm. Thus, a high energy X-ray 
photon might pass through such a thin film without being absorbed and 
hence, would not generate any charge carriers.
When a beam of monochromatic X-rays of intensity Io passes through a 
layer of homogeneous, isotropic material of thickness t, the emergent 
intensity, I, is given by
I = Ioexp(-/xt) 3.3
This defines the total linear absorption coefficient, /x, for the incident 
beam. The total linear absorption coefficient is made up of two parts, 
the photoelectric absorption coefficient and the scattering coefficient. 
Photoelectric absorption occurs when the total energy of a photon is 
absorbed by a single electron, raising its energy to a higher available 
level. Any excess energy will be carried off as kinetic energy. The 
probability of absorption is greatest for photons with just enough energy 
for the process.
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Electrons can also acquire energy via Compton scattering. A photon 
can interact with a weakly bound outer shell electron and impart some of 
its energy. Rayleigh scattering will also affect the absorption of 
photons. Although it is an elastic scattering event it will redirect the 
photon, changing its residence time (and therefore its capture 
probability) in the photoconductor. However, both these effects are 
negligible at energies available during ion implantation.
Thus it is photoelectric absorption that is of interest when 
considering the X-rays produced during ion implantation. Since the 
absorbed radiation is used to eject an electron from its shell within an 
atom the value of the absorption coefficient will vary with the 
wavelength of the radiation, decreasing with an increase in photon 
energy. Figure 3.1 is a schematic diagram of a typical absorption 
coefficient. Silicon has a K absorption edge at 6.7 Angstroms and L 
absorption edges at 105, 125 and 127 Angstroms (Kaelble, 1967). From this 
diagram it is evident that longer wavelength X-rays, such as Si-L rays 
will be more readily absorbed than the shorter wavelengths, such as the 
Si-K line. Unfortunately, despite the large amount of documentation on 
absorption coefficients, the literature does not quote a value for the 
absorbtion coefficient of Si-L X-rays in Si02. However, we should expect 
absorption of Si X-rays to be strong in silicon dioxide as the silicon 
atoms would readily reabsorb these wavelengths. Let us consider the data 
given in Bertin (1970) for the mass absorption coefficients of 1 nm 
X-rays into Silicon and Oxygen, these are 740 cm2/g and 2600 cm2/g 
respectively. To obtain the mass absorption coefficient of Si02 we sum 
these together in their mass ratios, i.e.
0Vp)oxide =(28/60).740 + (32/60).2600 cm2/g 3.4
so
(A4/P) oxide = 1700 CmVg. 3.5
The density of silicon dioxide is typically 2.5 g cm-3 (Kaye and Laby, 
1978) so the absorption coefficient of oxide is 4300 cm-1. Thus, 1 fim of 
oxide would absorb approximately 35% of lnm radiation and a gate oxide 20
nm thick would absorb approximately 1%. Silicon L lines have a
wavelength of approximately 12 nm. It is difficult to extrapolate the
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data from the 1 nm case to the case for 12 nm radiation and it is 
complicated further by the fact that Si02 will have an absorption edge 
very near to the Silicon L line wavelength, but we can assume that the 
longer wavelength radiation is likely to be much more readily absorbed.
3.5 Creation of Electron-Hole Pairs in SiO„
We have already identified that electron-hole pairs can be created in 
oxide by any photons that have both enough energy to excite an electron 
across the band gap and will interact with the material. This process is 
known as photoconduction, a well documented and understood process 
(Bube, 1960) which is described further in the next section of this 
chapter. Electron-hole pairs can also be generated directly by the ions 
that penetrate into the oxide during an ion implantation process step. 
The ions will necessarily have energy far in excess of the band gap of 
oxide and therefore ought to be able to generate electron-hole pairs in 
large quantities. However, ions probably generate less electron-hole 
pairs than it would initially seem from a simple calculation of dividing 
the ion energy by 9 eV. Ausman and McLean (1975) have determined an 
average value of 18 eV for electron-hole pair generation in Si02. Their 
reasons for arriving at this figure are as follows. When an high energy 
electron from an electron beam passes through a solid it will lose most 
of its energy by low momentum interactions with the valence electrons. 
This is known as plasmon excitation, a mode of excitation of the valence 
electrons that is characterised by oscillation of all of the electrons at 
the plasma frequency. The plasmons will rapidly decay into electron-hole 
pairs. The plasmon frequency is given by
wp ^ (47rne2/me) 1 /2 3.6
where n is the number density of electrons participating in the 
oscillation, e is the electron charge and m e is the free electron mass. 
If all the valence electrons are involved in the plasma oscillation then 
the plasmon energy is 22.4 eV. The 2p part of the valence band consists 
of a 2p non-bonding band lying between 0 and approximately 4 eV below the 
top of the valence band and a 2p bonding band which extends down to 
approximately 11 eV. Ausman and McLean claim that when the plasmon
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decays into electron-hole pairs it has enough energy to excite one 
electron over the 9 eV band gap from the 2p bonding band or two electrons 
from the 2p non-bonding band. Since the number of states in the 2p band 
is twice that in the 2p non-bonding band they suggest that for every 
three plasmons that decay 4 electrons are produced, two from the 2p band 
and two from the 2p non-bonding band. Thus the average energy to create 
an electron hole pair ought to be 16.8 eV. This they claim is a lower 
limit to the e-h pair creation energy with 22.4 eV being an upper limit. 
They obtained a value of 18.4 eV by averaging different sets of 
experimental data.
Assuming this value of 18 eV is correct then an ion of 100 keV energy 
has the potential to produce approximately 5600 electron-hole pairs. 
However, unlike electrons, ions yield up their energy through two 
different mechanisms known as electronic stopping and nuclear stopping. 
Electronic stopping is analogous to the energy loss mechanisms exhibited 
by electrons as they penetrate a solid whereas the nuclear stopping is 
energy loss by direct inelastic collision with the atoms. Electronic 
stopping is only weakly dependent upon the ion species and for most 100 
keV ions into Si02 the energy loss rate due to electronic stopping is 
approx 300 keV per micron (Smith, 1977). The nuclear stopping, on the 
other hand, is much more strongly affected by the ion mass. For 100 keV 
boron the energy loss due to nuclear stopping is approx 34 keV per micron 
compared with 1.5 MeV per micron for 100 keV arsenic. These ratios 
change as the ion proceeds through the solid and loses energy, the 
nuclear stopping becomes dominant at the lower energies. Thus a heavy 
ion such as arsenic will lose most of its energy (as much as 95%) through 
nuclear stopping and a light ion like boron will lose most of its energy 
through electronic stopping (about 70%). Thus, we should expect more 
electron-hole pairs per boron ion than for equal energy arsenic ions, but 
to estimate what level of conductivity an ion would produce is virtually 
impossible when such complex interactions are taking place. The rate of 
energy deposition is enormous and there are many secondary cascade 
effects adding to the problem. The initial estimate of 5600 
electron-hole pairs per 100 keV ion could be many orders of magnitude 
out.
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Electron-hole pairs can also be "self-generated”. If a field is 
applied across an oxide then any electrons that exist within the 
conduction band will move due to the field and gain kinetic energy. They 
will lose most of this energy through interactions with phonons. However, 
if they gain sufficient energy (18 eV) then they could create a further 
electron-hole pair. This process is known as impact ionisation and has 
been identified as a process occurring in unirradiated oxides at 
extremely high fields (DiStefano et al. 1974). This process is very 
unlikely because electrons will interact with the phonons of the lattice 
giving up some of their energy with each collision and will not therefore 
generally be able to gain such high levels of energy. However, at 
extremely high fields the probability increases as the amount of energy 
gained by an electron between collisions increases.
We have so far considered the mechanisms for creating electron-hole 
pairs in oxide during ion implantation. Let us now look at the 
mechanisms that govern the movement of the carriers.
3.6 Photoconductivity Theory
The theory of photoconductivity has been formulated assuming photons 
are the generating radiation. However, the theory should still be valid 
for other forms of ionising radiation, such as electron and ions, as 
they also generate electron hole pairs.
The conductivity of an insulator is given by
a = e(n/in+p/xp) 3.7
where n and p are the electron and hole densities and a and u theirr ' n ' p
respective mobilities. Obviously under normal room temperature conditions 
there are effectively no carriers available and the conductivity is 
negligible. Photoconductivity will result when the carrier densities, n 
and p, are increased by irradiation. The change in conductivity due to 
irradiation is
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A a - e(An/in+Ap/ip) 3.8
where Arv*frn , Ap=frp . f is the number of electron-hole pairs generated
per unit time per unit volume and rn and rp are the respective free
carrier lifetimes. Thus,
Aa - ef(rn/in+rp/ip). 3.9
So the photoconductivity is dependent upon the nature of the
radiation, through f, and upon the lifetime and mobility of the
photoexcited carriers. Under constant illumination f is constant and we 
should expect the carrier mobility to be constant in an homogeneous 
material, so the conductivity becomes dependent upon the carrier
lifetime.
Electrons are more mobile than holes, so we can approximate the
photocurrent to
J p “  e f E r n/‘n 3- 1 0
where Jp is the photocurrent density and E is the field across the
photoconductor.
It is also convenient to define a photoconductive gain. Rose (1963) 
defines this gain as
G = r/Tr 3.11
where Tr is the transit time of the carrier across the photoconductor. 
Now
Tr = d/vd 3.12
where d is the thickness of the photoconductor and vd is the carrier
drift velocity. Hence,
27
Tr “ d/E/i 3.13
and by substituting equation 3.13 into 3.11 we arrive at
G = thE/d. 3.14
Thus we can define the photocurrent in terms of the photoconductive gain 
by substituting equation 3.14 into equation 3.10, i.e.
Jp - defG. 3.15
The lifetime implied in equation 3.10 and 3.14 is the free lifetime of 
the carrier, that is the time that the charge carrier is available for 
conduction. The lifetime is either terminated by recombination, 
interrupted by trapping or undisturbed if the carrier is removed from the 
photoconductor and immediately replaced by injection at the opposite 
electrode. If the carrier is removed and not replaced then the lifetime 
becomes the residence time of the carrier within the photoconductor.
Let us consider the five different types of photoconductors, 
depending upon whether carriers are replenished (or not) at the 
electrodes. Figure 3.2 illustrates these five cases in examples a) to 
e) . Let us assume that an electron-hole pair has been created by 
radiation and that there is a bias across the photoconductor.
a) If both carriers contribute to the conduction and they are both 
replenished at the electrodes then conduction will continue until 
recombination takes place. Thus, the lifetime is a constant and 
the photocurrent will then depend upon the field under constant 
illumination.
b) If both carriers are mobile but only one (say electrons) is 
replaced at the electrode then the photocurrent will saturate when 
the applied field is sufficient to sweep out the holes before they 
recombine. Any further increase in field will not produce an 
increase in photocurrent.
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Figure 3.2. Five basic types of photoconductor (after 
Bube, 1960).
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c) If both carriers are mobile but neither is replaced then the 
photocurrent will again saturate when the field sweeps out the 
carriers before they can combine. The maximum gain in this 
situation will be 1.
d) If only one carrier is mobile and is replenished, the other 
carrier being trapped, then the case is similar to that of a) but 
the lifetime will be different as the recombination cross section 
between the free electron and trapped hole is likely to be greater 
than that between free electrons and free holes.
e) If only one carrier is mobile and not replaced at the electrode
then the photocurrent decays with time because of the charge
build-up within the photoconductor.
Thus we can see that the nature of the photoconduction can depend upon 
the type of contacts that are made by the electrodes.
Let us consider a possible scenario for the photoconductive mechanism 
in the oxide of an MOS structure under ion irradiation. If we can assume 
that an certain amount of charging has occured then the gate pad will be 
at a positive potential with respect to the substrate. Figure 3.3 shows
the band diagram of an MOS system illustrating the creation of an
electron-hole pair by ionising radiation. The electron will be attracted 
towards the positively biased gate and the hole towards the substrate. A 
fraction of these holes will become trapped at the Si-Si02 interface, the 
remainder passing through into the substrate. The barrier height between 
the aluminium fermi level and oxide conduction band is 3.2 eV and between 
the silicon valence band and the oxide conduction band is 4.3 eV. This
means that the contacts to the oxide are effectively blocking contacts
and that under normal (i.e. unirradiated) conditions there would be no 
carriers entering the oxide from either electrode. Thus we should expect 
photoconductive behaviour resembling a combination of cases c) and e) 
above. However, the accumulation of holes will build up a positive
charge sheet very near the interface modifying the field across the
oxide. Figure 3.4 shows a possible situation that might occur due to 
space charge accumulation at the silicon dioxide/silicon interface.
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Figure 3.3. Band structure of an MOS system Illustrating 
electron-hole pair creation by ionising radiation.
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Figure 3.4. Band structure of an MOS system illustrating 
a) a positive bias applied to the metal electrode, b) The 
distortion of the field in the oxide due to positive 
charge accumulation at the Si-Si02 interface.
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Figure 3.4a shows the initial band structure and figure 3.4b shows the 
situation after a significant positive charge has built up at the silicon 
dioxide/silicon interface. The trapped charge has caused a very high 
field to develop at the interface. The field over the remaining
thickness of the oxide is reduced as a consequence. The field at the
silicon dioxide/silicon interface will be much higher than the average 
field across the oxide and could produce Fowler-Nordheim electron 
tunnelling into the oxide. We can see that the interfacial barrier is 
much "thinner" in case b) compared with case a) indicating that electron 
tunnelling is "easier" in this case. A further aid to electron injection 
from the silicon substrate into the oxide is the radiation. Radiation 
that penetrates into the substrate will be able to excite electrons over 
the interfacial barrier if it has sufficient energy, that is greater than 
4.3 eV (which would be inevitable in this case). Thus, a certain amount 
of carrier replacement can occur which will result in an increase in the
photocurrent. Therefore we should expect the conduction to be a
combination of types b) and e). The other consequence of the space 
charge accumulation at the silicon dioxide/silicon interface is that it 
will cause a lowering of the field over the bulk of the oxide. This will 
reduce the photocurrent. It is also likely that a fraction of the
electrons and holes will get trapped in the bulk of the oxide causing
further perturbations in the oxide field. All these events will affect 
the measured photocurrent.
The amount of photoconductivity that is generated is proportional to 
the carriers' lifetimes and mobilities. There are a wide range of values 
reported in the literature for the lifetime and mobility of electrons and 
holes in Si02. Hughes (1973) reported a value of 20+3 cm2 V -1 s_1 for
electron drift mobility at 300 K and a lifetime of 12+2 nsec. He also
reports values of 2x10“5 cm2 V -1 sec-1 and 70 nsec for the mobility and 
lifetime of holes at 300 K. Srour et al. (1974) compared the work of 
several authors and showed that the mobility-lifetime product of 
electrons was proportional to the thickness of the oxide sample used. 
They reported values ranging from approximately 2x10“12 cm2 V -1 for an 
Si02 film 100 nm thick to the data of Hughes which was gained from a 
sample 200 nm thick. This they considered to be unreasonable and 
suggested that the Shubweg model used by the other authors was incorrect
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as there could be no reasonable physical reason for the lifetime-mobility 
product to depend upon the film thickness. They proposed that the 
carriers were subject to columnar and geminate recombination and that 
even at high fields the carriers are not swept out of the sample during 
their lifetime. Instead they proposed that the saturation in the 
current-field curves was due to velocity saturation and when such data is 
inappropriately fitted to the Schubweg model the //r product does scale 
with sample thickness.
Under ionising radiation of sufficient intensity electron-hole pairs 
are created very close together and therefore the probability of 
recombination is greatest along the path of ionisation. If the 
separation is of the order of the capture cross-section and the field is 
in the same direction as the ionisation track then columnar recombination 
will occur. That is, electrons will recombine with holes created by the 
same ionising particle because of the high density of these along the 
ionising track. Geminate recombination is simply recombination of an 
electron with its "own1 hole. Geminate recombination is known to vary 
with field.
From their own study Srour et al. predicted that the hole mobility 
lifetime product ought to be greater or approximately equal to 10'10 cm2 
V"1 and that the value for electrons ought to be somewhat larger.
There does not seem to be any definitive values for the mobility or 
lifetime of electrons and holes in oxide. Neither does there seem to be 
a definitive model for the movement of carriers in oxide. However, it 
is evident from the literature that both electrons and holes contribute 
to the conduction through oxide under ionising radiation and that 
electrons have a much greater mobility than holes.
To be a major contributor to charge leakage during ion implantation 
the photoconduction must enable a current of the order of the beam 
current density to flow through the oxide, i.e.
Jp/Jb - 1. 3.16
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The data of Lurio and Ziegler (1977) from section 3.3 implies an upper 
photon per ion yield of approximately 10"3. If we assume an 
electron-hole pair yield per photon of approximately 1 then for equation
3.16 to be satisfied a photoconductive gain of 103 is required. If we
take the hole lifetime-mobility product of Srour et al. (1974) 
(approximately 10"10 cm2 V"1) and substitute into equation 3.14 with a 
field of 1 MV cm'1 and an oxide thickness of 100 nm then the gain is
G - 10'10X106/10'7 3.17
i.e
G = 103 3.18
Thus, from this simple calculation it would seem that photoconduction 
could be significant. However, no account has been taken of the 
electrode effects, it has been assumed that they are ohmic contacts, 
which, of course, they are not in an MOS system.
Conduction can also occur across an oxide by injecting carriers from 
the electrodes. This injected charge constitutes a space charge within 
the oxide which will act to limit further injection. We will now look at 
the mechanisms of space charge limited conduction.
3.7 Space Charge Limited Current
When an ion only partially penetrates an oxide film it will create 
electron-hole pairs to a depth approximately equal to the total range of 
the ions. There will not be an abrupt cut off to this depth as there is 
roughly a gaussian distribution to the ion range about the mean projected 
range. However, carriers will only exist to a certain depth governed by 
the ion range and the range of any secondary carrier generating 
radiation. Thus, for a thick oxide it is possible to have a situation 
where there is a top layer in which electron-hole pairs have been created 
and an underlying layer where no carriers exist. Figure 3.5 shows a 
schematic band diagram for an MOS structure under ion irradiation. The 
dashed line down the centre indicates the penetration depth of the ions
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3.5 Schematic band diagrams of a MOS structure under ion 
irradiation depicting the photoconduction region and space 
charge limited regions.
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(Ef, Eco> Ecs etc. are the aluminium fermi level, the oxide conduction 
band and the silicon conduction band energy levels etc.). In the region
of ion penetration electron-hole pairs are created. When a field is 
applied across the oxide carriers move accordingly. In the case of figure
3.5 a positive bias, Vb , is applied to the aluminium causing the 
electrons to flow towards the metal and the holes to flow into the 
underlying unirradiated region. These carriers then constitute a space 
charge within this unirradiated region which reduces the field acting 
upon the carriers behind them in the irradiated region. This space 
charge then regulates the amount of carriers entering the underlying 
layer. The space charge limited current density that flows across an 
unirradiated oxide of thickness d is given by Lampert and Mark (1970)
J sc " 9e0erAiV2/8d3 3.19
where €0 is the permittivity of free space, er is the relative 
permittivity of oxide, p the carrier mobility and V the potential across 
the unirradiated oxide which is d thick. This assumes that only one 
carrier contributes to the conduction and that the oxide is trap-free. 
Let us consider space charge limited conduction across the dielectric of 
a capacitor. The charge, Q, stored in a capacitor is given by
Q - CV 3.20
For a capacitor of area A with an oxide dielectric of thickness d
C - e0erA/d 3.21
so, substituting
Q = Ve0erA/d. 3.22
Realistically, the charge will not all exist on the plate but also within 
the dielectric so we can assume that the charge will exist between 0 and 
d with a centroid at approximately d/2 (this will not be quite the case
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but we will assume so for simplicity). However, because this is a 
phenomenological analysis we will follow Lampert and Mark and ignore the 
factor of 2. Now the current flowing across the dielectric is
jsc - Q/Tr 3.23
so, combining equations 3.13, 3.22 and 3.23
- e0erM V 2/d3) 3.24
approximately. A more correct analysis yields equation 3.19. This is of 
course different from Child's law
J = e0(e/m0)1/2(V3/2/d2) 3.25
approximately, because the carrier velocity dependencies are different. 
Child's law relates to space charge limited conduction in a vacuum where 
the electron drift velocity (v) is not limited by collisions and is 
proportional to the potential difference moved through (V), approximately 
given by
v = (eV/m0)1/2 3.26
(ignoring the factor of 2).
For two carrier inj ection currents,
J S C  - 8€0errMnMBV3/d5 3.27
where /zn and /zp are the mobilities of electrons and holes in the two
carrier case and r is their average lifetime.
Under the conditions of consideration, the surface of the oxide will 
charge positively. This means that electrons will be attracted towards
the oxide surface and holes will be injected into the underlying region
attracted towards the silicon substrate (as depicted in figure 3.5). As 
mentioned before, holes have a very low mobility in oxide which makes
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this space charge conduction mechanism less capable than if electrons 
were the "majority carriers". However, it might be possible for 
electrons to play a part in this conduction mechanism if they can be 
injected from the silicon substrate. Under normal unirradiated 
conditions the mechanism for injection would be Fowler-Nordheim 
tunnelling which is very small until very high field strengths are 
reached (> 6 MV cm-1 (Letzlinger et al. (1969)). However, as described 
above, photons can enter the substrate and excite electrons out of the 
silicon valence band and over the interfacial barrier, but this is 
likely to be insignificant due to the poor photon yield.
3.8 The Source and Drain Implant Step
At this stage let us reconsider the source and drain implant example 
of chapter 1 and try to predict how the mechanisms discussed above might 
act to allow charge leakage through the oxide. Figure 3.6 depicts the 
device arrangement and shows four different zones for consideration. The 
differences between the four zones lie in the likely charge conduction 
mechanisms within the oxide film of each zone.
In zone 1, the gate oxide is completely covered by the gate electrode. 
This oxide is screened from the ions and to a large extent it is also 
screened from any X-rays. Soft X-rays will be stopped by the gate pad 
and only the relatively high energy photons will be able to penetrate 
through to the oxide. Those which have enough energy to get through to 
the oxide will probably then not get absorbed in the very thin oxide 
layer because they have a low absorption coefficient. Thus, there is 
probably very little in the way of conduction occurring in this region of 
oxide. The only method available is Fowler-Nordheim tunnelling, which, as 
previously stated, only becomes significant at very high fields (> 6 MV 
cm'1). Thus, we should expect the gate pad to charge up as predicted in 
chapter 1.
Zone 2 is the source and drain implant region and therefore the oxide 
is necessarily fully penetrated by the ions. The oxide here is highly 
conductive (by insulator standards) as the penetrating ions will generate
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many electron hole pairs within the oxide. Thus, the surface of the 
oxide in this zone will not charge significantly.
A question arrises from these two conclusions. If zone 1 charges and 
zone 2 does not, then what happens at the mutual perimeter where these 
meet? The interface will not be precisely defined because ions scatter 
laterally as the penetrate. There will, therefore, be some amount of 
overlap between these two zones. This then should allow the gate pad to 
discharge around its edges through the neighbouring irradiated oxide. 
Consider a square pad of area A. The input current from the ion beam will 
be JbA, where Jb is the beam current density. If a steady state voltage 
is acquired by the pad the output current will equal the input current. 
If we assume that the overlap width between zones 1 and 2 is equal to the
oxide thickness d, then the output current is J d4A1/2, where J is thep * p
photocurrent density. Thus
Jpd4A1/2 - JbA. 3.28
Substituting equation 3.10 into 3.28 we get
4efVr/i - JbA 1/z. 3.29
Now f ought to be proportional to the beam current density, e.g. let us 
say f = 7Jb , so that 7 is a kind of electron-hole pair yield per 
incident ion. Thus the pad potential is given by
V = A 1/2/4e7 Tfi. 3.30
e, r, 7 and p are all constants so we can see that the voltage on the pad
ought to be proportional to the root of the area. This is for square pads
only. For other pad shapes the voltage ought to be proportional to the 
ratio between the pad area and its perimeter length.
Zone 3 is the transition region between the thin and thick oxide 
regions and is considered separately. The conduction exhibited in this 
region will be a transition between those of zones 2 and 4.
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Zone 4 is the region of thick field oxide that isolates the devices. 
In this region the ions only penetrate a relatively short distance into 
the oxide and therefore only the surface layer, of a depth approximately 
equal to the ion range, will exhibit the same high level of conductivity 
as that of zone 2. This may enable charge to move across the surface of 
the wafer in this thin layer. A more likely route for charge escape must 
be directly through the oxide as the field across this layer will be many 
orders of magnitude greater than any surface fields. So how could the 
charge be conducted through the underlying unirradiated part of the 
oxide? As we deduced above, there are probably not enough X-rays 
available to provide significant charge leakage via photoconduction so 
the only likely mechanism is space charge limited conduction. There is 
also the possibility of impact ionisation increasing the conductivity at 
high fields. Space charge limited conduction is likely to dominate, 
however, as it is proportional to the square of the field strength (or 
the cube of the field strength, depending upon the carriers) although 
any contribution from impact ionisation will alter this dependency.
3.9 Summary
There are many complex phenomena that occur simultaneously as a result 
of ion implantation. Several of these provide potential mechanisms for 
charge conduction to allow the leakage of any charge that builds up on 
the surface of an insulated wafer during ion implantation. In this 
chapter the various forms of conduction through silicon dioxide have been 
identified and their possible contributions discussed.
Secondary electrons probably have a key role in the charging phenomena 
that occur during ion implantation. They may act to even out the charge 
accumulation but they cannot alleviate it because if they are lost from 
the surface and then returned the net effect is only that of no increase 
in the total charge at the surface. Only if the beam dwelt upon the metal 
chamber furniture of the implanter during the implant could the 
subsequent secondary electrons from this earthed area act to decrease the 
wafer charging.
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The production of photons in the deep UV and X-ray regions of the 
electromagnetic spectrum should generate photoconduction within oxide, 
however, the yield of photons per ion is very low and therefore it would 
necessitate a yield of the order of 103 electron hole pairs per photon to 
generate a significant photocurrent, or a photoconductive gain of the 
order of 103. This first is not possible from a simple energy 
conservation consideration. The photoconductive gain of the MOS system 
is unlikely to be great enough to make up the enormous yield deficit, 
thus X-ray generated photoconduction can probably be discounted.
In regions of thin oxide where the ions penetrate into the substrate 
charging ought to be negligible as there will be a very large number of 
electron-hole pairs available for conduction, generated directly by the 
ion penetration. This conduction mechanism ought to be photoconductive 
in nature.
In the areas of thick oxide which is not fully penetrated by the ions, 
or regions that are masked by a gate electrode pad, then the problem of 
charging is likely to be more acute. Space charge limited current flow
through the underlying unirradiated region of the oxide is a likely
mechanism for charge leakage. However, with a positive surface charge 
the carriers would be the relatively immobile holes which implies that 
high fields would be required to enable significant conduction. The 
conductivity might be augmented by electrons that are able to escape from 
the silicon having been excited over the interfacial barrier by a photon 
or some other mechanism. Impact ionisation could also increase the
number of carriers at high field strengths. However, this process will
probably have only a small effect as the electrons give up most of their 
energy in phonon interactions. It is unlikely that holes would cause 
impact ionisation due to their poor mobility in oxide. If the current is 
space charge limited then at high .fields this mechanism should become 
even more effective as it is proportional to either the square or cube of 
the field depending on the carrier contribution.
It is extremely unclear from the theory what the exact conductivity 
mechanism or mechanisms might be in the unirradiated layer that lies 
beneath the ionised volume at the surface of an oxide. It is probably a
38
combination of all those discussed above. All the formulae presented 
have been for a simple case which assumes an oxide with no traps or 
recombination centres which is not the case for a real oxide. Therefore 
experimentation is the obvious way forward to try to quantify the charge 
leakage mechanisms under ion irradiation.
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CHAPTER 4
THE X-RAY EXPERIMENTS
4.1 Introduction
In chapter 3 the significance of X-ray and UV radiation generated 
during ion implantation was discussed. It was explained that any photon 
of energy greater than the band gap energy of oxide could, if absorbed 
within the oxide, create an electron-hole pair and establish 
photoconduction through the insulator. It was also postulated that this 
photoconduction could allow the conduction of charge that had accumulated 
on a wafer surface during implantation across an oxide film to the wafer 
substrate. A simple photoconduction theory was presented showing that 
the photocurrent density was proportional to the electric field. However, 
it is expected that photoconduction through oxide will be altered by the 
inevitable presence of charge trapping centres within the material. Any 
charge that becomes trapped within the oxide constitutes a space charge 
which will perturb the electric field and hence, alter the photocurrent. 
The photocurrent density is also dependent upon the nature of the 
contacts. The potential barrier between the oxide conduction band and 
the conduction bands of aluminium and silicon is normally too high to 
allow carriers to flow from either contact into the oxide. However, 
radiation can excite carriers within the bulk of either electrode 
material giving them enough energy to overcome the interfacial potential 
barrier. This will inevitably increase any photocurrent. Further, the 
photocurrent density will also be dependent upon the efficiency of the 
radiation in creating electron-hole pairs. Thus, it is not possible to 
be able to predict quantitatively the photoconductive behaviour of oxide 
under ion implantation conditions.
Also discussed in chapter 3 was the production of photons by ion 
implantation and the fact that for relatively heavy ions, such as those 
used in silicon processing, yields could not be easily calculated due to
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the complexity of the interactions. It was noted that data from previous 
work indicated that the yield of X-rays is probably too low for the 
photoconductive charge leakage method to be of significance during ion 
implantation.
In chapter 3 X-ray induced photoconduction was dismissed as a 
significant leakage mechanism under ion irradiation because the data of 
Lurio and Ziegler (1977) indicated that insufficient X-radiation is 
generated during implantation. However, as this paper is unique in 
reporting such data some confirmatory experimentation was sought. Thus, 
X-rays have been used in this work to study the nature of photoconduction 
in silicon dioxide, which can be related to ion induced 
"photoconduction", and to compare with the limited amount of data 
regarding X-ray yields from ion implantation.
Described in this chapter are three experiments which attempt to 
clarify the nature of any photoconduction stimulated in oxide by 
X-radiation and to discover whether it has a significant role to play in 
charge leakage during ion implantation. The first experiment measures 
the photocurrent as a function of field produced in oxide by radiation 
from a tungsten X-ray tube to study the "true" photocurrent dependency 
upon field. The second experiment measures the X-ray photon yield from 
arsenic and boron ion implantation so that a comparison can be made with 
the data of Lurio and Ziegler. The third experiment attempts to measure 
directly the conductivity produced in oxide during ion implantation.
4.2 The Samples
Each sample consisted of a collection of MOS capacitor structures. 
These were fabricated on both n-type and p-type silicon wafers of 
resistivity 10-30 Cl cm. Initially, the rear-side of each wafer was 
degenerately doped to ensure a good back contact. The p-type wafers were 
implanted with boron and the n-types with phosphorus, both to a dose of 
2xl015 ions cm-2. Five different oxide thicknesses were thermally grown 
on the silicon substrates, as detailed in table 4.1. The "wet" oxides 
were grown in a mixture of H20 (water vapour) and 02 and the "dry" oxides 
in pure 02. The oxide thicknesses were measured using a Nanospec
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TABLE 4.1
OXIDE GROWTH CONDITIONS
Nominal Growth Mean Standard
Thickness Conditions Thickness Deviation
(Angstroms) (Angstroms) (Angstroms)
5500 1150°C wet 5500 13
5584 8
4200 1150°C wet 4159 5
4185 8
2600 1150°C wet 2422 8
2652 10
1000 900°C wet 1004 4
1027 6
450 900°C dry 436 7
456 8
Substrate
Type
P
n
P
n
P
n
P
n
P
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interferometer. The oxide was then stripped off the back of each wafer 
and a nominal 1 pm of aluminium sputtered onto both the front and back 
faces of the wafers. The aluminium layer on the front face (on the oxide) 
was patterned as figure 4.1 using conventional photolithography and wet 
etching. The aluminium was then "fired in" in forming gas at 425°C to 
make an ohmic back-contact. Figure 4.2 shows the trace from a Tencor 
Alpha-step profilometer used to measure the aluminium thickness. From 
this trace we can see that the thickness lies nearer 0.9 pm than 1.0 pm 
and that there are a few large "hillocks" on the surface. Hillocks on 
the aluminium film can be seen quite clearly in the micrograph of figure 
4.3, which shows the corner of one of the aluminium pads. The presence 
of these hillocks is not important as they cover only a few percent of 
the area and will therefore only cause a minor perturbation to the 
average film thickness. The wafers were sawn into samples as depicted in 
figure 4.1. These "chips" were mounted in 24 pin DIL solid side-wall 
metal packages and the required pads (marked by letters in figure 4.1) 
bonded with 25 pm gold wire using thermosonic bonding.
Initial leakage current versus bias tests performed on these samples 
showed that the oxide has good dielectric strength and that there was 
negligible leakage at fields upto 6 MV cm-1. Figure 4.4 shows a current 
versus voltage curve for pad A on a p-type substrate with 100 run of 
oxide. At 6 MV cm"1 the leakage current density is 4.0 +.2 nA cm"2. This 
trace is typical of all the samples. Any devices which leaked more than 
10 nA cm"2 at 6 MV cm'1 were discarded.
4.3 X-rav Induced Conductivity
4.3.1 Introduction
The nature of photoconduction in oxide can take many forms, as seen 
in chapter 3 section 3.6, depending upon the nature of the interfacial 
potential barriers at the electrodes and on any perturbations caused to 
the carrier lifetimes by charge trapping centres. With all this to 
contend with it is likely that the photocurrent versus field curve will
42
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1mm
Figure 4.1. Aluminium gate pad pattern of device type 1.
42a
Figure 4.2. Tencor Alpha-step print-out showing thickness 
of aluminium layer.
Figure 4.3. Electron micrograph of the corner of an 
aluminium pad.
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not be a simple straight line as predicted by equation 3.10. With this 
in mind a simple experiment was performed to demonstrate X-ray induced 
photoconductivity in oxide and to discover its dependence upon the 
applied electric field.
4.3.2 Experimental Procedure
An MOS sample with 45 nm of oxide was subjected to the radiation 
produced from a Philips 30 kV X-ray generator utilising a tungsten 
target. The X-rays emerged through a beryllium window which set the lower 
energy limit to approximately 2 keV. The sample was placed at the end of 
a collimator with an ammeter and d.c. voltage source in series between 
the aluminium pad and the back contact to the substrate so that the 
current passing through the oxide at different applied biases could be 
measured. Two experiments were performed. The first measured the induced 
current across the oxide versus applied bias. During this experiment the 
X-ray tube was run at 30 kV with 30 mA of electron beam current. The bias 
across the oxide was increased in a stepwise fashion and the subsequent 
photocurrent measured after allowing the transient capacitor charging 
current to subside. The second experiment measured the induced current 
versus the electron beam current with a fixed bias of 5 V (1.1 MV cm-1).
4.3.3 Results and Discussion
Figure 4.5 shows the photocurrent versus the applied voltage across 
the oxide of a p-type substrate sample measured during the experiment 
described above. The three curves represent the current measured from 
three pads of different area, i.e. pads A, B and X. The uppermost 
curve relates to the largest pad and the lower curve to the smallest pad. 
The three areas were 7.0x10"3 cm2, 4.3x10"3 cm2 and 2.5x10"3 cm2 
respectively. The ratio of these areas is approximately 28:17:10. This 
compares with the photocurrents measured, which were in a ratio of 
approximately 21:12:10 between biases of 4 V and 20 V. If the 
photocurrent density was the same under each pad then these two ratios 
should be the same. The discrepancy between these two ratios might have 
been caused by poor alignment of the devices with the X-ray beam 
resulting in incomplete illumination of the larger pads and thus an
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apparent reduction in photocurrent density. Alternatively, the 
photocurrent might flow over an area greater than the pad itself, which 
would allow the smaller pad to pass proportionately more current than the 
larger pads. If the current flowed over an area that extended a distance 
r cm beyond the pad then the effective areas of photoconduction would be 
(7.0x10"3+.33r+4r2) cm2, (4.3x10"3+.26r+4r2) cm2 and (2.5x10“3+.2r+4r2) 
cm2. An unique value for r cannot be gained from these three areas when 
equated to the ratio of the photocurrents measured. Thus, the first 
argument is the most likely explanation for the difference between the 
ratio of areas and ratio of photocurrents.
With a bias of 20 V (4.4 MV cm-1) the oxide under pad A passed a 
current of approximately 600 pA. This corresponds to a photocurrent
density under the pad of approximately 90 nA cm-2. The X-ray tube was 
operated at 900 Watts. If the efficiency of the tube was 1% (Bertin, 
1970) then the power density at the sample was approximately 10 mW cm*2. 
If the average photon energy was 15 keV (approximately the peak of the 
distribution) then approximately 1013 photons cm-2 s_1 were incident upon 
the sample. If 1 electron-hole pair is created per photon and is 
transported across the oxide then a photocurrent density of the order of 
1 pA cm-2 should have occured. It is not easy to relate these data to the 
ion irradiation case because the nature of the X-radiation is quite
different, i.e. in this case it is mostly high energy bremsstrahlung.
The useful information contained within the data of figure 4.5 is that 
it is not a straight line as predicted by equation 3.10. However, at 
low voltages, up to about 4 V (~1 MV cm-1) the curve is almost linear and 
above approximately 10 V (~2 MV cm"1) the curve becomes approximately 
straight again, although it has a smaller gradient than before. A 
possible explanation for this is that beyond 1 MV cm"1 saturation occurs, 
the current being limited by the electrodes as described in chapter 3 
section 3.6. Obviously in this case the saturation is not complete and 
there remains a contribution to the current, presumably from the
electrodes. A possible mechanism for this is that the X-rays excite
electrons in the silicon substrate which then have enough energy to 
overcome the potential barrier at the Si-Si02 interface and are 
accelerated into the oxide were they can act as carriers. The fact that
44
there is no clear plateau-like saturated region indicates that there is a 
contribution to the current from carriers injected from the electrodes. 
This then looks like a combination of photoconduction types b) and e) as 
described and predicted in chapter 3 section 3.6.
Experiments performed with n-type substrates and with negative biases 
showed no significant differences in the photoconductive behaviour. This 
is slightly surprising considering that the energy difference between the 
aluminium fermi level and the oxide conduction band is 3.2 eV and 4.3 eV 
between the valence band of p-type silicon and the oxide conduction band. 
If electrons are entering the oxide from the electrodes then we should 
expect a greater current with a negative bias on the aluminium pad 
because they should be able to escape more easily over the lower barrier. 
This does not seem to be the case. This implies that any carriers that 
enter the oxide from the electrodes have a significant amount of extra 
energy, at least in excess of 4.3 eV. Considering the energy of the 
X-rays used in these experiments (>1 keV) this is quite likely.
Figure 4.6 shows the photocurrent measured from the largest pad (A) 
with a bias of 5 V applied as a function of electron beam current. This 
is a straight line as expected, because the X-ray intensity is directly 
proportional to the electron beam current. The slight divergence from 
the linear behaviour at 5 mA is probably caused by the inaccuracy of the 
equipment when running at such a low beam current (for which it was not 
designed).
4.4 Measurement of X-rav Emission During Ion Implantation
4.4.1 Introduction
It is well documented that X-rays are produced during ion impacts with 
solids. The specific case of implantation of silicon with arsenic, 
phosphorus and boron, has been studied by Lurio and Ziegler (1977). The 
data of Lurio and Ziegler indicates that a maximum total X-ray yield of 
approximately 10"3 per ion should be expected from arsenic ions of energy 
less than 200 keV. As this is the only data that exist in the literature
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an experiment was performed to measure X-ray yields from boron and 
arsenic to compare with the data of Lurio and Ziegler.
4.4.2 Experimental Procedure
A SiLi solid state X-ray detector was employed to detect X-rays 
emitted during ion implantation. The implanter used for this experiment 
was the Cockcroft-Walton accelerator at Harwell Laboratory. The samples 
that were implanted were placed in a simple vacuum chamber end-station 
which was electrically isolated from the rest of the accelerator to 
enable the beam current to be monitored. The SiLi detector was also 
placed within the end station so that the use of a window could be 
avoided. The detector was situated at 90+2 mm from the sample subtending 
a solid angle of 1.0+.05 mstr. The output from the detecting head was 
fed into a multichannel analyser (MCA) which produced a spectrum of the 
generated radiation. The MCA was calibrated using 55Fe and 2A1Am 
radioactive sources. The samples used were a) pieces of unprocessed 
silicon wafer, b) pieces of silicon wafer with nominally 1 /xm of 
aluminium sputtered on the surface and c) an MOS wafer which had small 
areas of aluminium gate pad ljim thick on lOOnm of oxide on silicon (i.e. 
the samples described above in section 4.2). The samples were irradiated 
with boron and arsenic ions at 200 keV and 400 keV.
4.4.3 Results and Discussion
Figure 4.7 shows the spectrum obtained from the MOS sample under 200 
keV boron irradiation. The aluminium K and silicon K lines are clearly 
visible. Values of 1.49+0.07 keV and 1.74+0.08 keV were measured for the 
aluminium K and silicon K lines respectively. Bertin (1970) quotes 
values of 1.559 keV and 1.838 keV for the excitation potentials of 
aluminium and silicon, which when compared with the data gained here 
suggests that the MCA was not perfectly calibrated. However, that is only 
a minor problem and does not affect the count yield. In the spectrum 
there is also an amount of lower energy "background" with a line at 
920+70 eV. This is close to an L line of copper at 933 eV (Bertin, 1970). 
The L lines of copper, iron and nickel are tabulated in table 4.2. 
Although great care was taken to prevent the beam from striking the
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TABLE 4.2
CHARACTERISTIC LINES OF COPPER, IRON AND NICKEL
Copper L lines 933 eV 953 eV 1100 eV
Iron L lines 700 eV 721 eV 850 eV
Nickel L lines 853 eV 871 eV 1015 eV
TABLE 4.3
RESULTS FROM ION INDUCED X-RAY EXPERIMENT 
DATA FROM THIS WORK 
200 keV Boron counts/yiC/msr
into Si produced 
into Al produced 
200 keV Arsenic 
into Si produced
2.5*1 
5+1 
3+1 
8+1
5+1
70+5
10+1
140+5
60+5
into Al produced 
400 keV Arsenic 
into Si produced 
into Al produced 
DATA FROM LURIO & ZIEGLER 
400 keV Arsenic
900+100
19000+2000
22000+2000
of Si-K
of "background 
of Al-K
of "background
of Si-K 
of As-L
of "background 
of Al-K+As-L 
of "background
of Si-K 
of As-L 
of As-L+Al-K
into Si produced 1000+200 of Si-K
30000+3000 of As-L
iraplanter furniture the occurence of this "background" at approximately 
930 eV indicates that the beam might have struck the steel and copper 
parts of the end chamber. Conceivably, this background might be 
bremsstrahlung, but if so, it is much greater than expected from 
equation 3.2. A further explanation is that this "background" is simply 
noise in the detection system because the count rate during this 
experiment was very low, approximately 1 count per second. The source of 
this background is not of interest within the context of this work 
because these data confirm that the X-ray yield from 200 keV boron is 
insignificant. Figure 4.8 shows the spectrum produced by 400 keV arsenic 
irradiation of the bare silicon sample. The vertical scale is 3 orders 
of magnitude greater than that of figure 4.7. If any background exists 
in this case then it is insignificant compared with the characteristic 
lines of arsenic and silicon.
Table 4.3 summarises the data achieved from the experiments performed 
and includes the relevant data of Lurio and Ziegler (1977). A count rate 
of 1000 counts nC-1 msr-1 is approximately equivalent to 2x10“6 counts 
per ion. There is a close agreement between the data from this work and 
that of Lurio and Ziegler. Lurio and Ziegler measured Si-L line yields 
which were 3 orders of magnitude greater than the Si-K line yield for the 
same ion and target.
4.5 Direct Measurement of Ion Induced Photoconductivity
4.5.1 Introduction
Although it can be easily shown that ion implantation will generate a 
spectrum of radiation that is capable of inducing photoconductivity 
within oxide, it is extremely difficult, if not impossible, to calculate 
the amount of photocurrent generated per incident ion. This depends not 
only upon the photon yield per ion but also upon the probability that the 
ion will be absorbed, the subsequent e-h pair yield and the mobility of 
these carriers within the oxide. To confirm that there simply is not 
sufficient radiation available to produce significant photoconduction an 
experiment was devised to measure directly the photoconductivity produced 
in oxide during ion implantation.
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4.5.2 Experimental procedure
The experimental arrangement is depicted in figure 4.9. The ion beam 
is incident upon an MOS sample which is situated within a Faraday box
(for further information on this Faraday box see chapter 6 section 6.2).
A further MOS sample (the detecting sample) is mounted within the box 
facing the irradiated sample but out of sight of the beam. This
detecting sample has a bias applied across the oxide and the subsequent
current that flows through the oxide is measured on an ammeter. Some of 
the radiation generated by the ion beam striking the first MOS sample 
will be incident upon the detecting sample. If this radiation creates 
electron-hole pairs within oxide then that will be detected as a current 
on an ammeter.
The detecting sample was not mounted in the same type packages as the 
other samples but was bonded to a small circular eight legged header 
package which was glued to a nylon post to insulate the device from the 
Faraday box. The circuit used to monitor the oxide photocurrent in the 
detecting sample is shown in figure 4.10. The whole sample is negatively 
biased (Vx) to repel secondary electrons. A further bias (V2) is applied 
to the aluminium pad relative to the sample substrate and currents are 
measured in both ammeters A x and A2. Both these ammeters should read the 
same if there is no external current input, such as secondary electrons. 
Secondary electrons arriving at the detecting sample would increase the 
current in A2. They would also cause an increase in the current in A x 
because they would cause a negative charge to accumulate on the oxide 
surface. Further, an electric field would be established across the 
surface of the sample between the relatively positive aluminium pad and 
the negatively charged oxide surface. This would cause any electrons 
emitted from the sample surface to be attracted to the aluminium pad. All 
these effects would make the experiment unstable. Obviously, secondary 
electron effects could not be completely avoided as the sample itself 
would emit electrons due to the photoelectric effect, but to make the 
experiment as stable as possible secondary electrons from the irradiated 
sample should be prevented from reaching the detecting sample.
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Secondary electrons proved to be a major problem during the
performance of this experiment. To overcome this problem several ideas 
were trialed. Simple negative biasing of the detector to repel electrons 
proved not to be sufficient. Secondary electrons were still reaching the 
detector causing the currents measured by A x and A2 to continually drift 
higher. Inclusion of a magnetic field within the Faraday box was much 
more effective in stopping the secondary electrons from striking the 
detecting sample. Two permanent magnets of l k  Gauss each were placed 
either side of the irradiated sample so that the field was parallel to
the plane of the device. The experiment was more stable and the increase
in current was much slower than before, but the signal-to-noise ratio was 
still too high to obtain any sensible data. The best method of
stabilising the experiment proved to be painting the whole of the 
detector apart from the detecting pad itself with photoresist and then 
biasing the whole detector. A small window was left in the photoresist 
which exposed the detecting pad and about 1mm of the surrounding oxide, 
inclusion of a magnetic field with this scheme made no noticeable 
difference. This method probably worked best because the photoresist was 
of the order of 100 /im thick and therefore any charge that accumulated on 
its surface was a long way from the detecting area. The bias used during 
the experiments was -5 V (Vx).
4.5.3 Results and Discussion
With a bias of -5 V applied to the whole sample during ion irradiation 
the current reading in k 1 remained at approximately 1 nA. This did not 
change significantly with increased bias. The aluminium pad was biased 
between -25 V and +25 V with respect to the sample substrate. The 
current measured by A x was very noisy but remained at approximately 1 nA 
irrespective of the value of V2. The current measurement by A2 varied 
with the bias (V2), up to a maximum of approximately 1 /iA with a bias of 
+25 V. This current too was very noisy. The noisiness in this experiment 
was presumably caused by secondary electrons emitted from the irradiated 
sample. From this result we can only conclude that if any irradiation 
induced leakage was present it must have been at levels less than 1 nA.
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The pad area of the detecting device was 7.0x10“3 cm2 . If the leakage 
current maximum was 1 nA then the effective leakage current density was a 
maximum of 0.14 /xA cm"2. The solid angle of the detector was 1 mstr. 
T h u s i f  we extrapolate and calculate the expected leakage current for a 
sample that was actually being directly irradiated by the ion beam (i.e. 
we assume an angle of 2tt) we arrive at a value of approximately 700 /xA 
cm-2, assuming that half of the radiation would pass into the sample. 
This value is much greater than the beam current density which was 35 /xA 
cm-2. From this we can only assume that the detecting arrangement was 
simply not sensitive enough to measure any induced conductivity in the 
oxide. 1 nA was the minimum current that could be measured with 
confidence during this experiment due to noise in the current readings. 
Attempts to improve the detecting efficiency by increasing the solid 
angle and moving the detector nearer to the irradiated sample failed due 
to increased unreliability in the current measurements caused, 
presumably, by secondary electrons. Larger detection devices were 
fabricated but initial tests showed that there "natural” leakage was too 
high to give any improvement.
4.6 Summary
The first experiment reported in this chapter shows that oxide will 
photoconduct under X-ray irradiation. The photocurrent is sub-linearly 
dependent upon the applied field for field values in excess of 1 MV cm-1, 
this is probably due to the blocking contacts formed by oxide with 
silicon and aluminium. The photocurrent is linearly dependent upon the 
intensity of the radiation and the photoconductive gain is approximately 
0.1 under the conditions of the experiment.
The second experiment demonstrates X-ray production by ion irradiation 
and confirms that the data reported by Lurio and Ziegler (1977) are 
valid. It also confirms that there is insufficient X-ray radiation 
produced during ion implantation to effect significant charge leakage.
The third experiment is inconclusive due to the high level of noise 
present. However, the data of the previous experiment and that of Lurio
50
and Ziegler (1977) indicate that this experiment should not have detected 
any leakage currents. This prediction was confirmed.
These three results taken together indicate that photoconductivity can 
be ruled out as a significant charge leakage mechanism during ion 
implantation.
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CHAPTER 5
THE ELECTRON BEAM EXPERIMENTS
5.1 Introduction
The experiments reported in this chapter are all concerned with 
electron beam induced conductivity within oxide. Electron-beam-induced- 
conductivity, or EBIC, is an established technique for studying defects 
in materials. A scanning electron microscope is used but instead of 
imaging the electrons emitted from a sample surface, the current induced 
in the sample by the electron beam is used to produce an image. Thus, 
changes in material will produce contrast due to the different level of 
induced conductivity. In this work we are not interested in imaging 
defects, only in an electron beams' ability to generate electron-hole 
pairs within silicon dioxide. Electron beams were used as an analogy to 
ion beams to try to discover more about the nature of electron-hole pair 
creation and transport in oxide under particle radiation. Like ions, 
electrons will create electron-hole pairs in oxide as they pass through. 
The subsequent behaviour of these carriers ought to be independent of the 
type of generating radiation. Hence, information gained about carrier 
transport under electron irradiation should also be valid when ions are 
the incident particles. However, the interaction of ions with the oxide 
will be different from that of electrons, most significantly in that the 
ions will cause a large amount of damage to the inter-atomic bonding by 
displacing atoms. Displaced atoms and broken bonds constitute traps 
within the energy gap of the oxide. An increase in trap density will 
cause a corresponding reduction in carrier lifetime and conductivity.
An electron beam produced in an SEM is much more controllable and 
quantifiable than an ion beam produced in an implanter. Thus, simpler and 
more definitive experiments to study charge conduction under particle 
irradiation in silicon dioxide can be devised using electrons instead of 
ions. Secondary electrons can be accounted for more readily when using
52
electrons as the incident radiation because the primary and secondary 
electrons have the same charge. When using ions it is sometimes difficult 
to distinguish between the gain of a positively charged ion or the loss 
of a negatively charged electron.
Electrons can also provide greater insight into charge conduction 
mechanisms than can X-rays. Electrons can be quantified simply by 
measuring currents and the amount of energy deposited into the material 
can be more easily calculated. Also, by adjusting the energy of the 
electrons one can simulate two scenarios; one, where the particles pass 
through the oxide film completely and two, where the particles only 
partially penetrate the film.
5.2 General Experimental Procedure
A scanning electron microscope was used as the source of electrons for 
these experiments as it provided a well defined and easily controlled 
beam coupled with the ability to view the experiment while it was being 
performed. The samples used are described in chapter 4 section 4.2.
In each experiment the sample was supported on an insulating mount on 
the SEM stage. Connections were made to the sample through electrical 
feed-throughs in the chamber wall to enable the sample device to be wired 
up in the circuit shown in figure 5.1. The beam was scanned over the 
sample at T.V. scan rates in normal view mode operation of the SEM. Only 
the aluminium pad area of each device was irradiated; the scan area was 
0.02+.005 mm2. Two Keithly 617 electrometers were used as ammeters to 
measure the induced current because there are three different currents 
present during these experiments (see figure 5.1). Firstly there is the 
beam current, Ib . The beam is incident upon the top of the device and 
penetrates into the substrate but the current flows from bottom to top 
(considering conventional current). Secondly, there is the secondary 
electron current, Ise* These electrons move away from the sample so the 
current is towards the sample surface. Thirdly, there is the electron 
beam induced current, Iic> which will flow in the direction of the
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applied field. When a bias is applied to the aluminium pad the number of 
secondary electrons that escape will be affected. With a positive bias 
secondary electrons will be attracted back to the surface and vice-versa 
for a negative bias. The use of two ammeters, A 1 and A2, allows the 
secondary electron current to be accounted for, since
hence
v 1* - V 1.. 5 .1
I1-12 - V 1,.- 5.2
Thus, for a constant beam current any change in the secondary electron 
current can be monitored from the difference in the two current readings.
The beam current was measured using a Faraday cup consisting of a hole 
of 0.3 mm in diameter and 5 mm deep drilled into a small block of 
graphite which was connected to earth through a Keithly 617 electrometer. 
The beam current was measured before each experiment. With a knowledge 
of the beam current the electron beam induced current can be deduced from
^2 “ 5.3
The approximation sign arises because not all of the beam current finds 
its way into the substrate. As an electron penetrates the sample it will 
scatter. The amount of scattering increases as the electron loses 
energy. Figure 5.2a) shows a computer simulation of 10 keV electrons 
scattering within silicon and figure 5.2b) shows a similar case using 20 
keV electrons (Broughton et al. 1984; details of these simulations are 
described later). The exact structure being simulated here is a 0.5 
micron film of resist on a silicon substrate. These two figures depict 
the nature of the scattering experienced by electrons. It is clear from 
these two diagrams that the penetration of the electrons can be adjusted 
simply by adjusting the beam energy. It can also be seen that electrons 
of the same energy have varying penetration depths, depending upon the 
amount of lateral scattering they experience. Further, a proportion of 
them are backscattered out of the sample. Thus, for the MOS samples 
under consideration in these experiments, it can be assumed that some of 
the incident electrons will be backscattered out of the aluminium pad
54
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Figure 5.2. Simulated electron scattering trajectories for 
a) 10 keV electrons and b) 20 keV electrons (after 
Broughton et al. 1984).
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before entering the oxide layer (approximately 15% for a 20 keV beam). 
Also, if electrons are backscattered out of the substrate they will pass 
through the oxide for a second time. If the oxide layer is thick enough 
then it will prevent any electrons penetrating into the substrate. Thus 
there is an inherent error in the measurement of I, of + I. . The error1C o
in the measurement of the applied bias is +50 mV and the error in any 
current measurement is typically better than 10% but is quoted in each 
instance in the results section. Although the electrometers are capable 
of measuring +0.1 fA the actual measurements are limited by noise to 
approximately ?2 pA.
In each experiment a sample was irradiated by the electron beam and 
currents I1 and I2 were measured with ammeters A x and A2 (see figure 
5.1). From these readings the induced current Iic was deduced. The EBIC 
gain was then calculated by simply dividing Iic by the beam current used. 
A range of experiments were performed to study the dependence of the EBIC 
gain upon the bias field, the electron beam energy, the sample oxide 
thickness and the dose of electrons.
5.2.1 Electron Scattering and Energy Deposition Calculations
Computer software was used to model the electron scattering (as 
depicted in figure 5.2) and the energy deposited in the sample by the 
irradiating electrons. This software utilised a monte carlo method 
(Broughton, 1984) to calculate the electron trajectories and the 
subsequent energy loss by the electrons. Figure 5.3 depicts the geometry 
of the scattering calculations. An electron of initial energy E0 is 
incident upon the sample and penetrates a distance S0 before scattering. 
SQ is calculated using a random number and the mean free path of the 
electron. The scattering angles <f> and 9 are calculated using random 
numbers and a knowledge of the scattering cross-section and the impact 
parameter. The electron then sets off in a new direction with less 
energy, Ex, and travels a distance Sx before another scattering event 
occurs. The difference between E0 and E1 is the energy lost by the 
electron as it travelled through the sample to its first scattering site. 
Similarly, the difference between Ex and E2 is the energy lost along the 
path between the first and second scattering sites. The energy lost is
55
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Z
Figure 5.3. Geometry for monte carlo simulations of electron 
scattering
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recorded in an array which can be visualised as an array of 
parallelepipeds (see figure 5.4). The use of parallelepipeds which are 
infinite in the X-axis resolves the energy density profile into 2 
dimensions. As an electron moves through the grid of parallelapipeds the 
energy that the electron loses during its residence in a particular 
parallelepiped is recorded in the appropriate array cell. Thus, after 
many electron simulations (of the order of 5000) an energy density 
profile, as deposited by the electrons, exists within the array. This 
data is then available for manipulation to extract the required 
information. To obtain the deposited energy density as a function of 
depth all the energy values stored in the parallelepipeds of the same Z 
index are summed to give the energy density at that depth.
5.3 Results and Discussion
5.3.1 Secondary Electron Current Versus Field
Figure 5.5 shows the variation of the difference between the two 
current readings, from ammeters A x and A2 of diagram 5.1 (I^Ig), with
field using a 20 keV electron beam incident upon a 100 nm thick oxide 
sample. The beam current was measured as 123?5 pA. From this figure we 
can see that at fields above 0.5 MV cm-1, or surface potentials in excess 
of 5 V, the secondary electron current is constant. Also, we can infer 
that the secondary electron current must be small, approximately 40 pA. 
The reason for this is probably that most of the secondary electrons are 
attracted back to the positive sample surface, with only a few higher 
energy secondary and backscattered primary electrons managing to escape. 
With a negative bias applied to the aluminium pad the current difference 
is constant up to 1 MV cm-1 (a bias of -10 V). Beyond that the secondary 
electron current starts to dominate the beam current and increases 
linearly with increasing field. This is consistent with the negative 
bias on the aluminium pad repelling the electrons away from the sample 
surface. With a bias of -25 V the secondary electron current is 520+50 
pA, which corresponds to a gain of 4.3+0.4. Thus we can assume that the 
maximum secondary electron yield for 20 keV electrons incident upon 
aluminium is greater or equal to 4.3+0.4.
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Figure 5.4. Parallelapipeds used in monte carlo simulations 
for calculating energy deposition by electrons.
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5.3.2 EBIC Gain Versus Field With Full Electron Penetration Of The Oxide
Figure 5.6 depicts the dependence of the EBIC gain upon the applied 
field at three different electron beam energies. The sample used to gain 
this data had 45 nm thick oxide. The beam currents used were 26+3 pA at 
10 kV, 78+4 pA at 20 kV and 316+20 pA at 30 kV. Negative gain is used 
here to indicate that the induced current flows in the opposite direction 
when a negative bias is applied to the aluminium pad as opposed to a 
positive bias. It may be argued that it is more correct to define the 
gain as negative with a positive bias on the aluminium pad because the 
induced current is flowing in the opposite direction to the beam current 
in that case. However, for our purposes the direction of the induced 
current with respect to the beam current is not important, only the 
relative magnitudes. The error in the gain for the 10 kV case is 12% due 
to the error in the beam current measurement. Similarly the error in the 
gain for the 20 kV and 30 kV is 5% and 6% respectively. The error in the 
field is less than 1% above 1 MV cm"1. The error in the gain measurement 
caused by electron scattering can be ignored when comparing data gained 
using the same beam energy. It is only of concern when comparing data 
gained with different energy electrons as they have different scattering 
patterns (see figure 5.2). These error values apply to all the following 
experiments in this chapter.
From figure 5.6 we can see that the dependence of the electron beam 
induced current is not the same as the "photocurrent" generated by X-rays 
(as depicted in figure 4.5). The X-ray induced current indicates the 
possibility of two linear regions. However, for the electron beam case 
there does not appear to be any linearity in the dependence upon field. 
The trend is similar to the X-ray case in that the current continues to 
increase with increasing field, but at a sub-linear rate. The gain is 
fairly symmetrical, i.e. with a negative field the magnitude of the gain 
is very close to the gain with a positive field of the same magnitude. 
The gain is very slightly greater with a negative field than a positive 
field of equivalent magnitude for the 20 keV and 30 keV cases.
The reason for the different gains at different energies can be 
explained from an analysis of the energy deposited by the electrons in
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Figure 5.6. EBIC gain versus applied field across a 45 nm 
oxide irradiated by electrons at three differnt energies.
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the oxide. Figure 5.7 shows the energy density deposited in the sample 
by electrons at 10 keV, 20 keV and 30 keV as a function of depth. These 
data were calculated using the monte carlo method described above. The 
"noise" that is present on these curves is due to the relatively small 
number of electron simulations that were performed for this calculation. 
To reduce this noise a greater number of simulations would have to be 
performed for very little gain in accuracy. From these calculations it 
can be seen that the ratio of the gains of figure 5.4 are similar to the 
ratio of energy deposited in the oxide film. The exact ratio of total 
energy deposited in the oxide film for the 10 keV, 30 keV and 20 keV 
electrons is 10:20:28 respectively. This does not quite fit the ratio of 
gains which is approximately 10:15:23. The fact that the ratio of gains 
is smaller than the ratio of deposited energy densities implies that 
there is an amount of saturation or inefficiency, i.e. not all the 
energy deposited is used to create electron-hole pairs. Alternatively, 
there ought to be a greater recombination rate for the higher energy 
densities because the recombination rate will depend upon the number of 
free carriers available. If there is a high density of carriers then 
they will recombine much more readily, simply because they are closer 
together. For the 10 keV case, where the deposited energy density is 
less than the 20 keV and 30 keV cases, resulting in a lower density of 
carriers, the recombination rate will be proportionally lower, producing 
a proportionally higher conductivity. Thus, the ratio of gains will be 
smaller than the ratio of energy deposited because the 10 keV case has 
proportionally more gain. However, this argument cannot be applied to the 
ratios between just the 20 keV and 30 keV cases which are 14:10 for the 
ratio of deposited energy densities and 15:10 for the ratio of gains. 
This implies that the higher energy electrons are less efficient at 
creating electron-hole pairs.
Interestingly, when the normalised gain versus field is plotted, for 
both positive and negative fields, (as seen in figure 5.8) the data lie 
along the same curve for the three different energies up to 2.5 MV cm”1. 
The normalised gain is simply the gain normalised against the value of 
the gain at a field of 2 MV cm”1. The fact that the data lie along the 
same curve implies that the nature of the conduction is the same for all 
three energies. The reason for the small divergence of the 10 keV data
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Figure 5.8. Normalised EBIC gain as a function of applied 
field for a 45 nm oxide sample.
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beyond 3 MV cm-1 is not clear but it is within the experimental error. 
From figure 5.7 we can see that any 10 kV electrons that enter the oxide 
are approaching the end of their trajectories and will therefore have 
much less energy than they started with. At such low energies (a few
hundred eV) these electrons might yield up their energy slightly more
efficiently than the higher energy electrons do, thus producing the 
divergence seen in figure 5.8.
The gain was measured with both positive and negative fields to 
examine how the conduction was affected by the potential barriers that 
exist at the electrode interfaces. With a positive field (a positive 
bias on the aluminium pad) electrons will move from the silicon substrate 
to the aluminium pad and, of course, in the opposite direction with a 
negative applied field. Thus, if it was easier for the electrons to 
move from the aluminium into the oxide or vice-versa then we should have 
seen this as a difference in gain with a change in field direction. The 
fact that no significant difference is seen means that it is not possible 
to say whether electrons are more able to get into the oxide from one 
type of electrode or other. This was also seen when X-rays were used as
the radiation. Electrons are probably excited out of the silicon
substrate by the incident electron beam that passes through the oxide 
into the silicon. Similarly the beam can excite electrons out of the 
aluminium. This process can be considered analogous to secondary 
electron emission in a vacuum.
5.3.3 EBIC Gain Versus Field When The Electrons Do Not Penetrate The 
Oxide
Figure 5.9 shows the EBIC gain as a function of field when an MOS 
sample with 550 nm oxide is irradiated with 10 keV electrons (beam 
current 26+3 pA). There are two major differences to notice about this 
graph compared with figure 5.6. Firstly, the dependence of gain upon
field is super-linear and not sub-linear. Secondly, the gain with a 
negative applied field is almost half an order of magnitude greater than 
the gain with the same magnitude of positive field. These features can 
only be due to the fact that a thicker oxide was used and that the 
electron beam does not fully penetrate the oxide layer. 10 keV electrons
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Figure 5.9. EBIC gain versus applied field across a 550 nm 
oxide irradiated by 10 keV electrons.
will only reach about halfway through the oxide (see figure 5.10). Thus 
the bottom half of the oxide film is effectively unirradiated. To help 
explain these data we must turn to space charge limited current flow
theory as described in chapter 3, section 3.7. In the top half of the
oxide the electron beam creates electron-hole pairs which are then able
to act as carriers(see figure 3.5). Equation 3.19 predicts that the
space charge limited current density is proportional to the mobility of 
the carrier and to the square of the applied field for single carrier 
currents. Equation 3.27 predicts that the behaviour is cubic with
respect to the field for two carrier currents. With a positive bias 
applied to the aluminium pad the electrons will be drawn out of the oxide 
from the top leaving the holes to work their way across the unirradiated 
oxide to the silicon. Conversely, with a negative field the electrons
will be drawn across the unirradiated oxide into the substrate. It was
reported in chapter 3 section 3.6 that electrons have a greater 
mobility-lifetime product in oxide than holes. Thus if space charge 
limited conduction is the dominating mechanism during this experiment 
then we should expect a much greater gain with a negative applied field 
as the much more mobile electrons act as the carriers across the 
unirradiated zone. This is borne out by this experiment. Further, the 
electrons can also be replenished by electrons from the aluminium
electrode because the electron beam excites them into the oxide. 
Carriers will probably not be emitted from the substrate as the electron 
beam does not penetrate into the substrate to excite the carriers over 
the interfacial potential barrier. Thus, again, we should expect the 
gain to be greater with a negative field than a positive one. If the 
difference in gain with respect to bias direction is due to the
difference in carrier mobility, then the data of figure 5.7 suggest that
the mobilities of electrons and holes differ by less than an order of
magnitude. This seems unlikely considering the data reported in the 
literature and discussed in chapter 3, section 3.6.
The theory of space charge limited current flow predicts that the 
current, and hence the gain, should be proportional either to the
square of the field (equation 3.19) if only one carrier is responsible 
for the conduction or to the cube of the field (equation 3.27) if both 
electrons and holes take part. The negative field data of figure 5.9 can
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be fitted to the quadratic relation y=-26x2+3x-l (indicated by the solid 
line in the figure), where y is the gain and x the field, at fields 
below approximately 1 MV cm'1. This indicates that the conductivity in 
this region is governed by single carrier space charge limited conduction 
up to fields of 1 MV cm-1. This suggests that electrons dominate the 
conduction, as expected. The positive field data cannot be 
satisfactorily fitted to either a quadratic or cubic relation. This
means that the conduction is not simple one- or two-carrier space charge
limited conduction. It is probably two-carrier space charge limited
conduction which is complicated by hole trapping and electron injection 
from the substrate. This explains the fact that the difference between 
the gains with opposite fields is not as large as one would expect just 
from a consideration of carrier mobilities. The difference in gains
could only be considered equivalent to the difference between electron
and hole mobilities if the conduction was single carrier in both
directions. Although the polynomial -26x2+3x-l fits the negative part of
the curve of figure 5.9 these coefficients do not seem to provide any
further insight into the conduction process. The existence of the linear 
term makes it difficult to fit to equation 3.19. If we assume that the 
induced current density is the gain multiplied by the beam current 
divided by the irradiated area then equate this with equation 3.19 we 
arrive at a value of 2.6x10"3 cm2 V"1 s'1 for the mobility of the
electrons, assuming the thickness of the unirradiated oxide to be about 
half of the total oxide thickness. This value lies within the range of 
values in the literature quoted in chapter 3 section 3.6.
Further information to be gained from figure 5.9 is that there is a 
dependence upon substrate type, albeit very small. The n-type gives 
slightly greater gain with a negative field and slightly less gain with a 
positive field. It is difficult to find an explanation for this result. 
There is a slight difference between the oxides of the different 
substrates in that the the oxide of the p-type will take up the boron 
dopant during growth but the oxide of the n-type will not incorporate 
phosphorus. Also, the n-type was, on average, slightly thicker, by 8.4 
nm. However, it is not obvious that either of these facts is 
responsible for the dependence of gain on substrate type as the 
difference is within the experimental error (12% in this case).
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Comparing figures 5.6 and 5.9 we can see that the gain at a given 
field for the 550 nm oxide sample is greater than the 10 keV case with a 
45 nm oxide. Obviously the gain with a negative bias is much greater for 
the 550 nm oxide sample. The dependence of gain upon oxide thickness is 
addressed below.
5.3.4 EBIC Gain Versus Beam Energy
Figure 5.11 shows the dependence of the EBIC gain on the incident 
electron energy. The sample used had 550 nm of oxide. Again we can see 
the dependence upon the bias polarity; the negative bias gives a greater 
gain than the positive. Also depicted in this figure is the calculated 
deposited energy in the oxide by the electron beam. The three curves are 
very similar in shape which indicates that the gain is largely dependent 
upon the energy deposited by the electron beam under constant field. 
This we should expect because the number of electron hole pairs generated 
is dependent upon the same parameter. Another fact to be obtained from 
this figure is that the maxima of the curves do not occur at the same 
electron beam energy. The maximum of the calculated deposited energy 
occurs at approximately 16.5 keV whereas for the negative field case the 
maximum occurs at 16 keV and the positive case at approx 17 keV. The 
applied field will accelerate the primary electrons as they travel 
through the oxide. However, they will only gain, or lose, 50 eV which 
is insignificant; an error of less than 1%. The experimental error in 
measuring the gain at these beam energies is approximately 7%, thus the 
error in identifying the beam energy which gives maximum gain is +1 keV.
Again the gain is higher for this sample compared with the 45 nm oxide 
sample used to produce the data of figure 5.6. At 10 keV, 20 keV and 30 
keV the gains with a positive field are approximately 5, 106 and 59 for
this sample compared with approximately 4, 9.6 and 6.5 for the 45 nm
sample. The difference is even bigger in the opposite direction; i.e. 
41, 161 and 82 compared with 4, 10.6 and 7.4. This dependence upon
oxide thickness is covered in the next section.
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5.3.5 EBIC Gain Versus Oxide Thickness
Figure 5.12 shows the EBIC gain versus field for 4 different oxide 
thicknesses irradiated by a 20 keV beam (beam current 78+4 pA). Figure 
5.10 shows that the energy deposited per unit volume by a 20 keV electron 
beam is approximately constant through an oxide of 550 nm thicknesses. 
Thus, the energy deposited per unit volume is independent of the oxide 
thicknesses considered here. From the simple photoconductive theory 
presented in chapter 3 (section 3.6) it should be expected that if the 
conduction is photoconductive then no dependence upon thickness should be 
noticed. Also, any space charge limited conduction is inversely 
proportional to oxide thickness (equations 3.19 & 3.27). However, we 
see an increase in the gain corresponding to an increase in oxide 
thickness. This indicates that the conduction mechanism cannot be simple 
photoconduction. Further, we can see that for the two thinner samples 
the curve changes its nature. Initially, these curves are similar to 
those of figure 5.6 which we have already ascribed to photoconductive 
behaviour. Beyond a certain field, which is greater for the thinner 
oxide, the curve becomes more like that of the thicker two samples. This 
suggests a change in the nature of the conduction.
Figure 5.13 shows the normalised gain versus field for the four 
different oxide thicknesses. As before the gain is normalised with 
respect to the gain with a field of 2 MV cm'1. We see that the data for 
the 420 nm and 260 nm oxides lie along the same curve. This curve is 
very different in nature from that of the 100 nm oxide and the 45 nm 
oxide. The curve is distinctly super-linear for the two thicker oxides, 
suggesting that the conduction mechanism is nearer to the space charge 
limited conduction than photoconduction, however the curve cannot be 
satisfactorily fitted to a quadratic or cubic expression. Also, as it 
has already been pointed out, space charge limited conduction decreases 
with increasing oxide thickness.
The fact that more carriers exist in the thicker oxide samples than 
the thinner samples is not a reason for the greater current gains 
measured here. The only process that could occur and be dependent upon 
sample thickness is impact ionisation. This involves electrons within
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Figure 5.12 EBIC gain versus applied field for four 
different oxide thicknesses irradiated by 20 keV electrons.
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the oxide being accelerated by the field to an energy high enough to 
create another electron-hole pair (18 eV). If we consider an electron 
that has been generated within oxide that starts at rest, then in a field 
E Volts cm-1 it will travel a distance x cm before it acquires 18 eV of 
energy, so that
18 - Ex. 5.4
Obviously the actual field dependency will be very complicated as the 
electrons will give up most of their energy in electron-phonon 
interactions and allowances have to be made for recombination kinetics. 
However, one can identify a threshold field for a given oxide thickness 
from the simple analysis above, i.e. the threshold field for an oxide of 
thickness d would be 18/d. Thus, the threshold fields for the 420 nm 
oxide, 260 nm oxide, 100 nm oxide and 45 nm oxide are calculated as 0.4 
MV cm-1, 0.7 MV cm-1, 1.8 MV cm-1 and 4 MV cm-1 respectively. These
values compare favourably with the 45 nm and 100 nm cases depicted in 
figure 5.12. We see a change in the gain versus field characteristics at 
approximately 4.5 MV cm-1 and 2 MV cm”1 respectively. Thus it is 
resonable to assume that the change in conduction behaviour might be due 
to the onset of a significant amount of impact ionisation. There is also 
a difference in gain between the 100 nm sample and 45 nm sample below 
their threshold fields. The thicker sample has greater gain by a factor 
of approximately 1.4. It has already been proposed that the conduction 
mechanism in this region is largely photoconductive. However, if a 
small amount of impact ionisation is present then we should expect a 
greater contribution in the thicker oxide case and hence, an increase in 
gain with oxide thickness.
Figure 5.14 compares the gain versus field for both positive and 
negative polarity for the 100 nm and 260 nm oxide samples. Notice that 
for the 260 nm sample the curves are very close and within experimental 
error, indicating that the conduction mechanism is the same for both 
polarity fields. The 100 nm sample has two very different behaviours in 
each field direction. With a negative field there is no kink in the 
curve, apart from slight change at approximately 1 MV cm”1. It is not 
likely that impact ionisation would start to occur at a lower field
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Figure 5.14 EBIC gain versus applied field in both negative 
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strength with a negative bias. The shape of this curve is very similar 
to that of the thicker (260 nm) sample. This suggests that in the 
negative direction the 100 nm sample does not exhibit the photoconductive 
type behaviour but the super-linear behaviour of the thicker oxide 
sample.
5.3.6 EBIC Gain Versus Dose
Figure 5.15 depicts the dependence of the gain on dose for a 260 nm 
oxide sample with a field of 3.8 MV cm'1 in both the positive and 
negative directions. The electron beam energy was 20 keV, the beam 
current was 78?4 pA which corresponds to a dose rate of 0.4 /iC cm"2 s"1. 
Increasing dose was achieved by allowing longer irradiation times.
The dependence shown with a negative bias is that which would be 
expected if a space charge was accumulating within the oxide as described 
in chapter 3 section 3.6. The electrons generated are much more mobile in 
the oxide than the holes and will leave the oxide much quicker causing a 
positive space charge of slow moving holes to build up in the oxide. This 
will result in a lowering of the field cross the oxide and a reduction in 
the gain. This effect will eventually saturate because the recombination 
rate will increase until the same number of electrons as holes leave the 
oxide per second. The shape of the curve with a positive bias is not so 
easy to explain. It could be the superpositioning of two dependencies so 
that beyond the curve maximum, i.e. 110 /iC cm'2, the space charge 
accumulation is limiting the current, which would produce a reduction 
with time as seen, but before this maximum a different process limits 
the current flow allowing an increase in current with dose. This process 
is unique to the positive bias case. As the holes arrive at the 
silicon-Si02 interface some of them will become trapped in interface 
states. Irradiation increases the density of interface states, thus the 
amount of charge trapped will increase with dose. This charge will cause 
a lowering of the field over the bulk of the oxide and there will be a 
very high field across the very shallow charge sheet which will increase 
the probability of electron injection from the substrate, as described in 
section 3.6 and figure 3.4. The increase in interface states will 
saturate and the bulk charge accumulation will start to dominate after a
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certain dose, which from figure 5.15 would appear to be approximately 
110 /iC cm"2 in this case. The bulk charge need not be trapped positive 
charge but simply slow moving holes that have been left behind by the 
much faster electrons, as described above.
Figure 5.16 shows the gain dependence upon dose for a 260 nm sample 
with a constant positive field of 1.9 MV cm"1 across it. The shape of 
this curve is very similar to that of the positive case of figure 5.15 
but the maximum gain occurs at approximately 230 /iC cm"2. This is 
approximately twice the dose required to obtain maximum gain with half 
the field strength.
These results have implications for the previous results in this 
chapter. Each experiment took approximately 3 minutes or less to perform, 
therefore there is a systematic error in the gain associated with the 
gain changing with dose. The error will be much greater at high fields 
because the rate of change of gain is greater. Considering figure 5.15, 
the error in the gain due to this effect is 10% or less. Thus the 
experimental error is likely to be greater than initially indicated at 
the beginning of this chapter.
5.4 Summary
The conductivity induced in oxide by an electron beam is approximately 
proportional to the energy density deposited. It increases with applied 
field in three different ways. Firstly, if the electrons fully penetrate 
the oxide film then at low fields (< 2MV cm"1) and oxide thicknesses at 
or below 100 nm the dependency is sublinear and similar to that produced 
by X-rays. Thus, it can be considered as photoconductive because the 
level of conductivity is governed by the electron-hole generation rate of 
the incident ionising radiation. Secondly, at higher fields and with 
thicker oxide the dependency is super-linear, due to impact ionisation 
effects. Thirdly, if the electrons do not penetrate the oxide film then 
the conductivity is governed by space charge limited conduction.
From the results presented in this chapter we can predict that under 
ion irradiation we should expect a photoconductive like behaviour, as
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seen with both X-rays and electrons, when the ions fully penetrate the 
oxide. The amount of conduction should depend upon the energy density 
deposited, although this may be very different for ions because they have 
both electronic stopping and nuclear stopping. When the ion range is 
shorter than the oxide thickness then space charge limited conduction 
will be the method of charge leakage. We should also expect the charge 
leakage to change with time and dose.
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CHAPTER 6
THE ION BEAM EXPERIMENTS
6.1 Introduction
The experiments described in the previous two chapters were attempts 
to elucidate the charge leakage mechanisms that can occur through silicon 
dioxide under electron and photon irradiation. These alternative 
radiations were used to separate out particular conduction mechanisms. 
The results from these previous chapters ought to be applicable to the 
case of ion irradiation covered in this chapter.
From the literature reviewed in chapter 2 and the analysis presented 
in chapter 3, we should expect the surface of a silicon wafer that has an 
oxide (or any other insulator) on it to charge up under ion irradiation. 
The voltage attained will depend upon the mechanisms available for charge 
leakage. We have seen from the results of chapters 4 and 5 that the 
conduction mechanisms do not strictly follow the simple theories 
discussed in chapter 3 and that the conduction mechanisms are a very 
complex mixture of processes. However, it was predicted in chapter 3 
that if the ions have sufficient energy to pass through the oxide layer 
into the silicon substrate then it is expected that only a small field 
will develop across the oxide as sufficient electron hole pairs will be 
generated by the irradiating ion beam to allow charge leakage. If the 
oxide is thicker than the total range of the ions then a much larger 
field will develop. The field produced will depend upon the ion species 
as lighter ions yield up a greater proportion of their energy through 
electronic stopping processes rather than nuclear stopping processes and 
vice-versa for heavy ions.
In this chapter, experiments that measure the voltage that builds up 
on a silicon dioxide surface under ion irradiation in real time are 
described and the results presented. Previous attempts to measure the 
voltage acquired on a wafer surface during ion implantation have been 
reported by Mack et al. (1985) and Hall et al. (1987). In both cases a
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mechanically scanned ion implanter was used. A sensor was mounted such 
that each wafer would pass under it immediately after passing through the 
beam. If the wafer had charged then it would induce a charge on the 
sensor, causing a current to flow in an attached circuit. From an 
analysis of this induced current they could calculate the potential of 
the wafer surface. The experiment performed in this work is completely 
different. In this work, the voltage acquired by an aluminium pad on the 
surface of the oxide is measured by direct contact while the sample is 
still being irradiated by the ion beam. This provides an amount of 
spatial resolution and much more detailed information about the nature of 
charge accumulation and leakage.
In the experiments described here the voltage developed on the 
aluminium pads of MOS capacitor samples was monitored during ion 
irradiation by different species of ions over a range of ion energies and 
beam current densities to study how these factors affected the charge 
accumulation. The effect of the aluminium pad area to perimeter ratio 
was also studied. Samples with both thick field oxide and thin gate 
oxide were employed to try and model more accurately a real VLSI MOS 
source and drain implant process.
Also in this chapter experiments to measure surface charge leakage are 
described. Charge leakage across the surface of a wafer is a possible 
mechanism for redistributing charge. This may also be contributed to by 
secondary electrons being attracted back to the wafer surface. Several 
approaches were adopted to try to separate out surface leakage occurring 
within the top of the oxide and contributions due to secondary electrons 
and to assess the significance of any such leakage.
6.2 General Experimental Procedure
The implanter used for these experiments was a Varian 350D (see figure 
1.1). The end station was simply a vacuum chamber into which was lowered 
a Faraday cup. The sample was situated within the Faraday cup (see 
figure 6.1). The Varian 350D scans the ion beam electrostatically to
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produce uniform dose over a wafer. However, for the experiments 
described here the beam scan waveforms were turned off to provide a 
"stationary" beam which could then be manipulated by the application of 
dc voltages to the scan plates.
A cross-section of the Faraday cup is depicted schematically in figure 
6.1. It was constructed from stainless steel and PTFE. The beam was 
collimated by the first aperture of the Faraday cup which had a diameter 
of 0.75 cm. The suppression aperture had a diameter of 1.0 cm and was
biased at -200 V. The inner box of the Faraday cup had an entrance
aperture of diameter 1.0 cm. The samples were clipped onto the back of 
this box over a hole approximately 2 cm by 3 cm (slightly smaller than 
the DIL package) . The beam limiting aperture was earthed to the machine 
while the suppression aperture and inner box were isolated from it with 
PTFE blocks. Connection was made to the inner box via the sample holder 
and was earthed through a Keithly 617 electrometer so that the beam 
current could be monitored. The sample carrier was a 24 pin DIL 
solid-sidewall stainless steel IC package. Connection was made via one of 
these pins which was connected to the package itself as this was 
effectively the back wall of the inner box. The sample carrier was
plugged into a 24 pin DIL IC holder onto which was soldered the
connecting wires. This enabled quick and easy changing of the sample.
For each experiment the beam was initially set up in the "normal" way 
by scanning the beam over a flag and monitoring the beam current "shape". 
The flag is simply a sheet of metal with a hole in the centre which is 
connected to the beam current measuring electronics of the implanter. 
When the beam is scanned over the flag it passes over the hole. Thus, by 
monitoring the current from the flag a picture of the beam shape can be 
generated and the beam focusing adjusted to achieve "best focus". When 
the beam was set up it was then directed onto the Faraday cup in the end 
station and manoeuvred until maximum current was collected in the inner 
box. This was initially performed with a sample blank, i.e. a sample 
holder with no sample on it. From then on the beam would only need 
re-adjusting when different beam conditions were used, e.g. different 
energy or beam current.
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It is difficult to estimate the level of experimental error as the 
experiment proved to be very irreproducible. As explained above, the 
method adopted for making these measurements was to maximise the current 
reading within the Faraday inner box. It was felt that this would at 
least lend some reproducibility to the experimental procedure. The axis 
of the Faraday cup was aligned to the axis of the beam line by eye which 
meant that positional accuracy of the box was approximately +2° about the 
vertical axis. Positional placement accuracy of the sample at the back 
of the Faraday box was approximately +2mm in the plane of the device. So 
even though it was possible to set up the beam conditions to be the same 
for each experimental run it was not possible to position each sample in 
exactly the same place within the beam. The error in voltage measurement 
accruing from this sample placement inaccuracy is unknown. However, this 
may be the cause of the large error bars for some of the data points 
gathered under nominally the same sample and beam conditions.
The major source of irreproducibility stemmed from the beam setting 
and adjustment. Seemingly very small adjustments made to the focusing or
beam positioning could cause wild changes in the pad voltage without
significantly affecting the beam current measurement from the Faraday 
cup. These variations could cause changes in excess of a factor of 2 in 
the voltage reading while only affecting the current measured in the 
Faraday cup by a few percent. This was generally the case for the three 
thicker oxides (260 nm, 420 nm and 550 nm) when using ions that did not 
penetrate the full thickness. The 100 nm oxide gave much more reliable 
and reproducible data. Thus, the method adopted was to set up the beam 
and leave the adjustments while performing several experimental runs. 
For different beam conditions the beam would have to be readjusted. In 
each case the beam was set up using a flag as described above. Using 
this technique the beam was adjusted to produce the best focused beam
possible. This was easier to achieve with some beams than others,
(usually with ions of higher energies) thus one can expect variations in 
the beam current density profile for different beam energies. This 
irreproducibility in beam conditions is also a source of inaccuracy. The 
irreproducibility of the data is reflected in the error bars.
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6.2.1 Calibration of the Faraday Cup
The Faraday cup was calibrated by implanting pieces of silicon wafer 
(10-35 0 cm p-type) and then measuring the dose using Rutherford
Backscattering. The RBS was performed as a consultancy by Harwell. The 
dose measured by RBS was then compared with the dose calculated from the 
beam current measured during the implant from the Faraday cup.
6.2.2 Samples
Most of the experiments described here were performed with the samples 
as described in chapter 4 section 4.2 (see figure 4.1). These are sample 
type 1. Due to the fact that these samples only consisted of squares 
(surrounded by guard rings) another set of samples were designed which 
contained a mixture of squares and rectangles in order to study the 
area/perimeter ratio effect. These are sample type 2. Sample type 2 
were prepared in the same way as sample 1, with the exception that 
different aluminium pad shapes were used. The pad pattern for sample 
type 2 is shown in figure 6.2. Sample type 3 had the same pad pattern as 
type 1 but silicon-on-sapphire wafers were used. A silicon-on-sapphire 
wafer with 0.1 /xm of epitaxial silicon was completely oxidised such that 
the result was a silicon-dioxide-on-sapphire wafer. 1 /xm of aluminium 
was deposited and etched as for sample type 1. With the silicon film 
completely oxidised the aluminium pads existed on an insulating 
substrate. These devices could then be used to study surface leakage 
without any surface-to-substrate leakage occurring.
Samples with thick and thin oxide present on the same sample were used 
to study the effect of having part of the gate pad on thin gate oxide and 
part on thick field oxide and also the effect of having the thin gate 
oxide either exposed or covered. These are sample type 4 and consist of 
areas of thin gate oxide surrounded by thicker field oxide and were 
prepared using a LOCOS process. A 50 nm pad oxide was grown on the 
surface of a wafer then silicon nitride was deposited and patterned such 
that the gate oxide regions remained covered by the nitride. The wafers 
were then put back into the furnace to grow the 350 nm of field oxide. 
The nitride and pad oxide were then stripped and a new gate oxide grown
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Figure 6.2. Aluminium gate pad layer pattern of sample type 2
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(50 nm) . Finally, 1 /xm of aluminium was deposited and patterned. These 
samples also had the back implant processing to produce ohmic back 
contacts (as described in chapter 4, section 4.2). The pad pattern is 
shown in figure 6.3. Each pad consists of an area of aluminium over the
gate oxide joined by a 10 /xm wide track to an area over the field oxide.
The pads are arranged in pairs (e.g. 1A and IB) . The difference between 
the pads in each pair is that the area of the pad on the gate oxide does 
not fully cover the gate oxide for the "A" pad of each pair but it does 
for the "B" pad, i.e. no gate oxide is exposed around the "B" pad, the
aluminium runs up onto the field oxide, but 10 /xm of gate oxide is
exposed around the "A" pad. Figure 6.4 shows the schematic cross 
sections of these devices. The part of the pad that covers the gate
oxide is the left hand square as seen in figure 6.3. The object of this
arrangement was to confirm the expectation that the nA" pads would not 
charge up as much as the "B" pads because the exposed gate oxide would
allow charge conduction to the substrate. It was also intended to study
the effect of having different amounts of gate pad on the field oxide 
compared with the area on the gate oxide, so the area of the right hand 
square with respect to the left hand square varies between the pairs.
6.2.3 Surface Voltage Measurement
To monitor the voltage built up during ion irradiation the aluminium 
pads of the samples were connected via a screened cable to the circuit 
shown in figure 6.5. The pad was connected to the non-inverting input of 
the 7611 operational amplifier and the screen was driven from the output. 
This prevented any current leakage along the cable. The 7611 op amp was 
used because it had an input bias current of only 1 pA, thus allowing 
the pad voltage to be monitored without drawing a significant current 
which would have reduced the true value. The rest of the circuitry 
around this device enabled the device to be used between 0 V and 100 V. 
This was achieved by using two current sources, comprising the T3 and TA
network as one and the T5 network as the other. These supplied a current
through the diodes Dx and D2 which set the supply rails for the 7611.
Power was supplied to the op amp through T 1 and T2. Thus, as the output
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Figure 6.3. Aluminium gate pad layer pattern of sample type 4.
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NB: Diagram not to scale
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Figure 6.4 Schematic cross-sections of devices of sample type 4.
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of the 7611 followed the input from the device, the supply voltages of 
the op amp also followed, keeping the 7611 working until it came within 
the zener voltage of the supply rails. The value of Vcc was limited to 
approximately 100 V by the transistors.
Pads A, C and D of sample type 1 were used to study pad potential as 
a function of ion species, ion energy and beam current density. Argon 
was used most extensively but arsenic and boron were also used as 
examples of dopants used in the manufacture of silicon VLSICs. Ion 
energies in the range 30 keV to 150 keV were studied, limited largely by 
the capabilities of the implanter but also it was considered that in 
order to remain relevant to "normal" ion implantation conditions it was 
of little value to exceed these limits. The beam current density was 
changed by adjusting a beam limiting aperture which was situated just 
after the mass analyser and before the focusing and accelerating plates 
in the implanter's beam line (see figure 1.1). This aperture allowed the 
beam to be reduced by over an order of magnitude without significantly 
affecting the beam shape. Beyond this the beam shape would change 
significantly and one could not then compare results as having been 
performed under the same beam conditions. Beam current densities used 
were in the range 10 fjiA cm'2 to 200 /iA cm'2.
Sample type 2 was used to study the dependence of pad potential on pad
area to perimeter ratio. To ensure that each pad was "seeing" the same 
beam current density the current in each pad was measured.
As mentioned above sample type 4 (gate oxide with field oxide sample) 
was used to study the effects of having a field oxide and gate oxide 
present on the same sample. Also the effect of different gate oxide pad 
area to field oxide pad area could be investigated.
6.2.4 Surface Leakage Measurements
To measure leakage currents that flowed across the surface of the
sample under ion irradiation sample type 3 (the fully oxidised SOS
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sample) was used. A bias was applied between pads A and A' and any 
subsequent current flow was measured. A' completely surrounds pad A and 
is 32 /xm distant from it. The mutual border has a length 3.34 mm.
The above experiment is slightly crude in that it is not a sample akin 
to that which would be present in a MOSFET process. So another 
experiment was performed, again to examine the surface leakage. The 
sample was the normal MOS device sample type 1 and the pads A, C and D 
were monitored for voltage build up. But, in this instance pad A' was 
externally biased during the irradiation. The change in voltage on the 
other three pads as a function of this bias on A' was measured.
6.3. Results and Discussion
6.3.1 Calibration of the Faraday Cup
Table 6.1 lists the results of the Faraday cup calibration exercise. 
The difference shown in table 6.1 is the difference as a percentage that 
the RBS measured dose varies from the current measured dose. The first 
sample was implanted with no bias applied to the suppression aperture. 
The second sample was implanted with -200 V suppression. Other tests had 
shown that the measured current increased with decreasing suppression 
bias down to approximately -100 V and that beyond that the current 
remained constant. From this it was decided that -200 V would be a 
sufficient bias voltage. From table 6.1 we can see that there is a
reduction in the difference when suppression is used. Some of the
over-dosing without suppression is probably caused by electrons entering 
the inner box with the ion beam. The application of suppression will 
reduce this. However, it only seems to reduce slightly the over-dosing 
problem and certainly does not seem to eliminate the problem. All the 
subsequent samples were implanted with -200 V suppression.
A small amount of beam scan was used during the implantation of the 
third sample, just enough to scan the beam over approximately 2 square 
cm. The object was to smooth out any current density shape within the 
beam and give a more uniform implant. The negative difference for this
sample is quite surprising. It is not obvious how this could have
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TABLE 6.1
RESULTS OF THE FARADAY BOX CALIBRATION
Implant Species Current 
Density
Dose by Current Dose by RBS 
Measurement
100 keV Argon 
no suppn.
100 keV Argon 
-200 V suppn.
100 keV Argon 
small scans
(/iA cm-2) 
160
170
120
100 keV Argon 2.6
(ions cm"2) 
5.4x1016
7.7x1016
5.3x1016
8.2x1015
(ions cm"2)
8.5x1016 
1.1x1017 
4.6x1016 
1.6x1016
Difference
(%)
57
43
-13
95
75 keV Argon 98 4.4x1016 6.2x1016 41
50 keV Argon 75 6.0x1016 7.7x1016 28
50 keV Arsenic 102 7.3X1016 6.2x1016 15
100 keV Arsenic 127 6.7X1016 8.3x1016 24
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arisen. A negative difference implies a loss of electrons from the inner 
box. It might just have been possible that the suppression caused a mild 
defocussing effect on the beam, which, coupled with the scanning beam, 
allowed a small amount of beam to strike the outside of the inner box.
This would be measured as a current entering the box and therefore
assumed to be adding to the total dose.
Implantation of the fourth sample was done with a much reduced beam
current. This was to investigate whether there was any dependence upon
beam current density. Table 6.1 shows that the over-dosing with this 
lower beam current was more than twice that for the second sample. The 
reason for this might have been simply that more electrons were drawn 
into the beam than for the higher current case. Obviously, at this 
lower current the implantation took much longer, in fact about an order 
of magnitude longer.
The other tests compared different energies and ions. Experimentally, 
it was found that the dose inaccuracy was reduced using lower energy ions 
and heavier ions. There is no obvious reason for this. It might be due 
to the proportion of space charge electrons within the beam and how these 
vary with ion energy and species.
The differences in dose calculated from the two dose measuring methods 
could also be explained by the fact that the dose is probably not uniform 
over the implanted area. This is a likely source of discrepancy because 
the beam current density is not constant across the diameter of the beam. 
The RBS measurement was performed with a beam of approximately 2 mm 
diameter which was directed roughly at the centre of the implanted area. 
One might expect a Gaussian beam current density profile which would 
result in a similar doping density profile. Thus, there was scope for 
error due to inconsistencies in beam placement during the RBS
measurements. The RBS dose measurement error was 1%.
Knowledge of the absolute beam current density is not important in the
experiments described in this chapter, only of the relative beam
intensities. The main purpose of the Faraday cup was to aid positioning
of the beam on the sample.
7 6
As described above, the method adopted for the ion beam experiments 
was to set the beam up without any scans, even though the smallest
difference in dose was achieved using a small amount of scan. The reason
for this was one of reproducibility. The reproducibility was worse when 
the scanning was used.
6.3.2 Surface Voltage Measurements
Figures 6.6 to 6.10 show the results obtained from directly measuring 
the potential developed on pad A of sample type 1 during ion 
implantation. The pad potential varied with time (i.e. dose) so in each 
case the value quoted is the potential after a dose of 1016 cm"2 had been 
implanted. This was taken to be a realistic upper limit to an implant 
dose that might be used during silicon processing.
Figure 6.6 shows the pad potentials for pad A on a sample with an
oxide thickness of 100 nm irradiated by the three different ion species
(argon, boron and arsenic) as a function of ion energy. Figures 6.7 and
6.8 show similar data for oxide thicknesses 260 nm and 420 nm. Figures
6.9 and 6.10 show pad potentials as a function of energy for 550 nm 
samples using argon and boron ions respectively.
Figures 6.11 to 6.13 depict the data of figures 6.6 to 6.10 in a 
different way. Figure 6.11 shows the field developed across the oxide 
under pad A of the sample as a function of the oxide thickness using 
argon ions. The same is shown in figures 6.12 and 6.13 for boron and 
arsenic ions respectively. Error bars are omitted from these diagrams 
for clarity.
The error bars in figures 6.6 to 6.10 indicate the amount of 
confidence in each measurement. Where several readings were taken for 
one data point the spread of values is contained within the error bar as 
is the precision to which the reading was made. Hence, a data point 
with a large error bar indicates that there was a large variation in the 
values achieved from several measurements. The pad voltages were 
monitored on a chart recorder and measurement error was typically +5%. 
The error in the beam energy is ?1%.
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Figure 6.6. Pad potential (of pad A) versus beam energy after
a dose of 1016 ions cm-2 for the 100 nm oxide.
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Figure 6.7. Pad potential (of pad A) versus beam energy after
a dose of 1016 ions cm'2 for the 260 nm oxide.
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Figure 6.9. Pad potential (of pad A) versus beam energy after
a dose of 1016 ions cm-2 for the 550 nm oxide.
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Figure 6.10. Pad potential (of pad A) versus beam energy after
a dose of 1016 ions cm-2 for the 550 nm oxide.
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after a dose of 1016 arsenic ions cm-2.
77h
The error bars with arrows on top of them indicate that the voltage 
reading reached the detection limit of 100 V implying that the actual 
value could exceed 100 V.
To help to analyse the data of these graphs figure 6.14 shows the
thickness of oxide that is penetrated by 0.01% of the ions as a function
of energy for the three ions used in these experiments. These data have
been taken from Smith (1977). Smith used the Lindhard, Scharff and
Schiott, or LSS, theory to calculate his data. As we are considering 
the voltage that has built up after a dose of 1016 ions cm"2, these data 
represent the depth below which less than 1012 ions cm"2 have penetrated. 
It was considered that this value of 1012 ions cm"2 was a cut-off below 
which doses were insignificant. The simple calculation performed in 
chapter 1 indicated that, even without leakage present, a dose of 1013 
ions cm"2 would be required to charge an oxide to breakdown potential.
The trends in the data of figures 6.6 to 6.10 are as one would expect. 
The pad voltage decreases with increasing beam energy and the heavier
ions with shorter range produce higher pad voltages. Let us first look
at figure 6.6, the 100 nm oxide case. The data from Smith (1977) give 
the projected range of 30 keV boron ions to be 103 nm, so this oxide will 
be fully penetrated by boron ions at energies of 30 keV and above. The 
projected range of 100 keV argon ions is 94 nm thus similarly we can 
assume that this oxide will be fully penetrated by argon ions at energies 
of 100 keV and above. It is not surprising to see that the use of ions 
above these energies produce similar voltages (2.5+0.5 V). We can also 
see that different ion species with similar ranges produce similar 
voltages, e.g. 30 keV argon ions have a projected range of 29 nm and 60 
keV arsenic ions have a projected range of 35 nm, both produce
approximately 20 V. Also 50 keV argon ions have a projected range of 47
nm and 100 keV arsenic ions have a projected range of 55nm, both produce 
approximately 5 V. In both these cases the arsenic ions have a slightly 
longer range and produce a slightly lower voltage. These data are 
summarised in table 6.2. It is difficult to define a penetration depth 
as the ions' projected ranges have an approximate gaussian distribution, 
so the choice of 0.01% penetration (as defined by Smith, 1977) has been 
chosen as "the penetration depth". Comparing figures 6.6 and 6.14 we can
78
0.
01
°/
. 
PE
NE
TR
AT
IO
N 
(/
im
)
1.0 -
0 .9 -
0.8-
0.7 -
0.6- 550 nm
0 .5 -
420 nm
0.3 260 nm
0.2
100 nm
0.1-
100 120 140 160
ENERGY (KV)
Figure 6.14 0.01% ion penetration (as defined by Smith, 1977)
as a function of ion energy for argon, boron and arsenic ions.
78a
TABLE 6.2
ION PROJECTED STANDARD PENETRATION VOLTAGE
RANGE DEVIATION RANGE
(nm) (nm) (nm) (V)
100 nm OXIDE
30 keV boron 103 43 261 2.0 + - .5
100 keV argon 94 40 241 2.5 + .5
30 keV argon 29 14 81 20 + 1
60 keV arsenic 35 13 85 1 9 + 2
50 keV argon 47 21 127 5.0 + .5
100 keV arsenic 55 20 130 5.0 + 1
260 nm OXIDE
150 keV argon 144 56 352 9 + 1
50 keV boron 170 57 383 6 + 1
75 keV argon 70 30 185 3 8 + 2
150 keV arsenic 80 28 185 3 7 + 3
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see that for the argon and arsenic ions the pad potential increases very 
quickly at energies below that which produces "penetration", i.e. 40 
keV for argon ions and 75 keV for arsenic ions into 100 nm of oxide. At 
higher energies the voltage falls very slowly with energy finally 
saturating at the higher energies. Thus, it would seem that we can 
relate voltage accumulation to ion penetration. Nevertheless, the 
heavier arsenic ions still seem to produce a slightly higher pad voltage, 
even when they fully penetrate, than argon ions and argon ions, in turn, 
produce a slightly higher value than boron ions. These differences are 
very small for the 100 nm oxide sample (less than 1 V) . They may be due 
to the fact that the boron gives up most of its energy in electronic 
stopping which is more efficient at producing electron-hole pairs, and 
consequently leakage, than nuclear stopping. Arsenic, as the heaviest 
gives up proportionally more of its energy via nuclear stopping
interactions. However, the arsenic ion will deposit energy at a much
higher rate than a boron ion, both electronic and nuclear, thus it will
generate a higher density of electron-hole pairs. This higher density of 
carriers ought to produce greater conductivity and a lower surface
voltage. However, arsenic ions will create more damage to the bonding 
structure of the oxide than lighter ions, creating a higher number of 
traps and reducing the carrier lifetimes.
The relationship between projected range and pad voltage is consistent 
for the 260 nm oxide sample e.g. 150 keV argon ions have a projected 
range of 144 nm and 50 keV boron ions have a projected range of
approximately 170 nm, they produce pad potentials of 9+1 V and 6+1 V 
respectively, but again we notice that the boron ions give a slightly
lower voltage than the argon ions, although it is compounded with the
extra range effect in this case. Also, 75 keV argon ions have a
projected range of 70 nm and 150 keV arsenic ions have a projected range 
of 80 nm, they yield potentials of approximately 37 and 35 volts 
respectively. The similarity in pad potentials is remarkable considering 
the difference in ion species and energy deposition rates.
Irreproducibility in the data was discussed above. This 
irreproducibility was worse for the two thicker oxides, as exhibited by 
the larger error bars on the data for the thicker oxide samples (see
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figures 6.9 and 6.10). A reason for this increase in irreproducibility 
with thicker oxides could have been due to secondary electrons, secondary 
electrons play a greater role in the leakage mechanisms for the thick 
oxide cases because higher surface voltages are developed. Any leakage 
through the oxide depends upon the field across the oxide. Thus, a 
higher surface potential is required to maintain the same field across a 
thick oxide compared with a thin oxide. Secondary electrons, on the 
other hand, are only affected by surface potentials. Higher surface 
potentials also affect the beam focusing and positioning, a further 
source of irreproducibility.
From figures 6.6 to 6.10 it is noticed that for a given ion species 
and energy the pad potential increased with oxide thickness. A more 
useful comparison is the field produced across the oxide versus oxide 
thickness, as it is the field that governs the leakage. The field 
across the oxide as a function of oxide thickness is depicted in figures 
6.11 to 6.13 for the three ion species under consideration. Figure 6.11 
shows the field across the oxide as a function of oxide thickness for 
several energies of argon ion. Figure 6.12 shows similar data for boron 
ions and 6.13 for arsenic ions. From figures 6.11 and 6.12 we can see 
that when the ions penetrated the oxide then the field generated across 
the oxide was relatively low ( «  1 MV cm”1). The field across the oxide
increased only slightly with increasing oxide thickness until the oxide
became thicker than the ions' projected range. Then the field increased 
rapidly with oxide thickness. With argon ions, the field stopped 
increasing and became constant (within a factor of 2) with increasing 
oxide thickness once the oxide thickness exceeded the ions' penetration 
range. It is not clear from figure 6.12 whether this also happened with 
boron ions as the detection limit (100 V) prevented further data being 
gained. It is also difficult to identify any trends for arsenic ions 
from figure 6.13 as the detection limit again prevented sufficient data 
being achieved.
6.3.3 Surface Voltage Versus Dose
Figure 6.15 shows how the pad voltages for pads A, C and D of sample
type 1 developed with time and dose. These data were gained using the
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100 nm oxide sample irradiated with 66 /iA cm-2 of 100 keV argon ions. A 
similar graph is shown in figure 6.16. This depicts the pad voltage 
dependency on dose for the 550 nm oxide sample irradiated with 117 /iA 
cm'2 of 100 keV argon ions. It is interesting to notice that the pads 
did not reach their maximum potential after a dose of 1016 ions cm"2, 
which is a typical dose for a source and drain implant. After a dose of 
approximately 1017 ions cm'2 the pad potential drops. Subsequent I-V
measurements showed that the 100 nm oxide sample was very leaky, passing 
in excess of 10 ^A cm'2 at 1 MV cm'1 (without irradiation) yet the 550 nm 
samples only passed a relatively small amount, approximately 10 nA cm'2 
at a field of 1 MV cm'1. These two diagrams are typical of the response 
for argon and arsenic ions, but with boron ions the drop in potential 
after a dose of approximately 1017 ions cm"2 did not occur, the pad 
potential remained at its "saturated” level for doses up to at least
5x1017 ions cm'2. The reason for this probably lies in the fact that
boron is a much lighter ion and will cause less damage to the bonding
structure of the oxide. The heavier ions will cause a lot of structural
damage which inevitably results in severe oxide leakage. It follows that 
the reason for the thick oxide (550 nm) not suffering from significant 
leakage after a dose of approximately 1017 ions cm"2 is due to the fact 
that the ions do not penetrate the oxide. Thus, there is an underlying 
layer of relatively undamaged oxide which prevents leakage. At these high 
doses sputtering becomes significant. If we assume a sputtering yield of 
1 then approximately 10 nm of oxide will be sputtered by a dose of 1017 
ions cm"2. Hence, there are two possible causes of the drop in pad 
potential after doses in excess of 1017 ions cm'2. Sputtering will 
remove a significant amount of a thin oxide and ion damage to the 
remaining film increases the leakiness.
6.3.4 Pad Potential versus Pad Geometry
Figures 6.15 and 6.16 also show that the pad potential was dependent 
upon the pad size, for a fixed pad shape (in this case square). Figure 
6.15 also indicates that there was some dependence upon substrate type. 
The mean pad potentials after a dose of 1015 100 keV argon ions cm"2 for 
the 100 nm oxide are summarised in table 6.3. The ratios of pad 
potential and pad perimeter lengths are similar enough to suggest that
81
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TABLE 6.3
PAD VOLTAGES AFTER A DOSE OF 1016 100 keV 
ARGON IONS cm"2 INTO lOOnm OXIDE
Mean Standard Substrate
Voltage Deviation type
(V) (V)
PAD A 3.1 0.36 p - type
3.0 0.17 n-type
PAD A 3.0 0.3
C 1.8 - 0.16
D 1.4 0.18
Ratio of mean pad voltages 21:13:10 
Ratio of pad perimeters 29:14:10
TABLE 6.4
RATIOS OF MEAN VOLTAGES ON PADS A:C:D AFTER A DOSE OF 1016 cm"2
OXIDE THICKNESS
ION
30 keV boron 
50keV boron 
100 keV boron
30 keV argon 
50 keV argon 
100 keV argon 
150 keV argon
50 keV arsenic 
100 keV arsenic 
150 keV arsenic
100 nm
18:13:10
30:19:10
12:11:10
17:13:10
21:13:10
12:11:10
260 nm
11:10
16:12
19:14
12:11
12:11
12:10
23:13
10
10
10
10
10
10
10
12:11:10
11:10:10
420 nm
19:12:10
13:12:10
13:11:10
12:11:10
17:15:10
Ratio of pad perimeters 29:14:10
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the pad potential is proportional to the perimeter length. However, 
this relationship does not hold when the ions do not fully penetrate the 
oxide. The ratio of pad potentials for three oxide thicknesses are 
summarised for several different ions in table 6.4. The 550 nm case is 
not listed because of the large error bars associated with the data. 
From this table we can see that the ratio of pad voltages was smaller 
when the ions' penetration of the oxide was reduced. Considering the 100 
nm oxide sample, the pad voltage ratio varied from 30:19:10 for the 50
keV boron ion case to 12:11:10 for the 30 keV argon ion and 50 keV
arsenic ion cases. The maximum difference in pad potentials for the 100 
nm oxide was 3.0 V for the 30 keV argon ion case. The pad potentials and 
the differences between pad potentials increased with increasing oxide 
thickness but the ratio between the pad voltages diminished.
The reduction in the pad voltage ratio when the pads' voltages 
increased, coupled with the apparent dependence of a pad voltage upon 
perimeter length, can be explained by considering a pad's voltage as the 
sum of two voltages. These are the "background" voltage of the bare 
oxide plus a voltage caused by the pad itself because it prevents the 
underlying oxide from being irradiated, reducing the conductivity in this 
region of oxide. It is this pad induced voltage that will be proportional
to the pad's perimeter length. For example, let pad A have a voltage VA ,
such that
V* - V 1+V 0 6.1
where V x is the voltage due to the pad and V Q is the background voltage, 
or the "bare oxide voltage". Similarly for pad D,
VD - V2+V 0 6.2
Let us take the case of 100 keV argon ions into 100 nm of oxide as the 
first example. If V x is proportional to the pad perimeter length of pad A 
and similarly V2 for pad D, then
v i/v 2 “ 2 -9 6.3
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because 2.9 is the ratio of the perimeter lengths of pad A and D (see 
table 6.3). From table 6.3, we know that the ratio of the pad voltages 
is 2.1. Thus, combining 6.1 and 6.2
VA/V„ - (V1+V0)/(V2+V0) - 2.1 6.4
and substituting for V 1, from 6.3, we get
VQ - 0.73V2 6.5
VD - 1.4 V (from table 6.3), so substituting into 6.2
1.* - V2 + 0.73V2 6.6
i.e.
V2 - 0.8 V 6.7
and
V 0 - 0.6 V 6.8
and
V x - 2.4 V 6.9
If this is worked through with Vc then a value of 0.7 V is obtained for 
V 0 and 1.2 V for pad C's extra voltage. This implies that for this 
example VQ — 0.65*0.07 V. If we take the ratio of the perimeter dependent 
voltages we find that this is much nearer the ratio of perimeter lengths, 
i.e 2.4:1.2:0.8 5 30:15:10 compared with 29:14:10. Applying this model to 
the 50 keV argon ions into 420 nm of oxide case, the following values are 
gained; VQ - 32 V, Vj_ - 17 V (pad A), V2 - 9 V (pad C) and V 3 — 6 V (pad 
D). Again if we take the ratio of V 1:V2:V3 we get 28:15:10, which is 
very near the perimeter length ratio.
There clearly is a dependence of pad voltage upon pad perimeter 
length. One would expect the pad voltage to depend upon the area to 
perimeter length ratio because the current input to the pad is dependent 
upon pad area and the current output on perimeter length. The pads used 
to gain the above data were square, so in that case the area/perimeter 
ratio was equal to the perimeter length. Sample type 2, which had pads of 
various area/perimeter ratios, was used to gain more information about
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the voltage dependance upon the pad area to perimeter ratio. Initially 
the three equal square pads were used and the current was measured in 
each pad to attempt to ensure that each pad was "seeing" a similar beam 
current density. This proved impossible to achieve with these samples. 
Even by adjusting the beam positioning and focus it was not possible to 
get current readings very close, they were at best a factor of 2 
different. Thus, this experiment was not pursued further. A major cause 
of this problem was probably the overall size of the sample, which was 
equivalent to the aperture of the Faraday box. This constraint on size 
was due to large, well separated pads being used to try and minimise any 
cross-talk due to secondary electrons and to give sensibly large voltage 
readings and significant voltage differences.
6.3.5 Field Oxide Influence on Pad Voltage
Voltage measurements were performed with sample type 4 using pads 1A, 
2A, IB and 2B (see figure 6.3). They were irradiated with 40 /iA cm"2 of 
80 keV argon ions. The pads charged to the following voltages: 7.0?.2
V, 3.8?.2 V, 7.3?.2 V and 4.0?.2 V respectively. This result was 
surprising because a much bigger difference between the A and B pads was 
expected. The A pads had 10/im of gate oxide exposed around the gate pad
but the B pads completely covered the gate oxide (see figure 6.4). It
was assumed that the most likely route for charge leakage would be 
through the gate oxide, as this would be fully penetrated by the ions. 
This should have led to a low voltage on the A pads and a significantly 
higher one on the B pads. Also the value of the voltage on the B pads 
was much less than expected. It was expected (inferring from the data of 
figure 6.11) that a voltage similar to that which might occur on a simple 
350 nm oxide sample would develop on the B pads, i.e pad IB migljit charge 
in excess of 20 V. These results were unexpected and show that these 
assumptions were ill founded. Pad IB of sample type 4 had half the area 
of pad A of sample type 1 but, obviously, a much greater perimeter 
length. This could account for the lower than expected voltage. The 
areas of devices 2A and 2B were almost an order of magnitude less than
those of 1A and IB (4.0x10"3 cm2 compared with 5.0x10“A cm2) yet the
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potential developed on the number 2 pads was slightly more than half that 
developed on the number 1 pads. This again indicates that the pad 
potential is dependent upon the perimeter length because the ratio of 
perimeter lengths of device numbers 1 and 2 is approximately 2:1. This 
fact suggests further that charge leakage must have occured around the 
entire perimeter and not just around the gate pad part.
6.3.6 Pad potential Versus Ion Beam Current Density
The dependency of the surface potential on the ion beam current 
density was also investigated. Using sample type 1 as before, the 
potential on pads A, C and D were monitored as the beam current was 
varied. As described above,- the beam current density was reduced by 
reducing the size of an aperture down the beam line. The beam current 
density (as measured by the Faraday cup) was varied from 10 /zA cm-2 to 
200/zA cm-2. All five oxide thicknesses were used. Surprisingly, this
variation in beam current density had no noticeable effect upon the pad 
voltages. One would expect a change in beam current density to produce a 
change in beam focusing, so the beam shape was monitored on the flag in 
the beam line. Within the beam currents used the beam shape did not vary 
significantly. However, the flag is not a very high resolution method of 
monitoring beam shape. It had been noticed previously that very small 
changes in beam focus and position caused large variations in pad 
potential (chiefly for the thicker oxide samples) . The fact that the pad 
potentials did not vary wildly with beam current density implies that the 
beam focus was not affected by these changes. Yet this begs the 
question; if the pad potential is not significantly affected by the beam 
current density then why is it very sensitive to beam focus and position? 
It is not possible to answer this question without a better knowledge of 
the actual beam current density profile and the role of any accompanying 
electrons.
6.3.7 Surface Leakage Measurements
Figure 6.17 shows the results of the surface leakage experiment 
performed with sample type 3 (the aluminium-oxide-sapphire sample). A 
beam of 90 /zA cm-2 of 100 keV arsenic ions was used to irradiate the
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sample for this experiment. With no potential applied to pad A' the beam 
current densities in each pad are equal at 1600+100 /jA cm"2. This might 
imply that the secondary electron coefficient is approximately 17.
However, these are two earthed pads surrounded by oxide that is charging
up. This will distort the fields over the sample surface and
consequently distort the secondary electron measurements.
When an increasing negative bias is applied to pad A' with respect to 
pad A (which is earthed) the current in A' rises slightly and the current 
in pad A decreases at a slightly greater rate. This is due to the fact 
that secondary electrons are being repelled from pad A' increasing its
current. The effect upon the secondary electrons from pad A is to
deflect them back to the pad (because A' completely surrounds A) and
hence, reduce the current. With a positive bias applied to pad A' a 
much more drastic effect is noticed. The current in pad A rises slightly 
then saturates, presumably because its secondary electrons are now being 
attracted away by pad A'. The current in pad A' falls rapidly and
becomes negative. This is due to the fact that it is attracting secondary
electrons from all around the sample.
The data of figure 6.17 could also be explained considering currents 
flowing across the surface of the oxide, within the top of the oxide,
which is being directly irradiated by the ions. Any such currents would
be indistinguishable from secondary electron currents. The only feature 
of figure 6.16 that indicates that the currents are secondary electron 
currents is the leveling off of the pad A current when a positive bias in 
excess of 100 V is applied to pad A'. This is caused by all the
secondary electrons that are emitted being drawn away by the applied 
field. Any increase in field will not produce any greater current as 
number of electrons is independent of this field. However, a surface 
current ought to be dependent upon the field. We have seen in chapters 4 
and 5 that photoconductive behaviour can produce a saturation in the 
current at high fields but the field in this case is only 0.03 MV cm-1,
which is two orders of magnitude less than previously recorded. A
further consideration is that the currents recorded here are too big to 
be surface leakage currents. For example, if we assume that the current 
flows in the top 100 nm of the oxide then when the above field is present
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a current density of 3.3 A cm-2 flows between the pads. This is five 
orders of magnitude greater than the currents measured in chapter 5 with 
fields two orders higher. This can only mean that the currents are due to 
secondary electrons.
Figure 6.18 shows the results from the second experiment to study 
surface leakage. The graph shows the voltage measured on each pad A, C 
and D for different bias voltages applied to pad A' as a difference from 
their potential when 0 V was applied to pad A' . The sample used was a 
100 nm oxide on p-type silicon and was irradiated by 50 keV arsenic ions. 
The biases were applied sequentially to pad A', i.e. starting with -10 
V and increasing to 30 V. We see that when either +10 Volts or -10 Volts 
was applied to pad A' the change in the potential of the other pads was 
very small (<1 V). The "natural" potential for pad A' in this case was 15 
V. That is pad A' would charge to 15 V if it were not externally biased. 
Thus, when biased at voltages below 15 V pad A' acts as a source of 
secondary electrons causing a reduction in the other pad potentials. This 
happened very slightly. However, when the bias became negative the 
other pad potentials increased again. For pads C and D these changes 
were within the measurement error of the experiment (♦ 0.5 V) but for pad 
A the changes were greater than the experimental error and can be 
considered significant. For biases greater than the "natural" potential 
of A' the other pads' potentials increased correspondingly. The rate of 
pad potential increase began to tail off when pad A' was biased at 25 V. 
The increase was greatest for pad A, which is not surprising as it was 
surrounded by pad A'. The smallest increase was experienced by pad C. The 
percentage differences at 30 V bias are 35%, 34% and 23% for pads A, D
and C respectively. The reason for pad C being less affected by the bias 
on pad A' is likely to be due to the fact that it is the most distant 
from A'.
6.4 Summary
The voltage of an aluminium pad on oxide under ion irradiation can be 
considered as the sum of two voltages. These are the background potential 
up to which the bare oxide charges plus an extra voltage caused by the 
fact that the pad obscures a region of oxide from the radiation. This
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pad generated extra voltage is dependent upon the area to perimeter 
length ratio of the pad. The field across the bare oxide is strongly 
dependent upon the ion penetration and projected ranges compared with the 
oxide thickness. If the ions' projected range exceeds the oxide 
thickness then the field across the oxide is typically less than 1 MV 
cm-1 and only weakly dependent upon oxide thickness. When the ions' 
projected range is less than the oxide thickness but the ions' 
penetration range is greater than the oxide thickness then the field 
across the oxide increases with increasing oxide thickness. When the 
oxide thickness is greater than the ions' penetration range then the 
field across the oxide is approximately constant with changes in oxide 
thickness (typically 2 MV cm"1). Generally, a heavier ion will create a 
slightly higher field than a lighter ion of similar penetration range. 
An aluminium pad's potential will also depend upon the dose of ion 
radiation received.
Devices that have both thick and thin oxides present seem to charge 
according to the same criterion as the simple devices, with the area to 
perimeter ratio being the greatest governing factor over the pad voltage. 
Having the thin gate oxide exposed to ion irradiation only has a very 
small reducing affect upon the pad voltage.
From the data presented here it is inconclusive whether the beam 
current density has an effect upon the sample charging.
Secondary electrons move from positive regions of a sample surface to 
more negative regions and thereby constitute a leakage current. This 
effect disguises any surface leakage that might occur through the oxide.
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CHAPTER 7
DISCUSSION
In this chapter the results of chapters 4, 5 and 6 are discussed and 
compared with the theories developed in chapter 3 and the literature 
reported in chapter 2. These results have been discussed in their 
relevant sections, but now they are considered in the wider context of 
wafer charging under ion implantation.
7.1 X-rav Induced Photoconduction
The focus of this work has been on charge leakage through oxide and 
how this is stimulated by ion implantation. In chapter 3, 
photoconductivity, stimulated by X-rays generated during the ion 
implantation process, was identified as a mechanism for charge 
conduction through oxide. It was also shown that the data of Lurio and 
Ziegler (1977) implied that there is not sufficient X-radiation generated 
by ions that are commonly used in silicon processing, such as boron, 
phosphorus and arsenic, to provide enough charge leakage to prevent 
breakdown. Photocurrent densities of the order of the beam current 
density would be required to prevent catastrophic charge accumulation. 
The work of Lurio and Ziegler indicated that the photon to ion yield was 
less than 10‘3. The measurements of X-ray emission during ion 
implantation performed in this work (chapter 4 section 4.4) were within 
33% of the values quoted by Lurio and Ziegler. This then confirms the 
conclusion drawn in chapter 3, that there is not enough X-radiation 
induced charge leakage generated during ion implantation to prevent 
breakdown occurring.
7.2 Electron Beam Induced Conductivity
Electrons were used as the ionising radiation to induce conductivity 
within oxide for the experiments presented in chapter 5. Using a 45 nm 
oxide sample EBIC gain was shown to be dependent upon the applied field 
in a sub-linear manner. The dependency of the conduction on field for
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this thin oxide case was similar for both the X-ray irradiation and 
electron irradiation cases (see figures 4.5 and 5.6). Thus, it can be 
assumed that the nature of the conduction was similar in both cases. It 
was stated in chapter 3 section 3.6 that photoconductivity theory could 
be applied regardless of the generating radiation because the theory only 
dealt with the subsequent movement of carriers which constitute the 
conduction. The fact that the induced conductivity was not directly 
proportional to the applied field was probably due to an amount of 
saturation of the photoconduction, as predicted in chapter 3 section 
3.6. The "type1' of photoconduction present in this case was probably a 
combination of types b) and e) as illustrated in figure 3.2. From this it 
would be reasonable to infer that the conduction process in oxides 
stimulated by ions would also be similar, i.e. photoconductive,
provided the ions fully penetrate the film.
The EBIC gain was strongly proportional to the energy density
deposited by the irradiating electrons, provided that the electrons fully 
penetrated the film. The X-ray induced photocurrent was linearly 
dependent upon the X-ray tube's electron beam power (see figure 4.6). 
This was expected, because the photocurrent is directly proportional to 
the rate of electron-hole pair generation, which in turn must be
dependent upon the input power of the radiation.
A thick oxide (550 nm) was irradiated with 10 keV electrons to 
simulate the situation where ions only partially penetrate an oxide. The
nature of the conduction in this case was completely different from the
previously described photoconduction case (see figure 5.9). The EBIC 
gain increased in a super-linear fashion with respect to the applied 
field and was significantly greater with a negative bias applied to the 
aluminium pad than a positive one of the same magnitude. These
observations are consistent with the conduction mechanism being space
charge limited. This was predicted in chapter 3 ( see figure 3.5). The
field given in figure 5.9 is the total field across the oxide, not just 
across the lower region in which the space charge limited conduction is 
occurring. A quadratic equation can be fitted to the data gained with a 
negative bias applied to the aluminium (shown in figure 5.9 as the 
calculated fit). Equation 3.19 predicts that single carrier space charge
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limited conduction depends upon the square of the applied field. The 
calculated fit of figure 5.9 has a linear term which accounts for the 
fact that photoconduction is occurring in the top irradiated region of 
the oxide film. A quadratic fit in this case implies that electrons are 
the carriers responsible for conduction across the unirradiated layer. If 
equation 3.19 is equated to the calculated fit of figure 5.9, a
mobility-lifetime product for electrons of 2.6x10"3 cm2 V -1 is obtained.
It is difficult to judge whether this value is meaningful because of the
lack of definitive values in the literature.
With a positive bias the data of figure 5.9 does not fit either a 
cubic or quadratic equation. The conduction process is still likely to be 
space charge limited but it is not obvious that it will be single 
carrier. Holes have a much lower mobility than electrons in oxide and 
this explains the lower gain at similar magnitude fields with a positive 
bias. However, this difference is less than an order of magnitude. As 
it is likely that the difference in hole and electron mobilities is much 
greater than a factor of 10 there is probably a contribution from 
electrons to this conductivity. These electrons will be injected from 
the silicon substrate aided by charge accumulation at the interface (see 
figure 3.4).
Irradiating thick oxides with 20 keV electrons showed up some 
surprising details. 20 keV electrons were used because they deposited 
the same uniform energy density through the four film thicknesses used 
(see figure 5.10). The surprising result was that the EBIC gain 
increased with oxide thickness and that the gain dependency upon field 
for the 260 nm and 420 nm oxide sample was radically different from that 
of the 100 nm and 45 nm oxide samples. Further, the nature of the 
conductivity in the two thinner oxide samples changed from the previously 
identified photoconductive type to one similar to that of the thicker 
oxides above a certain field strength. Impact ionisation was identified 
as a possible mechanism responsible for this change in conduction 
behaviour and the dependency upon oxide thickness. It is not easy to 
predict quantitatively the effect that impact ionisation ought to have on 
the overall conductivity because it will depend strongly upon the 
electron-phonon interactions and also upon the initial electron creation
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and recombination statistics. However, "threshold” fields for the onset 
of impact ionisation were calculated and were found to be close to the 
fields where the change over in conduction behaviour occured. These 
threshold fields were calculated from very simple axioms. However, 
considering the complex situation to which they are being applied they 
fit the data well.
A further complication to extracting the true nature of the charge 
conduction lies in the fact that the EBIC gain varies with electron dose 
(i.e. time). This indicates that there is space charge accumulation 
within the oxide during the conduction process, presumably due to a 
build up of the slower moving holes. This fact also has implications for 
all the results of chapter 5 because obviously they were performed over a 
period of time and therefore some of the recorded changes in EBIC gain 
will be due to the time dependence and not due to the particular variable 
being studied. The error incurred due to the time dependency would also 
vary with oxide thickness and applied field. Comparing figures 5.15 and 
5.16 we can see that the rate of change in gain is greater when higher 
fields are applied. Thus, to obtain a more accurate picture of how EBIC 
gain varies with each of the variables the full matrix of experiments 
would have to be performed. However, it is not the absolute values of 
the EBIC gain that are of interest but the trends. The nature of the 
conductivity can be gained from the results presented in chapter 5.
Through the use of electrons we have discovered some of the nature of 
charge conduction through oxide under ionising radiation and identified 
that there are basically two types of conduction stimulated. Firstly, a 
conduction mechanism that is photoconductive in nature occurs in a volume 
of oxide that is directly affected by ionising radiation. This may be 
augmented under certain conditions by impact ionisation. Secondly, space 
charge limited conduction occurs in the underlying volume of oxide if the 
radiation only partly penetrates the film. This was predicted in chapter 
3. These mechanisms are more complicated than can be described by the 
simple equations of chapter 3. They have complex dependencies upon oxide 
thickness, field and dose. However, to a first order, the conduction 
mechanisms are predicted well by the simple models. We can now use this 
information to try to explain the surface charge accumulation under ion
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irradiation phenomena presented in chapter 6. It is not clear whether 
impact ionisation will be a contributing mechanism during ion irradiation 
because only very thin films will be penetrated by the ions (a few 
hundred angstroms) and it is unclear whether impact ionisation will occur 
simultaneously with space charge limited conduction.
7.3 Charge Leakage Under Ion Irradiation
7.3.1 Ion Range and Oxide Thickness
The method adopted to study charge leakage through oxide during ion 
irradiation was to monitor the surface potential during the irradiation. 
The voltages of aluminium pads on the oxide surface were measured. This 
introduced a kind of experimental error because the existence of the 
aluminium pad meant that the ions would not penetrate into the oxide 
directly under these pads. Therefore the field developed on the pad and 
across this part of the oxide would be greater than that across the 
"bare" oxide which was subjected to the direct irradiation of the ions. 
However, this arrangement did simulate the source and drain implant step 
of a VLSI process as discussed in chapters 1 and 3.
The pad potential versus beam energy dependencies for the various ion 
species and oxide thicknesses were as expected (see figures 6.6 to 6.10). 
For ion energies sufficient to produce full penetration of the oxide film 
the pad potentials and fields were relatively low (< 1 MV cm*1), but the 
pad potential increased very rapidly below a certain ion energy. This 
energy seems to be approximately that which causes 0.01% ion penetration 
of the film (as defined by Smith, 1977, see figure 6.14).
It has been identified that different ion species of similar projected 
range produce similar pad voltages (for the same pad on the same oxide 
thickness). Several cases were cited in chapter 6. The reasoning behind 
this is that if the ions fully penetrate the oxide, i.e. the projected 
range is greater than the oxide thickness, the conduction mechanism will 
be photoconductive. If the oxide is thicker than the ions' projected 
range but less than the penetration range then a combination of leakage 
mechanisms occur. In the top of the oxide, to a depth approximately
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equal to the ions projected range, photoconduction will occur, as 
described above. In the region of oxide that lies below the top layer and 
the substrate the conduction is a mixture of both photoconduction and 
charge injection from the upper region. This underlying region has fewer 
ions penetrating it and consequently has fewer electron-hole pairs. 
Because the top layer of the oxide is heavily irradiated it will have a 
high density of carriers. When a field exists across the oxide some of 
these carriers will be injected into the lower region. Thus, the 
conduction is a mixture of photoconduction and charge injection. When the 
oxide is thicker than the penetration range a third layer exists. This 
third layer is unirradiated; an insignificant number of ions penetrate 
into it. The conduction in this region will be space charge limited. 
Obviously there are no clear cut-offs between the regions due to the 
scatter in individual ion projected ranges.
Table 7.1 lists examples of ions of different species and energy with 
the same projected range (data from Smith, 1977). Let us compare these 
data with the pad potentials for these ions as shown in figures 6.7 to 
6.10. There are no data for the 200 keV arsenic ion case, but we can 
assume that the values will be less than for the 150 keV case. Also 
there are no data points for the 110 keV argon ion case but they ought 
not be too dissimilar to the 100 keV case. For all three oxide 
thicknesses the 30 keV boron ion case produces a much higher potential 
than the 100 keV argon ion. From figure 6.7 one can infer than the 200 
keV arsenic ion case ought to produce a similar voltage to the 100 keV 
argon ion. One could suggest that the cases cited in chapter 6 and 
listed in table 6.2 were fortuitous and only chosen because they fitted 
the theory. However, it could be that the relafively low energy boron 
ion does not create enough electron-hole pairs (its energy deposition 
rate is an order of magnitude less than that of 200 keV arsenic ion) to 
allow enough charge leakage. Obviously more experimentation is required 
to prove this point but it is reasonable to assume that if the charge 
leakage is governed by the field across the oxide then ions of similar 
range will produce similar pad voltages.
To see whether this theory stands up to further scrutiny we can look 
at how the field across the oxide varies with oxide thickness with a
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TABLE 7.1
EXAMPLES OF IONS WITH THE SAME PROJECTED RANGE IN SILICON DIOXIDE
ION PROJECTED PENETRATION NUCLEAR ENERGY ELECTRONIC ENERGY
RANGE RANGE DEPOSITION RATE DEPOSITION RATE
(nm) (nm) (eV nm-1) (eV nm
30 keV boron 100 260 72 164
110 keV argon 100 260 600 310
200 keV arsenic 100 240 1350 440
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fixed ion energy. If the ion range, i.e. energy, is constant and the
oxide thickness varied then we should expect to see, for ion ranges that
are too short to penetrate, an increase in field with oxide thickness
that is sub-linear. The two-carrier space-charge-limited-conduction
equation (3.27) states that the current density is proportional to the
field cubed and inversely proportional to the thickness squared. Thus,
as the oxide thickness is increased so the thickness of the space charge
region is increased causing the field across this region to increase to
the power of 2/3 . Figures 6.11 to 6.13 show the field versus oxide
thickness for several different ion species and energies. Table 7.2 lists
the range data (from Smith, 1977) for the ions of these figures. From
figures 6.11 to 6.13 we can see that when the ions fully penetrate the
oxide film the field is relatively low and only increases very slightly
with increasing oxide thickness. As the oxide thickness becomes greater
than the projected range, but less than the penetration range, the
field increases rapidly. From the argon case of figure 6.11 we can see
that the 50 keV, 75 keV and 100 keV ions all produce a rapid increase in
field between oxide thicknesses of 0.1 /im and 0.26 /im. The field stops
increasing with oxide thickness after the penetration range is exceeded.
It is at this point that we should expect the field to increase with
oxide thickness as explained above, i.e. to the power of approximately
2/' 3 *
The reason why the field stops increasing with increasing oxide 
thickness is not clear. A possible cause could be secondary electrons 
being attracted to the pad. The fields measured are not the "true"
fields across the oxide but the voltages of pads, which by their
existence perturb the field across the oxide that they cover. Their
general affect will be to produce a higher field as they will occlude the 
underlying oxide from any leakage inducing radiation. Thus, if the
surrounding oxide is at a lower potential than the aluminium pad
secondary electrons will be attracted to the pad resulting in an amount 
of discharging of that pad. The thicker oxide samples have higher pad 
voltages which will attract more secondary electrons than the thinner 
oxide samples consequently they will experience a greater discharging 
effect.
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TABLE 7.2
SUMMARY OF RELEVANT ION RANGE DATA FROM SMITH (1977)
ION ENERGY PROJECTED PENETRATION
(keV) RANGE RANGE
(nm) (nm)
BORON 30 103 261
50 171 383
100 318 605
150 444 770
ARGON 30 29 81
50 47 127
75 70 180
100 94 241
150 144 350
ARSENIC 30 20 49
50 30 73
75 42 100
100 55 130
150 80 185
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7.3.2 Pad Geometry
The existence of the aluminium pads on the oxide surface affects the
development of the pad potential. This should be expected because the
oxide under the pad does not conduct, thus the pads have to lose their 
charge around their edges. The current input to a pad is proportional to 
its area and the current output is proportional to its perimeter length. 
The current density that flows through the oxide around the pad perimeter 
will therefore be greater than that which is flowing through the rest of
the irradiated oxide, consequently the pad will float up to a higher
voltage than the background oxide to enable this higher current density 
to flow. This extra voltage should be proportional to the area to 
perimeter length ratio. For the square pads of sample type 1 this was 
shown to be the case. Unfortunately, experiments with the slightly more 
complex shapes of sample type 2 did not work, but the devices of sample 
type 4 also demonstrated that the voltage of a more complex pad was 
dependent upon its perimeter length.
7.3.3 Secondary Electrons
Secondary electrons cloud attempts to measure any across-surface 
leakage currents that might occur in the oxide under ion irradiation. 
Secondary electrons are emitted with low energies, usually only a few 
electron volts and are consequently drawn back to the surface, 
preferentially to areas of greater positive potential. This route 
through the vacuum is much easier than through the oxide and consequently 
requires much smaller fields. Further, the across-surface fields are much 
less than the surface-to-substrate fields simply due to the physical 
scales involved. Pads on the surface of the oxide will be separated by 
at least a few microns yet will only be a few tenths of microns or less 
from the substrate. Thus, if conduction occurs in the oxide, it is much 
more likely to flow from the surface to the substrate than across the 
surface.
The final experiment described in chapter 6 (see figure 6.18) 
demonstrates how there exists an amount of "cross-talk" between pads 
which are coincidentally under irradiation. It is interesting to note
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that when pad A' is reduced from its natural potential the affect upon 
the other pads is minimal, even when pad A' is biased negatively with 
respect to the substrate. However, when pad A' is biased greater than 
its natural potential it drags the other pads up with it. This could be 
viewed as a competition between the pads for the available secondary 
electrons. If pad A' is biased beyond its natural potential then it will 
attract more than its share of the secondary electrons so the other pads 
have to increase their potential to restore the balance. The situation 
is obviously not as simple as this because a rise in pad potential will 
also produce a rise in the through-oxide leakage. Therefore, the 
relative rises are not linearly dependent, e.g. when the A' pad 
potential is doubled pads A and D have increased by only 35% and 34% and 
pad C by 23%. From this experiment it is evident that secondary electrons 
play a significant role in the charging phenomena that occur under ion 
irradiation. They may also be responsible for some of the 
irreproducibility experienced during the experimentation.
7.4 Comparison With Literature
How can we relate this work to that of others reported in the 
literature? The literature discusses how device yield varies with ion 
implantation parameters. There is a consensus that increased beam 
current density and thinner oxides produce lower device yields. In the 
experiments performed in this work beam current density seemed to have an 
insignificant effect upon how the samples charged. The beam current 
densities used were in the range 20 /*A cm-2 to 200 /iA cm'2 , much less 
than those reported in the literature. Significant yield loss was 
reported starting with beam current densities of approximately 300 /iA 
cm"2. Also, the over-dosing measured by the Faraday cup in this work 
implies that there was a significant amount of electrons within the beam. 
We know nothing of the beam space charge densities of the implanters used 
in the literature. It is confusing that the changes in beam current 
density had no significant effect upon the charging especially for the 
thicker oxide samples which were not penetrated by the ions. The 
dominating conduction process in such cases is space charge limited and 
therefore is independent of the carrier density. Equations 3.19 and 3.27 
tell us that the space charge limited current is only proportional to the
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surface potential and the oxide thickness (and on material constants). An 
increase in beam current density will cause an increase in the carrier 
density in the top part of the oxide but to increase the current flow 
across the underlying region the surface potential will have to increase. 
Thus, an increase in surface potential should be expected with increases 
in beam current density to facilitate a greater amount of charge leakage. 
Obviously, for thin oxides which are penetrated a beam current density 
dependency is not expected because the current is proportional to the 
carrier density (equation 3.8) which, in turn, is dependent upon beam 
power.
The reasons for poorer device yield when thinner gate oxides are 
employed are something of a mystery. The results of chapter 6 clearly 
indicate that oxides which are thin enough to allow ion penetration 
develop almost insignificant surface voltages. However, "real" MOS 
devices will usually have gate pads which are connected to an amount of 
interconnect which will run over a much thicker field oxide which 
surrounds the device. There will then be a contribution to the pad 
voltage from this interconnect part of the pad. This situation was 
simulated in the experiment using sample type 4 reported in chapter 6.
The gate oxide in these samples was 25 nm thick. Thus, the 80 keV argon
ions used to irradiate the sample will fully penetrate the gate oxide but 
not the field oxide. The A samples (which had 10 /im of gate oxide 
exposed around the gate pad part of the pad) charged significantly higher 
than would have been the case if there was no field oxide present. A pad 
voltage of the order of 1 V (depending upon pad area) could be expected 
for pad 1A in such a case. Instead a voltage of 7 V (a field of
approximately 3 MV cm"1) was recorded. The ratio of pad area over the
gate oxide versus pad area over the field oxide was approximately 9:1. 
This implies that the field oxide had a major affect on the overall pad 
voltage. For the 2A device, the ratio of gate pad part to field pad part 
was 1:1 and a voltage of 3.8 V was recorded. The ratio of perimeter 
lengths between the type 1 device and type 2 device was 2:1. This 
demonstrates the pad voltage dependency upon perimeter length. The B 
pads had no gate oxide exposed. They were expected to charge
significantly higher because of this. They only charged approximately 5% 
higher. This implies that the leakage mechanisms in device types A and B
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must be almost the same. The leakage from the A pads is probably
augmented slightly by a small amount of extra leakage through the exposed 
gate oxide. Bearing this in mind it is easy to envisage a situation 
where a gate pad, connected to interconnect over field oxide, could
charge up to the gate oxide breakdown potential. If gate oxides are 
reduced in thickness but field oxide thicknesses are kept constant then 
the probability of this happening is increased, giving rise to poorer 
yield.
The literature also reported that device yield tended to be greater 
for devices which had no gate oxide exposed to the ion beam, i.e.
devices such as the B pads in sample type 4 would have a higher yield
than the A types. This observation begs questions about the exact nature 
of the damage that reduces the yield. If the two types of device charge 
to similar surface potentials then a similar yield should be expected for 
the same device geometry. If the A types produce a lower yield then it
must be due to the fact that the ions penetrate the gate oxide. I-V
measurements performed on devices from sample type 1 after doses of 
approximately 1017 ions cm'2 showed that 100 nm oxides which were fully
penetrated by the ions, were very leaky passing in excess of 10 /iA cm'2,
whereas the thicker oxide samples had only become marginally leaky
passing approximately 10 nA cm'2. Arguably the dose given to these
samples is much more than would normally be used in practice and
therefore these results are irrelevant. However, they do show that the 
ion penetration region does become very leaky, presumably due to the
damage caused by the ions, but the underlying volume of a thick oxide 
does not. Thus, relating this back to the problem of having the gate 
oxide exposed and suffering poorer yield, this is probably due to direct 
ion damage and not due to electric discharge damage. It was reported in 
the literature (Basra et al. 1987) that this yield loss could be regained 
after a 30 minute 1000°C anneal in nitrogen.
The initiating aim for this work was to try and find a solution to the 
problem of wafer charging under ion irradiation and the consequential 
reduction in device yield. The route chosen was to study charge leakage 
through oxide to understand the "natural" leakage with a view to being 
able to predict how charge developed on the wafer surface and how it
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could best be avoided. Considering that the ion-oxide interaction 
process involves an enormous amount of energy density and is therefore a 
highly non-linear and non-equilibrium system, it is remarkable that the 
simple models for charge conduction, presented in chapter 3, fit the data 
from the experiments reported here, even if only to a first order.
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CHAPTER 8
CONCLUSIONS
Photoconduction occurs in thermally grown oxide on silicon under X-ray 
irradiation. At high fields (of the order of MV cm-1) the photocurrent 
is sublinearly dependent upon the field. This is probably due to a 
saturation effect caused by the carriers' residence time being less than 
their lifetime and insufficient replacement of these carriers from the 
electrodes. The photocurrent increases linearly with increasing X-ray 
tube electron beam power.
The ion induced X-ray photon per ion yield, for ions typically used in 
silicon processing (i.e. boron, phosphorus and arsenic 50 keV-200 keV), 
is of the order of 10'3 or less. This implies that X-ray stimulated 
photoconduction is unable to prevent the surface of a wafer from charging 
to a catastrophic level because most of this X-radiation is low energy 
(approximately 100 eV) and could only produce a few electron-hole pairs 
per photon. Leakage current densities of the order of the beam current 
density would be required which, in turn, requires at least one 
electron-hole pair per ion.
Electron beam induced conductivity in oxide is similar to X-ray 
induced conductivity in aluminium-oxide-silicon samples of 45 nm thick 
oxide (provided the electrons fully penetrate the oxide film). The 
current's dependency upon field is very similar with both a positive and 
negative bias applied to the aluminium and with an n-type or p-type 
substrate. Electron beam induced conductivity is proportional to the 
energy density deposited by the electrons.
The nature of the electron beam induced conductivity changes from its 
photoconductive like behaviour to a super-linear dependence upon field 
when the voltage across the oxide film is approximately equal to 18 
volts. This indicates that impact ionisation is adding to the number of 
electron-hole pairs within the oxide.
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When the oxide film thickness and electron energy are such that the
electrons do not fully penetrate the oxide film then the electron beam
induced conductivity is space charge limited, i.e. it is restricted by 
the conduction across the underlying unirradiated volume of the oxide
film. With a negative bias applied to the aluminium the electron beam
induced conductivity has a quadratic dependency upon the field indicating 
single carrier (electrons in this case) space charge limited conduction. 
With a positive applied bias the data cannot be fitted to a simple 
quadratic or cubic polynomial but the conduction is likely to still be 
space charge limited with both electrons and holes contributing to the 
conduction.
The electron beam induced conductivity varies with electron dose. With 
a positive bias applied to the aluminium the EBIC gain rises initially 
then, after a field dependent dose, falls and eventually saturates.
With a negative applied bias the EBIC gain falls with dose, eventually
saturating. This behaviour can be explained by considering charge 
accumulation within the oxide. With a positive bias an accumulation of 
holes at the Si02-silicon interface will increase the field locally 
increasing the probability of electron injection into the oxide and 
therefore the current. A build up of positive space charge (regardless 
of bias) will occur because electrons are the more mobile carriers and
will leave holes behind in the oxide. This positive space charge will
reduce the conduction by reducing the field across the oxide and
increasing the recombination rate.
Under ion irradiation the voltage accumulated on an aluminium pad on 
oxide on silicon is dependent upon the pad area, its perimeter length, 
the ion range, the oxide thickness and the abundance of .secondary 
electrons within the vicinity.
The surface potential of an oxide that is irradiated by ions with a 
projected range which is longer than the oxide thickness will be
relatively low, i.e. such that the field across the oxide is of the
order of 0.1 MV cm-1. This field across the oxide is effectively
constant with changes in oxide thickness and ion range unless the ions' 
projected range becomes less than the oxide thickness. Under these
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conditions the charge leakage mechanism is photoconductive in nature. 
When the ion range becomes less than the oxide thickness the field across 
the oxide increases with increasing oxide thickness and reducing ion 
range. Under such conditions the leakage mechanism is a combination of 
photoconduction and space charge limited conduction. When the oxide 
thickness is greater than the ions' penetration range the leakage is 
space charge limited, but it seems that the field across the oxide 
remains constant with increasing oxide thickness. Heavier ions, such as 
arsenic, will generally produce slightly higher potentials than lighter 
ions of similar ranges into similar oxide thicknesses.
An aluminium pad on the surface of an ion irradiated oxide will charge 
to a higher potential than the exposed oxide. The extra voltage depends 
upon the pad's area to perimeter length ratio because it shields the 
oxide beneath it from the ions and charge leakage must then occur around 
its perimeter. The pad voltage is independent of the beam current 
density within the range 20 /xA cm-2 to 200 /xA cm-2.
Simple MOS structures do not seem to charge to oxide breakdown 
potentials. However, more complex structures that consist of thin gate 
oxides surrounded by thicker field oxide with an aluminium pad over the 
gate oxide running up onto the field oxide could. The pad will charge to 
a greater potential than would be the case if it were only on the gate 
oxide irrespective of whether the gate oxide is exposed to the ion beam 
or not. Thus, it is possible for the pad to charge to the breakdown 
potential of the thin gate oxide.
Secondary electrons play a significant role in the development of 
charge on an oxide surface under ion irradiation. They enable an amount 
of "cross-talk" between pads and help to even out the charge 
distribution.
From this work it has been established that silicon dioxide is 
sufficiently conductive under normal VLSI ion implantation conditions to 
prevent oxide breakdown due to charge accumulation. A possible single
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exception to this conclusion is the case of a floating conductor on an 
oxide film that is partly on thick oxide and partly on thin oxide such 
that it can charge to a voltage that will cause breakdown of the thin 
oxide. However, this was not proven here and could be further elucidated 
by more experimentation.
The cause of the device yield loss reported in the literature remains 
illusive. It is possible that charge conduction through the oxide damages 
the oxide to an extent which cannot be subsequently annealed out. The 
nature of any radiation induced damage, such as the introduction of traps 
etc., has not been studied here but has been widely reported.
The role of resist has not been addressed in this work. Photoresist 
can be present on the surface of a wafer that is being implanted and does 
not conduct under ionising radiation. Thus, it will charge up. It was 
identified in the literature that different light field and dark field 
resist patterns caused different device yield degradation. Craters caused 
by arcing from the surface of resist to the substrate have also been 
reported. Thus, it seems that the presence of resist close to devices is 
a possible cause of device damage. Considering the limited amount of 
work reported in the literature, this too is an area for further study.
Manufacturers have concentrated on the use of electron flood-guns to 
prevent wafer charging and have met with much success. This work has 
shown that secondary electrons have a major role to play in the 
distribution of charge across a wafer surface. Thus, if low energy 
electrons (< 10 eV) could be introduced at the wafer surface during
implantation, charging problems might be eradicated. Thus, it might be 
more profitable to investigate intelligent use of electron flooding in 
the search for a cure for charging related device damage.
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