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Abstract
English
In this document we describe a platform to aid in the production of one of the most time
consuming aspects of computer generated images: animation. This platform uses state-
of-the-art tools from multiple fields such as Machine Learning and Computer Vision to
provide a framework in which users can explore the correlation between certain movements
and speech features on real training videos. This will aid in the task to apply prediction
models to create or modify existing animations according to an input audio. We focus on
creating a modular and extensible tool for automatizing the training and animation pro-
cesses rather than actual development of final prediction models, which require extensive
data sets, large computing resources, and a deep knowledge of character animation. With
this project, we succeeded in creating a modular and extensible tool which automatizes
the training and animation process as a Blender add-on.
Catala`
En aquest document descrivim una plataforma per ajudar en la produccio´ d’un dels as-
pectes que consumeixen me´s temps de la generacio´ d’imatges per ordinador: l’animacio´.
Aquesta plataforma utilitza eines d’avantguarda de mu´ltiples camps com Machine Learn-
ing i Computer Vision per proporcionar un marc en el qual els usuaris puguin explorar la
correlacio´ entre certs moviments i les caracter´ıstiques de la parla en v´ıdeos d’entrenament
reals. Aixo` ajudara` en la tasca d’aplicar models de prediccio´ per crear o modificar ani-
macions existents d’acord amb un a`udio d’entrada. Ens hem enfocat en crear una eina
modular i extensible per automatitzar els processos de capacitacio´ i animacio´ en lloc del
desenvolupament real de models de prediccio´ final, que requereixen conjunts de dades ex-
tensos, grans recursos informa`tics i un profund coneixement de l’animacio´ de personatges.
Amb aquest projecte, hem aconseguit crear una eina modular i ampliable que automatitza
el proce´s de capacitacio´ i animacio´ com a complement de Blender.
Castellano
En este documento describimos una plataforma para ayudar en la produccio´n de uno de
los aspectos que consumen ma´s tiempo de la generacio´n de ima´genes por ordenador: la
animacio´n. Esta plataforma utiliza herramientas de vanguardia de mu´ltiples campos como
Machine Learning y Computer Vision para proporcionar un marco en el que los usuarios
puedan explorar la correlacio´n entre ciertos movimientos y las caracter´ısticas del habla en
videos de entrenamiento reales. Esto ayudara´ en la tarea de aplicar modelos de prediccio´n
para crear o modificar animaciones existentes de acuerdo con un audio de entrada. Nos
hemos enfocado en crear una herramienta modular y extensible para automatizar los pro-
cesos de capacitacio´n y animacio´n en lugar del desarrollo real de modelos de prediccio´n
final, que requieren conjuntos de datos extensos, grandes recursos informa´ticos y un pro-
fundo conocimiento de la animacio´n de personajes. Con este proyecto, hemos logrado
crear una herramienta modular y ampliable que automatiza el proceso de capacitacio´n y
animacio´n como complemento de Blender.
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Part I
Definicio´ de l’abast i contextualitzacio´
1 Introduccio´
1.1 Context
Recentment, el mo´n de l’entreteniment ha estat revolucionat gra`cies a les noves tecnolo-
gies (Smart TV’s, millor connexio´ a Internet, hardware me´s potent), de forma que hi ha
hagut un augment considerable del consum de se`ries, pel·l´ıcules [1] i videojocs [2] en els
u´ltims anys. Aquests tres medis, entre d’altres, tenen una pec¸a en comu´: les imatges gen-
erades per ordinador (o en angle`s, Computer-Generated Imagery, CGI). Des del primer
llargmetratge completament en CGI, Toy Story (1995), fins ara, ha passat de tenir un u´s
anecdo`tic a ser una part essencial de la produccio´ de contingut audiovisual. Observant
aquesta tende`ncia, podem deduir que la produccio´ de CGI tambe´ seguira` augmentant.
Pero`, encara que cada cop hi ha me´s produccio´ de CGI i millors eines per a realitzar aquest
tipus de treballs, sembla que el cost no s’ha vist redu¨ıt amb el pas del temps [3]. Aquest
fenomen pot ser degut a diverses raons: els projectes cada cop so´n me´s ambiciosos, les eines
noves tenen cada cop me´s funcionalitats augmentant la complexitat, entre d’altres. Segons
la llei d’Amdahl, la millora que podem obtenir al canviar un component d’un sistema esta`
limitada per la fraccio´ de temps que e´s utilitzat. En aquest context, per exemple, el cost
per unitat de temps de crear un objecte 3d per a una pel·l´ıcula es veu redu¨ıt a mesura que
la pel·l´ıcula augmenta de duracio´, ja que nome´s cal crear-lo un cop. El cost d’animar un
objecte 3d, pero`, e´s directament proporcional a la duracio´ de la pel·l´ıcula, com me´s llarga
e´s, me´s treball necessita. Per tant, si volem reduir costos, seria sensat intentar reduir el
cost d’aquelles tasques que so´n directament proporcionals, com ho seria l’animacio´.
La reduccio´ dels costos de produccio´ de CGI seria una de les aplicacions directes de
l’eina que es presenta en aquest treball. Speech2Anim prete´n ser capac¸ de propor-
cionar als usuaris una eina per explorar i desenvolupar models per modificar una animacio´
preestablerta per a un avatar de forma que, utilitzant com a entrada el so d’una veu,
aquest adopti una animacio´ que s’adapti a la veu de forma versemblant. Aquesta eina
podria reduir de forma significativa el cost d’animar un avatar que parla, proveint una
base sobre la qual els animadors podrien treballar, generant animacions per avatars a un
videojoc o be´ generant animacions per a assistents virtuals.
6
1.1.1 Actors implicats
• Director del projecte E´s l’encarregat de guiar i aconsellar a l’autor d’aquest treball.
Aix´ı com de supervisar el treball per garantir que compleix amb els requisits establerts
dins dels terminis.
• Autor del projecte L’autor investiga, analitza, formula, resol i documenta el prob-
lema descrit en aquest document amb l’ajuda del director.
• Usuaris finals Els usuaris finals seran aquells que es vegin beneficiats per l’u´s de
l’eina que es proposa en aquest treball un cop acabat i funcionant. Aquesta eina
podria ser u´til als segu¨ents usuaris:
– Animadors professionals: L’eina podria proporcionar una base per anima-
cions me´s complexes, o animacions per altres personatges secundaris de fons.
– Programadors de videojocs: Es podria fer servir aquesta eina per crear
placeholders o crear contingut de forma massiva.
– Dissenyadors gra`fics o audiovisuals: L’eina podria ser u´til per generar
avatars per a narracions a presentacions o v´ıdeos on no es disposi de temps
o experts en animacio´.
1.2 Estat de l’art
En aquest apartat s’explora l’estat de l’art per als diferents camps relacionats amb el pro-
jecte. Alguns dels conceptes claus utilitzats per a fer aquest estudi so´n: Affective Com-
puting, Speech Recognition, Audio Analysis, Human Pose Detection, Neural Networks,
Deep Learning. I algunes de les confere`ncies rellevants so´n: International Conference
on Acoustics, Speech, and Signal Processing (ICASSP), Affective Computing and Intelli-
gent Interaction (ACII), IEEE Conference on Computer Vision and Pattern Recognition
(CVPR).
1.2.1 Extraccio´ de caracter´ıstiques audiovisuals
L’extraccio´ de caracter´ıstiques serveix per cone`ixer quan succeeixen esdeveniments i de
quina forma. Les eines actuals permeten extreure informacio´ de diferents tipus, com ara:
to, pauses, ritme, color, posicio´, etc.
Per a l’ana`lisi de caracter´ıstiques acu´stiques es poden trobar eines com openSMILE [4]
i pyAudioAnalisis [5] que permeten preprocessar el senyal, processar les dades per tal
de diferenciar les caracter´ıstiques, extreure caracter´ıstiques del so de baix nivell (energia,
espectre, volum, qualitat), deteccio´ de punts importants (valors extrems, mitges, pics),
deteccio´ ba`sica de caracter´ıstiques de v´ıdeo (histogrames, deteccio´ facial) i funcions de
classificacio´, segmentacio´ i regressio´ de les dades. Podem trobar estudis relacionats re-
cents al Computational Paralinguistics Challenge (ComParE) [6], un repte que consisteix
a determinar trets i estats dels parlants basant-se en les propietats acu´stiques de la parla
(Per exemple [7]).
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Mentre que habitualment l’a`udio i la imatge s’analitzen per separat, estudis recents util-
itzen l’ana`lisi conjunt per trobar esdeveniments de forma me´s precisa [8].
1.2.2 Reconeixement de la parla
El reconeixement de la parla e´s el camp que es centra a desenvolupar tecnologies capaces
de entendre la parla i traduir-la a format de text. Aixo` permet a un sistema mostrar,
guardar o processar el text per a entendre el context.
Trobem eines com la API Speech de Google Cloud Platform [9], Speechmatics [10] i el En-
glish Conversational Telephone Speech Recognition System d’IBM [11] que, d’entre altres
coses, poden fer el reconeixement en diversos llenguatges, en directe i amb tractament del
soroll.
Un dels reptes me´s significatius d’aquest camp e´s solucionar el Cocktail Party Problem,
que consisteix en aconseguir el reconeixement de la parla per a una font en concret, filtrant
tota la resta, ja siguin soroll o altres parlants. Existeixen diversos intents de solucionar
aquest problema utilitzant diferents tecnologies [12] [13].
1.2.3 Extraccio´ de postures humanes
Fa pocs anys era habitual l’extraccio´ de postures utilitzant Depth Frames (imatges de
fonda`ria) que va posar de moda Microsoft amb la comercialitzacio´ de la Kinect, una
ca`mera amb sensors de fonda`ria creada expressament per a aquesta tasca [14].
Mentre que la Kinect estimava les postures del cos i el cap, actualment existeixen eines
com OpenPose [15] [16] [17] que poden, a me´s, estimar la posicio´ de les mans, els dits i les
expressions facials, tot a partir d’imatges de color.
Depenent de l’u´s, existeixen me`todes amb diferents caracter´ıstiques. Els que van produir
millors resultats al Pascal VOC Challenge [18] van ser els que utilitzaven Deformable Parts
Models [19]. A l’estudi [20], es millora la velocitat d’un me`tode de deteccio´ amb pe`rdua
de precisio´ negligible utilitzant Aggregate Channel Features, permetent el ca`lcul en temps
real. A [21], desenvolupen un proce´s anomenat Iterative Error Feedback (IEF) que fa una
estimacio´ de la postura realitzant mu´ltiples iteracions corregint errors a cada passada,
aconseguint uns resultats me´s precisos que altres me`todes.
1.2.4 De veu a animacio´
Existeixen diversos estudis que contemplen les possibilitats de crear animacio´ basada en
veu com a entrada. Una aplicacio´ bastant directa e´s la de generar el moviment de la
boca mitjanc¸ant una ana`lisi dels fonemes [22] [23]. A altres estudis tambe´ es genera
animacio´ facial [24] [25], tot i que estan enfocats la comunicacio´ en temps real i, en alguns
casos, necessiten altres entrades addicionals com una ca`mera web. En el cas de [26],
s’aconsegueixen expressions facials, sincronitzacio´ dels llavis i moviments del cap d’acord
amb el contingut emocional de l’a`udio d’entrada.
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A [27], es te´ en compte el significat de la parla per a produir animacions facials i, a [28],
a me´s, es capturen les relacions que existeixen entre els diferents mu´sculs i moviments de
la cara.
Pel que fa a postures, es poden trobar estudis que prediuen la posicio´ del cap [29] segons
la veu. A [30], es generen animacions que inclouen expressions facials, gestos i moviments
de les mans i els brac¸os en relacio´ a la parla basant-se en un sistema de generacio´ de regles.
En aquest cas, pero`, no es generen a partir de la parla, sino´ que la parla tambe´ e´s generada
pel mateix agent. Per u´ltim, a [31], es proposa un sistema que basant-se en la parla, pot
generar gestos i animacions (mans i cap) sincronitzades amb l’a`udio.
1.2.5 Conclusions
Dels apartats anteriors podem concloure que tots aquests camps estan en ple desenvolu-
pament. Alguns dels estudis citats so´n tan recents com d’aquest mateix any. A me´s a
me´s, so´n tecnologies que encara no so´n del tot estables o acurades a hores d’ara.
Donat que els algoritmes darrere de les eines d’ana`lisi d’a`udio i v´ıdeo so´n molt complicats,
no es proposaran millores en aquest aspecte. Aquest treball busca explorar la capacitat
u´til d’aquestes noves tecnologies creant una eina basada en elles.
2 Formulacio´
2.1 Problema
Podem dividir el problema en dos parts:
• Comunicacio´: A l’hora d’entendre un discurs o una conversacio´, el llenguatge no
verbal juga un paper molt important [32]. Les persones utilitzen la cara, el cap i les
mans per donar e`mfasis a parts del missatge. Quan un missatge e´s escoltat sense
llenguatge corporal, es redueix la seva comprensio´ [33].
• Creacio´ de contingut: Animar des de zero un avatar que parla pot ser una tasca
molt costosa. En el cas dels videojocs on es va afegint contingut de forma continuada,
pot ser del tot inviable.
2.2 Abast
En aquest treball es proposa un sistema per modificar animacions existents introduint
canvis de posicio´ i/o velocitat per a algunes parts del cos amb la intencio´ de solucionar els
problemes descrits. Per tal de:
• Generar una animacio´ que serveixi com a base per a aconseguir animacions me´s
detallades, estalviant temps i cost.
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• Aconseguir animacions ba`siques per a utilitats me´s secunda`ries o amb contingut
massiu, com per exemple videojocs.
• Aconseguir animacions que serveixin per a presentacions o altres aplicacions on no
es disposi d’un artista.
• Aconseguir que les animacions generades reforcin el missatge, ajudant a fer que
s’entengui millor.
Aquest treball no prete´n aconseguir el segu¨ent:
• Generar l’animacio´ en temps real.
• Generar l’animacio´ sense cap tipus de preparacio´ o entrenament.
• Generar l’animacio´ de zero, sense ajuda d’altres animacions generades per artistes o
capturades.
2.2.1 Objectius
• Aconseguir extreure informacio´ dels v´ıdeos d’entrenament en forma de postures hu-
manes, animacions, velocitats, etc.
• Aconseguir crear un model que predigui la informacio´ necessa`ria per modificar posi-
cions i velocitats per a algunes parts de l’esquelet a una animacio´ existent.
• Aconseguir que les modificacions generades donin una sensacio´ versemblant de que
l’avatar esta` dient el mateix que a l’a`udio d’entrada.
2.2.2 Possibles obstacles
Hi ha tota una se`rie de punts que podrien obstaculitzar el desenvolupament d’aquest
projecte. Per comenc¸ar, els models a crear depenen completament de la informacio´ que es
pugui extreure mitjanc¸ant eines ja existents. Si aquesta informacio´ resulte´s ser insuficient,
imprecisa o incorrecte, es dificultaria molt aconseguir un resultat satisfactori.
Un altre punt e´s que l’existe`ncia de models que puguin explicar les postures e´s una su-
posicio´ optimista (basada en evide`ncia cient´ıfica, com s’ha explicat anteriorment) per part
del director i l’autor del projecte. Es desconeix si es trobaran aquests models o no. Per
aixo`, l’e`mfasi sera` crear l’eina que permeti l’experimentacio´ amb eines de visualitzacio´ per
veure les dades audiovisuals i els senyals de forma gra`fica, me´s que el desenvolupament de
models finals pro`piament dits, que requereixen conjunts de dades i recursos de computacio´
fo´ra de l’abast d’aquest projecte.
A me´s, encara que es solucionin aquests problemes, el resultat del projecte depe`n en
gran mesura de la percepcio´ subjectiva dels usuaris. Podria passar que s’obtinguessin uns
resultats precisos estad´ısticament, pero` que no fossin agradables de veure. Aquest fenomen
es coneix com a La Vall Inquietant (The Uncanny Valley) [34].
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Finalment, podrien donar-se altres problemes me´s comuns. En fer u´s de tecnologies noves,
poden sorgir errors o incompatibilitats inesperades. Es pot esperar una comunitat menor
a Internet i, per tant, menys suport.
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3 Metodologia
3.1 Me`tode de treball
A causa de la naturalesa del projecte, s’ha decidit adoptar una metodologia de treball
a`gil. En concret, la metodologia Kanban. Aquest me`tode permet reaccionar ra`pidament a
canvis i imprevistos, progressa seguint la capacitat del desenvolupador en comptes de cicles
preestablerts i facilita estar centrat en les tasques importants sense sacrificar la percepcio´
global del projecte. A me´s, existeixen eines en l´ınia gratu¨ıtes que en permeten la gestio´.
Kanban consisteix en un tauler visual que disposa de diverses seccions, on s’afegeixen
targetes que representen tasques. Aquestes seccions indiquen en quin estat es troben les
tasques que contenen. Per tant, donant un cop d’ull al taulell, es pot saber en quin estat es
troba el projecte en general i cada tasca concretament. Essencialment existeixen dos rols,
el propietari i el desenvolupador. El propietari s’encarrega d’afegir i ordenar les targetes,
mentre que el desenvolupador agafa les targetes que li pertoquen en la mesura que pot.
Un dels punts fonamentals e´s mantenir les tasques en un ordre concret, que permeti el
progre´s correcte del projecte.
3.2 Eines de seguiment
Per mantenir un seguiment del projecte, s’utilitzara` l’eina Trello, que implementa el
me`tode Kanban abans descrit, amb altres caracter´ıstiques addicionals.
Tambe´ s’utilitzara` un repositori git allotjat a Github. El repositori aporta diversos
avantatges: historial dels canvis realitzats, capacitat de desfer canvis, opcio´ de fer proves
utilitzant branches secunda`ries i co`pia de seguretat allotjada a Internet.
3.3 Me`tode de validacio´
Per tal de validar el progre´s, definirem algunes de les tasques com a milestones, de forma
que s’han d’anar assolint a una certa data per comprovar que s’avanc¸a a un ritme adequat.
A me´s, es realitzaran reunions perio`diques amb el director per rebre feedback i orientar el
projecte.
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Part II
Teoria
4 Extraccio´ de caracter´ıstiques
4.1 Imatges i postures humanes
Per a entrenar els models, cal extreure informacio´ de les postures dels v´ıdeos utilitzats als
entrenaments. En aquest projecte s’ha utilitzat l’eina OpenPose [15] [16] [17], que utilitza
Convolutional Pose Machines i Part Affinity Fields per identificar postures de mu´ltiples
persones a una sola imatge i a temps real.
4.1.1 Convolutional Pose Machines
Les CPM (Convolutional Pose Machines) consisteixen en una se`rie de predictors (convolu-
tional networks) entrenats per analitzar diferents parts d’una imatge de forma sequ¨encial.
Cada predictor s’associa amb una part del cos, de forma que a cada iteracio´ genera un
belief map (mapa de confianc¸a) que indica a on creu que es troba aquella part del cos conc-
reta. Aquests mapes serveixen per expressar la incertesa espacial de les diferents parts del
cos.
Figura. 1: Mapes de confianc¸a de la posicio´ del canell dret.
(a) Confusio´ deguda a informacio´ exclusivament local. (b) Context de diverses parts ajuden a
reduir ambigu¨itat. (c) Iteracions addicionals ajuden a convergir a una solucio´.
A cada iteracio´, cada predictor es basa en la resta de mapes de confianc¸a generats pels
altres predictors per refinar el mapa segu¨ent. D’aquesta forma, a cada iteracio´ es milloren
les estimacions de cada part del cos (vegeu Figura 1).
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4.1.2 Part Affinity Fields
Els mapes de confianc¸a generats per les CPM tenen la limitacio´ d’indicar nome´s la posicio´
de les parts del cos. Aixo` provoca que, en imatges on existeixen diverses persones, sigui
dif´ıcil dir quines de les parts formen part del mateix individu. Els PAFs (Part Affinity
Fields) solucionen aquest problema afegint a les parts una estimacio´ de la seva orientacio´.
Figura. 2: Esquerra: PAFs definits pel colze i el canell drets per a mu´ltiples persones. El color
representa l’orientacio´. Dreta: Vectors que representen l’orientacio´ de cada punt.
Per generar els PAFs, s’assigna a cada punt de la imatge un valor, que o be´, e´s el vector
unitari format pels dos punts que representen els extrems d’una part del cos (per exemple
el colze i el canell) o 0 si no forma part de cap part del cos (vegeu Figura 2). Aquest
vector el podem trobar a partir dels punts obtinguts als mapes de confianc¸a.
Figura. 3: (a) Graf d’associacions (b) En groc els punts mitjans generats. En verd les
associacions incorrectes (c) Mitjanc¸ant PAFs es pot escollir l’associacio´ correcte, sense
ambigu¨itat en aquest cas.
A l’hora d’associar parts del cos, es construeix un graf bipartit on els punts so´n parts del
cos i les arestes possibles associacions (vegeu Figura 3a). Una possible forma de decidir
quines associacions so´n correctes, seria generar un punt mitja` per cada possible associacio´
i agafar les arestes que hi passen per alla`, pero` aixo` pot provocar altres errors (vegeu
Figura 3b). Quan es troben diferents persones juntes a una imatge, els PAFs ajuden a
oferir el context necessari per escollir les associacions correctes (vegeu Figura 3c).
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4.2 A`udio
Per obtenir caracter´ıstiques de l’a`udio s’ha utilitzat l’eina openSMILE [4], un framework
extensible i modular que permet extreure descriptors de l’a`udio i v´ıdeo, preprocessar el
senyal i postprocessar el resultat per tal construir resums o exportar les dades en un format
concret. L’arquitectura es basa en 4 elements principals:
• Data Memory : Emmagatzematge de qualsevol tipus de dada.
• Data Sources: Components que llegeixen dades de fonts externes.
• Data Processors: Components que copien i modifiquen les dades.
• Data Sinks : Components que escriuen les dades a destins externs.
Utilitzant aquest tipus de components, es poden construir uns arxius de configuracio´ que
especifiquin quines dades s’han d’extreure de l’a`udio, com s’han de processar i com s’han
de guardar. A me´s, aquests arxius permeten utilitzar definicions de constants i variables
que es poden modificar mitjanc¸ant para`metres d’entrada. A continuacio´ una breu llista
de les caracter´ıstiques rellevants per a aquest projecte:
• Processament d’a`udio: Windowing Functions, Fast-Fourier Transform (FFT),
filtering.
• Extraccio´ de features relacionades amb la parla (Low-level descriptors,
LLD): Signal Energy, Loudness, Pitch, Perceptual Linear Prediction (PLP), Linear
Predictive Coding (LPC), Mel-Frequency Cepstral Coefficients (MFCC).
• Funcions estad´ıstiques (Functionals): mitjanes, extrems, pics, Zero-crossings.
En aquest treball, s’han fet servir les funcions estad´ıstiques d’un fitxer de configuracio´
existent ComParE 2016 modificat per acceptar certs para`metres.
4.2.1 Linear Predictive Coding
LPC es basa en aproximar una mostra s[n] de veu en base a p combinacions lineals de
mostres anteriors s[n− 1], s[n− 2], ..., s[n−M ] me´s un senyal d’error e[n]:
s[n] =
M∑
i=1
ais[n− i]
on ai, i = 1, 2...M so´n els predictors, anomenats LPC coefficients. La clau del LPC e´s el
fet que podem trobar el senyal d’error e[n] aplicant un filtre invers sobre s[n], i, per tant,
podem aplicar el criteri dels quadrats mı´nims per minimitzar-la.
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4.2.2 Mel-Frequency Cepstral Coefficients
Els anomenats Mel-Frequency Cepstral Coefficients so´n features que s’extreuen d’a`udios
amb contingut de parla que serveixen per augmentar la informacio´ a l’hora d’entrenar
models que la reconeguin. Els MFCC, so´n molt populars per a tasques de processament
d’a`udio i deteccio´ de features.
Per computar els MFCC s’han de realitzar les segu¨ents tasques [35]:
• Separar els frames en grups (finestres).
• Obtenir el FFT del senyal per a una finestra per obtenir la descomposicio´ de les
frequ¨e`ncies del senyal.
• Mitjanc¸ant finestres triangulars sobreposades, obtenir les frequ¨e`ncies del pas anterior
i obtenir els valors de l’escala de Mel corresponents.
• Calcular els logaritmes a cadascun dels valors de Mel obtinguts.
• Calcular el Discrete Cosine Transform sobre el conjunt de logaritmes calculats al pas
anterior.
• Els MFCCs so´n les amplituds de l’espectre resultant.
4.2.3 Perceptual Linear Prediction Cepstral Coefficients
La PLP e´s molt similar als MFCC, pero` amb la difere`ncia principal que combina compo-
nents psicof´ısics de l’o¨ıda:
• Selectivitat espectral de la banda cr´ıtica: L’amplada de banda d’un soroll a
partir de la qual ja no augmenta l’efecte d’emmascarament.
• Corbes isofo`niques: Corbes que calculen la relacio´ entre la frequ¨e`ncia i el volum
percebut.
• Llei de l’energia de Stevens: Una proposicio´ de la relacio´ que hi ha entre la
magnitud d’un est´ımul f´ısic i la forc¸a o intensitat amb la qual es percep.
5 Machine Learning
Per tal d’entrenar els models utilitzats per a generar les animacions, es necessiten al-
gorismes d’aprenentatge. Per a aquesta fi, s’ha fet u´s de la GRT (Gesture Recognition
Toolkit), una llibreria de Machine Learning dissenyada espec´ıficament per a la deteccio´
de gesticulacions. Aquesta, conte´ diversos algorismes de classificacio´ que s’han fet servir
per generar els models. De tots els models generats, s’ha fet servir Matthew’s correlation
coefficient per seleccionar el millor, el qual do´na un valor entre -1 i +1 que indica la cor-
relacio´ entre les classificacions observades i les classificacions predites. -1 indica desacord
total, mentre que +1 indica prediccio´ perfecta.
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Aquest projecte permet als usuaris afegir v´ıdeos i caracter´ıstiques per tal de construir nous
models. Per aquesta rao´, e´s important que aquest sigui un proce´s automa`tic i pugui servir
per entrades potencialment diferents entre si.
5.1 Datasets
Per produir els models per defecte s’han emprat diverses fonts d’informacio´. Inicialment,
es van utilitzar v´ıdeos del dataset First Impressions [36]. Seguidament, es van fer servir
v´ıdeos de llarga duracio´ de la mateixa persona i diferents perfils (talks, normal, etc). A
l’hora de seleccionar-los s’ha tingut en compte que gesticulessin adequadament i que es
veiessin be´ de cintura cap a dalt. Aix´ı com la abse`ncia de me´s gent a la imatge i un punt
de vista estable al llarg del v´ıdeo (o fa`cilment editable). Per al model final s’han fet servir
extractes dels segu¨ents v´ıdeos:
• Why Sitting Down Destroys You - Roger Frampton- TEDxLeamingtonSpa [37].
• Intervencio´n de Albiol PP ante el Parlamento de Catalun˜a 10 Octubre 2017 [38].
5.2 Algorismes
Despre´s de realitzar diverses proves amb diferents algorismes i para`metres, s’ha descobert
que, en general, aquests algorismes trobaven els millors models.
5.2.1 KNN
Figura. 4: Distribucio´ de l’espai de classes utilitzant un valor de k=1. Cada color representa
una classe, per tant, cada punt te´ una classe diferent.
K nearest neighbours es un algorisme senzill de classificacio´. Consisteix en, donat un
sample s, trobar els K ve¨ıns me´s propers a s i classificar-lo amb la mateixa etiqueta.
17
D’aquesta forma, amb K = 1, es busca el sample me´s semblant a la mostra i retorna la
seva etiqueta. Per K > 1, es busquen els K elements me´s propers i es retorna l’etiqueta me´s
repetida. E´s, per tant, un lazy learner. En comptes de processar les dades d’entrenament,
simplement les guarda per comparar-les amb els samples d’entrada. Aixo` fa que sigui lent
a l’hora de fer prediccions, sobretot quan hi ha un training set gran.
Sabent aixo` hem de tenir en compte el segu¨ent:
• Si tenim un problema de classificacio´ binaria, haurem d’escollir una K senar per
evitar que hi hagi empats d’etiquetes.
• De la mateixa forma, haurem d’escollir preferiblement valors de K de forma que no
siguin mu´ltiples amb el nombre de classes.
• E´s lent per a training sets grans.
• E´s susceptible al soroll.
5.2.2 MinDist
Aquest algorisme, a difere`ncia del KNN, s´ı que apre`n a partir de les dades d’entrenament.
Accepta un para`metre M que especifica un nu´mero de clusters en els quals es classi-
fiquen les dades d’entrenament, basant-se en la dista`ncia euclidiana entre les mostres.
A l’introduir un sample d’entrada, nome´s cal calcular la dista`ncia als clu´sters i tornar
l’etiqueta del me´s proper.
Sabent aixo` hem de tenir en compte el segu¨ent:
• El resultat pot variar molt depenent del para`metre M que escollim, per tant e´s
important provar amb diferents valors.
• Hi han d’haver almenys tants clusters com classes.
• E´s me´s ra`pid que KNN.
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Part III
Disseny
Des de bon comenc¸ament, es va decidir implementar el projecte en forma de add-on per
Blender, un programa Open Source d’edicio´ 3D que disposa d’un inte`rpret de Python per
automatitzar tasques. Blender disposa d’una varietat molt amplia de eines que podem
aprofitar per desenvolupar aquest projecte i, a me´s, d’una bona documentacio´ i comunitat.
Es va decidir programar el projecte en Python no nome´s per la compatibilitat amb Blender,
sino´ per la seva flexibilitat. Com veurem me´s endavant, aixo` permetra` un disseny molt
extensible i fa`cil de programar.
Com que s’ha utilitzat GRT per generar els models, tambe´ s’ha desenvolupat una part del
projecte amb C++. Aixo` comporta un inconvenient i un avantatge. Per una banda, es
dificulta la portabilitat, e´s a dir, s’ha de generar un executable per cada plataforma. Pero`,
per l’altre, permet substituir la part de generacio´ de models intercanviant l’executable per
un altre que pugui interpretar l’entrada generada.
Ja que es preveia que la part d’entrenament i animacio´ seria molt explorato`ria, basada en
experimentar amb diferents parts del cos (cap, brac¸os), aspectes de l’animacio´ (posicio´,
orientacio´, velocitat, patrons de moviment), es va decidir posar me´s pes en desenvolupar
una plataforma que facilite´s aquesta feina en comptes de proporcionar una solucio´ r´ıgida.
D’aquesta forma, donem control a l’usuari perque` esculli amb quina informacio´ entrenar
el model i com interpretar-la, permetent utilitzar diferents configuracions per a diferents
projectes i aconseguint una major expressio´.
Per exemple, un usuari pot voler estudiar correlacions entre la velocitat angular del cap,
mesurada prenent com a refere`ncia el nas i el coll, en una finestra de 500 ms, amb car-
acter´ıstiques de l’a`udio. Me´s endavant li pot interessar detectar quan l’usuari desvia
notablement la mirada respecte la ca`mera, o es porta les mans al cap. En quant a la part
de s´ıntesi d’animacions plausibles, l’usuari pot desitjar introduir una animacio´ procedural
determinada, o carregar una animacio´ predefinida nome´s quan es prediuen determinades
accions o esdeveniments.
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6 Eines externes i estructura
Figura. 5: Estructura de l’add-on. Les fletxes indiquen ’crida a’.
L’estructura del projecte e´s simple: unes extensions de Blender que exposen la funcional-
itat dels scripts de Python que interactuen amb llibreries de tercers. A continuacio´ es
troba una breu descripcio´ de cada part:
• Blender Extensions : Una se`rie de classes que hereten de classes ba`siques de
Blender que serveixen per estendre la seva funcionalitat, com, per exemple, afegint
una nova finestra o una nova estructura de dades.
• Python : Scripts que s’encarreguen de transformar i moure les dades i executar les
diferents eines necessa`ries a cada pas.
• GRT: Executable preparat per generar models i prediccions fent servir la llibreria
GRT.
• FFMPEG: Software que permet editar i convertir fitxers d’a`udio i v´ıdeo. En aquest
cas s’utilitza per extreure l’a`udio dels v´ıdeos en un format concret.
• OpenPose : Software que permet extreure informacio´ en 2D sobre les postures de les
persones que surten a un v´ıdeo. S’utilitza a l’hora de generar les dades d’entrenament.
• openSMILE : Software que permet extreure una gran quantitat de features de
l’a`udio. S’utilitza tant com per generar les dades d’entrenament com per generar
l’input de les prediccions.
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7 Mo`duls
En aquest apartat es pot apreciar amb me´s detall l’estructura de la part de Python.
Figura. 6: Diagrama de mo`duls. La direccio´ de les fletxes significa ’Importat per ’. S’han ome`s
els mo`duls esta`ndard. S’ha afegit el mo`dul de Blender, bpy, en color gris clar. El quadre de
l´ınia discontinua (UI) agrupa els mo`duls de la interf´ıcie gra`fica.
Al diagrama anterior (6) podem veure una descripcio´ de la relacio´ entre els diferents mo`duls
implicats. A continuacio´ es troba una llista amb una breu descripcio´ de cada mo`dul:
• DataManager.py: Defineix la lo`gica principal del programa. Utilitza la resta de
mo`duls i eines per a dur a terme les tasques d’entrenar i predir. Per motius histo`rics,
ha conservat (tot i que no s’utilitza) un main i accepta para`metres d’entrada.
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• BlenderManager.py: Defineix alguns me`todes que s’utilitzen per importar les
dades dins de Blender
• config.py: Defineix les constants (paths, valors nume`rics, noms) que s’utilitzen al
programa i les funcions utilitzades per processar i generar les features d’entrenament.
Aquest mo`dul pot ser proporcionat per l’usuari i esta` dissenyat per tal que sigui fa`cil
la seva edicio´.
• animation config.py: Defineix les animacions que interpreten les prediccions del
model. Aquest mo`dul pot ser proporcionat per l’usuari i esta` dissenyat per tal que
sigui fa`cil la seva edicio´.
• training.py: Defineix les funcions principals que es fan servir per generar les dades
d’entrenament.
• csvfile.py: Un petit mo`dul amb utilitats per gestionar fitxers csv.
• wops.py: Conte´ me`todes per interactuar amb el sistema de fitxers. S’anomena
wops (Windows OPerationS )perque`, al principi, estava implementat amb coman-
des de Windows. Despre´s es va descobrir el mo`dul shutils i es va utilitzar per a
reimplementar el mo`dul, tot i que es van mantenir els noms.
• pose.py: Defineix estructures de dades per tractar les postures estretes dels v´ıdeos.
• geometry.py: Defineix classes per tractar punts i vectors.
• utils.py: Defineix altres funcions u´tils.
• bpy: Acce´s a l’estat i a les funcionalitats de Blender.
• UI:
– properties.py: Defineix les estructures de dades necessa`ries per mantenir l’estat
de l’add-on.
– operators.py: Defineix les accions que afegeix l’add-on. Aquests operadors so´n
l’enllac¸ entre Blender i el codi principal del projecte.
– panels.py: Defineix la interf´ıcie gra`fica exposant propietats i operadors.
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7.1 Diagrames de flux de dades
Per entendre millor el funcionament de l’add-on, aqu´ı es mostren dos diagrames de flux
de dades per a les funcionalitats principals: l’entrenament d’un model i la generacio´ d’una
animacio´.
7.1.1 Entrenament
En aquest diagrama de flux es mostra el proce´s d’entrenament.
Figura. 7: Diagrama de flux de dades de l’entrenament d’un model.
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7.1.2 Generacio´ d’animacio´
En aquest diagrama de flux es mostra la generacio´ d’animacio´.
Figura. 8: Diagrama de flux de dades de generacio´ de l’animacio´ utilitzant un a`udio i un model
d’entrada.
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7.2 Interf´ıcie
El add-on, en si mateix, registra dos menu´s, dins de Blender, ubicats dins el panell de
propietats d’objecte
7.2.1 Menu´ d’entrenament
Figura. 9: Panell d’entrenament
A continuacio´ es detalla l’u´s dels controls que apareixen a la imatge (9).
• Output model : Camı´ del fitxer on es guardara` el model generat.
• Taining videos folder : Camı´ a la carpeta on es troben els v´ıdeos d’entrenament.
• Configuration : Podem escollir entre la configuracio´ per defecte (default) o utilitzar
una creada per l’usuari (external).
• Training : El boto´ train genera el model utilitzant els v´ıdeos i configuracio´ especi-
ficats. I el boto´ training log permet veure informacio´ sobre el proce´s d’entrenament.
Un cop s’utilitza apareix el menu´ de la figura (10)
• Cleaning : En aquest apartat trobem botons per netejar els arxius temporals o la
informacio´ carregada.
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Figura. 10: Canvi a la interf´ıcie despre´s de l’entrenament
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7.2.2 Menu´ d’animacio´
Figura. 11: Menu´ d’animacio´
A continuacio´ es detalla l’u´s dels controls que apareixen a la imatge (11).
• Input model : Camı´ al model utilitzat per generar l’animacio´.
• Audio input file : camı´ al fitxer de a`udio que conte´ el discurs que es vol animar.
• Configuration : Podem escollir entre la configuracio´ per defecte (default) o utilitzar
una creada per l’usuari (external).
• Animation : El boto´ animate selected armature genera l’animacio´ a larmature se-
leccionat.
• Cleaning : El boto´ d’aquest apartat permet netejar l’animacio´ del model.
7.2.3 Fitxer addicional
Junt amb el add-on es distribueix un fitxer Blender (.blend) que conte´ un model amb
esquelet, animacions i dos layouts que faciliten el proce´s d’entrenament i animacio´.
7.2.4 Layout d’entrenament
El Layout d’entrenament es composa de les segu¨ents finestres:
• Video sequence editor : En aquest espai es pot veure la deteccio´ de postures
realitzada per OpenPose.
• Text editor : Aquest apartat resulta u´til per editar les configuracions.
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• Graph editor : Aqu´ı veurem els valors generats per cada window value i functional.
El qual resulta d’utilitat per depurar el fitxer de configuracio´ o explorar les dades
d’entrenament.
• Timeline : Permet desplac¸ar-se en el temps.
Figura. 12: Layout d’entrenament
7.2.5 Layout d’animacio´
El Layout d’animacio´ es composa de les segu¨ents finestres:
• 3D view : En aquest finestra podem veure l’animacio´ resultant.
• Text editor : Aquest apartat resulta u´til per editar les configuracions.
• NLA editor : En el qual es veuen les composicions de les animacions realitzades.
• Timeline : Permet desplac¸ar-se en el temps.
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Figura. 13: Layout d’animacio´
7.3 Configuracions per defecte
7.3.1 Configuracio´ d’entrenament
• Es poden definir els segu¨ents valors de configuracio´: La configuracio´ que utilitza el
openSMILE per extreure els features del a`udio.
• La mida i el step de les finestres per calcular les features que s’extreuen del OpenPose
i el openSMILE.
• Window values: Es defineix un diccionari que conte´ les funcions que calculen o
extreuen les features de la postura.
• Functional : Es calcula un altre diccionari que conte´ funcions per resumir les
definides en el diccionari anterior. Es defineix una llista de grups d’etiquetes (la-
bels). Sent els labels de cada grup mu´tuament excloents entre si. Es generara` un
model de cada grup.
7.3.2 Configuracio´ d’animacio´
Es defineix la interpretacio´ de la informacio´ que prediu el model. En altres paraules, es
transforma la classificacio´ en animacio´. Per convenie`ncia, el proce´s es realitza mitjanc¸ant
una llista d’animacions que s’apliquen una darrera de l’altre.
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Part IV
Planificacio´ temporal
8 Planificacio´
8.1 Fases del projecte
El projecte es va dividir en tres fases (inicial, interme`dia i final), en les quals es van dur
a terme les diferents parts que el componen. A la fase inicial, es va escriure un document
que defineix el projecte, a la interme`dia es va implementar el projecte tal com es va definir
al document i a la fase final es van recollir i presentar les conclusions. Cada fase es va
dividir en una se`rie de tasques concretes amb una certa duracio´ i uns certs requisits de
forma que van permetre establir un ordre de realitzacio´ sense conflictes.
8.1.1 Fase inicial: Define
A la fase inicial es va definir el projecte. Per fer-ho, es va comenc¸ar fent recerca sobre
el problema que es volia solucionar, les possibles solucions existents i l’estat de l’art rela-
cionat. Un cop recollit aquest material, es va proposar l’abast i els objectius de la solucio´
que es volia implementar. Tal com s’ha indicat en el cap´ıtol anterior, es va seguir una
estructura de milestones i tasques:
• Milestone 1A: Abast i contextualitzacio´ (19/09 - 26/09)
– Investigar el context del problema i els actors implicats (3h): A quin
camp pertany el problema? Qui se’n veuria beneficiat? Per que` e´s rellevant?
Quin e´s l’estat en l’actualitat?
– Investigar l’estat de l’art relacionat (15h): Existeixen solucions al prob-
lema? E´s convenient crear una solucio´ nova o reutilitzar altres ja creades? En
quin estat es troben els camps relacionats en l’actualitat? Quin so´n els avenc¸os
recents?
– Ana`lisi del problema i la solucio´ (2h): Per que` e´s un problema que s’ha
de solucionar? Definir en termes concrets el problema, separant les parts que
siguin independents. Definir la solucio´, el seu abast i els objectius que es volen
complir.
– Definir metodologia (2h): Investigar metodologies de treball i eines que per-
metin dur-les a terme. Decidir quina metodologia s’utilitzara` per a implementar
la solucio´.
• Milestone 2A: Planificacio´ (26/09 - 3/10)
– Definicio´ de les tasques a realitzar, alternatives i plans d’accio´ (5h): Lli-
stat i definicio´ de les tasques i milestones. Consideracio´ de possibles desviacions
i plans d’accio´ alternatius.
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– Recursos i requeriments (1h): Definir de quins recursos fara` falta disposar o
quins requisits fara` falta complir per a poder realitzar les tasques.
– Diagrama de Gantt (2h): Crear el diagrama de Gantt de les tasques definides,
juntament amb la seva estructura i requeriments.
• Milestone 3A: Gestio´ econo`mica i sostenibilitat (3/10 - 9/10)
– Investigar cost dels recursos necessaris (2h): Preu del hardware i software,
salaris i altres despeses.
– Calcul del cost total del projecte (2h): Utilitzar el cost dels recursos per
calcular el cost final del projecte.
– Viabilitat i sostenibilitat (4h): Considerar si el projecte e´s viable. Estudi de
sostenibilitat en els diversos aspectes (econo`mic, social i ambiental). Matriu de
sostenibilitat.
• Milestone 4A: Presentacio´ preliminar (9/10 - 16/10)
– Preparacio´ del contingut de la presentacio´ (2h)
– Gravacio´ de la presentacio´ (2h): Fer diversos assajos i comprovar que es
compleixen tots els requisits.
• Milestone 5A: Presentacio´ oral i document final (12/09 - 23/10)
– Document final (15h): Utilitzar el feedback de les entregues parcials per sin-
tetitzar el document final.
– Presentacio´ oral (3h): Crear material per a una presentacio´ oral.
8.1.2 Fase interme`dia: Establish
En aquesta fase s’investiguen i s’implementen els mecanismes necessaris per a solucionar
el problema, fent u´s de la metodologia, les tasques i les eines especificades a la fase inicial:
• Milestone 1B: Exploracio´ i ana`lisi de dades (19/09 - 23/10)
– Instal·lacio´ i proves de les llibreries a utilitzar (6h): Llegir la docu-
mentacio´, descarregar i instal·lar les llibreries, executar proves, entendre les
opcions, l’entrada i la sortida.
– Crear eines temporals d’exploracio´ (12h): Scripts i programes destinats a
visualitzar o explorar les dades.
– Investigar algorismes i estructures de dades (12h): Quins algorismes po-
dem fer servir per analitzar les dades? Quines estructures necessitem per fer
servir aquests algorismes?
– Proves de concepte (16h): Implementacions ba`siques a manera d’exemple per
comprovar que es poden obtenir resultats satisfactoris a partir dels mecanismes
escollits.
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• Milestone 2B: Machine Learning (23/10 - 30/10)
– Escollir i recopilar dades d’entrenament (4h): Fer servir els mitjans neces-
saris per cercar i recopilar la informacio´ necessa`ria per a l’entrenament, ja sigui
descarregant arxius, creant scripts, etc.
– Generar el model (4h): Fent servir els algoritmes escollits, generar un model
entrenant un sistema d’aprenentatge automa`tic.
• Milestone 3B: Disseny (30/10 - 6/11)
– Definir requisits del sistema (2h): Programes i llibreries necessa`ries.
– Definir casos d’u´s (4h): Definir com s’ha d’utilitzar el sistema.
– Disseny del sistema (12h): Definir totes les parts del sistema i les seves
interaccions mitjanc¸ant descripcions i diagrames.
8.1.3 Fase final: Execute
Per acabar, es recopilen els resultats i es preparen el document final i una presentacio´ oral
per tal d’exposar les conclusions del projecte.
• Milestone 1C: Implementacio´ (6/11 - 6/12)
– Implementacio´ (62h): Fer u´s del disseny proposat per crear el sistema definitiu.
– Validacio´ (8h): Comprovar que el resultat obtingut compleix amb els objectius
proposats satisfacto`riament.
• Milestone 2C: Extensio´ (Opcional) (6/12 - 16/12)
– Avaluacio´ de possibles millores (10h): Analitzar els resultats i proposar
formes de millorar-los.
– Disseny i implementacio´ de millores (iterativament) (10h): Dissenyar
i implementar de forma iterativa modificacions que puguin millorar el resultat
obtingut.
• Milestone 3C: Conclusions i resultats (10/12 - 10/01)
– Document final (16h): Incloure decisions preses i altres aspectes te`cnics sobre
la implementacio´.
– Presentacio´ oral (8h): Crear material per a una presentacio´ oral incloent
decisions, resultats i conclusions.
8.1.4 Seguiment (SE)
Paral·lelament a la realitzacio´ del projecte, es fara` un seguiment setmanal amb el director.
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8.2 Pla d’accio´
8.2.1 Paral·lelisme de les tasques
Tot i que moltes de les tasques es podrien haver paral·lelitzat i fer-se alhora, el projecte
havia de ser realitzar per una u´nica persona. Per aixo`, nome´s s’hi van paral·lelitzar aquelles
tasques que s’havien de fer alhora de forma estricta, establint unes depende`ncies artificials
a les altres tasques per definir un ordre de compliment.
8.2.2 Possibles desviacions
Existeixen una se`rie de possibilitats que podrien provocar canvis a les previsions de temps
necessari per a completar les tasques. De donar-se algun d’aquests casos es poden prendre
diferents decisions per a assegurar que el projecte finalitza dins del temps estipulat.
• Problemes amb eines existents: Aquest projecte e´s molt susceptible a aquest
tipus de circumsta`ncia, ja que s’hi utilitzaran moltes eines ja existents diferents. Si
es done´s aquest cas, podem:
– Preguntar a la comunitat i mentrestant, avanc¸ar la configuracio´ d’una altra eina
o posar la tasca en pausa i continuar amb un altre (ja que moltes tasques so´n
paral·lelitzables).
– Considerar una eina alternativa.
– Dedicar me´s temps a aquesta tasca i reduir temps d’altres tasques d’expansio´ o
complementaries.
• Problemes amb els algorismes: Existeix una gran component d’investigacio´ i de
prova i error. E´s dif´ıcil saber si un me`tode funcionara` correctament per aquest prob-
lema abans de provar-lo. Per aixo`, la tasca de trobar els algorismes i les estructures
adients podria allargar-se fa`cilment. En aquest cas podem:
– Dedicar me´s temps a aquesta tasca i reduir temps d’altres tasques d’expansio´ o
complementaries.
– Seguir endavant amb el millor me`tode aconseguit, encara que no sigui un resultat
del tot acceptable. Intentar millorar un cop el projecte estigui me´s avanc¸at per
reduir el risc d’estancar-se.
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8.3 Recursos humans
Per a realitzar aquestes tasques es necessitaran els segu¨ents recursos humans:
• Project manager : Gestio´ del projecte i planificacio´.
• Computer scientist : Persona amb coneixements sobre Computer Science.
• Software Engineer : Persona amb capacitat de dissenyar i especificar sistemes de
software.
• Programmer : Persona amb capacitat d’implementar sistemes de software a partir
d’una especificacio´.
• User : Persona amb coneixements sobre les necessitats dels usuaris potencials finals.
• Director : Ajudara` a guiar el projecte donant consell i avaluant la gestio´ i el desen-
volupament.
Com que aquest projecte el realitza una u´nica persona, ella mateixa haura` d’adoptar els
diferents rols segons la tasca en la qual treballi, a excepcio´ del rol de Director.
8.4 Diagrama de Gantt
El segu¨ent diagrama s’ha realitzat amb l’eina Microsoft Project Professional 2016.
Els colors indiquen diferents nivells de risc. De menys a me´s risc: blau, taronja i vermell.
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Id Nombre de tarea Trabajo Duración
1 Fase inicial 58,6 horas 23,63 días?
2 1A: Abast i contextualització 13,6 horas 4,5 días?
3 Investigar el context del problema i
els actors implicats
3 horas 0,47 días?
4 Investigar l'estat de l'art relacionat 6,6 horas 3 días
5 Anàlisi del problema i la solució 2 horas 0,31 días
6 Definir metodologia 2 horas 0,31 días
7 2A: Planificació 16 horas 5 días
8 Definició de les tasques a realitzar, 
alternatives i plans d'acció
5 horas 1,03 días
9 Recursos i requeriments 1 hora 0,16 días
10 Diagrama de Gantt 10 horas 1,84 días
11 3A: Gestió econòmica i sostenibilitat 8,6 horas 9,78 días
12 Investigar cost dels recursos 
necessaris
2,2 horas 1,66 días
13 Càlcul del cost total del projecte 2 horas 0,75 días
14 Viabilitat i sostenibilitat 4,4 horas 1,94 días
15 4A: Presentació preliminar 2,4 horas 3,81 días
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Id Nombre de tarea Trabajo Duración
16 Preparació del contingut de la 
presentació
0,4 horas 1 día
17 Gravació de la presentació 2 horas 0,31 días
18 5A: Presentació oral i document final 18 horas 23,63 días
19 Document final: CS 6 horas 5 días
20 Document final: PM 10 horas 9,13 días
21 Presentació oral 2 horas 1,25 días
22 Fase intermèdia 162 horas 45,25 días
23 1B: Exploració i anàlisi de dades 46 horas 13,63 días
24 Instalació i proves de les llibreries a
utilitzar
6 horas 0,75 días
25 Crear eines temporals d'exploració 12 horas 1,5 días
26 Investigar algorismes i estructures 
de dades
12 horas 1,5 días
27 Proves de concepte 16 horas 2 días
28 2B: Machine Learning 8 horas 3,38 días
29 Escollir i recopilar dades 
d'entrenament
4 horas 0,5 días
30 Generar el model 4 horas 0,5 días
Project Manager[80%]
Project Manager[80%]
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Id Nombre de tarea Trabajo Duración
31 3B: Disseny 18 horas 5 días
32 Definir requisits del sistema 2 horas 0,25 días
33 Definir casos d'ús 4 horas 0,5 días
34 Disseny del sistema 12 horas 1,5 días
35 4B: Implementació 70 horas 19,63 días
36 Implementació 62 horas 7,75 días
37 Validació 8 horas 1 día
38 5B: Extensió (Opcional) 20 horas 3,63 días
39 Avaluació de possibles millores 10 horas 1,25 días
40 Disseny i implementació de 
millores
10 horas 1,25 días
41 Fase final 24 horas 8 días
42 1C: Conclusions i resultats 24 horas 8 días
43 Document final 16 horas 2 días
44 Presentació oral 8 horas 1 día
28/11
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Software  Engineer
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Programmer
Programmer
03/01
Software  Engineer
Programmer
10/01
Project Manager
Project Manager
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8.3 Recursos humans
Per a realitzar aquestes tasques es necessitaran els segu¨ents recursos humans:
• Project manager : Gestio´ del projecte i planificacio´.
• Computer scientist : Persona amb coneixements sobre Computer Science.
• Software Engineer : Persona amb capacitat de dissenyar i especificar sistemes de
software.
• Programmer : Persona amb capacitat d’implementar sistemes de software a partir
d’una especificacio´.
• User : Persona amb coneixements sobre les necessitats dels usuaris potencials finals.
• Director : Ajudara` a guiar el projecte donant consell i avaluant la gestio´ i el desen-
volupament.
Com que aquest projecte el realitza una u´nica persona, ella mateixa haura` d’adoptar els
diferents rols segons la tasca en la qual treballi, a excepcio´ del rol de Director.
8.4 Diagrama de Gantt
El segu¨ent diagrama s’ha realitzat amb l’eina Microsoft Project Professional 2016.
Els colors indiquen diferents nivells de risc. De menys a me´s risc: blau, taronja i vermell.
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8.5 Matriu d’assignacio´ de responsabilitats
S’ha constru¨ıt una matriu per descriure les responsabilitats de cada rol a les diferents parts
del projecte.
Les lletres segu¨ents representen el nivell de responsabilitat:
• R: Responsable. Ha de gestionar la tasca i garantir la seva realitzacio´ dins dels
para`metres establerts.
• E: Executor. Ha de realitzar la tasca tal com ha estat definida. Aporta les habilitats
i l’esforc¸.
• S: Suport. Ajuda a la realitzacio´ de la tasca d’alguna forma, sigui activament o
mitjanc¸ant consell.
Project Manager Computer Scientist Software Engineer Programmer User Director
1A R,E S
2A R,E
3A R,E
4A R,E
1B R,E S
2B R,E S
3B R,E S S
1C R,E S S
2C R E S S
3C R,E S
SE E R,E
Taula. 1: Responsabilitat de cada rol per a cada milestone
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Part V
Gestio´ econo`mica i sostenibilitat
9 Identificacio´ dels costos
En aquesta seccio´ es detallen els costos que tenen els recursos necessaris per dur a terme
el projecte descrit a les entregues anteriors.
9.1 Costos Directes
9.1.1 Recursos humans
Aquestes so´n les estimacions dels salaris de cada un dels rols involucrats en el desenvolu-
pament, descrits a l’entrega anterior. S’han ome`s els costos dels rols d’usuari i director
pel seu paper de suport. Els costos s’han estimat fent servir la pa`gina PayScale.
Rol Salari
Project Manager (PM) 38,62e
Software Engineer (SE) 28,73e
Computer Scientist (CS) 25,30e
Programmer (Pr) 17e
Taula. 2: Cost dels recursos humans
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Total recursos humans
2714, 30e+ 1883, 34e+ 2362, 05e+ 463, 20e = 7422, 89e
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9.1.2 Hardware
Per realitzar aquest projecte s’utilitzaran una se`rie d’equips personals adquirits pre`viament.
A causa de l’u´s que se li donara`, es consumira` part del seu temps de vida. Per tant afegirem
al cost total el cost del temps de vida que es consumira` realitzant el projecte. Consid-
erem el hardware com a cost directe perque` s’utilitzara` aquest equip espec´ıficament per
a la realitzacio´ del projecte, i a cap altra tasca durant la jornada laboral. Per calcu-
lar l’amortitzacio´, calculem el cost per hora del hardware i ho multipliquem pel nu´mero
d’hores que es dedicaran al projecte:
Preu
anys utils ∗ 251 ∗ 8 ∗ hores projecte ∗ unitats
Hi ha 251 dies laborals en un any i considerem jornades de 8 hores. En total es treballaran
266 hores. En aquest cas, les unitats e´s la fraccio´ del temps en la que sera` utilitzat.
Hardware Preu Unitats Vida u´til Amortitzacio´
PC 1200,00e 70% 5 anys 22,25e
Porta`til 500,00e 30% 5 anys 3,97e
Perife`rics 200,00e 1 5 anys 5,3e
Total 31,52e
Taula. 3: Total Costos Hardware
9.1.3 Software
Tot i que a la realitzacio´ del projecte s’utilitza software comercial, s’utilitzen llice`ncies
proporcionades per la UPC i, per tant, no repercuteixen en el cost del projecte.
9.1.4 Total Costos Directes
Import
Recursos Humans 7422,89e
Hardware 29,08e
Software 0e
TOTAL 7451,97e
Taula. 4: Total Costos Directes
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9.2 Costos Indirectes
9.2.1 Consum Ele`ctric
L’equipament i les instal·lacions fetes servir per a realitzar el projecte tenen un consum
ele`ctric. Cal especificar que l’ordinador i els perife`rics consumeixen al voltant de 300W.
Amb un preu de 0.133e/kWh, l’energia ele`ctrica consumida a la realitzacio´ del projecte
tindra` un cost de
0.133e/kWh ∗ 0.3kW ∗ 266h = 10, 61e
9.2.2 Quota Internet
L’u´s d’Internet e´s essencial en aquest projecte, ja sigui per descarregar eines com per fer
recerca d’informacio´ i dades. En aquest cas la quota d’Internet e´s de 30eal mes, i un mes
te´ al voltant de 720 hores. Per tant el preu per hora e´s de 30/720 = 0.041. En total, el
cost de l’Internet per realitzar el projecte e´s de
0.041e/h ∗ 266h = 10, 91e
9.2.3 Total Costos Indirectes
Import
Consum ele`ctric 10,61e
Quota Internet 10,91e
TOTAL 21,52e
Taula. 5: Total Costos Indirectes
9.3 Cost dels riscos
A l’entrega anterior es van detallar els possibles riscos que es preveien per a aquest projecte.
En cas de passar alguna d’aquestes complicacions, provocaria que s’haguessin d’usar me´s
recursos dels previstos. Per aixo`, afegim al cost del projecte un marge de risc de forma
preventiva.
Import
Problemes amb les eines 10%
Problemes amb els algorismes 15%
TOTAL 25%
Taula. 6: Total Costos Riscos
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9.4 Cost total del projecte
Per u´ltim, calculem el cost total del projecte fent u´s de tots els costos identificats, afegint
una continge`ncia i el cost dels riscos.
Import
Total Cost Directe 7451,97e
Total Cost Indirecte 21,52e
CD+CI 7473,49e
Continge`ncia (15%) 1121,02e
CD+CI+Continge`ncia 8647,98e
Total Riscos 2162e
TOTAL 10809,98e
10 Control de gestio´
Com que hem previst que el projecte podria desviar-se de la planificacio´ establerta si
succe¨ıssin algun dels riscos descrits, cal determinar uns mecanismes per tal de calcular
el desviament. Amb aquest desviament podem saber si la gestio´ del projecte esta` sent
adequada i valorar possibles modificacions o preveure situacions en projectes futurs.
Per calcular aquest desviament podem calcular la difere`ncia entre la quantitat d’hores que
s’han trigat a concloure una tasca i la quantitat que havia estat planejada. D’aquesta
forma tambe´ podem calcular la desviacio´ del pressupost, calculant el cost real i l’estimat.
Per calcular el desviament en un moment donat farem un informe indicant el segu¨ent:
• Ca`lcul desviacions:
– Desviament de ma` d’obra en cost = (cost estimat - cost real) * hores reals
– Desviament de ma` d’obra en consum = (consum d’hores estimat - consum
d’hores reals) * cost real
– Desviament total en ma` d’obra = cost total estimat de ma` d’obra - cost total
real de ma` d’obra
– Desviament total de cost = cost total - cost real
• Avaluacio´:
– S’ha produ¨ıt alguna desviacio´ rellevant?
– On s’ha produ¨ıt la desviacio´?
– Per que` s’ha produ¨ıt la desviacio´?
– Quanta desviacio´ hi ha?
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11 Ana`lisi de sostenibilitat
En aquest apartat s’estudia la sostenibilitat del projecte. Per fer-ho, s’analitzara` l’efecte
que te´ a l’economia, a la societat i al medi ambient contestant una se`rie de preguntes i s’hi
calculara` una puntuacio´ orientativa. Finalment es calculara` la matriu de sostenibilitat per
obtenir una puntuacio´ general de la sostenibilitat del projecte.
11.1 Econo`mica
Com que aquest e´s un projecte de concepte me´s que un producte, no s’ha realitzat un estudi
de mercat per tal d’avaluar els possibles usuaris, les seves despeses, les seves necessitats,
etc. Per aquesta rao´ no podem justificar si el programa seria viable econo`micament o no.
Aix´ı i tot, si assumim que l’aplicacio´ acaba obtenint bons resultats, probablement ho seria,
ja que:
• Al ser un programa, l’escalabilitat e´s infinita. Podem distribuir tantes co`pies o
llice`ncies com calgui sense cost afegit.
• Existeixen milers d’empreses i professionals dedicats a la produccio´ de contingut 3D.
Si l’aplicacio´ funciona, fins i tot amb tarifes molt assequibles, es recuperaria el cost
del projecte molt ra`pidament.
• No existeix una compete`ncia clara. No hi ha altres aplicacions similars.
Pel que fa a l’estimacio´ dels recursos i el temps necessari podria ser redu¨ıt si fos dut a
terme per una persona amb me´s experie`ncia en aquest camp, pero` probablement tambe´
seria me´s costo´s. A me´s, com que reutilitzem eines existents per a tots els processos on
existeix alguna, sabem que els recursos so´n utilitzats de forma efectiva i no redundant.
S’ha de notar que existeixen riscos que podrien endarrerir el projecte i que no podem
assegurar que el resultat sigui satisfactori, cosa que podria resultar en la pe`rdua de la
inversio´.
11.2 Social
A Espanya existeixen moltes empreses de produccio´ de CGI i videojocs. En concret,
Barcelona, ciutat on es desenvolupa el projecte, e´s una de les localitzacions on me´s densitat
d’aquest tipus d’empresa es pot trobar. La realitzacio´ d’aquest projecte podria ajudar a les
empreses me´s petites a ser me´s competitives, permetent la generacio´ de contingut utilitzant
menys recursos i efectivament reduint la desigualtat entre empreses. Existeix el perill, pero`,
que altres empreses me´s grans vegin oportu´ prescindir de personal a causa de l’estalvi de
recursos que podria generar. Cal notar que els llocs de feina perduts possiblement serien
de cara`cter me´s meca`nic i de menys qualitat (per exemple interpoladors).
Un altre aspecte a considerar, e´s que si l’aplicacio´ esdeve´ en un increment de la produccio´
de contingut 3D, podria donar-se un escenari al qual les empreses prioritzen la quanti-
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tat sobre la qualitat i els consumidors d’aquest tipus de cultura podrien veure’s afectats
negativament.
A part d’empreses privades, aquesta aplicacio´ podria tenir un impacte en sectors pu´blics,
com ara museus o altres llocs tur´ıstics que podrien utilitzar assistents virtuals per oferir
assiste`ncia o guia. D’aquesta forma la societat podria veure’s beneficiada.
A me´s, amb la realitzacio´ d’aquest projecte es prete´n guanyar experie`ncia i aprendre me´s
sobre els camps de la intel·lige`ncia artificial i la generacio´ d’imatges per ordinador.
En tot cas, aquest projecte hauria de ser una eina que permeti als usuaris generar contingut
que no podrien generar d’un altre forma, o ajudant a fer que dediquin el temps a les tasques
me´s creatives i interessants.
11.3 Mediambiental
L’impacte mediambiental del projecte e´s negligible, ja que l’u´nic impacte esdeve´ de l’energia
consumida per l’equip utilitzat per realitzar-lo o l’equip que executi l’aplicacio´ un cop
acabada. En els dos casos, els equips estarien realitzant moltes altres tasques al mateix
temps, diluint la contribucio´ d’aquesta aplicacio´ en concret.
Potencialment, amb aquest programa es podria reduir el temps de crear productes audio-
visuals. Com que la quantitat de productes que es realitzen e´s molt gran, es podria reduir
en gran quantitat els recursos totals utilitzats (consum ele`ctric, amortitzacio´ d’equip).
Aixo` provocaria un impacte positiu en el medi ambient. Probablement, pero`, el que pas-
saria realment e´s que s’incrementi la produccio´ en general de forma que amb els mateixos
recursos es generi me´s contingut.
La vida u´til del programa depe`n dels avenc¸os que es produeixin en els camps relacionats,
que podrien provocar la seva obsolesce`ncia.
En resum, aquest projecte te´ potencial per provocar un impacte positiu al medi ambient,
pero` depe`n dels usuaris i del consum dels productes generats utilitzant aquesta eina.
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11.4 Matriu de sostenibilitat
Tenint en compte l’ana`lisi realitzat obtenim la segu¨ent matriu de sostenibilitat.
PPP Vida Util Riscos
Consum: Petjada ecolo`gica Riscos ambientals
Ambiental
9/10 19/20 0/-20
Factura Plan de viabilitat Riscos econo`mics
Econo`mica
8/10 14/20 -10/-20
Impacte personal Impacte social Riscos socials
Social
9/10 15/20 -6/-20
26/30 48/60 -16/-60
Rang
58
Taula. 7: Matriu de sostenibilitat
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Part VI
Execucio´ del projecte
12 Canvis i Dificultats
12.1 Canvis a la gestio´
En comenc¸ar a treballar en el projecte, es va veure que, tenint el diagrama de Gantt,
el seguiment amb Kanban era redundant i tedio´s, ja que s’havien de crear les tasques,
ordenar-les i intentar mantenir la consiste`ncia amb el diagrama de Gantt. Per aquesta
rao´, es va continuar nome´s amb la planificacio´ gestionada al Microsoft Project.
12.2 Dificultats
12.2.1 Seleccio´ d’esquelet d’intere`s
OpenPose retorna, per cada frame, una se`rie de punts que indiquen les posicions de cada
part del cos de totes les persones a la imatge. Com que ho analitza per cada frame de
forma independent, a un frame concret poden apare`ixer o desapare`ixer esquelets extres,
o canviar l’ordre dels que hi havia al frame anterior. Tot i que el dataset utilitzat esta`
format per v´ıdeos on nome´s apareix una persona, hi ha hagut situacions on es detectaven
esquelets extra. Aquest problema s’ha solucionat calculant l’a`rea dels bounding box dels
esquelets que apareixen a un frame i guardant la informacio´ de l’esquelet me´s gran. A
part d’aixo`, OpenPose assigna un score que representa la confianc¸a que la posicio´ d’aquella
part e´s correcte. D’aquesta forma, en el ca`lcul del bounding box nome´s es tenen en compte
aquelles parts que superen un cert llindar de score. Aixo` permet filtrar possibles esquelets
grans que es puguin trobar al fons de la imatge per equivocacio´.
12.2.2 Associacio´ de finestres de diferents features
Inicialment, en calcular les features sobre les postures dels esquelets, es feien servir finestres
delimitades per un cert nu´mero de frames. Aixo`, pero`, va convertir-se en un problema, ja
que els v´ıdeos d’entrenament tenien framerates diferents, provocant canvis a la duracio´ de
les finestres. La solucio´ va consistir a utilitzar finestres definides per durada en temps (ms).
Aquest canvi va introduir bastant complexitat, ja que per generar els fitxers d’entrenament,
s’han d’associar els valors les finestres de diferent mida dels features de l’a`udio amb els
features de les postures que succeeixen al mateix moment.
12.2.3 Exploracio´ inicial
Inicialment, es va fer un codi ba`sic per fer proves de concepte. Aquest codi, pero`, va
resultar limitant, ra`pidament, i no es va poder arribar a realitzar el proce´s complet. Per
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aquesta rao´, es va decidir comenc¸ar de nou amb una arquitectura me´s flexible en ment,
suposant que al final es produirien resultats acceptables.
12.2.4 Problemes amb llibreries
Inicialment, la intencio´ era construir tant models de classificacio´ com de regressio´, pero`
quan el projecte ja es trobava en un estat avanc¸at, va haver-hi problemes per dur a terme
l’entrenament de regressio´. La llibreria de GRT donava un error en un cert punt de
l’execucio´ per a qualsevol cas. Es va decidir buscar una alternativa, pero` entre que ja
era tard i la investigacio´ de la nova opcio´ requeria temps, va quedar fora de les possibil-
itats del projecte. Un altre problema va apare`ixer a l’intentar modificar la mida de les
finestres dels functionals a openSMILE. Despre´s de fer va`ries proves, es va descobrir que
les finestres no responien a canvis continus de la mida, sino´ que nome´s canviaven cada 300
ms, aproximadament. A me´s, per alguna rao´, en fer me´s gran la finestra es retornaven
molts valors inva`lids.
12.2.5 Problemes amb Blender
Al programar un add-on per Blender, existeixen tota una se`rie de factors que poden ar-
ribar a ser forc¸a problema`tics de no ser tinguts en consideracio´. S’ha de vigilar a quins
paths busca Blender els mo`duls, i quin e´s el current working directory, ja que els resultats
poden ser diferents dels esperats. A me´s, intentar separar els mo`duls de Python en pack-
ages (carpetes), sumat a la dificultat d’haver de registrar les noves classes de Blender, va
resultar molt complicat. Al final, es va decidir no fer la separacio´ per packages per motius
pragma`tics.
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12.3 Canvis a la planificacio´
La planificacio´ va patir un canvi substancial, degut a un retra`s important, a la meitat del
projecte. Es va reestructurar l’ordre de les tasques i es va allargar el projecte. Com que a
la planificacio´ inicial es tenien en compte aquests riscos, el cost final del projecte no es veu
afectat. Tot i aixo`, com que el temps disponible es troba limitat per la data d’entrega i no
es poden augmentar els recursos humans disponibles, es van haver de retallar els objectius
finals.
12.4 Reestructuracio´ de les tasques
Figura. 14: Informacio´ de les tasques despre´s de la reestructuracio´
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Figura. 15: Zona afectada del Diagrama de Gantt despre´s de la reestructuracio´
Com podem veure a les imatges (14, 15), les proves de concepte van iniciar una se`rie de
retards dins del projecte que van obligar a prendre mesures. Aquest retard va ser degut al
fet que les proves de concepte creixien ra`pidament i sense una escalabilitat correcta. Es va
decidir comenc¸ar el disseny abans d’hora al mateix temps que es feien les proves. Al final,
pero`, es va decidir prescindir de les proves i comenc¸ar a generar el model i implementar
el programa al mateix temps, ja que era dif´ıcil preveure les necessitats del disseny i del
model. D’aquesta forma es va comenc¸ar una implementacio´ iterativa d’estil a`gil, a la qual
es dissenya i implementa el programa d’acord amb les necessitats del moment. Tambe´
es va aprofitar per anar documentant alguns dels problemes, algorismes i altres punts
rellevants.
A la imatge (15), veiem l’estat en el qual es trobava el projecte el dia 12/12, moment en
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el qual es va treballar en la reestructuracio´.
13 Desviacio´
13.1 Informe de desviacio´
• Ca`lcul desviacions:
– Desviament de ma` d’obra en cost = (cost estimat - cost real) * hores reals = 0
e
– Desviament de ma` d’obra en consum = (consum d’hores estimat - consum
d’hores reals) * cost real
Rol Salari D. Hores D. Cost
Project Manager (PM) 38,62e 0 h 0e
Software Engineer (SE) 28,73e 6 h 172,38e
Computer Scientist (CS) 25,30e 85 h 2150,30e
Programmer (Pr) 17e 42 h 714e
Total 133 h 2322,88e
– Desviament total de cost = Desviament total en ma` d’obra = cost total estimat
de ma` d’obra - cost total real de ma` d’obra = 2322,88e
• Avaluacio´:
– S’ha produ¨ıt alguna desviacio´ rellevant?
S´ı, el projecte ha crescut en una quantitat d’hores considerable.
– On s’ha produ¨ıt la desviacio´?
Principalment, s’ha produ¨ıt a les tasques 1B (Proves de concepte), 2B (Generar
el model) i 1C (Implementacio´). Aquestes tasques ja havien estat considerades
d’alt risc.
– Per que` s’ha produ¨ıt la desviacio´?
Hi han hagut problemes relacionats amb els riscos previstos a la planificacio´.
Principalment problemes per entendre l’u´s de les eines i correccio´ d’errors.
– Quanta desviacio´ hi ha?
Hi ha un increment de 133 hores i 2322,88 e. Aixo` representa un increment del
50% en hores i del 31% en cost (sense continge`ncia ni riscos).
14 Cost de la desviacio´ i cost final
La desviacio´ te´ un cost total de 2322,88 e, pero` gra`cies a la previsio´ de riscos i al marge
de continge`ncia, el projecte no ha sortit del pressupost (10809,98).
Marge = Pressupost− Cost final = 10809, 98e− (7473, 49e+ 2322, 88e) = 1013, 61e
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Part VII
Conclusio´
15 Resultats
En aquest projecte hem aconseguit una eina fa`cil d’utilitzar pels artistes i fa`cil d’entrenar
pels programadors o data analysts. En aquest apartat veurem els casos d’us principals,
on es demostra la facilitat d’us del programa. Veurem com e´s el proce´s d’entrenament i
d’animacio´. I a cada pas, veurem la informacio´ (output) que ofereix el programa.
15.1 Proce´s d’entrenament
Per entrenar el model necessitem saber les features amb les que es vol entrenar, que aixo`
o podem obtenir amb el fitxer de configuracio´ per defecte, o fer-ne una de pro`pia. Tambe´
es necessiten els v´ıdeos d’entrenament.
Per modificar la configuracio´ pro`pia, cal afegir el segu¨ent: una forma de capturar la
informacio´ d’intere`s i una forma de classificar-la. Aixo` ho aconseguim modificant els
windows values, els functionals i els labels groups. Per exemple, suposant que volem
aconseguir informacio´ sobre el moviment del cap, haur´ıem d’afegir dins de window values
una funcio´ com la de la figura (16):
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Figura. 16: Funcio´ headAngularVelocity extreta del fitxer de configuracio´ per defecte
Les funcions que calculen window values reben un conjunt de keypoints (informacio´ d’una
postura a un frame) i han de retornar un valor. Per programar aquestes funcions podem
fer u´s del package pose.py que conte´ definicions de l’esquelet utilitzat per emmagatzemar
la informacio´ de les postures i el package geometry.py, que conte´ classes de punts i vectors.
Les funcions que calculen functionals reben una llista de valors que han de resumir. Els
me`todes del package statistics haurien de ser suficients per la majoria de casos. Aquests
functionals s’aplicara`n per tots els window values definits. Per classificar les diferents
seccions del v´ıdeo, hem de definir grups de labels. Cada seccio´ es classificara` en un label
per cada grup. A efectes pra`ctics, es generara` un model de cadascun d’aquests grups
(Figura 17).
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Figura. 17: Contingut de LABEL GROUPS del fitxer de configuracio´ per defecte
D’aquesta forma podem classificar, per exemple, diferents parts del cos de forma indepen-
dent. Per a cada label de cada grup, definim una expressio´ booleana que ens indica si
aquella seccio´ pertany a aquella classe. Aquestes expressions booleanes reben tant tots els
window values (de la finestra avaluada) com els functionals (resum de tot el conjunt de
finestres).
Un cop definit el nostre fitxer de configuracio´, disposem de eines per avaluar el seu com-
portament amb els v´ıdeos d’entrenament. A la segu¨ents imatges (Figures 18,19) podem
veure els valors dels windows values i els functionals per a un dels v´ıdeos.
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Figura. 18: Resultat de aplicar la configuracio´ per defecte a un v´ıdeo d’entrenament. Podem
veure els diferents valors calculats.
Figura. 19: Classificacio´ de les seccions del v´ıdeo. Podem veure com en les seccions on hi han
pics de headAngularVelocity, tambe´ s’ha assignat el label corresponent.
15.2 Proce´s d’animacio´
Un cop tenim un model generat, podem comenc¸ar a animar avatars utilitzant discursos en
format d’a`udio. Com anteriorment, podem fer servir el fitxer de configuracio´ per defecte o
fer-ne un de propi. En aquest cas hem de definir com s’interpretara` la informacio´ generada
pel model. Hem de definir una funcio´ (o me´s) rebent la informacio´ dels labels, s’encarregui
d’animar el avatar. En aquest cas podem fer u´s de les funcions getLabelIntervals i inser-
tActions definides al package BlenderManager per facilitar aquesta feina.
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Figura. 20: A la imatge podem veure com s’inserixen animacions en relacio´ als labels generats
D’aquesta forma, es genera una combinacio´ de animacions que es corresponen amb l’a`udio
(Figura 21). Com podem veure a la imatge segu¨ent:
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Figura. 21: A la imatge podem veure la composicio´ d’animacions aconseguida
16 Conclusio´
A mesura que ha anat avanc¸ant el projecte, els objectius han anat evolucionant a causa
dels problemes i necessitats sorgits. En comptes d’intentar obtenir una solucio´ u´nica com
s’havia proposat al principi, s’ha buscat aconseguir una plataforma que permeti arribar a
diferents solucions de forma fa`cil. Per tant, a l’hora d’avaluar l’e`xit del projecte haur´ıem
de reformular lleugerament els objectius.
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16.1 Objectius finals
• Aconseguir extreure informacio´ dels v´ıdeos d’entrenament en forma de
postures humanes, animacions, velocitats, etc.: Totalment realitzat. Per de-
fecte s’extreu informacio´ de velocitats de moviment, es calculen estad´ıstics i s’assignen
etiquetes per classificar els diferents esdeveniments. A me´s, tots aquests ca`lculs so´n
fa`cilment extensibles per l’usuari final.
• Aconseguir crear un model que predigui la informacio´ necessa`ria per mod-
ificar posicions i velocitats per a algunes parts de l’esquelet a una animacio´
existent: Realitzat. Automa`ticament es generen diversos models que poden ajustar-
se a diferents tipus de dades i es selecciona el millor d’ells. Aquests models aporten
informacio´ per poder modificar les animacions, pero` a l’haver fet servir u´nicament
classificacio´, la informacio´ que aporten e´s limitada i es delega molta feina a la inter-
pretacio´ d’aquesta.
• Aconseguir que les modificacions generades donin una sensacio´ versem-
blant que l’avatar esta` dient el mateix que a l’a`udio d’entrada: Parcialment
realitzat. Sembla que les modificacions realitzades als avatars tenen algun tipus de
relacio´ amb l’a`udio proporcionat, pero` no es pot dir que doni la sensacio´ que reforci
el missatge.
• Crear una plataforma que pugui ajustar-se a les diferents necessitats dels
usuaris i generar solucions diferents: Aconseguit. La plataforma exposa uns
fitxers de configuracio´ que permeten definir fa`cilment noves formes d’adquirir, pro-
cessar i interpretar la informacio´.
17 Treball futur
Existeixen diversos punts del projecte que tenen marge per millorar o ser estesos:
• Algorismes de classificacio´ temporals: Existeixen altres algorismes de classifi-
cacio´ que tenen en compte l’ordre temporal de les mostres. En aquest cas, es possible
que fer servir aquests tipus de algorismes ajudin a generar millors models.
• Regressio´: Utilitzar models de regressio´ podria aportar variacions u´niques a les an-
imacions i ajudaria a disminuir la complexitat de les interpretacions actuals que es
basen nome´s en la classificacio´. El programa ara mateix ja genera fitxers d’entrenament
per a regressio´. Per tant nome´s caldria afegir aquesta funcionalitat a l’executable que
entrena els models. El model de regressio´ podria generar-se fent servir be´ un meta-
algorisme anomenat Multidimensional Regression que consisteix en produir mu´ltiples
models lineals o be´ alguna mena de Multi Layer Perceptron, com ara Deep Neural
Nerworks o Convolutional Neural Nerworks.
• Reconeixement de la sema`ntica: Alguns dels moviments realitzats a l’hora
d’expressar-se van molt lligats a la sema`ntica. Es possible que fent servir te`cniques
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de reconeixement de la parla i la sema`ntica pogue´ssim obtenir informacio´ rellevant
per a produir animacions me´s versemblants.
• Utilitzar transicions de diferents animacions: Una altre forma efectiva de
animar un personatge de forma procedural, seria controlant mescles d’animacions
utilitzant diferents pesos i definides per a diferents parts del cos.
18 Valoracio´ personal
Considero que el me´s important e´s que he apre`s molts conceptes i eines que han despertat
certa curiositat en mi i que m’agradaria aplicar en projectes personals en un futur pro`xim.
Si me´s no, opino que ha estat un projecte forc¸a dif´ıcil, ja que he hagut d’invertir la majoria
del temps en investigar i aprendre. Tot i haver cursat les assignatures d’Intel·lige`ncia
artificial i Ana`lisis de Dades i Explotacio´ de la Informacio´, he trobat que no coneixia molts
dels conceptes relacionats amb l’aprenentatge automa`tic. Tambe´ he hagut d’aprendre a
fer servir moltes eines diferents (GRT, OpenPose, openSMILE ) i possibles alternatives
(WEKA, scikit-learn, keras) que no he acabat utilitzant, entre altres motius, per falta de
temps.
Trobo que he aconseguit crear una plataforma capac¸ produir bons resultats, de molt fa`cil
u´s i completa. A me´s, esta` feta de tal forma que, en cas de disposar de me´s temps, seria
senzill realitzar els canvis necessaris que millorarien la qualitat substancialment (vegeu
Treball futur).
Com a resum, he arribat a un conjunt de petites conclusions concretes:
• Un cop apre`s com funciona el desenvolupament per Blender fent servir Python, e´s
molt satisfactori i proporciona eines i opcions molt potents. A me´s, te´ molt bona
documentacio´.
• M’he adonat que un projecte gran de Python pot desorganitzar-se ra`pidament. Per
futurs projectes haure´ de tenir aixo` en compte i investigar me´s sobre com organitzar
el codi i aprendre good practices.
• Les te`cniques de Machine Learning so´n molt u´tils i interessants, pero` nome´s quan
es comenc¸a a entendre com funcionen per darrere. Al principi del projecte he come`s
diversos errors de concepte que han fet que investigue´s me´s en elles.
• La llibreria GRT sembla molt interessant i m’agradaria investigar i provar en me´s
profunditat les funcionalitats per la qual ha estat concebuda: la deteccio´ de gesticu-
lacions.
• Despre´s d’haver investigat bastant sobre xarxes neuronals, al final no he pogut provar
i aplicar-ho al projecte per falta de temps. E´s un tema que tambe´ m’agradaria
estudiar en un futur.
• La gestio´ i planificacio´ de projectes continua sent molt una tasca dif´ıcil tot i haver-ne
fet ja uns quants. Cal recordar en el futur seguir aplicant planificacions i amb molt
de marge de treball.
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