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Abstract
Artificial neural network (ANN) based bee-hive monitoring algorithm does not perform
very efficiently in noisy environments. Although an ANN based bee-hive monitoring
algorithm using audio signals of a beehive could perform with very high accuracy in a
noise free environment. Such beehive monitoring algorithm faces gap in classification
accuracy when noise is mixed to the sound of the beehive. There are evidences of many
research on building beehive monitoring algorithms but none of them investigated the
noise tolerance capacity of the system. This study aims to demonstrate the effect of
environmental noise on beehive monitoring algorithm’s performance and establish a
solution for overcoming this problem. Building on existing work on beehive monitoring
algorithms one could ask: Could the enhancement of beehive audio feature extraction
method effectively increases the noise handling capability of a beehive monitoring al-
gorithm? Based on the literature review included in this thesis, a beehive monitoring
algorithm with enhanced feature extraction method is proposed. In this context, Multi-
layer perceptron (MLP) artificial neural network is used for classifying the states of the
beehive. New feature extraction method extracts the audio feature from the targeted
frequency range with 3 overlapping sub-bands. These 3 feature sets from 3 overlapping
sub-bands are later combined to form the final and enhanced feature sets. Performance
of the proposed system is tested in a computer-simulated environment with 4 different
noise levels. The system is designed to detect the queenless and queenright states.
Analysis of the simulation data shows that the new feature extraction method is highly
efficient and performs better in a noisy environment compared to the conventional fea-
ture extraction method.
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Chapter 1
Introduction
Use of Artificial Intelligence for designing a beehive monitoring system is very pop-
ular among researchers in recent years. There have been published several papers
[1; 2; 3; 4; 5] relating to beehive monitoring using at least one form of Artificial In-
telligence. Extensive research in this area resulted in many high efficient algorithms
for beehive status monitoring. However, there is a research gap in environmental noise
handling capacity of these algorithms.
Chapter Outline. Section 1.1 starts with the background of commercial bee-keeping
from the economical point of view. This section also discusses the common threats,
stresses and diseases among the honey-bees. Section 1.2 outlines the contribution of
this study by explaining the problem statement and the research questions. Section 1.3
explains the structure of the rest of the document.
1.1 Background
Honeybees are the most important species among all the animal pollinators and a very
important part of the ecosystem. Almost 35% of world food crops pollination and over
90% of worlds commercial pollination services are based on honeybees. For example,
the estimated revenue in Australia is worth $2 billion and $198 billion globally every
year from products derived as a direct result from honeybee pollination [6]. The Impor-
tance of honeybees also includes producing honey, beeswax and royal jelly. The Food
and Agriculture Organisation of United Nations provided a report in 2013 indicating
that the global honey and sugar export is worth $10 billion US dollar in 2000 and
increased up to $40 billion by 2010 [2].
Bee colonies around the world are constantly under an increasing number of bio-
logical and environmental threats. The most occurring and devastating threat for a
1
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honey-bee colony is the rapid spread of pests such as the Varroa-destructor and other
similar exotic pests. The Varroa destructor is a parasite comparatively new to honey-
bees. Varroa-destructor makes a beehive collapse within 2-3 years period if not treated
properly. The varroa-destructor was first detected in New Zealand in early 2000. Aus-
tralia is the only country still uninfected [7]. Many shreds of evidence of the existence
of the Varroa mite in New Zealand could be found in local news portals like NZ Herald
and Stuff.
It is also demonstrated that honeybees are extremely sensitive to the change of envi-
ronmental conditions. The growth and maintenance of the honeybee industry are being
challenged by rising temperature and extreme weather in recent years. Honey-bees are
very sensitive to change of temperature, humidity, illumination and solar radiation
[8]. Moreover, another challenge with the bee-keeping in the Colony Collapse Disorder
(CCD), which causes a rapid reduction of the number of adult bees in a hive. It is
unsure if the bees die or not because no dead bees are found within a close distance of
the hive. This disorder alone eliminated 30% of the colonies each winter in the United
States from 2006 to 2011 [8].
Any stress factor in the hive, like infection, predator attack or absence of queen
can cause loss of profit to the bee-keepers. So, it is very crucial to monitor and look
after the beehives. Manually inspecting the status of the hive affects the normal life
of the bees in the hive and it is also very time consuming and inefficient when there
are hundreds of hives to look after. Combining the latest technologies such as Wireless
Sensor Network (WSN), Artificial Neural Network (ANN), and Machine Learning (ML)
now we can design systems that can remotely monitor and manage information of the
beehives. [2; 9; 10; 11; 12; 13; 14].
As we can see a significant amount of revenue is generated globally as a direct
result of bee-keeping. Moreover, the apiculture industry is facing challenges with bee-
keeping. More efficient bee-hive monitoring system could bring significant financial
benefit. Manually inspecting the bee-hive is time consuming and inefficient. With
an automated bee-hive monitoring system, manual labour could be saved, there will
be no extra stress on the life of the bees and financial loss could be prevented by
taking appropriate action on time. Accuracy of the bee-hive monitoring system is very
important as commercial be-hives are placed in a variety of situations. Only a bee-hive
monitoring system with very high accuracy could be practically usable in apiculture
industry.
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1.2 Apiculture Industry New Zealand
Importance of the honey-bees in New Zealand could be clear by looking at Apicul-
ture Monitoring Report, 2018 published by the Ministry for Primary Industries, New
Zealand. There are 881,185 registered beehives in New Zealand in June 2018 after
increasing 11 per cent from 2017. Every year a large quantity of honey crops are pro-
duced in New Zealand. Honey crops production for season 2017/2018 is estimated
20,000 tonnes. A major part of honey produced in New Zealand is exported to over-
seas. Revenue form honey export for 2018 is $348 which is after 6% increment from last
year. Honey production is not the only important role of honey-bees in New Zealand.
The Apiculture industry also generates revenue form Pollination, exporting live bee
and beeswax. Horticulture sector including Kiwifruit, apples, avocados, stonefruit and
blueberries has increasing demand for pollination services. New Zealand exporting live
honey-bees to overseas grew 26% more compare to 2017/2018 season. There is an in-
creasing demand for beeswax in New Zealand local market and still, the production
is not up to the domestic demand. Business around the bee-keeping also includes the
production and sale of the bee colony or hive to other bee-keepers. Usually buying and
selling of beehive involves nucleus colonies also known as ”Nucs”. A standard Nucs sold
in different size and configuration and price ranging from $100 to $600 New Zealand
dollar [15].
1.3 Contribution
In beekeeping business, the hives are placed outdoor and often in noisy environments.
The scope of this research is to propose a simple and efficient beehive monitoring sys-
tem, evaluating its performance in a noisy environment and explore improvement for
the system as well. As mentioned earlier, bees are very important for pollination and
almost $200 billion dollars of revenue relates to beekeeping, the beehive monitoring
systems need to be efficient and robust, especially in noisy environments. Looking
at this problem statement, this study proceeds with the following research question.
First, how the much does the classification accuracy of a beehive monitoring algorithm
deteriorate as the environmental noise level increases. Second, could enhanced feature
extraction be useful for overcoming this problem?
This study contributes towards answering these research questions by proposing a
beehive status monitoring algorithm and testing its performance in a noisy and noise-
free environment with both conventional and enhanced feature extraction methods.
The proposed enhanced feature extraction method performed very efficiently in a noisy
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environment. Using this feature extraction method, beehive status monitoring algo-
rithms can perform efficiently within noisy environments.
1.4 Thesis Structure
As for the outline of the rest of this thesis, chapter 2 contains all the fundamental of
the precision beekeeping and the beehive. This section also includes the type of bees as
species, how the colony is organised and structured. Major events happen in a beehive
is also covered here. Chapter 3 contains an extensive literature review regarding all
kind of beehive monitoring systems under research or being developed. This chapter
covers all kind of approach to beehive monitoring systems and makes relative com-
parison among them demonstrating why this research focuses on audio-based beehive
monitoring system followed by the role of artificial intelligence for beehive monitoring
systems. In chapter 4, detail analysis of the audio signal in a beehive has been cov-
ered. The audio signals are analysed according to the behaviour of the bees, the type
of sound made by the type of bees, the characteristic of the sound and the meaning
followed by the methods of capturing the sounds from the hive. Chapter 5 contains the
basics or fundamentals of audio-based feature extraction and Multi-layer perceptron
(MLP) neural networks used in the proposed system. The simulation of the proposed
system and the results are covered in chapter 6. The explanation of the findings and
comparison of the results with similar researches are covered in chapter 7 (Discussion).
It also contains the limitations and implication of this research. Chapter 8 is the con-
clusion explaining the findings of the simulation and concisely answering the research
question and recommending some possible future works. Finally, at the end of chapter
8 (Conclusion), the document is finished by stating the contribution of this research.
In general, each of the chapters begins with a paragraph containing a brief outline of
the chapter and followed by a chapter summary at the end.
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Chapter 2
Bee-keeping
honey-bees could be found all over the world, from amazon rain Forrest to busy urban
populated areas. honey-bees all over the world are found in different sizes and there
are over 20,000 different species of bees could be found [16]. It is important to know
what types of honey-bees we have in New Zealand, the inhabitant of the bees and how
the colony works.
Outline. This chapter provides detail information of the New Zealand honey-bees
and how they are different than other bees in section 2.1. In section 2.2, the structure
and organisation of the colony have been covered. It includes the class of bees in a
beehive and their responsibilities. Section 2.3 introduces to the most common type
of commercial beehive architecture and its structure used for commercial bee-keeping.
After describing the most commercial structure used in bee-keeping, section 2.4 elabo-
rates the major events takes place in the beehive. The events were selected based on
the importance of the life of the honey-bees and the bee-keeping point of view. Fi-
nally, at the end of the chapter, it focuses on the queenless state of the beehive and
its importance because the proposed beehive monitoring system is designed to identify
the queenless and queenright states of the beehive only. However, the system could be
trained to identify other states with proper datasets.
2.1 Apis Mellifera
All the honey gathering and storing insects happen to live a social life as they live
in a colony. When we mention honey, the first insect that comes to our mind is the
honey-bees but they are not the only one. Wasps and ants also store honey and live
in a hive [17]. That is why it is important to identify the type of honey-bee we are
studying. honey-bees have gone through an evolution and today we mainly find two
advanced species of honey-bees, Apis cerana and Apis mellifera. Among these two,
6
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Figure 2.1: Types of bee in hive
Apis mellifera is the one most important to humans. Because this particular specie of
honeybee is very productive and are happy to live in a managed beehive [17]. Apis
mellifera lives in a cavity nested numerous parallel combs. Both Apis cerana and Apis
mellifera forms cluster within the cavity inside the beehive. They manage to survive
the cold winter using this technique and consequently extended their distribution. Apis
mellifera is also known to be European or western honeybees even though they are not
originated from Europe.
2.2 Colony organisation
In a honey-beehive also as a colony, there are three different types of bees: workers,
drone and the Queen bee [18]. Every beehive also has a single queen and several
hundreds of drones. There are several types of beehive used in commercial beekeeping
and pollination services. Among all available beehive models, the Dadant beehive type
is used most commonly compared to the others. Figure 2.2 shows a structural diagram
of Dadant type bee-hive. This particular beehive is a Langstroth class beehive model
invented by Charles Dadant in 1920 [19]. Essentially, a Langstroth class of beehives
is a commercial or man-made beehive containing rectangular boxed filled with frames.
honey-bees build combs inside these frames to store food and live in [20]. These hives
consist of two major parts, the brood box and the honey super. The brood box is the
part of the hive where the queen lives and lays eggs. The other part of the beehive
is called honey super. Entrance to this part is equipped with bee excluder. This bee
excluder is a grid of holes with a precise diameter so that only the worker bee can pass
through it. The way the honey super could only be used by the worker bees to store the
collected nectar. Nectar is the sweeten fluid that honey-bee collects from the flowers
and later turn into honey. The bee-keepers harvest honey from this specific box only.
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Figure 2.2: Structural diagram of Dadant hive
2.2.1 Worker
Usually, there are several thousand worker bees in a colony [11]. Worker bee represents
the bulk of a healthy colony of Apis mellifera. Survival of a colony depends on the
worker bees for their many important responsibilities on the beehive. Worker bees do
the maintenance of the beehive. Their responsibility is to clean the beehive including
the bottom board and the empty cells. They also breed the larvae. Worker bees
participate in the hive construction and build the combs. They protect the beehive
from outside threat as well and gather food for the entire colony. All these tasks
are distributed among the worker bees depends on the age of the worker bee and the
demand of the colony too [21]. The physical appearance of the worker bee is illustrated
in Figure 2.1. Worker bees are the smallest bee in the hive by comparison.
2.2.2 Drone
Drone bees are much larger in size than worker bees and their only function is to fertilise
the virgin queen during her mating flight. Although mating is the only tasks for the
Drone bees, they die after the mating. Drone bees hatch mainly after spring. [17].
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2.2.3 Queen
The queen is the most important bee in the colony. Having a functional queen in the
colony ensures its survival. Queen bee regulates all the activities within the colony
including the cohesion of the worker bees by secretion pheromone [22]. She is the only
sexually developed female in the colony capable of laying eggs. Without the functional
queen in the hive, there is no other way to produce future worker bee for the hive. A
queen starts her mating flight soon after being hatched and comes back when she is
ready to start laying eggs [23]. A queen can be visually identified easily as she is the
largest bee in the colony.
2.3 Major events in a beehive
2.3.1 Absconding
If all the above-mentioned activities fail to control the temperature of the hive, then
the entire colony abandons the hive and look for a new and more suitable place to
construct their new hive. This event is the absconding by bee-keepers. Absconding
is an event when the entire colony moves to a new home because the current hive is
no longer suitable. The reason for absconding may include but not limited to extreme
temperature, humidity or frequent predatory attacks [11].
2.3.2 Swarming
When the hive population exceeds the capacity, the colony produce a new queen. Then
half of the hive leaves with the old queen in search for a new home and the rest of the
colony remains in the old hive. Preparing for this event is known as swarming [11].
Absconding and swarming are two words commonly found in the bee-keeping literature.
They could be mistaken to be similar, yet they are completely different behaviours.
2.3.3 Death of the Queen
The queen is the most important bee in the colony and the colony cannot function
without a queen. A queen could die because of several reasons including diseases and
poor beekeeping. When there is no functional queen in the hive, it is said to be in a
”Queenless” state. If there are unhatched queen in the cells or a young queen who has
not been mated yet, the colony is called to be in a state of ”Queening”. Queenless state
of the hive could be fatal for a colony while there is no drone in the hive [24]. In some
situation, the colony become unable to produce a new queen because the worker bees
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start laying eggs hatching the drones only. This type of colony is called ”Drone only”
colony. In this situation, the colony is in very high risk of being collapsed.
2.3.4 Disease
A beehive is at risk of getting infected with many diseases and parasites. Such infection
could make the colony weaker or even collapsed because both the adults and the broods
could be infected with the disease or parasites. One of the most common diseases is the
European and American foulbroods. This particular disease is a bacterial infection that
attacks the broods of the colony. This infection could turn out to be lethal is not treated
properly [25]. Another brood attacking parasites is the Wax Moth. This parasite settles
in combs and destroyers the brood. Over time, it develops into a plague and eventually
forces the colony to abandon the hive for survival [16]. Varroa destructor is the most
devastating among all the beehives attacking parasites [26]. This is an external parasite
that attacks both adult bees and pupae. A ”pupae” is the immature state of a bee
remaining in an inactive state between larva and adulthood. Varroa destructor is
originated from Asia and where the Asian honeybees (Apis cerana) happens to be a
natural carrier of this parasite. the Apis cerana has developed a natural immune system
against this parasite and barely faces any problem with it. On the other hand, the Apis
mellifera has no natural defence against Varroa destructor and infection can cause a
very devastating effect on the colony.
2.3.5 Temp sensitivity
Bees are sensitive to change in the environment temperature [27]. A bee colony tends to
migrate towards the coast during the dry season and returns during the rainy season.
This is a clear indication of temperature sensitivity. Bees are also very sensitive to
change in the internal beehive temperature [8]. Bees in a hive try to get control over
their micro-climate through complicated collaborative behaviours inside the hive. The
worker bees use their metabolic heat to keep the hive warm by agglomeration and
muscle contraction. In summer when they need to bring down the temperature inside
the hive, the bees gather up and flaps their wings at the entrance of the hive to ventilate
the hive with fresh air from outside. If this is not enough to cool down the hive, the
bees spread water droplets inside the hive. This water droplets self-evaporates and
brings the temperature of the hive down [11].
2.3.6 Queenless state
A honey-bee colony is called to be queenless when there is no function queen in the
hive and the colony is not going through a queen process. Detecting the queenless state
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of the hive is very beneficial to the bee-keepers. Beekeeper could save the queenless
colony by providing another queen to the worker bees in a colony [28]. A hive without
a queen could found to be in a broodless state after three weeks form the absence of
the queen and could easily be detected. However, these three weeks does not affect the
overall potential of the colony very much.
Finding a queenless colony in the early stages is challenging for the bee-keepers.
A study on the sound pattern of the queenless (without a queen bee) and queenright
(with a queen bee) colony is mentioned in [24] proving that a beehive is very sensitive
regarding any change with the current queen in the hive and it reflects through the
sound produced from the beehive. In this study, they found a significant difference
in the sound pattern of the hive after artificially removing the queen from the hive.
Here the sound of the hive with the old queen and a new queen is different after they
replaced the queen with another one. However, it proves the point that any kind of
change with the queen can be identified with the audio signal of the beehive [24; 29].
Proposed beehive monitoring algorithm in this thesis is able to detect the queenless
and queenright states of a hive base on the audio signal of a beehive. This connection
between the queenless state and the audio signal of the beehive supports the approach
of this thesis.
2.4 Summary
The type of bee we are working with is known as European Honey-bees or Apis Mel-
lifera. Like all the other bees, they also live in a colony or a beehive. There are many
models of beehive used in commercial bee-keeping but the Dadant beehive is the most
popular model used in commercial bee-keeping. Inside a colony, the bees are divided
into three classes: Workers, Drones and the Queen. There are certain events occurs in
a beehive which has significant importance to the life of the bees and the bee-keepers
as well. These events include Absconding, Swarming, Death of the Queen, Disease of
parasite infection and extreme temperature. Among all these phenomenons, this study
focuses on detecting the queenless state of the beehive which has significant importance
in commercial bee-keeping as undetected queenless state of the hive could lead to loss
of profit of collapse the colony.
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Chapter 3
Computing Technology for
Bee-keeping
This chapter contains many examples of beehive monitoring systems. These prove that
beehive monitoring has significant interest among the researchers. The motivation be-
hind designing such systems is to reduce unnecessary stress on the colony caused by
manual inspection as well as increasing the efficiency of bee-keeping. In commercial
bee-keeping, if there are hundreds of beehives to maintain, a manual inspection could
be very time consuming and inefficient. It will also put a lot of stress on the beehive as
well. Some of the significant researches and finding on beehive monitoring approaches
are discussed below.
Chapter Outline. This chapter begins by elaborating the use of Wireless Sensor
Network (WSN) as it has been very popular for remote beehive monitoring systems
and could be implemented with combination with many other approaches. Rest of
the findings on relevant beehive monitoring system is presented by classifying them
in sections based on their particular approaches. Section 3.2 covers findings that are
based on a combination of several sensors like temperature, gas, humidity and many
more. Section 3.2 mentions some of the significant findings based on a visual approach.
Section 3.4 discusses some of the significant audio-based beehive monitoring systems.
Machine learning is playing a very important part in the latest researches on beehive
monitoring systems. Use of machine learning in beehive monitoring is discussed in
section 3.5. Section 3.6 compares all the significant findings on beehive monitoring
systems to justify the legitimacy of the audio-based beehive monitoring system to end
the chapter.
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3.1 Wireless Sensor Networks (WSN)
Wireless sensor networks (WSN) have been found as effective solutions for remote bee-
hive monitoring. Using WSN it is also possible to gain some control over the thermal
condition of the inside of the hive [12; 30; 31; 32; 33]. Remote beehive monitoring
has two major benefits in bee-keeping. First, autonomy, because the wireless sensor
nodes keep on operating when the hives are located in distant places from the beekeep-
ers. Secondly, low-invasive method, because the sensor nodes are small and connected
wirelesses [11]. These help in efficient bee-keeping with minimal stress on the bee colony.
In 2016, Joe-Air et al. used WSN technology and deployed an automatic beehive
monitoring system which reads the ambient and relative temperature and humidity
of the beehives. In addition to that, an infrared LED module which can monitor the
in-going and out-going pattern of the honey-bees of a colony. Using GPRS technology,
all the data can be remotely accessible [34].
Fiona, Mitchele et al. in 2016 designed and deployed two automatic beehive analysis
systems. They analysed their finding from biological, meteorological and engineering
points of view. The finding is compared with the local weather report to justify the
performance. They initially proposed a threshold-based algorithm and is proven to be
efficient up to 95.38% [12]. The author expected an increment of the accuracy of 95.4%
in future studies. More data is required for the training of the decision three into a more
advanced one and validation of all the classes mention in the paper. The end nodes are
deployed with the algorithms and communicate through the 3G or GSM technology.
The system can automatically find a relation between pre-established knowledge with
the current data stream using machine learning. In this way, it is possible to analyse
the behaviour of the beehive. This system is built using a wireless sensor network.
Here, the events in the beehive are verified onsite comparing a classifier attempts to
identify the events using the sensor inputs.
3.2 Multiple-sensors Based Approaches (Temperature, Gas,
Acceleration and Humidity)
Ferraris work is to find a correlation between audio, temperature and humidity in an
absconding beehive in 2008 [35]. Bencsik used accelerometer for the experiment and
established concrete correlation among the amplitude of the vibration and the brood
cycle in the hives. In bee-keeping, brood refers to the eggs and larva in a hive. The
primary objective of this project is to reduce the necessity of visual inspection of the
hives to reduce the stress level of the colony to the minimum [28]. In 2008, Rangel and
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Seeley used a method to detect movement and audio sample in a beehive using camera
and microphone. Three different colonies are tested at the stage of swarming. The
movement of the bees and their audio pattern was recorded. The author established
that there is a similarity between the pattern of the movement and buzzing of the bees
in the swarming hives [35]. In 2011, Eskov and Toboev attempted to investigate the
beehive temperature using the infra-red radiation of the hive during the winter season.
Eskov and Toboevs approach can differentiate the individual temperature of the bees
[36]. A similar approach is also found in Human et als work [37].
In 2013 Stalidzans and Berzonis measured the temperature of the top of each bee-
hive and found out the physical labour activities of the bees. This research is also about
examining the microclimate of the hive for outstanding temperature and alerting for
a possible absconding process [38]. According to Kridi, an agitated state of a hive
can be detected used a WSN [39]. A WSN consists of embedded sensors, computers
and communication devices and technically classifies as an Internet of Things (IoT) [11].
In 2014, Armands and Aleksejs described six different monitoring systems to demon-
strate variance in remote monitoring systems exists for honey-bee colonies [9]. All the
system architecture described by them collect data from the sensor placed in the hives.
Sensors used in the implementation of such systems include a temperature sensor and
other digital sensors such as iButton. An iButton is a type of embedded humidity sen-
sor used in temperature logging. The first system described consists of just a display
and a sensor only, whereas the sixth architecture is made of dedicated gadgets for each
beehive with capabilities of performing data analytics. The author created a table to
compare the six described system according to requirement criteria like the use of PC
(personal computer) in a local apiary, user interface devices, local data storage, data
analysis capability, requirement of 220v power supply and an internet connection and
remote computational centre. Some of the architecture described in this paper are ad-
vanced and capable to do almost similar end results. What makes them different from
each other is the variation of architecture. bee-keeper could implement the system suits
best with their requirement.
Kridi, Carvalho and Gomes proposed a beehive monitoring system in 2016 using the
thermal pattern detection of the beehive. This system analyses the microclimate of a
beehive and identifies the behaviour of the bee in different temperature like overheating
that can cause absconding. The monitoring system is solely based on a clustering-based
mechanism which mainly consists of two parts. First, a set of generated thermal pat-
tern to identify an anomaly in the temperature. Secondly, a Wireless Sensor Networks
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(WSN) for continuous monitoring. Freitas also proved that temperature variation has a
major correlation with the absconding of the beehives [11]. Evidently, researches based
on humidity and temperature-based approach does not focus on the Queenless state
of the beehive. In fact, temperature and humidity are very loosely connected with the
state of having no queen in the hive.
Edwards-murphy in 2016 proposed another model based on WSN [12]. It uses
a threshold-base algorithm. A decision tree is developed by analysing the algorithm
output. According to the decision tree, the beehive can be in one of the ten states.
The concept or prototype is deployed in two nodes. One is a Gas Level Node and the
other one is General condition Node. The Gas Level Node used sensors to detect air
contamination along with CO2, O2 and NO2 level whereas the General Condition Node
uses sensors for Temperature, Humidity and Acceleration.
3.3 Visual-based Approaches
An energy Neutral Platform for beehive Remote Monitoring is developed by a collab-
oration of three Universities from Switzerland and Ireland. The proposed system is
made energy neutral with a combination of solar panels and 1000 mAh battery. En-
ergy storage in the battery could keep the system operating for several days without
sunshine. This system remotely monitors the hives for emergencies using microphone,
accelerometer, infrared and video camera. Therefore, this system allows the bee-keeper
to watch the hive remotely using the sound and image data generated by the system
[40]. This project is mainly targeted to facilitate the bee-keepers with audio and visual
data remotely. The final design of the system is fitted with solar panels making it self-
sustainable as the system is very low power consumption. The authors conducted a
power analysis and energy budget to justify the self-sustainability of the proposed sys-
tem. However, this structure could be inefficient on resource-consuming and complex
compared to the audio-based monitoring system. Olivier Debauche et al. mentioned
that the number of bees entering and exiting the hive can be counted using a video
monitoring [41].
In 2017, Rahman et al. from Appalachian State University demonstrated the possi-
bility of beehive monitoring using surveillance cameras. It is easy to install the camera
that provides audio, video and thermal image as well. With the use of a Raspberry
Pi, the cameras could be easily deployed. Raspberry Pi enables several ways of data
acquisition and connection to the remote servers [42].
CHAPTER 3. COMPUTING TECHNOLOGY FOR BEE-KEEPING 17
3.4 Audio-based Approaches
In 2009 a prototype is presented which consisted of two major parts, an apparatus
and a system which can capture the honey-bee colony audio sample so that the hive
can be monitored for the health condition of the bees. This model is specialized in
air-born toxin detection. However, it is also capable of detecting other states of a
honey-bee colony such as disease or infection. A microphone is used as a recording
devise or sensor for the system. The recorded audio sample is processed and converted
into a digital fingerprint. A digital fingerprint is a combination of several features and
characteristics of the audio signal found in a reference window of audio samples. The
feature could include Pack frequency (PF), Spectral Centroid (SC), Bandwidth (BW)
and Root Variance Frequency (RVF). These digital fingerprints are used to identify
other known states such as infected, toxified and many more.
Amro et al. from Edith Cowan University also preceded another prototype of a bee-
hive monitoring system. This prototype can collect and analyse the audio data from
the beehive itself. The acoustics of a honey-bee colony is captured with an electret
microphone which is placed inside the hive. The microphone output is fed to a Beagle-
board loaded with acoustic algorithms. The Beagleboard is a single board open-sourced
computer system which could be configured for multiple purposes. It analyses the sig-
nal generated by the microphone and identifies if the colony is healthy or sick. All the
nodes are fitted with an energy-efficient transceiver to link the nodes to the gateways
remotely. The data transmitted through the transceiver contains several messages like
infection detection alert, system status like battery or power and so on. The key here
is the acoustic fingerprint and comparing the known acoustic fingerprint with the new
one to identify the status [6]. This prototype is very similar to the one described above,
except this one is for environmental contamination or hazard detection and does not
focus on detecting the health of the bee in the colony.
In 2016, another article was published about beehive monitoring systems using the
audio signature of the beehive. This is mainly a design-based proposal of a system
to identify the audio-based characteristic of a beehive which could potentially be used
in detecting the contamination in the neighbourhood of a certain beehive [10]. This
system is solar-powered and can be connected remotely using GPRS technology. the
system is made of two modules of hardware. One module contains the CPU, recording
and signal conditioning, data acquisition and transmission. The other unit consists of
the solar panel and a voltage regulator. Here the primary power source is the solar
panel.
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In 2018, Vladimir et al accomplished extensive research on audio-based beehive
monitoring. Here the author made a direct comparison between traditional Machine
learning algorithms with Deep Learning Convolutional Neural Networks. There were
shallow convolutional neural networks and deeper convolutional neural network with
a custom layer for raw audio which is tested against four traditional machine learn-
ing algorithms like logistic regression, k-nearest neighbour, support vector machine
and random forest. Here, Convolutional Neural network outperformed traditional ma-
chine learning algorithms. Also, a shallower raw audio convolutional neural network is
found better preforming than the deeper convolutional neural network without a cus-
tom layer tested with less noisy data samples [5]. The author also proved the feasibility
of a trained Convolutional Neural Network to be deployed in a low power consuming
computing devices such as Raspberry Pi or Arduino. The major focus in this paper
[5] is to compare the performance of the traditional machine learning and deep learn-
ing neural networks. Both are proven to be very efficient in classifying audio samples
however, there is a trade-off between feature selection for the machine learning and the
training time of the neural network. The convolutional neural network does not need
feature engineering, but it is very time consuming to train up the network is very much
time, power and resource consuming. Although the trained network performed very
efficiently with more challenging and noisy datasets.
3.5 Machine Learning for beehive Monitoring
Over the last decade, Artificial Intelligence (AI) continued to be increasingly popular
among the researchers of beehive monitoring systems. In recent years, referring to the
literature review section of this paper, it is clear that the AI-based remote monitor-
ing systems are proven to be very efficient and versatile. In general, remote beehive
monitoring system uses traditional Machine Learning model like Logistic regression, K-
Nearest Neighbour or Deep Learning models like Convolutional Neural Network. Both
types of methods need to be trained using a large dataset from a known or annotated
dataset. By comparison, deep learning models require more data than a traditional
ML model and tends to be more efficient in general [5]. Data could be collected from
different sensors placed in the beehive. Some of the popular types of sensors used in
the beehive are Microphone, Temperature, Humidity, Weight, Pollutant gas sensors,
weight sensor and many more could be found in the literature review section of this
paper. Data processing is a very important part of all the AI-based systems. The
training dataset has to be processed or prepared before it can be used for training the
ML or DL model. All the traditional ML models require feature extraction and the
extracted feature is handed over to the ML model. There are many ways of feature
extraction depending on the type of data available and what problem we are trying to
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solve. Feature extraction method such as Mel-frequency cepstral coefficients (MFCCs)
[43], Spectral similarity [44], Timbral texture [45] and Fbank [46] are proven to be
successful in audio classification.
3.6 Comparison of Different Approaches
The discussion above covers several attempts on beehive monitoring taken by several
researchers using different monitoring variables such as audio, video, temperature, hu-
midity, acceleration and gas level in the beehive. Every approach discussed here has its
pros and cons. It is not possible to detect all the possible states of a beehive by only
using one approach. For example, a temperature-based approach could be very efficient
but limited to absconding detection only [36; 37; 38]. Using video monitoring it is even
possible to keep track of the number of bees in a hive with individual identification
of bees. But the video-based system is more likely to consume more computational
resource. It will generate video data which requires significant computational process-
ing power and storage space. Detecting the beehive state using multiple sensors seems
efficient but these systems have to handle data coming from several sensors at the same
time which could make the final system very complicated.
However, there are several benefits in monitoring beehive using just the audio signa-
ture of the hive. Correlation between the behaviour and the audio signature of the hive
has been established by many researchers before [2; 47; 48; 49]. Moreover, the audio
signature of the hive indicates many states including swarming, absconding, missing a
queen, infected hive, predator attack and many more. The audio-based systems are far
simpler and more efficient in terms of data flow and resource requirement.
Detecting the queenless state could be very beneficial for precision bee-keeping [50].
Criteria Audio Video Gas Humidity Temperature
Queenless •
Swarming •
Absconding • • • •
Climate Monitoring • • • •
Disease •
Visual Inspection •
Bee Tracking •
Table 3.1: Relation between different approach and states of a beehive.
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If the queen failure remains undetected, the entire colony could die out [24]. There
are examples of researchers attempting to identifying the queenless state of the colony
using audio signals only. Some attempted to find the queenless state only [51] and some
of the approaches among them are more general and can be trained to find other states
of the hive [2].
Table 3.1 compares several approaches of bee-hive monitoring and their capability
of recognising states of a beehive. According to the table, it is clear that audio-based
approach can identify most of the states compared to other approaches. Every type of
approach has some particular benefit. Video allows remotely visual inspection which is
not possible with audio but the audio-based approach still stands out among all other
approaches. Audio-based approaches are simple and can be used for identifying more
states than any other approaches.
3.7 Summary
Use of WSN is very common among remote beehive monitoring models. It provides
a very convenient method of remotely connecting the sensors placed in beehives. Is
some cases WSN could assist in gaining control of microclimate of a beehive. Mobile
communication like GPRS, GPS or 3G internet service is frequently used for commu-
nication between the nodes. Otherwise, all the findings of relevant technologies are
classified in the following categories: multiple-sensors, video and audio based. Multiple
sensors based technology includes temperature, gas, humidity and accelerometer sen-
sors. Temperature and humidity sensors are useful for monitoring the climate of the
beehive. Video-based technologies allow the bee-keepers to conduct visual inspection
remotely which is a great advantage. But video-based systems are likely to generate
space consuming data and require more processing power to operate compared to other
technologies. However, among all the technologies for beehive monitoring mentioned
from section 3.2 to 3.4, audio-based technologies have a greater advantage by com-
parison. Numerous studies are found in audio-based beehive monitoring indicates its
popularity among researchers. Multiple states of a beehive could be identified using
an audio signal of the beehive. Based on the different beehive monitoring technologies
mentioned in this thesis, Table 3.1 attempting to illustrate relations between different
approach and beehive states or type of monitoring.
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Chapter 4
Audio signals form beehive
Sound and vibration are very usual ways the bees communicate [52; 53]. These signals
are produced in a number of ways like gross body movement, wing movement, muscle
contraction in a high frequency without moving the wings and sometimes by pressing
the thorax on to some objects or another bee [54; 55; 47]. Lately, many researchers have
found a correlation between the behaviour of the bee colony and the sound produced in
the hive [54; 47; 48; 49]. Monitoring the beehive using the audio signal is a non-invasive
monitoring approach [56] hence there is no extra stress factor on the regular life of the
bees.
Chapter Outline. Section 4.1 provides information about some very common com-
munication patterns with their frequency range and duration in Table 4.1. Section 4.2
contains detail description of these communication signals. Section 4.3 attempts to
make a relative comparison between these signals. Comparison of the signals is illus-
trated in Figure 4.1 and 4.2. Information provided in Table 4.1 is one of the important
contributions of this thesis. Figure 4.1 and 4.2 makes this information more under-
standable. Section 4.4 elaborates the best way to capture these signal from a beehive
so that they could be used for beehive monitoring purpose.
4.1 Communication in a beehive
In this context, communication for honey-bee includes the sound, vibration and various
movement made by the bees in order to communicate. Studies prove that events and
states such as swarming [57; 58; 6] and absence of queen [47; 48; 49] in the hive di-
rectly co-relates with the amplitude and frequencies of the global sound captured from
a beehive. Other studies show that the sound of the beehive also co-relates with the
environmental conditions [14]. It is also demonstrated that sound analysis is a very
feasible way of pest monitoring [6], in our case, it is the bees.
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Status Frequency (Hz) Duration
Preparing for Swarming [41] 110 (Approx.) 20 min [43] (Warmup)
Swarming [41] 300, 150 - 500 changing dynamically
Queen Piping [51] 340 - 400 1.250s
Queen Quacking [51] slightly lower than 400 or 450 below 200ms
Worker Piping [51] 100 - 200, 200 - 250 (including harmonics) 0.2-2s or 0.820.43s
Worker Piping [51] 300 - 400 0.2-2s
Waggle Dance / Dance language [59] 200 - 300 13 - 15 (infrasonic tail wagging) Depends on distance of food source
Round Dance [51] Same as Waggle dance Same as above
Tremble Dance [60] 300 - 400 3 to 45 min
Stop Signal / Begging signal [51] 300 - 400 (350 mean) 0.05-0.2s
Buzz Running [61] 180 - 250 (wing-beat) 0.5s
Vibration Signal / Shaking signal [51] 16 - 18 1-2s
Hissing [1] 3000 (Approx.) Depends on pre-swarming activity
Fanning [1] 225 - 285
Flying [1] 250
Table 4.1: Communication Signal, frequency and duration found in a Beehive.
Table 4.1 contains some common communication signals found in a beehive with
frequency and duration. Each of the states and activities can be identified with a unique
set of feature that combines audio frequency, duration, amplitude and repeating pat-
tern. This unique set of feature could be referred to as the acoustic signature of the
beehive. Information provided in Table 4.1 is very important for a better understand-
ing of the acoustic signature of a beehive. Information provided in Table 4.1 has been
extracted from several studies on beehive monitoring. This collection of communication
signals, their frequencies and durations of a beehive is a significant contribution of this
thesis. Table 4.1 could be very helpful for understanding a different kind of audio sig-
nal found in the beehive. Detail of these signals could be found in the following sections.
4.2 Description of the signals
Queen Piping is a signal produced by the queen by a rapid contraction of the throat
muscles. The sound is directly transmitted into the substratum. Usually, the Queen
does not use wings to produce this signal and when they do, they vibrate wings closed in
a scissors motion. Queen quacking is a response signal produced by unhatched queens
to the hatched virgin queen. The freezing response is a response signal by worker bees
responding to the queen piping and other signals produced by the queen. Worker pip-
ing signal is created either by using the wings. It actually sounds like a racing car or
frequency modulation and the frequency rending from either 100 200 Hz or 200 250
Hz. These piping sound could be encountered in 30 60 pipes per minute and 30 60 bees
could pipe in a minute. Sound of worker piping is produced by the worker bees pressing
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thorax against some substance (usually another bee) or tightly pulling the wings to-
gether over the abdomen, arches abdomen or create a seismic vibration with use of the
wing muscles. There is another type of worker piping in the hive with slightly higher
frequency ranging from 300 to 400 Hz. Unlike the previous kind of piping, worker bees
create these vibrations with their wings spread apart. This sound is not in modulation,
up to 15 bee piping could be entered in a minute.
Waggle Dance is a dancing language of the bees consists of short pulses of vibra-
tion. It is a way of informing other bees about newfound food sources [62]. This is
a dorsoventral vibration with a combination of winds and tails in occurring in short
pulses. The frequency of this vibration is 15 Hz. Duration of the waggle dance indi-
cated the distance of the food source from the beehive. The dance continues longer for
a food source found in distance from the hive [59]. The round dance is also regarding
food source. Waggle dance indicates food source in distance from the hive where Round
dance is about food source relatively closer to the beehive. It is called a Round Dance
because the dance is performed in a circular pattern.
When the number of foreigners needed to be reduced, a signal is sent out as nega-
tive feedback. This sound is called Tremble dance [60] which is the opposite of activity
of the waggle dance. Stop signal is also known as begging signal can be produced by
either tremble dancers, waggle dancers or the dance followers. When eventually the
colony food storage reaches the capacity, this is signal is produced. Frequency of the
Stop Signal ranges from 300-400 Hz [63].
Buzz Running is an act performed while running with wings spread and activated
with the frequency of 190-220 Hz [51] or 225 Hz [61]. Buzz run is a ritualised behaviour
of bees preparing other bees for take-off before swarming. A subset of bees performs the
Vibrational signal by grasping one another and shaking their body. It is a dorsoventral
abdominal vibration (DVAV) performed by worker bees and the duration ranges from
1-2 seconds. The performer grasps the recipient with their legs [64]. Hissing is a defen-
sive sound made by the worker bees to protect themselves from any potential threat
from outside. Fanning, when the inside of the hive overheats or gets very humid, the
worker bees stand next to the landing pad to fan the inside air out. This ventilation
process helps to circulate the air with cold air from outside and accelerate the water
evaporation process from nectar. Nectar is a sugar reached fluid collected by the bees
from plants.
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Figure 4.1: Frequency comparison of communication signals in a beehive
4.3 Frequency and duration comparison of the signals
Figure 4.1 and 4.2 both are extracted from Table 4.1. Both of these Figures are also
a significant contribution of this thesis. This Figure illustrates the communication
signals and their frequency ranges from Table 4.1. The range of frequency of a signal
can be identified very clearly from Figure 4.1. It is very clear that some have identical
frequency range. For example, waggle dance and round dance has the exact same range
of frequency. Tremble dance and Stop signal also follows the same trend by having an
identical frequency range. Six of the signals in the graph is sharing the frequency band
of 300 Hz making 300 Hz the most common frequency in a beehive. Figure 4.2 provides
a more visually distinguishable representation of the frequencies and durations of the
signals. Here every signal in the graph has their unique position and can easily be
identified. The size of the circle represents the duration of the signal. Figure 4.1 and
4.2 illustrates the same communication signals but they serve different purposes. Figure
4.1 tends to show the similarities among the signals where Figure 4.2 tends to show the
dissimilarities among the signals.
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Figure 4.2: Duration comparison of communication signals in a beehive
4.4 Method of Audio Capturing
Inside the beehive, the microphone must be placed in a suitable position so that we
could capture the general sound inside the hive. The quality of the audio signal is very
crucial for the performance of the beehive monitoring algorithm. If a sheer amount of
ambient noise gets mixed up with the actual sound inside of the beehive, it can seriously
affect the efficiency of the algorithm. Use of Butterworth filter could be a solution for
this problem [65]. Butterworth is a band-pass filter eliminates frequency components
outside the desired frequency range.
Evidence of use of capacitive microphone could be found in [10]. Here, a capacitive
microphone is placed inside the hive within a protected compartment so that it does not
get clogged with the bee wax. According to some author, a mobile phone could be used
as a recording device for the sound pattern of the beehive [66]. In a beehive, the number
of bees could be up to tens of thousands. Hence, the sound produced by one single
bee is insignificant. The behaviour of the colony can be determined by analysis of the
sound pattern of how the colony sounds as a whole [66]. Use of cell phone as a recording
device might not be very efficient for this reason. The best way is to place several fix
microphones inside the hive to record a vibration-free sound, preferably 10 cm above
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the landing pad of the hive inside a protective compartment [5]. Environmental noise
is also a very important factor. beehives are placed outdoor and environmental noises
are easily picked up by the microphone placed inside a beehive. Environmental sound
like rain noise and traffic sound could be unavoidable in many cases. In situations like
this, the beehive monitoring algorithm has to be capable of handling these types of
noise getting mixed with the beehive sound.
4.5 Summary
Some of the very common and important communication signals found in a beehive are
discussed in this chapter. All the communication signals discussed in this chapter has
a unique set of frequency ranges, duration and repeating pattern. This unique set of
characteristics of the communication signal could be referred to as an audio signature.
Each of the communication signal mentioned in Table 4.1 is distinguishable by its au-
dio signature. Based on this, it could be assumed that audio-based beehive monitoring
could be able to detect a wide range of beehive states than other approaches. More-
over, capturing an audio signal from the hive could be relatively simple by placing a
capacitive microphone inside the hive which is a non-invasive method. This simple and
non-invasive method of audio capturing could easily pick up environmental noise like
rain and storm so it is important that the beehive monitoring algorithm can handle
this additional noise.
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Chapter 5
ANN for Audio-based
Monitoring
Artificial Intelligence (AI) is a clever programming technique or algorithm capable of
learning from experience. Over time, AI algorithms evolved into many forms. Most of
AI algorithms dealing with audio data need to extract some sort of features sets from
the audio signal.
Chapter Outline. Section 5.1 covers the fundamentals of the acoustic features in
general as we are working on an audio-based beehive monitoring algorithm. This sec-
tion introduces with the technical detail of audio feature-sets. Some of the widely
used feature-sets for audio-based classification models are discussed here. Section 5.1
focuses on Acoustic Feature-sets. Section 5.2 breaks down the detail of step by step
feature extraction process from the audio signal. Section 5.3 focuses on Deep learning
and artificial neural network explains the evolution of AI and their general character-
istics. Section 5.4 focuses on the structure of an Artificial Neural Network. Section 5.5
provides information about the learning or optimisation process of the neural network.
5.1 Acoustic Features
Acoustic features play a very important role in audio-based classification and recogni-
tion algorithms based on Multi-layer perceptron artificial neural network model. An
acoustic feature is a set of numeric values that represents the characteristic of the audio
signal [67]. Technically, an acoustic feature is a 2-dimensional array of floating-point
values. Acoustic features are very important parts of audio-based classification and
identification models. Few of the latest deep learning models such as convolutional
neural network have automated feature extraction which allows them to be trained on
raw audio files, otherwise, feature extraction is compulsory for Artificial neural network
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or machine learning models [5]. Extracted acoustic features allow the neural network
to understand the characteristic of the audio signal. Various types of features can
serve different purposes. Researchers have been using several kinds of feature extrac-
tion methods for a long time and different features could have different performance
benefit. Selection of acoustic features to be extracted depends on the certain kind of
problem statements.
Some of the very common terms in the feature extraction process are discussed here.
In traditional machine learning, audio file or signal is split into small slices and then
audio features are extracted from each of the audio files individually. It could be in the
form of a 2d array of floating-point values that represents the characteristic of the au-
dio. This operation is performed in a very small time duration over the audio signal for
a better understanding of the frequency components. This small time could be referred
to as a reference window of audio samples and usually around 25 millisecond long [46].
The window length needs to be in a small time frame because in a short period like
25 milliseconds the characteristic of the audio frequency is likely to remain unchanged
and feature extraction will be more effective. For such a given window of reference, the
PF is defined as the Point of Frequency where it has the height power level. Spectral
Centroid (SC) is the mathematical centre in a power spectrum of a reference window.
SC is also known as the mean frequency or gravity centre of the power spectrum of a
frame. Band Width (BW) indicated the range of frequency present in the signal. It
is the range of the frequency present in the audio sample from the lower to the peak
frequency. Root Variance Frequency (RVF) feature component describes the conver-
gence of the power spectrum for a given sample. Some of the audio features having
successfully and frequently used in audio-based classification and identification includes
Mel-Frequency Cepstral Coefficients (MFCCs) [68], spectral similarity [44], linear pre-
diction coefficient derived cepstral coefficients (LPCCs)[69], zero-crossing rate [70; 69],
MPEG-7 descriptors [71] and Fbank features.
The proposed algorithm in this thesis uses Fbank features to identify the charac-
teristics of the audio signal of the beehive. This particular features based on Fourier-
transform-based log filter-bank with 40 coefficients which are distributed on a Mel-scale
[72]. This features (Fbank) could also be referred to as logarithmic Mel-filter bank co-
efficients [73]. These features are chosen for the experiment for some of the advantages
described below. A team of researchers from the University of Toronto has proven the
Fbank features to be slightly better performing compared to Mel frequency cepstral
coefficients (MFCC) features. A possible reason for this better performance is because
Fbank happens to have more dimension than Mfcc.
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5.2 Feature Extraction Process
The proposed algorithm is based on a Multi-layer perceptron (MLP) feed-forward Ar-
tificial Neural Network (ANN) which works with numerical data. Extracted Fbank
features form the audio signal is technically a set of floating-point numbers that to-
gether represent the characteristic of the audio signal in such a way that the ANN
model could understand [67]. A Neural Network model needs a significant amount of
data to be trained and tested. This could be done with approximately 10,000 samples
with around 80/20 split for training and testing [5]. It is a common practice to split the
audio files into small files and extract features form each of those files. There are two
reasons for using this technique. First, it allows the feature extraction process to bring
more detail characteristic of the audio and second, increasing the size of the training
dataset to train the neural network more accurately.
Audio features are extracted first and then the feature sets are used by the ANN
model. MLP ANN model itself is not able to convert the audio files or signal into a set
of feature vectors. This type of model works with numerical data as a dataset. For this
reason, feature extraction has to be accomplished separately to create the training and
testing dataset for the ANN model. However, this is not the only way audio features
could be used. Extracted features could be represented as a two-dimensional array
which is could be visualised as a spectrogram of the feature vectors. This image could
also be used to taring the artificial neural network model. For example, the convolu-
tional neural network could be trained using such image as training data [5]. Fbank
features are extracted with a combination of several steps including pre-emphasis, win-
dow function, FFT, applying Mel-filter banks and logarithmic multiplication. Detail of
this step by step computational process of the Fbank feature extraction is illustrated
in Figure 5.1.
5.2.1 Pre-emphasis
When the audio files are prepared for feature extraction, the first step of the feature
extraction process is the application of a pre-emphasis filter on the audio signal. The
high frequencies of the audio signal do not have the same magnitude as the low frequen-
cies. The higher frequency usually is low in magnitude compared to the lower frequency
signals. Consequently, the lower frequency happens to have more domination over the
audio spectrum and this need to be balanced before we commence any other steps of
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Figure 5.1: Computational process of Fbank feature extraction.
the feature extraction process. A pre-emphasis filter comes very usefully in solving this
problem. A high-pass pre-emphasis filter balances the energy level between the high
and low-frequency components [74; 75]. This filter could be understood more clearly
with the following equation.
y(k) = x(k)− 0.97x(k − 1) (5.1)
Here, x(k) denoted the input signal and the y(k) denotes the output signal. The set-
ting of the pre-emphasis filter could be 1 or -0.97 [75] or -0.95 [74]. Another important
thing common in many feature extraction process is the removal of the silence period
from the audio. It is important to note that we are skipping this step because there is
no silence period in the audio files here. Hence, silence removal is a redundant step here.
5.2.2 Framing
Framing is the next step after applying the high-pass pre-emphasis filter. Framing is
the process where the audio signal is split into a smaller time frame. The characteristic
of the audio signal changes over time. In order to get a very good glance of the audio
characteristic of the signal, we need to focus on a very shorter time frame where it is
safe to assume the characteristics of the audio signal is relatively static. This duration
of small time frame could range from 10 to 40 milliseconds with overlapping of 1/2 or
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1/3 frame lengths [76; 77].
5.2.3 Windowing
Windowing or window technique is the process of applying a window function to each
of the frames. Applying a window function helps to reduce the discontinuities in the
frequency response of the audio signal, basically beginning and end of each frame [76].
It is stated that for a given interval, a window function will return a finite non-zero
value for the duration within the interval and zero values outside the interval. A
window function removes the discontinuities from the audio signal by converting the
frequency response into a transitioning band. There are many types of window function
available, for example, Hamming, Hanning, Blackman and Rectangular window [78]. In
this thesis, the Hamming window has been used which can be defined by the following
equation.
w(n) = α− β cos( 2pin
N − 1)for − (
N − 1
2
≤ n ≤ (N − 1
2
) (5.2)
Here, α = 0.54, β = 1− α = 0.46
5.2.4 FFT (Fast Fourier Transformation)
Fast-Fourier Transformation (FFT) is a widely used algorithm for evaluation of the
frequency spectrum of the audio signal. FFT algorithm converts each of the frames
from time domain into frequency domain. An N point FFT is implemented to each of
the frames in order to analyse the audio spectrum. This method of FFT is also known
as Short Time Fourier-transformation (STFT). The value of N could be different based
on the problem statement however, 512 is a common value user frequently in audio
classification problems [79; 80]. The process of FFT algorithm could be described as
the following equation [77].
S[k] =
N=1∑
n=1
s[n].e
j2pink
N
, 0 ≤ k ≤ (N − 1) (5.3)
5.2.5 Mel-filter banks
Mel-filter bank works the same way as a human ear, so it is important to explain how
the human ear perception of the audio signal. Mel-scale try to perceive the audio signal
in the same way as a human ear does. The Mel scale is a perceptual scale of pitches
judged by listeners and has an equal distance from one another. This is named by
Stevens, Volkmann, and Newman in 1937 [81]. It is important to understand that the
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Figure 5.2: Example of mel filter banks.
spacing of the frequency is linear in low frequencies i.e. below 1kHz and logarithmic
for higher frequency i.e. above 1kHz. A Mel-filter follows the same spacing principle
for the higher and lower frequencies. As a result, the Mel-filter is capable to capture
the audio characteristics that are phonetically important to human ear [73]. This
relationship between the Mel-frequency and the audio frequency can be established
using the following formula.
Mel(f) = 2595× log10(1 +
f
700
) (5.4)
Here, mel-frequency is annotated my Mel(f) and the audio frequency is presented by f.
Figure 5.2 provides an example of Mel filter banks with 6 filters. Unlike a uniform
filter, band width of a Mel-filter is narrower in lower frequency and gets compara-
tively wider as the frequency increases [82]. That means the spacing and the band
width is not constant in Mel-filters which clearly visible in Figure 5.2. In this Fig-
ure, the maximum and minimum frequency is set to 0 and 1000 Hz correspondingly.
Also unlike uniform filters, the Mel filters shaped triangularly. As a result, the cutoff
frequencies of the filters are dependable on the centre frequency of adjacent filters [83].
5.2.6 Log
In this step of the Logarithm, the converts the multiplication into addition. Here the
magnitude of the FFT magnitudes generated from the previous step is converted into
addition.
Two methods of feature extraction are used in this study from the feature engineer-
ing point of view. The first method is referred to as the conventional feature extraction
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method and the second method is the proposed feature extraction method which is a
major contribution of this study. The conventional feature extraction method extracts
Fbank features from the targeted frequency range of the audio signal and generates
one set of feature vectors from each of the audio files. However, the proposed method
of feature extraction follows the same process except it divides the target frequency
range into several overlapping frequency sub-bands and extract features from those
sub-bands separately. A feature vector is created for each of the sub-band feature ex-
tractions. These sub-band feature-sets then combined and created a larger combined
feature-sets.
5.3 Deep Learning and Artificial Neural Network
Artificial Intelligence or AI is a buzz word these days yet the concept of the artificial
intelligence is founded a long time ago, followed by the invention of the programmable
digital computer. Evidence of Artificial Intelligence could be found as early as 1950 [84].
Even the classical philosophers had developed a structured process of logical reason-
ing. In past, human ware convinced that notions like Aristotelian syllogism are feasible
enough to be mechanised. This notion is one of the many conceptual approaches that
later contributed towards the formation of what we know today as AI [85]. This struc-
tured logical reasoning process is finally implemented thanks to the introduction of the
programmable digital computers [86]. Today the AI has come a long way and evolved
a lot. AI algorithms can be classified in different taxonomy and each of the class dis-
tinctive characteristics that help to solve particular problems. Some of the branches of
AI is believed that someday they will outperform the intellectually of a human brain.
Thanks to AI, a modern computer is only limited by its computational power and the
law of physics [87]. From the conceptual point of view, the taxonomy of Artificial In-
telligence algorithms could be represented as Figure 5.3.
Figure 5.3: Taxonomic overview of Artificial Intelligence.
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Machine learning algorithms and all its brunches depend on the training data for
learning and optimisation. A trained model could be deployed to accomplish its certain
task with high-efficiency [88]. As simple as it may sound, the actual steps to achieve
this goal requires several complex procedures such as efficient engineering for represent-
ing the data set, designing the architecture for the model, finding the appropriate loss
function and training algorithm that works best for the given architecture. Combina-
tion of all these steps together requires in-depth fundamental knowledge of the domain.
The most crucial part of implementing such an algorithm is the part of Engineering
the data representation process. This part is also known as ”feature engineering”. Fea-
ture engineering is very crucial and challenging because of two reasons. First, selecting
and extracting the feature-sets that works best in context of the problem needed to be
solved and second, poor choice of the feature-sets or feature extraction could make the
model performing poorly or even the entire project could turn out to be futile because
of poor feature selection [89].
Deep learning is a subset or branch of machine learning (see fig 5.3). Deep learning
is inherited the learning representation and concepts for the classic machine learning
algorithms and uses those in a more hierarchical order. In other words, Deep learning
processes the computational tasks by decomposing the computational models or the
graphical model of the process into multiple layers. Deep learning takes advantage of
this concept to create a learning representation with multiple levels of abstraction [90].
An Artificial Neural Network (ANN) is also known as Multi-Layer Perceptrons (MLP)
are a subclass of machine learning algorithms [91].
5.4 Basic Structure of ANN
The basic building block of the Artificial Neural Network resembles the standard struc-
ture of a real-life neuron found in the human brain. The Artificial Neural Network is
an afford to mimic the actual architecture of the human brain because of its powerful
learning and decision-making mechanism. The structure of the neural network is based
on graph theory which is a collection of interconnected nodes. All the nodes are con-
nected with an adoptive weight that ultimately forms a directed and weighted graph.
This particular structure allows the artificial network with the ability to learn. The
simplest form of an ANN represents the basic form of a Neuron which is presented in
the fig 5.4.
The form of Artificial Neural Network shown in Figure 5.4 is the simplest form of
an Artificial Neural Network. It has 1 input layer, 1 output layer and no hidden layer
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Figure 5.4: Comparing Neural Network with Actual Neuron
[92; 93]. This diagram of ANN is so simple it represents the basic block of any Artificial
neural networks. Here each of the circle represents a neuron itself and the connection
between is called a synapse. Each neuron in the input layer takes one input variable.
Every input variable is feed to a neuron which connect other neurons of other layers
with synapse. The firing of the synapse depends on the input value and the weight of
the synapse. The training of the Artificial Neural Network will be discussed in detail
in the following section. The output of the model could be the waited for some of all
the inputs.
An ANN such small does not have any practical use itself. The true power of the
ANN is relying on its hidden layers. A diagram of an Artificial Neural Network with a
hidden layer is represented by the following Figure. Figure 5.5 is an Artificial Neural
Network with 1 hidden layer. Usually, an ANN contains more than one hidden layer.
Each neuron in a layer connection to all the other neuron in the next layer. During the
operation, some of the input will be important and some of them will not, depending
on the assigned value of the synopses. The output of the ANN model is defined by the
set of synopses is fired between layers.
5.5 Training an ANN models
The training procedure of an Artificial Neural Network could be understood from the
simplest form of the ANN which is known as Perceptron. The Perceptron, the fun-
damental building block of an ANN is invented in 1957 by Frank Rosenblatt [94].
Rosenblatt invented perceptron as a mechanism that can learn and adjust itself using
the input values.
Concept of learning type, dependent variable and independent variable is important
for understanding how the Artificial Neural Network learns. The training example
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Figure 5.5: Artificial Neural Network with hidden layer
provided here is supervised learning. In supervised learning, the outcome of the training
data is always known from the dependent variable values. That means, the data set is
consists of an independent variable and dependent variables. The dependent variable is
the actual or known outcome and the independent variable is the factors or the values
that determine the outcome or the dependent variable. Here, the learning mechanism
is being described using the simplest form, perceptron.
5.5.1 Optimisation
When the input value is supplied to a perceptron, it uses one of the many kinds of
activation function to generate the output. The activation function is discussed in
the following section. Since the perceptron is the simplest form of the network, the
supplied input will go through the activation function in the output layer and output
Y will be generated. Here, Yˆ is the output value, and Y is the actual value. The
learning of the Artificial Neural Network is obtained by comparing the output value
Figure 5.6: Training process of a perceptron.
CHAPTER 5. ANN FOR AUDIO-BASED MONITORING 39
of the perceptron with the actual value in the training dataset which is also known
as the dependent variable. The output value is supposed to be equal or very close
to the dependent variable. In real life application, there is always some difference in
the output value and dependent variable during the training of the Artificial Neural
Network. This difference between the actual value and the output value is calculated
by a cost function. There are many types of cost function could be used. In this
perception, the simplest kind of cost function is used, which can be expressed by
C =
1
2
(
Ŷ − Y
)2
. (5.5)
The value of the cost function tells us the amount of error in the prediction. The most
efficient prediction will generate the smallest value out of the cost function. The main
idea of training the Neural Network is updating the waits of the synapses by analysing
the value of the cost function so that the error is minimum. For this simple example
perceptron, the only way to bring down the error or the value of the cost function is
by updating the weight of the synapses. In real-world, an ANN needs a lot of data for
training. Bigger dataset helps the ANN model become more efficient. The cost function
is not calculated every time a row of training data is passed through the ANN model.
One by one, each row of the training dataset is passed through the ANN model. Yˆ is
calculated for each of the row and Y is already provided in the dataset. The full cost
function is calculated after the last row of the dataset has been passed. Finally, all the
wights of the Neural Network are updated based on the value of the cost function. This
process is called backpropagation and repeated several times until the cost function has
its minimum value. Here, the weights of the synapses are global and apply to all of the
rows equally.
There are two types of propagation in the training process of the neural network,
forward propagation and backpropagation. The process of feeding the data to the neu-
ral network in order to obtain the Yˆ is called the forward propagation. After achieving
the Yˆ and calculating the cost function, the wights of the neural network is updated
through backpropagation. Epoch and batch size is two important terminologies used
in training and testing of an ANN model. The process of using the entire data set for
training the ANN once is called an epoch. Batch is the number of features to feed the
ANN before the weights of the nodes are adjusted or updated.
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5.6 Summary
Feature extraction plays a very important part of the proposed algorithm. There is a
wide range of choice for feature vectors or feature-sets to be extracted from the audio
signal. Each type of feature-sets has distinct characteristics and serves different purpose
i.e. MFCC is the most popular for working with human voice audio. However, this
study using Fbank for beehive state recognition because it generates more dimensions
compare to Mfcc. As Artificial Neural Network needs well over 10,000 samples to be
trained, the audio signal is sliced into 2-second files and feature-sets extracted from
each of them separately to generate the training and testing dataset. Fbank feature
extraction process has six steps that finally produces the feature vectors.
Multi-layer Perceptron Neural Network is used in this study which is a sub-class of
deep learning. It learns by optimising the weighted value of the nodes in the Neural
Network. The Network predicts a result based on the randomly assigned values of the
nodes and compares the predicted results with the actual result. This comparison uses
a cost function to generates an error so that the value of the weighted nodes could be
updated. This process of updating the values of the nodes are called an epoch. The
training process of the Neural Network consists of forward and backpropagation. The
Neural Network predicts the result during the forward propagation and updates the
value of the nodes during the backpropagation and gain more efficiency or learns as
this process continues.
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Chapter 6
Proposed Algorithm and
Implementation with Real Data
In this chapter, an intelligent bee-hive monitoring algorithm based on Multi-layer per-
ceptron (MLP) feed forward artificial neural network (ANN) is proposed. This proposed
beehive monitoring algorithm can identify the queenless and queenright state of a bee-
hive with very high accuracy. The enhanced feature extraction method is implemented
for the proposed algorithm. The final feature sets of this new feature extraction method
are created with a combination of the Fbank features and the energy level of the frames.
A MLP feed forward ANN is used as a classifier in the proposed solution because
it is a perfect classifier for the dataset generated using the extracted audio feature
sets. This particular form of ANN was implemented for demonstrating the improve-
ment of classification accuracy between the traditional feature extraction dataset and
the dataset generated from the proposed feature extraction method. Other form of
Machine Learning algorithm could have better result however that is not the focus of
this thesis. The architecture of the ANN model is in a very simple form containing
one input layer, one hidden layer and one output layer. The proposed algorithm is
determined to achieve a high classification accuracy of the beehive states with noisy
environments by enhancing the feature extraction process and the ANN classifier is
kept to its most simplest form. A ANN requires at least one hidden layer, one input
layer and one output layer. For this reason, the ANN classifier in the proposed solution
contains one input, one hidden and one output layer only. Enhancing the structure of
the ANN classifier will likely to improve the efficiency of the proposed algorithm.
Neural network based beehive monitoring algorithm happens to be performing in-
adequately within the noisy environment which is proven by the simulation results in
this thesis. Feature engineering of the proposed solution is attempting to overcome
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this gap and keep the high classification accuracy even in the noisy environment. It
is very important for a beehive monitoring algorithm to perform efficiently in noisy
environments. In the real world bee-keeping, the beehives are placed in a variety of
noisy environments. Moreover, rain and wind are very often faced by the beehives
placed outdoors. This adds noise and likely to interfere with the performance of the
beehive monitoring algorithm. Hence, it is very important for the beehive monitoring
algorithm to be able to handle the noisy signal.
Chapter Outline. Section 6.1 explains the detailed outline of the simulation plan
including the process of the new feature extraction method with sub-band, total range
of frequency and the range of the sub-band frequencies. The intensity of the noise level
is also explained in this section. This study uses real data from an annotated dataset.
Section 6.2 explains the dataset in detail including which audio files are selected from
the dataset. Section 6.3 explains the algorithm in detail from sub-section 6.3.1 to 6.3.3.
Sub-section 6.3.1 elaborates all the changes and manipulations made to the audio files.
Extracting the features and generating the training and testing dataset with the feature
vectors are explained in 6.3.2. Sub-section 6.3.3 explains all the criteria considered for
configuring the Neural Network as a classifier. This includes the number of layers and
the number of nodes, input and output. Results of the simulation are provided within
section 6.4 and 6.5. Section 6.4 contains results with conventional feature extraction
process and section 6.5 provides results with the enhanced feature extraction process.
6.1 Description of the Annotated Dataset
Dataset used in this thesis is taken from the NU-Hive [4] and the data is generated
through a comprehensive recording procedure. This is very important because we need
to analyse the global signal of the beehive, not one bee or part of the hive. The features
are relying on the frequency of the audio signal. Global signal of the hive could have
different amplitude depending on many factors like the size of the hive and the number
of the population and many more.
Dataset used in this experiment is named as ”To bee or not to bee”[4]. It is an
annotated dataset and is originally developed in the context of an automatic recogni-
tion system of beehive status. The recording of the dataset is taken from two different
projects named Open Source Beehive (OSBH) [4] and NU-Hive project [95]. Both of
these projects were designed as a beehive monitoring system. Following tow paragraphs
contains more information about these two projects.
The OSBH project is a collection of audio recording from the general public. This
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is initiated by citizen science and people send their recordings by registering the state
of the beehive at the moment of capturing the audio. As a result, the OSBH dataset
is very diverse because of the variety of the different recording devices, recording envi-
ronments and position and type of the microphone.
The second contributing project in this dataset is the NU-Hive project which is a
result of a comprehensive effort of data acquisition. All the recording are taken from
two beehives, one with the queen bee present in the hive and the other one is missing
queen bee in the hive. All the audio recording from this dataset is annotated indicating
the states of the beehive and the name of the beehive it is recorded from. Audio sam-
ples from the NU-Hive project is taken withing a very controlled way. However, still,
there is the presence of external sounds such as car honks, birds chirping and traffic
could be found in this audio set.
Dataset used in this project is taken from the NU-Hive project. Only the annotated
audio files representing the queenless and queenright state of the beehive are selected.
The selected audio files are free from any ambient noise and the actual sound of the
beehive is clearly audible. This thesis is focused on finding the queenless or queenright
states of a beehive. Therefore, this dataset is perfectly in line with the requirement of
the project.
Figure 6.1: Spectrogram of queenless beehive audio.
Figure 6.2: Spectrogram of a queenless beehive audio mixed with -40dB rain sound
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There are two types of audio file in the dataset, WAV and MP3. Only the WAV
format audio files from the queenless and queenright beehives are selected for this ex-
periment. Each of this WAV file are recorded as stereo or two channel audio. One
common trend is found across all the audio file in the dataset, that is left channel
contains all the important information of the file and the right channel has very little
information. Based on this trend, only the left channel of each audio file will be used in
the experiment. Figure 6.1 contains the spectrogram image of the audio from a queen-
less beehive. Figure 6.2 contains the same audio signal presented in Figure 6.1 mixed
with -40dB rain sound creating a virtual rainy environment. In this thesis, -40dB is the
lowest intensity of noisy and -10dB is the highest. As it can be seen from the picture,
-40dB rain sound has corrupted the beehive audio signal very much. Audio signal from
a beehive will get more corrupted as the environmental noise intensity increases.
Based on the spectrogram in Figure 6.1 it appears that the frequency components
representing the queenless state of the beehive is residing in lower frequency range. Ob-
serving Figure 6.1 and information provided in Table 4.1, it is being assumed that the
frequency component representing queenless state of a beehive is within the frequency
range of 0 Hz to 1500 Hz.
Audio files are selected from the annotated dataset based on their annotations.
Only the audio files representing the queenless and queenright states of a bee-hive are
selected for the experiment of this thesis. There are two mp3 formatted files in the
dataset which is not chosen because one of them is significantly shorter in length (only
15 seconds) and other one is not representing either queenless or queenright states of
the bee-hives.
6.2 Simulation Plan
The simulation experiment could be divided into three main parts. First, the classifi-
cation accuracy of the beehive monitoring algorithm is tested with a noise-free environ-
ment and second, the same algorithm is tested within a controlled noisy environment.
The performance of the algorithm dropped within noisy environments. To overcome
this gap, an extended feature extraction process is implemented. This new feature ex-
traction method divides the given frequency range into 3 overlapping sub-bands. The
feature extraction process is conducted on each of the sub-bands separately only to
combine them afterwards and generate the enhanced feature sets. This enhanced fea-
ture set contains more dimension and characteristic of the audio signal that makes the
noisy signal more understandable to the neural network and effectively increase the
classification accuracy of the beehive monitoring algorithm in the noisy environment.
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The target frequency range of the audio signal is set to 0 Hz for the lower limit and
1550 Hz for the upper limit. This is 50 Hz more than the frequency range assumed
earlier to avoid any potential loss from the cutoff edge frequency. The selection process
of the targeted frequency range is discussed in the previous section (section 6.1). The
upper limit is set 1550 Hz assuming important frequency component needed to identify
the queenless state is residing within this frequency range. The target frequency range
is selected in such a way that it could be divided into 3 overlapping sub-bands covering
the total frequency range. Sub-band 1 ranges from 0 Hz to 550 Hz, Sub-band 2 ranges
from 450 Hz to 1050 Hz, Sub-band 3 ranges from 950 Hz to 1550 Hz. Each of the
sub-band has a 100 Hz overlapping frequency range. The overlapping is preventing the
algorithm from losing information of the frequency components residing in the edge
frequency of the sub-bands. These sub-bands were proposed assuming that one of the
sub-bands might contain more frequency component than other sub-bands that relate
to the queenless state of a beehive.
The beehive monitoring algorithm is tested in two types of noisy environment, Rainy
and White noisy environment. Rain noise audio is taken from an open field with light
wind and moderate rain fall. A white noise is a random noise produced by combining
all the different frequencies from the frequency range at once. The intensity of these
frequencies are projected equally from low to high over the audio spectrum. That
means white noise has an equal energy distribution over the frequency range [96].
This noisy environment is simulated by mixing the noise signal with the beehive
audio signal from the database. Both rain and white noise environment are created
with a controlled intensity of the noise. First, the noisy signal is created with different
level of controlled intensity, then it is mixed with the beehive audio signal to create
noisy environments with a specific intensity. The noise intensity of the audio signal
could be categorised in 4 levels, -40dB, -30dB, -20dB and -10dB. More detail of these
simulations will be provided within the simulation result section 6.4 along with the
simulation results.
6.3 Design and Configuration of the Simulation
6.3.1 Audio Pre-processing
The annotated dataset has a collection of audio files from beehive representing the ac-
tive day, swarming, queenless and queenright states. Only 35 of the audio files related
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to Queenless and Queenright beehive were selected for this experiment. A total number
of 35 files were selected. There are 14 audio files from the Queenright beehive and 21
audio files from Queenless beehive were selected. The length of the audio files ranges
from 9 min 38 sec to 9 min 58 sec. Each of these 35 audio files is split into 2-second
files so that we can extract features from each of them and create a dataset that can
be used for the proposed neural network. There were 10353 audio files each 2-second
long after splitting.
Later on in this experiment, the original audio is mixed with rain sound and white
noise audio to create a virtual noisy environment. The original audio file from the an-
notated dataset is not equal in time duration. The length of the audio files is ranging
from 9m 38s to 9m 58s. All the audio files from the original dataset are trimmed to
an equal length of 9m 38s0 for practical reason in order to mix the noisy environment
sound and create a virtual noisy environment for the beehive audio.
This trimming of audio file length is effectively reduced the number of 2-second
audio files generated from the virtual noisy environment audio down to 10115 samples.
Now, these 2-second audio files are ready to go through a feature extraction process.
Feature extraction processes are elaborated with more detail in the following section.
6.3.2 Feature Extraction
Process of audio base classification starts with audio feature extraction. This experi-
ment is set out to implement an intelligent beehive monitoring algorithm using Fbank
feature vectors and test its performance. Initially, the Fbank features vector and the
energy coefficient together. Performance of the algorithm could vary depending on the
chosen type of features and application [97]. In this thesis, Fbank feature is selected for
the proposed algorithm. The complete step by step procedure of the feature extracting
process is elaborated as follows. The entire project is coded in Python programming
language. Fbank features are extracted from each of the 2-second split audio files. Fea-
ture extraction is accomplished with the use of python speech feature library. Other
python library includes scipy, numpy and pydub. Detail configuration of the feature
extraction method is described below.
Fbank feature extraction is configured with 26 filters. The size of the Fbank feature
vectors is related to the number of the Fbank filters. The number of the filter kept small
to keep the dataset smaller. The sample rate of the original audio data is 44100 Hz
and kept unchanged during the audio pre-processing stage. Hamming window function
is used for the windowing and the length of the window is kept 25 milliseconds. Size
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of the training dataset is also controlled by manipulating the length of the Window
steps are set to 300 milliseconds. Manipulation of the length of window step effectively
controls the number of the feature vectors extracted from each of the 2-second audio
samples. With window step time more longer, the number of windows reduces, conse-
quently, the length of Fbank feature vectors become smaller. This technique is used
to keep the overall length of feature vectors array to 403. Sub-band and the desired
frequency range is controlled by using the high and low-frequency parameter of the
feature extraction function. These parameters are used in setting the full- band and
sub-band of the audio signal during the feature extraction process.
The feature extraction process is applied to each of the 2-second audio samples.
The extracted features were accumulated in order to create a larger dataset to train
the neural network for better classification accuracy. Extracted Fbank feature vectors
from each of the 2-second audio file create one row in the feature dataset. Here the
number of the 2-second audio file equals the number of row in the feature dataset. The
feature dataset contains one more important information at the very last column for
each of the row. This row is the dependent variable indicating the state of the beehive.
For each of the extracted feature set, if it is extracted from queenless beehive audio, the
dependent variable value will be 1. Otherwise, if the feature set is extracted from queen-
right beehive audio, the dependent variable value will be 0. The dependent variable is
very important in the training and testing process because the neural network in this
simulation uses supervised learning which relies on the dependent variables for compar-
ison. Finally, the dataset with the extracted features contains more than 10,000 rows
and 403 columns. Here, the number of the column indicates the length of the feature
sets (independent variable) and the state of the beehive (dependent variable) combined.
The extracted feature dataset is split into 80/20 per cent into a training and a
testing dataset. Training dataset contains features from 8,282 samples and the test-
ing dataset is given features from 2,071 samples. Both of the training and the testing
dataset to through another pre-processing stage before feeding to the neural network.
This is a standard scaling process to transform the values of the features within the
range from 1 to -1 for the arithmetic reason due to the neural network.
6.3.3 Configuring the Neural Network
A simple form of Artificial Neural Network is deployed with 3 layers, the input, output
and only one hidden layer. The neural network part is implemented using the ”Keras”
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Figure 6.3: Neural Network configuration for conventional feature-sets.
and ”Scikit-learn” library within the python programming environment. For the in-
put layer, the number of nodes is equal to the number of independent variables in the
training or testing data set. As the number of independent variables is the length of
the feature set which is 405, consequently the number of nodes in the input layer is also
405. The number of node in the output layer is depending on the dependent variable.
There is only one dependent variable in this simulated experiment and it is a categori-
cal variable with a binary outcome. Value 1 indicated queenless state and 0 indicates
queenright state. Based on this characteristic, the output layer consists of one node.
The number of nodes in the hidden layer is determined by the average value of the
number of nodes in the input and output layer combined. This method of calculating
the node works for most of the Neural Networks. This simple method is followed as
experimenting with the Artificial Neural Network is not within the scope of this thesis.
Activation function for both input and the hidden layer is ”ReLU” and the output
layer is configured with ”Sigmoid” activation function. ReLu is a rectifier activation
function and its full name is Rectified Linear Unit (ReLu). This activation function is
chosen because of its simple mathematical operation so the learning process is faster.
Based on the input value this activation function returns a binary outcome of either 0
or 1, making it more appropriate for the first two layers of the neural network. It has
six times better convergence rate compared to other activation functions [98]. ReLu is
widely used in hidden layers for classification problems [99]. Sigmoid activation func-
tion produces values ranging between 0 to 1. In this case, the value of the output layer
equal or grater than .5 is considered as true or queenless and below .5 is considered as
false or queenright.
Other parameters of the neural network such as batch size, the number of epoch
and optimiser function are determined using the parameter tuning from the Scikit-learn
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library. It is a built-in feature of Scikit-learn library. This feature allows the program-
mer to test the ANN models performance in a combination of different batch size, the
number of epochs and optimizer functions. The proposed ANN model is tuned with
this parameter tuning feature and the best performance of the neural network model is
found with batch as 23, epochs 300 and optimizer function as ”Adam”. This configura-
tion is used for all the simulations. This conventional feature dataset includes full-band
(0 Hz to 1550 Hz) and Sub-band simulations. The proposed method used new dataset
that combines all the sub-band feature sets and consequently the combined feature sets
is larger by comparison to other feature sets used in the simulations. These combined
feature sets contain 1216 features. Neural network for the proposed method is reconfig-
ured slightly for practical reasons. In this case, the number of node in the input layer
is matched to the new length of the feature sets and the batch number is increased to
500 to accelerate the training time of the neural network. Finally, the best accuracy of
the model is determined by using the k-fold cross-validation with 10 fold.
K-fold cross-validation is a process of training and testing an ANN model with sev-
eral different combinations of training and testing data sets. K-fold cross-validation
usually used 10 fold. This means it creates 10 different combinations of training and
testing datasets by randomly shuffling the main feature set and train and test the
model’s accuracy 10 times only to calculate a mean accuracy. This is important be-
cause training and testing an ANN model more than once using the same feature set
usually does not produce the same classification accuracy. Finally, by using the above-
mentioned configuration, all the simulations were executed with 1 second per epoch
and 100us per step.
Sections 6.4 contains the simulation results found for the noise-free, rainy and white
noise environments. As per the simulation plan explained in section 6.1, the simulation
Figure 6.4: Neural Network configuration for enhanced feature-sets
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results are presented accordingly. The following settings remain the same across all the
simulation.
Layer Number of neuron Activation Function
Input layer 405 Rectifier (ReLu)
Hidden layer 203 Rectifier (ReLu)
Output layer 1 Sigmoid
Table 6.1: Neural Network configuration for conventional feature set.
Layer Number of neuron Activation Function
Input layer 1217 Rectifier (ReLu)
Hidden layer 609 Rectifier (ReLu)
Output layer 1 Sigmoid
Table 6.2: Neural Network configuration for proposed feature set.
Both of the ANN models is configured with ”Adam” optimization function. This
optimizer function is selected based on its outstanding performance. Compared to
other optimization cost functions, adam optimizer meets the expected convergence in
minimum time [100].
6.4 Classification Accuracy with Conventional Feature En-
gineering
The very first simulation is conducted in a noise-free environment where no noise sam-
ple is added to the beehive audio. All the simulation using the conventional feature
extraction method is using the full band of the targeted frequency range. As mentioned
earlier, the range of frequency targeted for this simulation is from 0 Hz to 1550 Hz and
referred to as full-band. Performance of the algorithm during the simulation is as fol-
lows.
Frequency range (Hz) Noise Classification
Accuracy
0 Hz to 1550 Hz Clean 90.08%
Table 6.3: Simulation result in noise-free environment.
Data provided in Table 6.1 contains the result from the very first simulation. In a
noise-free environment, using the conventional feature extraction process the algorithm
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proven to have very good classification accuracy with 90.08%. Afterwards, the perfor-
mance of this same architecture is tested in noisy environments.
Next part of the simulation contains two major parts simulating two types of noisy
environments. The first part contains rain noise and the second part contains white
noise with a linear distribution. Noisy environment is simulated with 3 different level
of noise intensity, -40dB, -30dB and -20dB. Here -40dB is the lowest level of noise and
-30dB is the most intense level of noise.
Frequency range (Hz) Noise level Classification
Accuracy
0 Hz to 1550 Hz -40dB 88.62%
0 Hz to 1550 Hz -30dB 79.96%
0 Hz to 1550 Hz -20dB 75.68%
0 Hz to 1550 Hz -10dB 64.54%
Table 6.4: Simulation result for Rain Noise environment
Frequency range (Hz) Noise level Classification
Accuracy
0 Hz to 1550 Hz -40dB 84.53%
0 Hz to 1550 Hz -30dB 75.76%
0 Hz to 1550 Hz -20dB 74.58%
0 Hz to 1550 Hz -10dB 65.04%
Table 6.5: Simulation result for White Noise environment
Table 6.2 and 6.3 contains the classification accuracy of the algorithm from the sim-
ulated noisy environments. The simulation started with the lowest noise level at -40dB
and increased up to -20dB. The results in Table 6.2 indicate the drop in performance
or classification accuracy as the noise level increases. For a 20dB of noise increment
(form -40dB to -20dB), classification accuracy has dropped almost 13% (form 88.62%
to 75.68%). Table 6.3 contains the result of a similar simulation of the white noise
environment. This simulation is also conducted with the full band of frequency and 3
levels of noise intensities, -40dB, -30dB and -20dB. In this case, each of the simulations
is showing 1% to 4% less in classification accuracy compared to the simulated rain noise
environment (Table 6.2). Figure 6.5 provides a more clear illustration of this drop in
classification accuracy.
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(a) Rain Noise Environment (b) White Noise Environment
Figure 6.5: Bar chart illustrating the drop of classification accuracy with increasing
level of noise.
6.5 Classification Accuracy with enhanced feature extrac-
tion
Analysing the result from section 6.4, it is established that the proposed algorithm
does not perform very efficiently in noisy environments. To overcome this problem, the
following simulation uses the enhanced feature extraction method described in section
6.1. Briefly, the new feature extraction method divides the targeted frequency range
into 3 overlapping sub-bands and extracts features from each of the sub-band only to
combine them afterwards to generate advanced feature vectors that will help the neural
network perform better within the noisy environment.
Simulation is executed for rain noise and white noise environment for the same 4
levels of noise intensity (-10dB, -20dB, -30dB and -40dB) as mentioned in the previous
section (6.4). The following simulation divides the target frequency range into 3 sub-
bands. The range of this sub-bands remains the same across the rest of the simulation
as stated as follows. In the data table, the sub-band will be called with their names
but not their respective frequency ranges.
Sub-band 1: 0 to 550 Hz
Sub-band 2: 450 to 1050 Hz
Sub-band 3: 950 to 1550 Hz
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Feature sets Range of frequency
(Hz)
Classification
Accuracy
Sub-band 1 0 - 550 88.22%
Sub-band 2 450 - 1050 81.37%
Sub-band 3 950 - 1550 77.71%
sub-band 1 + sub-band 2
+ sub-band 3
0 - 1550 99.97%
Table 6.6: Simulation result in -40dB Rain Noise environment improved feature extrac-
tion.
Feature sets Range of frequency
(Hz)
Classification
Accuracy
Sub-band 1 0 - 550 82.74%
Sub-band 2 450 - 1050 68.06%
Sub-band 3 950 - 1550 69.58%
sub-band 1 + sub-band 2
+ sub-band 3
0 - 1550 99.97%
Table 6.7: Simulation result in -30dB Rain Noise environment improved feature extrac-
tion.
Feature sets Range of
frequency(Hz)
Classification
Accuracy
Sub-band 1 0 - 550 78.16%
Sub-band 2 450 - 1050 61.03%
Sub-band 3 950 - 1550 65.13%
sub-band 1 + sub-band 2
+ sub-band 3
0 - 1550 99.96%
Table 6.8: Simulation result in -20dB Rain Noise environment with improved feature
extraction.
Feature sets Range of
frequency(Hz)
Classification
Accuracy
Sub-band 1 0 - 550 65.88%
Sub-band 2 450 - 1050 55.14%
Sub-band 3 950 - 1550 57.53%
sub-band 1 + sub-band 2
+ sub-band 3
0 - 1550 99.97%
Table 6.9: Simulation result in -10dB Rain Noise environment with improved feature
extraction.
Classification accuracy for the improved feature extraction method could be found
in Table 6.4 to 6.9. Each of these tables contains classification accuracy found for a
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Feature sets Range of
frequency(Hz)
Classification
Accuracy
Sub-band 1 0 - 550 87.03%
Sub-band 2 450 - 1050 74.78%
Sub-band 3 950 - 1550 67.80%
sub-band 1 + sub-band 2
+ sub-band 3
0 - 1550 99.95%
Table 6.10: Simulation result in -40dB White Noise environment with improved feature
extraction.
Feature sets Range of
frequency(Hz)
Classification
Accuracy
Sub-band 1 0 - 550 79.59%
Sub-band 2 450 - 1050 58.23%
Sub-band 3 950 - 1550 56.69%
sub-band 1 + sub-band 2
+ sub-band 3
0 - 1550 99.95%
Table 6.11: Simulation result in -30dB White Noise environment with improved feature
extraction.
Feature sets Range of
frequency(Hz)
Classification
Accuracy
Sub-band 1 0 - 550 75.56%
Sub-band 2 450 - 1050 55.22%
Sub-band 3 950 - 1550 53.82%
sub-band 1 + sub-band 2
+ sub-band 3
0 - 1550 99.95%
Table 6.12: Simulation result in -20dB White Noise environment with improved feature
extraction.
Feature sets Range of
frequency(Hz)
Classification
Accuracy
Sub-band 1 0 - 550 64.55%
Sub-band 2 450 - 1050 57.10%
Sub-band 3 950 - 1550 58.89%
sub-band 1 + sub-band 2
+ sub-band 3
0 - 1550 99.97%
Table 6.13: Simulation result in -10dB White Noise environment with improved feature
extraction.
certain type of noisy environment and the level of noise intensity. Classification accu-
racy for each of the sub-band feature sets was tested separately assuming that one of
these sub-bands could stand out with more classification accuracy than other sub-bands
indicating that particular sub-band contains more information about queenless state
compared to other two sub-bands. However, none of the sub-bands is showing such an
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Figure 6.6: Classification accuracies in a Rainy environment.
indication.
All the simulation using the enhanced feature sets is proven to have very high clas-
sification accuracy. The lowest noise level in the rainy environment has the highest
classification accuracy, 99.97%. As the level of noise increased, the performance of
the algorithm declined slightly down to 99.96% and that the lowest point of classifi-
cation accuracy for the rainy environment. This classification accuracy is very high.
Compared to the rainy environment, the algorithm is showing a very slight lack of
performance within the white noise environment. Still, white noise simulation proved
to secure 99.95% accuracy for all of the noise levels. A possible outcome of this high
classification accuracy is discussed in the sixth paragraph of chapter 7.
The effect of increasing noise intensity could be clearly noticed from the decreasing
classification accuracy as the noise level increases. Although the classification accuracy
is very high with the combined feature sets of the sub-band features which will be dis-
cussed more in the discussion section later on. The effect of increasing noise level could
Figure 6.7: Classification accuracies with White noise.
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be observed within the sub-band results. Each corresponding sub-band performed a
little less as the noise intensity increases. For all the noisy environment, sub-band 1
always outperformed the other tow sub-bands. Base on this behaviour, sub-band 1
could be identified as the most important band of them all.
Feature 6.6 and 6.7 compares the performance of the algorithm using the conven-
tional feature sets and proposed feature sets. Figure 6.6 represents the findings of
the Rainy environment and Figure 6.7 represents the findings of the White Noise en-
vironment. These two feature sets are showing two different trends for both of the
environments. According to the bar chart in Figure 6.6 and 6.7 classification accu-
racies with conventional feature set keeps on decreasing as the noise level increases.
However, the classification accuracy of the proposed enhanced feature sets remained
almost unimpaired.
6.6 Summary
This chapter explains the proposed beehive state monitoring algorithm and tested its
performance in a noisy and noise-free environment. First, the system is using the con-
ventional method of feature extraction enhanced feature extraction method afterwords.
Classification accuracy of the algorithm using the conventional method of feature ex-
traction deteriorated as the noise level increased. The proposed enhanced feature ex-
traction method using sub-band has very little impact of increased noise level and
sustained high classification accuracy.
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Chapter 7
Discussion
This chapter explains and discusses the findings of this thesis. This chapter starts by
summarising the proposed solution, simulation plan and findings from earlier chapters.
Contribution of this thesis is discussed here. One of the significant discussion of this
chapter is the possible explanation of the findings of this thesis. Other important dis-
cussion includes comparing this study with similar studies and discussing some of the
limitations.
This study set out to explore the weakness of a neural network based beehive mon-
itoring systems performance in a noisy environment and proposing a solution method
to overcome this problem. The hypothesis of this study is to identify if Fbank feature
extraction with multiple overlaying sub-band and combining them could help the neural
network perform better in noisy environments. Performance of the proposed beehive
monitoring system is tested in simulated noisy and noise-free environments. There were
4 different levels of noise intensity used during the simulation.
First few simulations proved the weakness of the system within the noisy environ-
ments and later simulations are performed with proposed feature extraction methods to
improve the classification accuracy of the beehive monitoring system. The first simula-
tion is base on conventional feature engineering in a clean environment. This simulation
came out with good classification accuracy, 90.08%. The same system is introduced
in noisy environments and started to perform less accurate as the noise intensity in-
creases. At the highest noise level of -10dB, the classification accuracy of the system is
dropped down to 75.68%. This lack of performance is attempted to overcome using the
proposed method of feature extraction that extracts the audio feature by dividing the
targeted frequency range into 3 sub-bands and combine these 3 feature sets to form an
enhanced feature set. This new method of feature extraction performed with an out-
standing classification accuracy of more than 99.9% in all the simulations with noisy
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environments. The results indicate that the new feature extraction method can help
the neural network based beehive monitoring system to perform highly accurate in a
very noisy environment as intense as -10dB.
The results of the simulations provide a positive contribution to the research hy-
pothesis. A mutual trend could be found among both the rain noise and white noise
simulation. Classification accuracy for the system with conventional feature engineer-
ing kept on dropping as the noise level increases and the lowest performance could be
found where the noise level is highest. However, the performance of the system with the
new feature extraction method kept on showing unimpaired classification accuracy all
across the noise levels. This sustainable high classification rate proves the new method
of feature extraction is capable of handling high level of noise intensity and could be
very useful for real-world beehive monitoring systems.
Evidence of studies beehive monitoring system is discussed in detail in the literature
review section of this thesis, however, none of them attempted to test the performance
of the beehive monitoring system in a noisy environment. This is one of the contribu-
tions of this study. Studies have been conducted before proving the Artificial Neural
Network to be highly efficient for classifying the beehive states [29; 5]. These studies
also proposed Neural Network based algorithms similar to the proposed method in this
study. The proposed algorithm in this thesis correlates to the above mention studies
by classifying the audio samples with very high accuracy and using Neural Network as
the classifier. Otherwise, the proposed method in this thesis is much lighter in terms
of computational resource requirement compared to other studies. The experiment by
Vladimir et al. [29] had an execution time of over 400s per epoch which is more than
four times time consuming than the proposed algorithm in this thesis. Moreover, the
proposed method is designed to handle noisy environments. This thesis has an exten-
sive literature review of similar systems and there is no evidence of studies trying to
overcome the performance impairment of beehive monitoring systems in noisy environ-
ments.
It is important to justify if the finding of this study has any similarity or contradicts
any of the previous studies or theories. The proposed algorithm and the simulation is
built based on other existing studies. Other beehive monitoring systems found to be
using some form of machine learning, for example, convolutional neural network [29],
and Support vector machine (SVM) [4] and many more. Some of these studies combine
more than one AI models. They all have a high accuracy of classifying the sates of
the beehive using audio signals. The proposed system in this thesis is also following
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this trend. The proposed algorithm is based on Artificial Neural Network and has
very high classification accuracy. What makes this study stand out from others is the
classification accuracy of the proposed algorithm remained unimpaired within noisy
environments up to -10dB. This study does not contradict any of the existing theories.
Moreover, it introduces a new method of feature extraction that has superior perfor-
mance in a noisy environment.
There could be several explanations that could support this superior noise toler-
ance of the proposed algorithm. The proposed algorithm extracted Fbank feature from
the noisy audio signals. Fbank feature has been proven to have better performance
with noisy audio signal classification compared to MFCC (Mel-Frequency Capital Co-
efficient) feature with is more widely popular [73]. Moreover, the proposed feature
extraction method extract Fbank feature from the targeted range of frequency in 3
overlapping sub-bands and marge the extracted feature sets to form a combined new
feature set. In this process, the proposed method is three times more likely to pick
up any missing feature from the audio signal. Another contributing fact because of
the better performance of the feature sets is that it is considerably longer than than
the feature sets extracted in the conventional method. Detail of the feature extraction
methods could be found at the end of section 5.2.
The simulation in this study is designed keeping the real-world application in mind.
A beehive monitoring system is likely to be placed in a variety of noisy situations. Most
common noise faced in the beehive is the rain noise as beehives are placed outdoors.
The process of the proposed algorithm is very less resource consuming. The simulation
is executed using a laptop computer with core i7 5th generation processor, 8 gigabytes
of ram and 512 gigabytes of solid-state drive storage. Only part of the simulation that
consumed most of the computational resources in the training process. A trained model
of the algorithm is very lightweight and can be deployed in a Raspberry Pi computer
system. This prediction is feasible as a Raspberry Pi is capable to handle computa-
tional tasks at the same level of a low-end desktop computer system [42].
The performance of the proposed system is tested in noisy environments up to -10dB
and proven to perform better than conventional feature extraction method. Despite the
very promising result from the simulation, there are some limitations in this study that
need to be considered. This study focuses mainly on the improvement of the feature
extraction method. Although the neural network is a major part of the system, it is
not focused to be improved or to have experimented but rather kept simple and basic.
It also does not explore the breaking point of the system meaning at which level of
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noise the classification accuracy starts dropping or the system starts to break down.
The system is tested in noise level up to -10 dB only because of time constrain and
proved to be very efficient. More study could be carried out testing the noise handling
limit of the system. Also, there is room for more study to investigate the performance
evaluation of this same method using other feature such as MFCC and compare with
the results of this study. In terms of practical implementation, the method outlined
in the study could be deployed in a raspberry pi or single-board computer and deploy
in a beehive to check the real-world performance of the system. These results show
possibilities of a neural network based beehive monitoring system performing efficiently
in noisy environments. Based on these results it could be possible to build a beehive
monitoring system that can be efficient enough to work in highly noisy environments.
Dataset used in this thesis is taken from another study [4] which put most of the
effort in creating the annotated dataset for bee-hive sound recognition. It also imple-
mented the Support Vector Machine (SVM) and Convolutional Neural Network (CNN)
to test the annotated dataset. In [4], SVM outperform the CNN for bee-hive sound
recognition. However, this thesis is focused on how bee-hive states could be recognised
efficiently in noisy environments and using Feed Forward Artificial Neural Network in
combination with the proposed feature extraction method, the result seems promising.
Chapter 8
Conclusion
This study aimed to find a solution for the beehive monitoring algorithms so that it can
perform better in a noisy environment. A beehive monitoring algorithm is proposed
based on Fbank feature and Multi-layer perceptron neural network (MLP) where the
Fbank feature is extracted with 3 overlapping sub-band only to combine the sub-band
feature sets to form an enhanced and more detail feature sets, however, the neural
network part of the algorithm is kept in basic simple simpler form. Performance of the
algorithm is tested in a simulated environment for both demonstrating the weakness of
the algorithm in a noisy environment and testing the performance improvement in the
proposed solution in the same noisy environment. Based on the quantitative analysis
of the result of the simulation it can be concluded that the proposed feature extraction
method is able to generate a feature sets with more dimensions than the conventional
feature extraction method and have the potential to increases the classification accu-
racy of the neural network based beehive monitoring algorithm in a noisy environment.
8.1 Summary of the research
This study is motivated by the fact that there is much research on the new and more
accurate method of beehive monitoring algorithms but none of them is testing the noise
tolerance of the algorithm. A beehive monitoring algorithm should be able to operate
in a noisy environment with a high classification rate. This thesis contains the prof
of Fbank feature and neural network based beehive monitoring algorithm have lower
classification accuracy when exposed in a noisy environment. Based on this problem
statement, this study attempted to demonstrate the weakness of the proposed algo-
rithm in noisy environments and proposing a solution as well. The result generated
from the simulation is exactly as expected. Classification accuracy of the algorithm
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using the conventional feature extraction method keeps on falling as the noise level
increased proving its weakness in noisy environments. Performance of the algorithm
using the proposed method of feature extraction remained very high for the same level
of noise. The simulation is designed with 4 different noise intensity. Based on the
result of the simulation, the methodology of the proposed solution could be concluded
to be successful. This implies that using the new method of feature extraction, the
beehive monitoring algorithm could perform efficiently in a noisy environment without
any additional noise isolation or noise-cancelling mechanism.
Based on the simulation result and for better understanding of the results, future
studies could include building a working prototype of the algorithm with single board
microcomputers like Raspberry pi demonstrating the real-world implication of the pro-
posed algorithm. All the computational process in the proposed solution kept simple
and it is light enough to run on very low power algorithms. Future research could also
include designing similar algorithms with other feature extraction methods like MFCC
and compare the findings.
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