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Abstract
The focus of this dissertation is the numerical analysis of confined aerosol jets used in fiber
classification and dustiness measurement. Of relevance to the present work are two devices,
namely, the Baron Fiber Classifier (BFC), and the Venturi Dustiness Tester (VDT).
The BFC is a device used to length-separate fibers, important for toxicological research.
The Flow Combination Section (FCS) of this device consists of an upstream region, where
an aerosol of uncharged fibers is introduced in the form of an annular jet, in-between two
sheath flows. Length-separation occurs by dielectrophoresis, downstream of the FCS in the
Fiber Classification Section (FClS). In its standard operation, BFC processes only small
quantities of fibers. In order to increase its throughput, higher aerosol flow rates must be
considered. The goal of the present investigation is to understand the interaction of sheath
and aerosol flows inside the FCS, and to identify possible limits to increasing aerosol flow
rates using Computational Fluid Dynamics (CFD). Simulations involve solution of Navier-
Stokes equations for axisymmetric and 3D models of the FCS for six different flow rates, and
a pure aerodynamic treatment of the aerosol jet. The results show that the geometry of the
FCS, and the two sheath flows, are successful in preventing the emergence of recirculation
in the FCS for aerosol-to-sheath flow inlet velocity ratios below ≈ 50. For larger aerosol-
to-sheath flow inlet velocity ratios, two recirculation regions are formed, one near the inner
cylinder and one near the outer cylinder.
The VDT is a novel device for measuring the dustiness of powders, relevant for dust
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management and controlling hazardous exposures. It uses just 10 mg of the test powder
for its operation, during which the powder is aerosolized and turbulently dispersed (Re =
19,900) for 1.5s into a 5.7 liter chamber; the aerosol is then gently sampled (Re = 2050) for
240s through two filters located at the chamber top. Pump-driven suction at the Extrac-
tion Port, located at the chamber top, activates injection and can lead to loss of powder
before the Sampling Phase begins. The goal of this work is to analyze the flow in the
VDT during its operation using CFD. An Unsteady-Reynolds-Averaged Navier-Stokes for-
mulation (Shear-Stress Transport turbulence model), along with fluid/powder tracking in
a Lagrangian framework, is used for simulations. The obtained results are applicable for
powder with Stokes number St << 1. It is observed that the Injection Phase results in a
uniform distribution of powder inside the VDT, for both homogeneous and inhomogeneous
dispersion, satisfying a necessary condition for the accurate evaluation of dustiness. The
results show that ≈ 24% of fluid-tracers, injected between 0 and 0.24s of flow time, escape
the VDT before the Sampling begins. Simulation results for reduced extraction flow rates
showed significant non-uniformity in powder distribution, confirming the criticality of stan-
dard extraction flow rates for uniform distribution of powder. This study lends confidence
on the accuracy of the VDT in determining dustiness, and supports other ongoing efforts
towards establishing the VDT as an ISO standard device for dustiness measurement.
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Chapter 1
Introduction
This work focuses on the numerical study of confined aerosol jets in fiber classification
and dustiness measurement. The two devices of interest in this study are the Baron Fiber
Classifier (BFC) and a novel powder-dustiness measurement device, the Venturi Dustiness
Tester (VDT).
The word aerosol, introduced in 1920, represents a two-phase system consisting of a carrier
gas and suspended particles. The suspended particles can either be liquid droplets or solid
particles. In the present work, aerosol is used to refer to solid particulate or fibrous suspension
in air (carrier gas). These particulate suspensions in air, or aerosols, are widespread around
us in the form of fog, smoke or particulate emissions from industries, transportation, power-
generation activities, suspended dust or soil particles, etc. The behavior of these aerosols is
largely attributed to the size and properties of the constituent particles.
Confined aerosol jets are relevant to a variety of industrial applications, i.e., mixing of
fluids or particles, paper printing, pharmaceutical inhalers, 3D printing of electronic devices,
size-separation of carcinogenic particles/fibers for toxicological research, etc. In a controlled
lab environment, confined aerosol jets are generated to facilitate research, testing, and de-
velopment of gas-cleaning, filtration, and sampling devices. The two devices, i.e., BFC and
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VDT, studied in the current work, use confined aerosol jets for size separation of fibers,
and sampling of powders for dustiness measurement, respectively. The current chapter pro-
vides a detailed background of the two devices of interest (BFC and VDT), and some of the
associated concepts.
1.1 Confined Jets and Aerosol
Confined aerosol jets are commonly encountered in particulate measurement, filtration, and
size-separation devices. These devices play a crucial role in the field of toxicological research,
i.e., study of the effect of particulate sizes, quantities, properties, and (fiber) dimensions of
carcinogenic materials on human health. In this section, we briefly describe some common
aerosol measurement devices that use a confined jet configuration for their operation.
The Condensation Particle Counter (CPC) is a device used to quantify the number
concentration of submicron-sized particulates. They find application in clean-room control,
air-pollution measurement and control, and nano-particle measurement. Figure 1.1 shows
an ultra-fine condensation particle counter that can detect particles of size as small as 3
nanometers. In this device, aerosol is released at a section of the saturator, confined near
the centerline, with a sheath flow around it. Saturated with the vapor contained in the
sheath flow, the aerosol jet enters a cooled condenser, which causes condensational growth
of the aerosol particles to form droplets significantly bigger than the particle sizes. A light-
scattering system, such as a photodetector, is then used to count the number of droplets.
The use of confined jet and sheath flow in this device is similar to that in the BFC, one of
the two subjects of analysis in the present study.
Another class of aerosol intruments that utilize the aerodynamic interaction of confined
aerosol and sheath flows consists of Differential Mobility Analyzers (DMAs). DMAs are
used to measure particle-size distributions and their concentrations in an aerosol. These
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Figure 1.1: TSI 3776 Ultra Fine Condensation Particle Counter [41]
devices use the principle of electrical mobility, i.e., relative motion of particles/fibers in the
presence of an electric field as a function of their sizes, to size-segregate particles. The
ability of DMAs to segregate a mono-dispersed aerosol from a poly-dispersed inlet aerosol
flow effectivley makes them one of the most widely used devices in aerosol studies. In addition
to confining aerosol and sheath flows (Fig. 1.2a), some types of DMAs also involve a tapered
geometry[41].
Size characteristics of the aerosol particles can also be assessed using a class of aerosol
devices, called the Cascade Impactors (Fig. 1.2b). A Cascade Impactor, as shown in Fig. 1.2b,
consists of 8 stages and a backup filter. Multiple nozzles are present in each stage of the
Impactor to direct air and particles, as a jet, onto a collection plate. Depending on their size,
particles get deposited at a stage, with the smallest particles often depositing on the last
stage of the Impactor. Cascade Impactors find wide applications in toxicological research
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(a) (b)
Figure 1.2: (a) Differential Mobility Analyzer (www.TSI.com); (b) Andersen Cascade
Impactor [74]
and pharmaceutical studies/industries.
1.1.1 Baron Fiber Classifier (BFC)
The Baron Fiber Classifier (BFC) is a device used to separate fibers by length (Baron et
al., 1994[3]; Deye et al., 1999[17]) using dielectrophoresis. It consists of two major sections,
namely, the Flow Combination Section(FCS) and Flow Classification Section (FClS) (Baron,
1993[4]; Baron et al., 2002[2]). The geometry of FClS comprises of a straight annulus formed
by two concentric metal cylinders. An aerosol consisting of uncharged fibers is introduced in
the annular gap between the cylinders. These fibers are polarized due to an imposed electric
field across the cylinders (higher polarization for longer fibers; Lipowicz and Ye, 1989[49]),
and experience a net electric force towards the inner cylinder. Fibers are then aligned parallel
to the electric field (Lilienfeld, 1985[48]), and begin to move towards the inner cylinder. Due
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to higher polarization, the longer fibers get deposited upstream in the FClS. The shorter
fibers, on the other hand, experience a lower polarization, and thus, a smaller electrostatic
force of attraction towards the inner cylinder. This results in the deposition of shorter fibers
either on the inner cylinder downstream, or their removal from the downstream end of the
FClS (Deye et al., 1999[17]).
Figure 1.3b shows the FCS, located upstream of the FClS. The geometry of FCS has a
converging outer cylinder (wall) and a straight inner cylinder (FClS contains the same inner
cylinder as well). In this figure, AK represents the annular nozzle through which the fiber-
containing aerosol is introduced into the FCS. An inner annular sheath flow on the side near
the inner cylinder, and an outer sheath flow on the side near the outer converging cylinder,
enter the FCS in such a way that they surround the incoming aerosol jet. Open-pore-foam
flow straighteners, represented by IH and CD in Fig. 1.3b, are used to introduce the inner
and outer sheath flows, respectively, both with plug flow incoming velocity profiles. The
design of the FCS produces almost a parabolic flow profile at the exit section FG, which
is the entrance to the FClS of the Baron Fiber Classifier. The aerodynamic interaction of
the confined, annular aerosol jet with the annular sheath flows, plays an important part in
processing the length-separated fibers using the Baron Fiber Classifier (Fig. 1.3a).
1.1.2 Venturi Dustiness Tester (VDT)
As stated by Boundy et al. (2006)[10], tendency of a powder to form an aerosol, after receiving
a given input of energy, is defined as its dustiness. In other words, it is the “propensity of
a substance to generate air borne dust during its handling” (Liden, 2006[47]). Dustiness of
substances affects us in our day-to-day lives in many ways: vaccuming a room or mechanically
cleaning an object (the energy input causes entrainment of the dust powder deposited on
the surfaces), throwing or spreading colored powders (In an Indian festival, called Holi, it
is an age-long tradition to color other people as a part of the celebration), a dust cloud
5
Figure 1.3: Schematic Diagram of (a) Baron Fiber Classifier [17]; (b) Flow Combination
Section
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entering the engine of an aircraft, or using a dry pharmaceutical inhaler. In an occupational
setting, operations such as grinding, milling, accidental spills (Sutter et al., 1982[71]) can
result in dust generation. In essence, higher the dustiness of a powder, higher will be its
entrainment and dispersion) by a carrier fluid, for a given energy input. Dustiness depends on
various factors such as the particle size distribution, humidity, ambient conditions, cohesive
and adhesive forces, etc. Hence, it is difficult to calculate dustiness theoretically, and it
must be evaluated empirically. Evans et al. (2013)[22] state that, under a given set of
testing protocols, dustiness of powders should be quantifiable. However, the quantifying
method/test should not generate new particles (for example, by breaking or dividing the
bigger aggregates), but aerosolize the loosely bound pre-existing particles from the bulk
powder.
Pharmaceutical workers are often at risk during preparation or testing of a drug. The
presence of active components in the drugs can result in severe health concerns for the
exposed workers. If the drug is in powdered form, then the dispersed dust can be inhaled by
the workers, and can cause health issues. These health risks can be complicated by drugs
that target specific cells, and interact at the gene level. These highly potent drugs present a
challenge for pharmaceutical companies in controlling the work place exposure level to several
orders of magnitude smaller than those for the average drugs like aspirin and paracetamol
(Binks, 2003[8]). Evaluating the dustiness of a powder can help to predict potential exposure
to workers, and reduce health concerns due to inhalation. Dustiness assessment is also
pertinent for dust management, developing guidelines for the safety of machinery (as in coal
mines), and selecting the appropriate manufacturing processes/operations which generate
less dust for a particular powder.
The Venturi Dustiness Tester (VDT) (Fig. 1.4) is an instrument primarily used to evalu-
ate dustiness of pharmaceutical powders, as in its current implementation at NIOSH (Evans
et al., 2013[22]). The VDT requires only 10 milligrams of the powder for the evaluation of the
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powder’s dustiness. This is specifically pertinent to pharmaceutical powders, as their quan-
tities available for conducting tests are often limited to a few milligrams. In addition, this
device fully contains the aerosol during its operation, thus minimizing the risk of exposure
to active drug components.
Figure 1.4: Photograph of Venturi Dustiness Tester (Evans et al., 2013[22])
As seen in Fig. 1.4, the VDT consists of a 5.7 liter glass chamber with a square base of
outer dimensions 172 mm x 172 mm. The side walls of the chamber are vertical up to a
height of 216 mm, after which they are tapered over a height of 44 mm to a circular top, with
outer diameter = 112 mm. Dust is injected into the glass chamber through a stainless-steel-
tube nozzle (Injection Nozzle), 100 mm long, and 4.4 mm inner diameter. A small entrance
port on the upstream wall of the chamber, located mid-wall, at a height of 108 mm from the
bottom, is used for the nozzle. The VDT chamber is completely sealed, and the fluid inside
the chamber can only escape it through the three circular Ports (6.4 mm diameter) at the
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flat circular top. These ports are positioned at the vertices of an equilateral triangle (side
= 73 mm). The base (two vertices) of this triangle is along the diameter at the center of
the circular top of the chamber; the third vertex of the triangle is close to the downstream
wall of the chamber. The port near the downstream wall is the Auxiliary Extraction Port
(EP). Two devices are attached to the other two ports located along the diameter on the
top circular wall, i.e., the Respirable-Mass Cyclone (Cyclone), and the Total-Dust Sampler
(Sampler). Both these devices contain filters to collect the particles. The cyclone collects
the respirable dust, while the Sampler collects the total generated dust. The flow rate at
which the Cyclone draws air in is 4.2 liter/min, and the particle size collected is restricted to
d ≤ 4.25 micron. The flow rate at which the Sampler operates is 2.0 liter/min. The flow rate
through the Extraction Port, the Cyclone, and the Sampler are controlled by the vaccum
pumps. Figure 1.5 shows a 3-D geometrical model of the VDT with the Cyclone and the
Sampler, and Fig. 1.6 shows the geometry of the Injection Nozzle.
The operation of the VDT (Boundy et al., 2006[10]) can be divided into two phases,
i.e., Injection, and Sampling. The duration of the Injection and Sampling Phases is 1.50 s
and 240 s, respectively. During the Injection Phase, air is exhausted through all three ports
at a total rate of 60 liter/min, and the replacement air enters inside the VDT through the
Injection Nozzle. The Extraction Port, operates at 53.8 liter/min, while the Cyclone and
the Sampler operate at 4.2 and 2.0 liter/min, respectively. It is during this phase that the
powder is aerosolized and is dispersed into the chamber through the Injection Nozzle. The
Sampling Phase starts after the powder has been dispersed into the chamber, at end of 1.50
s. The Extraction Port does not operate during the Sampling Phase, and the aerosol is
exhausted only through the Cyclone and the Sampler at 4.2 and 2.0 liter/min, respectively.
Replacement air continues to be provided through the Injection Nozzle, but now at the
reduced rate of 6.2 liter/min. It is during this phase that the respirable dust is collected by
the Cyclone, and all the other particles are collected by the Sampler.
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Figure 1.5: 3D Model of Venturi Dustiness Tester
Figure 1.6: Numerical Model of Injection Nozzle
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The experimental procedure (Evans et al., 2013[22], Boundy et al., 2006[10]) for evaluat-
ing the dustiness of a powder using the VDT is summarized as the following:
Experimental Procedure:
1. Preparation of Samples
(a) In order to prepare the powder samples with a desired humidity (50%), the powder
is first heated in an oven, overnight, at temp = 5000C, and then conditioned in a
humidity-controlled antechamber.
(b) 5 mg (MTD) of powder is measured using a microbalance. The balance is located
within a humidity-controlled weighing enclosure. The powder is then transported
via glass petri-dishes. Clean filter holders are used to transport the powder.
(c) Filters inside the Cyclone and Sampler are also weighed using a microbalance,
before the start of the experiment.
2. VDT Operation
(a) The vaccum pumps are initially turned on in a bypass mode; this permits their
achieving a steady-state pumping condition and avoids pump’s rise-time (time
taken by a pump to cause the required pressure drop in the system) issues in
the operation of the VDT. When the powder is loaded in the nozzle, the pump
connection is transferred using solenoid valves at t = 0 s (of experiment time) to
set up the flow in the Extraction Port at the rate of 53.8 liter/min (QEP ), in the
Cyclone at the rate of 4.2 liter/min (QCP ), and in the Sampler at 2.0 liter/min
(QSP ). These flow rates are continued till t = 1.50s. Note that the total exit flow
rate is 60 liter/min ( = 53.8 + 4.2 + 2.0 ).
(b) As the flow exits the chamber, the replacement flow enters through the Nozzle at
11
the rate of 60 liter/min (QT ), which corresponds to an average inlet velocity of
65.76 m/s, and Red = 19,900. Here, Red is based on the hydraulic diameter of
the nozzle.
(c) At 1.50 s, the Injection Phase is ended, the Extraction Port is closed (while the
inlet and the remaining two outflow ports remain open), reducing the total outflow
to 6.2 liter/min (QT ). This is continued for 240 s. During this time period, the
total inlet flow rate corresponds to an average inlet velocity of 6.8 m/s and the
Red = 2050. The inlet port remains open at all times, and no more flow is drawn
in through the inlet nozzle.
(d) After 240 s, the remaining two outflow ports are also closed.
(e) Both the filters are now removed and weighed on the micro-balance. The net
weight of each filter (subtracting the corresponding weights measured before the
start of the experiment) gives the mass of the powder collected at each filter, the
Cyclone (MCD) and the Sampler (MSD).
(f) The following equations, Eqs. (1.1) and (1.2), are then used to calculate the
respirable and total dustiness, respectively.
Respirable Dustiness =
QT
QCP
∗ MCD
MTD
∗ 100, (1.1)
Total Dustiness =
QT
QSP
∗ MSD
MTD
∗ 100. (1.2)
Here MTD is the total mass of the powder injected into the VDT during the Injection Phase,
and MCD,MSD, correspond to the the total mass of the powder collected by the Cyclone
and the Sampler, respectively, during the total Sampling Phase of 240 s.
In the current section, we introduced the two aerosol devices of interest, i.e., the Baron
Fiber Classifier(BFC) and the Venturi Dustiness Tester (VDT), for this dissertation. In the
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next section, we present the overall goal and the outline of this dissertation.
1.2 Goal and Outline of Dissertation
The goal of this dissertation is to study the aerodynamics of a confined jet in the Baron
Fiber Classifier (BFC) and the Venturi Dustiness Tester (VDT) using tools of Computational
Fluid Dynamics. For the BFC, we concentrate on exploring the possibility of increasing the
throughput of the BFC via analysis of the Flow Combination Section (FCS), the upstream
annular region of the BFC. For the VDT, a detailed CFD analysis of its two phases of
operation is provided.
Earlier in this chapter, we introduced the key concepts associated with aerosol sampling
and measurement. The common feature in the aerosol sampling and measurement devices,
discussed in this chapter, was a confined jet configuration (with or without sheath flows).
In general, the results of the FCS simulations explain the importance of sheath flows, the
aerosol and sheath flow interaction for increased aerosol flow rates, and the effectiveness
of the tapered geometry in suppressing the flow separation and recirculation. The second
part of this study, is a comprehensive analysis of the VDT, and explores a novel method,
comprising of jet impingement in confinement, for dustiness measurement. Here, we will use
fluid-tracking in a Lagrangian framework to also evaluate the effect of reduced extraction
flow rates and inhomogeneous injections in this device.
Chapter 2 presents a brief literature survey related to the BFC and the VDT. Numer-
ical methods, challenges, and the results of the simulations for the BFC and the VDT are
described in Chapters 3 and 4, respectively. Chapter 5 contains the final summary of this
work and some future directions.
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Chapter 2
Literature Review and Specific
Objectives
This chapter presents a brief survey of the related research available in the literature. The
current study impacts the area of fiber classification and dustiness measurement of powders.
A review of the pertinent literature on each of these two fields is documented in separate
sections of this chapter. This chapter ends with outlining the specific objectives that we
intend to achieve through this work.
2.1 Fiber Classification
Airborne fibers of materials such as asbestos are known to cause lung cancer, mesothelioma,
and other pleural disorders to exposed humans. Several past experimental studies have
associated fiber length with cytotoxicity. Lippmann (1990)[50] correlated length of the fiber
with asbestosis, mesothelioma, and lung cancer in an epidemiological research study. Hart
et al. (1994)[30] used hamster ovary cells and exposed them to several inorganic fibers (e.g.,
glass, asbestos). Their study showed that fiber length is correlated with toxicity. In an
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in-vitro study by Blake et al. (1998)[9], rat alveolar macrophages exposed to longer and
shorter glass fibers were used to show that the length of the fiber plays a significant role in
the toxicity of the fiber. This study concluded that longer fibers are more toxic than shorter
fibers. Exposure to fibers longer than 10 mm is also associated with higher chances/risk
of lung cancer, as found in recent epidemiological studies by Stayner et al. 2008[69] and
Loomis et al. 2010[52]. Toxicological studies such as these require sufficient samples of fibers
separated by length.
In the past, centrifugal and gravitational settling methods have been used to classify
fibers, but with not much success (Stober, 1972[70]; Timbrell, 1972[73]). Masuda (1979)[54]
used a virtual impactor with a sheath-aerosol flow design to separate fibers, and concluded
that separation depends more on the diameter of fiber than its length (aerodynamic diameter
is a strong function of the fiber diameter, and is not influenced greatly by its length). A
laser-based fiber generator used by Loo et al. (1982)[51] was able to produce monodisperse
carbon fibers, but could only be used for continuous fibers (Lipowicz and Yeh, 1989[49]).
Note that continuous fibers are long fibers having a ratio of length to diameter of 200 or
more.
Electrostatic separation using electrophoresis (motion of charged particles in an elec-
tric field) has been used to separate fibers by several researchers (Laframboise and Chang,
1977[42]; Yu et al., 1987[80]). While this method is capable of separating fibers, movement
of fibers (and, hence their separation) during electrophoresis does not depend strongly on
aspect ratio, thus making it an inefficient method for length separation of fibers (Lipowicz
and Yeh, 1989[49]). Based on the principle that acquired charge on a neutral fiber exposed
to an electrical field is a strong function of its length, Loo et al. (1984)[51] developed a
prototype of a new detector to measure carbon fiber lengths. Under the influence of an
electric field, a neutral fiber polarizes in such a way that there is a net accumulation of
positive and negative charges on the two ends. With a non-uniform electric field causing the
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polarization, the fibers start to move in the direction of the net electric Field, after acquiring
the charge. This is called Dielectrophoresis (Lipowicz and Yeh, 1989[49]). Lipowicz and Yeh
(1989)[49] further showed that, under the influence of a dielectrophoretic force, the velocity
of the conductive fibers is independent of fiber diameter, and is a function of fiber-length
squared.
Dielectrophoresis also formed the basis of a Fiber Classifier developed by Baron et al.
(1994)[3]. Using chrysotile (a form of asbestos) fibers, they showed that the Baron Fiber
Classifier (BFC) is capable of separating fibers of a wide range of lengths. Deye et al.
(1999)[17] experimentally re-evaluated the apparatus, and concluded that the BFC is the first
device that can reliably produce length-separated fibers. In its current implementation, the
BFC is utilized by NIOSH for preparation of samples for in-vitro measurements for research
on evaluating the relation between fiber toxicity and its length (Castranova et al., 2000[14];
Zeidler et al., 2001[81]; Deye et al., 1999[17]). While the BFC (in its current configuration)
is effective in separating fibers on the basis of their length, it is capable of processing only
very small quantities of fibers. Deye et al. (1999)[17] conducted a detailed testing of the
performance of the BFC. To accompany their experimental diagnostics, they calculated
approximate particle trajectories within the Flow Classification Section (FClS); they also
provided a computational fluid dynamics (CFD) study of the Flow Combination Section
(FCS). They concluded that the BFC falls short of its theoretical capacity of generating
length-separated fibers from a given aerosol input. They provided streamlines and velocity
contours, but did not provide a detailed analysis of the velocity, pressure, and shear stress
profiles within the FCS. Their CFD analysis was performed only for the currently utilized
flow rates. The goal of the present study is to conduct a more extended, yet still purely
aerodynamic (i.e., single-phase) CFD analysis of the aerosol and sheath flows, in order to
explore the possibility of increasing the fiber-processing capacity of the BFC.
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2.2 Dustiness Measurement
Inhalation or contact with industrial dust can lead to diseases in human beings; exam-
ple, byssinosis (lung disease caused due to inhalation of cotton dust) (Breum and Nielsen,
1996[13]), metallic pneumoconiosis (lung disease caused due to inhalation of metallic or mine
dust) (Hamelmann and Schmidt, 2003[28]), to name some. Dust exposure in pharmaceutical
industries is especially worrisome, as some of the extremely potent drugs are designed to
target specific cells and interact at the genetic level (Binks, 2003)[8]. Heron and Pickering
(2003)[31] classified the harmful effects of the exposure to pharamceutical powders into acute
pharmacological effects, chronic effects, respiratory sensitization, broncho-constriction and
skin sensitization. They further expressed the protection of the workers as a significant chal-
lenge for the pharmaceutical industry. As expressed by Hamelmann and Schmidt (2003)[28],
evaluation of dustiness of powders is of significance for taking preventive steps towards curb-
ing the exposure to the dust, and thus, for occupational safety. Hamelmann and Schmidt
Figure 2.1: 3D Model of Rotating-Drum Dustiness Tester
(2003)[28] described several methods to evaluate dustiness of powders: the Rotating-Drum
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(Breum and Nielsen (1996)[13]), as shown in Fig. 2.1, and the Falling-Powder configurations.
As stated by Evans et al. (2013)[22], the European standard EN 15051 (CEN, 2006) also
specifies these two methods for dustiness testing. The Rotating-Drum apparatus employs
baﬄes inside a slowly rotating drum, and powder free-fall to aerosolize the powder. The
Falling-Powder type apparatus employs gravity (free fall), aerodynamic entrainment, and
impact of the fallen powder at the base of the device, in order to aerosolize the powder. The
flow of the particles in both these instruments is laminar (particle and air velocities ≈ 1
m/s). These two methods have been used extensively by several researchers such as Lund-
gren (1986)[53], Plinke et al. (1994)[62], Hjemsted et al. (1996)[33], Schneider and Jensen
(2008)[66]. Use of a Cascade Impactor (Fig. 1.2b) along with a Falling-Powder type arrange-
ment (bench-top dustiness tester) has also been used for evaluation of dustiness (Lanning et
al., 1995[43]).
In addition to being large in size, these instruments require 100-1000 grams of powders per
test (Boundy et al., 2006)[10]. Thus, in case of pharmaceutical powders, where the available
amount is often limited to a few milligrams, the use of these instruments is impractical. This
is also the case for nano-scale powders, where the cost of dustiness measurement using these
conventional devices could be prohibitive.
Boundy et al. (2006)[10] introduced the Venturi Dustiness Tester (VDT), capable of
evaluating dustiness with just 10 mg of powder. Specially designed to evaluate dustiness of
pharmaceutical powders, this instrument was used to evaluate the dustiness of 5 powders.
Boundy et al. (2006)[10] further showed that the instrument exhibits reproducible, consistent
results. Its small size, and its ability to fully contain the aerosol were other primary desirable
features of this device. Recently, NIOSH used it to measure dustiness of 27 fine and nanoscale
powders (Evans et al., 2013)[22].
The operation of the VDT includes some interesting physical phenomena. The aerosol
enters the VDT chamber as a round jet, released from the injection nozzle. As the aerosol
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jet moves forward, it entrains the ambient fluid in the chamber. As the jet progresses
downstream, the increase in the jet-width results in the reduction of the jet velocity (since
the overall momentum of the jet remains nearly constant). During the Injection Phase, the
inlet velocity of the aerosol (air+powder) is 65.76 m/s, corresponding to a Red ≈ 19,900
(turbulent flow). This flow (in the VDT) has the potential to form large-scale recirculation
regions and flow structures similar to a jet under box-like confinement (Seyedein et al.,
1994[67]; Garimella and Rice, 1995[26]; Park et al., 2003[59]; Li et al., 2005 [46]; Chalupa et
al., 2001[16]).
The next section briefly describes some of the relevant work on confined turbulent jets
and the RANS turbulence modeling needed for their numerical simulation.
2.3 Confined Jets
Semi-confined and confined impingement(Fig. 2.2) of a round turbulent jet has not been
explored extensively as compared to the turbulent impingement of a free round jet on a
flat surface (Bradshaw and Love, 1959[12]; Beltaos and Rajaratnam, 1971[7]; Popiel and
Trass, 1991[65], Jambunathan et al., 1993[36]; Xu and Antonia, 2002[78]). Investigations
on the semi-confined jets have confirmed the presence of a recirculation zone due to the
confining top wall (Fig. 2.3). Seyedein et al. (1994)[67] performed numerical simulations
of a turbulent semi-confined slot jet using k- turbulence models. Their results predicted
formation of a strong vortex due to the interaction of the wall jet and the top surface. They
further predicted a larger vortex size, and shifting of the vortex center towards the outlet
with an increase in the nozzle-to-impinged-surface distance. Garimella and Rice (1995)[26]
obtained the flow pattern for a semi-confined jet impingement, and confirmed the presence
of recirculation regions formed between the confining top wall and the impinged surface
(Fig. 2.3). Later, Fitzgerald and Garimella (1997)[23] also showed the presence of similar
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Figure 2.2: Flow Configurations of Impinging Jet: (a) Semi-Confined jet, (b) and (c)
Confined Jet
20
flow structures for turbulent round jet impingement under semi-confined conditions using
Laser-Doppler Velocimetry (also called Laser-Doppler Anemometry).
Figure 2.3: Pathline Sketch Obtained by Garimella and Rice (1995) for Semi-Confined
Round Impinging Jet at Red = 23,000
Jambunathan and Ashforth-Frost (1996)[35] studied the effect of confinement on the
length of the potential core of an axisymmetric impinging jet. They argued that different
researchers in the past have presented different values of the potential core length because of
neglecting the effect of parameters such as, nozzle geometry, inlet velocity profile, and confine-
ment. Experiments conducted by them at Red = 22,500, using Laser-Doppler Anemometry
and liquid crystal thermography, on semi-confined and free-jet impingement revealed that
the fully developed velocity profile and semi-confinement extended the potential core length
of the jet by 7% and 20%, respectively. More recently, Baydar et al. (2005)[5] experimentally
measured the flow properties of a round jet. They calculated the Pressue Coefficient, Cp,
at the impinged surfaces, but limited their experiment to nozzle-to-plate spacing of 2d for a
Red = 30,000 (up to 50,000). Park et al. (2003)[59] and Chalupa et al. (2001)[16] modeled
a confined impinging-slot-jet using the k-ω turbulence model. While the former provided
results for streamlines at Red = 11,000 and a maximum value of H/B = 4 (B is the width of
the slot, and H is the distance between nozzle exit and impinged surface), the latter provided
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results for streamlines at Red = 40,000 and H/B = 2.
Most of the work done on semi-confined and confined turbulent impinging jets is de-
veloped for use in cooling electronic components. Due to this, the nozzle-to-impinged wall
distance is often between 2d and 6d, whereas for the Venturi Dustiness Tester (VDT), the
distance between the nozzle and the impinged wall is 34d. Increase in nozzle-to-impinged
wall distance is associated with the increase in the turbulence level owing to the presence
of large-scale structures (Garimella and Rice, 1995[26]). These structures are capable of en-
hancing the powder mixing during the standard operation of the VDT. In the present work,
the ability to simulate these large-scale structures is central to performing an accurate anal-
ysis of the VDT. The following section presents a background on the turbulence modeling
approach employed in this study to simulate the turbulent flow in the VDT.
2.4 URANS Turbulence Modeling
Turbulent flow is characterized by unsteady, irregular motion consisting fluctuations of trans-
ported quanitities such as kinetic energy, momentum, etc. The inherently 3D phenomenon
results in the formation of eddies of a wide range of sizes (scales). Tennekes and Lumley
(1983)[72] noted that turbulence is a continuum phenomenon comprised of fluctuations of
multitudes of scales. While the scales of the largest eddies can be of the same order as the
object around which the flow is occurring, the smallest scales are many orders smaller. For
most practical applications, it is not possible to resolve all the scales, down to the smallest
scales in the turbulent flow. In case of free jet flow, the characteristic length of the bigger
eddies (lT ) is of the order of the diameter of the exit nozzle, and the smallest length scale
(η) can be estimated by the Kolmogorov scale given by:
η
lT
= (ReT )
−0.75, (2.1)
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where
ReT =
k0.5lT
ν
. (2.2)
All of these scales are resolved in a Direct Numerical Simulation (DNS). DNS is the
time-dependent solution of the complete Navier-Stokes equations and, hence, it resolves
all the scales - from the largest to the smallest scales obtained from Eq.( 2.1). The DNS
technique performs the most accurate predictions of turbulent flows amongst all the available
approaches; however, it requires vast amount of computational resources even for simple
turbulent flow problems. Klein et al. (2003)[39] performed a DNS of a plane turbulent free
jet. They were able to resolve a domain of size 20dx8dx20d with 23.4 million grid points!
Thus, for a domain of the size of the VDT (39dx39dx49d), this approach is not practical.
Large-Eddy Simulation (LES) is a technique which resolves the large-scaled structures,
and models the smaller ones. Thus, it requires lesser computational resources as compared
to DNS for the same simulation. However, even the LES technique requires a mesh size with
y+ = 1, for the first wall-adjacent cell layer, in the majority of the domain. Here, y+ is
defined as:
y+ =
yu∗
ν
, (2.3)
where u∗ is the friction velocity, given by:
u∗ =
√
τw
ρ
. (2.4)
Furthermore, the time step for the LES computation is dictated by the smallest resolved
length scale (eddies). Thus, it is safe to say that, for a complicated geometry like the VDT,
these approaches are not practical.
An Unsteady Reynolds-Averaged Navier-Stokes (URANS) modeling approach solves the
transport equations for the mean-flow properties, and models all the turbulent scales. This
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approach significantly reduces the mesh size and computational resources required to achieve
a solution. The time step requirement for the solution also becomes less stringent as it de-
pends on the mean-flow properties. Due to these benefits, URANS modeling approaches are
the most popular techniques employed widely by the industries. George et al. (2001)[27]
stated that k- model, which is one of the popular turbulence model under URANS tech-
niques, alone accounts for 95% of the industrial use.
Since its introduction by Launder and Spalding (1972)[44], the standard k- model has
been one of the most popular turbulence models for industrial applications. However, this
model is unable to accurately predict flow fields with recirculations (Pope and Whitelaw,
1976[64]). Pope (1978)[63] also showed that, while the standard k- model simulated the
velocity field in a plane jet accurately, it overestimated the spreading rate of the round jet
by about 40%. The VDT incorporates a round turbulent jet, and as the flow in the VDT is
expected to have some recirculation regions, the standard k- model is not suitable for the
VDT problem.
Orszag et al. (1993)[58] proposed a turbulence model based on a statistical technique
called the Renormalization Group (RNG) theory. The RNG approach included additional
terms to improve the accuracy of rapidly strained flows, and flows with swirls and vortices.
Kim and Patel (1999)[38] simulated flow over a triangular ridge, an embankment, and a hill,
and found that the RNG k- model correctly predicted the sizes of the vortices, and the
length of the separated regions.
Shih et al. (1995)[68] observed that the dissipation-rate equation in the standard k-
model is responsible for the anamoly about the spreading rate of a planar jet versus a round
jet (the standard k- model provides results contradictory to the experimental observation
that the measured spreading rate of the round jet is smaller than that of the plane jet). To
overcome the drawbacks of the standard k- model, they provided an alternate formulation
for the turbulence dissipation rate and eddy viscosity. This model is termed as the Realizable
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k- model. Using the Realizable k- model, the spreading rate of the round jet was calculated
to be within the experimentally measured range. The ANSYS Fluent User guide 14.5[1]
states that the initial validation studies on flows with separation and secondary flow features
have shown the superiority of the Realizable k- model performance, compared to that of all
other k- model versions. However, they have also indicated a need for further research on
confirming the exact situations when the Realizable k- model consistently performs better
than the RNG k- model. Both RNG k- and Realizable k- models are considered in the
present study.
Wilcox (1998)[75] proposed a model based on the turbulence kinetic energy, k, and the
specific dissipation rate, ω. The k-ω model was found to have superior performance in the
sublayer of the boundary layer, for flows with adverse pressure gradient and separation,
compared to the standard k- model. Wilcox (2006)[76] also showed that the spreading rate
of the free round jet predicted by the k-ω model lies within the experimentally measured
range. The standard k-ω model has replaced the standard k- model as the most widely-
used two-equation model (Wilcox, 2006[76]), and hence, it will be useful to compare the
performance of the standard k-ω model with that of other URANS models.
One of the major drawbacks of the standard k-ω model is its strong sensitivity to free-
stream values of ωf outside the boundary layer (Menter, 1992)[55]; Menter, 1994[56]; Wilcox,
1998[75]; Menter, 2009[57]). This deficiency is not seen in the k- models. Menter (1992)[55]
also commented that the standard k-ω predicts the near-wall region better than the standard
k- model, but also fails in the strong-pressure-induced-separation region (even though it has
been successful for flows with moderate adverse pressure gradients). Menter (1992)[55] de-
veloped a new model, the Shear-Stress Transport (SST) k-ω model, which combined the
good performance of the standard k-ω model in the near-wall layers, the standard k-
model in the far-field region, and elements from the Johnson and King model (Johnson
and King, 1985[37]), which produces correct results in adverse-pressure-gradient flows. This
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was achieved with the help of blending functions, such that the blending function will return
a value of 1 in the near-wall region, (thus, activating the “modified” k-ω model), and a value
of 0 away from the surface (activating a “modified” k- model). Modification in the k-ω
model includes addition of a cross-diffusion derivative term (described in Section 4.3.2 in
Chapter 4), which relieves the model of its free-stream sensitivity. Due to these qualities,
SST k-ω model is also selected for this study.
Thus, the four URANS turbulence models compared in this study are the RNG k- model
(Orszag et al., 1993[58]), the Realizable k- model (Shih et al., 1995[68]), the Standard k-ω
(Wilcox, 1998[75]), and the Shear-Stress Transport (SST) model (Menter, 1994[56]).
In Section 2.4, we presented the background and a literature survey on the turbulence
modeling approaches pertinent to our work. The scope of the current work is described in
the following section.
2.5 Scope of Current Work
The Baron Fiber Classifier (BFC) has been shown to separate fibers on the basis of their
length. The section of the BFC, where aerosol enters the classifier surrounded by sheath
flows, is the Flow Combination Section (FCS, Fig. 1.3). The currently used aerosol flow
rates limit the quantities of fibers that can be processed (Baron et al., 1994[3]). In its
current implementation at NIOSH, this device produces only small quantities of length-
separated fibers (Deye et al., 1999[17]). Increasing the aerosol inlet flow rates can enhance
the output of the FCS, and hence, produce quantities of length-separated bers in quantities
needed for invivo and invitro studies for evaluating the relationship between fiber length and
cytotoxicity. This is the primary motivation for a critical analysis of higher inlet aerosol flows
within the BFC. It is possible that increased flow rates might give rise to undesirable flow
behavior in the FCS. In particular, the aerodynamic interaction of the aerosol jet and sheath
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flows in the FCS (Fig. 1.3) for higher aerosol flow rate might result in flow separation and
formation of recirculation regions in the FCS. Thus, understanding the complex interaction
of the aerosol and sheath flows in this section of the BFC holds the key to increasing the
flow rates. This study analyzes the aerosol and sheath flows in the FCS for standard and
increased aerosol flow rates.
Several aerosol devices, including the differential mobility analyzer (DMA) (Knutson and
Whitby, 1975[40]), use sheath flows for their operation. The classical DMA consists of an
annular region between two coaxial cylinders, similar to the FClS of the BFC, but with only
a single sheath fluid near the inner cylinder. The results of the analysis performed on the
FCS should be useful for the design and operation of DMA as well, especially when higher
flow rates of the incoming aerosol are desired.
The Venturi Dustiness Tester (VDT) is a novel device developed to measure dustiness
of pharmaceutical powders (Boundy et al., 2006[10]). Recently, NIOSH extended the use of
the VDT to measure dustiness of a multitude of powder materials (Evans et al., 2013[22]).
This device uses confined turbulent aerosol jets (during Injection Phase: Red = 19,900,
during Sampling Phase: Red = 2050) to disperse powder, and requires only 10 mg of pow-
der for dustiness measurement. On the other hand, in case of Rotating-Drum type and
Falling-Powder type devices, the flow regime remains laminar, and 100-1000 gms of powder
is required to perform the experimental evaluation of dustiness. In order to assess the VDT’s
performance, it is important to study and investigate the exhibited flow physics during its
total operation, which includes an Injection Phase followed by a Sampling Phase.
In the VDT, high-speed turbulent injection, in conjunction with concurrent extraction,
can result in loss of powder during the Injection Phase. This loss of powder must be quan-
tified for the accurate evaluation of dustiness. The amount of the powder collected by the
Cyclone and the Sampler are assumed to be representative of the powder distribution in the
VDT. A non-uniform distribution of powder, therefore, will affect the quantity of the powder
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collected by the Cyclone and the Sampler, depending on their location and the local powder
distribution. The presence of large-scale flow structures (which arise due to turbulent im-
pingement of the aerosol jet, as discussed later in Chapter 4), and asymmetry in the VDT
geometry might give rise to a non-uniform powder distribution, depending on the injection
inhomogeneity. Therefore, in this study, we have also quantified the effect of different in-
jection patterns on the aerosol-distribution homogeneity at the end of the Injection Phase.
Further, we have also addressed the importance of the flow rates used during the VDT’s
standard operation. To the best of the author’s knowledge, no such numerical study or
investigation previously exists for the VDT. It is also the intention of this study to compare
the results obtained by using different URANS turbulence modeling approaches, and deter-
mine the most suitable approach for our problem. The comparison will be performed using
a Jet-Impingement configuration, similar in dimensions to the VDT. The models chosen for
comparison are the Renormalized k- model (RNG), Realizable k- model (RKE), Standard
k-ω model (SKO), and the Shear-Stress Transport k-ω (SST) model. The specific objectives
that we intend to achieve for the FCS and the VDT problems are listed in the following
section.
2.6 Specific Objectives
2.6.1 Numerical Study of Flow Combination Section of Baron
Fiber Classifier
The first problem in this study considers the numerical investigation of aerosol jet and sheath
flows in the Flow Combination Section (FCS) of the Baron Fiber Classifier (BFC). For
this, we considered both axisymmetric and 3D models of the FCS for numerical simulation,
and examined the velocity, pressure and shear stress for eight different sets of flow rates
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(Chapter 3). The choice of flow rates permitted the probing of possible flow separation or
vortex formation that might develop when the aerosol flow rate is increased. The present
study also intends to elucidate the usefulness of the converging outer wall in deterring the
formation of recirculation regions, and the sheath flows in confining the aerosol. The specific
objectives are listed as the following:
1. Conduct simulations to study the aerodynamic interaction of the aerosol jet and the
sheath flows during standard operation, and with uniformly increased flow rates in the
FCS
2. Study the effect of increased aerosol jet flow rates, quantify the critical condition for
initiation of possible alternate flow structures, and determine how much can the flow
rates in the FCS be increased.
3. Elucidate the importance of sheath flows and the converging FCS confinement on the
flow behavior.
2.6.2 Numerical Modeling of Flow in Venturi Dustiness Tester
For the second problem in this research, we study the aerodynamics of a confined aerosol jet
in the Venturi Dustiness Tester (VDT) during its two phases of operation, i.e., Injection (1.5s)
and Sampling (240s). This CFD work considered a 3D model of the VDT, and analyzed
the time-accurate evolution of the flow, using fluid tracking in a Lagrangian framework,
during the Injection and Sampling Phases. Four different sets of flow rates are analyzed
for the Injection Phase. The choice of flow rates permitted the analysis of the effect of the
Extraction Port flow rate on fluid-tracer distribution during the Injection Phase. In order to
examine the impact of inhomogeneous injection on fluid-tracer distribution, four additional
cases with different fluid-tracer injection patterns (Left, Right, Top, Bottom Injections) are
also examined in this study. The specific objectives of this study are listed as the following:
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1. Numerically model dispersion and sampling mechanisms during the standard operation
of the VDT.
2. Investigate the effect of reduced Extraction Port flow rate on fluid-tracer distribution
at the end of the Injection Phase.
3. Examine the impact of Inhomogeneous Injection on the fluid-tracer distribution at the
end of the Injection Phase.
In this chapter, we presented a brief literature survey related to the Baron Fiber Classifier
(BFC) and the Venturi Dustiness Tester (VDT), and listed the specific objectives for this
work. The next chapter (Chapter 3) describes the numerical methodology and the simula-
tion results for the Flow Combination Section (FCS) of the Baron Fiber Classifier (BFC).
Subsequently, Chapter 4 will describe the corresponding details of the VDT.
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Chapter 3
Numerical Study of Flow
Combination Section of Baron Fiber
Classifier
In this chapter, we present details of our simulations of the Flow Combination Section (FCS)
of the Baron Fiber Classifier (BFC). The list of simulated cases, the numerical procedure
used for the simulations, and the simulation results are presented. As explained in Chapter 2,
the goal of this study is to conduct an extended, yet purely aerodynamic, numerical analysis
of the aerosol jet and sheath flows in order to explore flow-rate limitations of the Baron
Fiber Classifier (BFC), and support the efforts to increase the throughput of the BFC. We
examined velocity, pressure, shear stress, and streamlines for eight different sets of flow rates
(Table 3.5) to understand the complex dynamics of the interaction between the aerosol and
sheath flows, and the importance of the FCS geometry (converging, annular confinement).
An abbreviated version of the work presented in this chapter has been recently published in
Aerosol Science and Technology (Dubey et al., 2014[19]).
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Table 3.1: Dimensionless Radial and Axial Lengths in FCS
Dimensionless
Radius
Value Dimensionless
Axial Length
Value
rG = rH 0.208 xA = xK 0.000
rF 0.292 xB 0.832
rI 0.613 xC 0.860
rJ 0.620 xD 0.860
rK 0.703 xJ 0.997
rA 0.720 xH 1.013
rB 0.740 xI 1.013
rC 0.760 xE 1.013
rE = rD 1.000 xG = xF 4.347
3.1 Computational Domain
The FCS (Fig. 3.1) is bounded by two concentric cylinders; the outer cylinder radius reduces
from rE = rD = 3.81 cm to rF = 1.11 cm over the axial length HG = 3.33 cm, causing a
conical constriction of the flow, before the combined aerosol and sheath flows enter the Flow
Classification Section (FClS) of the BFC. Note that, in Fig. 3.1, the 3D domain is drawn to
scale (Fig. 3.1a), while the axisymmetric domain is a schematic sketch (Fig. 3.1b), and not to
scale. The annular nozzle, IJAKBC, is radially asymmetrical in shape, with flaring towards
the outer cylinder. The outer edge BC extends outwards till it meets the outer-sheath-inlet
cross-section CD, and the longer inner edge extends to JI, meeting the inner-sheath-inlet
cross-section IH. Radially, the nozzle is located closer to the outer cylinder than to the inner
cylinder. All dimensionless radii, r*, and dimensionless axial lengths, x*, are scaled to the
initial outer cylinder radius rE = rD = 3.81 cm, and listed in Table 3.1.
In this section, we presented the details of the FCS computational domain. In order to
perform a numerical simulation of the flow inside the FCS, a numerical mesh for the FCS
computational domain must be generated. In the following section, we discuss the details
of the method that we have employed for generating the grid for the FCS computational
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Figure 3.1: (a) Translucent FCS 3D domain; (b) FCS Axisymmetric Domain
domain.
3.2 Grid Generation for Flow Combination Section
Grid generation is an important part of any CFD simulation. The grid has a significant
impact on the rate of convergence, on the solution accuracy, and on the CPU time required
for the solution. An appropriate grid needs to resolve the inlet region of the entering annular
flows and the boundary-layer regions near the walls. A grid generation software, Pointwise
16.02, was used to generate a high-quality structured multi-block mesh for the complex
FCS geometry (Fig. 3.2), which has several high-gradient flow regions. In order to resolve a
boundary layer, it is important to have several grid points (at least 8-10) within the boundary
layer. For a flat plate in a uniform laminar flow, the approximate boundary layer thickness,
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Table 3.2: Number of Grid-Points in Base Mesh on Listed Geometrical Features (Case 4)
Geometry Segment No. of Grid Points
AK 68
AB 135
BC 35
CD 80
DE 94
IH 90
KJ 169
JI 94
HG = EF 450
δ, is given by:
δ
L
=
5√
Re
. (3.1)
where L is a reference length, and Re is the local Reynolds number based on L. Using
hydraulic radius at the nozzle inlet (rA − rK = 0.0635 cm) as the reference length, Vaero at
the nozzle inlet for Qaero = 20 liter/min as the reference velocity, and air as the working
fluid, Re is given as:
Re =
1.22 ∗ 3.08 ∗ 6.35 ∗ 10−4
1.79 ∗ 10−5 = 134. (3.2)
Thus,
δ =
5 ∗ 0.0635√
134
= 0.027 cm. (3.3)
Figure 3.2: Generated Mesh for FCS
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For the coarse mesh, we have taken the radial thickness of the first wall-adjacent element
to be about one-twentieth of the boundary-layer thickness. This ensures that, with grid
clustering, at least 15 grid points are located inside the boundary layer. The radial thickness
of successive elements is increased in a geometric progression with an expansion ratio, r =
1.05. To keep the aspect ratio equal to unity, the smallest grid size in the axial direction
should also be equal to the smallest grid size in the radial direction. Such a mesh can be
used as the first test mesh, or the coarse mesh. The mesh is further refined, depending
on the regions of high gradient of velocity, to create the base mesh. The thickness of the
first element in the base mesh, was refined to be about one-thirtieth of the boundary-layer
thickness. The base mesh used in the calculations had a total number of 130,349 cells, with
the radial thickness of the first element ≈ 0.009 mm (same as the axial thickness of the first
point at the inlet). This radial thickness of the first element is ≈ 3000 times smaller than the
total radial distance. The total number of grid points on various edges of the FCS geometry
is shown in Table 3.2.
3.3 Numerical Methodology
The governing equations for the present flow are the continuity and the Navier-Stokes equa-
tions. The flow is treated as incompressible and is laminar (transition Reynolds number
for an annulus is Re ≤ 2000; Hanks and Bonner, 1971[29]). For example, for Case 1, at
the aerosol nozzle entrance, ReAK ≈ 14; at the outer-sheath inlet, ReCD ≈ 25; at the inner
sheath inlet, ReHI ≈ 50; at the FCS exit, ReFG ≈ 400. For the Reynolds number calculation,
the reference velocity and length for all the three flows are their respective velocities and
inlet hydraulic diameters at their entrance.
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3.3.1 Governing Equations
For an incompressible fluid, the continuity equation reduces to:
∇.~v = 0, (3.4)
and the momentum equation becomes:
ρ(
∂~v
∂t
+ ~v.∇(~v)) = −∇p+ µ∇2~v + ρ~f. (3.5)
Here, ~v is the velocity vector, p is the static pressure, ρ and ν are the density and kinematic
viscosity of air, respectively. Gravity has negligible impact on the air flow, so ~f = 0.
Simulation Approach
A finite-volume solver (Fluent 14.5, based on an algorithm of Patankar, 1980[60]) is used to
solve the equations. A sample 2D computational domain, with nodal points represented by
upper-case letters W, P, E, N, S, is shown in Fig. 3.3. In this figure, the faces of the cell
(control volume), ABCD, around a nodal point P, are represented by lower-case letters, w, e,
n, s. During the solution of Eqs. (3.4) and (3.5), the scalar variables (pressure, density etc.)
are stored at the nodal points, W, P, E, N, S, and the velocity components are defined at the
cell faces around these nodal points; horizontal arrow (→) represents the locations (w, e) for
the x-component (u) of the velocity, and the vertical arrow (↑) represents the locations (n,
s) for the y-component (v) of the velocity for a control volume around a nodal point P. Note
that the control volumes for the x- and y-components of the velocity are staggered, and are
centered around cell faces, w, e, n, and s. Equation (3.4) is discretized as the following:
[(ρuA)i+1,J − (ρuA)i,J)] + [(ρvA)I,j+1 − (ρvA)I,j] = 0. (3.6)
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Figure 3.3: Sample Computational Domain with Control Volumes
The discretized x- and y- momentum equations, using Fig. 3.3, can then be written as:
ai,Jui,J =
∑
(anbunb)− (pI,J − pI−1,J)Ai,J + S∆Vu, (3.7)
aI,jvI,j =
∑
(anbvnb)− (pI,J−1 − pI,J)AI,j + S∆Vv. (3.8)
Here, S∆Vu and S∆Vv are the momentum source terms, A is the cell-face area, anb are the
neighboring coefficients, and ∆Vu and ∆Vv are the volumes of the x-velocity and y-velocity
cells, respectively.
The SIMPLE (semi-implicit method for pressure-linked equations) algorithm developed
by Patankar and Spalding (1972)[61] is used (pressure-based solver) for the pressure-velocity
coupling. In this algorithm, a guessed pressure field, p∗, is used to calculate the velocity
components (u∗, v∗) using the discretized momentum equations shown in Eqs. (3.7) and
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(3.8). For simplicity, we are discussing the algorithm using a 2D computational domain
shown in Fig. 3.3. A correction pressure, p′, is then defined so that the actual pressure field,
p is:
p = p∗ + p′. (3.9)
The corresponding velocity corrections, u′ and v′, are calculated as:
u′i,J =
Ai,J
ai,J
(p′I−1,J − p′I,J), (3.10)
v′I,j =
AI,j
aI,j
(p′I,J−1 − p′I,J). (3.11)
The actual velocities, u, v are then given as:
u = u∗ + u′, (3.12)
v = v∗ + v′. (3.13)
In order to calculate the correction-pressure, p′, Eqs. (3.10) to (3.13) are used in Eq.( 3.6)
to derive the pressure-correction equation, given as:
aI,Jp
′
I,J = (ρdA)i+1,Jp
′
I+1,J +(ρdA)i,Jp
′
I−1,J +(ρdA)I,j+1p
′
I,J+1 +(ρdA)I,jp
′
I,J−1 +SI,J . (3.14)
where SI,J is the source term. After calculating p
′ from Eq. (3.14), u′, v′ are calculated using
Eqs. (3.10) and (3.11). The actual pressure (p) and velocity fields (u, v) are then calculated
using Eqs. (3.9), (3.12), and (3.13), and the overall solution is checked for convergence.
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Convergence Criterion
The numerical solution of the equations was deemed to be converged when the residuals for
the momentum and continuity equations decreased to 10−12 from initial values of 10−1. All
FCS simulations presented in this study followed this condition.
3.3.2 Fluid Properties
The three fluids (aerosol, and inner and outer sheath flows), in all our calculations, are taken
to be dry air at T = 20oC. The fiber concentration in the aerosol jet is ηaero ≈ 4.8 ∗ 103
fibers/cm3), which corresponds to a fiber volume fraction, Φp ≈ 4 ∗ 10−8, in the FCS. At
such a low volume fraction, fibers are not expected to affect the flow field, as discussed in
the following section. This motivates a purely aerodynamic treatment of the aerosol jet flow
in the FCS.
3.3.3 Significance of Stokes Number
The Stokes number, St, is an important non-dimensional parameter characterising the be-
havior/motion of particles, and is defined as:
St =
τp
τf
, (3.15)
where τp is the particle relaxation time, and τf is a characteristic time of the flow field. In the
current simulations, τf is the ratio of the hydraulic diameter of the nozzle at inlet, and the
aerosol inlet velocity, U. Using the hydraulic diameter of the nozzle along with the aerosol
inlet velocity provides the shortest flow time scale that the particle must cope with, and the
strictest measure for St inside the FCS. Next, as described by Hinds (2012)[32], the particle
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response time, τp is given by:
τp =
ρpdp
2
18µf
. (3.16)
If the value of the Stokes number is small (St << 1), the particle relaxation time is much
smaller than the characteristic time associated with the flow field. Thus, the particles can
adjust and respond to the changes in the flow field quickly, and will follow the local stream-
lines closely. On the other hand, a large value of St indicates that the particle will not
respond to the changes in the flow field effectively, and the particle velocity will be little
affected during the particle’s motion in the fluid, i.e., the particle will not follow the local
flow field.
For a typical glass fiber (ρp = 2580 kg/m3) with diameter ≈ 1 micron, and length ≈
10 microns, the equivalent diameter deq ≈ 2.4 micron. Here, deq of the fiber is defined as
the diameter of a sphere having the same volume as the fiber. For a cylindrical fiber with
an aspect ratio of 10, τp is divided by 1.43, which is the dynamic shape correction factor
(Hinds, 1999[32]). On evaluating St using the width of the nozzle (D ≈ 0.063cm), and Case
1 flow conditions (Unozzle ≈ 15.4 cm/sec), St << 1. For Case 1, St ≈ 8 ∗ 10−3, and for Case
5 (highest aerosol flow rate), St ≈ 1.6 ∗ 10−1. For asbestos fibers (ρp = 2800 kg/m3), St
corresponding to Case 5 is ≈ 1.73 ∗ 10−1. Thus, it can be concluded that the streamlines
from single-phase simulations (considering only the continuous fluid phase) will be able to
predict the fiber paths correctly, and are not affected by the presence or absence of the fibers
(particles).
3.3.4 Boundary Conditions
Boundary conditions used in the FCS simulations are represented in Fig. 3.4. Foam dif-
fusers are used at the inlet section of the FCS to introduce the sheath flows at CD (Outer
Sheath) and HI (Inner Sheath) with uniform inlet velocity profiles (Table 3.4). The aerosol
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is introduced at the nozzle inlet (AK), also with a uniform velocity profile. Note that the
nozzle axial length AB = 3.17 cm is 25 times longer than its hydraulic diameter at the inlet;
the entrance length (calculated for a straight annulus, using the hydraulic diameter), for the
Case 1 flow rates, is 0.085 cm. Hence, at the nozzle exit (BJ), the aerosol jet is observed
to enter the FCS with a profile similar to a parabolic profile in an annulus. The nozzle and
FCS surfaces are non-porous solid walls, with zero normal and tangential (no-slip, viscous
fluid) components of the velocities at the walls. The outlet pressure (at FG) is set at gauge
pressure (pgauge = 0).
Figure 3.4: Boundary Conditions for FCS
3.4 Results and Discussion
In this section, we describe the results of our CFD simulations undertaken to achieve the
specific objectives (Section 2.6.1) for the Flow Combination Section (FCS). We begin with
the numerical analysis of the aerodynamic interaction of the aerosol jet and the sheath flows
during the standard operation of the FCS. We then study the effect of increased aerosol jet
flow rates, and quantify the critical condition for initiation of any possible alternate flow
structures. The importance of the sheath flows and the converging FCS confinement on
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Table 3.3: Flow Rates for Simulated Cases (FCS)
Case
Aerosol
[lpm]
Outer
Sheath
[lpm]
Inner
Sheath
[lpm]
Total
[lpm]
1 1.0 4.50 4.50 10.0
2 4.0 18.0 18.0 40.0
3 10.0 4.50 4.50 19.0
4 15.0 4.50 4.50 24.0
5 20.0 4.50 4.50 29.0
6 20.0 9.00 9.00 38.0
7 14.0 4.50 4.50 23.0
8 16.0 4.50 4.50 25.0
Table 3.4: Inlet Velocities for Simulated Cases (FCS)
Inlet
Fluid
Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7 Case 8
Vaero
[m/s]
0.154 0.616 1.54 2.31 3.08 3.08 2.16 2.47
VOutSh
[m/s]
0.039 0.156 0.039 0.039 0.039 0.078 0.039 0.039
VInSh
[m/s]
0.049 0.198 0.049 0.049 0.049 0.099 0.049 0.049
the flow behavior is also elucidated in this section. Table 3.3 lists the simulated cases, and
the associated aerosol and sheath flow rates for the FCS simulations. The corresponding
aerosol and sheath velocities for these cases are presented in Table 3.4. Table 3.5 shows the
aerosol-to-sheath velocity ratios for the simulated cases. The significance of Table 3.5 will
be elaborated when we discuss Cases 4 and 5 later in this section.
3.4.1 Case 1: Standard Operation
For Case 1, as seen from Table 3.3, the aerosol flow rate is 1 liter/min. Flow rates for both
the outer- and the inner-sheath flows is 4.5 liter/min. These flow rates are also the standard
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Table 3.5: Aerosol-to-Sheath Velocity Ratios for Simulated Cases (FCS)
Case
Aerosol Flow
Rate [lpm]
Vaero/VInSh Vaero/VOutSh
1 1 3.957 3.117
2 4.000 3.957 3.117
3 10.00 39.57 31.17
4 15.00 59.35 46.76
5 20.00 79.14 62.35
6 20.00 39.57 31.17
7 14.00 55.40 43.64
8 16.00 63.31 49.88
operation flow rates for the Baron Fiber Classifier (BFC) in its current implementation at
NIOSH (Deye et al., 1999[17]). The flow velocities at the three inlet locations are provided
in Table 3.4, while the velocity ratios, i.e., vaero/vInSh = 3.96 and vaero/vOutSh = 3.12, are
provided in Table 3.5.
Figure 3.5: Dimensionless Axial-Velocity Profiles for Case 1
Figure 3.5 shows the development of the dimensionless axial velocity, u*, as a function
of the dimensionless radial distance, r*, at various axial distances, x*. The aerosol jet enters
the Flow Combination Section (FCS) at x* = 0.860, where the nozzle outer edge terminates
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(upstream of the inner edge); the outer sheath is introduced into the FCS also as plug flow at
x* = 0.860 (Fig. 3.5a). The zero slip on the nozzle outer edge gives rise to the local minimum
at x* = 0.900, r* ≈ 0.75; as the outer-sheath and aerosol flow develop, this local minimum
eventually disappears by x* = 1.013. At this location of x* = 1.013, the inner-sheath flow
is introduced also as plug flow. It contacts the combined outer-sheath and aerosol flow as
soon it enters the FCS. The local minimum at x* = 1.100, r* ≈ 0.660 (Fig. 3.5b) results
as a direct consequence of zero slip on the nozzle inner edge, as the aerosol contacts the
inner sheath flow. Higher velocity of the flow can be seen close to the inner wall, a result of
the introduced inner-sheath flow (velocity). The outer wall of the FCS converges along the
length, thus reducing the cross-sectional area, and increasing the average axial velocity (to
conserve mass flow rate). At the FCS exit (x* = 4.347, Fig. 3.5c), the radial distribution of
the axial velocity shows a nearly parabolic profile. Note the varied velocity scales used in
these figures.
Figure 3.6 shows the shear-stress profiles corresponding to the velocity profiles presented
in Fig. 3.5b and at the FCS exit. The radial variation of the axial velocity is primarily
responsible for the behavior of the shear stress displayed in Fig. 3.6; the higher gradient
of axial velocity results in a higher shear stress. The local minimum (x* = 1.100) of the
axial velocity, and concomitant local maximum of the shear stress, gradually decrease (x*
= 1.500), and finally disappear (x* = 2.000), with the development of the u* profile. Large
gradient of velocity near the walls results in the large shear stress near each of the cylinder
walls. Evident in Fig. 3.6, the radial profile of dimensionless shear stress shows a sigmoidal
variation, with higher shear stress near the walls, and zero shear stress near the center of
the annulus at the exit (x* = 4.347). Again, note the different scale used for τ ∗ at the exit.
44
Figure 3.6: Dimensionless Shear-Stress Profiles for Case 1
3.4.2 Case 2: Uniformly Increased Flow Rates
The objective of this simulation is to verify numerically that the flow in FCS does not
separate from the walls at a uniformly increased aerosol and sheath flow rates by a factor of
4, and that the flow characteristics are qualitatively similar to those of Case 1. For this case,
the flow rates of all the three fluids are increased by a factor of 4.0. The total flow rate at
the exit becomes QT = 40 liter/min, corresponding to a Reynolds number at the exit, ReFG
≈ 1524. This value is still below the value (Retr ≈ 2000) for transition to turbulent flow in
the annular duct (Hanks and Bonner, 1971[29]; Dou et al., 2010 [18]).
The dimensionless axial velocity profiles for Case 2 are shown in Fig. 3.7. Higher flow
velocities mean that the flow needs to travel a longer axial distance before the profiles
resemble the profiles of Case 1 (Fig. 3.5). The local minimum, caused by the zero-velocity
point on the nozzle outer edge at x* = 0.86, seen at x* = 0.90, r* ≈ 0.75, is larger when
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compared to Case 1 (due to the larger difference in the velocity of the outer-sheath and aerosol
flow). The combined outer-sheath and aerosol flow start to develop with axial length, as the
flow progresses downstream, gradually reducing this local minimum. The inner sheath flow
is introduced as a plug flow at x* = 1.013, and causes the formation of a local minimum
at x* = 1.100, r* ≈ 0.660, as it contacts the combined aerosol and outer-sheath flow. This
local minimum of the axial velocity shifts towards the inner cylinder with flow progression,
and meets the inner sheath flow, as seen from the axial velocity profiles of the combined flow
(outer sheath, inner sheath, and aerosol) at x* = 1.500, and 2.000 (Fig. 3.7b). As in Case 1,
the higher inner-sheath velocity and the annular geometry result in the maximum velocity
of the flow being closer to the inner wall of the cylinder.
Figure 3.8 shows the radial distribution of non-dimensional shear stress for Case 2. The
trend is similar to that for Case 1 (Fig. 3.6), including a higher shear stress near the walls
and at the locations where the sheath flows meet the aerosol.
Figure 3.7: Dimensionless Axial-Velocity Profiles for Case 2
Further development of the axial velocity profile, as the flow moves from x* = 2.500 to
the exit (x* = 4.347), is also shown in Fig. 3.7c. On comparison with Fig. 3.5c, we see that
the maximum value of u* at the exit is comparable for Cases 1 and 2. The higher flow rate
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in Case 2 results in a smaller radial gradient of the dimensionless axial velocity near the tip
of the profile. This is expected when the flow rates of Case 1 are increased uniformly (by a
factor of 4 for Case 2).
The radial distribution of the dimensionless shear stress at the exit (x* = 4.347) is also
shown in Fig. 3.8. Note the different scale, shown at the top horizontal axis, used for τ ∗ at
the exit. As for Case 1, the shear stress profile shows a sigmoidal distribution at the exit.
The change in the radial gradient of the axial velocity near the middle region of the flow
cross section is small, causing nearly zero shear stress in this region.
Figure 3.8: Dimensionless Shear-Stress Profiles for Case 2
3.4.3 Case 3: Increased Aerosol Flow
Case 3 consists of simulation of the FCS with increased aerosol flow rate (10.00 liter/min;
10 times higher than for Case 1), while keeping the sheath flow rates the same as the FCS
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standard operation flow rates (Case 1). Table 3.5 shows the velocity ratios for this case as
vaero/vInSh = 39.57 and vaero/vOutSh = 31.17.
Figure 3.9: Dimensionless Axial-Velocity Profiles for Case 3
On comparing the velocity profiles, shown in Fig. 3.9 for Case 3, with those for Case 1
(Fig. 3.5), we see that the tip (at r* ≈ 0.7000) for the profile at x* = 0.9000, is extended
further due to the higher aerosol jet velocity. The local minimum at r* ≈ 0.7500, diminishes
downstream as momentum is transferred from the fast moving aerosol jet to the slower
moving outer sheath. Note the change in the u* scale between Case 3 (Fig. 3.9) and Case
1 (Fig. 3.5). The local minimum at x* = 1.100, r* ≈ 0.6200 is the direct result of the
inner sheath flow contacting the combined outer-sheath aerosol flow. The aerosol velocity
protrusion diminishes downstream, as the combined aerosol, inner and outer sheath flows
develop. The higher aerosol velocity also drives the maximum velocity of the combined flow
closer to the outer cylinder at x* = 2.000, as compared to Case 1. The difference between the
axial velocity profiles for Cases 1 and 3 at the intermediate locations (0.8600 ≤ x* ≤ 2.500) is
due to the higher aerosol jet velocity in Case 3. However, as the flow proceeds downstream,
the effect of the high aerosol jet velocity subsides, and, for x* ≥ 3.500, the axial velocity
profiles of Case 3 resemble those of Case 1. Upstream of x* = 3.500, the maximum velocity
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is close to the outer cylinder; downstream, the maximum velocity shifts towards the inner
cylinder. Again, at the exit (x* = 4.347), the axial velocity is approximately parabolic.
Figure 3.10: Dimensionless Shear-Stress Profiles for Case 3
Figure 3.10 shows the radial distribution of the shear stress as a function of non-dimensional
radial distance, r*, at various axial distances, x*. The radial gradient of the axial velocity
introduces variations in the shear stress profile; in particular, at the radial location of veloc-
ity maxima and minima, the shear stress vanishes. This additional structures in the shear
stress disappear downstream. At the exit (x* = 4.347), the shear stress is radially sigmoidal.
Since we have normalized the shear stress profiles using the common outer-sheath velocity,
the maximum magnitude of the shear stress for Case 3 is higher than that for Case 1, due
to the higher aerosol velocity in Case 3, which determines a higher gradient at the wall
downstream.
49
3.4.4 Case 4: Formation of Outer Recirculation Zone
The inlet flow rate of the aerosol was increased to 15.00 liter/min (15 times higher than
the standard-operation flow rate), while keeping the outer and the inner sheath flow rate at
4.500 liter/min each, so the velocity ratios are now vaero/vInSh = 59.35 and vaero/vOutSh =
46.76 (Table 3.5).
The development of dimensionless axial velocity profiles, u*, as the flow moves along the
dimensionless axial distance, x*, are shown in Fig. 3.11. Due to the higher aerosol jet flow
rate, the velocity bulge (at r* ≈ 0.7 at x* = 0.900) is bigger in magnitude than in Case 3.
A local minimum at r* ≈ 0.7600 is a direct result of the zero-slip boundary condition at
the nozzle upper edge. Note that the change in velocity scale causes this local minimum to
appear rather straightened. Downstream (at x* = 1.013), this local minimum is eliminated;
however, the velocity bulge diminishes only marginally. Unlike in Case 3, at x* = 1.100, the
higher aerosol jet velocity extends the tip out, so that the local minimum (at r* ≈ 0.6200
in Case 3) is less apparent. The velocity minimum gradually washes out as momentum is
transferred from the aerosol to the sheath flows during the flow’s downstream progression.
However, the tip of the aerosol jet coming out from the nozzle remains distinguishable (large),
due to the high jet velocity, requiring a longer length for the flow to develop (x* = 1.750).
Most importantly, the dimensionless axial velocity is negative at x* = 1.750, for 0.80 ≤ r*
≤ 0.85; this is an evidence of the presence of a vortex, confirmed by the analysis of the
streamlines (Table 3.6). The small magnitude of the negative axial velocity, as seen from
Fig. 3.11, reflects that this recirculation zone is quite weak. Again, at the exit (x* = 4.347),
the velocity profile exhibits close to a parabolic distribution.
Figure 3.12 shows the radial variations of the dimensionless shear stress as a function
of non-dimensional radial distance, r*, at various values of the axial distance, x*. At x* =
1.750, the dimensionless shear stress becomes negative near the outer wall, indicating the
effect of the recirculation on the shear stress. Figure 3.12 also shows the radial distribution
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Figure 3.11: Dimensionless Axial-Velocity Profiles for Case 4
Figure 3.12: Dimensionless Shear-Stress Profiles for Case 4
of the shear stress at the exit. As for Cases 1, 2 and 3, the shear stress distribution becomes
sigmoidal, and shows no influence of the recirculation or the vortex formation in the upstream
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region.
3.4.5 Case 5: Formation of Inner Recirculation Zone
In this case, the aerosol flow rate was increased to 20 liter/min, while keeping the sheath
flows at 4.5 liter/min: vaero/vInSh = 79.14 and vaero/vOutSh = 62.35. The profiles of non-
dimensional axial velocity, u*, as a function of the dimensionless radial distance, r*, at
various axial distances, x*, are shown in Fig. 3.13.
Figure 3.13: Dimensionless Axial-Velocity Profiles for Case 5
Upstream, the velocity protrusion dominates (as in Cases 3 and 4). The axial velocity is
negative at x* = 1.500 (for 0.8 < r* < 0.9) and at x* = 2.000 (for 0.21 < r* < 0.39), caused
by the two recirculation regions formed near the outer and inner cylinder walls. As in Case
3, the small negative values of the velocity indicate the low strength of the two vortices.
Upstream of x* = 3.500, the maximum in the axial velocity occurs near the outer cylinder;
however, at the exit, the axial velocity is again approximately parabolic, and the maximum
velocity shifts closer to the inner cylinder.
Radial variations of shear stress at various axial distances, x*, are shown in Fig. 3.14. For
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Figure 3.14: Dimensionless Shear-Stress Profiles for Case 5
x* < 1.500, the shear stress resembles that for Case 4 (Fig. 3.12). The recirculation region
near the inner cylinder in Case 5 suppresses the shear stress near the inner cylinder for 1.000
< x* < 2.000 (Figs. 3.12 and 3.14). The sign change of the shear stress (it becomes positive)
near the inner cylinder, at x* = 2.000, is derived from the reversal of the axial velocity
(vortex) near the inner cylinder. The recirculation near the outer cylinder results in a
similar change in sign of the shear stress in that region. At the exit, the shear stress recovers
its radially sigmoidal profile, and does not show any effect of the upstream recirculation
regions.
In summary, the radial profiles of the dimensionless axial velocity and shear stress for
Cases 1 (standard-operation flow rates of BFC at NIOSH) and 2 show that the flow remains
free from vortex formation, when the aerosol and sheath flow rates are same as the standard-
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operation flow rates, and are increased uniformly by a factor of four. The flow remains in
the laminar regime for both of these cases. Case 3 proved that the aerosol flow rate can
be increased by a factor of ten, without incrementing the sheath flow rates, and without
modification of the qualitative features of the flow. The results of Case 4 provide evidence
of the presence of a recirculation region near the outer cylinder of the FCS, when the aerosol
flow rate is increased by a factor of 15. On further increasing the aerosol flow rate by a
factor of 20 (Case 5), a second recirculation region appears near the inner cylinder of the
FCS. Despite the presence of both recirculation regions, the qualitative behavior of both
the velocity and the shear stress profiles, in Case 5, are similar to those of Case 3. The
vortex near the outer cylinder grows bigger, while another vortex is seen near the inner
cylinder when the aerosol flow rate is enhanced by a factor of 20. This finding will be further
clarified once we analyze the streamlines of Cases 1, 4 and 5. However, in all the cases,
notwithstanding the flow variations, the FCS design is robust enough to result in a desired
parabolic velocity distribution, with the concomitant sigmoidal shear stress profile, at the
exit section of the FCS.
3.4.6 Velocity Contours
Deye et al. (1999)[17] presented their calculation results for the standard operation of the
Flow Combination Section (FCS), that is, corresponding to Case 1 in the present study. The
pattern of the streamlines, shown later in Fig. 3.17a, for Case 1 is similar to that of Deye
et al. (1999)[17]. Both the works showed the importance of the sheath flows in directing
the aerosol streamlines towards the mid section of the FCS, as the aerosol jet exits from
the nozzle. However, our axial velocity contours (Fig. 3.15a) differ from those of Deye et al.
(1999)[17] near the inlet. Their contours indicate a higher velocity near the outer cylinder
upstream of the FCS. However, since the outer sheath inlet area is larger than the inner
sheath inlet area, the outer sheath inlet velocity must be smaller than the inner sheath
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Figure 3.15: Contours of Dimensionless Axial Velocity for (a) Case 1 (b) Case 5
velocity. We believe the contours of Deye et al. (1999)[17] are in error near the inlet. The
general structure of the axial velocity contours (Case 1) is a ramp, increasing from the inlet
nozzle to the FCS exit, and falling off as either cylinder is approached. In addition, Deye
et al. (1999)[17] did not detect any recirculation formation. With the increase in aerosol
velocity (Fig. 3.15b for Case 5), the vortices introduce axial velocity contour wells, radially
on either side of the overall ramp (close to the two cylinders), and these wells tend to pinch
the ramp upstream.
3.4.7 Effect of Sheath Flows
In order to understand the effect of sheath flows, we also considered a case in which the
sheath flows have been suppressed, while the aerosol flow rate is kept the same as the
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standard-operation flow rate (Case 1). Figure 3.16 shows the streamlines for this configura-
tion. Torroidal vortices are developed on either side of the nozzle, i.e., near the outer and
inner cylinders, even though the flow remains steady and laminar (Re < 20). It is clear
from the values of the stream function (Table 3.6), and the relative spacing of the contours,
that the outer vortex is considerably stronger than the inner vortex. The aerosol jet quickly
expands to the confining cylinders; aerosol deposition on the cylinder walls may be expected
immediately downstream from the vortices. As seen in Fig. 3.17, for Cases 1, 4, and 5, al of
which include both sheath flows, suppression of the formation of the recirculation zones is a
major effect of the sheath flows within the FCS of the BFC.
Figure 3.16: Streamlines for No-Sheath Flow Case
3.4.8 Effect of Increased Aerosol Flow (Streamlines)
The streamlines for Case 1 (Qaero/Qsheath = 0.22, vaero/vInSh = 3.96, vaero/vOutSh = 3.12)
are shown in Fig. 3.17a. The flow is free from recirculation. The fibers are confined near the
middle region at the exit, away from the walls. The presence of the sheath flows (Fig. 3.17a)
does not allow the formation of torroidal vortices (recirculation regions), which develop near
the outer and inner cylinders when the outer and inner sheath flows are absent (Fig. 3.16).
Also, in the absence of sheath flows, the aerosol, emerging from the nozzle, tends to spread
out along with the edges; at the exit, the aerosol extends over nearly the entire annular region
(0.210<r*<0.291). The sheath layer is effective in confining the aerosol, thereby preventing
56
Table 3.6: Stream-Function Values for Simulated Cases (FCS)
Region ρΨmax [kg/s] ρΨmin [kg/s] ρ∆Ψ between successive
contour lines [kg/s]
No-Sheath Flow
Inner Vortex 5.124e-08 1.000e-09 1.281e-08
Aerosol Flow 3.300e-06 5.125e-08 6.500-07
Outer Vortex 3.334e-06 3.301e-06 8.314e-09
Case 1
Inner Sheath 1.462e-05 1.000e-08 2.924e-06
Aerosol Flow 1.787e-05 1.463e-05 6.500e-07
Outer Sheath 3.249e-05 1.788e-05 2.924e-06
Case 4
Inner Sheath 1.462e-05 1.000e-08 2.924e-06
Aerosol Flow 6.336e-05 1.463e-05 9.748e-06
Outer Sheath 7.798e-05 6.337e-05 2.924e-06
Outer Vortex 7.811e-05 7.799e-05 3.038e-08
Case 5
Inner Vortex 1.383e-06 1e-08 3.455e-07
Inner Sheath 1.600e-05 1.384e-06 2.924e-06
Aerosol Flow 8.099e-05 1.601e-05 1.300e-05
Outer Sheath 9.561e-05 8.100e-05 2.924e-06
Outer Vortex 9.725e-05 9.562e-05 4.074e-07
57
deposition on the walls; for Case 1 at the exit, the aerosol is confined to the central annular
region (0.249<r*<0.255). The bending of the streamlines near the nozzle edges is strongly
affected by the sheath flows: without the protection of the outer sheath flow, the aerosol
would deposit on the outer wall (as suggested by Fig. 3.16) as it emerges from the upper
end of the nozzle; the sheath flows (Fig. 3.17a) refocus the aerosol towards the middle of the
annulus, and inhibit wall deposition.
Figure 3.17: Flow Streamlines for (a) Case 1 (b) Case 4 (c) Case 5. Black Represents
Aerosol, and Blue and Red Represent Outer and Inner Sheath Flows, respectively
In Case 3 (no illustration), the aerosol flow rate has been increased 10-fold (Qaero/QSheath
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= 2.22, vaero/vInSh = 39.57, vaero/vOutSh = 31.17) without vortex formation; at this higher
aerosol flow, at the exit, the aerosol now extends over a slightly expanded annular region,
0.233<r*<0.271.
Streamlines corresponding to Case 4 (Fig. 3.17b), which represents 15 times increased
aerosol flow rate from Case 1 (Qaero/QSheath = 3.33, vaero/vInSh = 59.35, vaero/vOutSh =
46.76), suggests a possible flow rate limitation of the FCS. Figure 3.17b shows the stream-
lines at t = 5 seconds following the flow initiation (steady state has been achieved at this
time). A weak recirculation region has developed near the outer wall. The origin of this
recirculation may be tracked with earlier-time solutions (t = 0.1, 0.2, 0.3 seconds, computed
with convergence at each time step). At the earlier times, the velocity mismatch between
the aerosol and the outer sheath flow initiates the formation of a vortex near the entrance
region, which is then pushed downstream, close to the outer cylinder.
Figure 3.17c shows the streamlines for Case 5. At this further increase (20 times increased
aerosol flow rate from Case 1) in the aerosol flow rate (Qaero/QSheath = 4.44, vaero/vInSh =
79.14, vaero/vOutSh = 62.35), a second weak recirculation region develops, initiated by the
large velocity difference between the aerosol and the inner sheath flow; this is accompanied
by a strengthening of the outer vortex. This structure, of a weak inner vortex accompanying
a stronger outer vortex, mimics the same structure that was found (Figure 3.16) for the
case in the absence of sheath flows. The relative strengths of the two vortices is given by
the maximum magnitude values of the stream function (Table 3.6). Note that, in all the
cases, mass flow rates can be calculated by subtracting the value of ρψmax and ρψmin, and
multiplying the difference by a factor of 2pi (axisymmetric geometry).
The critical aerosol flow rates for the onset of these recirculations were determined to be:
i) outer vortex formation at Qaero ≈ 13.2 liter/min (Qaero/QOutSh ≈ 2.93, vaero/vOutSh ≈ 52);
ii) inner vortex formation at Qaero ≈ 15.9 liter/min (Qaero/QInSh ≈ 3.54, vaero/vInSh ≈
50). These critical aerosol flow rates are confirmed by the full 3-D simulations. Additional
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Table 3.7: Stream-Function Values for Straight Annular Confinement Case
Region ρΨmax [kg/s] ρΨmin [kg/s] ρ∆Ψ between successive
contour lines [kg/s]
Straight Annulus 1X Flow
Inner Sheath 1.462e-05 1.000e-08 2.924e-06
Aerosol Flow 1.787e-05 1.463e-05 6.500e-07
Outer Sheath 3.249e-05 1.787e-05 2.924e-06
Straight Annulus 9X Flow
Inner Vortex 3.947e-08 3.000e-09 9.617e-09
Inner Sheath 1.466e-05 3.948e-08 2.924e-06
Aerosol Flow 4.391e-05 1.466e-05 5.849e-06
Outer Sheath 5.853e-05 4.391e-05 2.924e-06
Outer Vortex 5.857e-05 5.853e-05 1.109e-08
simulations confirm that these vortices are suppressed by further increasing the sheath flows
so as to decrease the aerosol-to-sheath velocity ratios.
3.4.9 Effect of Converging Outer Wall
In order to understand the effect of the outer converging wall, we simulated yet another case,
where the outer cylinder does not converge. In this case, the aerosol and sheath flow rates
were chosen to be the same as in Case 1. Streamlines for this configuration are shown in
Fig. 3.18, and the stream-function values are presented in Table 3.7.
The aerosol jet, with a higher inlet velocity compared to that of the sheath flows, tends
to spread out radially along the length of the confined geometry. On further increment of the
aerosol flow rate by a factor of 9 (Fig. 3.19), recirculation develops near both the outer and
the inner cylinders. Additional simulations showed that the vortex near the outer cylinder
first formed, owing to the slower outer-sheath-inlet velocity, when the aerosol flow rate was
increased by a factor of 8.1.
The converging outer wall increases the critical velocity ratio (aerosol inlet velocity to the
sheath flow velocities) needed for the formation of recirculation regions, and thus delays the
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Figure 3.18: Streamlines for Straight Annular Confinement at Flow Rates Same as for FCS
Case 1 (Black: Aerosol; Blue: Outer-Sheath Flow; Red: Inner-Sheath Flow)
Figure 3.19: Streamlines for Straight Annular Confinement at Aerosol Flow Rates Increased
by a Factor of 9 (Black: Aerosol; Blue: Outer-Sheath Flow; Red: Inner-Sheath Flow)
formation of the outer vortex to Vaero/VOutSh ≈ 52 (Reaero ≈ 171, ∆Re = Reaero - ReOutSh
≈ 146), and inner vortex to Vaero/VInSh ≈ 50 (Reaero ≈ 204, ∆Re = Reaero - ReInSh ≈ 154).
In this section, we discussed the effect of converging outer wall on the formation of
recirculation regions in the FCS. The next section presents the variation of the static pressure
in the FCS.
3.4.10 Pressure Variation in FCS
Figure 3.20 displays the pressure along the length of the FCS (at a distance ∆r∗ = 0.042
from the outer cylinder) for Cases 1, 3, 4, and 5. The inviscid contribution to the pressure for
Case 1 is estimated (applying Bernoulli’s equation along a streamline close to the converging
cylinder) to be ≈ 62% of the total pressure. For all of the simulated cases, the pressure (along
the line plotted) reduces slightly along the first 80% of the FCS length, with almost 90%
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of the pressure drop occurring over the last 20% of the FCS length. The pressure appears
to be insensitive to the detailed structure of the upstream combination of the aerosol and
sheath flows. The pressure shows no obvious signature of the recirculation regions (Cases 4
and 5). Radially, the pressure is quite constant (not shown here), with maximal variation of
≈ 8% at x* ≈ 4.2 for Case 1, and 5% for Case 5; near the inlets, the radial variation of the
pressure is also small (≈ 0.2%).
Figure 3.20: Axial Variation of Dimensionless Static Pressure in FCS for Cases 1, 3, 4, and
5
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3.4.11 Comments on Three-Dimensionality of Results
The results reported in this research are obtained using axisymmetric simulations. However,
it is possible that a non-axisymmetric flow pattern might develop at a lower flow rate than
that at which the axisymmetric circulations appear. Hence fully three-dimensional (3D)
simulations are also performed to verify that this is not the case. The grids used in the
axial and radial directions for these 3D simulations are essentially the same as those used
in the axisymmetric simulations (in the axial and radial directions), but with an additional
azimuthal variable; 60 azimuthal grid points (i.e., ∆θ = 6o) for all the simulations. Due
to the larger number of grid points used in the 3D simulation than for the axisymmetric
simulations, the simulation times for the 3D simulations are quite extensive.
Figure 3.21: Comparison of Dimensionless Axial Velocity Profiles for Case 5 Obtained from
Axi-symmetric and 3D Simulations
A comparison of the axial velocity profiles, for Case 5 flow rates, obtained from axisym-
metric and 3D computations, is shown in Fig. 3.21. Clearly, the profiles obtained for the
3D simulations are consistent with those obtained from the axisymmetric simulations. Grid
sizes and simulation times are listed in Table 3.8. We have varied the aerosol flow in order
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Table 3.8: Flow Rates for Vortex Initiation in Axisymmetric and 3D Simulations
Axisymmetric Simulations 3D Simulations
Grid
Size
Machine
Specification
Run
Time
Aerosol Flow
Rate for Vor-
tex Initiation
Grid
Size
Machine
Specification
Run
Time
Aerosol Flow
Rate for Vor-
tex Initiation
5184 4 Core i7 cpu,
2.67Ghz, 6
GB RAM
2 min Outer Vortex
at 13.5; Inner
Vortex at 16.0
311040 4 Core i7 cpu,
2.67Ghz, 6
GB RAM
3 hrs Outer Vortex
at 13.5; Inner
Vortex at 16.4
57085 4 Core i7 cpu,
2.67Ghz, 6
GB RAM
12
min
Outer Vortex
at 13.2; Inner
Vortex at 15.9
3425100 12 Core i7
cpu, 2.80Ghz,
48 GB RAM
11
hrs
Outer Vortex
at 13.2; Inner
Vortex at 15.9
130349 4 Core i7 cpu,
2.67Ghz, 6
GB RAM
31
min
Outer Vortex
at 13.2; Inner
Vortex at 15.9
7820940 12 Core i7
cpu, 2.80Ghz,
48 GB RAM
26
hrs
Outer Vortex
at 13.2; Inner
Vortex at 15.9
299345 4 Core i7 cpu,
2.67Ghz, 6
GB RAM
165
min
Outer Vortex
at 13.2; Inner
Vortex at 15.9
—
to determine the ratio of aerosol to sheath flows at which the recirculation regions develop;
these are indicated in Table 3.8. The values obtained for the 3D simulations match with
those obtained from the axisymmetric simulations, while the axisymmetric simulations are
highly economical computationally. We have also confirmed that all three flow patterns that
are observed (below and above the transitions: no recirculation, with outer vortex, and with
outer and inner vortices) are axisymmetric.
3.4.12 Grid-Independence Study
In order to check the impact of the grid distribution on the simulation results, Case 5 was
run on three different grids, listed in Table 3.9.
The medium (base) grid has N2 = 130,349 cells. All the edges of the medium grid were
refined, or coarsened uniformly (by the factor 1.511) to create the fine (N1 = 299,345) and
the coarse (N3 = 57,085) grids. The solutions obtained from the three grids were compared,
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Table 3.9: Grids Employed for Grid-Independence Study (FCS)
Grid No.
Total no.
of Cells
Minimum Cell
Size (µm)
Representative
Cell Size (µm)
1 (Fine) 299,345 5.906 18.28
2 (Base) 130,349 8.860 27.70
3 (Coarse) 57,085 13.30 41.85
Table 3.10: Calculation of Discretization Error (FCS)
φ = Dimensionless Shear Stress
on Inner Cylinder Wall (Exit)
φ = Dimensionless Reattach-
ment Length (Outer Vortex)
φ1 -254.6 0.8995
φ2 -253.4 0.8999
φ3 -251.9 0.9005
e21 1.166 0.0004
e32 1.535 0.0006
e32/e21 1.316 1.760
φ21extra -258.2 0.8990
E21 0.4580% 0.0390%
E32 0.6091% 0.0686%
p 0.6767 1.377
E21extra 1.387% 0.0504%
GCI21 1.758% 0.0629%
and the discretization error was estimated (Table 3.10) using the Grid Convergence Method
(GCI), as recommended by Celik et al. (2008)[15].
Two physical parameters are used for this estimate: i) shear stress on the inner cylinder
wall at the exit; and ii) the dimensionless reattachment length of the inner vortex. Two
error estimates are provided in Table 3.10: approximate relative errors (E21 and E32), and
extrapolated relative error (E21extra). The values of E21 and E32 are calculated using the
variable value (φ) obtained from the simulation results, while E21extra is calculated using the
extrapolated values (φ21extra) of the variable. In Table 3.10, e represents the difference in the
value of the selected variable between two grids: e21 = φ2 − φ1, and e32 = φ3- φ2. Positive
values of e21/e32, as seen for the shear stress and dimensionless reattachment length, indicate
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monotonic convergence. For the dimensionless reattachment length, the apparent order for
the numerical method, p ≈ 1.38, indicating that the numerical solution is nearly in the
asymptotic range; for the inner cylinder shear stress at the exit, p ≈ 0.68, which is less easy
to interpret, as this shear-stress is a local quantity. The numerical uncertainties for the fine
grid solution are estimated by GCI values of the relevant variables: for the inner-cylinder-
wall shear stress, GCI = 1.758%; for the dimensionless reattachment length of the outer
vortex, GCI = 0.063%.
3.4.13 Conclusions
The simulation results show that the flow inside the FCS remains free from recirculation
during its standard operation (Case 1). Uniform increment of the three flows, i.e., aerosol,
outer sheath, and inner sheath, upto a factor of 4 (Case 2) still keeps the FCS void of
recirculation regions, and the flow field remains laminar. For both cases, the aerosol jet
tends to spread out upon exiting from the nozzle, and is kept confined in the middle section
of the annulus by the outer and inner sheath flows.
One of the major findings of this study is the initiation of a vortex pattern when the ratio
of aerosol-inlet velocity to the sheath-inlet velocity exceeds 50. With increase in the aerosol-
to-sheath velocity ratio, the strength of this vortex also increases. In all the studied cases,
despite the detailed flow variations within the FCS itself, the instrument design is sufficiently
robust so that the aerosol velocity evolves to the desired parabolic flow profile, with the
concomitant desired sigmoidal shear stress profile, upon exiting the FCS and entering the
Flow Classification Section (the section of the BFC where fiber separation occurs owing to
dielectrophoresis).
As the aerosol jet speed increases (upon increasing the aerosol flow rate), the aerosol
tends to spread out more as it enters the FCS, and occupies a larger region of the exit
section of the FCS. However, in all the cases studied, sheath flows, in conjunction with the
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conically converging outer wall, are effective in preventing aerosol deposition on the FCS
walls.
The usefulness of the tapered geometry to stabilize flows, where aerosol and sheaths
are introduced, has long been appreciated by aerosol instrument designers; however, to our
knowledge, elucidation of the alternative flow patterns that actually develop within the
mixing region, and their quantitative suppression by the tapered geometry, has not been
explicitly pointed out to the aerosol community.
NIOSH has a long-standing program to test whether fiber length is a salient variable in
asbestos toxicity. The Baron Fiber Classifier (BFC) has demonstrated utility as an analytical
instrument to separate fibers by length so as to characterize fiber samples. However, in
order to be useful as a sample-prep instrument (for toxicology studies), the throughput of
the instrument must be increased. One way to increase the instrument throughput would be
to increase the aerosol flow rate through the instrument. This motivated the present CFD
study to probe inherent limiting operational parameters of the instrument. The results of
this study show that the aerosol flow rate may be increased by an order of magnitude before
the new flow pattern is established. The encouraging results of this CFD study support such
an approach to increasing the instrument throughput.
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Chapter 4
Numerical Modeling of Flow
Aerodynamics in Venturi Dustiness
Tester
In this chapter, we describe the details of our simulations of the Venturi Dustiness Tester
(VDT) and the numerical methodology that we employ to conduct the simulations. The
objective is to study the flow evolution in the VDT during its two phases of operation, i.e.,
the Injection Phase and the Sampling Phase. The description of the VDT and its two phases
of operation is presented in Chapter 1 (Section 1.1.2). In the present study, specific attention
is given to flow visualization to understand the flow of the aerosol jet in confinement in the
VDT, formation of large- and small-scale structures, and the powder spreading mechanism
through fluid-tracking in a Lagrangian framework. Turbulence is modeled using Unsteady
Reynolds-Averaged Navier-Stokes (URANS) equations. Performance of four URANS models
(RNG k-, Realizable k-, Standard k-ω, and SST k-ω model) is compared using a simplified
geometry of the VDT, and the SST k-ω model is selected to perform the VDT simulations.
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4.1 Computational Domain
The computational model for the simulations is created using a 3D CAD software, Solid-
works, 2012 X64 edition. Separate Solidworks-Part files are created for Respirable Mass
Cyclone, Total Dust Sampler, and VDT Chamber. These ”parts” are then combined to-
gether to form the complete model in a single assembly file. For the VDT simulations
presented in this work, we have employed a fully-developed inlet velocity profile. We have
also performed the simulations with the nozzle; however, for computational economy, the
VDT simulations were performed without including the nozzle. This allowed us to conduct
the VDT simulations on a finer mesh, and achieve good-resolution results to study the aero-
dynamics of the fluid inside the VDT during its operation. The description of the VDT and
its two phases of operation is presented in Chapter 1 (Section 1.1.2). The final 3D model of
the VDT is shown in Fig. 4.1. Refer to Section 1.1.2 for a detailed description of the VDT.
4.2 Grid Generation
Grid generation is the most important, and often the most difficult part of a CFD simulation.
It is important to have a good quality mesh with sufficient number of points in the regions of
interest, i.e., regions of high gradient, such as shear layers where the flow properties change
rapidly in the normal direction. It is important to know the location of the regions of high
gradient of flow variables of interest prior to the process of grid-generation is started. For
this study, ICEM 14.5 is used to generate the grids used for the Venturi Dustiness Tester
(VDT) simulations.
During the grid generation, special considerations are needed for turbulent flows. Turbulent
flows comprise of a large variation of scales, where the largest scales are of the same order
of the magnitude as the dimension of the geometry about which the fluid is flowing, while
smallest scales are many orders smaller than the largest scales (Wilcox, 2006[76]). Thus, the
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Figure 4.1: Numerical Model of Venturi Dustiness Tester with Dimensions (mm)
mesh size needs to vary by many orders of magnitude, depending on the regions of interest,
and the scales of turbulence, which we intend to resolve. In case of free-shear flow, the
largest eddies have the length scale of the same order of magnitude as the nozzle diameter.
In the VDT, this is applicable to the free jet region of the inlet jet. Thus, the largest mesh
size inside the VDT should be of the same (or smaller) order of magnitude as the nozzle
diameter. The smallest mesh size in the VDT is governed by a dimensionless parameter, y+,
given by Eq. (4.1). In addition, the main requirements that the generated mesh in the VDT
must satisfy are listed below:
• Resolution of the shear layer in the jet-flow region,
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• Resolution of the jet impingement region to estimate the velocity and pressure correctly,
• Resolution of the boundary layers on the VDT chamber walls,
• Resolution of the regions near the respirable mass cyclone and dust sampler, and
• The minimum y+ on the walls should be ≈ 1 for the application of near-wall modeling
technique.
The following subsections describe the procedure followed for generating a mesh, which
satisfies all the above listed requirements.
4.2.1 Grid Generation for VDT Chamber
In order to resolve the turbulent boundary layer, and successfully implement the near-wall
turbulence modeling approach, it is essential to create a mesh having the first layer of cells
at y+ ≈ 1 (for near-modeling technique), where
y+ =
yu∗
ν
, (4.1)
with u∗ defined as:
u∗ =
√
τw
ρ
. (4.2)
The mesh size is predicted based on the flow near the back wall, as this wall region
experiences high wall shear and pressure gradient due to the impinging flow (Beltaos and
Rajaratnam, 1974[7]). The calculated values of the mesh size in this region are then utilized
to create the mesh around all the chamber walls. Assuming a fully developed turbulent flow
on the back wall (Fox et al., 2009[24]):
Cf = 0.0594(ReL)
−0.2, (4.3)
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where ReL for the VDT is calculated using
ReL =
ρUL
µ
=
1.22 ∗ 4.00 ∗ 0.140
1.79 ∗ 10−5 = 3.84 ∗ 10
5. (4.4)
Hence, according to Eq. (4.3), Cf ≈ 7.20*10−3. This value is utilized to calculate the
wall shear stress:
τw =
1
2
CfρU
2. (4.5)
Equation (4.5) yields the wall shear stress to be 0.071 N
M2
. Using Eq. (4.2), the friction
velocity ≈ 0.239 m/s. Equation (4.1) then yields the normal distance of the first point is
obtained for different y+ values. For y+ = 1, y ≈ 0.059 mm. This is the normal distance of
the cell centroid from the wall. Thus, the height of the first mesh layer ≈ 0.12 mm. This
number is rounded off to 0.1 mm, and is used for all the chamber walls. Eight structured
prism layers are generated using a geometric progression (ratio = 1.1). The remainder of
the domain is filled with tetrahedral elements, increasing in size away from the walls in a
geometric progression.
4.2.2 Grid Generation for Nozzle
The mesh created inside the nozzle consists of tetrahedral elements in the core, and structured
prism layers on the walls. As for the chamber walls, the first layer of the prism elements
should be created in such a way that y+ ≈ 1. To calculate the corresponding value of y, we
first recall that, for turbulent flow in smooth pipes, the wall friction coefficient, Cf is given
as (Fox et al., 2009)[24]):
Cf = 0.079(Red)
−0.25. (4.6)
For the present nozzle flow, the Reynolds number, Red ≈ 19,900, during the Injection
Phase. This Reynolds number is based on the exit nozzle velocity and the nozzle diameter.
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Note that the critical Reynolds number for transition for a round jet is 30 (Bejan, 2004[6]).
Hence, the flow exiting the VDT nozzle is clearly turbulent. Equation (4.6) then gives Cf
≈ 6.50*10−3. Using Eqs. (4.5), (4.2), and (4.1), the first layer height (normal distance from
the nozzle wall) is 0.008 mm; this is the value of y corresponding to a y+ ≈ 1. Again, a
total of 8 prism layers are created with a geometric progression of 1.1 inside the nozzle. The
remainder of the nozzle domain is filled with tetrahedral elements.
Figure 4.2: Coarse Grid Without Refinement for Shear Layer
4.2.3 Grid Refinement for Shear Layer
Figure 4.2 shows a first grid (test grid) developed for the VDT geometry. This mesh contains
1.1 million grid cells. It took 90 hours on an eight core i-7 processor machine for a time-
accurate flow simulation, using the 2-equation RNG k −  turbulence model (details of
the modeling techniques are provided in Section 4.3.2 of this chapter), for 1.5s of flow time,
which constitutes the Injection Phase. This simulation was conducted prior to comparing the
performances of the four URANS turbulence models (RNG k− , Realizable k− , Standard
k − ω, SST k − ω) on a simplified VDT geometry, as described in Section 4.4.1. Figure 4.3
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shows the resulting contours of the velocity magnitude inside the domain. We can observe
from this figure that the shear layer around the jet is not well resolved. Large grid cell sizes
away from the nozzle and at the central region of the domain are the primary reason behind
the unresolved velocity gradients (and other turbulent flow properties) around the jet shear
layer. The solution to this issue is mesh refinement. However, a uniform mesh refinement
in all three dimensions (since turbulence is a 3D phenomenon; Wilcox, 2006[76]) will result
in a large computational mesh (a refinement factor of 1.57 will result in 2.1*2*2*2 = 16.8
million cells), for which the flow solution will require an impractical amount of simulation
resources. Furthermore, in view of the size of the mesh elements near the central region
(minimum edge length = 4 mm), a refinement by a factor of two might not be sufficient to
obtain desirable results.
Figure 4.3: Velocity Magnitude on Coarse Grid without Refinement for Shear Layer
We have solved this dilemma by exploiting the physics of the flow in this region. We
know that beyond a fixed core-development length, the jet width becomes a function of axial
distance (Bejan, 2004[6]). The length of the core is estimated to be about 6.2*d (Lee and
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Chu, 2003[45]) for the round jet, where d is the exit diameter of the nozzle. According to
Bejan (2004)[6], beyond this intial core-development length, the width of the round jet (bj)
increases as a function of axial distance, z, as:
bj = 0.11 ∗ z. (4.7)
Hence, instead of refining the mesh inside the whole computational domain, an iso-
geometric refinement function is created to refine the mesh just in a conical region around
the jet. The value of the jet width obtained from Eq. (4.7) is used as the radius of the cone.
The cone consists of two adapted mesh regions: zone of flow establishment with maximum
element size = 0.4 mm (one-tenth in size compared to that in Fig. 4.2), and the zone of
established flow with maximum element size = 1.0 mm. The region of jet impingement
contains prism elements of the size calculated in Section 4.2.1 of the current chapter. Four
iso-geometric (conical) mesh refinement regions are generated: one for the nozzle jet, and
three others for the flow around the Extraction Port, the Cyclone Port, and the Sampler
Port. Figure 4.4 shows the iso-geometric mesh refinement for the nozzle-jet, the Extraction-
Port, the Cylone-Port, and the Sampler-Port regions. The generated mesh at an axial plane,
bisecting the Extraction Port, is shown in Fig. 4.5a. We can clearly see an adapted mesh
around and inside the jet. An enlarged view of the structured prism layers near/on the walls
is shown in Fig. 4.5b. The total number of mesh cells used for the base grid is 3.04 million.
In this section, we discussed the details of the grid generation process for the VDT
simulations. The next section presents the details of the numerical framework for the VDT
simulations.
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Figure 4.4: 3D View of Iso-Geometric Mesh Refinement Regions in VDT
4.3 Numerical Methodology
4.3.1 Governing Equations
The governing equations for the VDT flow are discussed in this section. For the flow,
the Reynolds number, Red ≈ 19,900, during the Injection Phase, and Red ≈ 2,050 during
the Sampling Phase. The reference length for Red is the nozzle hydraulic diameter, and
the reference velocities are the nozzle inlet velocities during the Injection and Sampling
phases. Note that the critical Reynolds number for transition for a round jet is 30 (Bejan,
2004[6]). Hence, the flow exiting the VDT nozzle is turbulent for both the Injection and the
Sampling Phases. An Unsteady-Reynolds-Averaged Navier-Stokes (URANS) formulation of
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Figure 4.5: (a) Generated Mesh for VDT at Central-Axial Plane Bisecting Extraction-Port
(b) Enlarged View of Prism Layers Near Walls in VDT
the Navier-Stokes equations is used, along with the continuity equation, for the simulation
of this flow. As the maximum Mach number, Ma, in the VDT is ≈ 0.19, the flow is treated
as incompressible (maximum air density variation is less than 5% if Ma ≤ 0.30 (Fox et al.,
2008)[24]). An estimate of the pressure drop across the Injection Nozzle (∆P ≈ 3000 Pa) also
provides an estimate of the density variation across the nozzle. Clearly, both the pressure
drop and Ma suggest that flow can be treated as incompressible. The governing equations
are solved numerically using a finite-volume pressure-based solver (Fluent 14.5). Trapezoidal
numerical integration is employed to calculate the fluid-tracer trajectories in the Lagrangian
framework.
The underlying principle in deriving the Reynolds-Averaged Navier-Stokes equations lies
in substituting the instantaneous turbulent velocity in the Navier-Stokes equations as the
sum of a time-averaged (mean) velocity and a fluctuating velocity. Accordingly, if u(t) is the
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instantaneous turbulent velocity at a fixed point, then:
u(t) = u+ u′(t), (4.8)
where the time-averaged velocity, u, at a given point is given as
u =
1
T
∫ t+T
t
u(t). (4.9)
For incompressible flows, the continuity equation is given as:
∂u
∂x
+
∂v
∂y
+
∂w
∂z
= 0. (4.10)
Substituting Eq. (4.8) in the continuity equation, followed by time-averaging, gives:
∂u
∂x
+
∂v
∂y
+
∂w
∂z
= 0. (4.11)
The substitution of Eq. (4.8) in the 3D Navier-Stokes equations, for incompressible flows
with no body force, followed by time-averaging, yields:
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
+ w
∂u
∂z
= −1
ρ
∂p
∂x
+ ν(
∂2u
∂x2
+
∂2u
∂y2
+
∂2u
∂z2
)− (∂u
′2
∂x
+
∂u′v′
∂y
+
∂u′w′
∂z
),
(4.12)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
+ w
∂v
∂z
= −1
ρ
∂p
∂y
+ ν(
∂2v
∂x2
+
∂2v
∂y2
+
∂2v
∂z2
)− (∂u
′v′
∂x
+
∂v′2
∂y
+
∂v′w′
∂z
),
(4.13)
∂w
∂t
+ u
∂w
∂x
+ v
∂w
∂y
+ w
∂w
∂z
= −1
ρ
∂p
∂z
+ ν(
∂2w
∂x2
+
∂2w
∂y2
+
∂2w
∂z2
)− (∂u
′w′
∂x
+
∂v′w′
∂y
+
∂w′2
∂z
).
(4.14)
The 9 additional terms appearing on the right-hand sides of Eqs. (4.12), (4.13), (4.14) arise
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from the intertia terms, and contain the fluctuating velocity terms, i.e., u′, v′, w′. Together,
they constitute the Reynolds Stress Tensor, where u′2, v′2, w′2 are turbulent normal stresses,
and u′v′ = v′u′, u′w′ = w′u′, v′w′ = w′v′ are turbulent shear stresses. The total number
of unknown quantities is 10 (u, v, w, u′2, v′2, w′2, u′v′, u′w′, v′w′, p); however, there are only 4
equations (1 continuity and 3 momentum equations). The additional equations are provided
by the transport equations for Turbulence Kinetic Energy, and Dissipation Rate (), or
Specific Dissipation Rate (ω), depending on the type of the URANS 2-equation turbulence
model used (total number of 6 additional equations in 3D). The following subsections describe
the transport equations for RNG k-, Realizable k-, Standard k-ω, SST k-ω turbulence
models. For simplicity, we have followed the Cartesian tensor indicial notation here onwards.
4.3.2 Turbulence Models
RNG k- Model
For an incompressible flow, the additional transport equations (Orszag et al., 1993[58];
Yakhot et al., 1993[79]), i.e., the equations for Turbulence Kinetic Energy, k, and its Mean
Dissipation Rate () can be written as:
∂k
∂t
+ uj
∂k
∂xj
=
∂
∂xj
[ανe(
∂k
∂xj
)] + νTS
2 − , (4.15)
∂
∂t
+ uj
∂
∂xj
=
∂
∂xj
[ανe(
∂
∂xj
)] + νTS
2C1

k
− 
2
k
C2 −
νTS
3(1− η
η0
)
1 + βη3
. (4.16)
The values of the constants C1, C2, and α are derived from the RNG theory as 1.42,
1.68, and 1.39 (Orszag et al., 1993[58]), respectively.
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Realizable k- Model
The transport equation for the Turbulence Kinetic Energy, k, in the Realizable k- Model is
given as:
∂k
∂t
+ uj
∂k
∂xj
=
∂
∂xj
[(ν +
νT
σk
)(
∂k
∂xj
)] + νTS
2 − , (4.17)
and the transport equation for , the Mean Dissipation Rate of the Turbulence Kinetic
Energy is given as:
∂
∂t
+ uj
∂
∂xj
=
∂
∂xj
[(ν +
νT
σ
)(
∂
∂xj
)] + SC1 − C2 
2
k +
√
ν
, (4.18)
where turbulent kinematic viscosity is:
νT = Cµ
k2

. (4.19)
The value of Cµ is different for different flows, unlike RNG k- Model, where it is constant.
For example, for a homogeneous shear flow, Cµ is 0.06, and for a boundary layer flow Cµ is
0.09 (Shih et al., 1995[68]).
k-ω Model
The transport equations for the Turbulence Kinetic Energy, k, and Specific Dissipation Rate,
ω, are given as (Wilcox, 1998[75]:
∂k
∂t
+ uj
∂k
∂xj
=
∂
∂xj
[(ν +
νT
σk
)(
∂k
∂xj
)] + νTS
2 − β∗fβ∗kω, (4.20)
∂ω
∂t
+ uj
∂ω
∂xj
=
∂
∂xj
[(ν +
νT
σω
)(
∂ω
∂xj
)] + α
ω
k
νTS
2 − βfβω2, (4.21)
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where S is given as:
S =
√
2SijSij, (4.22)
and
Sij =
1
2
(
∂uj
∂xi
+
∂ui
∂xj
). (4.23)
The term β∗fβ∗kω in Eq. (4.20) represents the dissipation of the Turbulence Kinetic Energy.
For incompressible flows, β∗ is given by (Wilcox, 1998[75]):
β∗ = 0.09[
4
15
+ (Ret
8
)4
1 + (Ret
8
)4
]. (4.24)
In the above equations, for all 3 turbulence models presented so far, νT is the turbulent
kinematic viscosity, and ν is the molecular kinematic viscosity, and ReT is the turbulence
Reynolds number given as k
νω
(ω = 
k
).
Shear Stress Transport k-ω Model
The transport equations for the Turbulence Kinetic Energy, k, and Specific Dissipation Rate,
ω, are given as (Menter, 1994[56]):
∂k
∂t
+ ui
∂k
∂xi
=
∂
∂xj
[(ν +
νT
σk
)(
∂k
∂xj
)] +
1
ρ
P˜k − β∗kω, (4.25)
∂ω
∂t
+ ui
∂ω
∂xi
=
∂
∂xj
[(ν +
νT
σω
)(
∂ω
∂xj
)] + α
1
ρνT
P˜k − βω2 + 1.712(1− F1) 1
ω
∂k
∂xi
∂ω
∂xi
. (4.26)
In Eq. (4.25), P˜k represents the production of Turbulence Kinetic Energy, k, and is
calculated as:
P˜k = min(νTS
2, 10β∗ρωk), (4.27)
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where S, β∗ remain the same as in the Standard k-ω model, and can be calculated using
Eqs. (4.22) and (4.24), respectively. The summation, ν + νT
σk
, in Eq. (4.25) is known as the
Effective Diffusivity, where σk is calculated as:
σk = 0.85F1 + 1(1− F1). (4.28)
During the derviation of the SST model, the equations of the k-ω model were multiplied
by F1, and the equations of the k- model were multiplied by 1 − F1. The new equations
were then added together. The blending functions, F1 and F2, are given as:
F1 = tanh [(min (max (
√
k
0.09yω
,
500ν
y2ω
)),
3.424ρk
(CDpos)y2
)4], (4.29)
F2 = tanh [(max (
√
k
0.09yω
,
500ν
y2ω
))2], (4.30)
where CDpos is the positive portion of the cross-diffusion term (enhances net dissipation of
TKE for free shear flows) in Eq. (4.26), and is given as:
CDpos = max (1.712ρ
1
ω
∂k
∂xi
∂ω
∂xi
, 10−10). (4.31)
The details of this model are provided by Menter (1994)[56], and Menter (2009)[57]. The
next section provides information on the numerical approach used in our simulations to
model flow near the walls.
Solution Approach
Ansys Fluent 14.5, a finite-volume code, is used for the simulation of the Venturi Dustiness
Tester (VDT). SIMPLE (Semi-Implicit Method for Pressure Linked Equations) algorithm,
along with the unsteady formulation of SST k−ω model is used to solve the incompressible
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flow equations, i.e., Eqs. (4.11), (4.12), (4.13), and (4.14). Details of the SIMPLE algorithm
and the SST k − ω model are described in Sections 3.3.1 and 4.3.2, respectively. In all the
equations, convection terms are discretized using the up-wind differencing scheme, and the
diffusion terms are discretized using the central-differencing scheme.
Convergence Criterion
The solution of Eqs. (4.11), (4.12), (4.25), and (4.26) was considered to be converged when the
scaled residuals for the continuity, momentum, turbulent kinetic energy, specific dissipation
equations decreased to 10−5 (initial values = 100) for each time step (∆tInjection = 0.0001s,
∆tSampling = 0.001s) during the simulations. All simulations were performed under this
convergence criterion.
4.3.3 Enhanced Wall Treatment
The near-wall region for turbulent flows can be divided into three regions, i.e., the viscous
sublayer, the buffer layer, and the fully turbulent log layer. Two approaches exist for model-
ing the near-wall region. In the first approach, the equations are solved in the fully turbulent
region, and semi-empirical relations are used to model the fluid behavior in the viscous sub-
layer and the buffer layer. These semi-empirical relations are known as wall functions. This
approach is typically useful for industries, as it can work with a relatively coarse mesh near
the wall region (15 < y+ < 100). The major issue with the wall functions is their assumption
of local equilibrium (rate of production of Turbulence Kinetic Energy = rate of dissipation
of Turbulence Kinetic Energy). This compromises the accuracy of the results, especially in
the viscous sublayer, where dissipation exceeds production of Turbulence Kinetic Energy.
A more accurate approach to model turbulent flows includes a two-layer zonal concept
for resolving the near-wall regions. This approach is also known as the Enhanced Wall
Treatment approach. The flow domain is divided into two layers; viscosity-affected, and
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core-turbulent regions. The two regions are demarcated by Turbulence Reynolds number
based on the distance y from the wall. This Turbulence Reynolds number is given as:
Rey =
√
ky
ν
. (4.32)
If Rey is greater than 200, then the turbulence equations are solved as per the model. If Rey
is less than 200, then the turbulence equations are modified and applied in the viscosity-
affected region. This is done by calculating the length scale using Eq. (4.33), and calculating
the turbulent viscosity using Eq. (4.34) as per the one-equation model given by Wolfshtein
(1969)[77]. The Wolfshtein model (Wolfshtein, 1969[77]) is given by Eqs. (4.33) and (4.34):
lµ = kyCµ
−0.75(1− e−Rey70 ), (4.33)
µT = ρCµ
√
klµ. (4.34)
Furthermore, the length scale for the dissipation rate, for k- models, is calculated as:
l = kyCµ
−0.75(1− e−ReyC ), (4.35)
where
C = 2k(C
−0.75
µ ). (4.36)
The new  field, for the viscous sub-layer region, is then calculated from the new length scale
(replacing the  transport equation) using Eq. (4.37)as:
 =
k
3
2
l
. (4.37)
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For ω based models[56][1], ω field is calculated in the viscous sub-layer region as:
ω =
6(u∗)2
νβ(y+)2
, (4.38)
where β = 0.072.
For the VDT simulations, it is important to accurately resolve the flow properties near the
walls, especially near the impinged surface. Hence, all the VDT simulations are performed
using the two-layer zonal concept, or the Enhanced Wall Treatment.
The next section presents description of the Lagrangian framework used to track the
fluid-tracers, and the powder particles.
4.3.4 Lagrangian Framework
In the current study, the flow evolution in the Venturi Dustiness Tester (VDT), during its
two phases of operation, is studied using the fluid-tracer tracking. A Lagrangian frameowork
is used to perform the fluid-tracer tracking fluid-tracer tracking. This approach can be easily
extended to particle tracking in the VDT as well. The fluid-tracers are considered essentially
massless, so that their local velocity (vft) is the same as the local velocity of the fluid (vf ).
Fluid-tracer trajectories can then be calculated by integrating Eq. (4.39).
dxft
dt
= vft. (4.39)
In this study, we have also performed a simulation with 5 µm diameter spherical par-
ticles (ρp = 10 kg/m
3, St ≈ 0.03) for the Injection Phase conditions. For our simulations
with 5µm particles, the velocity and trajectory of the particles is calculated by employing
Newton’s Second Law. Note that, for massless fluid-tracers, all forces are essentially zero.
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Equation (4.40) shows the total force acting on a particle of diameter dp.
Fp = FD + Fg. (4.40)
In Eq. (4.40), FD is the total drag force, and Fg is the resultant gravitational force (including
buoyancy) on a single particle. Using the mass of the particle, mp =
pi
6
dp
3ρp, we get:
pi
6
dp
3ρp
dup
dt
= CD
pi
8
ρfdp
2(uf − up)2 + pi
6
dp
3g(ρp − ρf ), (4.41)
where CD is the coefficient of drag. Then, from Eq. (4.41),
dup
dt
= CD
Rep
24
(uf − up) 18µ
ρpd2p
+
g(ρp − ρf )
ρp
, (4.42)
where
Rep =
ρf (uf − up)dp
µ
. (4.43)
We can also write Eq. (4.42) as:
dup
dt
=
uf − up
tp
+ aadd, (4.44)
where aadd is the acceleration of the particle due to all other forces (such as gravity and
bouyancy), but the drag force; tp is a constant, which represents characteristic time of the
particle, and is given as:
tp =
24ρpd
2
p
18µRepCD
. (4.45)
For constant uf and aadd, integration of Eq. (4.44) between times ti and ti+1 will provide the
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particle velocity at a new time instant, as shown in Eq. (4.47):
ln(uf − upi+1 + aaddtp)
ln(uf − upi + aaddtp) = −
∆t
tp
, (4.46)
ui+1p = uf (1− e−∆t/tp) + uipe−∆t/tp + aaddtp(1− e−∆t/tp). (4.47)
Finally, the trajectory of the particles can be calculated by using Eq. (4.48):
dxp
dt
= up. (4.48)
Thus, integration of Eq. (4.48) over discrete time steps provides the new location, xi+1p , as
follows:
xi+1p = x
i
p + ∆t(uf + aaddtp) + tp(1− e−∆t/tp)(uip − uf − aaddtp). (4.49)
The analytical integration performed in the above steps to calculate the particle velocity
and location can be replaced by a numerical integration scheme, such as the trapezoidal
integration scheme. Equation (4.49) is only utilized in this work during the simulation with
5µm particles (ρp = 10 kg/m
3). For all the other simulations, integration of Eq. (4.39) is
sufficient using vft = vf . Once the numerical simulations are completed, the distribution
of the fluid-tracers can be quanitfied by dividing the computational domain into multiple
volumes (box-volumes) and calculating the number of tracers in each box-volume. Ninety-
one box-volumes are created in total, by dividing the length (axial direction of injection),
height, and width of the VDT into 3, 6, and 5 sections, respectively. Each box-volume is
numbered as shown in Fig. 4.6. The box-volumes numbered 1 to 30, 31 to 60, and 61 to
90 correspond to the region near the back wall, near the middle section, and the front wall,
respectively.
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Figure 4.6: Numbering of Box-Volumes (A) Box-Volumes near Back Wall (B) Box-Volumes
at Mid-Section (C) Box-Volumes near Front Wall
4.3.5 Fluid Properties
The working fluid in the VDT is taken to be dry air, with density, ρ = 1.225 kg/m3 and
dynamic viscosity, µ = 1.789 ∗ 10−5 Pa.s.
4.3.6 Boundary Conditions
Tables 4.1 and 4.2 show the boundary conditions employed for the standard operation of the
VDT during the Injection and Sampling phases, respectively. Turbulence Intensity at the
ports is calculated using the Eq. (4.50)[34][1]. In this equation, Reynolds number (Red) is
based on the corresponding local velocity and the diameter of the port.
I = 0.16Red
−1
8 . (4.50)
All the walls are non-porous, i.e., the normal component of the velocity is zero at all
walls. Due to viscosity of the fluid, the tangential component of the velocity, at walls is zero
as well. Also, the port diameter (constant for both Injection and Sampling phases), flow
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Table 4.1: Boundary Conditions for Standard Operation of VDT during Injection Phase
Boundary
Boundary Condition
Velocity [m/s] Turbulence Intensity (%)
Nozzle Port 65.8 4.64
Sampler Port 4.72 6.77
Cyclone Port 5.57 6.40
Extraction Port 27.9 4.93
Walls No-Slip, Non-Porous 0
Table 4.2: Boundary Conditions for Standard Operation of VDT during Sampling Phase
Boundary
Boundary Condition
Velocity [m/s] Turbulence Intensity (%)
Nozzle Port 6.80 6.17
Sampler Port 4.72 6.77
Cyclone Port 5.57 6.40
Extraction Port 27.9 4.93
Walls No-Slip, Non-Porous 0
rate, local Reynolds number (based on the diameter of the respective port) for the inlet and
the outlet ports are specified in Tables 4.3 and 4.4 during the Injection and Sampling phases,
respectively.
In Section 4.3 and its subsections, we discussed the numerical framework used for con-
ducting the VDT simulations. The next section (Section 4.4) presents the simulation results
for the VDT.
Table 4.3: Local Flow Rates and Reynolds Numbers for Standard Operation of VDT
during Injection Phase
Port d [mm] Q [LPM] Local Re
Nozzle 4.40 60.0 19900
Sampler 3.00 2.00 974
Cyclone 4.00 4.20 1530
Extraction 6.40 53.8 12200
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Table 4.4: Local Flow Rates and Reynolds Numbers for Standard Operation of VDT
during Sampling Phase
Port d [mm] Q [LPM] Local Re
Nozzle 4.40 6.20 2050
Sampler 3.00 2.00 974
Cyclone 4.00 4.20 1530
Extraction 6.40 0 0
4.4 Results and Discussions
In this section, we present the results obtained from the simulations for the VDT. We begin
by selecting the most suitable URANS Turbulence model from the four URANS Turbulence
models (RNG k-, Realizable k-, Standard k-ω, and Shear-Stress k-ω) considered for this
study. The criterion used to determine the most suitable model is described in the next
section. We then present the detailed results for the Injection Phase and the Sampling
Phase of the VDT. This section also contains our analysis of the flow and the fluid-tracer
distribution in VDT for reduced Extraction-Port flow rates, and inhomogeneous injections.
4.4.1 Comparison of URANS Turbulence Models
Prior to performing simulations for the flow in the VDT, we compared the performance of
the four URANS Turbulence models on a fundamental problem using a simplified VDT ge-
ometry (Fig.4.7). The purpose of this comparison is to select the most suitable turbulence
model for the numerical analysis of VDT. The simplified geometry used for the comparison
resembles an unconfined jet-impingement configuration. For all the simulations, we have
used the Enhanced Wall Treatment approach in the near-wall region. As discussed in the
Grid generation section (Section 4.2), the mesh around the jet is adapted using iso-geometric
refinement, while the mesh near the wall boundaries includes prism layers to maintain y+ ≈
1 for the first wall-adjacent cell. This proved to be a crucial factor in getting a converged so-
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lution of all the 4 URANS turbulence models using the Enhanced Wall Treatment approach.
Figure 4.7: Rectangular Domain with Solid Back Wall for Impingement
Figure 4.7 shows the geometry of a rectangular domain open to atmospheric pressure.
The two solid walls in this domain are the nozzle walls and the downstream side of this
domain. The round jet exits from the nozzle and impinges on the back wall, resembling an
unconfined round jet impingement. The velocity profiles obtained from the application of the
RNG k- (RNG), Realizable k- (RKE), Standard k-ω (SKO), and Shear-Stress k-ω (SST)
models for this configuration (Fig. 4.7) are presented in Fig. 4.8. Velocity is normalized
using the maximum value of velocity at each axial station shown, and the radial length is
normalized using the velocity half-width (bu, value of r for which the velocity magnitude is
half the maximum velocity at the same axial location). Such a normalization allows us to
compare the velocity profiles obtained from the simulations with the experimental values
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obtained by Beltaos and Rajaratnam (1974)[7]. Beltaos and Rajaratnam (1974) conducted
Figure 4.8: Comparison of URANS Turbulence models: Velocity Profiles for
Jet-Impingement Configuration
a detailed experimental study of an unconfined round-jet impingement, and described their
experimentally obtained self-similar jet velocity profiles by a single equation (Eq. (4.51)):
u/umax = e
−0.693∗ r
bu . (4.51)
As seen from Fig. 4.8, the SST k-ω model is able to best replicate the trend provided by
Beltaos and Rajaratnam (1974). Figure 4.9 shows the velocity half-width for the unconfined
round jet impingement obtained by the four URANS turbulence models. On comparison
with the results provided by Beltaos and Rajaratnam (1974)[7], we find that the SST model
provides the best prediction of the variation of bu with respect to the axial location of the jet.
While the RNG and RKE models predict a larger bu, the SKO model shows smaller values
of the velocity half-width. The lower value of bu also results in the spread out of the velocity
profiles (as r/bu becomes small), as seen in the normalized velocity profiles predicted by the
SKO model (Fig. 4.8).
92
Table 4.5: Comparison of URANS Turbulence models: Pressure Half-Width for
Jet-Impingement Configuration
RNG RKE SKO SST Beltaos and Rajaratnam
bp 0.017 0.014 0.008 0.014 0.012
Table 4.5 presents the pressure half-width (bp) in the stagnation region obtained by the
four turbulence models considered for comparison. Here, bp is the radial length measured
from the centerline where pressure becomes half of the stagnation pressure. The SST model
matches the experimental data best, as compared to the other considered models. After this
Figure 4.9: Comparison of URANS Turbulence Models: Jet-width for Jet-Impingement
Configuration
comparison, we have concluded that the SST k-ω model is most suitable for our problem.
Henceforth, the SST k-ω model will be utilized for all our calculations in this study. The
next section (Section 4.4.2) presents the results of our simulations for the VDT. We begin
with discussing the results for the Injection Phase, and later describe the results for the
Sampling Phase.
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4.4.2 Results for Standard Operation of VDT
After selecting the SST k-ω model as the most suitable URANS model for the VDT problem,
the VDT simulations were performed for the Injection and Sampling Phases, and the results
obtained are presented in this section.
Injection Phase
During the Injection Phase, the Extraction Port, the Cyclone, and the Sampler draw out air
from inside the VDT at a rate of 53.8, 4.2, and 2.0 liter/min, respectively. Hence, the total
exit flow rate is 60.0 liter/min (= 53.8 + 4.2 + 2.0). These flow rates are continued till t
= 1.50s. As the flow exits the chamber, in order to maintain the mass flow rate balance,
replacement air enters the VDT through the nozzle at 60 liter/min. Owing to the circular
cross-section of the nozzle, this replacement air, carrying the powder particles, enters the
VDT chamber as a round jet with an average velocity of 65.8 m/s. For the VDT problem,
a purely aerodynamic calculation will suffice for an accurate prediction of the flow of the
powder particles having St << 1.
Figures 4.10 and 4.11 show the evolution of the flow and the transient progression of the
dispersed fluid-tracers during the Injection Phase. Fluid-tracers are continuously released
at the nozzle between t = 0.0001s and t = 0.2400s (at an interval of 0.0001s) of flow time.
During the entire duration of the simulation for the Injection Phase (1.50s), all of the four
ports (Extraction, Cyclone, Sampler, Nozzle) remain open, resulting in a total inlet and
outlet flow rate of QT = 60 liter/min (ReN = 19,900). As seen in Fig. 4.10, the aerosol jet
(laden with fluid-tracers) moves towards the back wall of the VDT, with fluid-tracers at the
edge of the jet rolled back due to opposing viscous forces (Popiel and Trass, 1991[65]). The
jet impinges on the back wall during 0.01s≤t≤0.02s, and starts to spread radially, just as in
the case of normal impingement of an unconfined circular jet on a plane surface (Bradshaw
and Love, 1959[12]; Beltaos and Rajaratnam, 1974[7]). The large nozzle-to-impinged wall
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Figure 4.10: Time Evolution of Fluid-Tracer Dispersion in VDT during Early Times of
Injection Phase for Standard Operation (Case 1) (t = 0.01s, 0.02s, 0.03s, 0.06s, 0.12s,
0.18s, 0.24s, 0.30s, 0.36s)
distances (distance between nozzle exit and back wall in the VDT is 34d), are associated
with the increase in the turbulence level owing to the presence of large-scale structures
(Garimella and Rice, 1995[26]). These large-scale structures are capable of enhancing the
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powder mixing during the standard operation of the VDT. The interaction of the jet and the
wall results in the formation of ring-shaped wall eddies (t = 0.03s), which are associated with
the enhancement of local momentum transfer (Popiel and Trass, 1991[65]). These eddies roll
up and progress radially (t = 0.06s) until they reach the bottom and top edges of the VDT.
As seen from Fig. 4.1, the geometry of the VDT is top-bottom asymmetric about the nozzle
axis. This asymmetry gives rise to different flow patterns (Fig. 4.10) in the top and bottom
sections of the VDT. Near the bottom edge of the VDT, the interaction of the ring-shaped
wall eddies with the bottom wall results in the formation of larger vortices. Close to the
left and right edges, the flow starts to move backwards, transporting the fluid-tracers from
the back to the front half of the VDT (t = 0.12s. 0.18s. 0.24s). At t = 0.3s, the jet begins
to entrain the fluid occupying the lower half of the VDT chamber (only a portion of the
fluid occupying the top frustum section of the chamber, however, is entrained into the jet
by t = 0.36s), thus completing one cycle of circulation (consisting of injection, impingement,
flow reversal, entrainment). This cycle is primarily responsible for mixing and uniform
distribution of fluid-tracers in the VDT.
A different flow pattern (Fig. 4.10) can be observed in the top section of the VDT. The
Extraction Port draws some fluid-tracers out of the VDT as the replacement fluid from
the nozzle reaches near the top wall (t = 0.12s). The remaining fluid-tracers start to move
towards the front section of the VDT along the top and side walls. The two sampling devices,
the Cyclone and the Sampler, obstruct this ”backward” motion. Incoming replacement flow
from the nozzle then pushes the fluid-tracers to move through the region between the Cyclone
and the Sampler, and close to the side walls. This results in a different distribution of fluid-
tracers at t = 0.18 s, 0.24 s, and 0.30s in the top section of the VDT, as compared to the
fluid-tracer distribution in the bottom section of the VDT. The obstruction posed by the
Cyclone is particularly noticeable, as a higher concentration of fluid-tracers can be observed
in the region behind the Cyclone at t = 0.18s, 0.24s, and 0.30s. At 0.36s, the fluid-tracers
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Figure 4.11: Time Evolution of Fluid-Tracer Dispersion in VDT during Later Times of
Injection Phase for Standard Operation (Case 1) (t = 0.42s, 0.48s, 0.54s, 0.60s, 0.75s,
0.90s, 1.05s, 1.20s, 1.50s)
in the top section of the VDT start to get entrained by the incoming jet. In Fig. 4.11, we
note that this entrainment of the fluid-tracers present in the top frustum section of the VDT
continues till ≈ 0.60s.
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Figure 4.11 shows the flow evolution in the VDT for t = 0.42s, 0.48s, 0.54s, 0.60s, 0.75s,
0.90s, 1.05s, 1.20s, and 1.50s. At t = 0.42s, a larger number-concentration of the fluid-
tracers (compared to that in the rest of the VDT chamber) is still observed in the regions
around the Cyclone and Sampler. As additional fluid enters the VDT, the fluid around the
Cyclone and Samper is pushed out, and the fluid-tracer concentration in the region behind
the Cyclone and Sampler is reduced. With time, the incoming nozzle jet continues to stir
the fluid-tracer distribution as well, thus enhancing fluid-tracer mixing (t = 0.48s, 0.54s,
0.60s, 0.75s, 0.90s). Between t = 1.20s and 1.50s, fluid-tracer distribution becomes quite
uniform. This uniform distribution of fluid-tracers is also confirmed by Fig. 4.12 (standard
deviation, σ = 1.51 ∗ 10−5; coefficient of variation σ
µd
= 0.12, where µd is the mean of the
fluid-tracer distribution) showing the distribution of fluid-tracers in the Tester at the end of
the Injection Phase (1.50s).
Figure 4.12: Fluid-Tracer Distribution in VDT at t = 1.50s (end of Injection Phase) for
Standard Operation (Case 1)
As a verification of our aerodynamic analysis (with fluid-tracers), we have also performed
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a simulation with 5 µm diameter spherical particles (ρp = 10 kg/m
3, St ≈ 0.03, φp = 8.7∗10−5
). For this simulation, Eq. (4.42) is used to calculate particle velocities, and Eq. (4.47) is
used to compute the trajectories of individual particles. A total amount of 5mg of particles
(powder) is injected, and as in Case 1, particles are released at t = 0.0001s till t = 0.24s
(at intervals of 0.0001s) of the flow time. Figures 4.13 and 4.14 show the time evolution
of the flow with 5µm particles (ρp = 10 kg/m
3). On comparison with Figs. 4.10 and 4.11,
we see that all of the flow structures present in Case 1 are retained in this simulation as
well, indicating that the particles have followed approximately the same trajectories as the
fluid-tracers. This confirms that for particles with St << 1 in dilute solutions, the particle
trajectories can be approximated by performing lagrangian tracking of the fluid-tracers.
Loss of Powder during Injection Phase
The present simulations have also shown that the energetic aerodynamics during the Injection
Phase can result in the loss of fluid-tracers through the Extraction Port. For powder particles
with St << 1, particle-laden flow can be simplified and simulated as a single-phase flow with
fluid tracking (using massless fluid-tracers) in a Lagrangian framework. These fluid-tracers
can be tracked during the Injection and Sampling Phases, just like ”real particles”, and can
be used to estimate the powder loss (fluid-tracer loss) during the Injection Phase. Similar
analysis can be performed to calculate sampling efficiency at the end of the Sampling Phase
as well.
Figure 4.15 shows the decay in fluid-tracer number concentration during the Injection
Phase. Here, the Y-axis shows the number of fluid-tracers in the domain as a function of
time; this number has been normalized by the total number of injected fluid-tracers. Note
that the curve for the CFD simulation result, shown in this figure, begins at t = 0.27s, shortly
after t = 0.24s, the instant when the particle injection at the nozzle is stopped. In this figure,
the curve for the CFD result is also compared with the exponential-number-concentration
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Figure 4.13: Time Evolution of Particle Dispersion (dp = 5µm) in VDT during Early Times
of Injection Phase (t = 0.01s, 0.02s, 0.03s, 0.06s, 0.12s, 0.18s, 0.24s, 0.30s, 0.036s)
decay due to dilution (for a uniform distribution of tracers). This exponential decay due to
the dilution mechanism (Boyes, 2009[11]) is represented by Eqs. (4.53) and (4.54), with a
mean lifetime τi defined as:
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Figure 4.14: Time Evolution of Particle Dispersion (dp = 5µm) in VDT during Later Times
of Injection Phase (t = 0.42s, 0.48s, 0.54s, 0.60s, 0.75s, 0.90s, 1.05s, 1.20s, 1.50s)
τi =
Vc
QT
, (4.52)
where QT = 60.0 liter/min is the total inlet flow rate, and Vc = 5.70 liter is the total volume
101
of the VDT chamber. Thus, τi = 5.70s. Then, C(t) is given as a function of time, t, as:
C(t) = C0e
(−t
τi
)
, (4.53)
where C0 is the initial concentration, and τi is the mean lifetime of the fluid-tracers in the
VDT. As the concentration C(t) is the ratio of the total number of fluid-tracers or number
concentration, N(t), and the total volume, Vc, alternatively, this exponential concentration
decay can be expressed in terms of the number concentration N(t) as:
N(t) = N0e
(−t
τi
)
, (4.54)
where N0 is the initial number of fluid-tracers inside the VDT. Equation 4.54 can also be
expressed in terms of normalized number of fluid-tracers, N∗, as:
N∗ =
N(t)
N0
= e
(−t
τi
)
. (4.55)
In Fig. 4.15, the comparison of the N∗ values obtained from the CFD simulations with the
values obtained from Eq. 4.55 demonstrates that the observed number-concentration decay
in the CFD simulation (Fig. 4.15) is consistent with the analytical exponential-concentration
decay (with dilution being the primary particle-removal mechanism).
Now, the rate of powder particle removal, dN
dt
, can be calculated as:
dN
dt
=
−1
τ
N(t) =
−QT
Vc
∗N(t) = −QT ∗ C(t). (4.56)
In Eq. (4.56), negative QT represents the flow exiting the VDT. As QT comprises of the flow
exiting through the Extraction Port, Cyclone Port, and the Sampler Port, Eq. (4.56) can
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also be expressed as:
dN
dt
= −(QEP +QCP +QSP ) ∗ C(t) = dNEP
dt
(t) +
dNCP
dt
(t) +
dNSP
dt
(t). (4.57)
In Eq. 4.57, the terms dNEP
dt
, dNCP
dt
, and dNSP
dt
(negative sign signifies removal of fluid-tracers)
represent rate of powder particle removal through the Extraction Port, Cyclone Port, and
the Sampler Port, respectively, and are provided below as:
dNEP
dt
= QEP ∗ C(t), (4.58)
dNCP
dt
= QCP ∗ C(t), (4.59)
dNSP
dt
= QSP ∗ C(t). (4.60)
Analytically, NEP , the total number of fluid-tracers removed by the Extraction-Port flow
can be calculated by integrating Eq. (4.58) for the duration of the Injection Phase as:
NEP = QEP ∗
∫ ti
0
C0e
(−t
τi
)
dt, (4.61)
NEP = QEP ∗ C0 ∗ τi ∗ [1− e(
−ti
τi
)
]. (4.62)
Equation (4.62) shows the total number of fluid-tracers removed by the exit port between the
two time intervals, t = ti and t = 0, in terms of the initial concentration of the fluid-tracers,
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Figure 4.15: Normalized Decay of Fluid-Tracer Concentration in VDT during Injection
Phase for Case 1
C0. On dividing Eq. (4.62) with the initial total number of fluid-tracers, we get:
NEP
N0
=
QEP ∗ C0 ∗ τi ∗ [1− e(
−ti
τi
)
]
C0 ∗ Vc . (4.63)
On substituting ti = 1.50s in Eq. (4.63),
NEP (1.50)
N0
= 20.7%. At t = 1.50s, the CFD simulation
shows that, of the total number of fluid-tracers injected, ≈ 74.8% is left inside the VDT.
Fluid tracking also reveals that the exit port expels 23.8% of the total injected fluid-tracers
by the end of the Injection Phase, reducing the total amount of fluid-tracers available for
Sampling Phase. This is a significant loss, which needs to be accounted for in the evaluation
of dustiness using Eqs. (1.1) and (1.2). A correction factor of 1.31 (=100/76.2) should
multiply Eqs. (1.1) and (1.2) to take into account this loss of the injected powder (St << 1),
and accurately calculate the dustiness values. The difference between the CFD and the
analytical values is a direct result of the assumption of a uniform powder distribution during
the entire duration of the Injection Phase, in case of the analytical expression.
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Table 4.6: Fluid-Tracer Loss at End of Injection Phase (1.50s) for Case 1 (VDT)
Case Tracking type % loss through
Exit Port
% loss through
Cyclone
% loss through
Sampler
Analytical – 20.74 1.62 0.77
Case 1 fluid-tracer tracking 23.80 0.96 0.50
5 µm particle tracking 23.79 (1.19mg) 0.94 (0.047mg) 0.49 (0.0248mg)
Sampling Phase
For the Sampling Phase, we used the flow/fluid-tracer distribution obtained at t = 1.50s
for Case 1 as the initial condition to simulate the flow progression. During the Sampling
Phase, the Extraction Port(EP) is closed; this reduces the total fluid outflow, QT , from
60.0 liter/min to 6.20 liter/min (QCP = 4.20 liter/min, and QSP = 2.00 liter/min). Such a
drastic drop in the flow rates (by an order of magnitude) results in a swift reduction in the
Turbulence Kinetic Energy(TKE) inside the VDT. The value of TKE drops from 0.870 m2/s2
to 0.007 m2/s2 within 4.5s (total flow time of 6.0s) from the start of the Sampling Phase.
Figure 4.16 shows the decay of the volume-averaged TKE inside the VDT. The purpose of
this figure is to show how quickly the turbulence level drops down as the Sampling Phase
begins after the end of the Injection Phase. Note that the vertical axis of this figure shows
the total flow time on a natural log scale. This is done to elicit the small time scale involved
for the reduction of Turbulence Kinetic Energy by 2 orders of magnitude.
Figure 4.17a shows the computational and analytical results for the decay of the fluid-
tracer-number concentration in the VDT during the Sampling Phase. The CFD results show
an exponential decay of the fluid-tracer-number concentration, consistent with the analytical
concentration decay due to replacement of fluid-tracers (powder, in the real case) with clean
air, i.e., dilution. Equation (4.53) represents the decay of particle concentration, due to
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Figure 4.16: Decay of Volume-Averaged Turbulence Kinetic Energy in VDT during
Sampling Phase for Case 1
dilution, with a mean lifetime τs (Eq. (4.64)) as:
τs =
Vc
QT
. (4.64)
Using QT = 6.2 liter/min for the Sampling Phase, the mean lifetime, τs ≈ 55.16s. The CFD
results are also in accordance with the observations of Evans et al. (2013)[22], who estimated
τs to be 55.60s. The cumulative number of fluid-tracers drawn in by the Sampler and the
Cyclone, as a function of time, during the Sampling Phase, are shown in Fig. 4.17b (this result
was also presented at the 67th Annual Meeting of the APS Division of Fluid Dynamics[20]).
An analytical function representing the cumulative number of fluid-tracers (NC) passing
through the Sampler and the Cyclone (or the total number of fluid-tracers removed by the
Cyclone, and the Sampler) during the Sampling Phase can also be calculated by substituting
Eq. (4.63) with a mean lifetime, τs = 55.16s, a total flow rate, QT = 6.20 liter/min, and a
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(a) (b)
Figure 4.17: (a) Decay of Normalized Fluid-Tracer-Number Concentration in VDT during
Sampling Phase for Case 1; (b) Cumulative Number (Normalized) of Fluid-Tracers Passing
through Cyclone and Sampler during Sampling Phase for Case 1
total time of t = 238.5s, so that
N∗C =
NC
N0
=
QP ∗ C0 ∗ τi ∗ [1− e(
−t
τs
)]
C0 ∗ Vc . (4.65)
In Eq. (4.65), QP is replaced by QCP and QSP to calculate cumulative number of fluid-
tracers passing through the Sampler and the Cyclone, respectively, at different times during
the Sampling Phase. The present CFD results compare well with the analytical distribution
for the first 80.0s of Sampling time. This also implies that the Sampling Phase started with
a uniform distribution of fluid-tracers at the end of the Injection Phase. With increasing
Sampling time, the distribution of fluid-tracers inside the VDT ceases to remain uniform,
particularly towards the end of the Sampling Phase, resulting in 2.7% difference between
the CFD and the analytical results at t = 240.0s. At the end of the Sampling Phase,
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the CFD results predict a total loss of 49.10% and 23.49% through the Cyclone and the
Sampler, respectively; 96.34% of fluid-tracers present in the VDT at t = 1.50s are sampled
by the end of the Sampling Phase. The total 99.01% of fluid-tracers, present in the VDT
at the beginning of the Sampling Phase, are sampled at the conclusion of the Sampling
Phase, as predicted by the exponential decay. The assumption of uniform distribution of
fluid-tracers throughout the Sampling Phase in the derivation of the analytical expression,
and the accumulation of the fluid-tracers near the corners of the VDT are the reasons for
the difference (2.7%) between the CFD and the analytical values. To conclude, the CFD
results are in good agreement with the analytical results. Further, Eq. (4.53) with the mean
lifetime, τs ≈ 55.16s can be used to predict the fluid-tracer-number concentration (also valid
for powder with St << 1) inside the VDT during the Sampling Phase.
The distribution of the fluid-tracers at the end of Sampling Phase is shown in Fig. 4.18.
At the end of Sampling Phase, the VDT is virtually devoid of fluid-tracers (only 0.99%
of fluid-tracers remain), reflected by the low number-concentration of fluid-tracers in the
volume-boxes (note the change in scale in Fig. 4.18 as compared to Fig. 4.12). A key
observation is the stagnation of the fluid-tracers in regions near the corner or along the
edges bounded by walls on at least two sides. In order to determine if the concentration
in these dead regions decreases with further progression in time, the simulation was run for
10 additional seconds (total flow time = 250.0s). The result did not show any significant
alteration in the fluid-tracer number (overall, 0.66% more fluid-tracers are sampled at end of
250.0s). To conclude, we have seen that VDT has an efficient Sampling mechanism; 96.34%
of the fluid-tracers present in the VDT at t = 1.50s are sampled by the end of the Sampling
Phase.
In the next section, we now discuss the effect of delayed injection on the distribution of
fluid-tracers at the end of the Injection Phase.
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Figure 4.18: Fluid-Tracer Distribution in VDT at t = 240s (End of Sampling Phase) for
Case 1
4.4.3 Effect of Fluid-Tracer Release Time during Injection Phase
As discussed in Section 4.4.2, the calculation for the Injection Phase presented in this study
pertains to fluid-tracers injected between 0.0001s and 0.24s, reflecting an efficient aerosoliza-
tion of powder during operation of the VDT. In some cases, the powder might enter the VDT
chamber at a later time due to a time delay in aerosolization and/or material properties.
While an accurate representation of ”aerosolization time” is difficult to achieve, we performed
three additional simulations to study the impact of delayed entry of fluid-tracers on their
distribution uniformity at the end of the Injection Phase. Figure 4.19 shows the coefficient of
variation (σ/µ) of the fluid-tracer distribution and loss of fluid-tracers through the Extrac-
tion Port at the end of the Injection Phase for four fluid-tracer injection periods. The results
show that the delay in injection of fluid-tracers causes reduced loss of fluid-tracers through
the Extraction Port. However, also the non-uniformity in the fluid-tracer distribution at the
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end of the Injection Phase increases significantly with the delay in fluid-tracer injection, as
reflected by the increasing value of the coefficient of variation. Hence, in order to achieve
a uniform distribution of powder at the end of the Injection Phase, powder particles must
enter the VDT between 0.0001s and 0.24s.
The next section discusses the effect of the reduced flow rates during the Injection Phase
on the fluid-tracer loss and distribution uniformity at the end of the Injection Phase.
Figure 4.19: Effect of Injection Period on Fluid-Tracer Loss and Distribution in VDT at t
= 1.50s
4.4.4 Effect of Reduced Extraction-Port Flow Rate (QEP)
In this section, we discuss the effect of reduced Extraction-Port flow rate on the distribution
and loss of the fluid-tracers at the end of the Injection Phase. During the standard operation
of the VDT, the Extraction Port draws fluid out at a flow rate of 53.8 liter/min, which
corresponds to ReEP ≈ 12,200. As observed in the simulation results of the Injection Phase
for Case 1, 23.8% of the fluid-tracers leave the VDT before the Sampling phase even begins.
A reduced Extraction-Port flow can help in reducing the loss of the fluid-tracers. However,
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Figure 4.20: Fluid-Tracer Distribution in VDT at t = 1.50s (End of Injection Phase) for
Case 2
a reduced Extraction-Port flow might also affect the distribution uniformity of the fluid-
tracers. In order to investigate the effect of Extraction Port flow rate on the flow behavior
and fluid-tracer distribution, three additional simulations (Cases 2, 3, and 4) are performed
with reduced Extraction-Port flow rates.
For Case 2, QEP is reduced by a factor of 2, thus reducing VEP to 33.1 m/s, ReEP to
6,110, VN to 36.3 m/s, and ReN to 10,900. The results of this simulation showed that ≈
14.8% (23.8% for Case 1) of the total injected fluid-tracers are drawn out of the VDT by
the end of the Injection Phase. Thus, the reduction in the Extraction-Port flow rate does
reduce the fluid-tracer loss at the end of the Injection Phase. However, Fig. 4.20 points
at a significant trade-off with respect to the uniformity of the fluid-tracers distribution at
end of the Injection Phase. Fluid-tracer distribution, as shown in Fig. 4.18, is less uniform
(σ = 2.89 ∗ 10−5, σ
µ
= 0.20) for this case at the end of the Injection Phase.
For Case 3, QEP is further reduced by a factor of 5, thus decreasing VEP to 5.58 m/s,
111
Figure 4.21: Fluid-Tracer Distribution in VDT at t = 1.50s (End of Injection Phase) for
Case 4
ReEP to 2,420, VN to 18.6 m/s, and ReN to 8,140. At these flow rates, 4.24% of the total
injected fluid-tracers escape the VDT by the end of the Injection Phase. This is 5.64 times
smaller than the loss of fluid-tracers observed for the standard flow conditions. Fluid-tracer
distribution is not uniform (σ = 8.44∗10−5, σ
µ
= 0.52) for this case at the end of the Injection
Phase.
Figure 4.21 shows the distribution of the fluid-tracers inside the VDT at the end of the
Injection Phase for Case 4. For this case, QEP is reduced by a factor of 10 (VEP to 2.79 m/s,
ReEP to 1,220, VN to 12.7 m/s, and ReN to 3,820). The fluid-tracer distribution inside the
VDT is not uniform for the Case 4 flow conditions. With slower Extraction-Port flow, the
fluid-tracer distribution has further departed from uniformity, as signified by the values of
the standard deviation, σ = 1.07∗10−4, and the coefficient of variation, σ
µ
= 0.64 (Table 4.7).
The drop in the fluid-tracer loss, and the increased departure in the fluid-tracer dis-
tribution from uniformity, due to the reduced Extraction-Port flow, is also presented in
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Table 4.7: Fluid-Tracer Loss and Statistical Characteristics of Distribution for Cases 1 to 4
Case QEP (liter/min) Fluid-tracer loss through EP (%) σ (t = 1.50s)
σ
µ
(t = 1.50s)
1 53.80 23.8 1.51 ∗ 10−5 0.117
2 26.90 14.8 2.89 ∗ 10−5 0.199
3 10.76 4.64 8.44 ∗ 10−5 0.519
4 5.380 1.12 1.07 ∗ 10−4 0.644
Figure 4.22: Fluid-Tracer Loss and Distribution in VDT at End of Injection Phase for
Reduced Extraction-Port Flow
Fig. 4.22. The smaller QEP helps to retain more fluid-tracers inside the VDT at the end of
the Injection Phase, but fails to distribute the fluid-tracers uniformly. In the experimental
evaluation of dustiness, the assumption behind having two separate devices to measure res-
pirable (Cyclone) and total dustiness (Sampler) is that the powder distribution at the end
of the Injection Phase is uniform. This allows the collection of particles by the Cyclone and
the Sampler to be representative of the entire amount of the aerosolized powder. On the
other hand, the collection of the particles by the Cyclone and the Sampler, in case of a non-
uniform distribution, will be influenced by their respective locations. Thus, the measured
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values of dustiness will no longer be representative of the entire amount of the aerosolized
powder. Hence, it is important to achieve a uniform distribution of the fluid-tracers/powder
at the end of the Injection Phase. Note that further increase in QEP from the standard flow
conditions is not feasible due to mechanical limitations and compressibility concerns.
In the next section, we present results from our simulations for inhomogeneous injection
of fluid-tracers.
4.4.5 Effect of Inhomogeneous Injection
The results of the numerical simulation for the Standard Operation of VDT (Case 1) re-
vealed that the fluid-tracer distribution is uniform at the end of Injection. This is a crucial
prerequisite for accurate estimation of dustiness through the Cyclone and the Sampler. For
Cases 1 through 4, fluid-tracers were released uniformly, across the nozzle inlet. For Cases
2, 3, and 4 (with reduced Extraction-Port flow rates), the resulting fluid-tracer distribution
was not uniform at the end of the Injection Phase. It is possible that the release pattern of
fluid-tracers across the nozzle inlet may influence their distribution in the VDT at the end
of the Injection Phase. In order to further investigate the capability of the VDT to produce
uniformly distributed fluid-tracers at the end of the Injection Phase, four additional cases
are simulated with varying fluid-tracer injection-patterns across the nozzle entrance section.
For Cases 5, 6, 7, 8, fluid-tracers are released from the left-half, right-half, top-half, and
bottom-half of the injection nozzle, respectively (Fig. 4.23). As in Case 1, fluid-tracers are
released continuously between t = 0.0001s and t = 0.24s (at intervals of 0.0001s) of flow time.
During the entire duration of this simulation (1.50s), the four ports (Extraction, Cyclone,
Sampler, Nozzle) remain open, resulting in a total inlet flow rate of QT = 60 liter/min (Red
= 19,900).
Figures 4.24 and 4.25 show the flow evolution during the Injection Phase with fluid-
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Figure 4.23: Fluid-Tracer Injection Patterns (Left, Right, Top, Bottom)
tracers injected from the left-half of the nozzle (Case 5). As in Case 1, the fluid-tracers
impinge on the back wall during 0.01s≤t≤0.02s, and start to spread radially on the back
wall. Formation and stretching of ring vortices is similar to the observations in Case 1 (t =
0.02s, 0.06s). At t = 0.09s and 0.12s, this radial motion of the flow is interrupted by the left
and bottom walls, which essentially gives rise to the backward motion (towards the front
wall) of the fluid-tracers along the bottom and left walls. At t = 0.15s, after meeting the
top wall, the flow in the top region of the VDT starts to move backwards. This backward
motion is interrupted by the presence of the Cyclone (t = 0.24s). Re-entrainment of the
fluid-tracers near the bottom region into the incoming nozzle jet can be observed at t =
0.30s. In the top region, entrainment of the fluid-tracers is significantly delayed, primarily
due to lower flow velocity, presence of the Extraction Port, and geometrical obstructions in
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Figure 4.24: Time Evolution of Fluid-Tracer Dispersion in VDT during Early Times of
Injection Phase for Case 5 (t = 0.01s, 0.02s, 0.03s, 0.06s, 0.12s, 0.18s, 0.24s, 0.30s, 0.036s)
the form of the Cyclone and the Sampler. During this entire period, the Extraction Port
continues to draw out the fluid-tracers from the region near the rear wall. At t = 0.36s,
fluid-tracers from the top region are seen being re-entrained by the jet. However, as seen
from Fig. 4.25, a large number of fluid-tracers remain in the top frustum region till t =
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Figure 4.25: Time Evolution of Fluid-Tracer Dispersion in VDT during Later Times of
Injection Phase for Case 5 (t = 0.42s, 0.48s, 0.54s, 0.60s, 0.75s, 0.90s, 1.05s, 1.20s, 1.50s)
0.60s. At this time, the fluid-tracers start to spread out in the vacant right half of the
VDT chamber. Mixing continues through the incoming jet, and subsequently, fluid-tracers
continue to spread out with the progression of time (t = 0.42s, 0.48s, 0.54s. 0.60s). At the
end of 1.50s, the distribution is quite uniform, with standard deviation, σ = 1.61 ∗ 10−5, and
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Figure 4.26: Fluid-Tracer Distribution in VDT at t = 1.50s (End of Injection Phase) for
Case 5
coefficient of variation, σ
µ
= 0.12, as also shown in Fig. 4.26. Figures 4.27 and 4.28 show
the time-accurate flow evolution for Case 6. The flow distribution in Case 6 retains all the
characteristics of Case 5, and the fluid-tracer distribution at the end of Injection Phase is
quite uniform as confirmed by Fig. 4.29 (σ = 1.54 ∗ 10−5, σ
µ
= 0.11). A reduced loss of
fluid-tracers through the Extraction Port is observed for Cases 5 and 6. This is imputable
to the smaller number of tracers injected close to the axis of the Extraction Port.
Figures 4.30 and 4.31 show the flow evolution during the Injection Phase, and Fig. 4.31
shows the final distribution of the fluid-tracers at the end of the Injection Phase for Case
7. Higher values of σ and σ
µ
for Case 7 are observed, indicating a lack of uniformity in
the fluid-tracer distribution. This is the direct impact of the geometrical and aerodynamic
asymmetry in the VDT. For Case 7, lower flow velocity, presence of the Extraction Port, and
geometrical obstructions due to the Cyclone and the Sampler, deter re-entrainment of the
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Figure 4.27: Time Evolution of Fluid-Tracer Dispersion in VDT during Early Times of
Injection Phase for Case 6 (t = 0.01s, 0.02s, 0.03s, 0.06s, 0.12s, 0.18s, 0.24s, 0.30s, 0.036s)
fluid-tracers, causing a delay in mixing; a large number of fluid-tracers can be seen in the
top region of the VDT till t = 0.6s, as shown in Fig. 4.31. Presence of a large number of the
fluid-tracers in the frustum region over a longer period of time also leads to a significantly
higher loss of fluid-tracers through the Extraction Port. When fluid-tracers are released from
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Figure 4.28: Time Evolution of Fluid-Tracer Dispersion in VDT during Later Times of
Injection Phase for Case 6 (t = 0.42s, 0.48s, 0.54s, 0.60s, 0.75s, 0.90s, 1.05s, 1.20s, 1.50s)
the bottom-half of the nozzle, as in Case 8 (Fig. 4.33 and Fig. 4.34), the loss through the
Extraction Port is reduced. Better mixing is observed as well, as compared to Case 7, due to
the flow being predominantly unobstructed. This is confirmed by lower values of σ and σ
µ
, as
compared to those for Case 7. The values of standard deviation and coefficient of variation
120
Figure 4.29: Fluid-Tracer Distribution in VDT at t = 1.50s (End of Injection Phase) for
Case 6
of fluid-tracer distribution for Cases 5, 6, 7, and 8 are also provided in Table 4.8.
Having expounded the flow evolution inside the VDT for different flow and injection
conditions, we now proceed to provide the grid-independence study for the VDT in the next
section. The highest-velocity configuration (Case 1) is selected for this purpose. The method
of Grid-Convergence Index (GCI) proposed by Celik et al. (2008)[15] is utilized for the study.
Table 4.8: Fluid-Tracer Loss and Statistical Characteristics of Distribution in VDT for
Inhomogeneous Injections
Case Fluid-tracer loss through EP (%) σ (t = 1.50s) σ
µ
(t = 1.50s)
5 20.5 1.61 ∗ 10−5 0.123
6 20.5 1.54 ∗ 10−5 0.113
7 30.3 1.60 ∗ 10−5 0.268
8 14.0 2.44 ∗ 10−5 0.155
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Figure 4.30: Time Evolution of Fluid-Tracer Dispersion in VDT during Early Times of
Injection Phase for Case 7 (t = 0.01s, 0.02s, 0.03s, 0.06s, 0.12s, 0.18s, 0.24s, 0.30s, 0.036s)
122
Figure 4.31: Time Evolution of Fluid-Tracer Dispersion in VDT during Later Times of
Injection Phase for Case 7 (t = 0.42s, 0.48s, 0.54s, 0.60s, 0.75s, 0.90s, 1.05s, 1.20s, 1.50s)
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Figure 4.32: Fluid-Tracer Distribution in VDT at t = 1.50s (End of Injection Phase) for
Case 7
Table 4.9: Grids Employed for Grid-Independence Study (VDT)
Grid No.
Total no.
of Cells
Representative
Cell Size (mm)
1 (Fine) 6.89 ∗ 106 0.939
2 (Base) 3.04 ∗ 106 1.23
3 (Coarse) 1.30 ∗ 106 1.64
4.4.6 Grid-Independence Study
The 3D volume grids are created using ICEM CFD 14.5 (a commercial grid generator). As
discussed in Section 4.2, the computational grid for the VDT consists of tetrahedral elements,
with iso-geometric refinement, for the nozzle jet and region around the Extraction Port, and
refined structured cells near the walls. A grid-independence study is performed for Injection
Phase flow solution for Case 1, using the three different grids shown in Table 4.9.
The coarsest mesh has a resolution of 0.17 mm at the walls, and the finest mesh has a wall-
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Figure 4.33: Time Evolution of Fluid-Tracer Dispersion in VDT during Early Times of
Injection Phase for Case 8 (t = 0.01s, 0.02s, 0.03s, 0.06s, 0.12s, 0.18s, 0.24s, 0.30s, 0.036s)
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Figure 4.34: Time Evolution of Fluid-Tracer Dispersion in VDT during Later Times of
Injection Phase for Case 8 (t = 0.42s, 0.48s, 0.54s, 0.60s, 0.75s, 0.90s, 1.05s, 1.20s, 1.50s)
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Figure 4.35: Fluid-Tracer Distribution in VDT at t = 1.50s (End of Injection Phase) for
Case 8
region resolution of 0.08 mm. Further refinement of the 3D grid leads to longer simulation
time and high simulation costs due to a large number of grid cells. Table 4.10 shows the result
of the grid-independence study using the Grid-Convergence Index (GCI) method provided
by Celik et al. (2008)[15]. One of the most important contributions of our study on the
VDT is the finding that, a large number of injected fluid-tracers (powder with St << 1),
i.e., ≈ 24% of injected fluid-tracers escape the VDT through the Extraction Port before
the Sampling Phase begins. This loss is a function of Extraction-Port-flow velocity, and is
representative of the flow conditions in the VDT. Thus, this loss through the Extraction
Port is the variable (φ) that we have chosen to perform the grid-independence study. It is
observed that the percentage of fluid-tracers escaping through the Extraction Port slightly
reduces with a refined grid. The change in the values, however, is ≈ 1.13% between the fine
and medium grid; the medium grid was hence selected for our simulations for the VDT.
Two error estimates are provided in Table 4.10: approximate relative errors (E21 and
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Table 4.10: Calculation of Discretization Error (VDT)
φ = fluid-tracer loss through EP (Case 1:
Injection Phase)
φ1 (Fine) 0.2354
φ2 (Medium) 0.2380
φ3 (Coarse) 0.2420
e21 0.0026
e32 0.0040
e32/e21 1.538
φ21extra 0.2293
E21 1.126%
E32 1.653%
p 1.343
E21extra 2.613%
GCI21 3.183%
E32), and extrapolated relative error (E
21
extra). The errors, E21 and E32, are calculated using
the values of the variable (φ) obtained from the simulation results, while E21extra is calculated
using the extrapolated values (φ21extra) of the variable. The positive value of e21/e32, shown
in Table 4.10, indicates monotonic convergence of the solution. The apparent order, p,
for the numerical solution, is ≈ 1.343, indicating that the numerical solution is nearly in
the asymptotic range (Celik et al., 2008[15]). The numerical uncertainties for the fine grid
solution are estimated by GCI values. The calculated value of GCI using φ21extra is ≈ 3.18%,
indicating the uncertainty in the value of the fluid-tracer loss due to the Extraction-Port
otained from the fine-grid simulation of the VDT.
4.4.7 Conclusions
The Venturi Dustiness Tester (VDT) uses only 10 mg of powder to estimate dustiness of
powders, and hence, offers tremendous value for the pharmaceutical industry, where the
quantities of powder for dustiness measurements are limited to a few milligrams. The present
128
work reports the first aerodynamic study of this novel dustiness measurement device, the
VDT. This device uses a confined turbulent impinging jet to disperse powder (fluid-tracers
in the current simulation) inside a glass chamber, and then utilizes the Cyclone and the
Sampler fitted on the top of the chamber to estimate dustiness.
Numerical implementation of the SST k-ω turbulence model and fluid tracking in a La-
grangian framework for flow visualization showed the importance of turbulent impingement,
and the consequent formation of toroidal vortices in the dispersion and transport of the fluid-
tracers inside the VDT. Our results showed that turbulent aerosol injection is an efficient
mechanism for producing a uniform distribution of fluid-tracers at the end of the Injection
Phase, when fluid-tracers enter the VDT early during the Injection Phase. A fluid-tracer
loss of approximately 24% of the total injected fluid-tracers is observed for the standard flow
operations with a homogenous injection of fluid-tracers between t = 0.0001s and 0.24s. This
loss of powder in the VDT must be accounted for in the dustiness values calculated using
the quantities measured by the VDT (for powders with St << 1), and requires multiplying
Eq. (1.2) with a correction factor of 1.31. Delay in fluid-tracer injection results in reduced
loss of fluid-tracers, but enhances non-uniformity in their distribution. Any decrement in the
Extraction-Port flow rate is undesirable as well, as it results in non-homogeneity in the fluid-
tracer distribution in the VDT, thereby affecting the dustiness-measurement accuracy. This
non-homogeneity increases with decrease in Extraction-Port flow rates. On the other hand,
the uniformity in the fluid-tracer distribution is virtually unaffected with inhomogeneous
fluid-tracer injections, except for an unlikely scenario of injection through the top-half of the
nozzle. Finally, the numerical results for the Sampling Phase (for standard operation) mimic
the analytical exponential decay law due to dilution. Therefore, the concentration level of
fluid-tracers (and, thus, of powders with St <<1) at any given time during the Sampling
Phase can be estimated using Eq. (4.65). The results of this study provide further credence
to the VDT’s capability of measuring dustiness correctly during its standard operation.
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Chapter 5
Summary and Future Directions
In the present study, we successfully performed numerical simulations for the analysis of
confined jet flow in the Flow Combination Section (FCS) of the Baron Fiber Classifier
(BFC), and in a novel dustiness measurement device, the Venturi Dustiness Tester (VDT).
A summary of the results, and the conclusions deduced from these results are presented in
this chapter.
5.1 Numerical Study of Flow Combination Section (FCS)
of Baron Fiber Classifier (BFC)
• Numerical simulations for the laminar aerosol jet and sheath flows in the FCS are con-
ducted, and results for velocity, pressure, shear-stress, and streamlines are presented.
As observed from the simulation results, the FCS region remains free from any recir-
culation or vortex formation during the standard operation of the BFC. In its current
implementation at NIOSH, the BFC produces only small quantities of length-separated
fibers. In order to produce length-separated fibers in quantities needed for toxicological
studies, an increase in the throughput of the FCS is required, so that higher flow rates
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are contemplated through the FCS.
• On uniformly increasing the aerosol and sheath flow rates, the flow behavior inside the
FCS remains similar to that during its standard operation. Owing to the increased ve-
locities, the axial flow profiles require longer lengths to achieve a level of development
equivalent to the axial profiles (at the same axial location) for the standard opera-
tion of the BFC. Simulations with further increased aerosol flow rates identified the
aerodynamic limitation to increasing the standard flow rates. A key limitation is the
emergence of recirculation regions near the outer and inner cylinders in the FCS, due
to the interaction of the expanding aerosol jet and the sheath flows. We quantified the
critical aerosol-to-sheath velocity ratio (≈ 50) for the formation of these recirculation
regions. An increment in the sheath flow rates, so as to decrease the aerosol-to-sheath
velocity ratio, provided an active control method for suppressing the flow separation
or vortex formation in the FCS.
• We also investigated the usefulness of the tapered/converging geometry to stabilize the
aerosol jet and sheath flows against formation of recirculation regions. Comparison of
the FCS simulations with those for a corresponding straight outer wall configuration,
for identical flow rates, demonstrated the desirable effect of the tapered outer wall
in delaying the formation of vortices to higher aerosol-to-sheath velocity ratios. For
the simulations with the straight outer wall, the outer and inner recirculations initiate
at Vaero/VOutSh = 35.61, and Vaero/VInSh = 28.06, respectively. Recall that the onset
of the outer and inner recirculation regions is delayed to Vaero/VOutSh = 52.23, and
Vaero/VInSh = 49.57, respectively, with the tapered outer wall. To the author’s knowl-
edge, elucidation of the formation of recirculation regions within the FCS, and their
quantitative suppression by the tapered geometry, has not been explicitly pointed out
previously to the aerosol community.
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• The axisymmetric simulations are compared with the corresponding 3D simulations to
demonstrate the axisymmetric nature of the recirculating flow patterns that develop
inside the FCS. The axisymmetric simulations, thus, provided a cost-effective approach
of identification of aerodynamic deterrents in the FCS for increasing the throughput
of the BFC.
• The simulation results also pointed out the importance of sheath flows in restricting
the spreading of the aerosol jet, which tends to expand outward as it enters the FCS.
In conjunction with the tapered geometry, the sheath flows are effective in preventing
aerosol deposition on the walls. For all the simulated cases, the aerosol remains confined
between the two cylinders, with the desired near-parabolic velocity flow profile and
sigmoidal shear stress profile upon exiting the FCS and entering the Flow Classification
Section (FClS) of the BFC.
• To conclude, the results of this CFD study demonstrates that the flow rates in the FCS
of the BFC can be increased by an order of magnitude, and hence, the throughput of
the BFC, before the recirculation regions in the FCS are developed.
5.2 Numerical Modeling of Flow in Venturi Dustiness
Tester (VDT)
• An Unsteady Reynolds-Averaged Navier-Stokes (URANS) formulation is successfully
employed to conduct the turbulent flow simulations of a novel dustiness testing device,
the Venturi Dustiness Tester (VDT). The shear-stress k-ω (SST) model is used, in
conjunction with fluid-tracking in the Lagrangian framework, to elicit the time-accurate
flow evolution in VDT during its two operational phases, i.e., the Injection Phase and
the Sampling Phase. This study provides a detailed understanding of the aerodynamics
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and physics underlying the operation of this novel device. We have explicitly pointed
out the merits of this device; specifically, a uniform distribution of fluid-tracers at the
end of the Injection Phase for both homogeneous and inhomogeneous injections, and
an efficient sampling mechanism, as 95% of the fluid-tracers remaining in the VDT
at the beginning of the Injection Phase get sampled (pass through the Cyclone or the
Sampler). In the author’s opinion, this work will significantly support the ongoing
efforts to establish the VDT as an ISO-standard device for dustiness measurement.
• The simulation results for the standard-operation flow rates (Case 1) revealed that,
despite the geometrical and aerodynamic asymmetry of the VDT configuration, the
extraction-port-induced high-speed turbulent-jet injection and impingement mecha-
nism generates uniformly distributed fluid-tracers (for powders with St << 1) at the
end of the Injection Phase. However, as a consequence, 23.8% of fluid-tracers are lost
through the Extraction Port during the Injection Phase, when fluid-tracers are released
between t = 0.001s and t = 0.24 s. With delayed injection, the fluid-tracer loss de-
creases, but so does the uniformity of the fluid-tracer distribution. In order to verify
our approach (of using fluid-tracers), a simulation with 5 µm particles (St ≈ 0.02) was
also performed. The results of this simulation corroborate our approach of utilizing
fluid-tracking for the calculations to approximate the motion of powder particles with
St << 1.
• During the Sampling Phase (standard operation), the fluid-tracer number concentra-
tion exhibits an exponential decay, similar to the dilution mechanism (decay constant,
τ = 55.16s). This behavior is confirmed analytically, and experimentally by Evans et
al. (2013)[22] with the VDT apparatus.
• Extended simulations were conducted to investigate the effect of the Extraction-Port
flow rates on the fluid-tracer distribution and loss during the Injection Phase. We found
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that the lower extraction-flow rates distort the uniformity of the fluid-tracer distribu-
tion, and the nonuniformity is observed to increase with decrease in the Extraction-Port
flow rate, and hence, with decreased inlet flow rates.
• Finally, we examined the robustness of the VDT during its standard operation to
produce a uniform distribution of fluid-tracers at the end of the Injection Phase. A
nonuniformity in distribution at the end of the Injection Phase will affect the collection
of powder through the Cyclone and the Sampler during the Sampling Phase. Moreover,
the collected powder will not be representative of the what was aerosolized/injected
through the nozzle. Simulations were also conducted for four different inhomogeneous
injection patterns, and their effect on the distribution uniformity is analyzed. It is
found that the final distribution is virtually independent of the injection inhomogeneity
for the cases simulated, except for the injection from the top-half cross-section of the
nozzle.
• To conclude, we have presented the first study to investigate the turbulent flow aero-
dynamics in the VDT and determine its merits, such as a robust aerodynamics that
generates uniform distribution of fluid-tracers for both homogenous and inhomogenous
fluid-tracer (for powders with St << 1) injections, an efficient sampling mechanism
with exponential decay, similar to the dilution process. This study also pointed out
and quantified the fluid-tracer loss at end of the Injection Phase, applicable to the
powder particles with St << 1. This loss of fluid-tracers (for powders with St << 1)
must be taken into consideration while evaluating the dustiness value for powders by
multiplying the obtained dustiness values by a correction factor of 1.31. This study fur-
ther pointed out the importance of the standard-operation flow rates, and established
the undesirable effect of increased non-uniformity in the fluid-tracer (for powder with
St << 1) distribution at the end of the Injection Phase due to the reduced Extraction-
134
Port flow rates. Overall, the result of the VDT simulations lend further confidence in
the effectiveness of the VDT device in evaluating dustiness accurately.
5.3 Future Directions
5.3.1 Numerical Study of Flow Combination Section (FCS) of
Baron Fiber Classifier (BFC)
– Aerosol devices such as Ultra-fine Condensation Particle Counters and Differential
Mobility Analyzers, also involve a confined aerosol jet and sheath flow configu-
ration. The results obtained from the present study set the stage for a similar
computational approach for the study of these other devices, especially in situa-
tions where higher flow rates are contemplated.
– The study of the Flow Combination Section (FCS) presented in this work provides
a detailed explanation for the emergence of undesirable flow patterns (recircula-
tion regions) due to the interaction of the high-velocity aerosol jet and sheath
flows. On further increasing the aerosol flow rates, these recirculations increase
in strength and size, as seen for the outer vortex between Cases 4 and 5. For
all the cases simulated, the flow regime remains laminar, and turbulence is not
a concern. However, from the physics point of view, it would be interesting to
explore the effect of flow transition or turbulence on these recirculation regions
(delayed formation of recirculation regions, formation of additional recirculation
regions, vortex lengthening, etc.).
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5.3.2 Numerical Modeling of Flow in Venturi Dustiness
Tester (VDT)
– In the current study, we have utilized fluid-tracking in a Lagrangian framework to
visualize the flow evolution. As explained earlier, powder particles with St << 1
will follow the flow streamlines; hence, the results of our simulations also predict
flow of the powder particles inside the VDT for powders with St << 1. Such an
approach can also be utilized to study and visualize the flow evolution and powder
flow in dustiness devices such as the rotating drum dustiness tester (Fig. 2.1).
Unlike VDT, the flow in a rotating drum dustiness tester remains in the laminar
regime (Qin = 38 liter/min, RedrumDia ≈ 14). This device utilizes baﬄes inside a
rotating drum to aerosolize powders, and subsequently, estimate dustiness. To the
author’s knowledge, a detailed numerical study of a rotating-drum type device is
not available in the literature, and an analysis similar to the present work, utilizing
fluid-tracking, can reveal interesting comparisons of the flow aerodynamics in that
device with those in the VDT.
– In the future, it will also be useful to perform an extensive analysis to understand
the effect of the particle sizes/inertia on the performance of the VDT, especially
for powders with St near unity or exceeding unity. With increasing mass of the
powder particles, gravitational settling is expected to play an important role, es-
pecially in the low-velocity regions in the VDT. Breakup of larger particles into
smaller ones may also occur due to high-speed impact on the back wall of the
VDT. Such a simulation will be essentially a two-way coupling between the par-
ticulate and the continous phase, i.e., motion of the partciles is expected to affect
the flow field and the turbulent eddies (Elghobashi, 1993[21]). The Lagrangian
framework, employed in this work, can be extended to powder particles with
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larger St for this purpose. However, two-way calculations are usually expensive
in terms of computational memory and run time. In addition, the larger the num-
ber of particles included in the problem, larger is the computational memory and
processing power required for the simulation. Thus, careful discretion must be
exercised before performing a full-scale two-way-coupled computation with large
number of particles.
– The results of the VDT simulations presented in this work provide a detailed
understanding of the inherent aerodynamics of this device. While we have exposed
critical details of the flow evolution inside the VDT, we still do not understand the
basic phenomenon of powder aerosolization in turbulent flows. Recently, Gac et al.
(2008)[25] presented theoretical and experimental work on powder aerosoliztion
for a Dry-Powder-Inhaler application. A similar numerical work on the VDT
nozzle can also be performed to reveal the mechanism of powder aerosolization.
– One of the primary challenges involved in turbulent flows is the resolution of a
wide spectrum of scales (eddies), ranging in size from the Kolmogorov lengths
to the dimension of the geometry under consideration. Only Direct Numerical
Simulation (DNS) can provide extensive details of all the eddies. However, DNS
requires prohibitively large computational resources, memory, and run time, and
hence, is not realizable (also discussed in Chapter 2) for practical problems, such as
the VDT. Large-Eddy Simulation (LES) can provide exciting details of large-scale
eddies, with an order of magnitude less grid points (Wilcox, 2006[76]) compared
to the DNS requirements; LES still remains computationally prohibitive for a
complex problem like the VDT. However, with advancement in computational
capacities, author is of the view that this method must be contemplated for future
research.
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