Bilayer graphene has been predicted to give unprecedented tunability of the electron-electron interaction with the help of external parameters, allowing one to stabilize different fractional quantum Hall states. Recent experimental works make theoretical analysis of such systems extremely relevant. In this paper we describe a methodology for investigating the possibility of realizing specific fractional quantum Hall states in bilayer graphene taking into account polarization effects and virtual interband transitions. We apply this methodology to explore the possibility of realizing the Moore-Read Pfaffian state in bilayer graphene.
Since the discovery of graphene [1] it has been wellunderstood that this material opens new horizons on the investigation of quantum Hall effects (QHE). The reasons for this are a much better confinement of the electron gas in a 2D plane, longer mean free paths, and larger cyclotron gaps than can be achieved in GaAs quantum wells. The integer and fractional QHE have been observed in systems with suspended graphene and graphene on different substrates [2] [3] [4] [5] . The sequence of conducting plateaux in graphene was found to differ from that in GaAs, which is due to a peculiar structure of the single particle spectrum.
Bilayer graphene (BLG) has attracted attention of the fractional quantum Hall effect (FQHE) community for some time. The main reason for that is that this material allows for unprecedented tunability of the parameters important for FQHE by means of external electric and magnetic fields [6, 7] . It turns out that the effects of Landau level mixing, vacuum polarization etc. are extremely important in this system [7] , making it complicated to analyze theoretically. However, recent experimental advances in observation of FQHE in BLG [8] [9] [10] call for theoretical analysis. This paper expounds in detail a microscopic study of the possibility of realizing the so-called Moore-Read Pfaffian FQHE state [11] in BLG, which was briefly reported in [7] .
We perform the analysis of Landau level mixing, vacuum polarization and some other effects in order to establish the conditions under which theoretical predictions are reliable. Under appropriate conditions, we treat level mixing pertubatively in the spirit of [12, 13] and investigate the possibility of realizing the Moore-Read state using exact numerical diagonalization. The methodology presented here can be readily applied to study the possibility of realizing any other FQHE state in BLG given the state's trial wave function.
The first section reminds the reader of the methodology for studying FQHE in conventional ("nonrelativistic") systems based on exact numerical diagonalization of the system Hamiltonian in the single Landau level approximation.
In the second section we describe a formalism which allows the use of the same methodology in bilayer graphene.
In the third section we discuss the effects of interaction of different Landau levels and incorporation of them into the single-Landau-level-based methodology introduced earlier.
Finally, in the fourth section we apply our methodology that takes into account the deviations from the single Landau level approximation to study the possibility of realizing the Moore-Read [11] state in bilayer graphene.
I. NUMERICAL DIAGONALIZATION APPROACH TO THE QUANTUM HALL EFFECT IN NON-RELATIVISTIC SYSTEMS
In this section we recall how Landau levels (LLs) emerge in a two-dimensional non-relativistic system in a magnetic field. We also introduce some notation that will be used in the following sections.
I.1. Problem of a single non-relativistic electron in a magnetic field
The single electron Hamiltonian in the uniform magnetic field, perpendicular to the plane of the system, is
where π = (π x , π y ) (since the system is two-dimensional), π i = p i + eA i /c, p i = −i ∂ i , e is the elementary charge, A = [B × r]/2 is the vector potential of the uniform magnetic field B = −Be z , S z is the z-component of the electron spin, m e is the free electron mass, m * is the effective mass of an electron, g is the Lande g-factor, and µ B = e /(2m e c) is the Bohr magneton.
We introduce the magnetic length l, the cyclotron frequency ω c , and the complex coordinate w in the plane:
We also introduce operatorsâ,â † ,b,b † :
where ∂ and∂ denote ∂/∂w and ∂/∂w respectively. All commutation relations between these four operators are trivial except for the following:
We can then rewrite the Hamiltonian in the form
The operatorsâ,â † are similar to the ladder operators in the problem of the harmonic oscillator, thus the system's spectrum consists of Landau levels with energies E n = ω c (n + 1/2) − gµ B BS z , n ∈ Z + , S z = ±1/2. Operatorsb,b
† commute with the Hamiltonian, thus they transform one state into another state within the same Landau level.
Let us consider the operator of the z-projection of the orbital angular momentum:
One can see that
Thus the eigenstates of the Hamiltonian (1) can be labeled by three quantum numbers: the Landau level number n ∈ Z + , the z-projection of the angular momentum m ∈ (Z + − n) and the electron spin projection S z = ±1/2 |n, m, S z = ψ nm (w) ⊗ |S z .
The orbital wave function ψ nm can be expressed as
n ψ 00 (w), (11) ψ 00 (w) = 1 √ 2πl 2 e − |w| 2 4 ,âψ 00 =bψ 00 = 0. (12) Note that the wave functions (11) are polynomials of complex coordinates w,w, multiplied by the exponential exp (−|w| 2 /4) which is the same for all of the states. In particular,
So, the system's energy levels are Landau levels with energies E n,Sz = ω c (n+1/2)−gµ B BS z , with eigenstates in a LL labeled by the angular momentum projection m ≥ −n.
In a finite sample there is only a finite number of states available to an electron in a Landau level. One can estimate their number using the fact that the states (11)- (12) are spatially localized: the number of states in a Landau level of a finite round sample is approximately equal to the number of states (11)- (12) that are localized mainly in the area of the sample. Thus, one can introduce the filling factor ν: ν = 2πl
2 n e = N e /N orb ,
where n e is the density of electrons, N e is the total number of electrons in the system and N orb is the number of orbitals in a LL in the sample. Typically in GaAs heterostructures m * ≈ 0.07m e , g ≈ −0.4, thus LLs with the same number n but different spin projections form closely spaced doublets. For a typical fractional quantum Hall (FQH) experiment in such systems the characteristic Coulomb energy scale e 2 /(κl) (κ is the dielectric constant, in GaAs κ ≈ 13) is on the same order as the cyclotron frequency ω c . For B 5T the interaction energy scale is less than the inter-doublet spacing. Therefore, in these conditions the Coulomb interaction cannot throw the electrons from a Landau level to other Landau levels efficiently.
In this case for any filling factor one can expect only one doublet to be partially filled with others either fully filled or completely empty. Thence, it is not too bad an approximation to restrict consideration to the electrons in the partially filled doublet. Corrections to this picture can be taken into account by means of perturbation theory [12] [13] [14] [15] [16] [17] . However, in this section we neglect them.
In a partially filled doublet, the lowest energy is usually achieved when the electrons form a spin-polarized state. In such a state only one of the two Landau levels in a doublet is partially occupied, and the other is either empty or fully occupied. There are two reasons for that. One is that such states minimize the Coulomb interaction exchange energy (if the interaction potential decreases monotonically with distance, which is typically the case). Another reason for the electrons to form spinpolarized states is the Zeeman splitting (even though it is small).
In the remaining part of this section we only consider one Landau level, neglecting the influence of other Landau levels. This approximation is called the single Landau level approximation (SLLA). We also assume that the state is spin-polarized, therefore we suppress the spin variables.
I.2. Interaction of two electrons in a non-relativistic Landau level
We begin the discussion of the many-body problem with the two-particle case. For interaction potentials which depend only on the distance between the electrons this problem can be solved exactly. This solution gives an opportunity to introduce some important notions.
The two-electron Hamiltonian can be written as follows:Ĥ
where r = |r 1 − r 2 | = l|w 1 − w 2 |, V (r) is the interaction potential, e.g., the Coulomb potential. Since we are working in the SLLA approximation, the single-particle part of the Hamiltonian is proportional to the identity operator and can be excluded from the consideration. Thus to diagonalize the Hamiltonian we only need to diagonalize the interaction potential operator V (r) in the Hilbert space spanned by vectors
with the angular momenta of the two electrons, m 1 and m 2 , taking all the possible values in the LL considered. We introduce z-projections of the relative angular momentum and the angular momentum of the center of mass:
These operators projected onto a single LL have the following form:
The raising and lowering operators for this "single-level angular momenta" areb † 1 ∓b † 2 andb 1 ∓b 2 respectively. With the help of these operators we can represent the eigenstates of the "single-level angular momenta" in the (n, S z ) Landau level as follows:
Here M, m ≥ 0. We will say that |m, M is a state with the relative angular momentum m and the center of mass angular momentum M . Since every state has to be antisymmetric under the permutation of the electrons, only states with odd m are present in our Hilbert space. The states |m, M for m ∈ 2Z + + 1 and M ∈ Z + form a complete orthonormal basis. Commutation relations of the "angular momenta" with the operatorV = V (r) are
Thus the interaction potential operator can be represented in the LL aŝ
which solves the two-body problem in the LL. Matrix elements V (n,n) m which parametrize the operator are called pseudopotential coefficients (or just pseudopotentials), they were first introduced in [18] . The connection of the pseudopotentials with the interaction potential's matrix elements is obvious since the states |m, M are orthonormal.
In the following section we shall also need a more general matrix element V
It is easy to check that V
for the potentials depending on the distance between the electrons only. Note that for technical reasons we do not impose antisymmetry on the wave functions (29) , to emphasize this we mark these states with a double bracket .
For computations, it is often more convenient to express V (n1,n2) m in terms of the potential's Fourier transform [19] :
where J 0 is the zeroth Bessel function of the first kind, L k are the Laguerre polynomials, l is the magnetic length. Derivation of this formula is presented in Appendix A.
Thus, the electrostatic interaction between the electrons located in one Landau level can be expressed through a countable set of pseudopotentials V (n,n) m , where n is the LL number, and m ∈ 2Z + + 1 is the "relative angular momentum" of the two interacting electrons.
I.3. Many-particle problem
Here we discuss the problem of many electrons in a Landau level and the numerical diagonalization approach.
Since we know how to express the Hamiltonian of the electron-electron interaction in the Hilbert space of two electrons in a Landau level, we can, in principle, express the many-particle system's Hamiltonian through the pseudopotentials. Typically, such a Hamiltonian cannot be solved analytically, therefore numerical diagonalization is used. A standard complication is that the Hamiltonian is an infinite matrix (since there are an infinite number of orbitals in a Landau level), while numerical diagonalization can only be used for finite matrices. Therefore, several strategies are used to restrict the system size. One is to restrict the maximum orbital number available to the electrons (i.e. consider only those states in the LL where electrons occupy orbitals with angular momentum quantum number m ≤ m max ). Such a model is called the "hard cutoff" model for a system on disk. It is also possible to restrict the total angular momentum of the electrons ( i m i = M max ), which gives the "soft cutoff" model for a system on disk [20] [21] [22] . The third widely used method is to consider a "system on sphere" [18] (two-dimensional finite sphere with the uniform magnetic field transverse to the sphere is considered instead of plane). A Landau level in a system on sphere is finite (has a finite number of orbitals) from the very beginning, so one does not need to introduce an artificial boundary. The wave functions of the single particle states and pseudopotentials are expressed in a somewhat different way (so the matrix of the Hamiltonian is expressed somewhat differently via spherical pseudopotentials). However, for large enough systems the results on sphere should coincide with the results on disk (since the curvature of the sphere plays little role then). That's why planar pseudopotentials are often used for diagonalization on sphere (see e.g. [23] ). In this work we do a similar thing: we use diagonalization on sphere with planar pseudopotentials.
The Hamiltonian of a system on sphere/disk is a finite matrix that can be expressed in terms of pseudopotentials introduced in the previous subsection and diagonalized numerically. This enables us to find the spectrum and the eigenstates of the system. A typical thing to do then is to compare the numerically found ground state (and, possibly, the excited states) with some trial wave function to check whether the real state is close to the proposed trial state.
1
There is some peculiarity in choosing the number of electrons and orbitals in the system. If one studies the filling factor ν, then by definition in the thermodynamic limit number of electrons N e in the LL considered and the number of orbitals available to them N orb are related by N e /N orb ≈ {ν}, where {ν} denotes the fractional part of the filling factor. On the contrary, trial wave functions (as can be seen from examples below) fix the relation between the two numbers not approximately but exactly:
Number S is called "shift" and can be different for different trial wave functions.
2 . Of course, we expect the properties of the system in the thermodynamic limit to be independent of the precise ratio between the number of electrons and the number of orbitals; but in order to compare an exact state with a trial wave function, the number of orbitals and electrons in each of the two states should be related as described by Eq. (33) . So, the procedure of numerical finding the system's ground state and its comparison with trial state is as follows: choose the trial state with which to compare; choose the number of electrons and orbitals in such a way that it corresponds to the trial state; find pseudopotentials; calculate the system's Hamiltonian and diagonalize it; calculate the scalar product of the numerically found ground state with the trial state (the closer it is to 1 the more similar the states are).
Usually the numerical diagonalization can be performed only for relatively small numbers of electrons (around 10 to 20) in most cases. This is far from the thermodynamic limit. However, it has historically tended to be the case that even systems this small can be fairly representative of the thermodynamic limit [19, 24] . Strictly speaking, one should attempt extrapolation to infinite size. However, this is beyond the scope of our project and we do not believe that our main result would be qualitatively changed.
Before proceeding to application of this method to bilayer graphene, we show several examples of trial wave functions in the next sub-subsection.
I.3a. Examples of trial wave functions
Here we consider several examples of trial wave functions in order to understand how they look and how to interpret them (for the purposes of numerical diagonalization). For simplicity, we present the trial wave functions for a system on disk.
The simplest example is a trial wave function for the fully occupied zeroth LL. Let N be the number of electrons which occupy the first N orbitals of the n = 0 level. Due to the Pauli principle the only possible state is the Slater determinant of all the occupied single-particle orbitals:
where we used the explicit form of the single-particle wave functions in the zeroth LL (13) . The determinant on the r.h.s. is the well known Vandermonde determinant. Therefore, we can write down the answer for the wave function, which, up to the normalization constant N , looks as follows:
This example illustrates the fact that any wave function of electrons in the zeroth LL can be expressed as a polynomial of coordinates w i -now i -times the Gaussian weight. Below in this sub-subsection instead of the wave function ψ(w 1 , ..., w N ) we will write out the polynomial part P (w 1 , ..., w N ). For example, for the fully filled zeroth LL
If electrons don't fill the whole LL they will try to keep as big a distance from each other as possible (because of the Coulomb repulsion). Starting from this argument, R. Laughlin proposed his famous trial wave function for the filling factor ν = 1/3 [25] :
It is easy to convince oneself that it indeed corresponds to ν = 1/3 by counting the number of orbitals used by the electrons in this wave function. It has the shift S = 3 (in contrast to the full filling, where S = 1). The key idea is that the power 3 significantly reduces the probability of finding two electrons close to each other. This wave function has been generalized for the fillings ν = 1/m:
However, since the wave function of the electrons should be antisymmetric, m has to be odd. So, this wave function can be used only for fillings with odd denominators. There had not been any need in description of even denominators until the ν = 5/2 FQHE was observed [26] . Moore and Read in 1991 proposed their trial wave function for a half-filled LL 3 [11] . The wave function, if written for the zeroth LL, looks like
AntiSymm (. . .) denotes the antisymmetrization operator. The antisymmetrized combination which is present here is the Pfaffian of the matrix M ij (M ii = 0, M ij = 1/(w i −w j )). After this expression the Moore-Read wave function is also often called the Pfaffian state. The filling factor associated with this wave function is ν = 1/2, and the shift is S = 3. The wave function is evidently antisymmetric. One can write wave functions for higher Landau levels in a similar explicit fashion, but, in fact, for numerical comparison one only needs the coefficients of the state vector expanded in the basis of orbital occupation numbers. For a zeroth LL wave function those coefficients can be obtained from the polynomial representing it by expanding the polynomial into a linear combination of monomials -each w k i up to the normalization factor corresponds to an electron occupying the state ψ n=0,m=k . One can also interpret the zeroth LL trial wave function as a wave function for a higher LL. For that one should replace ψ 0,k → ψ n,k−n in the very end of the procedure of getting the coefficients. Therefore, polynomials of electrons' coordinates w i are used for representing trial wave functions for both zeroth LL and the higher LLs.
Similarly, one can map angular momentum orbitals of the zeroth LL of a planar non-relativistic system to the corresponding angular momentum orbitals of a LL of BLG (or of the system on sphere), so that any antisymmetric polynomial (zeroth LL wave function) can be used as a trial wave function of any LL in BLG or the system on sphere.
Thus, all the trial states, including the Moore-Read Pfaffian, can be used for higher LLs. In the n = 1 LL the Moore-Read state's overlap with the numerically found ground state for 12 electrons is close to 0.7 4 . This is not as impressive as Laughlin's 98−99%, but still remarkably good for the Hilbert space of dimension over 16 thousand (two random vectors would have an overlap near 1/16000 in such space). The FQHE with ν = 5/2 (which corresponds to a half-filled n = 1 LL) is observed in GaAs heterostructures. Numerical studies [27] [28] [29] [30] [31] strongly suggest that the state is either the Moore-Read Pfaffian or its particle-hole conjugate called anti-Pfaffian [32, 33] . Recent experimental studies seem to rule out the Pfaffian [34, 35] , however, whether the state is anti-Pfaffian remains to be confirmed. One difficulty in dealing with the ν = 5/2 fraction in GaAs is the extreme fragility of the corresponding state.
I.4. Summary of the section
In this section we review the basis of numerical diagonalization methodology for non-relativistic FQHE systems: introduce Landau levels, briefly discuss the ap-plicability of the SLLA to the GaAs heterostructures, introduce pseudopotentials, and discuss peculiarities of numerical diagonalization in the non-relativistic systems. We also discuss several examples of trial wave functions, including the Moore-Read Pfaffian, and their representation in the form of holomorphic polynomials of complex coordinates.
II. NUMERICAL DIAGONALIZATION APPROACH TO THE QUANTUM HALL EFFECT IN BILAYER GRAPHENE (SINGLE LANDAU LEVEL APPROXIMATION)
In this section we discuss peculiarities of the numerical diagonalization method in bilayer graphene in the SLLA. Landau levels in bilayer graphene are introduced, expressions for the pseudopotentials are derived.
II.1. Bilayer graphene. Hamiltonian of a free electron in bilayer graphene
Graphene is a one-atom thick layer of graphite, or in other words -a two dimensional honeycomb lattice of carbon atoms. Bilayer graphene (BLG) is formed of two layers of graphene (two graphene sheets) with certain matching of lattice points. For a detailed review on graphene and bilayer graphene see Ref. [36] . We are going to recall only the facts necessary for the following consideration.
The Fermi surface of undoped graphene consists of two points (valleys, usually denoted as K and K ) in the first Brillouin zone. One can usually neglect jumping of electrons between the valleys.
5 Therefore, the valley index of an electron is a good quantum number.
In BLG the low-energy excitations are also located near the same Fermi points in the momentum space. The low-energy BLG Hamiltonian (without external magnetic 5 This is due to the fact that jumping needs transfer of a quite big momentum (of the order of h/a, where a is the lattice constant and has value around 0.25 nm). For example, matrix element of the Coulomb potential decreases like 1/q as the transferred momentum q grows. Therefore, jumping between the valleys is suppressed, with controlling parameter being the ratio of the lattice constant a to the typical spatial scale one is interested in.
(In our case this is the magnetic length l; typical values of the magnetic length are around l = 10 nm).
field) can then be written as [36, 37] 6
where ξ = ±1 is the valley index such that ξ = +1 corresponds to K and ξ = −1 corresponds to K , π = p x + ip y is the complex momentum. The spectrum has a mini-gap 2U , which can be tuned by the external electric field perpendicular to the bilayer graphene sheet. 7 We will call U the "mini-gap parameter". The Fermi velocity is taken to be v ≈ 10 6 m/s, and the interlayer hopping constant is taken to be γ 1 ≈ 0.35 eV [36] .
In the absence of the external electric field (when U = 0) the low-energy spectrum has quadratic form E = ±|π| 2 /(2m * ), where the effective mass m * = γ 1 /(2v 2 ) ≈ 0.03m e [37] .
II.2. Problem of a single BLG electron in a magnetic field
The Hamiltonian of an electron in bilayer graphene in the perpendicular magnetic field is obtained by making the derivatives covariant and taking the spin energy into account:
where ξ = ±1 is for the two valleys, π = π x + iπ y (see definition of π i after formula (1)). In BLG the Lande factor g ≈ 2. Without loss of generality we will consider only the case B, U > 0.
It is easy to express the complex momenta through the operators (3-4):
Thus the Hamiltonian can be expressed as
6 The Hamiltonian is written in the basis corresponding to the atomic sites A,B,Ã, B in the K valley andB, A, B,Ã in the K valley. The sites A and B are situated in the bottom graphene layer, whileÃ andB are in the top layer. Our convention is the same as the one used in Refs. [36, 37] except for a redefinition of U . 7 One can think that the electrostatic potential of one layer is U , while the other layer's potential is −U .
where we introduced
This Hamiltonian does not commute with the zprojection of the orbital angular momentumL defined in Eq. (7). We introduce the z-projection of the "pseudospin angular momentum"Σ:
Then the z-projection of the full angular momentumĴ = L +Σ does commute with the Hamiltonian.
Now it is easy to express the general form of the spatial part of the Hamiltonian's (43) eigenstates through the non-relativistic wave functions (11) (12) :
the sense of the number n is similar to the Landau level number, while m corresponds to the projection of the full angular momentum j z = m + 1. The amplitudes
Acting on this wave function with the Hamiltonian and demanding it to be an eigenfunction we find the equation for the eigenvalues:
where ε = (E + 2µ B BS z )/( ω c ), and E is the energy.
Finding the single particle spectrum for the realistic values of the parameters, we see that the levels split into two groups: the one with |E| < γ 1 and the one with |E| ≥ γ 1 . The Zeeman splitting is negligibly small, just like the non-relativistic case. The levels with |E| < γ 1 , which we are interested in can be characterized by five quantum numbers: the valley index ξ, the LL number n ∈ Z + , the full angular momentum projection j z = m+1 with m ∈ (Z + − n), s = ±1 (which shows whether the energy is positive or negative) and S z = ±1/2. Thus the wave functions (their spatial components) in the n-th LL look like
The amplitudes which are present in this formula can be expressed as follows
where N is a normalization constant. Obviously, they depend on the magnetic field B and the mini-gap parameter U . Before considering the two particle problem in bilayer graphene, we have a look at the single-particle spectrum. Fig. 1a shows the dependence of the several lowest Landau levels on the magnetic field for U = 50 meV. Only the positive part of the spectrum is shown, the negative part can be obtained with the help of electron-hole conjugation (ε ξ,−s n = −ε −ξ,s n ). Each positive LL is labeled by a pair of quantum numbers (n, ξ). When we need to work with negative LLs, we label them with j = (n, ξ, s).
One can see that for large values of the magnetic field the levels form quasidegenerate doublets which are separated by energies of the order of ω c . Fig. 1b shows the dependence of the same LLs' energies on the minigap parameter U for the magnetic field B = 10 T. Note that for large enough values of U (or for small enough values of B) multiple crossings of Landau levels occur. It is easy to understand that when several LLs are close to each other (for small magnetic fields/large mini-gaps when the LLs cross, or for small values of the mini-gap when the levels in a doublet are almost degenerate) significant deviation from the SLLA can occur. Thus, the applicability of the SLLA puts constraints onto the external parameters. This point is discussed in details in section III.
II.3. Interaction of two electrons in a Landau level of bilayer graphene
The two-particle problem within the SLLA in BLG can be solved analogously to the non-relativistic case.
Define the projections of the relative and the center of mass full angular momenta to a single Landau level:
The commutation relations of the projected angular momenta and their raising and lowering operators with the parts of the two-particle Hamiltonian are similar to the non-relativistic case: 
The simultaneous eigenstates of the two "angular momenta" (52) in a Landau level have the form
Thus, just like in a non-relativistic system, the twoparticle interaction potential in a Landau level can be expressed through pseudopotentials:
The expression for the pseudopotentials in terms of matrix elements of the potential is straightforward as the states |m, M are orthonormal. These pseudopotentials can be expressed via the non-relativistic pseudopotentials: Since the amplitudes depend on the external parameters U and B, the pseudopotentials can be tuned with the help of external perpendicular electric and magnetic fields.
For practical purposes it is useful to incorporate formula (32) into Eq. (63) which leads to
After pseudopotentials are calculated the numerical diagonalization procedure is identical to the nonrelativistic case 8 . We emphasize that the analysis in this section is done strictly within the SLLA. As is discussed in the next section, in BLG the SLLA is less justified than in GaAs systems. There are, however, conditions under which the SLLA is a good approximation. In the latter case the effects of other LLs can be incorporated into the SLLA by means of perturbation theory.
II.4. Summary of the section
In this section the explicit formulae for the SLLA in BLG are provided (wave functions in a Landau level, expression for the pseudopotentials). It is shown that application of the numerical diagonalization methodology to BLG system within the SLLA does not differ too much from the application to a non-relativistic system.
III. DEVIATIONS FROM THE SINGLE LANDAU LEVEL APPROXIMATION IN BILAYER GRAPHENE
As discussed in the previous section, studying the FQHE in BLG within the SLLA does not differ too much from the non-relativistic case. However, as it has already been mentioned the single-particle spectrum of BLG restricts the applicability of the SLLA, and under the usual experimental conditions the restriction is significant. Depending on several factors, there are three regimes:
1. the SLLA is fully reliable; 2. the SLLA is completely inapplicable because one has to consider several Landau levels together since the electrons partially occupy each of those;
3. intermediate regime, the effects of the presence of other Landau levels can be incorporated into the SLLA as corrections to the intra-level electronelectron interaction.
Note that the perturbatively small corrections to the electron-electron interaction in the intermediate regime may lead to a qualitative change in the phase diagram. Indeed, it is known that small corrections to the pseudopotentials' values can lead to a transition to a different topological phase or to a collapse of the bulk gap (see, e.g., Ref. [23] ).
In this section we discuss factors which determine boundaries between the regimes, we also show how to take into account the corrections in the third regime. First, a brief discussion is presented in subsection III.1, then the technical details are given in subsection III.2.
III.1. Effects important in bilayer graphene
Now we discuss in details the effects which are important in BLG. For the reasons discussed earlier, we continue suppressing spin quantum numbers of electrons.
The important effects are as follows:
• Firstly, BLG in perpendicular electric field is a narrow gap semiconductor, thus the effects of vacuum polarization are strong [38] .
• Secondly, Coulomb interaction of electrons can lead to mixing of Landau levels, or to emergence of spin or/and valley unpolarized states. Coulomb interaction can also lead to intervalley hopping of electrons. Even though such processes are suppressed compared to intravalley scattering one should still estimate their relevance.
• Thirdly, even when LL mixing is small, virtual hopping between the LLs can change (renormalize) intra-level electron-electron interaction.
Next we discuss each of those effects in detail. Feynman diagrams showing renormalization of the electron-electron interaction due to (a) the vacuum polarization processes, and (b) the simplest processes involving virtual hopping of one or both of the two interacting electrons from the n-th LL to the n -th LL.
III.1a. Vacuum polarization
The virtual processes shown in Fig. 2a lead to renormalization of the electron-electron interaction. This is important since the interaction determines the FQHE. The Fourier transform of the renormalized (screened) interaction potential can be expressed as
whereṼ (q) = 2πe 2 /(lqκ) is the Fourier transform of the unscreened Coulomb potential, κ is the dielectric constant, which is felt by the system's electrons 10 , and Π(q, ω) is the polarization function. Since we are interested in the effects at the energy scales much less than the inter-LL distances we can neglect the retardation effects (use only ω = 0).
We compute the polarization function for the BLG in magnetic field within the RPA (random phase approximation), which can be justified within the 1/N -expansion [38] (N = 2 spin projections × 2 valleys = 4). Since Π(q, ω = 0) ∝ q 2 , screening is not efficient at large distances; however, it strongly affects the first few Haldane pseudopotentials (corresponding to distances of the order of the magnetic length) which have the most significant impact on the stability of any FQHE state. Details of the calculation are described in sub-subsection III.2a.
III.1b. Landau level mixing and population reversal
The order of levels in Fig. 1 prescribes the natural order of filling of the LLs by electrons in the independent electron approximation. However, it can happen that for some filling fractions the electron-electron interaction leads to a reversal of this natural order in a part of parameter space (by external parameters we mean the magnetic field, the mini-gap and the dielectric constant). For example, the Coulomb energy of the fully filled (2, +1) LL is less than the one of the fully filled (2, −1) for U > 0. In the region where the interaction is strong compared to the gap between the two levels this can lead to the fully filled (2, +1) LL having lower total energy than the fully filled (2, −1) level. Thus, the former would be filled before the latter.
Whereas for fractional filling such effects are much more difficult to analyze, population reversal at the integer filling fraction would be an indicator of a strong violation of the SLLA. Thus, we constrain our analysis to the region of the parameter space where no population reversal occurs at integer filling. More details on the population reversal issues are presented in sub-subsection III.2b.
When the quasidegenerate levels are from different valleys, valley-unpolarized states may be preferred, particularly for fractional filling. Furthermore, when the quasidegenerate levels are from the same valley (as in the n = 0 and n = 1 case) level mixing may occur. These are interesting effects which are, however, beyond the scope of this work.
In any of the cases (valley unpolarized state or level mixing) one has to consider several LLs simultaneously. This is hard technically since for the same number of electrons the system's Hilbert space is significantly larger, which complicates use of the numerical diagonalization. Therefore, we restrict study to the region of the parameter space where no valley unpolarized states and no level mixing occur. Our criteria for smallness of level mixing and valley unpolarization are discussed in sub-subsection III.2b.
For the valley-polarized states one can still investigate whether the state is spin polarized. Generally, spinunpolarized states are not favored by Coulomb repulsion unless the pseudopotential is hollow core (pseudopotential do not fall off monotonically with relative angular momentum). We find that the screened pseudopotential does fall off monotonically for κ 10 in all the cases considered in section IV. For κ 10 the pseudopotential is weakly non-monotonic in some regions of the parameter space. We, therefore, consider only spin-polarized states without further investigation of the restrictions that this condition imposes on the parameter space.
III.1c. Renormalization of pseudopotentials due to virtual hopping
The SLLA is exact in the limit of infinite energy difference ∆E between the LLs. For finite ∆E the pseudopotentials acquire corrections due to virtual transitions between the LLs such as, for example, shown in Fig. 2b . Such corrections are theoretically tractable only in the perturbative regime (when they are small); however, even the presence of small corrections may dramatically affect the phase diagram due to the extreme sensitivity of the FQHE states to the details of the interaction (see e.g. [23] ).
We restrict the region of validity of our consideration by requiring the typical interaction energy scale (it can be interaction potential value at the magnetic length distance or, almost equivalently, the zeroth pseudopotential) to be smaller than the distances to each of the neighbouring LLs from the same valley. In these regions we take into account corrections to the pseudopotentials up to second order perturbation theory (Fig. 2b) .
The second order perturbation theory also gives rise to three-particle interaction [14] [15] [16] [17] , which can play an important role in some cases. For example, the three-body interaction is crucial to distinguish between the MooreRead Pfaffian and anti-Pfaffian. However, in the present work we neglect these terms.
The details of the calculation of the corrections are presented in sub-subsection III.2c.
III.1d. General plan for numerical study of a fractional QHE in bilayer graphene
With the remarks made above, the general plan for study of FQHE at a certain filling fraction on a certain LL can be formulated as follows:
1. Calculate the screened interaction potential.
2. Determine the region of parameter space in which no valley unpolarized states emerge and level mixing doesn't take place 11 .
3. Calculate pseudopotentials in this region of parameter space. Take the corrections due to virtual hopping into account (the modified SLLA).
4. Use the calculated corrected pseudopotentials for numerical diagonalization and compare the exact numerically found ground state with the trial one.
The next subsection contains details of calculation of the polarization function, of the corrections to the pseudopotentials, of the criterion for absence of population reversal of LLs, and of the criteria for absence of valley unpolarization and LL mixing.
III.2. Effects important in bilayer graphene:
calculation details
III.2a. Calculation of the polarization function
Here we calculate the vacuum polarization function. We first do this for the case of integer filling. At the end of the sub-subsection we generalize this calculation to the case of a fractional filling factor.
The polarization function within the RPA is just a density-density correlation function 12 in the free theory (this corresponds to the fermionic loop in Fig. 2a )
is put to be 1 in this sub-subsection, the T -symbol denotes time ordering:
T ρ(r, t)ρ(r , t ) = ρ(r, t)ρ(r , t ), t > t ρ(r , t )ρ(r, t), t < t .
The density-density correlator is translation-invariant since the system is uniform, so T ρ(r, t)ρ(r , t ) = T ρ(r − r , t − t )ρ(0, 0) .
Let's denote the set of quantum numbers (n, m, ξ, s) by k, and write k < k F if the state is occupied, and k > k F otherwise. The polarization function can be expressed with the help of the wave functions (47) in the following way:
12 Density is meant to be normal ordered: electron/hole creation operators should be to the left of the annihilation operators.
The factor of 2 in front of the square brackets is due to spin. The Fourier transform of the polarization function is then defined as
So the polarization function at the zero frequency Π(q, ω = 0), which we need to find the interaction potential, can be expressed as
After a short calculation we find that
I n,s,n ,s = (−1) 
where j denotes a set (n, ξ, s), overbar denotes complex conjugation. 13 The integrals in the expression above can be found analytically:
where x = q x + iq y , and L (α) n are generalized Laguerre polynomials. The derivation is very similar to the derivation of formula (32) presented in Appendix A.
The Fourier transform of the interaction potential (31), (66) can be expressed then as
In the case of a fractional filling factor we have to take into account not only fully filled or entirely empty LLs but the partially filled ones as well. We do this with the help of the following approximation: for a partially filled level we add terms which correspond to the level as an empty one and as a filled one with coefficients (1 − {ν}) and {ν} respectively. For example, if some level is halffilled then all the terms in the polarization function which correspond to the hopping to this level appear with the coefficient 1/2 = 1−1/2, and the terms which correspond to hopping from this level also appear with the coefficient 1/2. Thus, we do not take into account correlations in a partially filled LL.
For this work the polarization function was calculated approximately: we calculated only terms with n, n ≤ n cutoff = 4. We checked that the pseudopotentials in the region we are interested in differ from the pseudopotentials calculated with n cutoff = 3 by less than 2%.
III.2b. Population reversal of Landau levels and level mixing
It was discussed in sub-subsection III.1b that when the typical energy scale of the electron-electron interaction becomes larger than the difference of kinetic energies of two LLs from the same valley it is natural to expect the SLLA to break down. The numerical study in such cases is significantly hampered. Moreover, it is hardly probable to find a state similar to a single-level state in this regime of strong level mixing. Therefore, we would like to work only in the regime where the mixing of LLs is small. For this we demand the typical energy scale of the electronelectron interaction to be smaller than the kinetic energy distance to the closest LL from the same valley. The remnants of the level mixing can be incorporated then into the corrections to the SLLA which are discussed in the next sub-subsection.
One can use different quantities to define the typical energy scale of the electron-electron interaction. For example, one can use the interaction potential value at the magnetic length distance V (l) or the zeroth pseudopotential at the LL one is interested in V n,ξ,s 0 . They typically differ by a factor of order of unity, which is not too important. We choose to use value of the zeroth pseudopotential as the typical interaction energy scale. Therefore, we restrict the region of consideration to those values of external parameters U , B, κ for which V n,ξ,s 0 ≤ ∆E, where ∆E is the kinetic energy difference between the LL under consideration and the closest other LL to it.
There is a subtlety regarding this restriction. One can use the zeroth pseudopotential for the screened or for the bare Coulomb interaction potential. Using the Coulomb pseudopotential seems natural as it is the fundamental perturbation theory controlling parameter. However, for the weakened screened potential the Landau level mixing is smaller, and restricting the applicability region by the Coulomb interaction scale one excludes regions where our approach should still give reliable results. On the other hand, if the screening is so strong that the Coulomb energy scale significantly differs from the screened one, then the RPA approach we use for calculation of the screened potential may be not good enough, bringing in an error in the interaction potential. In section IV we restrict our region of consideration by the screened energy scale, however, for comparison we also show the region's boundary calculated for the unscreened Coulomb potential. 13 Note that for some values of n, n this general expression has the non-defined wave functions like, e.g., ψ n −2,0 (w) for n = 0 or n = 1. These terms, however, do not contribute, which is ensured by the coefficients B Apart from mixing of LLs from one valley, a similar process can take place for neighbouring levels from different valleys like (2, ±1) (see Fig. 1 ). This is due to Coulomb interaction on the lattice scale that can make electrons jump from one valley to another. This interaction is considered in more detail in [39] . What is important for us is that the typical energy scale of this interaction is
where a ≈ 0.25nm is the graphene lattice constant. We would like this interaction not to play a significant role. Therefore we restrict the parameters region by demanding that its energy scale is smaller than the distance between the LL under consideration and its closest neighbor from the different valley.
14 Even if the valley index is a good quantum number (i.e. electron jumping between valleys is suppressed), the ground state might not be valley polarized. The reason for this can be the competition between the kinetic energy favoring a LL from one valley and the exchange energy favoring a LL from the opposite valley. If this happens, the two LLs, even not mixing, influence each other through the density-density interaction (since the electrons still repel each other). In such case the two levels from different valleys should be considered together just like in the case of level mixing. So by the same reasoning as in the case of mixing, we do not want to consider the system in the regime of two levels from different valleys partially filled.
Thus, we need to find the region of parameter space where such simultaneous filling does not occur -in order to use the SLLA there. Since the case of a partially filled level is hard to analyze, as a criterion we choose to demand that for integer fillings there should be no change of the filling order. I.e., the full energy (kinetic plus interaction) per electron of fully filled levels should put them in the same order as their kinetic energy. For example, if the kinetic energy of the (2, −1) LL is less than the one of the (2, +1) LL, then the full energy per electron in the fully filled (2, −1) level should also be less than the full energy per electron in the fully filled (2, +1) level.
For the fully filled level it is easy to calculate its interaction energy since there is only one state possiblethe Slater determinant of all the level's orbitals. The 14 Unlike the case of level mixing in one valley, due to quasimomentum conservation, mixing of the LLs from different valleys can happen only if both of them are filled with electrons at least partially. Naively, one would think that because of this argument the level (2, +1) is not dangerous when we consider the (2, −1) LL. However, the screening processes happen because of hopping of the electrons to higher LLs. Therefore, the (2, +1) LL is "virtually" filled, to some extent. Thus, to be on the safe side, we still apply this restriction when we consider the (2, −1) LL.
interaction energy can be expressed through the pseudopotentials:
whereρ 2 is the two-particle density matrix, pp in the subscript stands for "per particle". This energy can be separated into the Hartree (densitydensity interaction) and the Fock (exchange) contributions:
(84) The function g(r) is related to two-particle and oneparticle density matrices ρ 2 and ρ 1 :
. (88) Note, that the Hartree energy can be expressed as an integral of the interaction potential, with the form of the integral independent of a Landau level. This is a consequence of the fact that the fully filled LL has constant density. We note that the integral for the Hartree energy is divergent at the upper limit for the Coulomb-like interaction potentials. However, only differences of the energies have physical meaning, thus we can calculate this integral with a certain regularization if we keep the regularization always the same.
The Fock contribution is, on the contrary, convergent, but it depends on the LL through the function g(r), which characterizes short-range correlations.
If the interaction potential V (r) is the same for two different Landau levels, their Hartree energies are identical. However, as the screening can be different for different LLs, their Hartree energies (83) are different. One may think that this energy difference can contribute to population order reversal. However, one has to take into account the background positive charge (since the system is electrostatically neutral). The total electrostatic energy then, as we show in Appendix B, does not differ for differently screened potentials.
Therefore, the interaction energy difference comes from the Fock term only. For the non-relativistic levels and the Coulomb potential, the magnitude of the Fock energy decreases with the level number n, while having a negative sign. Thus, both the Coulomb interaction and the kinetic energy favour the natural LL population order. This is not the case in bilayer graphene.
Consider, for example, two levels (2, −1) and (2, +1) in BLG. The latter level has a greater kinetic energy. The wave functions in the (2, +1) level are close to the wave functions of the non-relativistic n = 0 LL, while the wave functions in (2, −1) are close to the ones in n = 2. Thus, the Fock energy prefers the (2, +1) LL, while the kinetic energy prefers the (2, −1) LL. Therefore, if the interaction is strong enough population reversal may happen.
While for the bare Coulomb interaction population reversal would happen in some regions of the parameter space, for the screened potentials we do not find such an effect for the (2, −1) and (2, +1) LLs. This makes emergence of valley-unpolarized states improbable.
In summary, in this sub-subsection we considered the effects of mixing of LLs from one valley, mixing of LLs from different valleys, and emergence of valleyunpolarized states. We find that the last one does not occur in realistic conditions. The other two effects restrict the applicability of the SLLA.
III.2c. Calculation of corrections to the SLLA pseudopotentials due to virtual hopping
Suppose we are in the region where spin-/valleyunpolarized states do not emerge, and the LL mixing of the level under consideration with the levels from the same valley is small. Then the small mixing can be taken into account with the help of corrections to the electronelectron interaction within the SLLA. Those are the small corrections to the pseudopotentials. It is known that small corrections of the order of 5 − 10% to the pseudopotentials' values can lead to a significant change of the overlap with a trial state (see, e.g., Ref [23] ). In this sub-subsection we present the formulae we use to compute such corrections. Consider the two-particle problem. In the subsection II.3, it was shown that the eigenstates of the two-particle problem within the SLLA are |m, M , with their energies being V j m , j = (n, ξ, s). Let us denote |m, M as |m, M, j, j to emphasize that both of the electrons are in the LL j. Now we add to our consideration the closest unfilled LLs from the same valley (for small deviations from the naive SLLA those are the levels above); we introduce the following basis in the Hilbert space:
where m ∈ 2Z + + 1, M ∈ Z + , and
Note that the basis vectors (89) are antisymmetric with respect to electron permutations, while the auxiliary vectors (90) are not. The leading correction to the eigenstates' energies, which is due to the virtual hopping to the higher LLs from the same valley, is given by the second order perturbation theory:
Since the interaction potential V is a function of r 2 , one can show that the only non-zero matrix elements of all the m, M, j, j|V |m , M , j 1 , j 2 are
where δ j1j2 is equal to 1 when j 1 = j 2 and 0 otherwise. We have used the fact that
The auxiliary matrix elements V j,j,j1,j2 m can be expressed through non-relativistic matrix elements, similarly to how the pseudopotentials in BLG are expressed via the non-relativistic pseudopotentials: The non-relativistic matrix elements can be expressed through the Fourier transform of the pseudopotential in a form quite similar to the expression for the pseudopotentials (32):
are generalized Laguerre polynomials. The derivation is very similar to the derivation of formula (32) presented in Appendix A. Since F n,n (x) = L n (|x| 2 /2), for n = n 1 , n = n 2 the formula (32) is restored, as it should be because by definition V
There is a subtlety regarding what interaction potentialV should be used in the formulas above. It is tempting to use the screened interaction potential (66) to calculate virtual hopping corrections. However, as we show in Appendix C, this would exceed the accuracy of the perturbative calculation. Therefore, we use the unscreened Coulomb interaction potential in calculating the virtual hopping corrections to the SLLA pseudopotentials.
III.3. Summary of the section
In this section we discuss the effects which restrict the applicability of the SLLA in BLG. We also discuss the conditions under which it is sufficient to introduce corrections to the SLLA to restore the theory applicability. We calculate these corrections in the second subsection.
IV. POSSIBILITY TO OBSERVE THE MOORE-READ STATE IN BILAYER GRAPHENE
In order to investigate the role of the effects discussed above on the stability of FQHE states we focus on the Moore-Read Pfaffian. Our choice is motivated by the following considerations. Firstly, this state is particularly sensitive to the details of the interaction so it is a good illustration for our analysis. Secondly, the stability of this state in BLG was investigated in Refs. [6, 40] in the SLLA approximation but without these effects taken into account, so we can compare the phase diagrams. Thirdly, the Moore-Read state itself is an important state because it is an example of the non-abelian topological fluid.
The tunable parameters are the magnetic field B, the electric field which determines the mini-gap parameter U and the effective dielectric constant κ 15 which controls the deviation from the naive SLLA (which is exact for κ → ∞). We can also choose the half-filled LL number. Here we will concentrate only on the two levels: (1, −1) and (2, −1) . The (1, −1) level wave function is constructed from the nonrelativistic n = 0 and n = 1 LL wave functions, the (2, −1) level wave function is constructed from the nonrelativistic n = 0, 1, 2 LL wave functions. In both cases for the bare Coulomb interaction one can tune the pseudopotentials close to their values at the nonrelativistic n = 1 LL, where the 5/2 state is observed in GaAs 16 . The tuning mechanisms are, however, different for the two levels. Amplitudes of the wave function (47) in the (1, −1) LL show little dependence on U so the main control parameter is B 17 . In contrast, the amplitudes of the wave function in the (2, −1) LL mainly depend on one parameter which is the U/ ω c ratio, so both B and U can be used for tuning.
The main factors determining deviation from the naive SLLA for the two levels are the polarization and virtual hopping to the nearby levels. For the (1, −1) LL this is hopping to the (0, −1) and the (2, −1) LLs, while for the (2, −1) LL the important hopping is to the (3, −1) LL. In addition to this, for the (2, −1) LL, it is important to consider effects of mixing with the (0, −1) and (2, +1) LLs. The latter are important factors restricting the region of applicability of perturbative analysis, however, when suppressed they do not lead to a renormalization of the intra LL interaction. Figures 3a and 3b show the regions of the applicability of perturbative analysis for different values of κ for the (1, −1) LL. 18 For Fig. 3a the typical interaction 15 The dielectric constant sensed by BLG is κ = (κ 1 + κ 2 )/2, where κ 1 and κ 2 are the dielectric constants of the environment below and above the sheet of BLG. 16 Though the (2, +1) level wave function is also constructed from the nonrelativistic n = 0, 1, 2 LL wave functions, the numerics shows that the high overlap with the Moore-Read state is not achieved here for the bare Coulomb interaction in contrast to the (1, −1) and the (2, −1) LLs. 17 In the low-energy two-band model [37] (which corresponds to the γ 1 → ∞ limit) such tuning is impossible because the amplitude A
is identically equal to 1 with other amplitudes being zero. 18 Due to some errors in calculation of the region of applicability, in the original result-reporting paper [7] the form of the region energy scale, which determines the significance of level mixing, is estimated with the help of the screened potential ("type S estimate"), while for Fig. 3b -with the help of the bare Coulomb potential ("type C estimate"). The regions are bounded from above by the condition of small hopping to the (2, −1) LL, the lower bound is due to the condition of small hopping to the (0, −1) LL. At small enough magnetic fields at least one of the conditions is violated at all values of U . The thick black line shows where the maximum overlap 19 with the MooreRead Pfaffian for the bare Coulomb interaction (which is about 0.95, compare with non-relativistic n = 1 level overlap of 0.7) is achieved. One can see that for small dielectric constants this line lies outside the region of validity of perturbative analysis, however for large enough κ they intersect near U = 50 meV.
Figures 4a and 4b show the regions of the applicability of perturbative analysis for different values of κ for the (2, −1) LL. For Fig. 4a the type S estimate is used, while for Fig. 4b the type C estimate is used. The regions are bounded from above by the condition of small mixing with the (0, −1) LL, the lower bound is due to the condition of small mixing with the (2, +1) LL. The thick black line shows where the maximum overlap with the MooreRead Pfaffian for the bare Coulomb interaction (which is about 0.92, compare with non-relativistic n = 1 level overlap of 0.7) is achieved. One can see that for small dielectric constants this line lies outside the region of validity of perturbative analysis, however for large enough κ they intersect near U = 30 meV.
Figures 5a and 5b show the dependence of the overlap of the exact ground state of the system with the Pfaffian on the magnetic field and the dielectric constant at U = 50 meV for the (1, −1) LL and at U = 30 meV is not entirely correct. This applies to both the (1, −1) LL and the (2, −1) LL case, which is considered next. 19 By overlap we mean scalar product's absolute value squared. for the (2, −1) LL respectively. 20 We do not show the data in the region where the perturbative analysis is not applicable according to type S estimate. The region of inapplicability of our theory according to the type C estimate is hatched. As one can see, for the (1, −1) level, the highest overlap achieved at dielectric constants as high as κ = 40 is about 0.7 despite having overlaps up to 0.95 for the bare Coulomb interaction (which corresponds to the κ → ∞ limit). For the (2, −1) level a high overlap up to 0.92 is achieved at κ 20.
The authors of [6] found that in the (1, −1) LL, high overlap is achieved in the region near B = 10 T. We find that the region of high overlap is situated there for κ 60. However, for realistic values of κ the effects of level mixing become significant which makes observation of the Moore-Read state unlikely, especially for κ 10. 21 The (2, −1) LL was also considered in [6] , where it was concluded that the maximal overlap with the Moore-Read Pfaffian on this level is less than 0.6. Our results do not support this conclusion (even for the bare Coulomb interaction).
Thus, our results show that the (2, −1) LL is a better candidate to observe the Moore-Read Pfaffian state in BLG than the (1, −1) LL. However, even in the case of the (2, −1) LL to tune into the regime of high overlap with the state one needs a dielectric constant about κ = 20. This is much higher than the usual κ ≈ 2.5 for graphene on SiO 2 or hexagonal boron nitride (hBN) substrate. Even on HfO 2 substrate [42] κ is around 12.5. A possible way to achieve higher dielectric constants is to use substrates on the both sides of the BLG sheet. In that case the effective dielectric constant κ is equal to the substrate dielectric constant. Therefore, using HfO 2 one can get κ = 25.
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The region of high overlap intersects this value of dielectric constant for the (2, −1) LL. For example, at U = 30 meV, B = 8 T the overlap of the exact ground state and the Moore-Read state is about 0.92, with the gap to the first excited state being about 1.6 K. With increasing magnetic field the gap monotonically increases to the values of around 5 K at B = 15 T. At the same time the overlap decreases to around 0.7 which is still fairly large. Similarly, with decreasing the dielectric constant down to κ = 10 (for which one still needs HfO 2 substrate but only on one side of the BLG sheet) the gap monotonically increases to the values of around 3 K, with the overlap decreasing to 0.4 which is not too small.
23
This result, obtained for a finite number of particles, suggests that the system may still be in the same topological phase at higher magnetic fields and lower dielectric constants.
However, the experimental observation of the MooreRead Pfaffian in BLG in this way in the near future is unlikely. The main problem for observation of the frac- 21 It is interesting to note that recently a ν = 1/2 FQHE state has been observed in suspended bilayer graphene [9] for U ≈ 0. The parameters of the experiment lie far outside the region of applicability of our methodology. However, the study [41] , which does take into account the strong mixing between the quasidegenerate (1, −1) and (0, −1) LLs beyond perturbation theory, claims that the Moore-Read Pfaffian is a likely candidate to explain the observed ν = 1/2 FQHE. 22 Such configurations with hBN as a substrate have recently started being explored experimentally from the perspective of FQHE: see Ref. [10] . 23 In our simulations the Hilbert space is about 16000-dimensional.
Therefore, two random vectors would have the average overlap about 1/16000.
tional QHE in graphene (and BLG as well) is the too high disorder in the samples caused by the disorder in the substrate (evidently, it is impossible to observe FQHE when the typical height of the disorder potential is greater than the gap to the first excited state). For example, FQHE with the filling factor ν = 1/3 has been observed in suspended single-layer graphene [3] and in graphene on hBN substrate [5] but not on a substrate with a different lattice structure (which is the case for HfO 2 needed to achieve the high dielectric constant).
The reader can find some additional data on the behaviour of gaps and overlaps in Appendix D.
One important thing to note in the context of modern experiments is that the possibility to tune the mini-gap parameter U is achieved through placing two metallic gates on the both sides of the BLG sheet, very close to it [10] . Therefore, one can expect that the screening of the Coulomb potential will be due to not just the internal BLG dynamics but also due to the metallic gates. We have not taken this effect into account in our analysis.
Conclusions
We analyze the influence of inter-Landau level transitions (vacuum polarization, virtual hopping) on the phase diagram of the FQHE states. We find that the SLLA can only be used under quite stringent conditions, and corrections to the SLLA should be taken into account. A method for taking the corrections into account by means of perturbation theory is developed. However, the region of applicability of the SLLA with our corrections is also quite restricted.
With the help of the developed method we study the possibility to observe the Moore-Read state in bilayer graphene. We find that the mentioned effects indeed lead to a substantial modification of the phase diagram. However, the external parameters needed to tune into the regime favouring the Moore-Read state are, in principle, achievable, for BLG surrounded with HfO 2 .
We also developed a set of programs in Wolfram Mathematica which implement our methodology to study the case of Moore-Read Pfaffian state. To obtain the programs please contact K.S.
We note that the expressions (A7), (A10), (A13) are similar and can be calculated using the same technique. We only give the details of the calculation of M n1 . By virtue of the Baker-Campbell-Hausdorff identity,
It follows that
where we used the resolution of identity1 = ∞ n=0 |n n|. After a calculation of the expression
and its complex conjugate, we get
where L n1 is the Laguerre polynomial. Calculation of M n2 , M m is done the same way. Gathering all the three matrix elements together we finally get formula (32):
where N is the number of electrons in the LL, x and y are the coordinate vectors of points in the plane, V (r) is the electron-electron interaction potential, and ρ(x) is the electron density, integration is done over the whole plane 24 . Using the fact that for a fully filled LL ρ(x) = 1/(2πl 2 ) = ρ and changing integration variables to R = (x + y)/2 and r = x − y, we get
where r = |r|. d 2 R is equal to the sample area S. ρ × S = N , therefore,
in agreement with Eq. (83).
This derivation is valid for the potentials that decay sufficiently fast as r → ∞, and the Coulomb interaction does not satisfy this condition. However, only differences of the energies have physical meaning. If we consider two energies for differently screened interaction potentials (66):
the integral of the difference is convergent since the Coulomb part cancels out and what remains decays sufficiently fast at large distances. Therefore, we can express such difference through the interaction potential Fourier transformsṼ (q) defined in Eq. (31):
Hartree pp − E
Hartree pp = 1 4π lim
Recalling (66) and taking into account that Π(q) = Π(q, ω = 0) ∼ const × q 2 + O(q 4 ) for q → 0, one gets
One can show then that the in-plane Fourier transform of the screened interaction potential of the two charges has the form V scr (q, z, z , e 1 , e 2 ) = e 1 e 2φscr (q, z, z ) =
For e 1 = e 2 = e and z = z = 0 one restores the expression (31), as it should be. The electrostatic energy of interaction of all the electrons in the fully filled LL and the charge-compensating background is equal to
Performing the same operations as in the beginning of the current appendix for the Hartree energy of electrons in the LL only, we get:
where we have used the fact that Π(q) = Π(q,
One can see that the answer does not depend on the polarization function Π(q) and coincides with the energy of a capacitor made of two parallel planes of area S at a distance d with charge Q = eN on its plates. Indeed, such a capacitor has the capacitance C = S/(4πd) and energy E cap = Q 2 /(2C). Since S = 2πl 2 N , one easily finds that E Hartree = E cap .
So, in this simple model, the full Hartree energy of a filled Landau level and the compensating charge layer does not depend on screening. Of course, this model does not take into account many features of real experimental systems. However, it clearly illustrates that one can hardly expect to have different Hartree energies for differently screened potentials. Therefore, the Hartree energy does not contribute to the population reversal effect. In sub-subsection III.2c we presented the derivation of the corrections to the pseudopotentials which correspond to the diagram in Fig. 2b . The derivation presented there is based on a consideration of two interacting particles, which interact through a potential, within the methodology of first quantized quantum mechanics. In fact, the full expression for this correction comes from the consideration within a quantum field theory methodology and second quantization approach. Thus, the diagram should take into account the potential screening (including the polarization function frequency dispersion) and corrections to the electron propagator (self-energy). In this appendix we argue that the effects of interaction potential screening and the electron free energy are of the same order as the next perturbation theory correction.
First, we neglect corrections to the electron propagator. We denote the free electron propagator as G 0 (ω, q 1 , q 2 , j) (j is the LL in which the electron propa-gates; q 1/2 are the 2-momenta -the electron propagator in uniform magnetic field is not translation-invariant, so it contains two momenta coming from the Fourier transforms with respect to two spatial coordinates). We denote the photon propagator as D(ω, q) (it is translationinvariant, so depends only on one spatial momentum). Then the propagators can be expressed as follows (infinitely small imaginary parts of the denominators are not written out explicitly):
f j (q 1 , q 2 ) are smooth functions without poles, Π(q, ω) is the polarization function, v(q) is the unscreened Coulomb interaction potential, the product v(q)Π(q, ω) as a function of q is a smooth function without poles. The diagram we are interested in can be expressed then via the propagators (we will need only the ω dependence for our analysis, so the dependence on the spatial momenta is not written explicitly):
where E i are the energies of the incoming and outgoing electrons. In our case both are in the same LL j: E i = E kin j . j 1 and j 2 denote the levels to which the electrons hop, just like in sub-subsection III.2c.
All the functions (propagators) participating in the expression are the time-ordered correlation functions at zero temperature and their poles are situated in such a way that one can do Wick rotation ω → iω (the zero of energies is the partially filled LL E kin j = 0). Then, concentrating on the denominators, we can write the diagram via the integral over Euclidean frequency:
.
Evidently, the denominators of the electron propagators determine the region of frequencies which give dominating contribution to the integral. And this region is the interval centered at zero frequency with the width of the order of the energy distance to the closest higher LL. Consider the difference of the full D(ω, q) and the bare
Therefore, replacing D(ω, q) with D 0 (ω, q) brings in a relative error proportional to the ratio between the typical interaction energy and the distance to the closest LL. Since we neglect next order perturbation theory correction, taking the screening into account would exceed the accuracy of our calculation. In principle, it is possible to justify use of the screened interaction by expanding in other parameters (e.g. 1/N expansion [38] ). However, in that case one needs to use not just the zero-frequency polarization function as in (66), but to take into account the polarization function frequency dispersion. We do not do this and use the unscreened interaction for the calculation. Now we discuss the effect of corrections to the electron propagator on the diagram. These corrections should lead to LLs shifting and broadening. It is natural to expect that the shifts and level widths are of the order of the Coulomb interaction energy scale e 2 /(κl). This would change the region of important frequencies by something proportional to the e 2 /(κl). Therefore, neglecting the effects of the polarization function and the electron free energy in the diagram introduces a relative error proportional to the ratio between the typical interaction energy and the distance to the closest LL. Since we neglect the next order perturbation theory correction (and, moreover, the second order three-body interaction), taking these effects into account would exceed the accuracy of our calculation. In this appendix we provide additional details regarding the stability of the Moore-Read state.
Figures 6a and 6b show the dependence of the overlap of the exact ground state of the system with the MooreRead Pfaffian for N = 12 particles on the magnetic field and the dielectric constant at U = 50 meV for the (1, −1) LL and at U = 30 meV for the (2, −1) LL respectively with no virtual hopping to the nearby LLs taken into account. Screening is still taken into account. We do not show the data in the region where the perturbative analysis is not applicable according to type S estimate (with typical interaction energy scale needed for the estimate taken to be the screened potential zeroth pseudopotential at the LL under consideration). The region of inapplicability of our theory according to the type C estimate (with typical interaction energy scale taken to be the bare Coulomb potential zeroth pseudopotential) is hatched. As one can see (compare with Fig. 5 ), the effect virtual hopping corrections, defined in sub-subsection III.2c, have on the phase diagram within the region of applicability of perturbative treatment of LL mixing is very significant, especially for the (1, −1) LL.
Figures 7a and 7b show the numerically found gap between the exact ground state of the system with 12 particles and its exact first excited state. In these figures, the gap is plotted as a function of the magnetic field and the dielectric constant at U = 50 meV for the (1, −1) LL (Fig. 7a) and at U = 30 meV for the (2, −1) LL (Fig. 7b) respectively. Virtual hopping to the nearby LL is taken into account. We do not show the data in the region where the perturbative analysis is not applicable according to type S estimate. The region of inapplicability of our theory according to the type C estimate is hatched. The blue lines are the overlap level lines from Fig. 5 . Figures 8a and 8b show the same data on the gaps in the units of typical Coulomb energy e 2 /(κl), where l is the magnetic length l = c/(eB). The behaviour of the gaps for the two levels is quite different. For both levels the gaps generally increase as the magnetic field increases and as the dielectric constant decreases. This can be partially (for magnetic field) or fully (for the dielectric constant) attributed to the increase of e 2 /κl. However, there are some interesting features in the plots. For the (1, −1) LL the gap drops to almost zero at a line in the hatched region. For the (2, −1) LL there are two such features: one in the hatched region and another slightly above the hatched region (better seen in Fig. 8b than in Fig. 7b ). Although two of these features are situated in the hatched region where the applicability of our methodology can be questioned, and the third one is much less pronounced, these feature, obtained for a finite number of particles, may suggest that a transition between different topological orders happens across those lines. Such transitions are likely to happen at small dielectric constants where the system physics becomes essentially non-single Landau level.
We remind the reader that for the (2, −1) LL the high overlap with the Moore-Read Pfaffian state is achieved near B = 8T at κ 20, as can be seen from Fig. 5 . Figures 9a and 9b show the dependence of the gap on the magnetic field at U = 30 meV and κ = 20 and 25 for the (2, −1) LL in K and in e 2 /(κl) units respectively. Figures 10a and 10b show the dependence of the gap on the dielectric constant at U = 30 meV and fixed B = 8 T for the (2, −1) LL in K and in e 2 /(κl) units respectively. Now we give some data on overlaps and gaps from numerical diagonalization for different numbers of particles N = 8, 10, 12, 14. Figure 11 compares the data on the overlap with the Moore-Read Pfaffian and the gap to the first excited state for the (1, −1) and the (2, −1) LLs in BLG and the nonrelativistic n = 1 LL. The data are shown for different numbers of particles N = 8, 10, 12, 14. For the (1, −1) and the (2, −1) LLs in BLG external parameters are set to be near the maximum overlap regions (according to Fig. 5) at several values of the dielectric constant κ; we Only the part where perturbative analysis is applicable according to the type S estimate is shown. The cusps present in the plots are due to the fact that simulations were performed at a discrete set of dielectric constants κ with a step δκ = 1.5. Therefore, the data accurately represents the region where the dependence is smooth, while where the gap changes quickly the true data between the cusp points may deviate from the lines drawn.
also present the data for B = 8, κ = 25 for the (1, −1) LL. The gap is presented in units of the typical Coulomb energy e 2 /(κl). The overlaps for the (2, −1) LL, as well as for the (1, −1) LL at κ = 40, appear to be more stable as the number of particles grows than for the non-relativistic system. It is interesting to note that for the (2, −1) LL the overlap is slightly higher at N = 12 particles than at N = 8, 10, and 14, while for the (1, −1) LL it is vice versa.
Figures 12, 13 present the dependence of the overlap and the gap at several parameter points for the (2, −1) LL. Points are taken to be at the same mini-gap and the dielectric constant values as in the previous figure, but the magnetic field changes. We took the points in the maximum overlap region, slightly to the left and to the right of it. 
