We consider Bayesian nonparametric inference using a product of Dirichlet processes as the prior, when the data are continuous and partially exchangeable with an unknown partition. This includes change point problems and mixture models. We s h o w that the discreteness of the Dirichlet process prior can have a large e ect on inference (posterior distributions and Bayes factors), leading to conclusions that are very di erent from those that result from a reasonable parametric model. We conclude that the Dirichlet process may not be an honest prior in this situation. This remains the case even when the prior used is a mixture of products of Dirichlet processes.
Bayesian nonparametric inference received a great impulse with the Dirichlet process of Ferguson (1973 Ferguson ( 1974 , which can be used as a prior distribution, with large support, on the set of all probability measures on the sample space. It also has the desirable property of being easily updated from the data. Other prior distributions have been proposed in the Bayesian nonparametric literature (e.g. Mauldin et al. 1992 Lavine 1992 Walker and Muliere 1995 Hjort 1995 is a recent review), but the Dirichlet process is still the most widely used prior. The Dirichlet process almost surely selects a discrete distribution function (d.f.) (Blackwell 1973 Blackwell and McQueen 1973) . As a result, when used as a prior distribution for a sequence of exchangeable random variables (r.v.'s), it gives positive probability to ties in the data. Nevertheless, the Dirichlet process is also used as a prior in situations where the data are \continuous", that is, roughly speaking, when the researcher thinks that the probability of ties in the data is 0. Here we explore the implications of this when the data are partially exchangeable and the allocation of cases to groups is unknown. This includes change point problems, mixture models and, more generally, hierarchical partition models (Consonni and Veronese 1995) . It turns out, perhaps surprisingly, that the discreteness of the Dirichlet process prior can have a h uge e ect on inferences (posterior distributions and Bayes factors) in this situation, in a way that is not clearly part of the prior speci cation.
When the observed data are all distinct, the e ect of the Dirichlet process prior is to favor nearly equally sized groups and to make partitions with very unequally sized groups unlikely a p osteriori. It also tends to greatly in ate Bayes factors for more groups against less groups when the number of groups is unknown a priori. Equivalently, it tends to concentrate the posterior distribution of the number of groups on higher values.
Intuitively, the reason is that, when the data are all distinct, the likelihood can be written as the product of two factors: (1) the likelihood under the parametric model that is the mean of the (product of) Dirichlet process(es) prior, and (2) the probability o f h a ving no ties in the data. The e ect we h a ve observed is due to the second factor: the probability o f n o ties is higher when the groups are of equal size than when they are very unequal, sometimes much more so. What is perhaps surprising is the magnitude of the e ect.
This leads us to say that the Dirichlet process prior may not be an honest prior in this situation, for the following reason. If the true distribution is close to the prior mean, we would prefer the posterior distribution from the nonparametric model to be close to that from the parametric model corresponding to the prior mean. However, the presence of the second factor in the likelihood ensures that this will not be the case in general, and that the two posterior distributions may b e v ery di erent. This remains the case even when the prior is a mixture of products of Dirichlet processes.
Our observation applies to the situation where the partition into groups is unknown. The discreteness of the Dirichlet process is not so crucial if the partition of data into groups is known, in which case the probability of no ties | otherwise expressed conditionally to the partition | becomes a constant depending only on n and on the precision parameters of the Dirichlet processes (Cifarelli and Regazzini, 1978) .
In Section 2, we discuss the likelihood of a sample from a Dirichlet process. In Section 3 w e illustrate the e ect discussed here in the context of a simple change point problem. In Section 4, we g i v e results for the more general situation of partial exchangeability w h e r e the partition is unknown. Finally, in Section 5, we m a k e some remarks about the situation where the Dirichlet process is used as a prior at the second stage of a Bayesian hierarchical model. 2 The Likelihood of a Sample from a Dirichlet Process Let X 1 : : : X n be real valued r.v.'s, which are a sample from a Dirichlet process, i.e., X 1 : : : X n j F are conditionally i.i.d. according to the d.f. F , and F is a Dirichlet process whose parameter is the measure : F D ( ). This induces a probability P on the sample space (R n B(R n )) (Ferguson, 1973) . The predictive distribution of X j j X 1 = x 1 : : : X j ;1 = x j ;1 , for any j = 1 : : : n , i s P (X j x j X 1 = x 1 : : : X j ;1 = x j ;1 ) = 1 M + j ; 1 ((;1 x ]) + j ; 1 M + j ; 1
where M = (R) and F j;1 is the empirical d.f. of the rst j ; 1 observations (x 1 : : : x j;1 ).
We will restrict our attention to the case where the parameter is absolutely continuous with respect to the Lebesgue measure on R, with density d =d (x) = M f 0 (x).
From the form of the predictive distribution, proceeding as in Korwar and Hollander (1973) and Antoniak (1974, Lemma 1) , the following properties of P can be shown.
(a) The probability measure P , i.e., the joint probability l a w o f ( X 1 : : : X n ), is the sum of measures which a r e m utually singular: The derivative o f P with respect to is given by: (2), by:
This di ers slightly from Lemma 1 of Antoniak (1974) , but only in the speci cation of the dominating measure.
3 A Simple Change Point Example
Posterior Distribution of the Change Point
To illustrate the general phenomenon, we will describe how it a ects inference for a simple change point problem. Data (X 1 : : : X n ) are assumed to arise from the model : n where C is the change point, which is unknown. Nonparametric Bayesian inference is carried out by assigning (a mixture of) Dirichlet process priors to F 1 and F 2 .
The model can be written
where C is the unknown changepoint. This means that the observations are conditionally i. The prior assumes that C and (F 1 F 2 ) are independently distributed, C with probability mass function p(c) a n d ( F 1 F 2 ) as a mixture of products of Dirichlet processes (Cifarelli and Regazzini, 1978) . The prior distribution is thus
This model has been studied by Muliere and Scarsini (1985) in the special case of independent F 1 and F 2 . A Gibbs sampler algorithm for approximating the posterior distributions in the above model is provided in Mira and Petrone (1995) . On the lines of Section 2, it can be shown that, when 1 ( 1 ) a n d 2 ( 2 ) h a ve densities M 1 f 1 ( 1 ) a n d M 2 f 2 ( 2 ), respectively, with respect to Lebesgue measure, then the likelihood is f (x 1 x 2 : : : x n j c 1 2 ) = 1
where the * indicates that the product is taken over distinct values only.
From (6) the posterior distribution of (C 1 2 ) can be computed by applying Bayes' theorem. In particular, in the continuous case and if the observations (x 1 : : : x n ) are all distinct, we h a ve p(c j x 1 : : : x n ) / k(c M 1 M 2 n ) I (c) p(c) (7) where, for c = 0 1 : : : n , w e l e t We note that the posterior (7) is equivalent, except for the factor k(c M 1 M 2 n ), to what we obtain with the parametric model where (X 1 : : : X n ) h a ve j o i n t conditional density:
Here I (c) is the (integrated) likelihood of c, and the posterior is given by (7) 
where: p 0 (c) = 
A Numerical Example
In the simple nonparametric change point model of the previous sections, let f i ( i ) b e a normal density with mean i and known variance 2 , 1 and 2 be independent and normally distributed, with i N ( i i ) i = 1 2 , and let p(c) b e c hosen so that: p(0) + p(n) = p(1) +: : : +p(n;1). This gives probability 1 2 to each o f t h e t wo h ypotheses: (no changepoint: c 2 f 0 1g) and (a changepoint occurred: c 2 f 1 : : : n ; 1g), with p(0) = p(n) and p(1) = : : : = p(n ;1). We x = 1 1 = 2 = 1 1 = 5 2 = 8 M 1 = M 2 = M and consider varying values of M . Also, let N k ( ) denote the k-variate normal density w i t h m e a n v ector and covariance matrix , 1 k = ( 1 : : : 1) 0 be the (k 1) vector of ones, J k be the (k k) matrix every element of which is unity, I k be the k-dimensional identity matrix.
Then it can be shown (Muliere and Scarsini 1984) that I (c) is the product of two normal densities: N c ( 1 c ) a n d N n;c ( 2 n;c ), computed from (x 1 : : : x c ) and (x c+1 : : : x n ) respectively, where: We explore, for a simulated data set, the e ect of the probability of ties on the posterior distribution of the changepoint, comparing the nonparametric result with that which w e would obtain using the \dual" parametric model. The interest of a nonparametric approach lies mainly in its greater robustness with respect to misspeci cations of the model. For this reason, although the prior guess on the d.f.'s is normal, we consider an example where the data are 20 values generated from a Student-t distribution with 2 degree of freedom, translated by 4 ( Figure 2 ). Here there is no change point. The components k(c M 1 M 2 n ) and I (c) of the likelihood, for M 1 = M 2 = 1, are plotted in Figure 3 .
The parametric (integrated) likelihood, I (c), provides some evidence for the change point being at one of the times 20 (i.e. no change), 6 or 8. The parametric posterior distribution (with a prior for c that gives equal total weight to times representing no change as to times representing a change) is shown in Figure 4(b) . This is mostly concentrated on c = 20 (i.e. Figure 4 (a) is very di erent. It suggests that there was almost certainly a change point at one of the times 6{8, and gives no weight at all to c = 20. The same phenomenon a ects the Bayes factor, as shown in Table 1 . For the parametric model, the Bayes factor for no change is about 7.3, providing positive evidence against a change point. For the nonparametric model with M = 1, the Bayes factor is about 5000:1 for a c hange | a very misleading conclusion, and dramatically di erent from that based on the parametric model. For M = 5 the e ect is less dramatic, but still strong.
The posterior distribution of the changepoint also a ects the estimates of the distribution functions before and after the change. The estimate of F i (t) ( i = 1 2) is the average, with respect to the posterior of C , of the conditional expected value of F i (t) given the data and C = c. In the nonparametric case, the conditional expected value of F i (t) j c x 1 : : : x n is a weighted average between the prior guess about F i (t) and the empirical d.f. of the rst c observations. So, the component due to the empirical d.f.'s might r e s u l t i n a m o r e robust estimate, compared with that obtained with a strict parametric assumption. Yet, the nonparametric estimate of F i , being an average with respect to p(c j x 1 : : : x n ), will depend on the probabilities of ties.
The General Situation: Partial Exchangeability w i t h an Unknown Partition
Consider a sequence of random variables (X 1 X 2 : : : X n : : : ) and suppose that each X i comes from one of S populations, so that the joint distribution function (d.f.), for n = 1 2 : : : is P (X 1 x 1 : : : X n x n j F 1 : : : F S J 1 = j 1 : : : J n = j n ) = = F j 1 (x 1 ) F j 2 (x 2 ) F jn (x n ) (11) where (J 1 : : : J n ) are random variables, J i = j if X i comes from the distribution function We assume that (J 1 : : : J n ) a n d F 1 : : : F S are independently distributed, (J 1 : : : J n ) has probability function p(j 1 : : : j n ), and that the prior distribution of F 1 : : : F S is a mixture of products of Dirichlet processes (Cifarelli and Regazzini, 1978) . Thus 
Thus the likelihood f (x 1 : : : x n j j 1 : : : j n ) factorizes into two components: k(r 1 : : : r S M 1 : : : M S ) and I (j 1 : : : j n x). Here, I (j 1 : : : j n x) i s t h e l i k elihoodof(x 1 : : : x n j j 1 : : : j n ) that one would obtain with a parametric model where (x 1 : : : x n ) h a ve joint conditional density:
h(x 1 : : : x n j j 1 : : : j n 1 : : : n ) = 
which is the \parametric-dual" of our model (11) . So, in the \continuous case" when the data are all distinct, the distinguishing feature of the likelihood (16) with respect to the parametric model (19) is the factor k(r 1 : : : r S M 1 : : : M S ). This factor is due to the discrete nature of the Dirichlet process indeed, we h a ve:
Proposition 1 k(r 1 : : : r S M 1 : : : M S ) = P (X 1 6 = X 2 6 = : : : 6 = X n j r 1 : : : r S )
Proof:
P (X 1 6 = X 2 6 = : : : 6 = X n j r 1 : : : r S ) = = E (P (X 1 6 = X 2 6 = : : : 6 = X n j r 1 : : : r S F 1 : : : F S j 1 : : : j n )) = = E (P (all X i : j i = 1 are distinct j r 1 : : : r S F 1 : : : F S j 1 : : : j n ) P (all X i : j i = S are distinct j r 1 : : : r S F 1 : : : F S j 1 : : : j n )) = = P (all X i : j i = 1 are distinct j r 1 ) P (all X i : j i = S are distinct j r S ) = Table 1 , the values of k(r 1 : : : r S M 1 : : : M S ) can be numerically very di erent for the parametric and nonparametric models, regardless of the data, with a consequent, possibly serious, bias in the posterior distribution of (J 1 : : : J n ).
Discussion
We h a ve s h o wn that when the data are continuous and partially exchangeable with an unknown partition, use of a Dirichlet process prior can have a large e ect on inferences in an unanticipated way.
Recently, there has been interest in using the Dirichlet process as a prior at the second stage of Bayesian hierarchical models (Antoniak 1974 We m a k e some brief remarks on the probability o f t i e s a m o n g t h e ' s in this model. First note that ties in the 's have a n i n teresting interpretation, since they re ect the structure of dependence among the data: ( 1 = : : : = n ) s h o ws that the data are in fact exchangeable ( 1 = : : : = n 2 6 = n 2 +1 = : : : = n ) shows that the data can be split into two exchangeable groups of equal size, and so on. Now, the structure of the probabilities of ties among the ' s results automatically xed once we c hoose the value of M . Indeed, from (2) it follows that, if G 0 has density g 0 with respect to Lebesgue measure, then the likelihood of ( 1 : : : n ) i s : Therefore it depends on the probability of ties, which appears in g n ( 1 : : : n ). In particular, given the number of exchangeable groups, the Dirichlet process prior will generally tend to favor groups of equal size, and sometimes to virtually exclude even moderately unbalanced partitions, almost regardless of the data. When using a Dirichlet process for the mixing distribution, the researcher needs to be aware of this aspect. This is also discussed by Escobar and West (1995) .
