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Switching rules for stabilization of linear systems of
conservation laws ∗
Pierre-Olivier Lamare† Antoine Girard† Christophe Prieur‡
Abstract
In this paper, the exponential convergence in L2-norm is analyzed for a class of switched linear systems
of conservation laws. The boundary conditions are subject to switches. We investigate the problem of
synthesizing stabilizing switching controllers. By means of Lyapunov techniques, three control strategies
are developed based on steepest descent selection, possibly combined with a hysteresis and a low-pass
filter. For the first strategy we show the global exponential stabilizability, but no result for the existence
and uniqueness of trajectories can be stated. For the other ones, the problem is shown to be well posed
and global exponential convergence can be obtained. Moreover, we consider the robustness issues for
these switching rules in presence of measurement noise. Some numerical examples illustrate our approach
and show the merits of the proposed strategies. Particularly, we have developped a model for a network
of open channels, with switching controllers in the gate operations.
1 Introduction
Physical networks may be represented by hyperbolic partial differential equations in one space dimension,
yielding systems of conservation laws or balance laws. Among the different networks, we have in mind
hydraulic networks (see [2], [6], [7]), road traffic networks (see [15]), or gas pipeline networks (see [10]). Due
to the range of these applications in the engineering field, an important research on the theoretical aspects in
modelling and control of such systems is in progress. The present paper deals with switched linear systems
of conservation laws, and their control.
In such systems, some parameters may evolve in time. For example, it can be the boundary conditions in
an open channel controlled by mobile spillways, or the state equations of a road where the speed limitation
changes during the time. Of course, the state equations and the boundary conditions can both be subject
to abrupt changes. In these cases, a switched system occurs: a system where there is both a continuous
dynamics (given by partial differential equation) and a discrete dynamics (given by a switching rule). In the
present work, only the boundary conditions are subject to switches.
Some results are available in literature for the stability and stabilizability of switched hyperbolic systems
of balance laws or conservation laws. In [23] some sufficient conditions for the exponential stability are stated,
uniformly with respect to a class of switching signals. In [1], a result of stability is given under an arbitrary
switching signal using the propagation of the solution along the characteristics. In [11] a star-shaped network
with a central node, and the wave equation governing on each edge, is studied. It is shown that a switching
feedback stabilization at the exterior end of the edge is effective under some sufficient conditions. Moreover
it is proved that the problem has solutions under the proposed switching rule. The well-posedness issue
and the dependence of the solutions on the initial data for networked transport systems defined on directed
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graph is explored in [12], while an analysis based on functions of bounded variation in an extended way
is used in [13] to prove well-posedness for a quasilinear system of first-order hyperbolic PDEs. In this last
two references, the switching modeling is viewed as a tool for systems for which different time and spatial
scales interact. It is also the approach used in [25], where a result of well-posedness is obtained for transport
equation, in which the velocity term is subject to a closed-loop switching strategy.
An approach commonly used to study the stability and to design the boundary control of system of
conservation laws is the Lyapunov analysis (see [4], [6]). In this paper we use this approach to design three
swiching rules for our switched hyperbolic system of conservation laws. They are based on steepest descent
selection, possibly combined with a hysteresis and a low-pass filter. We show that under a sufficient condition
the global exponential convergence in L2-norm is obtained. Moreover, we give a result of well-posedness of
the problem for two of them. The sufficient condition takes the form of a matrix inequality. Hence the
verification of this condition can be expressed as an optimization program, which can be solved numerically.
Moreover an upper bound on the speed of convergence is given, and it is possible to numerically optimize
it. Besides these results on stability we show that robustness with respect to measurement noise is obtained
with mild modifications of the switching rules based on the hysteresis. The hysteresis properties were used
for robustness as in [21], [22], [24] for non-linear finite-dimensional systems.
The paper is organized as follows. In Section 2, we introduce the class of switched linear hyperbolic
systems of conservation laws considered in this paper and the question of existence of solutions in a general
framework is discussed. In Section 3, the common Lyapunov function used in our analysis is introduced, and
some preliminary results are derived, then the three switching rules are proposed and analyzed. In Section 4,
an abstract example is studied to illustrate our main results and show the effectiveness of switched systems,
and finally a more realistic case is studied with a network of open-channels modelled with the so-called
Saint-Venant equations.
This work is an extension of [17] where the results are stated without proofs and the well posedness is
not investigated. Moreover the abstract example illustrates the new robustness results and the application
to the control of a network of open channel has also been added in the present paper.
Notation. The set R+ is the set of nonnegative real numbers. The set of square real matrices of
dimension n is denoted by Rn×n. Given a matrix A, the transpose of the matrix A is denoted by A>. Given
n real numbers a1, . . . , an the diagonal matrix A ∈ Rn×n whose elements are these numbers is denoted
by diag(a1, . . . , an). The identity matrix of dimension n is denoted by In. 0 denoted the zero matrix of
suitable dimension according to the context. The entry (i, j) of a matrix A is denoted by A[i, j]. For a
symmetric matrix A ∈ Rn×n, A being positive definite is denoted A > 0, while A being positive semi-definite
is denoted A ≥ 0. The usual Euclidian norm in Rn is denoted by |.|, and the associated matricial norm in
Rn×n is denoted by ‖·‖. Let I ⊆ R and J ⊆ Rp for some p ≥ 1. The set of functions y : I → J such that
|y|pLp(I,J) =
∫
I
|y(x)|p dx < ∞, is denoted by Lp (I, J). We denoted y ∈ Lploc(I, J) if y1K ∈ Lp(I, J) for all
compact subset K of I, where 1K is the indicator function of K. The restriction of a function y : I → J on
an open interval (x1, x2) ⊂ I is denoted by y|(x1,x2).
2 Switched Linear Hyperbolic System
2.1 Statement of the problem
First let us define two function spaces with which we will deal in this paper.
Definition 1. Given an interval I ⊆ R and a set J ⊆ Rn for some n ≥ 1, a piecewise left-continuous function
(resp. a piecewise right-continuous function) y : I → J is a function continuous on each compact subset of J
except maybe on a finite number of points x0 < x1 < · · · < xp such that for all l ∈ {0, . . . , p− 1} there exists
yl continuous on [xl, xl+1] and yl = y|(xl,xl+1). Moreover at the points x1, . . . , xp (resp. x0, . . . , xp−1) the
function is continuous from the left (resp. from the right). The set of all piecewise left-continuous functions
(resp. piecewise right-continuous functions) is denoted by Clpw (I, J) (resp. Crpw (I, J)).
Note that we have the following inclusions Crpw ([0, 1] ,Rn) , Clpw ([0, 1] ,Rn) ⊂ L2([0, 1] ,Rn).
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Definition 2. Let I = {1, . . . , N} be a finite set of modes. A switching signal is an element of Crpw (R+, I).
The times of discontinuities are called switching times.
The n× n switched linear hyperbolic system of conservation laws is then
∂ty(t, x) + Λ(t)∂xy(t, x) = 0 , t ∈ R+, x ∈ [0, 1] , (1)
y(t, 0) = Gσ(t)y(t, 1) , t ∈ R+ , (2)
y(0, x) = y0(x) , x ∈ [0, 1] , (3)
where y : R+ × [0, 1]→ Rn, σ : R+ → I is the switching signal, and y0 ∈ Clpw ([0, 1] ,Rn).
For all i ∈ I, Gi belongs to Rn×n, for all t ∈ R+, Λ(t) is a diagonal positive definite matrix in Rn×n
i.e. Λ(t) = diag(λ1(t), . . . , λn(t)) where λ1(t), . . . , λn(t) are in L
1
loc (R+,R+) and there exist n pairs of real
positive coefficients
(
λd, λd
)
, d = 1, . . . , n such that
0 < λd ≤ λd(t) ≤ λd , ∀t ∈ R+ , ∀d ∈ {1, . . . , n} . (4)
In the sequel, we denote by Λ the diagonal matrix whose elements are the infinimum bound of the velocities
Λ(t) that is
Λ = diag
(
λ1, . . . , λn
)
, (5)
and we denote Λ the diagonal matrix whose elements are the supremum bound of the velocities Λ(t) that is
Λ = diag
(
λ1, . . . , λn
)
. (6)
We denote by λ and λ respectively the smallest eigenvalues of Λ and the largest eigenvalues of Λ
λ = min
1≤i≤n
{
λi
}
, (7)
λ = max
1≤i≤n
{
λi
}
. (8)
The aim of this work is to design a switching rule which depends only on the measurement at the boundary
of the domain, in order to stabilize the system.
Indeed, hyperbolic systems, provided sensors are locally distributed, can be described with measurements
at the boundaries. In our case, the system is only observed at the point x = 1 at any time. The output is
thus defined as
w(t) = y(t, 1) . (9)
The output function is defined as soon as y(t, ·) ∈ Clpw ([0, 1] ,Rn), since the evaluation of a function in
Clpw ([0, 1] ,Rn) is well-defined at every point in [0, 1].
The switching rule σ is given as an output feedback law defined as follows
σ[w] : R+ → I
t 7→ σ[w](t) . (10)
To summarize, the process evolves in a mode, a sensor measures the state w(t) of the process at the boundary,
then depending on this output, a switching rule imposes the mode in which the system must evolve afterwards.
We make the following causality assumption on σ. For all T ∈ R+, for all w , w′ ∈ Crpw ([0, T ] ,Rn), if
w(t) = w′(t) , ∀t ∈ [0, T ] , (11)
then we get
σ[w](t) = σ [w′] (t) , ∀t ∈ [0, T ] . (12)
Let us conclude this section with a last remark.
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Remark 1. In the system of equations (1), the matrix Λ(t) is diagonal positive definite. This assumption is
made only for the sake of simplicity in our analysis. Indeed we can consider more general diagonal matrices
for Λ(t). Suppose that there exists m > 0 such that for all t ∈ R+, Λ(t) is a diagonal matrix satisfying
Λ(t) = diag(λ1(t), . . . , λn(t)) with λk ∈ L1loc (R+,R+) for k ∈ {1, . . . , n}, and 0 < λ+ ≤ λk(t) ≤ λ+ for
k ∈ {1, . . . ,m}, λ− ≤ λk ≤ λ− < 0 for k ∈ {m+ 1, . . . , n}. The matrix Λ(t) is written as
Λ(t) =
(
Λ+(t) 0m,n−m
0n−m,m Λ−(t)
)
,
where Λ+(t) and Λ−(t) are respectively diagonal positive definite matrix and diagonal negative definite
matrix. We introduce the notations y+ = (y1, . . . , ym)
>
, y− = (ym+1, . . . , yn)
>
such that y = (y+, y−)>.
The system in its general form is
∂ty(t, x) + Λ(t)∂xy(t, x) = 0 , t ∈ R+, x ∈ [0, 1] , (13)(
y+(t, 0)
y−(t, 1)
)
= Gσ(t)
(
y+(t, 1)
y−(t, 0)
)
, t ∈ R+ , (14)
y(0, x) = y0(x) , x ∈ [0, 1] , (15)
where for all i ∈ I, Gi =
(
G++i G
+−
i
G−+i G
−−
i
)
, such that G++i , G
−−
i , G
+−
i and G
−+
i are matrices respectively in
Rm×m, R(n−m)×(n−m), Rm×(n−m) and R(n−m)×m. The expression of (9) is
w(t) =
(
y+(t, 1)
y−(t, 0)
)
. (16)
By the change of variable z(t, x) =
(
y+(t,x)
y−(t,1−x)
)
we obtain a new system in the same form as (1)-(2)-(3).
2.2 Solution of the system
In this section we define the solution of the Cauchy problem associated with (1)-(2)-(3).
The solution will be defined with the classical method of characteristics (see [8] amongst other references).
Let us recall the definition of characteristic curves.
Definition 3. Given d in {1, . . . , n}, the d-th characteristic is an absolutely continuous function s 7→
Xd (s; t
?, x?) which satisfies Xd (t
?; t?, x?) = x? and the ordinary differential equation
d
ds
Xd (s; t
?, x?) = λd(s) , (17)
almost everywhere on the domain where Xd (·; t?, x?) is defined.
Definition 4. Let y0 ∈ Clpw ([0, 1] ,Rn) be given with σ ∈ Crpw (R+, I). A solution to the Cauchy problem
associated with (1)-(2)-(3) is a function y : R+ × [0, 1]→ Rn such that, for every (t?, x?) ∈ R+ × [0, 1], the
components of y are satisfying the ordinary differential equations
d
dt
yd (t,Xd (t; t
?, x?)) = 0 , (18)
for every t ≥ t?, such that Xd(t; t?, x?) ∈ [0, 1], for all d = 1, . . . , n. Moreover the function y satisfies the
initial condition for t = 0
yd(0, ·) = y0d , (19)
together with the left boundary condition
yd(·, 0) =
n∑
k=1
Gσ(t)[d, k]yk(·, 1) , (20)
for all d = 1, . . . , n.
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Before stating any results on existence and uniqueness let us give some useful notations. Let κ be the
minimum time for a characteristic whose celerity is λ to cross the spatial domain [0, 1]
κ =
1
λ
.
For p ∈ N, let ∆p ⊂ R+ be defined by
∆p = [pκ, (p+ 1)κ] . (21)
Proposition 1. Let y0 ∈ Clpw ([0, 1] ,Rn), assume the strategy σ is such that σ[v] ∈ Crpw (R+, I) for all
v ∈ Crpw (R+,Rn). Then there exists a unique solution y to the closed loop switched system (1)-(2)-(3)-(9)-
(10), and w ∈ Crpw (R+,Rn).
Proof. We proceed by induction over the time interval ∆p. The first step consists to prove that w ∈
Crpw (∆0,Rn).
For all (t, x) ∈ ∆0 × [0, 1] such that
∫ t
0
λd(s)ds ≤ x one gets, by the method of the characteristics,
yd(t, x) = yd
(
0, x−
∫ t
0
λd(s)ds
)
= y0d
(
x−
∫ t
0
λd(s)ds
)
, d = 1, . . . , n . (22)
Let t ∈ ∆0. Since for all d = 1, . . . , n and for all s ∈ [0, t], we have λd(s) ≤ λ, one gets
∫ t
0
λd(s)ds ≤ 1.
Thus, the expression of w on ∆0 is given by
wd(t) = yd(t, 1) = y
0
d
(
1−
∫ t
0
λd(s)ds
)
, d = 1, . . . , n . (23)
Since y0 is in Clpw ([0, 1] ,Rn) it is clear that w is in Crpw (∆0,Rn), hence by assumption and using the
causality property (11), (12), σ[w] ∈ Crpw (∆0, I) is uniquely defined. The solution on ∆0 is given by
yd(t, x) =
{ ∑n
k=1Gσ[w](t−τd(t,x))[d, k]wk (t− τd(t, x)) , ∀(t, x) ∈ ∆0 × [0, 1] such that
∫ t
0
λd(s)ds > x ,
y0d
(
x− ∫ t
0
λd(s)ds
)
, ∀(t, x) ∈ ∆0 × [0, 1] such that
∫ t
0
λd(s)ds ≤ x .
(24)
The function τd(t, x) is uniquely defined by the solution of the following equation∫ t
t−τd(t,x)
λd(s)ds = x . (25)
Applying the implicit function theorem we can show that τd is continuous w.r.t. the time and space variables.
Let t ∈ ∆0, since w (resp. σ[w], y0, τd) belongs to Crpw (∆0,Rn) (resp. to Crpw (∆0, I), Clpw ([0, 1] ,Rn),
and C0 (∆0 × [0, 1] ,R+)), it follows from (24) that y(t, ·) is in Clpw ([0, 1] ,Rn) for all t ∈ ∆0. This concludes
the initial step of the induction.
Suppose for p ≥ 0, w ∈ Crpw (∆p,Rn) and y(t, ·) ∈ Clpw ([0, 1] ,Rn) for all t ∈ ∆p. Taking y ((p+ 1)δ, ·)
as the initial condition of the system and applying the same arguments as above we prove that w ∈
Crpw (∆p+1,Rn) hence by assumption and using the causality property (11), (12), σ[w] ∈ Crpw (∆p+1, I)
is uniquely defined, and y exists on ∆p+1 with y(t, ·) belongs to Clpw ([0, 1] ,Rn) for all t ∈ ∆p+1,. Thus,
we proved by induction that, for each p ∈ N, w ∈ Crpw (∆p,Rn) and y exists on ∆p and y(t, ·) belongs to
Clpw ([0, 1] ,Rn). Therefore, there exists a unique solution to the switched system (1)-(2)-(3)-(9)-(10), and
w ∈ Crpw (R+,Rn). It concludes the proof of Proposition 1.
Remark 2. The solution y of Proposition 1, in general, does not depend continuously on the initial state
y0. This issue may be resolved by considering set-valued solution as in [12]. The robustness of our control
strategies will be discussed in Section 3.
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3 Stabilization
In this paper we propose three control strategies. For the first one presented below, we are able to give only
a result of global exponential stabilizability in L2-norm and the existence of solution is not obtained in a
general framework. For the next two strategies derived from the first one, we state existence, uniqueness of
solution and global convergence in L2-norm.
Let us start this section by a definition which will make clear what is meant by “convergence” for our
switched system.
Definition 5. Given a switching rule σ, the closed loop system (1)-(2)-(3)-(9)-(10) is said to be globally
exponentially convergent (in L2−norm), if there exists a positive constant α and a function g : R+ → R+,
such that for all y0 ∈ Clpw ([0, 1] ,Rn), the solution of (1)-(2)-(3)-(9)-(10) exists for all t ∈ R+ and
|y(t, ·)|L2([0,1]) ≤ e−αtg
(∣∣y0∣∣
L2([0,1])
)
, (26)
for all t ∈ R+. System (1)-(2)-(3)-(9)-(10) is said to be globally exponentially stabilizable (GES) if g can be
chosen linear.
With Definition 5 at hand, the next step is the analysis and the design of switching rules.
3.1 Lyapunov function
In this section, preliminary results on Lyapunov functions are derived. Following [4], the candidate Lyapunov
function that is considered in this paper is written as, for all y ∈ Clpw ([0, 1] ,Rn),
V (y) =
∫ 1
0
y(x)>Qy(x)e−µxdx , (27)
for a given diagonal positive definite matrix Q ∈ Rn×n and a given µ > 0.
Let y be a solution of system (1)-(2)-(3). We shall denote in the following
∀t ∈ R+ , V = V (y(t, ·)) and V˙ = d
dt
V (y(t, ·)) . (28)
With this notation we are able to state our first lemma, giving an inequality for the time derivative of V
along the solution of the switched system of conservation laws (1)-(2)-(3)-(9)-(10). This inequality will be
useful to design the switching rules, and to give the proof of global exponential convergence of the system
with them.
Lemma 1. The time derivative of the candidate Lyapunov function V along a solution of (1)-(2)-(3)-(9)-
(10) satisfies
V˙ ≤ −2αV + qσ[w](t)(w(t)) , (29)
where qi(w) = w
> [G>i QΛGi − e−µQΛ]w and α = 12µλ.
Proof. The time derivative of V along the solutions of the switched system of conservation laws (1)-(2)-(3)-
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(9)-(10) is
V˙ = 2
∫ 1
0
y(t, x)>Q∂ty(t, x)e−µxdx
= − 2
∫ 1
0
y(t, x)>QΛ(t)∂xy(t, x)e−µxdx
= − [y(t, x)>QΛ(t)y(t, x)e−µx]x=1
x=0
− µ
∫ 1
0
y(t, x)>QΛ(t)y(t, x)e−µxdx
= y(t, 0)>QΛ(t)y(t, 0)− y(t, 1)>QΛ(t)y(t, 1)e−µ − µ
∫ 1
0
y(t, x)>QΛ(t)y(t, x)e−µxdx
= y(t, 1)>
[
G>σ[w](t)QΛ(t)Gσ[w](t) −QΛ(t)e−µ
]
y(t, 1)− µ
∫ 1
0
y(t, x)>QΛ(t)y(t, x)e−µxdx .
Since Q is diagonal positive definite, using (7) it holds QΛ(t) ≥ λQ. Thus, using (5) and (6) we have
V˙ ≤ −2α
∫ 1
0
y(t, x)>Qy(t, x)e−µxdx+y(t, 1)>
[
G>σ[w](t)QΛGσ[w](t) −QΛe−µ
]
y(t, 1) = −2αV+qσ[w](t)(w(t)) ,
using the notation in (9). This concludes the proof of Lemma 1.
Remark 3. Lemma 1 still holds when Q is a symmetric, positive definite matrix such that Q and Λ(t)
commute for all t ∈ R+.
3.2 Switching strategies
3.2.1 Argmin
In this section, we consider the closed-loop dynamics of the switched system of conservation laws (1)-(2)-(3)
when using output controller (10). Following the idea developed in [9] and recalling the notation qi in Lemma
1, we define the memoryless switching rule
σ[w](t) = arg min
i∈I
qi(w(t)) . (30)
The idea of the argmin switching rule is to choose the mode which optimizes the decrease of the Lyapunov
function at any time. So we need a condition which ensures that there always exists a mode for which the
system is decreasing.
To study the convergence of the switched system of conservation laws (1)-(2)-(3)-(9)-(10) we need the
following assumption.
Assumption 1. Let Γ :=
{
γ ∈ RN
∣∣∣∑Ni=1 γi = 1, γi ≥ 0}. There exist γ ∈ Γ, a diagonal definite positive
matrix Q and a parameter µ > 0 such that
N∑
j=1
γj
(
G>j QΛGj − e−µQΛ
) ≤ 0 . (31)
Assumption 1 implies that there always exits a mode i ∈ I such that qi(w(t)) ≤ 0. Thus we can give our
first result of global exponential stabilizability of the system (1)-(2)-(3)-(9)-(10) with the argmin switching
rule.
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Remark 4. An important issue is the numerical computation of γ ∈ Γ, µ > 0 and of a diagonal positive
definite matrix Q such that Assumption 1 holds. The problem is bilinear in Q, γ and e−µ and the numerical
verification of Assumption 1 can be quite complex especially for larger N , since we need to solve a Bilinear
Matrix Inequalities (BMI) in γ, e−µ and Q. A special case is when N = 2, a solution consists in performing
a line search over the parameters γ and µ and, for each pair (γ, µ), to solve a convex problem in the variables
Q written in terms of the Linear Matrix Inequality (LMI) (31). This can be done numerically in polynomial
time. It is the approach taken for the two examples given in Section 4. See [27] for a tutorial on LMI and
BMI problems.
Proposition 2. Under Assumption 1, system (1)-(2)-(3)-(9)-(10) with switching rule (30) is such that, as
long as the solution exists,
|y(t, ·)|L2([0,1]) ≤ ce−αt
∣∣y0∣∣
L2([0,1])
, (32)
where α = 12µλ, and c > 0.
Proof. Consider the candidate Lyapunov function (27). Thanks to Lemma 1 and using the switching rule
(30) we have, along the solution y,
V˙ ≤ −2αV + qσ[w](t)(w(t)) = −2αV + min
i∈I
qi(w(t)) .
By Assumption 1 there exists γ ∈ Γ such that ∑Nj=1 γj (G>j QΛGj − e−µQΛ) ≤ 0. Therefore, ∀t ∈ R+,∑N
j=1 γjqj(w(t)) ≤ 0. Hence ∀t ∈ R+ there exists i ∈ I such that qi(w(t)) ≤ 0, which gives V˙ ≤ −2αV .
Hence V satisfies V ≤ e−2αtV (y0). Moreover there exists κ > 0 (e.g. κ could be the largest eigenvalue
of Q) such that Q ≤ κIn. Thus the inequality V ≤ κe−2αt
∣∣y0∣∣2
L2([0,1])
, holds. In the same manner, there
exists ν > 0 (e.g. ν could be the smallest eigenvalue of Q) such that νIn ≤ Q. Since there exists a
δ > 0 such that δ ≤ e−µx ≤ 1, ∀x ∈ [0, 1], the inequality νδ |y|2L2([0,1]) ≤ V holds. Finally, the inequality
|y|L2([0,1]) ≤
√
κ
νδ e
−αt ∣∣y0∣∣
L2([0,1])
holds. Therefore the switched hyperbolic system (1)-(2)-(3)-(9)-(10) is
globally exponentially stabilizable (taking g(r) =
√
κ
νδ r) with the argmin startegy. This conludes the proof
of Proposition 2.
Remark 5. The major drawback of this switching rule is the possibility of a finite time of existence for the
solution, as illustrated by the following example. Let us consider the two transport equations
∂t
(
y1
y2
)
+
(
1 0
0 1
)
∂x
(
y1
y2
)
= 0 , (33)
with the boundary matrices
G1 =
(
0.99 −0.99
0 0
)
, G2 =
(
0 0
−0.99 −0.99
)
. (34)
The initial condition is chosen as
y0(x) =
(
f(x)
x
)
, x ∈ [0, 1] , (35)
where
f(x) =
{
0 if x = 0 ,
x sin
(
1
x
)
if x 6= 0 . (36)
Assumption 1 is checked with Q = I2, µ = 10
−3 and γ1 = γ2 = 0.5
2∑
i=1
0.5
(
G>i QΛGi − e−µQΛ
)
=
(−0.0189 0
0 −0.0189
)
.
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On Figure 1 the conic regions corresponding to qi(w) < 0, i = 1, 2 are depicted, giving for the switching rule
(30),
σ[w](t) =
{
1 if w1w2 > 0 ,
2 if w1w2 < 0 .
(37)
Moreover the system trajectory for t ∈ [0, 1) is depicted on Figure 1.
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
Conic regions
Figure 1: Conic regions where each individual system is active, and the trajectory of w(t) for t ∈ [0, 1)
One can see that when the time approaches 1, with the switching rule (30) the solution cross an infinite
number of times the thin overlap region, leading to the Zeno behavior (see [18]), that is an accumulation of
switching event at a particular instant. Thus the solution is not defined for all positive time but only on
[0, 1).
3.2.2 Argmin with hysteresis
The first result shows that under Assumption 1, the switched system of conservation laws (1)-(2)-(3)-(9)-(10)
with the argmin switching rule is globally exponentially stabilizable. The limitation of this rule is a possible
fast switching behavior (see [17] and the example therein for an illustration of such behavior), and from a
theoretical point of view leading to the absence of solution beyond a given time. From a pratical point of
view this fast switching is undesirable. So the goal is to use strategies to slow down the switching. The first
one is the hysteresis strategy.
First, we will show that under this switching rule and Assumption 1 the system is well-posed.
For all t > 0 we denote by σ[w](t−) the limit from the left of t of the value of σ[w](t). Roughly speaking,
it is the value of σ[w] “just before t”.
The strategy is the following
σ[w](t) =
{
σ[w](t−) if qσ[w](t−)(w(t)) < ε(t) ,
arg min
j∈{1,...,N}
qj(w(t)) if qσ[w](t−)(w(t)) ≥ ε(t) , (38)
σ[w](0) = arg min
j∈{1,...,N}
qj(w(0)) , (39)
ε˙(t) = −ηε(t) , ε(0) > 0 , (40)
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where η is a positive coefficient such that η > 2α.
Lemma 2. Under Assumption 1 with the strategy defined in (38)–(40), if w ∈ Crpw (R+,Rn) then σ[w] ∈
Crpw (R+, I).
Proof. Let K be a compact subset of R+. Let us show that the number of discontinuities of σ[w] is finite
in K. By hypothesis w has a finite number of discontinuities on K. Let t1, . . . , tM ∈ K be these times of
discontinuity, and t0 and tM+1 are respectively the lower bound and the upper bound of the interval K.
Pick i ∈ {0, . . . ,M}. We need to estimate the number of discontinuities of σ[w] on each time interval
[ti, ti+1]. We can define w˜ as the continuation of w to the time interval [ti, ti+1] with the left limit of w in
ti+1, that is
w˜(t) = w(t) , if t ∈ [ti, ti+1) , (41)
w˜(ti+1) = lim
t→t−i+1
w(t) . (42)
The definition of Crpw (R+,Rn) insures that the left limit of w exists and that w˜ is continuous on [ti, ti+1].
The number of discontinuities of σ[w] on the time interval [ti, ti+1) is less than or possibly equal to the
number of discontinuities when considering σ [w˜] on [ti, ti+1].
Now observe that on Rn, qk is continuous, as w˜ on [ti, ti+1], thus the functions qk(w˜) are continuous on
the compact [ti, ti+1] and therefore uniformly continuous. Using the fact that there is a finite number of
functions qk (w˜) and the uniform continuity, there exists τ
∗
i > 0 such that
∀k ∈ I, ∀ tˆi, tˇi ∈ [ti, ti+1] :
∣∣tˆi − tˇi∣∣ ≤ τ∗i ⇒ ∣∣qk (w˜ (tˆi))− qk (w˜ (tˇi))∣∣ ≤ ε (ti+1) .
Due to Assumption 1, at a switching time t, qσ[w˜](t) (w˜(t)) ≤ 0, and therefore the parameter τ∗i gives a lower
bound for the distance between two switches. Thus an upper bound for the maximal number of switches on
[ti, ti+1] is given by
si =
ti+1 − ti
τ∗i
+ 1 .
To conclude we get that the number of discontinuities of σ[w] on K is bounded by
S =
M∑
i=1
si , (43)
which is finite. Note that the right continuity of σ[w] follows from the strict inequality in the first line of
(38). It concludes the proof of Lemma 2.
With the above lemma, the following theorem can be stated.
Theorem 1. Under Assumption 1, system (1)-(2)-(3)-(9)-(10) with an initial condition y0 ∈ Clpw ([0, 1] ,Rn)
and the switching rule (38)–(40) is globally exponentially convergent with α = 12µλ and g(r) = c
(
r +
√
ε(0)
)
with c > 0.
Proof. The existence and uniqueness of a solution to the system (1)-(2)-(3)-(9)-(10) with the switching rule
(38)–(40) is given by Lemma 2 and Proposition 1. Now to show that the system is globally exponentially
convergent we have to etablish relation (26). Thanks to Lemma 1 the time derivative of V along the solution
of (1)-(2)-(3)-(9)-(10) is
V˙ ≤ −2αV + qσ[w](t)(w(t)) .
Since the invariant in the argmin with hysteresis switching rule is that qσ[w](t)(w(t)) ≤ ε(t) at any time
t ∈ R+, it gives
V˙ ≤ −2αV + ε(t) . (44)
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Then using the Gronwall’s Lemma, one gets
V ≤ e−2αtV (y0)+ e−2αt ∫ t
0
e2αsε(s)ds . (45)
Using the expression of ε it follows
V ≤ e−2αtV (y0)+ ε(0)
2α− η e
−ηt − ε(0)
2α− η e
−2αt . (46)
Letting c = max
{√
κ
νδ ,
1√
νδ(η−2α)
}
one gets (26) with g(r) = c
(
r +
√
ε(0)
)
, and thus the exponential
convergence of (1)-(2)-(3)-(9)-(10) with the switching rule (38)-(40) follows. This concludes the proof of
Theorem 1.
Remark 6. Let us note that the function ε(t) > 0 is essential to have the existence of solution for all time.
Indeed, looking at the example given in Remark 5, one can see that the argmin with hysteresis strategy for
which ε(t) = 0 leads to the same problem as for the argmin strategy alone.
Robustness with respect to measurement noise
The switching rule (38)-(40) depends on the measurements at the boundary. A natural question which
arises is how the system reacts in presence of measurement noise. In order to establish a result of stability
in presence of measurement noise, let us consider system (1)-(2)-(3) with
σ(t) = σ[w + δ](t) , (47)
where w is given by (9) as before and δ ∈ Crpw (R+,Rn) is an unknown disturbance. The following assump-
tion is stated.
Assumption 2. Let Γ :=
{
γ ∈ RN
∣∣∣∑Ni=1 γi = 1, γi ≥ 0}. There exist γ ∈ Γ, a diagonal definite positive
matrix Q and a parameter µ > 0 such that
N∑
j=1
γj
(
G>j QΛGj − e−µQΛ
)
< 0 . (48)
It implies that there exists ζ > 0 such that
N∑
j=1
γj
(
G>j QΛGj − e−µQΛ
) ≤ −ζIn . (49)
This former Assumption is stronger than Assumption 1 by comparing (31) with (49). Let us consider the
switching rule adapted from (38)-(40)
σ[w + δ](t) =
 σ[w + δ](t
−) if qσ[w+δ](t−)(w(t) + δ(t)) < −ζ |w (t) + δ (t)|2 + ε(t) ,
arg min
j∈{1,...,N}
qj(w(t) + δ(t)) if qσ[w+δ](t−)(w(t) + δ(t)) ≥ −ζ |w (t) + δ (t)|2 + ε(t) , (50)
σ[w + δ](0) = arg min
j∈{1,...,N}
qj(w(0) + δ(0)) , (51)
ε˙(t) = −ηε(t) , ε(0) > 0 , (52)
where ζ and η are positive constants and η > 2α. Let us define the parameter
β = sup
t
max
i∈I
‖G>i QΛ(t)Gi − e−µQΛ(t) + ζIn‖ , (53)
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Remark 7. Note that β is the supremum of a time-dependent matrix norm. Nonetheless, this value is finite
due to the bounds (4) on the matrix Λ. For instance, one has
β ≤ max
i∈I
‖Q‖‖Λ‖‖Gi‖2 + e−µ‖Q‖‖Λ‖+ ζ . (54)
Let us state the following result.
Proposition 3. Under Assumption 2, system (1)-(2)-(3)-(9)-(47) with an initial condition y0 ∈ Clpw ([0, 1] ,Rn)
and a disturbance δ ∈ Crpw (R+,Rn) satisfying
|δ(t)| ≤ ρ |w(t)| , ∀t ∈ R+ , (55)
for a positive constant ρ such that
0 < ρ ≤
√
1 +
ζ
β
− 1 , (56)
with the switching rule (50)–(52) is globally exponentially convergent.
Proof. First note that Lemma 2 is still valid in the context of the switching rule (50)–(52) instead of (38)–(40),
for any δ ∈ Crpw (R+,Rn). Hence the existence and uniqueness of a solution to the system (1)-(2)-(3)-(9)-
(47) with the switching rule (50)–(52) is given by Lemma 2 and Proposition 1. Due to Lemma 1 the time
derivative of V is given by
V˙ ≤ −2αV + qσ[w+δ](t)(w(t)) . (57)
The quadratic term in the right-hand part of (57) can be written as
qσ[w+δ](t)(w(t)) = qσ[w+δ](t) (w(t) + δ(t))
−δ(t)>
(
G>σ[w+δ](t)QΛ(t)Gσ[w+δ](t) − e−µQΛ(t)
)
(2w(t) + δ(t)) . (58)
By Assumption 2 and (49), (50) one gets
qσ[w+δ](t)(w(t)) ≤ −ζ |w(t) + δ(t)|2 + ε(t)
−δ(t)>
(
G>σ[w+δ](t)QΛ(t)Gσ[w+δ](t) − e−µQΛ(t)
)
(2w(t) + δ(t)) . (59)
Expanding −ζ |w(t) + δ(t)|2 one has
qσ[w+δ](t)(w(t)) ≤ −ζ |w(t)|2 + ε(t)− ζ |δ(t)|2 − 2ζδ(t)>w(t)
−δ(t)>
(
G>σ[w+δ](t)QΛ(t)Gσ[w+δ](t) − e−µQΛ(t)
)
(2w(t) + δ(t)) . (60)
Rearranging the three last terms of (60) as follows
−ζ |δ(t)|2 − 2ζδ(t)>w(t)− δ(t)>
(
G>σ[w+δ](t)QΛ(t)Gσ[w+δ](t) − e−µQΛ(t)
)
(2w(t) + δ(t))
= −δ(t)>
(
G>σ[w+δ](t)QΛ(t)Gσ[w+δ](t) − e−µQΛ(t) + ζIn
)
2w(t)
−δ(t)>
(
G>σ[w+δ](t)QΛ(t)Gσ[w+δ](t) − e−µQΛ(t) + ζIn
)
δ(t)
= −δ(t)>
(
G>σ[w+δ](t)QΛ(t)Gσ[w+δ](t) − e−µQΛ(t) + ζIn
)
(2w(t) + δ(t)) , (61)
we get
qσ[w+δ](t)(w(t)) ≤ −ζ |w(t)|2 + ε(t)
−δ(t)>
(
G>σ[w+δ](t)QΛ(t)Gσ[w+δ](t) − e−µQΛ(t) + ζIn
)
(2w(t) + δ(t)) . (62)
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Using (62), (53) and (55) we get
qσ[w+δ](t)(w(t)) ≤
(
βρ2 + 2βρ− ζ) |w(t)|2 + ε(t) . (63)
In order to have qσ[w+δ](t)(w(t)) ≤ ε(t) we need βρ2 + 2βρ − ζ ≤ 0. This expression is a polynomial in ρ.
Computing the discriminant one gets
∆ = 4β2 + 4βζ > 0 . (64)
Then there exists two real roots for this polynomial. Since the constant term is negative, the two roots have
opposite sign. Hence there exists ρ such that
0 < ρ ≤
√
1 +
ζ
β
− 1 , (65)
for which one has qσ[w+δ](t)(w(t)) ≤ ε(t). The end of the proof follows the proof of Theorem 1. This concludes
the proof of Proposition 3.
3.2.3 Argmin, hysteresis and filter
Thanks to Lemma 1 it holds along the solutions of (1)-(2)-(3)-(9)-(10)
V˙ ≤ −2αV + qσ[w](t)(w(t)) . (66)
Keeping in mind the objective of decreasing the number of switches, a low-pass filter is added to the switching
rule (38)–(40): instead of imposing that qσ[w](t)(w(t)) ≤ ε(t) at any time t ≥ 0, we just impose that a weighted
averaged value of qσ[w](s)(w(s)) is less than ε(t).
Let us define a function m ∈ Crpw (R+,R) and a switching rule σ[w] such that
m(0) = 0 , (67)
lim
τ→t+
m(τ) =
{
m(t) if m(t) < ε(t) ,
0 m(t) = ε(t) ,
(68)
σ[w](t) =
{
σ[w](t−) if m(t) < ε(t) ,
arg min
j∈{1,...,N}
qj(w(t)) if m(t) = ε(t) , (69)
σ[w](0) = arg min
j∈{1,...,N}
qj(w(0)) , (70)
ε˙(t) = −ηε(t) , ε(0) > 0 , (71)
where η is such that η > 2α, α = 12µλ. On the intervals where m is continuous, the time derivative of m is
the solution of the following Cauchy problem
m˙(t) = −2αm(t) + qσ[w](tk)(w(t)) , t ∈ [tk, ttk+1) , (72)
m(tk) = 0 . (73)
Thus the solution is
m(t) = e−2αt
∫ t
tk
e2αsqσ[w](tk)(w(s))ds , t ∈ [tk, tk+1) . (74)
To sum up the control consists in keeping m(t) negative or zero at any time. The motivation for the
choice of the function m comes from Gronwall’s inequality [see for example [8, pages 708-709]].
The following lemma holds for the switching rule (67)–(71).
Lemma 3. Under Assumption 1 with the strategy (67)–(71), if w ∈ Crpw (R+,Rn) then σ[w] ∈ Crpw (R+, I).
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Proof. Let K be a compact subset of R+. Let us show that the number of discontinuities of σ[w] is finite
in K. By hypothesis w has a finite number of discontinuities on K. Let t1, . . . , tM ∈ K be these times of
discontinuity, and t0 and tM+1 are respectively the lower bound and the upper bound of the interval K.
The lines to prove the result are similar to those of the proof of Lemma 2. In the same fashion we consider
the continuation of w, instead of w itself. But for the sake of simplicity we keep w in our notation.
Pick i ∈ {0, . . . ,M}. Observe that on Rn, qk is continuous, as w on [ti, ti+1], thus the functions qk(w)
are continuous on the compact [ti, ti+1] and therefore uniformly continuous. Using the fact that there is a
finite number of functions qk (w) and the uniform continuity, there exists τ
∗
i > 0 such that
∀k ∈ I, ∀ tˆi, tˇi ∈ [ti, ti+1] :
∣∣tˆi − tˇi∣∣ ≤ τ∗i ⇒ ∣∣qk (w (tˆi))− qk (w (tˇi))∣∣ ≤ ε(ti+1) .
Without loss of generality we can choose τ∗i such that 1− 2α ≤ e−2ατ
∗
i . Assume t¯ ∈ [ti, ti+1] is a switching
time, hence by Assumption 1 it holds qσ[w](t¯)(w(t¯)) ≤ 0, and one gets
∀tˆ ∈ [t¯, ti+1] :
∣∣t¯− tˆ∣∣ ≤ τ∗i ⇒ ∣∣qσ[w](t¯) (w (t¯))− qσ[w](t¯) (w (tˆ))∣∣ ≤ ε(ti+1) . (75)
The last inequality is equivalent to
− ε(ti+1) + qσ[w](t¯) (w (t¯)) ≤ qσ[w](t¯)
(
w
(
tˆ
)) ≤ ε(ti+1) + qσ[w](t¯) (w (t¯)) . (76)
Since qσ[w](t¯) (w (t¯)) ≤ 0 one gets
qσ[w](t¯)
(
w
(
tˆ
)) ≤ ε (ti+1) . (77)
With (77) one gets
e−2αtˆ
∫ tˆ
t¯
e2αsqσ[w](t¯) (w(s)) ds ≤ e−2αtˆε (ti+1)
∫ tˆ
t¯
e2αsds , ∀tˆ ∈ [t¯, t¯+ τ∗i ] . (78)
From (78) it follows
m
(
tˆ
) ≤
(
1− e−2α(tˆ−t¯)
)
2α
ε (ti+1) ≤ ε (ti+1) , ∀tˆ ∈ [ti, ti+1] . (79)
Thus, the next switching time after t¯ cannot appear before a time τ∗i . Then an upper bound for the maximal
number of switches on [ti, ti+1] is given by
si =
ti+1 − ti
τ∗i
+ 1 .
To conclude we get that the number of discontinuities of σ[w] on K is bounded by
S =
M∑
i=1
si , (80)
which is finite. The right continuity of σ[w] follows from the strict inequality in the first line of (69). This
concludes the proof of Lemma 3.
As in the last strategy we are able to give a result of global exponential convergence with the switching
rule (67)–(71).
Theorem 2. Under Assumption 1, system (1)-(2)-(3)-(9)-(10) with an initial condition y0 ∈ Clpw ([0, 1] ,Rn)
and the switching rule (67)–(71) is globally exponentially convergent with α = 12µλ and g(r) = c
(
r +
√
ε(0)
)
with c > 0.
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Proof. The existence and uniqueness of a solution to the system (1)-(2)-(3)-(9)-(10) with the switching rule
(67)–(71) is given by Lemma 3 and Proposition 1. Now to show that the system is globally convergent we
have to etablish relation (26). Thanks to Lemma 1 the time derivative of V along the solution of the system
(1)-(2)-(3)-(9)-(10) is given by
V˙ ≤ −2αV + qσ[w](t)(w(t)) .
Thanks to differential form of Gronwall’s Lemma one gets
V ≤ e−2αtV (y0)+ e−2αt ∫ t
0
e2αsqσ[w](s)(w(s))ds . (81)
Using the linearity of the integral one gets
V ≤ e−2αtV (y0)+ e−2αt(k−1∑
i=0
∫ ti+1
ti
e2αsqσ[w](ti)(w(s))ds+
∫ t
tk
e2αsqσ[w](tk)(w(s))ds
)
, (82)
where the tis are the switching times of σ[w], t lies in a interswitching interval (tk, tk+1). Let us point out
that the number of them is finite thanks to Lemma 3. Since ε(ti+1) = e
−2αti+1 ∫ ti+1
ti
e2αsqσ[w](ti)(w(s))ds,
one gets
V ≤ e−2αtV (y0)+ e−2αt(k−1∑
i=0
e2αti+1ε(ti+1) +
∫ t
tk
e2αsqσ[w](tk)(w(s))ds
)
. (83)
Using the positivity and the continuity of ε, and the switching rule (67)–(71) we have the following inequality
for all t ∈ (tk, tk+1)
V ≤ e−2αtV (y0)+ e−2αt(∫ tk
0
e2αsε(s)ds+ e2αtε(t)
)
. (84)
Using the positivity of ε one gets
V ≤ e−2αtV (y0)+ e−2αt(∫ tk
0
e2αsε(s)ds+
∫ t
tk
e2αsε(s)ds+ e2αtε(t)
)
,
V ≤ e−2αtV (y0)+ (1 + 1
2α− η
)
ε(0)e−ηt − ε(0)
2α− η e
−2αt .
Letting c = max
{√
κ
νδ ,
√
η−2α+1
νδ(η−2α)
}
one gets (26) with g(r) = c
(
r +
√
ε(0)
)
, and thus the global exponen-
tial convergence of (1)-(2)-(3)-(9)-(10) with the switching rule (69) follows.
This concludes the proof of Theorem 2.
Robustness with respect to measurement noise
Motivated by the idea to insure the stability with respect to measurement noise, we consider system (1)-(2)-
(3) -(9)-(47) with the switching rule
m(0) = 0 , (85)
lim
τ→t+
m(τ) =
{
m(t) if m(t) < −ζe−2αt ∫ t
tk
e2αs |w(s) + δ(s)|2 ds+ ε(t) ,
0 m(t) = −ζe−2αt ∫ t
tk
e2αs |w(s) + δ(s)|2 ds+ ε(t) , (86)
σ[w + δ](t) =
 σ[w + δ](t
−) if m(t) < −ζe−2αt ∫ t
tk
e2αs |w(s) + δ(s)|2 ds+ ε(t) ,
arg min
j∈{1,...,N}
qj (w(t) + δ(t)) if m(t) = −ζe−2αt
∫ t
tk
e2αs |w(s) + δ(s)|2 ds+ ε(t) , (87)
σ[w + δ](0) = arg min
j∈{1,...,N}
qj (w(0) + δ(0)) , (88)
ε˙(t) = −ηε(t) , ε(0) > 0 , , (89)
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where tk is the first instant before t for which m vanishes and η is such that η > 2α, α =
1
2µλ. On the
intervals where m is continuous, the time derivative of m is the solution of the following Cauchy problem
m˙(t) = −2αm(t) + qσ[w+δ](tk) (w(t) + δ(t)) , t ∈ [tk, tk+1) , (90)
m (tk) = 0 . (91)
Thus the solution is
m(t) = e−2αt
∫ t
tk
e2αsqσ[w+δ](s) (w(s) + δ(s)) ds , t ∈ [tk, tk+1) . (92)
Let us state the following result.
Proposition 4. Under Assumption 2, system (1)-(2)-(3)-(9)-(47) with an initial condition y0 ∈ Clpw ([0, 1] ,Rn)
and a disturbance δ ∈ Crpw (R+,Rn) satisfying
|δ(t)| ≤ ρ |w(t)| , ∀t ∈ R+ , (93)
for a positive constant ρ such that
0 < ρ ≤
√
1 +
ζ
β
− 1 , (94)
with the switching rule (85)–(89) is globally exponentially convergent.
Proof. First note that Lemma 3 is still valid in the context of the switching rule (85)–(89) instead of (67)–(71),
for any δ ∈ Crpw (R+,Rn). Hence the existence and uniqueness of a solution to the system (1)-(2)-(3)-(9)-
(47) with the switching rule (85)–(89) is given by Lemma 3 and Proposition 1. Due to Lemma 1 the time
derivative of V is given by
V˙ ≤ −2αV + qσ[w+δ](t)(w(t)) . (95)
Thank to differential form of Gronwall’s Lemma one gets
V ≤ e−2αtV (y0)+ e−2αt ∫ t
0
e2αsqσ[w+δ](s)(w(s))ds . (96)
Using (58), relation (96) becomes
V ≤ e−2αtV (y0)+ e−2αt ∫ t
0
e2αsqσ[w+δ](s) (w(s) + δ(s)) ds
−e−2αt
∫ t
0
e2αsδ(s)>
(
G>σ[w+δ](s)QΛ(t)Gσ[w+δ](s) − e−µQΛ(t)
)
(2w(s) + δ(s)) ds . (97)
Let us denote the second term in the right-hand side of (97) by R(t). Using the linearity of the integral one
gets
R(t) = e−2αt
(
k−1∑
i=0
∫ ti+1
ti
e2αsqσ[w+δ](s) (w(s) + δ(s)) ds+
∫ t
tk
e2αsqσ[w+δ](s)(w(s) + δ(s))ds
)
ds . (98)
where the tis are the switching times of σ[w+δ], t lies in a interswitching interval (tk, tk+1). Let us point out
that the number of them is finite thank to Lemma 3. Sincem (ti+1) = −ζe−2αti+1
∫ ti+1
ti
e2αs |w(s) + δ(s)|2 ds+
ε (ti+1), (98) becomes
R(t) = e−2αt
(
k−1∑
i=0
−ζ
∫ ti+1
ti
e2αs |w(s) + δ(s)|2 ds+ e2αti+1ε (ti+1) +
∫ t
tk
e2αsqσ[w+δ](s)(w(s) + δ(s))ds
)
= −ζe−2αt
∫ tk
0
e2αs |w(s) + δ(s)|2 ds
+e−2αt
(
k−1∑
i=0
e2αti+1ε (ti+1) +
∫ t
tk
e2αsqσ[w+δ](s)(w(s) + δ(s))ds
)
. (99)
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Using the positivity and the continuity of ε, and the switching rule (85)–(89) we have the following inequality
for all t ∈ (tk, tk+1)
R(t) ≤ −ζe−2αt
∫ t
0
e2αs |w(s) + δ(s)|2 ds+ e−2αt
∫ t
0
e2αsε(s)ds . (100)
Hence
V ≤ e−2αtV (y0)− ζe−2αt ∫ t
0
e2αs |w(s) + δ(s)|2 ds+ e−2αt
∫ t
0
e2αsε(s)ds (101)
−e−2αt
∫ t
0
e2αsδ(s)>
(
G>σ[w+δ](s)QΛ(t)Gσ[w+δ](s) − e−µQΛ(t)
)
(2w(s) + δ(s)) ds . (102)
By the proof of Proposition 3 we know that
−e−2αt
∫ t
0
e2αsδ(s)>
(
G>σ[w+δ](s)QΛ(t)Gσ[w+δ](s) − e−µQΛ(t)
)
(2w(s) + δ(s)) ds
−ζe−2αt
∫ t
0
e2αs |w(s) + δ(s)|2 ds ≤ (βρ2 + 2βρ− ζ) e−2αt ∫ t
0
e2αs |w(s)|2 ds . (103)
Analogously to the proof of Proposition 3, the polynomial βρ2 + 2βρ− ζ in ρ has a positive root given by
ρ =
√
1 +
ζ
β
− 1 . (104)
Hence for all choice of ρ such that (94) holds we get
V ≤ e−2αtV (y0)+ e−2αt ∫ t
0
e2αsε(s)ds . (105)
The end of the proof follows the proof of Theorem 2. This concludes the proof of Proposition 4.
4 Examples
4.1 Abstract example
The merits of the three switching rules have been illustrated in [17], though the velocities were constant and
ε(t) ≡ 0. To illustrate Proposition 3 and 4, let us consider system (1)-(2)-(3) with two modes (I = {1, 2}).
The initial conditions are selected as the first three elements of an orthonormal basis of L2([0, 1],R2). More
specifically the following three initial conditions
y0k(x) =
( √
2 sin((2k − 1)pix)√
2 sin(2kpix)
)
, k = 1, 2, 3, (106)
are considered. The matrix of the system (1) is given by
Λ(t) = diag (0.5 + 0.05 sin(10t), 0.5 + 0.05 cos(10t)) , t ∈ R+ . (107)
Thanks to a result of [4], boundary matrices Gi which destabilize the unswitched system must satisfy
ρ(|Gi|) > 11. The instability of the system with the proposed matrices is checked numerically with a
Weighted Essentially Non Oscillatory scheme (see [19]). Boundary matrices G1 and G2 are proposed as
G1 =
(
1.1 0
−0.3 0.1
)
, G2 =
(
0 0.2
0.1 −1.05
)
. (108)
1For the time-invariant velocity case that is Λ(t) ≡ Λ, one has: if ρ (|G|) < 1 then the system (1), (2) is exponentially stable
(see for instance [4]). Since the velocity perturbation is “small” it is natural to search matrices G which do not satisfy the
previous condition in order to destabilize the system. For more discussions about conditions on G see [4].
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The respective spectrum of |G1| and |G2| is {0.1; 1.1} and {−0.0187; 1.0687}.
To illustrate our result of robustness let us set ζ = 0.07, µ = 0.01, Q = diag (1.1231, 1). With γ1 = 0.5
(hence γ2 = 0.5) it is obtained
2∑
i=1
γi
(
G>i QΛGi − e−µQΛ + ζI2
)
=
( −0.0292 −0.0371
−0.0371 −0.0572
)
.
The eigenvalues of the previous matrix are -0.0829 and -0.0035. Therefore it is a symmetric negative definite
matrix, and Assumption 2 is satisfied. The computation of β gives 0.5405. One set the error margin as the
maximum margin allowed by Proposition 3, that is ρ = 6.28%.
See Figure 2 for the time evolution of the solution with constant control input i = 1 and the initial
condition y02 where the instability is observed.
The function ε used in the switching rules (50)–(52) and (85)–(89) is chosen to be
ε(t) = 10−3e−t, t ∈ R+ . (109)
The measurement noise is chosen as follows
δ(t) = ‖w(t)‖ρ (cos(t), sin(t))> . (110)
As it was expected the solution is stabilized when switching rules (50)–(52) and (85)–(89) are applied
to the system under measurement noise. Figure 3 shows the time evolution of the two components of the
solution with the switching rules (50). Numerically the rate of convergence α is equal to 0.4327.
Figure 2: Time evolution of the first component y1 (left) and of the second component y2 (right) of the
solution of the unswitched system (1)-(2)-(3) with the active mode i = 1.
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Figure 3: Time evolution of the first component y1 (left) and of the second component y2 (right) of the
solution of (1)-(2)-(3)-(9)-(10) with the switching rule (50)–(52) with measurement noise (110).
For a discussion on the impact of the µ parameter on the rate of convergence, and the number of switches
per time unit, see [17].
4.2 Application: switched boundary controllers for the Saint-Venant equations
4.2.1 Saint-Venant equations for a network of open channels
The previous illustration was motivated by theoretical objectives. In this section, we introduce a more
physical system. Let us consider a cascade ofM canal reaches. Each reach is a one-dimensional pool with a
rectangular cross-section, a unit width and a zero slope. Moreover we suppose that each reach has the same
length L. Besides, the friction effects due to the walls are neglected. The dynamics of the system in each
reach is then given by the so-called Saint-Venant equations
∂t
(
Hi
Vi
)
+ ∂x
(
HiVi
V 2i
2 + gHi
)
= 0 , x ∈ (0, L) , i = 1, . . . ,M , (111)
where Hi and Vi denoted respectively the water depth and the velocity in the reach i. In those equations g
is the gravity constant. Moreover the flow-rate in these pools can be defined by
Qi(t, x) = Hi(t, x)Vi(t, x) , i = 1, . . . ,M . (112)
In order to have a linear hyperbolic system in the form (1)-(2)-(3), we linearized the system around a
steady-state and made the system dimensionless in the space variable. A steady-state solution is a constant
solution
Hi(t, x) = H
∗
i , Vi(t, x) = V
∗
i , i = 1, . . . ,M , ∀t ∈ R+ , ∀x ∈ [0, L] .
The steady-state flow is assumed to be subcritical or fluvial that is
gH∗i − V ∗
2
i > 0 . (113)
4.2.2 Linearization
We define the deviations of the state Hi(t, x), Vi(t, x), i = 1, . . . ,M, w.r.t. the steady-state as
hi(t, x) = Hi(t, x)−H∗i , (114)
vi(t, x) = Vi(t, x)− V ∗i . (115)
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Let us turn to dimensionless form. We define the new variable
x˜ =
x
L
. (116)
Then, for each reach i, the system (111) linearized around the steady-state, is expressed with the new space
variable x˜ as
∂tζ˜i + A˜i(ζ˜∗i )∂x˜ζ˜i = 0 , i = 1, . . . ,M , (117)
where
ζ˜i =
(
h˜i
v˜i
)
, A˜i
(
ζ˜∗i
)
=
(
V ∗i
L
H∗i
L
g
L
V ∗i
L
)
, h˜i(t, x˜) = hi(t, Lx˜) , v˜i(t, x˜) = vi(t, Lx˜) .
The eigenvalues λi and λi+M, i = 1, . . . ,M, of A˜i(ζ˜∗i ) are
λi =
1
L
(
V ∗i +
√
gH∗i
)
, λi+M =
1
L
(
V ∗i −
√
gH∗i
)
.
Under the condition (113) the system is strictly hyperbolic with
λi+M < 0 < λi , i = 1, . . . ,M .
The corresponding left eigenvectors of A˜i are
li =
(√
g
H∗i
, 1
)
, li+M =
(
−
√
g
H∗i
, 1
)
.
Multiplying (117) by li and li+M, the subsystems (117) are rewritten in the characteristic coordinates
∂tyi + Aˆi (y
∗
i ) ∂xyi = 0 , (118)
where yi = (yi, yi+M)
>
is such that
yi =
√
g
H∗i
h˜i + v˜i , (119)
yi+M = −
√
g
H∗i
h˜i + v˜i , (120)
and Aˆi (y
∗
i ) = diag (λi, λi+M). Conversely v˜i and h˜i can be expressed in function of yi and yi+M
h˜i =
1
2
√
H∗i
g
(yi − yi+M) , (121)
v˜i =
1
2
(yi + yi+M) . (122)
We introduce the vectors y+ = (y1, . . . , yM)
>
and y− = (y1+M, . . . , y2M)
>
, and we denoted y = (y+, y−)>
the solution to the whole system
∂ty + Λ∂xy = 0 , (123)
where Λ = diag (λ1, . . . , λ2M).
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4.2.3 Boundary conditions
System (123) is subject to a set of boundary conditions, as in [2]. First of all there are M− 1 conditions
which express the flow conservation between the pools
Hi(t, 1)Vi(t, 1) = Hi+1(t, 0)Vi+1(t, 0) , i = 1, . . . ,M− 1 . (124)
Then one adds a condition which imposes the inflow rate
H1(t, 0)V1(t, 0) = Q0(t) . (125)
In the next we impose a constant inflow rate, that is Q0(t) = Q
∗ = H∗1V
∗
1 . The lastM boundary conditions
are given by the gate operations. We are considering underflow sluice gates with corresponding gate openings
uji for reach i ∈ {1, . . . ,M} in mode j ∈ I. The discharge relationship is given by
Hi(t, 1)Vi(t, 1) = u
j
iµ0l
√
2g (Hi(t, 1)−Hi+1(t, 0)) , i = 1, . . . ,M− 1 , (126)
where µ0 is a positive constant coefficient and l is the channel width (here l = 1 m). For the last gate we
have
HM(t, 1)VM(t, 1) = u
j
Mµ0l
√
2g (HM(t, 1)−Hdown) , (127)
where Hdown > 0 denotes the constant downstream water level. In the Riemann coordinates, boundary
conditions (126) and (127) are equivalent to
yi+M(t, 1) = −kji yi(t, 1) , i = 1, . . . ,M , j = 1, . . . , N , (128)
for a suitable choice of the control actions uji (t),
uji (t) =
Hi(t, 1)
((
1−kji
1+kji
)√
g
H∗i
(Hi(t, 1)−H∗i ) + V ∗i
)
µ0l
√
2g (Hi(t, 1)−Hi+1(t, 0))
, i = 1, . . . ,M− 1 , (129)
ujM(t) =
HM(t, 1)
((
1−kjM
1+kjM
)√
g
H∗M
(HM(t, 1)−H∗M) + V ∗M
)
µ0l
√
2g (HM(t, 1)−Hdown)
. (130)
The values kji are tuning parameters. Obviously the control actions are well defined only if Hi(t, 1) >
Hi+1(t, 0) for all i = 1, . . . ,M− 1 and HM(t, 1) > Hdown. The linearization of the boundary conditions
provided N matrices such that(
y+(t, 0)
y−(t, 1)
)
=
(
G++j G
+−
j
G−+j G
−−
j
)(
y+(t, 1)
y−(t, 0)
)
, t ∈ [tj , tj+1] . (131)
Denoted Gj =
(
G++j G
+−
j
G−+j G
−−
j
)
. The matrices G−+j and G
−−
j are given by conditions (128) as
G−+j = diag {−ki, i = 1, . . . ,M} , G−−j = 0 , j = 1, . . . , N . (132)
The conditions (124) and (125) give the following expression for the matrices G+−j
G+−j = diag
{
λi+M
λi
, i = 1, . . . ,M
}
, j = 1, . . . , N . (133)
Finally, the matrices G++j are obtained thanks to the conditions (124) and (128) as
G++j [i+ 1, i] =
(
λi + k
j
iλi+M
)
λi+1
√
H∗i
H∗i+1
and 0 elsewhere , i = 1, . . . ,M . (134)
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4.2.4 Simulation experiments
The switched strategies developped in this paper are now tested with some numerical simulations in the
case presented above. To this end, we consider two pools whose parameters are L = 1000 m, width l = 1
m, Hdown = 0.2 m, µ0 = 0.4, (H
∗
1 , H
∗
2 ) = (2.5, 1) m and Q
∗ = 1 m3.s−1. The initial conditions are, for
x ∈ [0, L], (H1(0, x), H2(0, x)) = (4, 1.4) m, Q(0, x) = 2 m3.s−1. There are two modes. The control gains
associated to each mode are
(
k11, k
1
2
)
= (1, 0.2) and
(
k21, k
2
2
)
= (0.2, 1). The velocities are constant.
Assumption 1 is satisfied with µ = 0.775, Q = 103diag (1.448, 0.001, 2.674, 0.001) and γ1 = 0.95.
The Saint-Venant equations are integrated numerically using the same scheme as in the Section 4.1.
In Figure 4, the evolution of the function V is represented for the argmin and the argmin with hysteresis
switching rules, with the constant mode σ(t) = 1 and with the constant mode σ(t) = 2. In this figure, we
can observe that the switching strategies stabilize the system, and more importantly seem to improve the
convergence of the system to the desired steady-state. Moreover, the switching signal for the argmin with
hysteresis switching rule is displayed. It can be observed that the system keeps the mode 1 during the first
1200 s, and then start to switch. Numerically, we observe that this behavior corresponds to the choice of
stabilizing the first pool then the second one. Indeed the mode i = 1 is the most efficient to stabilize the
first pool. The argmin with hysteresis and filter keeps the mode 2.
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Figure 4: Evolution of the function V (semilog scale) and of σ[w] for the argmin with hysteresis switching
rule. Legend: square marker for constant mode σ(t) = 1, star marker for constant mode σ(t) = 2, circle
marker for the argmin with hysteresis switching rule and diamond marker for the argmin switching rule.
5 Conclusion
In this paper, three switching rules to stabilize hyperbolic systems of conservation laws of the form (1)-(2)-
(3) have been derived. These switching rules correspond to an output feedback law. The analysis of global
exponential convergence is based on Lyapunov technique. This method has been adapted to the design
problem of a stabilizing switching rule. The three switched controllers gave different performances which
have been discussed and compared by some numerical simulations, especially with a network of open-channels
governed by the Saint-Venant equations.
The first switching rule is based on an argmin computation. It allows to maximize the decay rate of the
Lyapunov function at any time. In order to decrease the number of switches in a time interval, a hysteresis
strategy to this rule was added. It means that the system stays in the current mode, as long as the Lyapunov
function decreases. In order to reduce again the number of switches a low-pass filter was added to the former
rule. We have proved the well-posedness with the argmin with hysteresis strategy and with the argmin,
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hysteresis and filter strategy. A sufficient condition on the matrices Gi, Λ and Λ has been derived to get
the global exponential convergence of the system with these three switching rules. With mild modifications
on the former sufficient condition, and on the argmin with hysteresis and argmin, hysteresis and filter, it
has been proved that the system is exponentially convergent in presence of measurement noise with these
switching rules.
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