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RANDOM MOTION ON FINITE RINGS, I: COMMUTATIVE RINGS
ARVIND AYYER AND POOJA SINGLA
Abstract. We consider irreversible Markov chains on finite commutative rings ran-
domly generated using both addition and multiplication. We restrict ourselves to the
case where the addition is uniformly random and multiplication is arbitrary. We first
prove formulas for eigenvalues and multiplicities of the transition matrices of these chains
using the character theory of finite abelian groups. The examples of principal ideal rings
(such as Zn) and finite chain rings (such as Zpk ) are particularly illuminating and are
treated separately. We then prove a recursive formula for the stationary probabilities for
any ring, and use it to prove explicit formulas for the probabilities for finite chain rings
when multiplication is also uniformly random. Finally, we prove constant mixing time
for our chains using coupling.
1. Introduction
Random walks on general groups are an extremely well-studied subject, and even those
on finite groups have been explored in great detail, with some results appearing as early
as the 1950s [19]. The subject acquired a life of its own starting with the work of Diaconis
and Shashahani [16], where probabilistic questions were answered by appealing to the
representation theory of the symmetric group. See [15, 26] for generalizations in this
direction.
A concept more general than a random walk is a Markov chain, wherein the probability
of being in a future state depends on the past only through the present state. A random
walk is then a Markov chain which has the additional property of reversibility (see Defi-
nition 5.2). In parallel with random walks on groups, there has been a growing interest
in Markov chains on finite semigroups and monoids, such as the Markov chain on the
symmetric group known as the Tsetlin library [29, 20]. A far-reaching generalization of
the latter on hyperplane arrangements [9] led to a systematic study of Markov chains on
monoids known as left-regular bands [11]. This has since been extended to a more general
class known as R -trivial monoids [5, 28].
In a similar vein, Markov chains on Zn [12, 21, 8] and on Zkp [22, 3, 2] generated by
affine random transformations have also been studied. A generalization in this direction
is the recent study of very general Markov chains on modules of finite rings [7].
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2 ARVIND AYYER AND POOJA SINGLA
In this work, we study Markov chains on finite commutative rings generated simul-
taneously by both addition and multiplication operations as follows. At each step, we
choose either to add or multiply the current state with an element of the ring according
to a coin toss. The addition is done according to the uniform distribution on the ring,
and multiplication according to an arbitrary distribution. Although we will mostly work
on rings with identity, results for rings without identity can also be deduced similarly;
see Remark 4.6. We will be interested in the stationary distribution of these chains and
their convergence here. Results about Markov chains on noncommutative finite rings will
appear in a subsequent work [6].
The plan of the article is as follows. We will give the basic definitions and summarize
the main results in Section 2. We begin with preliminaries in Section 3. Readers familiar
with the basics of finite commutative rings can skip this section. In Section 4, we will
prove a general formula for the eigenvalues (and multiplicities) of the transition matrix
of the chain. This is related to the Markov chains on semigroups stated above; see the
discussion after Proposition 2.2. In Section 5, we will prove the formula for the stationary
distribution for general rings. Lastly, we will show that our chains mix in constant time
in Section 6. We will end with related open questions in Section 7.
2. Definitions and summary of results
Let R be a finite commutative ring with identity and let |R| denote its cardinality.
We will define a discrete-time Markov chain (Xn)n∈Z+ with state space R which uses
its ring structure. The informal description of the chain is as follows. Suppose we are at
a certain state r ∈ R at some time. At the next time step, we toss a biased coin with
Heads probability α . If the coin lands Heads, we pick a uniformly random element of R
and add it to r . If it lands Tails, we pick an element from R according to an arbitrary
distribution and multiply it to r .
To describe the transition probabilities of this chain more formally, we will define a
probability distribution on the product space
SR = { (?, r) | ? ∈ {×,+}, r ∈ R}
as follows. The marginal distribution on ? is given by
(2.1) P(?) =
{
α if ? = +,
1− α if ? = ×,
where α ∈ (0, 1] and the conditional distribution on R is
(2.2) P(X = r | ?) =

1
|R| if ? = +,
βr if ? = ×,
where βr ∈ [0, 1] for each r and
∑
r βr = 1 . Let (?, r) be sampled from this distribution.
We then have the following Markov chain (Xn)n∈Z+ on the state space R given by
(2.3) Xn+1 = Xn ? r.
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We will also consider this Markov chain where multiplication is also performed in a uni-
formly random manner. To distinguish the two, we will denote the latter by (X
(u)
n )n∈Z+ .
That is to say,
(2.4) X
(u)
n+1 = X
(u)
n ? r,
where ? is still chosen according to (2.1), but the conditional distributions are the same,
i.e.,
P(X = r | ?) = P(X = r) = 1
r
.
In other words, the distribution here on SR is a product distribution of Bernoulli(α) on
{+,×} and the uniform distribution on R .
Unless explicitly specified, we will be talking about the chain (Xn)n∈Z+ . For a, b ∈ R ,
we will denote the probability of making a single-step transition from a to b in R by
P(a→ b) . Let MR = (P(a→ b))a,b∈R be the transition matrix of (Xn)n∈Z+ using some
ordering of R . Thus, MR is a row-stochastic matrix, that is, a matrix of nonnegative
entries whose rows sum to 1. More precisely, let 1m be the column vector of size m
consisting of all 1’s and consider the matrix BR = (βa,b)a,b∈R with βa,b =
∑
a x= b βx .
Then
(2.5) MR =
α
|R| 1|R|1
tr
|R| + (1− α)BR.
Roughly, a Markov chain is said to be irreducible if there is a positive probability to get
from any state in the chain to any other state in the future. An irreducible Markov chain
is said to be aperiodic if the greatest common divisor of the set of return times to any
state is 1. See [23] for the precise definitions. Since each entry of MR is nonzero, we
immediately have the following result.
Proposition 2.1. For α ∈ (0, 1] , the Markov chain (Xn)n∈Z+ is irreducible and aperi-
odic.
By standard theory (see, for example, [23, Theorem 4.9]), it follows that (Xn)n∈Z+
has a unique stationary distribution (see Definition 5.1) denoted by pi . The stationary
probability of an element x ∈ R will be denoted by pi(x) . We will consider pi as a
row-vector ordered in the same basis as for MR .
We are going to be interested in the eigenvalues of MR and the following result tells us
that we only need to consider the semigroup action on R by multiplication. Since the βr ’s
are nonnegative and sum to one, BR has the largest eigenvalue 1 by the Perron-Frobenius
theorem.
Proposition 2.2 ([17, Corollary 3.1]). Let λ1 = 1, λ2, . . . , λ|R| be the eigenvalues of BR
counted with multiplicity. Then the eigenvalues of MR are λ1 = 1, (1 − α)λ2, . . . , (1 −
α)λ|R| counted with multiplicity.
In view of the above proposition, to determine eigenvalues and their multiplicities it is
sufficient to consider the random walk on the semigroup R under multiplication. It is
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well known that eigenvalues of BR are the same as that of the operator of the semigroup
algebra C[R] obtained by multiplying on the left by
∑
x∈R βxx (see [11, Section 7]).
The commutativity of R implies that C[R] is a basic monoid algebra. Basic semigroup
algebras have already been studied by Steinberg [27, 28]. For example, Steinberg [28,
Proposition 12.10] proves that eigenvalues can be determined using the fact that C[R]
projects onto a commutative inverse monoid algebra. However, in this article we approach
the problem differently. In particular, we explore the ring structure of R which enables
us to give an easy description of the eigenvalues, their multiplicities, the stationary distri-
bution and the mixing time.
We now write down the main results. Let R be a finite commutative ring with identity.
The group of invertible elements of R is denoted by UR . For a ∈ R , let Ia denote the
principal ideal generated by a . Let φ be a fixed set of generators of distinct principal
ideals of R .
Let ann(a) = {x ∈ R | xa = 0} be the annihilator of a in R . For a ∈ R , let
Qa = R/ann(a) be the quotient ring, Ua := UQa = UR/((1 + ann(a) ∩ UR)) be its unit
group and fa : R→ Qa be the natural projection map.
The set of characters of UR , that is, the group of homomorphisms from UR to C× , is
denoted by ÛR . For a ∈ φ , let Σa be the set of all characters of UR that are obtained
by composing a character of Ua with the natural projection from UR onto Ua ,
Σa = {χ ∈ ÛR | χ((1 + ann(a)) ∩ UR) = 1}.
Define Fa = f
−1
a (Ua) . The ring R is finite as well as commutative and therefore it is
well known that UR maps onto Ua (see Proposition 3.4 for a proof). Therefore, for every
x ∈ Fa , there exists a unit u ∈ UR such that fa(x) = fa(u) . Further if u1 and u2 are
two such units then for χ ∈ Σa , we have χ(u1) = χ(u2) (see Proposition 4.3). This is
the context in which we require units associated with x ∈ Fa . Henceforth for x ∈ Fa we
fix a unit, denoted ua(x) , such that fa(ua(x)) = fa(x) .
We are now in a position to describe the spectrum of the matrix BR . From here, the
spectrum of the transition matrix MR is easily obtained by using Proposition 2.2.
Theorem 2.3. For every χ ∈ Σa , we obtain an eigenvalue λχ of BR given by
λχ =
∑
x∈Fa
βxχ(ua(x)).
Conversely, every eigenvalue of BR is of the form λχ for some χ ∈ Σa for some a ∈ R .
The algebraic multiplicity, m(λχ) of λχ for χ ∈ Σa , is given by
m(λχ) = |{b ∈ φ | Fb = Fa and χ ∈ Σb}|.
After this work appeared, a generalization of this result was proved in [7].
The background and proof of Theorem 2.3 will be presented in Section 4. From this,
the results for principal ideal rings (see Definition 3.5) in Corollary 4.10 and finite chain
rings (see Definition 3.7) in Corollary 4.14 will follow.
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We now describe probabilistic aspects of this chain. The first result is about the sta-
tionary distribution. For x, y ∈ R such that Ix ⊆ Iy , denote Uy,x as the subgroup
((1 + ann(x)) ∩ UR)/((1 + ann(y)) ∩ UR) of Uy . Recall that βa,b =
∑
a x= b βx .
Theorem 2.4. Let R be a finite ring. The stationary distribution pi(x) for x ∈ R of
the chain (Xn)n∈Z+ is given by
pi(x) =
α
|R| + (1− α)
∑
y∈φ,Ix(Iy
|Uy|
|Ux|
 ∑
u∈Uy/Uy,x
βf−1y (u)y,x
pi(y)
1− (1− α)
(∑
r∈Fx
βr
) .
We also obtain the the stationary distribution of (X
(u)
n )n∈Z+ as a corollary.
Corollary 2.5. Let R be a finite ring. The stationary distribution pi(x) for x ∈ R of
the chain (X
(u)
n )n∈Z+ is given by
pi(x) =
α+ (1− α)
∑
y∈φ,Ix(Iy
|Uy||ann(y)|pi(y)
|R| − (1− α)|Ux||ann(x)| .
The formula above can be thought of as a special case of a new formula for the stationary
distribution of an arbitrary finite-state Markov chain [25].
Theorem 2.4 and Corollary 2.5 will be proved in Section 5. Computationally, Theo-
rem 2.4 can be used recursively by going upwards along the poset of principal ideals (see
Section 4). The lowest element of this poset is the set of units, and their stationary prob-
ability is given by Corollary 5.4. Even for (X
(u)
n )n∈Z+ , the stationary probabilities seem
to be complicated for general rings. However, they become simpler for local rings (see
Definition 3.1) and are given in Corollary 5.6. They are completely described for finite
chain rings in Theorem 5.8.
The mixing time for a Markov chain gives an estimate of the speed of convergence of the
chain to its stationary distribution. See Section 6 for the precise definitions. Let  < 1/2
be a fixed positive constant.
Theorem 2.6. The mixing time of the chain (Xn)n∈Z+ for the ring R is bounded above
by
tmix() ≤ log 
log(1− α) + 1.
The following example of the ring Z8 should serve to illustrate the main results de-
scribed here.
Example 2.7. Let R = Z8 . We will denote elements of the ring with bars to avoid confusion
and order the elements using the natural increasing order on the integers {0¯, . . . , 7¯} . One
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can check that the multiplicative part BR of the transition matrix is given by
(2.6)

β0 + β1 + β2 + β3
0 0 0 0 0 0 0
+β4 + β5 + β6 + β7
β0 β1 β2 β3 β4 β5 β6 β7
β0 + β4 0 β1 + β5 0 β2 + β6 0 β3 + β7 0
β0 β3 β6 β1 β4 β7 β2 β5
β0 + β2
0 0 0
β1 + β3
0 0 0
+β4 + β6 +β5 + β7
β0 β5 β2 β7 β4 β1 β6 β3
β0 + β4 0 β3 + β7 0 β2 + β6 0 β1 + β5 0
β0 β7 β6 β5 β4 β3 β2 β1

,
and MR by (2.5). The graph of multiplicative transitions is drawn in Figure 1, where
each transition of a particular value has been drawn in a distinct colour.
The eigenvalues of BR are given by Theorem 2.3. Since R is a finite chain ring, we can
appeal directly to Corollary 4.14. Other than the trivial eigenvalue 1 with multiplicity
one, given by the table
Eigenvalue Multiplicity
β1 + β3 − β5 − β7 1
β1 − β3 + β5 − β7 2
β1 − β3 − β5 + β7 1
β1 + β3 + β5 + β7 3
In the special case when βi = 1/8 for all i , we get eigenvalues 1/2 with multiplicity
three and 0 with multiplicity four. This can also be seen from Corollary 4.15. This shows
that the relaxation time of the Markov chain is 2 . The stationary probabilities are given
by
pi(0¯) =
1
(1 + α)3
,
pi(4¯) =
α
(1 + α)3
,
pi(2¯) = pi(6¯) =
α
2(1 + α)2
,
pi(1¯) = pi(3¯) = pi(5¯) = pi(7¯) =
α
4(1 + α)
.
3. Preliminaries
In this section, we collect some basic results on finite commutative rings with identity.
In some cases, we will also give short proofs. These results are present in the literature in
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Figure 1. The multiplication action of elements in Z8 . Elements are
grouped according to the largest principal ideals they belong to. Transitions
with different probabilities are shown in different colours; see (2.6) for the
values.
more general settings (for Artinian rings, for example), and are well-known to specialists.
However, they are perhaps easier to state and prove in our setting. See, for example, [4, 10].
Definition 3.1. A ring R is called local if it has a unique maximal ideal m .
Theorem 3.2 ([10, Theorem 3.1.4, Proposition 3.1.5 and Lemma 6.4.4]). Let R be a
finite commutative ring with identity. Then the following are true.
(1) The ring R satisfies R ∼= ∏ri=1Ri as rings where each Ri is a finite local ring
with identity.
(2) Given the rings R and R′is as in (1), the following hold.
(a) Every ideal I of R satisfies I ∼= ∏ri=1 Ii , where each Ii is an ideal of the
ring Ri.
(b) The group of units of ring R satisfies, UR ∼=
∏r
i=1 URi , where URi denote
the group of units of rings Ri for all i.
Throughout the paper, we use the symbol \ for set difference. The following result is
standard, but we prove it for completeness.
Lemma 3.3. Let m be the unique maximal ideal of a finite commutative local ring R
with identity 1. Then every r ∈ R \m is invertible.
Proof. If r ∈ R \m is not invertible, then the ideal (r) generated by r is a proper ideal
of R and therefore (r) ⊆ m . This contradicts r ∈ R \ m . Therefore every r ∈ R \ m
must be invertible. 
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Proposition 3.4. Let R and S be finite commutative rings with identity.
(1) Let f : R → S be a surjective unital ring homomorphism then f ′ = f |UR is a
surjective group homomorphism from UR onto US .
(2) Let a, b ∈ R such that Ra = Rb . Then there exists u ∈ UR such that ua = b.
Proof. Let R ∼= ∏ri=1Ri , where each Ri is a finite local ring with identity as given in
Theorem 3.2. Then UR ∼=
∏r
i=1 URi . If I = Ker(f) , then by Theorem 3.2(2), I
∼=∏r
i=1 Ii . Therefore S
∼= ∏ri=1Ri/(Ii) and US ∼= ∏ri=1 URi/(Ii) . To prove (1), it is enough
to prove that for each finite local ring R and its ideal I , the group UR maps onto UR/I .
Similarly, (2) follows if the corresponding result for finite local rings is true. Hence, from
now onwards, we assume that R is a finite local ring.
(1): We have that I = Ker(f) is a proper ideal of the local ring R . For any u1 ∈ US ,
there exists v1 ∈ R such that f(v1) = u1 . Let u2 ∈ US and v2 ∈ R such that
f(v2) = u2 , u2u1 = 1 and therefore v2v1 = 1 + x for some x ∈ I . Since I ⊆ m , where
m is the unique maximal ideal of R , 1 + x ∈ R \ m for every x ∈ I . By Lemma 3.3,
v2v1 ∈ R \ I is invertible in R and therefore v1 is also an invertible element of R with
f(v1) = u1 . Since u1 ∈ US was chosen arbitrarily so it follows that f ′ = f |UR : UR → US
is a surjective group homomorphism.
(2): The hypothesis Ra = Rb implies that there exists x, y ∈ R such that a = xb
and b = ya and therefore a(1 − xy) = 0 . This implies xy ∈ 1 + ann(a). Since ann(a)
is a proper ideal of R and R is local, we have that xy is an invertible element of R by
Lemma 3.3. This in particular implies x is an invertible element of R. 
We note that Proposition 3.4(2) holds even for finite modules over finite rings. See [7,
Appendix A] for the proof.
Definition 3.5. A commutative ring R with identity is called a principal ideal ring if
every ideal of R is principal. We say a ring R is a principal ideal local ring if it is a
principal ideal ring that is also a local ring.
Proposition 3.6 ([14, 13, 10]). Let R be a finite principal ideal local ring with identity
and with unique maximal ideal m . Then the following hold.
(1) Every proper ideal of R is of the form mk (the product of k -copies of m ) for
some k ∈ N .
(2) There exists a smallest k ∈ N such that mt = 0 if and only if t ≥ k.
(3) There exists pi ∈ R such that mk = (pik) for every k ∈ N.
(4) Let q be the cardinality of the residue field R/m and the k be nilpotency index
of m , i.e. k is such that mk−1 6= 0 but mk = 0 . Then |R| = qk and |UR| =
(q − 1)qk−1.
Although this result is present in the literature, we include a short proof for the reader’s
convenience.
Proof. Since R is a principal ideal ring, there exists pi ∈ R such that m = (pi) . Therefore
it is easy to see that every element of R is of the form upit for some u ∈ UR and
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t ∈ N ∪ {0} . From this (1)-(3) follow easily. For (4), we note that mi/mi+1 ∼= R/m for
all 1 ≤ i ≤ k − 1 . Therefore the result about |R| and |UR| follows. 
Definition 3.7. A finite commutative ring R with identity is called a finite chain ring if
the set of its ideals form a chain under inclusion.
Proposition 3.8 ([24, Theorem 17.5] ). A finite commutative ring is a finite chain ring
if and only if it is principal ideal local ring.
4. Eigenvalues and Multiplicities
The eigenvalues of the transition matrix of a Markov chain give important information
about the rate of convergence of the chain to its stationary distribution. Suppose M is
the transition matrix for a Markov chain (Yn)n∈Z+ on the finite state space Ω . The
eigenvalues of M will have their real parts bounded in absolute value by 1. Let us order
them in weakly decreasing order of their real parts: 1 = λ1 ≥ <(λ2) ≥ · · · ≥ <(λ|Ω|) ≥ −1 .
Definition 4.1. The spectral gap is given by γ = 1 − <(λ2) and the absolute spectral
gap, by γ∗ = 1−max(|<(λ2)|, |<(λ|Ω|)|) . The relaxation time is given by trel = 1/γ∗ .
The relaxation time is a rough estimate of the time to convergence to the stationary
distribution. The mixing time is a more precise estimate, which will be discussed in
Section 6. In this section we prove Theorem 2.3 that describes the eigenvalues of MR and
deduce its corollaries for principal ideal rings and finite chain rings.
Let R be a finite commutative ring with identity. Recall that for a ∈ R , Ia denotes
the principal ideal generated by a and φ is the fixed set of generators of distinct principal
ideals of R . Moreover, we have an equivalence relation for a, b ∈ R whenever Ia = Ib .
We denote the set of equivalence classes under this relation by Φ . The set Φ has a
natural poset structure, where a < b if Ib ( Ia . See Figure 2 for an illustration for the
Galois ring Z4[t]/〈t2〉 , which is not a principal ideal ring. In general, this poset is not a
lattice, unlike the poset of ideals. From the definitions of Ia and φ it is clear that
R =
⋃
a∈φ
Ia.
For a given ideal I of R , we consider the set of all ideals J such that J ( I and the
set,
SI = I \ ∪
J(I
J = {x ∈ I | x /∈ ∪
J(I
J}.
We note that the set SI is non-empty if and only if I is a principal ideal. For a principal
ideal I of a ring R, the set SI is precisely the set of generators of I . Whenever I = Ia
for some a ∈ R , we write SI by Sa . Therefore, we obtain
(4.1) R = unionsq
a∈φ
Sa.
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Recall that Ua denotes the group of units of the quotient ring Qa = R/ann(a) . For
a = 0 , the ring Q0 = U0 denotes the zero ring. Further Fa = f
−1
a (Ua) , where fa is the
natural projection map of R onto Qa .
Lemma 4.2. For any element x ∈ R , the following are equivalent.
(1) xSa ⊆ Sa .
(2) fa(x) ∈ Ua .
(3) x ∈ Fa
Proof. For a = 0 , the result is true by definition. For nonzero a , xSa ⊆ Sa if and only
if there exists y ∈ R such that yxa = a . Now yxa = a if and only if yx ∈ 1 + ann(a) .
This is equivalent to the fact fa(y)fa(x) = 1 , which in turn is equivalent to x ∈ Fa .
Therefore the result follows. 
Proposition 4.3. For any a ∈ R , the following are true.
(1) There exists a 1-1 correspondence between Sa and Ua given by ha : xa 7→ fa(x) .
(2) For every x ∈ Fa , there exists ua(x) ∈ UR such that
(4.2) xz = ua(x)z ∀ z ∈ Sa.
units
2, 2 + t t, 3t 2 + t, 2 + 3t
2t
0
Figure 2. The Hasse diagram of Φ of Z4[t]/〈t2〉 .
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Further ua(x) above is unique in the sense that if y ∈ UR satisfies (4.2) then
χ(y) = χ(ua(x)) ∀ χ ∈ Σa.
Proof. For a = 0 , (1) is true by definition and for (2) we take u0(x) = 1 and the
rest follows easily. From now on, we assume a 6= 0 . By Lemma 4.2, xa ∈ Sa implies
fa(x) ∈ Ua . Therefore ha maps Sa to Ua and is injective by the definition of fa . We
have the following short exact sequence of groups:
1→ (1 + ann(a)) ∩ UR → UR → Ua → 1,
where surjectivity from UR onto Ua follows by Proposition 3.4. By the above short exact
sequence and by the definition of fa , for any z ∈ Ua there exists u ∈ Fa ∩ UR such
that fa(u) = z and therefore ha is surjective. For (2), as above there exists, and we
fix one, ua(x) ∈ f−1a (fa(x)) ∩ UR ⊆ Fa ∩ UR . It is easy to see that this ua(x) satisfies
(4.2). For uniqueness, we note that for any y ∈ UR such that ya = ua(x)a implies
y(ua(x))
−1 ∈ 1 + ann(a) and therefore χ(y) = χ(ua(x)) for all χ ∈ Σa . 
Remark 4.4. From Proposition 4.3, the elements of Sa can be written as ua such that
u ∈ UR ∩ Fa with the property that ua = u′a if and only if fa(u) = fa(u′) ∈ Ua . From
now on, to simplify notation, whenever there is no ambiguity, we will write elements of
Sa by ua for u ∈ Ua .
Recall for x, y ∈ R such that Ix ⊆ Iy , Uy,x is a subgroup of Uy given by ((1 +
ann(x)) ∩ UR)/((1 + ann(y)) ∩ UR) .
Lemma 4.5. For x ∈ R , y ∈ φ , ui ∈ Uy and yi = uiy ∈ Sy , consider the sets:
Pi = {r ∈ R | ryi = x}.
Then the following are true.
(1) Either Pi = Pj or Pi ∩ Pj = ∅ .
(2) Pi = Pj if and only if fy(uiu
−1
j ) ∈ Uy,x ⊆ Uy .
(3) The relation yi ∼ yj holds if and only if Pi = Pj partitions Sy into |Ux| classes
of size |Uy|/|Ux| .
(4) |Pi| = |ann(y)| for all i .
Proof. Let r ∈ Pi ∩ Pj , which implies ruiy = rujy = x . Then (1 − uiu−1j )x = 0 which
is equivalent to saying uiu
−1
j ∈ Uy,x . It is also easy to see that if uiu−1j ∈ Uy,x and
r ∈ Pi then r ∈ Pj . From this (1) and (2) follow. (3) follows from the fact that Uy,x is
a subgroup of Uy . Finally, (4) follows from the definitions of Pi and ann(y) . 
For a given set T , we denote C[T ] as the formal vector space with basis elements
parametrized by T . In case T is a group (resp. semigroup), we extend the multiplication
to C[T ] and obtain a group algebra (resp. semigroup algebra). We consider C[R] as
a semigroup algebra with multiplication inherited from that of R . As mentioned in the
discussion after Proposition 2.2, the eigenvalues of BR are same as that of operator “left
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multiplication by
∑
x∈R βxx ” in the regular representation of the semigroup algebra C[R] .
We will use this equivalence to prove Theorem 2.3.
Proof of Theorem 2.3. By (4.1), we have C[R] = ⊕a∈φC[Sa]. We order the C[Sa] ’s such
that if a > b in φ , then C[Sa] occurs before C[Sb] . Thus, in this ordering, S0 is the
first and S1 is the last. We prove that there exists a basis of C[R] , obtained from those
of C[Sa] , such that BR is upper triangular in this basis with the required eigenvalues as
the diagonal entries.
By Proposition 4.3 for x ∈ R and at ∈ Sa we have,
(4.3) x(at) =
{
ua(x)at ∈ Sa if x ∈ Fa
xat ∈ Ib ( Ia if x /∈ Fa.
By definition, the set S1 coincides with the group of units of R and therefore there
exists a basis say B1 = {v1, v2, . . . , v|UR|} of the group algebra C[S1] such that vi are
eigenvectors under the regular action of S1 . This implies that for each 1 ≤ i ≤ |UR| ,
there exists χi ∈ Ŝ1 such that
uvi = χi(u)vi, ∀ u ∈ UR.
We choose a maximal linearly independent subset of {av1, av2, . . . av|UR|} as a subset of
C[R] . We denote this by Ba . By Proposition 3.4, this set is our required basis of the
vector space C[Sa] for each a ∈ φ . For any u ∈ S1 and avi ∈ Ba , we have
(4.4) uavi = auvi = χi(u)avi.
Note that for any (1 + α) ∈ (1 + ann(a)) ∩ UR we have
avi = (1 + α)avi = χi(1 + α)avi
implying that by considering the action of UR on C[Sa] given by (4.4), we obtain only
those characters of UR that belong to Σa . Thus, combining equations (4.3) and (4.4)
and the above discussion we obtain that∑
x∈R
βxx(avi) =
∑
x∈Fa
βxχi(ua(x))avi + C
where χ ∈ Σa , C ∈ C[Ia \ Sa] and therefore the former belongs to
∑
b>aC[Sb] . The
disjoin union of Ba for a ∈ φ gives a basis of C[R] and from above BR is upper
triangular in this basis with all eigenvalues of the form
∑
x∈Fa βxχ(ua(x)) for some a ∈ φ
and χ ∈ Σa .
Further we observe that by Proposition 4.3, the set Sa = {xa | x ∈ UR} is in bijection
with Ua . Thus the action of UR on Sa can in fact be viewed as the inflation of the
regular action of Ua on itself. This implies that every character χ ∈ Σa occurs in the
decomposition of C[Sa] as a UR -space and that too exactly once. Therefore for χ ∈ Σa
and for generic values1 of βx the algebraic multiplicity of λχ is equal to the cardinality
of b ∈ φ such that λχ occurs in the decomposition of C[Sb] . From the above proof, it
1Here generic means that {βx}x∈R are chosen off the finite set of hyperplanes where λχ = λχ′ for
χ 6= χ′ .
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follows that λχ occurs in the decomposition of C[Sb] if and only if Fa = Fb and χ ∈ Σb .
This justifies the statement about the algebraic multiplicity. 
Remark 4.6. Consider the Markov chain (Xn)n∈Z+ on a finite commutative ring R
without identity. Proposition 2.2 is still valid and so is the fact that eigenvalues of BR
are same as those of operator of C[R] described as left multiplication by
∑
x∈R βx . Let m
be the characteristic of R . Consider R˜ = R× Zm as a set with coordinate-wise addition
and multiplication given by
(x, a)(y, b) = (bx+ ay, ab)
Then R˜ is a finite commutative ring with identity called the Dorroh extension of R (see
[18]). The ring R embeds into R˜ as an ideal. We consider the given probability distribu-
tion {βx}x∈R as a probability distribution on R˜ with its support on R . By restricting this
action of
∑
x∈R βx on the ideal C[R] , we can extract the eigenvalues and multiplicities
for transition matrix BR and therefore that of MR .
Corollary 4.7. The sum
∑
x∈R βx = 1 is an eigenvalue of BR and it occurs with mul-
tiplicity one.
Proof. The set Σ0 consists of only the trivial character of UR and therefore we obtain
that sum
∑
x∈R βx is an eigenvalue of BR . Further Fa = R if and only if a = 0 . This
implies our multiplicity result. 
Corollary 4.8. If βx =
1
|R| for all x ∈ R , then the following are true.
(1) All eigenvalues of BR are rational.
(2) Any nonzero eigenvalue of BR is equal to
|Fa|
|R| for some a ∈ φ .
(3) The number of nonzero eigenvalues of BR is equal to the number of distinct prin-
cipal ideals of R .
Proof. It is clear that (2) implies (1). For (2), let W ⊆ UR be the set of distinct coset
representatives of (1+ann(a))∩UR in UR . Then for every x ∈ Fa , there exists a unique
w ∈W such that ua(x)w−1 ∈ 1 + ann(a) . Then χ ∈ Σa implies χ(ua(x)) = χ(w) . This
gives that
1
|R|
∑
x∈Fa
χ(ua(x)) =
|ann(a)|
|R|
∑
w∈W
χ(w)
Further 1+ann(a) is in the kernel of χ , and therefore χ can be viewed as character of Ua
satisfying χ(w) = χ(fa(w)) . The fact that W consists of coset representatives gives that
fa(w1) 6= fa(w2) for w1, w2 ∈ W whenever w1 6= w2 . Thus
∑
w∈W χ(w) =
∑
y∈Ua χ(y)
for a character χ of Ua . By Schur’s lemma, we have∑
y∈Ua
χ(y) =
{
|Ua| if χ = 1Ua
0 if χ 6= 1Ua
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Now (2) follows by observing that |Fa| = |Ua||ann(a)| . For (3) observe that for each
a ∈ φ , we will have exactly one nonzero eigenvalue given by |Fa|/|R| . 
4.1. Principal Ideal Rings. Now we specialize to the case where R is a principal ideal
ring (PIR) defined in Definition 3.5. Due to their simpler ideal structure, Theorem 2.3
specializes considerably.
By Theorem 3.2 and Proposition 3.6, for the finite PIR R , there exists Principal
ideal local rings R1, R2, · · · , Rr such that every x ∈ R can be written as a tuple
(x1, x2, . . . , xr) ∈ R with xi ∈ Ri for 1 ≤ i ≤ r . In this case, we also denote the
element x by
∏r
i=1 xi . Let mi be the unique maximal ideal of Ri with a fixed generator
pii . We set (mi)
0 = Ri . Let ki be the smallest positive integer such that m
ki−1
i 6= 0 and
mkii = 0 . In view of Theorem 3.2 and Proposition 3.6, every ideal of R is of the form
r∏
i=1
(mi)
ai , with 0 ≤ ai ≤ ki for all 1 ≤ i ≤ r,
generated by a =
∏r
i=1(pii)
ai .
Therefore, the set φ can be identified with the set of elements {(pia11 , pia22 , . . . , piarr ) |
0 ≤ ai ≤ ki}. For any a =
∏r
i=1 pi
ai
i ∈ φ , let s(a) = {i | ai 6= ki} ⊆ {1, . . . , r} denote
the support of a . Then we denote Ia by
∏
i∈s(a) m
ai
i . For T ⊆ {1, . . . , r} , define RT ,
a subset of R , by a set consisting of x ∈ R such that xi ∈ URi for i ∈ T . Then
Rs(a) = Fa . Further, for any x ∈ Fa , the associated unit ua(x) can be easily defined by
the following. {
(ua(x))i = 1, for all i /∈ s(a),
(ua(x))i = xi, for all i ∈ s(a).
The following definition is important for us.
Definition 4.9. For a commutative ring R with identity and χ ∈ ÛR , we say that the
ideal I is a conductor of χ , denoted cond(χ) , if I is the largest ideal of R such that
χ((1 + I) ∩ UR) = 1.
For principal ideal rings, we obtain the following result.
Corollary 4.10. Let R be a PIR of the form R ∼= ∏ri=1Ri . For every χ ∈ Σa , there
exists an eigenvalue λχ of BR given by,
λχ =
∑
x∈Rs(a)
βxχ(ua(x)),
and conversely every eigenvalue of BR is of the form λχ for some χ ∈ Σa for some
a ∈ R . For generic values of βx and for character χ ∈ Σa such that
cond(χ) =
r∏
i=1
mbii ,
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the algebraic multiplicity of λχ is
∏
i∈s(a)(ki − bi) .
Proof. The result about eigenvalues is given by Theorem 2.3. For the algebraic multiplicity,
we observe that if χ ∈ Σa and cond(χ) = Ib =
∏r
i=1 m
bi
i then by definition of conductor
ann(a) ⊆ Ib . This in particular implies that bi < ki for all i ∈ s(a) and bi = ki for all
i /∈ s(a) . Therefore, by Theorem 2.3, the algebraic multiplicity of λχ is the same as the
cardinality of c ∈ φ such that ann(c) ⊆ Ib and s(c) = s(a) . Therefore Ic =
∏
i∈s(a) m
ri
i
such that bi ≤ ki − ri < ki for all i ∈ s(a) . This justifies the result about algebraic
multiplicity. 
The following corollary is a direct consequence of Corollary 4.8.
Corollary 4.11. Let βx = 1/|R| for all x ∈ R . Then the distinct eigenvalues of BR
are given as follows: for each χ ∈ Ûa we have the eigenvalue
λχ =
{ |Rs(a)|
|R| if χ = 1Ua
0 if χ 6= 1Ua
Now we specialize to the principal ideal ring R = Zn .
Corollary 4.12. Let R = Zm with m = pe11 p
e2
2 · · · perr where pi ’s are distinct primes
( p1 < · · · < pr ) and further suppose that βx = 1/m for all x ∈ Zm . Then the following
are true.
(1) The eigenvalues of BR are given by{∏
i∈T (1− 1/pi) for ∅ 6= T ⊆ {1, . . . , r}
1 for T = ∅.
(2) The second largest eigenvalue of BR is (1− 1/pr) .
(3) The algebraic multiplicity of eigenvalue
∏
i∈T (1− 1pi ) is
∏
i∈T ei .
Proof. From Corollary 4.11 and by the facts that Zm ∼=
∏k
i=1 Zpeii and |UZpe | = (p −
1)pe−1 , we obtain (1) and (2). For (3), we note that if Ia and Ib are ideals of Zm
such that s(a) 6= s(b) then |Rs(a)| 6= |Rs(b)| . Now result follows by Corollaries 4.10
and 4.11. 
Remark 4.13. Consider the chain (X
(u)
n )n∈Z+ on R = Zm with m = p
e1
1 p
e2
2 · · · perr
where pi ’s are distinct primes ( p1 < · · · < pr ) and where the multiplication distribution
is uniform. By Corollary 4.12, the spectral gap of the chain is 1/pr and the relaxation
time is pr .
4.2. Finite Chain Rings. Recall that finite chain rings are given by Definition 3.7 and
their important properties are obtained by combining Propositions 3.6 and 3.8. In this
subsection, we give eigenvalues and their algebraic as well as geometric multiplicities of
the transition matrix of BR for finite chain rings R .
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Corollary 4.14. Let R be a finite chain ring with length k . Let ER be the set of
eigenvalues of BR . Then ER\{1} is in one to one correspondence with ÛR , with bijection
from ÛR to ER \ {1} given by
χ 7→ λχ =
∑
x∈UR
χ(x)βx.
Further, for generic values of βx , the geometric multiplicity of λχ is one and the algebraic
multiplicity of λχ is k − e where e is such that cond(χ) = me .
Proof. In this case, for every a ∈ R such that a 6= 0 , we have Σa ⊆ ÛR and Rs(a) = UR ,
where Rs(a) is as defined in Section 4.1. Then the result about the bijective correspondence
between ER \ 1 and ÛR and their algebraic multiplicity follows from Corollary 4.10. To
prove the result about the geometric multiplicity, we follow the notations of the proof
of Theorem 2.3. Let χ has conductor (pie) . This means that Ker(χ) = 1 + me . Let
v ∈ C[S1] be the unique (up to scalar multiplication) vector such that
uv = χ(u)v ∀ u ∈ UR.
Then by the definition of conductor, we have pik−ev = 0 and pik−e−1v 6= 0 . Therefore we
get that the space generated by {piiv}0≤i≤k−e−1 , say W , is the generalized λχ -eigenspace
of dimension k − e . We prove that restriction of (BR − λχI)|W has index of nilpotency
equal to k−e . This will prove that geometric multiplicity is equal to one. For this observe
that ((BR − λχI)|W )k−e−1(v) is a scalar multiple of pik−e−1v with the scalar being some
combination of βx . As βx ’s are generic, this scalar must be nonzero and therefore we
have that the index of nilpotency is in fact k− e . This proves the result about geometric
multiplicity. 
Corollary 4.15. Let R be a finite chain ring with length k . When βx = 1/|R| for
all x ∈ R , we have exactly three distinct eigenvalues given by 1 , |UR|/|R| , and 0 with
multiplicities one, k and |R| − (k + 1) respectively.
Proof. The result follows from Corollary 4.11 and the observation that in case R is finite
chain ring, it has k nonzero ideals and for any nonzero ideal Ia of R , we have Rs(a) =
UR . 
Now we discuss an example of Z9 to make the above ideas clear.
Example 4.16. We write the elements of R = Z9 by {0¯, . . . , 8¯} , where it is understood
that addition and multiplication is modulo 9 . Then UR = {1¯, 2¯, 4¯, 5¯, 7¯, 8¯} . Note that UR
is a cyclic group of order 6 generated by 2¯ . Let ζ be the sixth primitive root of unity.
Define χi : UR → C× by χi(2¯) = (ζi) for 1 ≤ i ≤ 6 . Then χi ’s form a complete set of
distinct characters of UR . Here S0 = UR , S1 = {3¯, 6¯} , S2 = {0¯} . For B0 , we consider
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the following vectors in C[S0] :
v1 = 2¯ + ζ
54¯ + ζ8¯ + 7¯ + ζ55¯ + ζ1¯,
v2 = 2¯ + ζ
44¯ + ζ28¯ + 7¯ + ζ45¯ + ζ21¯,
v3 = 2¯ + ζ
34¯ + 8¯ + ζ37¯ + 5¯ + ζ31¯,
v4 = 2¯ + ζ
24¯ + ζ48¯ + 7¯ + ζ25¯ + ζ41¯,
v5 = 2¯ + ζ4¯ + ζ
28¯ + ζ37¯ + ζ45¯ + ζ51¯,
v6 = 2¯ + 4¯ + 8¯ + 7¯ + 5¯ + 1¯.
Then it is easy to see that for u ∈ UR , we have
uvi = χi(u)vi ∀ u ∈ UR and 1 ≤ i ≤ 6.
Since χi ’s are distinct characters, so the set {vi}1≤i≤6 clearly form an eigenbasis of
C[S0] under the action of UR . For B1 , observe that 3¯v1 , 3¯v2 , 3¯v4 and 3¯v6 are all
scalar multiples of each other and 3¯v3 , 3¯v5 are linearly dependent. So it is clear that
w1 = 3¯v3 and w2 = 3¯v6 form required the basis of C[S1] and we obtain,
2¯(w1) = w1 ; 2¯(w2) = −w2 = χ3w2.
Thus the only characters of UR obtained by its action on C[S1] are χ3 and χ6 . These are
precisely the characters with conductor (3¯) . Hence the eigenvalues
∑
x∈UR βxχi(x) for
i = 3, 6 appear with multiplicity two and the eigenvalues
∑
x∈UR βxχi(x) for i = 1, 2, 4, 5
appear with multiplicity one. Finally, by the action of BR on C[S2] we obtain the
eigenvalue
∑
x∈R βx = 1 and this clearly occurs with multiplicity one.
5. The stationary distribution
In this section, we will prove the general results for the stationary distributions of
(Xn)n∈Z+ (Theorem 2.4) and (X
(u)
n )n∈Z+ (Corollary 2.5). We will also write down an
explicit expression for the stationary probability of units in both chains in Corollary 5.4
and Corollary 5.5 respectively. We will also deduce the formula for local rings for the chain
(X
(u)
n )n∈Z+ in Corollary 5.6. We will give the complete formula for finite chain rings in
Section 5.1.
We first begin with the relevant definitions. More details can be found, for example,
in [23]. Let (Yn)n∈Z+ be a discrete time Markov chain on the space Ω with transition
matrix M .
Definition 5.1. The stationary distribution of the Markov chain (Yn)n∈Z+ is the row-
vector pi satisfying piM = pi whose entries sum to 1.
Definition 5.2. A Markov chain (Yn)n∈Z+ is said to be reversible if, for any two states
x, y ∈ Ω , its stationary distribution pi satisfies
pi(x)P(x→ y) = pi(y)P(y → x).
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Proposition 5.3. Let R be a ring and I be a principal ideal in R . For a, b ∈ SI , the
stationary probabilities of the chain (Xn)n∈Z+ satisfy pi(a) = pi(b) .
Proof. This follows from the existence of an automorphism u ∈ UR from Remark 4.4
which takes a 7→ b = ua . Then, for any principal ideal J and any x ∈ SJ , there exists
a y ∈ SJ (for example, y = ux ) such that βx,a = βy,b . 
We now prove the formula for the stationary distribution by a recursive argument. A
vast generalization of this technique, applicable to any Markov chain, has been recently
proposed by Rhodes and Schilling [25].
Proof of Theorem 2.4. By the uniqueness of the stationary distribution (see Proposi-
tion 2.1), it suffices to solve the so-called master equation,
(5.1) pi(x) =
∑
y∈R
P(y → x)pi(y).
Every element y in R can make a transition to x by the addition of x−y with probability
α/|R| . This is the unique transition by addition. We now split the above sum on the right
hand side in two parts according to whether y can make a multiplicative transition to x
or not. Let Ry,x = {r ∈ R | yr = x} . If Iy ∩ Ix 6= Ix , then there is no such transition
and if Ix ⊆ Iy , there is one transition for each element in Ry,x . This gives
pi(x) =
∑
y∈R
Ix⊆Iy
(
α
|R| + (1− α)βy,x
)
pi(y) +
∑
y∈R
Iy∩Ix 6=Ix
α
|R| pi(y).
Combining the first term from the first sum and the second sum gives
pi(x) =
α
|R| + (1− α)
∑
y∈R
Ix⊆Iy
βy,x pi(y).
We now split the second sum according to whether Iy equals Ix or not. Then, using
Proposition 5.3, we obtain
(5.2) pi(x) =
α
|R| + (1− α)
pi(x) ∑
x′∈R
Ix=Ix′
βx′,x +
∑
y∈R
Ix(Iy
βy,x pi(y),
 .
For the first sum in (5.2), when y ∈ Sx , Uy,x is trivial. Therefore, the sets Pi in
Lemma 4.5 are disjoint and form a partition of Fx , giving∑
x′∈R
Ix=Ix′
βx′,x =
∑
r∈Fx
βr.
Let us now consider the second sum in (5.2). By Lemma 4.5, parts (1) and (2), we can
restrict the y -sum to be over φ and collect coset representatives in Uy/Uy,x to account
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for all the terms. By Lemma 4.5(3), the number of times each representative occurs is
|Uy|/|Ux| . We then use Proposition 5.3 to obtain the identity∑
y∈R
Ix(Iy
βy,x pi(y) =
∑
y∈φ,Ix(Iy
|Uy|
|Ux| pi(y)
∑
u∈Uy/Uy,x
βf−1y (u)y,x.
Combining these elements and simplifying leads to the desired result. 
Proof of Corollary 2.5. From Lemma 4.5 parts (3) and (4), when βx = 1/|R| for all
x ∈ R , we obtain ∑
u∈Uy/Uy,x
βf−1y (u)y,x =
ann(y)||Ux|
|R| .
Finally, from the definition of Fx , it is clear that |Fx| = |ann(x)||Ux| , completing the
proof. 
Theorem 2.4 and Corollary 2.5 can be used to calculate the stationary probability of
x ∈ R using the poset of principal ideals. The difficulty in the calculation depends on the
height of Ix in this poset. The easiest stationary probabilities to calculate are those of
units, while the hardest is that for the zero element.
Corollary 5.4. The stationary probability of x ∈ UR in the chain (Xn)n∈Z+ is given by
pi(x) =
α
|R|
∑
y/∈UR
βy + α
∑
y∈UR
βy
 .
Proof. Since Ix = R , the sum in the numerator of Theorem 2.4 is empty and Fx =
UR . 
The following corollary is then immediate.
Corollary 5.5. The stationary probability of x ∈ UR in the chain (X(u)n )n∈Z+ is given
by
pi(x) =
α
|R| − (1− α)|UR| .
For local rings, Corollary 2.5 simplifies to the following.
Corollary 5.6. Let R be a finite local ring. Then the stationary probability pi(x) for
x ∈ R in the chain (X(u)n )n∈Z+ is given by
pi(x) =
α+ (1− α)|UR|
∑
y∈φ,Ix(Iy
pi(y)
|R| − (1− α)|UR| .
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Proof. For a local ring,
|Ux| = |UR||1 + ann(x)| ∩ |UR| =
|UR|
|ann(x)| ,
which implies |ann(x)||Ux| = |UR| for all x ∈ R . 
Remark 5.7. Although the stationary distribution has a simple product structure, note
that the Markov chains (Xn)n∈Z+ and (X
(u)
n )n∈Z+ are not reversible (see Definition 5.2).
We illustrate this by comparing the stationary probabilities of the entries 0 and 1 in a
finite chain ring for (X
(u)
n )n∈Z+ . Using Corollary 5.5, the ratio of the transitions between
1 and 0 are given by
P(0→ 1)
P(1→ 0) =
α/|R|
α/|R|+ (1− α)β0 =
α
α+ (1− α)β0|R| .
but this is not equal to the ratio pi(1)/pi(0) .
5.1. Finite chain rings. It turns out that the stationary distribution can be described
completely in the case of finite chain rings. We refer to Section 4.2 for terminology on
finite chain rings. The poset of ideals of R is a chain of height k . Every nonzero element
x in R belongs to some Si for 0 ≤ i ≤ k .
Theorem 5.8. The stationary distribution pi(x) for x ∈ R in the chain (X(u)n )n∈Z+ is
given by
(5.3) pi(x) =

α
qk−i−1(1 + (q − 1)α)i+1 , if x ∈ Si with i < k,
1
(1 + (q − 1)α)k , if x = 0.
Proof. Since finite chain rings are also local, we use Corollary 5.6. In this case, φ can be
identified with {0, . . . , k} with 0 corresponding to units and k to the zero element. For
i, j ∈ φ , Ii ( Ij if and only if the corresponding integers satisfy j < i . The case i = 0
is already covered by Corollary 5.5. We prove the other cases for i ≤ k− 1 by induction.
We obtain, for x ∈ Si ,
pi(x) =
α+ (1− α)u∑j<i,y∈Sj pi(y)
qk−1(1 + (q − 1)α) ,
= pi(1) +
(1− α)(q − 1)
(1 + (q − 1)α)
i−1∑
j=0
α
qk−j−1(1 + (q − 1)α)j+1 ,
by the induction assumption. This is now a geometric series, which is easily summed to
obtain the desired result. The case of pi(0) can be then explicitly evaluated again using
Corollary 5.6. 
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6. Mixing Time
As described in Section 2, irreducible and aperiodic Markov chains converge to their
unique stationary distribution. In this section, we will be interested in the speed of this
convergence. It is well-known (see, for example [23, Theorem 4.9]) that the convergence
is exponentially fast. But we would like to know how the constant in the exponent scales
with the size of the ring. We will give an elementary probabilistic argument proving that
the mixing time is a constant independent of the size of the ring for our most general
Markov chain (Xn)n∈Z+ .
We begin with the relevant definitions. Define a natural metric on the space of proba-
bility distributions on Ω as follows.
Definition 6.1. The total variation distance between two probability distributions µ and
ν on Ω is given by
||µ− ν||TV = 1
2
∑
x∈Ω
|µ(x)− ν(x)|.
Suppose we start the Markov chain at some x ∈ Ω . Then we obtain for each n ∈ N , a
probability distribution on Ω simply by evolving the chain, which we call Mn(x, ·) . We
will denote the distance at time n between this distribution, maximized over x , and pi
by
(6.1) d(n) = max
x∈Ω
||Mn(x, ·)− pi(·)||TV.
Fix an  < 1/2 for technical reasons.
Definition 6.2. The mixing time of a Markov chain (Yn)n∈Z+ with stationary distribution
pi is given by
tmix() = min{n | d(n) ≤ }.
Roughly speaking, the mixing time is at least as large as the relaxation time (see
Definition 4.1). The precise apriori bounds for reversible chains are given in [23, Theorems
12.3 and 12.4]. For reversible Markov chains (see Definition 5.2), there are an abundance of
techniques to compute the mixing time [1, 23]. As we have shown in Remark 5.7, (Xn)n∈Z+
is not reversible. However, we will be able to use coupling techniques to establish our main
result.
Definition 6.3. A coupling of Markov chains with transition matrix M is a process
(Yn, Zn)n∈Z+ with the property that both (Yn)n∈Z+ and (Zn)n∈Z+ are Markov chains
with transition matrix M (with possibly different starting distributions).
Let (Yn, Zn)n∈Z+ be a coupling and τcouple be the first time the chains meet, i.e.
(6.2) τcouple = min{n | Yn = Zn}.
Let Py,z be the probability for the coupling where Y0 = y and Z0 = z . The usefulness
of coupling is that knowledge of τcouple gives a useful bound for the mixing time. The
precise result that we will use is the following.
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Theorem 6.4 ([23, Corollary 5.3]). Let (Yn, Zn)n∈Z+ be a coupling and τcouple be the
coupling time as defined in (6.2). Then
d(n) ≤ max
y,z∈Ω
Py,z(τcouple > n).
We are now in a position to prove our mixing time bound.
Proof of Theorem 2.6. 2 We now describe the coupling for our Markov chain (Xn)n∈Z+
that will prove our result. Let (X
(1)
n , X
(2)
n )n∈Z+ be a coupling of two samples of (Xn)n∈Z+
starting at x
(1)
0 , x
(2)
0 ∈ R respectively.
Suppose we have run the joint chain up to time n and they have not yet coupled.
We first toss a common coin with Heads probability α for both samples. If the coin
lands Tails, we choose two independent elements y1, y2 according to the β distribution
defined in (2.2) and set x
(1)
n+1 = x
(1)
n × y1 , x(2)n+1 = x(2)n × y2 . That is, both chains move
independently. If the coin land Heads, we sample a uniformly random element z ∈ R . We
then set x
(1)
n+1 = x
(1)
n + z and x
(2)
n+1 = x
(2)
n +
(
x
(1)
n + z − x(2)n
)
. This is a valid coupling
because
(
x
(1)
n + z − x(2)n
)
is uniformly random in R if z is. At this point, x
(1)
n+1 = x
(2)
n+1 .
It is easy to ensure that both X(1) and X(2) remain coupled for all future time by
performing the same procedure for both at each future step.
As a consequence of this coupling procedure, the probability that X(1) and X(2) do
not remain coupled up to time n is a geometric random variable with success probability
α . That is, P(τcouple = n) = (1 − α)n−1α for n ∈ N . Supposing that α < 1 , we thus
obtain
P
x
(1)
0 ,x
(2)
0
(τcouple > n) ≤ (1− α)n.
The right hand side is independent of the initial conditions, and we obtain from Theo-
rem 6.4 that d(n) ≤ (1− α)n . From Definition 6.2, we find
tmix() ≤
⌈
log 
log(1− α)
⌉
.
In the extreme case that α is equal to 1 , the Markov chain is the random walk on the
complete graph on |R| vertices. In that case, it is well-known that it mixes in one step.
These two cases can be unified by adding an extra step, completing the proof. 
7. Open Questions
In this work, we have studied algebraic and probabilistic properties of two natural
Markov chains on a finite commutative ring. When the multiplication probabilities are
uniform, several pertinent questions about the stationary distribution remain unanswered.
2We are grateful to M. Krishnapur for suggesting this proof.
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In particular, one can consider the least common denominator of the stationary probabil-
ities, informally called the partition function. For instance, the partition function for the
finite chain rings studied in Section 5.1 is given, using Theorem 5.8, by
qk−1(1 + (q − 1)α)k.
In all the cases that we have looked at, the partition function factorizes completely in
terms of factors linear in α . Why this factorization happens is an open question. A
natural class of rings for which more refined results should be available are the integer
rings Zm . In the case of squarefree integers, we have the following empirical observation.
Suppose m = p1 · · · pk , where pi ’s are primes. For S ⊂ {1, . . . , k} , let mS =
∏
i∈S pi
and uS =
∏
i∈S(pi − 1) . Then the partition function for (X(u)n )n∈Z+ on Zm seems to be∏
∅6=S⊂{1,...,k}
(mS − uS + uSα) .
We have proved analogous results about similar Markov chains on noncommutative rings
have appeared in [6]. The determination of the partition function for such chains is
completely open.
In our proof of the upper bound for the mixing time, we have only used the additive
structure of the ring. It is likely that one can prove even faster mixing by taking into
account the multiplicative transitions. It might be an interesting problem to understand
this mixing better.
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