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Deep Learning: Neural Networks for Object
Detection
Alejandro Garcia Min˜ano
Resumen– En la actualidad se esta´ llevando a cabo unan gran mejorı´a en los sistemas basados en
deteccio´n de objetos, con el incremento de potencia de las GPUS, cada vez es ma´s viable realizar
entrenamientos en conjuntos de datos lo suficientemente grandes como para lograr una buena
precisio´n, los detectores de una fase se esta´n imponiendo ante los detectores de dos fases por su
principal ventaja de obtener tiempos de inferencia mucho menores, esto abre una gran cantidad de
usos para este tipo de detectores como pueden ser sistemas de vigilancia en tiempo real, control del
tra´fico,etc. En este articulo se analiza el detector de una fase conocido como RetinaNet, que utiliza
las te´cnicas ya conocidas por los detectores de una fase pero que introduce como novedad una
funcio´n de error capaz de incrementar la precisio´n obtenida hasta este momento con los detectores
de una fase, solventando el mayor problema que comparten todos ellos, que es el desbalanceo en
la deteccio´n de objetos.
Palabras clave– RetinaNet,Red neuronal convolucional,Deteccion de objetos, Detector de
una fase, keras, cuadro delimitador, FPN, resnet, tensorflow, caja de anclaje,IoU
Abstract– Currently, object detection systems have been improved a lot, with the increasing power
of GPUS, it is becoming more viable to train in a big enough datasets in order to reach a good
precission, one-stage-detector are imposing against two-stage-detector due to their main advantage
of taking much less inference time, this opens a lot of uses for that kind of detectors such as
real-time surveillance systems,traffic control and so on. In this article we analyze RetinaNet, wich is
a one-stage-detector that uses well-known techniques by one-stage-detectors but it also introduces
a new loss function that allows the network to increase the precision obtained until that moment
by the one-stage-detectors, solving the biggest problems that share all of them, which is the class
unbalance in object detection.
Keywords– RetinaNet,CNN,Object detection, one-stage-detector, keras, bounding box, FPN,
resnet, tensorflow, anchor boxes,IoU
F
1 INTRODUCCIO´N
LA deteccio´n de objetos es uno de los a´mbitos ma´s po-pulares en el a´mbito de la visio´n por computador,esto es ası´ ya que tiene numerosas utilidades como
por ejemplo deteccio´n de vehiculos para el control del tra´fi-
co, deteccio´n de cualquier tipo de obsta´culo para tareas de
conduccio´n auto´noma,etc.
Se define la deteccio´n de objetos como una clasificacio´n y
adema´s una localizacio´n, adema´s, se necesitan modelos ca-
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paces de detectar varios objetos dentro de una sola imagen,
incluso objetos que se encuentran en la misma posicio´n de
la imagen solapa´ndose entre sı´, la forma habitual de mostrar
esta informacio´n es mediante los conocidos como boun-
ding boxes [5], en la Figura 1 se puede observar el tipo de
resultado esperado en una red capaz de detectar objetos.
Por tanto, es un problema con una complejidad an˜adida en
comparacio´n con la clasificacio´n de ima´genes, existen di-
versos me´todos para detectar objetos en ima´genes, ba´sica-
mente se pueden clasificar en dos tipos, los detectores de
una fase y los detectores de dos fases, los primeros son de-
tectores enfocados a un uso en tiempo real, pues al realizar
todo el proceso de deteccio´n en una u´nica fase, el tiempo
a la hora de realizar inferencia suele ser mucho menor, en
cambio, los detectores de dos fases, antes de proporcionar la
imagen a la red neuronal encargada de realizar la deteccio´n
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Fig. 1: Resultado de un detector de objetos
de objetos, se pasa por otra red neuronal que se encarga de
obtener las regiones ma´s interesantes de la imagen.
Para realizar el estudio de los detectores de una fase, el
articulo se ha dividido en diversas secciones, en las primeras
secciones se va a detallar los objetivos del estudio, estado
del arte, y las metodologı´as empleadas, en las siguientes
secciones se pasara´ a analizar algunas de las herramientas
ba´sicas que utilizan los detectores de objetos como pueden
ser las FPN y los anchor boxes. Para finalizar, se presentara´
RetinaNet [11], y se analizara´n los resultados obtenidos.
2 OBJETIVOS
Los objetivos definidos y sus respectivos pesos, es decir,
la importancia que tienen para este proyecto son los siguien-
tes:
1. Instalacio´n y conFiguracio´n de la librerı´a Keras sobre
Tensorflow con el soporte para GPUS (20 %)
2. Ana´lisis y conFiguracio´n de hiperpara´metros con uti-
lizando redes neuronales convolucionales soportadas
por keras (20 %)
3. ConFiguracio´n, uso y ana´lisis de una red neuronal ca-
paz de detectar objetos (RetinaNet) (50 %)
4. Pequen˜a aplicacio´n que haga uso de la red neuronal
entrenada (10 %)
3 ESTADO DEL ARTE
Para la evaluacio´n del estado del arte, se van a comparar
los diferentes detectores, de 1 y 2 fases, todos ellos utili-
zando la me´trica esta´ndar de MS-COCO [15], que tiene en
cuenta diferentes taman˜os de imagen ası´ como diferentes
IoU [5], se va analizar el estado del arte con diferentes re-
des, comparando especialmente los detectores de una fase,
ya que son el principal foco de atencio´n de este articulo,
como detectores de dos fases se compara el me´todo Faster
R-CNN [25] con diversas variantes, en la Figura 2 se pue-
de ver el esquema de funcionamiento de un detector de dos
fases..
Como detectores de una fase, principales competidores
de RetinaNet [11], encontramos los siguientes detectores:
YOLO: YOLO [13] es un detector de una fase cuya prin-
cipal caracterı´stica reside en la velocidad, no agrega estruc-
turas complejas por tal de mejorar al ma´ximo posible la ve-
locidad de inferencia, su arquitectura se basa en una darknet
[26] para la mayor velocidad posible, la version 3 de YOLO,
aumenta la efectividad del detector en objetos pequen˜os.
SSD: SSD [24] es un detector de una fase con una gran
velocidad de inferencia, no tan ra´pido como YOLO [13],
como arquitectura principal cuenta con una FPN [1] y un
backbone que se puede escoger, aunque en sus primeras ver-
siones utilizaba una VGG19 [8] como backbone.
RetinaNet:RetinaNet [11], es la red escogida para anali-
zar en este articulo, se caracteriza por ser un detector de una
fase con tasas de AP incluso superiores a los detectores de
dos fases que son ma´s lentos realizando inferencia, utiliza
te´cnicas como FPN y una novedosa funcio´n de error que le
permite situarse como la mejor red en relacio´n a velocidad
y precisio´n que proporciona la red.
En la Figura 3 se pueden observar los resultados de las
diferentes redes, siendo RetinaNet [11] la que mejores re-
sultados ofrece, utilizando como backbone la CNN [22] res-
next101 [23], la cual es una modificacio´n de la popular res-
net [7].
4 METODOLOGI´A
Todo el trabajo se ha realizado con python utilizando la
librerı´a Keras [3] y Tensorflow [4], con la libreria Keras
se pueden construir arquitecturas de redes neuronales com-
plejas como es el caso de RetinaNet de forma intuitiva y
comprensible.
Para la divisio´n del trabajo a realizar, se ha gestionado
mediante metodologı´as a´giles, en este caso en concreto rea-
lizando sprints de 2 semanas de duracio´n, definiendo las ta-
reas de forma clara para realizar en casa sprint.
Para la presentacio´n de resultados, se ha empleado ten-
sorboard, que es una herramienta que forma parte de Ten-
sorflow y permite escribir en un fichero todas las operacio-
nes que se van realizando, para posteriormente poder vi-
sualizarlas a trave´s de la aplicacio´n web, no obstante, ten-
sorboard no permite un ana´lisis tan detallado como a veces
se requiere, en este caso analizar el comportamiento de la
red por cada tipo de objeto detectado, por este motivo, se
recurre a herramientas externas como puede ser Microsoft
Excel, o bien utilizando la librerı´a pyplot de python.
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Fig. 2: Proceso de deteccio´n de objetos de un detector de dos fases
Fig. 3: Tabla comparativa del estado del arte en la deteccio´n de objetos, en ella se comparan varios detectores de una fase
y otros de dos fases.
4.1. Me´tricas de evaluacio´n
Para la clasificacio´n de objetos, una etiqueta indica si el
objeto clasificado es correcto o incorrecto, no obstante, para
la deteccio´n de objetos no es tan sencillo, ya que adema´s de
indicar a que clase pertenece el objeto, tambie´n se debe in-
dicar su posicio´n mediante un bounding box, habitualmente
se proporcionan las posiciones de los bounding boxes me-
diante coordenadas cartesianas (x1,y1,h2,w2), es decir, me-
diante la coordenada superior izquierda y adema´s su altura
y anchura,por tanto, una posible manera de evaluar como se
ha clasificado el objeto seria comparar directamente estas
posiciones, sin embargo, en la pra´ctica, es muy improbable
que coincidan la salida del bounding box de la CNN coinci-
da exactamente con la del Ground truth, por tanto se utiliza
una me´trica conocida como IoU (intersect over union), la
cual se define mediante la siguiente formulacio´n:
IoU =
area interseccio´n
area unio´n
Dicha me´trica proporciona una forma muy natural de de-
terminar como de buena es una prediccio´n, ya que es de la
forma en que los humanos lo percibimos.
Tal como se puede observar en la Figura 4, a partir de
una prediccio´n cercana al 0,7 ya se considera una buena
prediccio´n y por tanto serı´a muy difı´cil para un humano
distinguir si la prediccio´n es del 0,9 o bien 0,7 sin que nos
mostrasen el bounding box del Ground truth, generalmente
se puede considerar correcta una prediccio´n mayor al 0,5
de IoU, ya que acercarse a valores cercanos a 0,9 puede
ser realmente difı´cil. La me´trica explicada se utiliza en
la mayorı´a de competiciones de deteccio´n de objetos, a
Fig. 4: Ejemplo de 3 predicciones y sus respectivos valores
de bounding box
continuacio´n se va a explicar como se evalu´a la deteccio´n
en la competicio´n MS-COCO.
Average Precision (AP)
AP: Me´trica principal de la competicio´n, para calcu-
larla se realiza una media entre las predicciones rea-
lizadas con un IoU de al menos 0,5, valor que se ve
incrementado en 0,05 hasta un ma´ximo de 0,95
APIoU=,75: AP para objetos detectados con un IoU
de al menos 0,75
APsmall: AP para objetos pequen˜os: a´rea menor a
322.
APmedium: AP para objetos medianos: a´rea entre 322
y 962.
APlarge: AP para objetos grandes: a´rea mayor a 962.
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La competicio´n realiza esta distincio´n entre taman˜os de ob-
jetos porque generalmente los objetos pequen˜os suelen ser
ma´s difı´ciles de detectar y ası´ se proporciona un extra de
informacio´n a los competidores.
5 ANCHOR BOXES
Para poder llevar a cabo la deteccio´n de objetos, las re-
des neuronales convolucionales realizan subsampling de la
imagen hasta que se llega a la u´ltima capa.
Dentro de cada posicio´n del mapa de caracterı´sticas, pueden
haber 0, 1 o ma´s objetos.
Fig. 5: Figura con mapa de caracteristicas de 3× 3
Observando la Figura 5, se puede ver que el centro de la
persona y el centro del coche esta´n situados en la misma
particio´n, cada particio´n pasa a trave´s de una red neuronal
que realiza la clasificacio´n del objeto y una red neuronal
que realiza una regresio´n para obtener las coordinadas del
bounding box.
Por tanto, se define la salida de la red neuronal de clasifica-
cio´n de la siguiente manera:
Y =
WiHi
K

Donde Wi es el ancho del mapa de caracterı´sticas, Hi es
la altura del mapa de caracterı´sticas, y K es el nu´mero de
clases que se clasificara´n. Mientras que la salida de la red
neuronal de regresio´n es la siguiente:
Y =

Wi
Hi
X1
Y 1
H1
W1

X1,Y1 se refieren a los puntos en coordenadas cartesia-
nas donde se situ´a la esquina superior izquierda del boun-
ding box, mientras que H1 y W1 hacen referencia a la altura
y anchura que tendra´ el bounding box
Con la salida proporcionada, lo que ocurrirı´a si simulta´nea-
mente hay dos objetos en la misma particio´n de la imagen
como ocurre en la Figura 5 es que no serı´a posible detectar
ambos objetos, ya que la salida nos permite detectar un u´ni-
co objeto. Una posible solucio´n serı´a incrementar la dimen-
sionalidad de la salida, an˜adiendo N columnas en funcio´n de
la cantidad de objetos que se quieran detectar, el problema
de esta solucio´n es que no se puede saber a que columna
corresponde cada objeto, y por tanto ajustar la funcio´n de
error correctamente, para solucionar esto, se utilizan los de-
nominados anchor boxes [14], estos elementos son figuras
de diferentes formas que pueden asemejarse a objetos del
mundo real, a las que se asociaran los objetos de la ima-
gen, en la Figura inferior se puede observar un ejemplo de
9 anchor boxes.
Fig. 6: 9 anchor boxes de diferentes taman˜os y relaciones de
aspecto, de forma que sean capaces de parecerse al ma´ximo
nu´mero posible de objetos reales
La forma y el taman˜o de los anchor boxes se puede elegir
a libre disposicio´n, siempre teniendo en cuenta cubrir todas
las posibles relaciones de aspecto diferentes y taman˜os. Pa-
ra el caso de la Figura 5, se asignarı´a el anchor box 9 al
peato´n y el anchor box 7 al coche,la asignacio´n se realiza
de la siguiente manera:
Si el objeto tiene al menos 0,7 IoU con el anchor box o bien
es el anchor box con mayor IoU con el objeto.
Si el objeto tiene menos de 0,3 IoU con el anchor box, se
descarta, en caso de que el objeto no supere el 0,3 IoU con
ningu´n anchor box, el objeto no contribuira´ al entrenamien-
to ya que no podra´ ser detectado.
La salida de la red para el regresor utilizando anchor bo-
xes sera´ la siguiente:
y =
A1 A2 . . . A9

Wi Wi . . . Wi
Hi Hi . . . Hi
X1 X2 . . . X9
Y 1 Y 2 . . . Y 9
H1 H2 . . . H9
W1 W2 . . . W9
Para cada regio´n de la imagen, se pueden detectar 9 ob-
jetos de forma simultanea, en la pra´ctica, es poco frecuente
que ma´s de dos objetos se situ´en en la misma regio´n de la
imagen.
6 FEATURE PYRAMID NETWORK
En algunas competiciones de clasificacio´n, se discrimina
por el taman˜o de los objetos a detectar, como por ejemplo
en MS-COCO [15], esto se debe a que detectar objetos de
pequen˜o taman˜o es ma´s difı´cil que hacerlo con objetos ma´s
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grandes, y esta informacio´n adicional es interesante de ca-
ra a mejorar el funcionamiento del detector de objetos si
el mismo esta´ cometiendo muchos errores con objetos pe-
quen˜os.
La arquitectura conocida como feature pyramid net-
work [2], de aquı´ en adelante FPN, permite obtener a partir
de una imagen, predicciones a distinta escala, una manera
de realizar esto serı´a disponer de varias medidas de la mis-
ma imagen, por ejemplo 800× 800, 600× 600, 400× 400,
256 × 256, reduciendo su taman˜o y ası´ obteniendo predic-
ciones de distintos taman˜os de todos los objetos de la ima-
gen, el problema es que realizar esta operacio´n tiene un
coste computacional muy elevado, ya que se tendrı´an que
proporcionar 4 ima´genes distintas a la red neuronal, multi-
plicando el tiempo necesario para realizar la inferencia en
4.
La FPN permite realizar esta operacio´n aprovechando la
estructura natural de una CNN, ya que cuando se avanza a
trave´s de la red se va reduciendo el taman˜o de la imagen
de entrada a principalmente a trave´s de las capas de max
pooling, implı´citamente, esto proporciona una estructura de
pira´mide y disponer de la misma imagen a diferentes es-
calas, ba´sicamente en una CNN existen dos tipos de fases,
la fase de convolucio´n, donde generalmente el taman˜o de
la imagen de entrada no se ve afectado, y la fase de reduc-
cio´n, donde se aplica una capa max pooling para reducir el
taman˜o de la imagen, para conseguir una FPN, basta con
seleccionar varias capas convolucionaeles conectarlas late-
ralmente con una capa adicional que se utilizara´ para hacer
predicciones en ese nivel de la red, habitualmente la capa
convolucional que se selecciona la previa a reducir el ta-
man˜o de la imagen, ya que es la que contiene mayor infor-
macio´n de la misma.
No obstante, esta metodologı´a no funciona correctamente,
y es que las u´ltimas capas de una CNN tienen una sema´nti-
ca diferente de las primeras capas y por tanto tambie´n hay
que conectar las capas adicionales que se han creado para la
estructura FPN, tal como se ilustra en la siguiente Figura:
Fig. 7: Arquitectura de FPN, a la izquierda se muestra la
CNN[22] y las 3 capas seleccionadas para interconectarse
lateralmente con las capas de pira´mide.
Como se puede ver en la Figura 7, las capas de la pira´mi-
de esta´n simulta´neamente a la vez con las capas de la CNN y
con las propias capas de pira´mide, el motivo de interconec-
tar las capas de pira´mide entre si es debido a las diferencias
en resolucio´n y sema´ntica dentro de las capas de la CNN,
de esta manera se consigue que todas las capas de pira´mide
tengan una sema´ntica similar.
6.1. Conexio´n de las capas de pira´mide
Para lograr una sema´ntica similar en todas las capas de la
FPN, se sigue la arquitectura que se muestra a continuacio´n:
Fig. 8: Arquitectura completa de FPN, donde se muestran
las conexiones entre las capas de pira´mide y la CNN, en
este caso ResNet
Tal como se muestra en la Figura 8, el camino que si-
gue la imagen a trave´s de la CNN[22] tiene el nombre de
bottom-up path, mientras que el camino que sigue a trave´s
de las capas intermedias de pira´mide, tiene el nombre de
top-down path.
Creacio´n de la capa P5: Para la creacio´n de la capa P5,
simplemente se realiza una convolucio´n 1 × 1 de la u´ltima
capa convolucional de la CNN, posteriormente se le aplica
una convolucio´n 3× 3 para generar la capa final P5.
Creacio´n de las capas P2, P3 y P4: Para la creacio´n de
las capas P2,P3 y P4, se necesita crear las capas interme-
dias M2, M3 y M4, la capa M4 se crea a partir de realizar
upsampling [16] x2 de la capa M1, se utiliza el algoritmo
nearest neighbor[17], el motivo de utilizar este algoritmo es
su simplicidad, ya que algoritmos ma´s sofisticados ralenti-
zarı´an la velocidad de la red. El upsampling[16] es nece-
sario para que la capa M4 tenga el mismo taman˜o que la
capa C4, la capa M4 finalmente se construye tras aplicar
una convolucio´n 1x1 a la capa C4 y sumarla al resultado
del upsampling[16], posteriormente se le aplica una convo-
lucio´n 3 × 3 a la capa M4 para reducir el efecto aliasing
generado por el upsampling y formar la capa final P4, de la
misma manera se forman el resto de capas P2 y P3.
La capa P1 no se genera ya que requerirı´a un coste compu-
tacional muy elevado, ya que la capa C1 tiene todavı´a un
taman˜o demasiado grande.
Hay que destacar que la FPN por si sola no es capaz de
detectar objetos, es simplemente una arquitectura que per-
mite una manera muy eficiente de detectar objetos a dife-
rentes escalas, para la deteccio´n de objetos, se debe an˜adir
una red neuronal de regresio´n y una red neuronal de clasifi-
cacio´n a cada capa de pira´mide (P2,P3,P4 y P5).
7 RETINANET
Retinanet es detector de objetos de una etapa que uti-
liza la arquitectura FPN, a la cual le an˜ade dos pequen˜as
CNNs, una de ellas utilizada para la clasificacio´n de boun-
ding boxes[5], y la otra utilizada para regresio´n. La red
puede entrenarse utilizando las redes neuronales ma´s po-
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pulares como backbone (ResNet [7],VGG [8],DenseNet
[9],MobileNet [10]) El backbone se encarga de computar
la imagen que se le proporciona como input, la subred de
clasificacio´n se encarga de predecir a que clase pertenece
el bounding box. La arquitectura completa de RetinaNet se
muestra en la Figura 9
7.1. Red de clasificacio´n
La CNN[22] de clasificacio´n tiene la funcio´n de asociar
cada cada deteccio´n con una clase, la arquitectura de esta
red consta de 4 capas convolucionales 3× 3 con 256 filtros
con activaciones ReLU[18], tras estas 4 capas se an˜ade otra
capa convolucional 3× 3 que tiene como salida K A filtros,
siendo K el nu´mero de clases a predecir y A el nu´mero de
anchor boxes, que se fija en 9, como u´ltima capa se utiliza
una activacio´n sigmoidea por cada localizacio´n del mapa de
caracterı´sticas, tomando como referencia localizaciones de
50× 50, la salida de la red seria un vector (2500,9K).
Como dato adicional, los para´metros de la red se compar-
ten entre todas las capas de la pira´mide, pero no se compar-
ten con los para´metros de las redes de regresio´n a pesar de
compartir la misma estructura.
7.2. Red de regresio´n
La red de regresio´n comparte la estructura principal con
la red de clasificacio´n, la principal diferencia reside en que
esta red se encarga de predecir 4A outputs correspondientes
a las coordenadas de los bounding boxes[5] por cada an-
chor box y por cada localizacio´n del mapa de caracterı´sti-
cas, por tanto la salida de la red seria un vector de dimen-
siones (2500,36)
7.3. Focal loss
La verdadera novedad introducida por la red RetinaNet
se trata de una nueva funcio´n de error llamada focal loss.
Antes de explicar en que consiste esta funcio´n, se va a ex-
plicar la necesidad de la misma en la deteccio´n de objetos
de una fase. En cada imagen, la mayorı´a de elementos del
mapa de caracterı´sticas son background, esto quiere decir
que ese elemento no es ningu´n objeto que el detector que se
esta´ entrenando es capaz de detectar, por tanto, esto produ-
ce un desbalance en cuanto al nu´mero de clases, para que
una CNN funcione lo mejor posible, debe haber aproxima-
damente el mismo nu´mero de elementos de cada clase, es
decir, los conjuntos deben ser balanceados, en el caso de un
detector de objetos de dos fases, se obtienen las regiones de
intere´s de la imagen antes de proporcionarla a la CNN, por
este motivo estos detectores no tienen el mismo problema
que los detectores de una fase.
Si el conjunto de datos esta´ desbalanceado, el detector
puede basar su funcio´n de error en aciertos fa´ciles, por
ejemplo, un detector que asignase como background todos
las posiciones del mapa de caracterı´sticas, acertarı´a en la
mayorı´a de ocasiones, pero nunca serı´a capaz de aprender
de detectar objetos, para solventar este problema, RetinaNet
hace uso de la funcio´n focal loss.
La funcio´n de error focal loss consiste en ”no ajustar de-
masiado los pesos basa´ndose en aciertos fa´ciles”, para com-
probar como funciona, se va a comparar con la funcio´n ma´s
utilizada habitualmente: cross entropy[20].
La funcio´n CE se define de la siguiente manera:
CE(pt) = −log(pt) (1)
Donde pt = p si y = 1 en caso contrario pt = 1− p
Se ha definido la funcio´n focal loss de la siguiente mane-
ra:
FL(pt)− (1− Ptγ ∗ α ∗ log(pt)) (2)
Ba´sicamente, se an˜aden las variables γ y α como re-
gularizadoras, para penalizar los ejemplos fa´cilmente
clasificados, para compararlo, se ha separado el comporta-
miento de las funciones en tres escenarios diferentes, para
todos los casos se utiliza α = 0, 25 y γ = 2, ya que son los
valores que mejor se comportan.
Escenario 1: Objeto clasificado fa´cilmente
Supongamos un objeto fa´cilmente clasificado con p = 0,9,
la funcion CE calcuları´a lo siguiente:
CE = −log(0, 9) = 0, 1053
Mientras que focal loss:
FL = −1 ∗ 0, 25 ∗ (1–0, 9)2 ∗ log(0, 9) = 0, 00026
Si comparamos los resultados obtenidos, podemos
observar que el error que se asigna mediante la funcio´n
focal loss es 0,1053/0,00026 = 384 veces menor.
Escenario 2: Ejemplo mal clasificado
Supongamos ahora un objeto al que se le ha asignado
p = 0, 1 por tanto se tratarı´a de una clasificacio´n erro´nea.
CE = −log(0, 1) = 2, 3025
Mientras que focal loss obtiene el siguiente resulta-
do:
FL = −1 ∗ 0, 25 ∗ (1–0, 1)2 ∗ log(0, 1) = 0, 4667
En este caso, focal loss reduce el resultado obtenido
en 2, 3025/0, 4667 = 5 veces menos
Escenario 3: Ejemplo clasificado muy fa´cilmente
Se clasifica un objeto con p = 0, 99, por tanto, CE
devuelve lo siguiente
CE = −log(0, 99) = 0, 01
Mientras que focal loss:
FL = −1x0,25x(1–0,99) ∗ ∗2log(0,99) = 2,5 ∗ 10−7
En este caso, la diferencia es todavı´a ma´s grande, ya
que 0,01/0,00000025 = 40,000 veces mas pequen˜o.
Conclusion: Focal loss reduce el valor de la funcio´n
de error en todos los casos respecto a CE[20], pero en el
caso de los ejemplos clasificados fa´cilmente lo hace en un
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Fig. 9: Arquitectura completa de la red RetinaNet, que utiliza una arquitectura FPN a la que se le an˜aden dos pequen˜as
CNNs[22] de regresio´n y clasificacio´n
factor mucho mayor, por tanto lo que se consigue con esto
es ”balancear”las clases y que los ejemplos clasificados
fa´cilmente no tengan tanto impacto en el entrenamiento de
la CNN.
8 EQUIPO EXPERIMENTAL
Para la realizacio´n de los experimentos, se ha utilizado
como hardware un equipo con la siguientes caracterı´sticas:
CPU: Intel core I7 6700k.
RAM: 16 GB DDR4.
HDD: SSD Samsung Evo 840.
GPU: Nvidia GTX 1080ti.
En cuanto a los datasets, se han escogido MS-COCO[15]
y udacity[21] y los siguientes hiperparametros fijados, pues
son los que mejores resultados se obtienen con RetinaNet
Learning Rate: 10−5 ajusta´ndose automa´ticamente en caso
de no mejorar.
Para´metros de Focal Loss: α = 0, 25 γ = 2
9 RESULTADOS
En esta seccio´n se comentara´n los resultados tras entre-
nar en udacity[21] y MS-COCO[15], tambie´n se han varia-
do los hiperpara´metros de la red para estudiar su comporta-
miento.
9.1. Dataset Udacity
El primer dataset que se va a analizar es udacity, que
consta de 15.000 ima´genes diferentes, de las cuales se han
seleccionado 12.000 para el entrenamiento y 3.000 para la
validacio´n, resultando en una particio´n de 80:20, cada e´poca
de entrenamiento ha llevado aproximadamente 40 minutos
en completarse, los pesos de la red se han inicializado con
los proporcionados por imagenet, por tanto se trata de un
entrenamiento empleando la te´cnica Fine Tuning [19], de
esta forma se reduce el tiempo de entrenamiento y general-
mente consigue una mejora de AP.
En la Figura 10 se puede observar como la red asciende
su AP ra´pidamente en las primeras e´pocas hasta situarse en
aproximadamente 0,45, principalmente se debe a la clasifi-
cacio´n de camiones, que al principio obtiene un AP bajo,
no obstante, a partir de aproximadamente la e´poca 15 no se
Fig. 10: AP por clase empleando el dataset udacity
obtiene una mejorı´a notable,y si se continua entrenando se
puede apreciar que el AP comienza a descender, lo que des-
vela que la red esta´ sobreentrenando, en cuanto a la funcio´n
de error, se obtiene lo siguiente:
Fig. 11: Funcio´n de loss tras 50 e´pocas de entrenamiento en
el dataset udacity
Una vez ma´s, la funcio´n de error nos muestra que su valor
desciende mientras entrena, pero sin embargo no se obtie-
nen mejorı´as en AP, continuar entrenando la red provocarı´a
aumentar el nu´mero de errores, para entrenar este dataset
con el backend resnet101, serian necesarias de 10-15 e´pocas
para conseguir los mejores resultados, esto se debe a que el
dataset contiene tan solo 15.000 ima´genes. Sin embargo, si
se entrena el dataset sin emplear la te´cnica fine tuning, utili-
zando los mismos hiperparametros en la red que los que se
han utilizado empleando los pesos de imagenet, y utilizando
el mismo backbone, se obtiene el siguiente resultado: Como
se puede observar, el mAP ha descendido de forma notable,
se mantiene el mismo patro´n, es decir, las clases que ob-
tienen menos AP utilizando fine tuning son las mismas que
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Fig. 12: AP por clase empleando el dataset udacity sin em-
plear la te´cnica fine tuning
obtienen menos AP cuando no se utiliza, no obstante, su AP
disminuye de forma considerable, el ma´ximo mAP obteni-
do sin realizar fine tuning ha sido de 0,3, aproximadamente
0,15 menos que utilizando fine tuning, se ha detenido el en-
trenamiento en las 34 e´pocas ya que no se mejoraban los
resultados obtenidos. La siguiente Figura ayuda a contras-
tar los datos anteriores, midiendo la funcio´n de loss para el
conjunto de validacio´n:
Fig. 13: Loss del conjunto de validacio´n respecto al numero
de e´pocas
En la Figura 13, se observa como el loss comienza a in-
crementarse en las u´ltimas e´pocas, la Figura 12 ya habı´a
proporcionado esa informacio´n mediante el mAP, pero jun-
to con el ana´lisis de la funcio´n de loss, se puede determinar
que la red no puede mejorar su mAP ma´s alla´ de 0,3 sin
utilizar fine tuning.
En la tabla 1 se puede observar el conjunto de pruebas
que se han realizado con el dataset udacity y el mAP obte-
nido en todas ellas.
9.2. Dataset Coco
En cuanto al dataset coco, cuenta con 120.000 ima´genes
para el conjunto de train y 5000 imagenes para el conjun-
to de validacio´n, hay 80 categorı´as de objetos diferentes,
empleando RetinaNet, un batch size de 1 y un step size de
10.000 se tardan aproximadamente 96 horas en completar
50 e´pocas de entrenamiento, por este motivo se ha escogi-
do udacity como el dataset principal en el que realizar la
mayorı´a de pruebas. El resultado del entrenamiento men-
cionado, utilizando como backbone la red resnet101 es el
siguiente:
Fig. 14: Funcio´n de loss de clasificacio´n tras 50 e´pocas de
entrenamiento en el dataset coco
Fig. 15: Funcio´n de loss de regresio´n tras 50 e´pocas de en-
trenamiento en el dataset coco
Fig. 16: mAP tras 50 e´pocas de entrenamiento en coco
9.3. Resultados realizando inferencia
En esta seccio´n se va a analizar como se comporta Reti-
naNet ante una imagen que no conoce y los motivos por los
cuales puede cometer errores, la deteccio´n y muestra de las
detecciones tarda alrededor de unos 2 segundos dependien-
do del taman˜o de la imagen, en la siguiente figura se puede
observar como es el resultado final:
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TAULA 1: TABLA DE RESULTADOS OBTENIDOS EN EL DATASET UDACITY
Resultados en udacity con retinanet
Backbone Taman˜o de imagen train/val Focal loss Data augmentation Pesos iniciales mAP( %)
Resnet101
1400x1200 80/20 si si imagenet 43,6
800x800 80/20 si no imagenet 25,9
1200x1200 80/20 si no imagenet 36,4
1400x1200 80/20 si no imagenet 45,7
1920x1200 80/20 si no imagenet 45,6
1920x1200 70/30 si no imagenet 44,2
1920x1200 80/20 si no Random 31
1920x1200 90/10 si no imagenet 42,4
1920x1200 90/10 si no ms-coco 32,6
1920x1200 80/20 no no imagenet 44,7
VGG19 1920x1200 80/20 si no imagenet 43,8
Densenet 1400x1200 80/20 si no imagenet 24
Fig. 17: Prueba de inferencia de RetinaNet en una imagen
con tra´fico denso.
10 CONCLUSIONES
Como conclusio´n de este estudio, se determina que el uso
de librerı´as como Keras y Tensorflow hacen posible la crea-
cio´n y modificacio´n de arquitecturas complejas como Re-
tinaNet de forma sencilla, pudiendo centrar el esfuerzo en
analizar y mejorar los modelos creados.
En cuanto a los resultados obtenidos, de ellos se puede
extraer que para el caso del dataset udacity[21] es muy im-
portante la realizacio´n de fine tuning[19], pues si no se rea-
liza el dataset es demasiado pequen˜o como para que la red
consiga generalizar correctamente y el AP desciende consi-
derablemente, la resolucio´n de las ima´genes tambie´n es un
para´metro que se debe tener en cuenta, pues si se reduce
demasiado el taman˜o los objetos pequen˜os no podra´n ser
detectados fa´cilmente y repercute de manera significativa
en el AP en dichos objetos.
En cuanto a focal loss, la funcio´n de error utilizada por Re-
tinaNet u´nicamente varia los resultados en un 1 % para este
caso, lo que indica que efectivamente funciona mejor que
entropia cruzada[20], no obstante no parece un incremento
significativo para este dataset.
En el caso del dataset coco, los creadores de RetinaNet
afirman que utilizando focal loss se incrementa el mAP de
0.3 a 0.4, en este estudio no se ha podido comprobar de-
bido al exigente hardware requerido para poder entrenar el
dataset coco de forma apropiada.
10.1. Trabajo futuro
Como ampliacio´n al estudio realizado, serı´a muy intere-
sante aumentar la compatibilidad de RetinaNet con otras re-
des neuronales como backbone, por ejemplo la NasNet [12],
que promete unos resultados mejores que cualquiera de las
redes existentes actualmente,no obstante, su adaptacio´n a la
arquitectura FPN esta´ fuera del alcance de este proyecto.
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APENDICE
A.1. Pruebas en ima´genes de alta resolucio´n
Se ha probado RetinaNet en ima´genes de alta resolucio´n,
el resultado se puede observar en la siguiente Figura:
Fig. 18: RetinaNet en una imagen de resolucio´n 3264x2248
Como se puede observar, RetinaNet no funciona correc-
tamente en ima´genes de alta resolucio´n,esto es debido a que
los modelos se entrenan con ima´genes de menor resolucio´n,
la arquitectura fpn[1] permite obtener ima´genes de taman˜os
inferiores a partir de la imagen original, pero no al reve´s,
por este motivo la inferencia no funciona como se espe-
ra, entrenar con datasets con ima´genes de mayor resolu-
cio´n ayudarı´a a aumentar su efectividad, no obstante, con
el hardware disponible actualmente no es posible realizar
entrenamientos con ima´genes de alta resolucio´n.
A.2. Control de tra´fico utilizando RetinaNet
Uno de los mu´ltiples usos que puede tener un detector de
objetos como RetinaNet puede ser el control del tra´fico, ya
que podemos obtener un nu´mero aproximado de los vehı´cu-
los que se encuentran circulando, y a partir de este nu´mero
obtener una estimacio´n sobre el tra´fico, ba´sicamente se va a
categorizar el tra´fico en 6 posibles opciones.
No hay vehı´culos en la imagen proporcionada.
Hay pocos vehı´culos y el trafico es ligero.
Hay un tra´fico medio.
Trafico denso.
Trafico muy denso.
Imagen tomada desde angulo incorrecto, pues hay mu-
cha densidad y pocos vehı´culos.
La aplicacio´n no solo tiene en cuenta el nu´mero de
vehı´culos en la imagen, tambie´n utiliza el a´rea solapada de
todos los vehı´culos para determinar el tipo de trafico de la
imagen.
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Fig. 19: Deteccio´n de imagen sin tra´fico
Fig. 20: Deteccio´n de poco tra´fico
Alejandro Garcia Min˜ano: Deep Learning: Neural Networks for Object Detection 13
Fig. 21: Deteccio´n de tra´fico medio
Fig. 22: Deteccio´n de un tra´fico alto
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Fig. 23: Deteccio´n de trafico utilizando un angulo incorrecto para la captura de la imagen
