1. Introduction {#sec0001}
===============

In Dec 2019, Wuhan, China, witnessed the start of an epidemic, which is just a period of two months overpowered the entire world and took the form of a pandemic named COVID-19 \[[@bib0020],[@bib0046],[@bib0068]\]. The novel coronavirus disease (COVID-19) pandemic caused by the virus severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) has engulfed the entire world within a short period of time [@bib0004], [@bib0012], [@bib0020], [@bib0030], [@bib0032], [@bib0056], [@bib0060], [@bib0061], [@bib0065], [@bib0067]. Being highly contagious in nature, it poses a massive threat to people\'s health as till 10:00 CET, 30 March 2020 a total of 693,282 confirmed cases and 33,106 deaths were reported globally as per World Health Organization (WHO) \[[@bib0026],[@bib0055],[@bib0056],[@bib0061]\].

The outbreak of new infection has created an emergency situation that raises many important questions related to its transmission dynamics, mitigation, and control measures. Researchers are taking the help of mathematical modeling in order to provide answers to such urgent queries [@bib0010]. For instance, to contain the spread, strategies such as social distancing, quarantine and contact tracing of the infected or suspected people, the complete lockdown of the area or countries dealing with it and screening international travelers are the results of model predictions (\[[@bib0019],[@bib0043]\]; Mandal et al. 2019; \[[@bib0011],[@bib0063]\]). Early modeling results by Kucharski et al. based on the stochastic transmission model told about the variation of COVID-19 over a certain period of time, probability of an outbreak in other areas outside Wuhan and observed a decline in reproduction number from 2.35 to 1.05 after the introduction of travel restrictions [@bib0024], [@bib0037]. In another study by Chen et al. [@bib0010], a Bats-Hosts-Reservoir-People transmission network model was developed to simulate the probable transmission from bats to human beings. They also simplified the above model and found that majorly the transmission occurred from person to person relying on the reproduction number estimated as 3.58 [@bib0043]. Li et al. also provided evidence about the person to person transmission route in Wuhan, China, and the calculated that the number of infections doubled in 7.4 days [@bib0027]. Similarly, several other models have been used to access the outbreak characteristics \[[@bib0006],[@bib0028], [@bib0059]\]. Moreover, once the vaccine is made available, its effective distribution could be carried out by mathematical modeling, as suggested in the literature for such infections [@bib0001]. However, looking at the severity of the pandemic and the rapidly changing numbers of the infected population, it demands constant data analysis.

Time series analysis and forecasting deal with understanding the past relationship among the variables by using various modeling techniques with the ultimate goal of obtaining accurate prediction of future values. Box-Jenkins based ARIMA (Autoregressive Integrated Moving Average) model is a widely used statistical model in time series analysis, which covers a wide variety of patterns, ranging from stationary to non-stationary and seasonal (periodic) time series [@bib0033], [@bib0035], [@bib0054]. However, in dealing with non-linear situations where data is not a linear function of time, Box-Jenkins methodology is inappropriate \[[@bib0003],[@bib0007],[@bib0023],[@bib0033]\]. For accurate forecasting of non-linear data, wavelet analysis is a magnificent tool that is capable of diagnosing high-frequency components in time series data [@bib0014], [@bib0015], [@bib0017], [@bib0029], [@bib0034], [@bib0036], [@bib0042]. Discreet wavelet transformation involves decomposition of time series at different scales, and each component series can be treated for forecasting purpose \[[@bib0025],[@bib0038],[@bib0040],[@bib0044],[@bib0049], [@bib0050], [@bib0051],[@bib0053],[@bib0059]\]. The use of wavelets for forecasting purposes includes the extent of refinement and flexibility, which the traditional methods cannot afford \[[@bib0016],[@bib0021],[@bib0022],[@bib0062],[@bib0064]\].

The present study deals with developing a hybrid model for making the prediction of death cases due to COVID-19 by understanding the dynamic nature of the transmission of the virus. Hybrid modeling in such a situation can prove to be a vital tool to deal with it by studying its potential of transmission and growth of the virus in the long run \[[@bib0031],[@bib0059],[@bib0066]\]. For this, we have considered the dataset of daily deaths due to the COVID-19 in most affected five countries of the world, namely Italy, Spain, France, the United Kingdom (UK), and the United States of America (USA) (Data Source: World Health Organization)***.***

2. Methodology {#sec0002}
==============

2.1. Wavelet analysis {#sec0003}
---------------------

Wavelets are localized functions with zero mean and compact support, which are capable of analyzing non-periodic and transient signals [@bib0013], [@bib0039], [@bib0045], [@bib0047].

A function *ψ*(*x*) ∈ *L* ^2^(*R*) is a wavelet if it satisfies the admissibility condition ([1](#eqn0001){ref-type="disp-formula"}).$$\int\limits_{- \infty}^{\infty}\frac{\overset{\land}{\psi}\left( \omega \right)}{\left| \omega \right|}d\omega < \infty$$where $\overset{\land}{\psi}\left( \omega \right)$ denotes Fourier Transform of *ψ*(*ω*). A family of functions generated by translation and dilation of a single function *ψ*(*t*) is known as the 'Mother Wavelet.' A mother wavelet constitutes a family of functions of the form$$\psi_{a,b}\left( t \right) = \frac{1}{\sqrt{\left| a \right|}}\psi\left( \frac{t - b}{a} \right);a,b \in \Re\mspace{6mu}{\text{with}\mspace{6mu}}a \neq 0$$where '*a*' is a scaling parameter which determines the expansion or compactness of a signal, and '*b*' is a translation or shifting parameter which determines the location of wavelet.

For discreet wavelet decomposition of time series $\left\{ {f\left( t \right):t = 1,2,3,...} \right\}$, the mother wavelet function *ψ* ~*j,\ k*~ and the father wavelet function φ~*J,\ k*~ are defined respectively by [Eqs. (3)](#eqn0003){ref-type="disp-formula"} and ([4](#eqn0004){ref-type="disp-formula"}).$$\psi_{j,k}\left( x \right) = \sqrt{2^{j}}\psi\left( {2^{j} - x} \right)$$ $$\varphi_{J,k}\left( x \right) = \sqrt{2^{J}}\varphi\left( {2^{J} - x} \right)$$

The approximation coefficients *α* ~*J,\ k*~ are obtained by convoluting the scaling coefficients φ~*J,\ k*~ with *f*(*t*) and the convolution with *f*(*t*) of the wavelet function *ψ* ~*j,\ k*~ gives the detailed coefficients which are given by [Eqs. (5)](#eqn0005){ref-type="disp-formula"} and ([6](#eqn0006){ref-type="disp-formula"}).$$\alpha_{J,k} = \int\limits_{- \infty}^{\infty}f\left( t \right)\varphi_{J,k}dt$$ $$\beta_{j,k} = \int\limits_{- \infty}^{\infty}f\left( t \right)\psi_{j,k}dt;\mspace{6mu} j = 1,\mspace{6mu} 2,\mspace{6mu} 3,\mspace{6mu}...$$

Using integrals ([5](#eqn0005){ref-type="disp-formula"}) and ([6](#eqn0006){ref-type="disp-formula"}), decomposed series applicable to continuous time series *f*(*t*) is given by ([7](#eqn0007){ref-type="disp-formula"}).$$f\left( t \right) = \sum\limits_{k \in Z}\alpha_{J,k}\varphi_{j,k}\left( t \right) + \sum\limits_{j = 1}^{J}\sum\limits_{k \in Z}\beta_{j,k}\psi_{j,k}\left( t \right)$$

Since the time series data under study is discreet and is of finite length, so the discretized time series *y*(*t*) of length $K = 2^{J}$ is given by ([8](#eqn0008){ref-type="disp-formula"}).$$f\left( t \right) = \sum\limits_{k = - \infty}^{2^{J - k} - 1}\alpha_{J,k}\varphi_{j,k}\left( t \right) + \sum\limits_{j = 1}^{J}\sum\limits_{k = - \infty}^{2^{J - k} - 1}\beta_{j,k}\psi_{j,k}\left( t \right)$$

The decomposition of *f*(*t*) into approximation and detail components is also classified in [Fig. 1](#fig0001){ref-type="fig"} [@bib0052].Fig. 1Wavelet Decomposition of signal *f*(*t*).Fig 1

2.3. Econometric forecasting models {#sec0004}
-----------------------------------

Autoregressive Integrated Moving Average (ARIMA) model is best among various econometric models such as ARMA (Autoregressive Moving Average), MA (Moving Average), and AR (Autoregressive) models. ARIMA model is based on the Box-Jenkins Model (1960), which makes use of past values to predict future values of time series. ARIMA modeling approach basically has three phases; model identification, parameter estimation, and diagnostic checking of the model. The model identification stage determines the time series for stationarity and seasonality, which needs to be modeled before parameter estimation. The stationarity of time series can be judged from an autocorrelation function (ACF) plot, and in case of non-stationary time series, differencing transformation can be applied to obtain stationary data. Seasonality can be modeled by taking seasonal differencing and regenerating autocorrelation function (ACF) and partial autocorrelation function (PACF) plots. These plots are also helpful in identifying the values of parameters *p* and *q* \[[@bib0008],[@bib0009]\]. Parameter estimation of the appropriately selected model is made by maximum likelihood, which is a commonly used method for evaluation. Finally, the overall adequacy of the model is checked with the help of the Ljung and Box test so that no further modeling of time series is required (McNeil et al. 2006; [@bib0041]).

An ARIMA (*p*, *d*, *q*) model using lag polynomial *L* is expressed as$$\left( {1 - \sum\limits_{i = 1}^{p}\varphi_{i}L^{i}} \right)\left( 1 - L \right)^{d} = \left( {1 + \sum\limits_{j = 1}^{q}\theta_{j}L^{j}} \right)\varepsilon_{j}$$where the non-negative integers *p* and *q* are the orders of autoregressive and moving average polynomials respectively; *d* is the non-seasonal differencing required to make data stationary; *f*(*t*) is the value of observations and ɛ~*t*~ is a random error at time *t*; φ~*i*~ and *θ~j~* are the coefficients.

2.4. Hybrid prediction model {#sec0005}
----------------------------

Both the ARIMA model and the Wavelet decomposition methods have different tendencies to deal with linear and non-linear features of data, so the coupled models proposed in this study consists of forecasting by ARIMA models on the time series data refined by wavelet decomposition methods. Thus, the coupled models can improve forecasting performance by modeling linear and non-linear components of data [@bib0048].

In the wavelet decomposition method, time-series data *f*(*t*) is first decomposed into approximations (*A~j~*) and detail (*D~j~*) coefficients ([Section 2.1](#sec0003){ref-type="sec"}), which can be used as separate series for prediction purposes; then, each of these series is modeled and forecasted by using an appropriate ARIMA model. The predicted approximations ($\hat{A_{j}}$) and detail ($\hat{D_{j}}$) coefficients so obtained are summed to obtain forecasted data ($\hat{f\left( t \right)}$), expressed as$$\hat{f\left( t \right)} = \hat{A_{j}} + \hat{D_{j}};\mspace{6mu} j = 1,2,3,...$$

3. Application and results {#sec0006}
==========================

In this paper, the dataset consisting of death cases by COVID-19 in five countries of the world, namely Italy, Spain, France, the United Kingdom, and the United States of America is used as input to a hybrid model and prediction results so obtained are compared with that of the ARIMA model. The dataset consists of 82 daily observations ranging from 21 January 2020 to 11 April 2020, out of which 66 data points (80% *of*  *data*) are used for modeling purpose and rest 16 (20% *of*  *data*) are kept for testing purpose of validating the model.

3.1. Time series analysis {#sec0007}
-------------------------

The first step in many time series methods is to check the stationarity of data. Quick changes in time series data indicate non-stationarity, which can be checked by an autocorrelation function (ACF) and partial autocorrelation function (PACF) plots. A slow decaying ACF plot indicates that the time series is non-stationary, and it is removed by differencing transformation to get stationary data [@bib0009]. After checking stationarity, the next step is to determine the order of the ARIMA model parameter, which can be determined by the ACF plot of differenced time series. Then, an appropriate ARIMA model is fitted to data that generates future values of time series data.

3.2. Wavelet decomposition {#sec0008}
--------------------------

Wavelet decomposition is an excellent method of extracting different frequency components from a signal and explores important features of the signal. For applying wavelet decomposition to time series, the choice of mother wavelet, its order, and level of decomposition is very important. There are several families of wavelets for wavelet decomposition, but Daubechies wavelet is one of the important types of wavelets which has its own advantages. An accurate forecasting system is developed on the basis of appropriate order and level of decomposition of the input signal. COVID-19 death cases data is decomposed by using the Daubechies wavelet of order 8 and level 3, which are shown in [Fig. 2](#fig0002){ref-type="fig"} . The approximation parts are low-frequency parts showing a trend and detailed parts representing high-frequency parts. The approximation A3 and details D1, D2, D3 are separately modeled with an appropriate ARIMA model to obtain predicted components. The predicted outputs $\hat{A3},\hat{D1},\hat{D2}\mspace{6mu} and\mspace{6mu}\hat{D3}\mspace{6mu}$are finally summed to obtain the forecasts of death cases data given in [Eq. (11)](#eqn0011){ref-type="disp-formula"}.$$\hat{f\left( t \right)} = \hat{A3} + \hat{D1} + \hat{D2} + \hat{D3}$$where capped (\^) symbol is used to denote predicted values.Fig. 2Time series plot and Wavelet decomposition of the dataset of five countries in the order, namely France, Italy, Spain, UK, and USA.Fig 2:

3.3. Hybrid model {#sec0009}
-----------------

In this section, Wavelet decomposition, together with an ARIMA model, is applied to COVID-19 death cases dataset for obtaining accurate prediction results. Autoregressive Integrated Moving Average (ARIMA) is an appropriate econometric model used to generate future values independently as well as jointly with Wavelet decomposition \[[@bib0002], [@bib0005], [@bib0018]\]. In the case of a hybrid model, the data is decomposed first into constituent series by using the Daubechies Wavelet of order 8 (Db8) at level 3, and then the ARIMA model is applied to each of constituent series to generate a forecast. Finally, the predicted values of the constituent series are summed to obtain the output of the hybrid model. The predictive performance hybrid and ARIMA models are compared finally to find the best model among them with least forecasting errors. Model outputs are compared with testing data using a statistical measure of errors such as root mean square error (RMSE), mean absolute error (MAE) mean absolute percentage error (MAPE), and coefficient of determination (*R^2^*). MAE, RMSE, and MAPE are defined by$$\text{MAE} = \frac{1}{n}\sum\limits_{t = 1}^{n}\left| {f\left( t \right) - \overset{\land}{f}\left( t \right)} \right|$$ $$\text{RMSE} = \sqrt{\frac{1}{n}\sum\limits_{t = 1}^{n}\left\lbrack {f\left( t \right) - \overset{\land}{f}\left( t \right)} \right\rbrack^{2}}$$ $$\text{MAPE} = \frac{1}{n}\sum\limits_{t = 1}^{n}\left| \frac{f\left( t \right) - \overset{\land}{f}\left( t \right)}{f\left( t \right)} \right| \times \mspace{6mu} 100$$where $\overset{\land}{f}\left( t \right)$ denotes the predicted value of *f*(*t*).

3.4. Discussion of results {#sec0010}
--------------------------

The hybrid model of discreet Wavelet decomposition combined with an ARIMA model is developed and applied to COVID-19 death cases dataset to predict future death cases. The performance of the developed hybrid model is compared with the econometric, ARIMA model to find accurate prediction results with the least errors. [Table 1](#tbl0001){ref-type="table"} shows the accuracy of the prediction of a hybrid model over an ARIMA model when 20% observed data is compared with the prediction data. Computational results reveal that the hybrid model minimizes forecasting errors as compared to the ARIMA model. The prediction errors by the ARIMA model are just 7.726% and 5.653% for Italy and Spain, which are reduced by approximately 85% by application of the hybrid Wavelet-ARIMA model. For other countries like France, UK, and USA, the decrease in error is approximately 50% for the hybrid model. A comparison of model forecasts has been shown in [Fig. 3](#fig0003){ref-type="fig"} , which reveals that the outputs generated by a hybrid model are fairly close to observed data values. One-month ahead prediction of death cases by ARIMA and hybrid Wavelet-ARIMA models are shown in [Figs. 4](#fig0004){ref-type="fig"} and [5](#fig0005){ref-type="fig"} .Table 1Predictive Performance of ARIMA and Wavelet-ARIMA Models.Table 1CountryMAE (x10^3^)MSE(x10^6^)RMSE(x10^3^)MAPER-square**ARIMA Model**Italy1.2432.5651.6017.7260.9944Spain0.6930.7820.8845.6530.9989France24.64011.0063.31729.6960.9826USA2.82216.5404.10329.7680.9806UK1.31629.7421.72428.2850.9980**Hybrid Wavelet-ARIMA Model**Italy0.4640.3980.6302.8040.9985Spain0.1360.0280.1701.2480.9996France1.6275.2452.29018.5330.9861USA1.3413.9001.97415.6250.9888UK0.1930.0640.2535.6230.9974Fig. 3Comparison of forecasts of ARIMA and hybrid Wavelet-ARIMA model of five countries in the order namely France, Italy, Spain, UK and USA.Fig 3Fig. 4One-month ahead ARIMA model forecast of Death cases.Fig 4Fig. 5One-month ahead Wavelet-ARIMA model forecast of Death cases.Fig 5

4. Conclusions {#sec0011}
==============

In this paper, hybrid Wavelet-ARIMA model is developed and the accuracy of proposed model is investigated using past 66 days data of death cases by COVID-19 and a prediction of 16 days ahead death cases was made within sample which was then used to predict one-month ahead out of sample death cases in most affected five countries of world namely France, Italy, Spain, UK and USA. Discreet Wavelet decomposition of dataset was combined with an econometric model in order to develop a better hybrid model to forecast future death cases accurately. The forecast obtained by hybrid Wavelet-ARIMA model reduced errors approximately by 50% as compared to ARIMA model. The performance of hybrid model is nearly 80% better than ARIMA model for the countries Italy, Spain and UK whereas it is approximately 50% better for the countries France and USA. Thus, the results showed better performance of hybrid model as compared with ARIMA model and can be used as forecasting technique. The prediction of death cases by this technique can help governments to take preventive measures before any disastrous situation.
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