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Abstract
We investigate the convergence and stability properties of the decoupled ex-
tended Kalman filter learning algorithm (DEKF) within the long-short term
memory network (LSTM) based online learning framework. For this purpose,
we model DEKF as a perturbed extended Kalman filter and derive sufficient
conditions for its stability during LSTM training. We show that if the per-
turbations -introduced due to decoupling- stay bounded, DEKF learns LSTM
parameters with similar convergence and stability properties of the global ex-
tended Kalman filter learning algorithm. We verify our results with several
numerical simulations and compare DEKF with other LSTM training meth-
ods. In our simulations, we also observe that the well-known hyper-parameter
selection approaches used for DEKF in the literature satisfy our conditions.
Keywords: Sequential learning, neural network training, Kalman filtering,
long short term memory (LSTM), online learning, regression, stochastic
gradient descent (SGD).
1. Introduction
Estimating an unknown desired signal is one of the main subjects of interest
in the contemporary online learning literature [1]. In this problem, we sequen-
tially receive a data sequence related to a desired signal to predict the signal’s
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next value [2]. This problem is also known as online regression, and it is exten-
sively studied in the signal processing [3, 4, 5, 6], neural network [7, 8, 9, 10, 11],
and machine learning literatures [1, 12, 13]. In these studies, nonlinear ap-
proaches are generally employed as linear modeling is inadequate for a wide
range of applications due to the constraints on linearity [5, 14].
For the online regression task, there exists a wide range of nonlinear ap-
proaches in the machine learning and signal processing literatures [14, 15, 16].
However, most of these approaches usually suffer from high computational com-
plexity, and they may provide poor performance due to stability and overfitting
issues [5]. Neural network-based regression algorithms are also introduced for
nonlinear modeling since neural networks are capable of modeling highly non-
linear and intricate structures [7, 11]. However, they are also shown to be prone
to overfitting problems and demonstrate inadequate performance in certain ap-
plications [17]. To remedy these issues and further enhance their performance,
neural networks composed of multiple layers, i.e., deep neural networks (DNNs),
are recently introduced. In DNNs, a layered structure is employed so that each
layer performs a feature extraction based on the previous layers [18]. With this
mechanism, DNNs can model highly nonlinear and complex structures [18, 19].
However, this layered structure poorly performs in capturing time dependen-
cies in the data [20]. Therefore, DNNs can provide only limited performance
in modeling time series and processing temporal data [15, 20]. As a remedy,
recurrent neural networks (RNNs) are used since these networks have internal
memory that can store past information [15, 21]. However, basic RNNs lack
control structures so that the long-term components cause either exponential
growth or decay in the norm of gradients, which are the well-known exploding
and vanishing gradient problems, respectively [22]. Therefore, they are insuffi-
cient to capture long-term dependencies on the data, which significantly restricts
their performance in real-life tasks. In order to resolve this issue, a novel RNN
architecture with several control structures, i.e., long-short term memory net-
work (LSTM), is introduced [23]. In this study, we are particularly interested
in nonlinear regression with the LSTM based networks due to their superior
2
performance on capturing long-term dependencies. We note that the presented
work in this paper can be generalized to the recurrent neural networks with
smooth and bounded activation functions as well. However, since we utilize the
LSTM structures due to our performance concern, in the rest of the paper, we
present our work in an LSTM-oriented manner.
For LSTM structures, there exists a wide range of online training meth-
ods to learn network parameters [15, 21, 24, 25, 26, 27]. Among them, the
first-order gradient-based methods [21, 24] are widely preferred due to their
efficiency. However, the first-order techniques, in general, provide poorer per-
formance compared to the second-order techniques [26, 27], especially in the ap-
plications where the network parameters should be rapidly learned, e.g., when
the data is scarce [28] or highly non-stationary [29]. As a second-order tech-
nique, the global extended Kalman filter (GEKF) learning algorithm has often
been favored in terms of its accuracy and speed of convergence [30, 31]. On the
other hand, the GEKF learning algorithm has cubic computational complexity
in the parameter size of LSTM, which is usually prohibitive for the online regres-
sion task. To resolve this issue, the decoupled extended Kalman filter (DEKF)
learning algorithm has been introduced in [32]. To reduce the computational re-
quirement of GEKF, the DEKF learning algorithm ignores the interdependence
of the mutually exclusive groups of the LSTM parameters, where the groups
are determined by the user. Up to now, many studies empirically report that
the DEKF learning algorithm provides comparable performance as GEKF with
quadratic computational complexity in the parameter size [27, 32, 33, 34]. How-
ever, we emphasize that since DEKF has been considered as a heuristic to scale
down GEKF in the neural network literature [15, 31], its convergence and sta-
bility properties have not been studied analytically. In this paper, we study the
theoretical properties of the DEKF learning algorithm within the LSTM-based
online regression framework.
In order to investigate the convergence and stability properties of DEKF, we
model the effect of decoupling as perturbations introduced to GEKF during the
LSTM training. We then extend the analysis in [35] for the LSTM-based online
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regression case. Here, we show that if the perturbations due to decoupling
stay bounded, DEKF learns the LSTM parameters with similar convergence
and stability properties of GEKF by reducing its computational requirement to
quadratic computational complexity in the parameter size. We verify our results
with several numerical simulations and compare DEKF with other conventional
LSTM training methods [15, 21, 24, 25, 27]. In our simulations, we also observe
that the well-known hyper-parameter selection approaches used for DEKF in
the literature [31, 32, 34] satisfy our conditions.
Our main contributions are as follows:
• To the best of our knowledge, we, as the first time in the neural network
literature, study the DEKF learning algorithm analytically. We show that
if the perturbations, which models the effect of decoupling, stay bounded,
DEKF learns the LSTM parameters with similar convergence and sta-
bility properties of GEKF by reducing its computational requirement to
quadratic computational complexity in the parameter size.
• In our simulations, we observe that the well-known hyper-parameter se-
lection approaches used for DEKF in the literature [31, 32, 34] provide
comparable performance with GEKF while satisfying our mathematically
proven conditions. Therefore, we additionally provide theoretically founded
experimental results, which can be used as a benchmark in future LSTM-
based online learning studies.
This paper is organized as follows. In Section 2, we formally introduce
the online regression problem and describe our LSTM model. In Section 3, we
review the extended Kalman filter (EKF) based online LSTM training methods.
Here, we compare their convergence properties and computational requirements
to motivate the reader for the analysis in the following section. In Section 4, we
derive the sufficient conditions for the stability of DEKF within the LSTM-based
online regression framework. In Section 5, we verify our results with numerical
simulations and compare DEKF with other LSTM training methods. We then
finalize our paper with concluding remarks in Section 6.
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2. Model and Problem Description
All vectors are column vectors and denoted by boldface lower case letters.
Matrices are represented by boldface capital letters. The 0 represents a matrix
or a vector of all zeros, whose dimensions are understood from on the context.
I is the identity matrix, whose dimensions are understood from the context.
‖.‖ denotes the Euclidean norm of the vectors and the spectral norm of the
matrices. E[x] is the expected value of x, and E[x|y] is the expected value of
x given y. Given two matrices A and B, A > B (respectively ≥) means that
(A−B) is a positive definite (respectively semi-positive definite) matrix. Given
two vectors x and y, [x;y] is their vertical concatenation.
We define the online regression problem as follows: We sequentially receive
{dt}t≥1, dt ∈ Rnd , and input vectors, {xt}t≥1, xt ∈ Rni such that our goal
is to estimate dt based on our current and past observations {· · · ,xt−1,xt}.
Given our estimate dˆt , which can only be a function of {· · · ,xt−1,xt} and
{· · · ,dt−2,dt−1}, we suffer the loss l(dt, dˆt). The aim is to optimize the network
with respect to the loss function l(·, ·). In this study, we particularly work with
squared error, i.e., l(dt, dˆt) = ‖dt−dˆt‖2. However, our work can be extended for
a wide range of cost functions (including the cross-entropy) using the analysis
in [36, Section 3].
In this paper, we study online regression within the LSTM-based online
learning framework. As illustrated in Fig. 1, we use the most widely used
LSTM model, where the activation functions are set to the hyperbolic tangent
function and the peep-hole connections are eliminated. As in Fig. 1, we use a
single LSTM as the hidden layer and use an additional output layer, where the
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Figure 1: The detailed schematic of the equations given in (1)-(7).
activation function is chosen as the sigmoid function. Hence, we have:
zt = tanh(W
(z)[xt;yt−1]) (1)
it = σ(W
(i)[xt;yt−1]) (2)
ft = σ(W
(f)[xt;yt−1]) (3)
ct = it  zt + ft  ct−1 (4)
ot = σ(W
(o)[xt;yt−1]) (5)
yt = ot  tanh(ct) (6)
dˆt = σ(W
(d)[xt;yt]) (7)
where  denotes the element-wise multiplication, ct ∈ Rns is the state vector,
xt ∈ Rni is the input vector, and yt ∈ Rns is the output vector and dˆt ∈ Rnd
is our final estimation. Furthermore, it, ft and ot are the input, forget and
output gates respectively. The sigmoid function σ(.) and the hyperbolic tangent
function tanh(.) applies point wise to the vector elements. The weight matrices
are W(z),W(i),W(f),W(o) ∈ Rns×(ni+ns) and W(d) ∈ Rnd×(ni+ns). We note
that although we do not explicitly write the bias terms, they can be included in
(1)-(7) by augmenting the input vector with a constant dimension.
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3. EKF-Based Online Training Algorithms
In this section, we demonstrate the EKF-based online training algorithms
to learn the LSTM parameters for the online regression task. We note that the
aim of this section is to compare the convergence properties and the compu-
tational requirements of the demonstrated algorithms to motivate the reader
for our analysis in the next section. In the following, we present the global
EKF [31], independent EKF [37], and decoupled EKF [32] learning algorithms,
respectively.
3.1. Online Learning with the Global EKF Learning Algorithm
In order to convert the LSTM training into a filtering problem, we model
the desired signal as an autoregressive process, which is realized by the LSTM
network in (1)-(7). For notational convenience, we group all the LSTM parame-
ters, i.e., W(z),W(i),W(f),W(o) ∈ Rns×(ni+ns) and W(d) ∈ Rnd×(ni+ns), into
a vector θt ∈ Rnθ , where nθ = (4ns + nd)(ns + ni). We then describe the
underlying process of the incoming data stream with a state-space model:
θt
ct
yt
 =

θt−1
f(yt−1, ct−1,xt;θt)
g(yt−1, ct,xt;θt)
+

qt
0
0
 (8)
dt = h(yt,xt;θt) + vt. (9)
Here, we represent the optimal LSTM parameters that realize the incoming data
stream with a vector θt ∈ Rnθ , which is modeled as a stationary process. We
use f( · ;θt) and g( · ;θt) in (8) to represent equations in (1)-(4) and (5)-(6)
parametrized by θt. We use h( · ;θt) in (9) to represent (7) parametrized by
θt. The process noise qt ∈ Rnθ and the measurement noise vt ∈ Rnd are the
artificial noise terms, which are used to enhance the training performance [15,
33]. The noise components are assumed to be Gaussian, i.e., qt ∼ N (0,Qt) and
vt ∼ N (0,Rt). In order to efficiently implement the training algorithms, we
use diagonal matrices for the covariance matrices of the artificial noise terms,
i.e., Qt = qtI and Rt = rtI, where qt, rt > 0.
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The global EKF (GEKF) learning algorithm is the EKF applied to the state-
space model in (8)-(9) to estimate the network parameters θt [31]. In the al-
gorithm, we first perform the forward LSTM-propagation with (1)-(7) by using
the parameters θˆt ∈ Rnθ , which is our estimate for the optimum weights at
time step t. Then, we perform the weight updates with the following formulas:
θˆt+1 = θˆt +Kt(dt − dˆt) (10)
Pt+1 = (I−KtHt)Pt +Qt (11)
Ht =
∂h(yt,xt;θ)
∂θ
∣∣∣
θ=θˆt
(12)
Kt = PtH
T
t (HtPtH
T
t +Rt)
−1. (13)
Here, Pt ∈ Rnθ×nθ is the state covariance matrix, which models the interactions
between each pair of the LSTM parameters, Kt ∈ Rnθ×nd is the Kalman gain
matrix, and Ht ∈ Rnd×nθ is the Jacobian matrix of h( · ;θt) evaluated at θˆt.
We note that due to (11), the computational complexity of the GEKF learning
algorithm is O(n3θ), which is usually a prohibitive computational requirement
for the online settings.1
3.2. Online Learning with the Independent EKF Learning Algorithm
To reduce the complexity of GEKF and make the training scalable, the
independent EKF (IEKF) learning algorithm has been introduced in [37]. Here,
the LSTM parameters are partitioned into g mutually exclusive groups, and each
group is assumed independent.2 Therefore, the weight updates are performed
1We use big-O notation, i.e., O(f(x)), to ignore constant factors.
2For notational simplicity, we assume that each group contains the same number of weights.
However, we note that IEKF allows partitioning the weights in an unbalanced manner as well.
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as
for i = 1, · · · , g (14)
θˆi,t+1 = θˆi,t +Ki,t(dt − dˆt) (15)
Pi,t+1 = (I−Ki,tHi,t)Pi,t +Qi,t (16)
Hi,t =
∂h(yt,xt;θ)
∂θi
∣∣∣
θi=θˆi,t
(17)
Ki,t = Pi,tH
T
i,t(Hi,tPi,tH
T
i,t +Rt)
−1, (18)
where Pi,t ∈ R
nθ
g ×
nθ
g is the state covariance matrix, Hi,t ∈ Rnd×
nθ
g is the
Jacobian matrix of h( · ;θt) and Ki,t ∈ R
nθ
g ×nd is the Kalman gain matrix
corresponding to the LSTM parameters in group i. Here, since we perform
(16) g times, the computational complexity of the IEKF learning algorithm is
O(n3θ/g
2), which can be significantly less than the computational complexity
of GEKF. However, assuming each group is entirely independent may result in
poor performance and requires a better initialization for the stability [31, 34].
3.3. Online Learning with the Decoupled EKF Learning Algorithm
As an alternative solution to reduce the complexity of GEKF, the decou-
pled EKF (DEKF) learning algorithm has been introduced in [32] and success-
fully applied in the training of the RNN and LSTM structures [15, 32, 27, 25].
In DEKF, we again partition the LSTM parameters into g mutually exclusive
groups; however, unlike IEKF, the groups are updated in an interdependent
way. This is done by changing the Kalman gain formula in (18) as
Ki,t = Pi,tH
T
i,t
( g∑
i=1
Hi,tPi,tH
T
i,t +Rt
)−1
. (19)
Since the summation term in (19) can be computed only one time at the begin-
ning of each time step, the Kalman gain formulation of DEKF does not increase
the computational complexity. Therefore, the complexity of the DEKF learning
algorithm is also O(n3θ/g
2).
Remark 3.1. By using the analysis in [35], we can derive sufficient conditions
for the stability of the GEKF learning algorithm within the LSTM-based online
9
Figure 2: The figure representation of the matrix Di.
learning framework. By following the same derivations and representing the ef-
fect of independent groups as non-linearity, we can derive sufficient conditions
for the stability of the IEKF learning algorithm as well. However, since the
convergence rate and the initialization performance of the EKF-based training
algorithms are inversely proportional to the effect of the non-linearity [35], the
IEKF learning algorithm converges slower and requires a better initialization
than GEKF [31, 34]. On the other hand, although the DEKF learning algo-
rithm is reported to provide comparable performance as GEKF with the same
computational complexity of IEKF [15, 25, 27, 32], to the best of our knowledge,
the stability of the DEKF learning algorithm is not analytically investigated in
the neural network literature. In the next section, we derive sufficient condi-
tions for the stability of the DEKF learning algorithm used in the online LSTM
training. To this end, we model the effect of decoupling as perturbations intro-
duced to GEKF during the LSTM training, and extend the conditions in [35] for
the LSTM-based online regression case. We additionally show that if the per-
turbations introduced due to decoupling stay bounded, DEKF learns the LSTM
parameters with similar theoretical properties of the GEKF learning algorithm
by reducing its computational requirement to quadratic computational complexity
in the parameter size.
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4. Stability Analysis of the DEKF Learning Algorithm
In this section, we derive sufficient conditions for the stability of the DEKF
learning algorithm within the LSTM-based online regression framework. We
first rewrite the DEKF equations in (15)-(17) and (19) similar to the equations
of GEKF in (10)-(13) by introducing perturbation:
θˆt+1 = θˆt +Kt(dt − dˆt) (20)
P˜t+1 = (I−KtHt)Pt (21)
Pt+1 =
g∑
i=1
DiP˜t+1Di +Qt (22)
Ht =
∂ht({x}t≥1;θ)
∂θ
∣∣∣
θ=θˆt
(23)
Kt = PtH
T
t (HtPtH
T
t +Rt)
−1. (24)
Here, the update step from Pt to P˜t+1 in (21) is formulated as in the update
rule of the GEKF learning algorithm in (11). The state covariance matrix of
the DEKF learning algorithm, i.e. Pt+1, is formulated as a perturbed version of
P˜t+1, where we introduce the perturbation through the matrices Di ∈ Rnθ×nθ ,
i ∈ {1, · · · , g}. As shown in Fig. 2, Di is an nθ ×nθ matrix, whose ith diagonal
block is I and all of the other entries are 0. By (21)-(22), we equivalently write
(19) as the perturbed covariance matrix update of GEKF defined in (11).
In order to write the error dynamics of DEKF, we write the Taylor expansion
of h(yt,xt;θt) around θˆt as
h(yt,xt;θt) = h(yt,xt; θˆt) +Ht(θt − θˆt) + χt(θt, θˆt) (25)
where χt(θt, θˆt) stands for the non-linear terms in the expansion. We note that
in (25), h(yt,xt;θt) = dt and h(yt,xt; θˆt) = dˆt. Let us say et is the error
between the optimum and the estimated network parameters at round t, i.e.,
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et = θt − θˆt. By using (20)-(24), the error dynamics of DEKF are given as
et+1 = (I−KtHt)et + rt + st (26)
rt = −Ktχt(θt, θˆt) (27)
st = qt −Ktvt. (28)
In the following theorem, we provide sufficient conditions for the stability of
DEKF in the LSTM-based online regression task.
Theorem 4.1. Consider the LSTM network described by the equations in (1)-
(7) trained with the DEKF learning algorithm defined by (20)-(24). The DEKF
learning algorithm asymptotically converges to the local optimum with probability
one, if the following conditions hold:
1. There are positive real numbers r, p, p > 0 such that the following bounds
hold for every t ≥ 0:
pI ≤ Pt ≤ pI (29)
rI ≤ Rt. (30)
2. The process noise matrix Qt is lower bounded by
(λ˜t + q)I ≤ Qt, (31)
where q is a positive number, i.e., q > 0, and
λ˜t = max
j∈{1,··· ,nθ}
|λj(A˜t)− λj(At)|, (32)
where
At = (I−KtHt)Pt(I−KtHt)T
A˜t =
g∑
i=1
Di(I−KtHt)Pt(I−KtHt)TDi,
and λj(At), λj(A˜t) represent their j
th eigenvalues.
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3. The initial error, i.e., e0 = θ0 − θˆ0, and the covariance matrices of the
artificial noise terms are upper bounded by
‖e0‖ ≤  (33)
Qt ≤ δI (34)
Rt ≤ δI (35)
for some δ,  > 0.
Remark 4.1. In the DEKF learning algorithm, the user determines the co-
variance matrices of the artificial noise terms Qt and Rt, i.e., the conditions
in (30), (31), (34), and (35) can be satisfied by the user. Therefore, Theorem
4.1 should be understood as a test mechanism, where (29) can be verified dur-
ing training. If the numerically calculated values for Pt is bounded, then the
resulting weights are reliable in the sense of Theorem 4.1.
Remark 4.2. The following proof for Theorem 4.1 yields us explicit estima-
tion formulas for  and δ in (33) and (34)-(35). However, these estimates are
generally very conservative as discussed in [35, Section V]. Therefore, in the
following, we assume that as long as the covariance matrices of the artificial
noise terms stay bounded, they satisfy (34)-(35). Moreover, we assume the con-
ventional weight initialization methods utilized in the literature [23, 25, 27] are
sufficient to satisfy (33).
In the following lemma, we provide two inequalities for the proof of Theorem
4.1 by using the properties of the LSTM model in (1)-(7).
Lemma 4.2. The considered LSTM model (1)-(7) guarantees two properties:
1. The Jacobian matrix Ht in (23) is bounded as such there exists a positive
real number h that satisfies
‖Ht‖ ≤ h (36)
for every t ≥ 0.
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2. The non-linearity term χt(·, ·) in (25) is bounded as such there exist pos-
itive real numbers χ, κχ > 0 that satisfy
‖χt(θt, θˆt)‖ ≤ κχ‖θt − θˆt‖ (37)
with ‖θt − θˆt‖ ≤ χ for every t ≥ 0.
Proof. 1. We note that for any xt, yt−1, and ct−1, the LSTM model in (1)-(7)
is continuous with respect to the network parameters. Since the composite
continuous mappings are continuous [38, Proposition 8.4], any recursive
function based on our LSTM model is also continuous, which leads to the
statement in (36).
2. Let us rewrite the Taylor expansion in (25) as
χt(θt, θˆt) = dˆt − dt −Ht(θt − θˆt). (38)
We note that dˆt,dt ∈ [0, 1]nd , and that Ht is bounded. Therefore,
χt(θt, θˆt) is also bounded and guarantees the statement in (37).
We utilize three additional lemmas for the proof:
Lemma 4.3. Under the conditions of Theorem 4.1, if we choose
(λ˜t + q)I ≤ Qt, (39)
where λ˜t is defined in (32), then
(I−KtHt)TP−1t+1(I−KtHt) ≤ (1− α)P−1t (40)
where (1− α) =
[
1 +
q
p(1+ phr )
2
]−1
, t > 0.
Proof. We first write equations in (21) and (22) together as
Pt+1 =
g∑
i=1
Di(I−KtHt)Pt(I−KtHt)TDi +Qt (41)
+
g∑
i=1
DiKtHtPt(I−KtHt)TDi. (42)
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In the first step of the proof, we show that
g∑
i=1
DiKtHtPt(I−KtHt)TDi ≥ 0. (43)
For this, it is sufficient to show
KtHtPt(I−KtHt)T = KtHt[(I−KtHt)Pt]T ≥ 0. (44)
By using (24), (29) and (36), we obtain
KtHt = PtH
T
t (HtPtH
T
t +Rt)
−1Ht ≥ 0. (45)
By using (24), we write
(I−KtHt)Pt = Pt −PtHTt (HtPtHTt +Rt)−1HtPt. (46)
Applying the matrix inversion lemma,
[(I−KtHt)Pt]−1 = P−1t +HtR−1t Ht > 0 (47)
which proves (44), therefore (43). Then, we write
Pt+1 ≥
g∑
i=1
Di(I−KtHt)Pt(I−KtHt)TDi +Qt. (48)
By selecting
(λ˜t + q)I ≤ Qt (49)
we write
Pt+1 ≥ (I−KtHt)Pt(I−KtHt)T + qI
= (I−KtHt)[Pt + q(I−KtHt)−1(I−KtHt)−T ]
× (I−KtHt)T . (50)
Here, we note that (47) implies that (I −KtHt)−1 exists. Then, we take the
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inverse of both sides of (50) and obtain
(I−KtHt)TP−1t+1(I−KtHt)
≤ [Pt + q(I−KtHt)−1(I−KtHt)−T ]−1
≤
[
Pt +
q
(1 + phr )
2
I
]−1
(51)
≤
[
1 +
q
p(1 + phr )
2
]−1
P−1t (52)
= (1− α)P−1t (53)
where we use (29) and (36) for (51)-(52), and say (1−α) =
[
1+
q
p(1+ phr )
2
]−1
.
Lemma 4.4. Under the conditions of Theorem 4.1, there exists a positive scalar
κnonl > 0 such that
rTt P
−1
t+1[2(I−KtHt)(θt − θˆt) + rt] ≤ κnonl‖θt − θˆt‖3 (54)
holds for ‖θt − θˆt‖ ≤ χ.
Proof. By using (24), (30) and (36), we write
‖Kt‖ ≤ ph
r
. (55)
Using this bound in (27), we write
‖rt‖ ≤ ph
r
‖χt({x}t≥1,θt, θˆt)‖. (56)
By (37), we write
‖rt‖ ≤ ph
r
κχ‖θt − θˆt‖2 (57)
for ‖θt − θˆt‖ ≤ χ. Say κ′ = phr κχ. Then
rTt P
−1
t+1[2(I−KtHt)(θt − θˆt) + rt]
≤ κ
′
p
‖θt − θˆt‖2[2(1 + ph
r
)||θt − θˆt||+ κ′χ‖θt − θˆt‖)
=
κ′
p
[2(1 +
ph
r
) + κ′χ]‖θt − θˆt‖3
= κnonl‖θt − θˆt‖3.
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Lemma 4.5. Under the conditions of Theorem 4.1, there exists a positive scalar
κnoise > 0 independent of δ, such that
E[sTt P
−1
t+1st] ≤ κnoiseδ (58)
holds for all t > 0.
Proof. By using (28)
E[sTt P
−1
t+1st] = E[(qt −Ktvt)TP−1t+1(qt −Ktvt)]
= E[qTt P
−1
t+1qt] + E[v
T
t K
T
t P
−1
t+1Ktvt]
≤ E[q
T
t qt]
p
+
(ph
r
)2E[vTt vt]
p
≤ qδ
p
+
(ph
r
)2mδ
p
= κnoiseδ (59)
where κnoise =
q
p +
(
ph
r
)2
m
p .
Now, we prove Theorem 4.1.
Proof of Theorem 4.1. We define a Lyapunov function
Vt(et) = e
T
t P
−1
t et. (60)
By using (29), we write
1
p
‖et‖2 ≤ Vt(et) ≤ 1
p
‖et‖2. (61)
By using (26), we have
Vt+1(et+1) = e
T
t (I−KtHt)TP−1t (I−KtHt)et
+ rTt Pt+1[2(I−KtHt)et + rt]
+ 2sTt Pt+1[(I−KtHt)et + rt] + sTt P−1t+1st.
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Taking the conditional expectation of both sides and using Lemma 4.3, 4.4 and
4.5, we write
E[Vt+1(et+1)|et] ≤ (1− α)Vt(et) + κnonl‖et‖3 + κnoiseδ. (62)
Say  = min
(
χ,
α
2pκnonl
)
. For ‖et‖ ≤ 
κnonl‖et‖‖et‖2 ≤ α
2p
‖et‖2 ≤ α
2
Vt(et). (63)
Then for ‖et‖ ≤ , we write
E[Vt+1(et+1)|et]− Vt(et) ≤ −α
2
Vt(et) + κnoiseδ. (64)
In order to ensure that E[Vt+1(et+1)|et]− Vt(et) ≤ 0, we choose
δ =
α˜2
2pκnoise
(65)
with some ˜ < . By [35, Lemma 2.1] and equations in (64)-(65), ‖et‖ is
exponentially bounded in the mean square. Thus, the DEKF learning algorithm
asymptotically converges to the local optimum with probability one.
Remark 4.3. We emphasize that in Theorem 4.1, we do not represent the
effect of grouping the weights as an additional non-linearity as in the IEKF
learning algorithm. Instead, by realizing the similarity between the Kalman gain
formulations of GEKF and DEKF, we represent the effect of decoupling as a
perturbation in the state covariance matrix update in (21)-(22). Then by con-
sidering the effect of this perturbation as additional process noise in (31), we
derive sufficient conditions for the stability of the DEKF used in the online
training of the considered LSTM model in (1)-(7).
We point out that the presented theoretical guarantees in this section are valid
also for GEKF, where g = 1, D1 = I in (22), and λ˜t = 0 for t ≥ 0 in (31). We
additionally note that the presented theoretical guarantees for both GEKF and
DEKF depend on the lower bound of their noise terms (see Lemma 4.3), where
these noise terms are selected by the user as the hyper-parameters. Therefore, we
say that if our noise term selection in DEKF satisfies (31) without diverging the
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training, the DEKF learning algorithm learns the LSTM parameters with similar
theoretical properties of GEKF. In the next section, we verify this result by using
the well-known parameter selection approaches for DEKF in the literature [15,
27, 39].
5. Numerical Evaluation
In the preceding section, we conclude that if our hyper-parameter selection
satisfies (31) without diverging the training, DEKF learns the LSTM parameters
with similar covergence properties of GEKF. In this section, we demonstrate the
implications of our theoretical conclusion with numerical simulations. To this
end, we use DEKF with the well-known hyper parameter selection approaches
in the literature [31, 32, 34]. The main approach in these studies is as follows:
• We note that the artificial measurement noise term Rt acts as a smoother
in the Kalman gain matrix formulation in (19). Therefore, it is selected
such that Rt >> {Pt}t≥1 to satisfy the incremental-step assumption in
the RTRL algorithm [21].
• The artificial process noise term Qt is demonstrated to enhance the speed
of convergence in the neural network training [34]. It is usually selected a
small value as such qt ∈ [10−6, 10−3].
In the simulations, we use two different datasets, i.e., the kinematic dataset [40]
and Alcoa stock price dataset [41]. In DEKF and IEKF, we follow the most
widely used grouping approach in the literature, i.e., grouping by node, where
g = (4ns + 1) [27, 31, 32, 34]. We note that this variant of DEKF is called
the node decoupled EKF in the literature, and it has quadratic computational
complexity in the parameter size under the condition of ns = O(ni) [32]. In
the following, we compare four different algorithms: GEKF, IEKF, the node
decoupled EKF with the parameter selection strategy described in the previous
paragraph (DEKF), and the stochastic gradient descent algorithm (SGD). We
note that we use SGD as the baseline algorithm to compare the second-order
EKF-based training methods.
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5.1. Kinematic Dataset
(a) (b)
Figure 3: (a) Sequential prediction performances of the algorithms for the kine-
matic dataset. (b) Comparison between the process noise level qt and λ˜t -defined
in (32)- in DEKF.
In the first experiment, we use the kinematic dataset [40], i.e., a simulation
of eight-link all-revolute robotic arm. Here, our aim is to predict the distance
of the end-effector from its target. As the desired data dt, we use the distance
value at time t, i.e., nd = 1. As the input data xt, we use the last previous
four distance values and a bias term, i.e., ni = 5. In our LSTM model, we
use 4-dimensional hidden state vectors, i.e., ns = 4, to get small training error
with a relatively lower run-time. Note that this experiment can be alternatively
considered as an LSTM-based system identification, where we only observe the
distance values to identify the dynamics of the considered robotic arm system.
To be able to compare the algorithms based on our theoretical work, we use
the same hyper-parameters and same weight initialization in each algorithm.
We draw the initial values for all the weights from a Gaussian distribution with
zero mean and standard deviation of 0.5. In the EKF-based training algorithms,
we initialize the initial state covariance matrix as P0 = 0.1I. As the covariance
matrix of the artificial noise terms, we use Rt = 10I and Qt = 10
−5I for
t ≥ 0. In SGD, we use the best learning rate, i.e., µ = 0.05, in terms of the
performance at the end of the training. We run the algorithms with a training
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length of T = 5 × 104. We repeat the simulations 25 times and provide the
mean performances in Fig. 3.
As we observe in Fig. 3a, the EKF-based methods provide comparable
performance while they outperform the SGD algorithm. Furthermore, in Fig.
3a and 3b, we observe that the widely used hyper-parameter selection approach
with the selected values satisfies (31) without diverging the training. This result,
based on our theoretical work, explains the comparable performance of DEKF
and GEKF in the considered online LSTM-based learning problem, which is
also in parallel with the empirical results in the literature [31, 32, 34].
5.2. Alcoa Stock Price Dataset
(a) (b)
Figure 4: (a) Sequential prediction performances of the algorithms for the Alcoa
stock price dataset. (b) Comparison between the process noise qt and λ˜t -defined
in (32)- in DEKF.
In the second experiment, we use the Alcoa stock price dataset [41], which
contains the daily stock prices of Alcoa Corporation. Here, our goal is to predict
the lowest price of the stock in the next day by examining the past prices. As
the desired data dt, we use the lowest value of the stock price in day t, i.e.,
nd = 1. As the input data xt, we use the highest, lowest, opening and closing
stock prices of day t− 1 with a bias term, i.e., ni = 5. In our LSTM model, we
use 4-dimensional hidden state vectors, i.e., ns = 4, to get small training error
with a relatively lower run-time.
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To compare the algorithms, we use the same hyper-parameters as in the first
experiment, i.e., P0 = 0.1I, Rt = 10I and Qt = 10
−5I for t ≥ 0 in the EKF-
based methods, and µ = 0.05 in SGD. We draw the initial values for all the
weights from a Gaussian distribution with zero mean and standard deviation of
0.5, and use the same initialization in each algorithm. We run the algorithms
with a training length of T = 5× 104, repeat the simulations 25 times, and plot
the mean performances in Fig. 4.
In Fig. 4a, we observe that GEKF and DEKF provide comparable perfor-
mance, where they are slightly better than IEKF. Furthermore, as expected, all
the EKF-based algorithms significantly outperform SGD. Similar to the previ-
ous experiment, in Fig. 4b, we observe that our parameter selection satisfy (31)
without divergence. This result explains the comparable performance of GEKF
and DEKF in this considered problem as well.
6. Concluding Remarks
We studied the stability and the convergence properties of the DEKF within
the LSTM-based online learning framework. By realizing the similarity between
the Kalman gain formulations of GEKF and DEKF, we represented the effect
of decoupling as a perturbation in the state covariance matrix update of the
GEKF learning algorithm. Then by considering the effect of this perturbation
as additional process noise, we derived sufficient conditions for the stability of
the DEKF used in the online training of the considered LSTM model. We
additionally demonstrated that if the perturbations introduced due to decou-
pling stay bounded, DEKF learns the LSTM parameters with similar theoretical
properties of the GEKF learning algorithm by reducing its computational re-
quirement to quadratic computational complexity in the parameter size. We
verified our theoretical results with several numerical simulations and compared
DEKF with the conventional LSTM training methods. In the experimentation,
we observed that the well-known hyper-parameter selection approaches used
for DEKF in the literature [31, 32, 34] provide comparable performance with
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GEKF while satisfying our mathematically proven conditions. Therefore, we
additionally provided theoretically founded experimental results, which can be
used as a benchmark in future LSTM-based online learning studies.
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