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INTRODUCTION 
The study of 'linear partial differential equations with analytic coeffi-
cients has become a rapidly growing field of interest. The theory of 
ordinary linear differential equations with regular singularities has been 
well studied in the literature. However, generalizations of this theory to 
several variables have been made in the last decade. The first problem is 
tô define systems with regular singularities. 
In 1970 P. DELIGNE gave some equivalent characterizations of systems with 
regular singularities (see [9]). 
Instead of considering a system of differential equations, one can also 
consider the module over the ring of differential operators defined by this 
system. (In what follows we shall write d.o. instead of differential opera-
tors.) To be more precise: if P. denotes the sheaf of d.o. on some C-analytic 
manifold X of dimension n, then the problem is to characterize sheaves of 
P-modules with regular singularities. 
In 1975 B. MALGRANGE pointed out the great interest of a theory of linear -
partial differential equations with regular singular points in the frame-
work of V -modules (see [23]). Here V is the ring of d.o. over the conver-
n η ' 
gent power series. 
In 1977 M. KASHIWARA and T. OSHIMA defined in [18] V and E-modules with 
regular singularities (E^denotes the sheaf of pseudo d.o. on X). Also in 
1977 J.P. RAMIS introduced in [28] P-modules with regular singularities. 
Recently, M. KASHIWARA and T. KAWAI have announced in [19] a theory on 
holonomic E^  and P-modules with regular singularities » They prove that their 
notion of holonomic P-modules with regular singularities coincides with the 
one defined by J.P. RAMIS. 
Vili 
All these results are of analytic nature and make use of sheaves, monodromy 
and rather involved results of complex analysis. 
In this thesis we shall give a pure algebraic definition of V -modules 
η 
with regular singularities. They will be called Fuchsian V -modules. (Here 
V denotes the ring of d.O. over the ring 0 of formal or convergent power 
series over a field к of characteristic zero.) In the case η= 1 we recover 
the Fuchsian V -modules introduced by Y. MANIN in [25]. 
Ideas developed in Manin'β paper and in the works of I.N. BERNSHTEIN [3,4] 
and R. GERARD and A.H.M. LEVELT [ll] form the basis for the algebraic 
study of Fuchsian modules. 
An advantage of the algebraic set-up is that we are no longer restric­
ted to rings of d.o. with analytic coefficients (the case considered by 
KASHIWARA, KAWAI, OSHIMA and RAMIS); we can treat, as well, the Weyl algebra, 
d.o. with coefficients in the ring of formal power series, etc. In fact, we 
deal with a very general class of P-modules comprising the special cases 
just mentioned. 
In [19] and [28] P-modules with regular singularities are studied. 
They are required to be holonomic. In our set-up we can drop the latter 
restriction. The notion of Fuchsianity will be defined for arbitrary V -
modules. Holonomy will then follow from the additional condition that the 
ι 
module is of finite type. 
In the proof of this result we use anew characterization of holonomic V -
modules which is interesting in its own right, for it will enable us to 
generalize the notion of holonomy to V -modules not necessarily of finite 
η 
type (see Chapter III, §5). 
In the case that Ό is the ring of d.o. over the convergent power series, 
η 
it is interesting to compare the sheaves of P-modules with regular singu­
larities in [19] with the Fuchsian V -modules (of finite type). At the 
η 
moment, it is not completely clear how these modules are related. However, 
IX 
in the case of V -modules without 0 -torsion the two notions are the same. 
η η 
This subject will be treated by J.-E. BJÖRK and the author'in a paper which 
is in preparation. 
An important role in the relation bet-ween Fuchsian V -modules and modules 
with regular singularities is played by the Nilsson class functions. It is 
proved in Chapter IV that those functions appear as solutions of Fuchsian 
systems. 
We now present a detailed description of the contents. 
In Chapter I, where V stands for the ring of d.o. over the ring of formal 
η 
power series, we generalize the Fuchsian V -modules introduced by Y. MANIN 
to the case of Fuchsian V -modules having "regular singularities" along a 
η 
divisor with normal crossings and we get an (almost) complete theory 
(structure theorems). A crucial result is Th.1.7 which is the formal analogue 
of DELIGNE's Th.4.1 in [9]. We also prove that the kernel and cokemel of 
the operator - — acting on a Ρ -module of finite type, Fuchsian along 
η 
X....X., is again Fuchsian and, in particular, holonomic. (It'is interesting 
to note that in general it is still not known if the cokernel of a holonomic 
3 ' ' V -module under the operator - — is· a holonomic Ό -module. The same ques-
n Эх n-1 
э
 n 
tion for the kernel of - — is answered in the affirmative by the author in 
oX 
η 
[10].) 
As a consequence, we prove the following: Let M be a Ρ -module of finite 
n+m 
type Fuchsian along x.. . .x.y^ .^. .y . Consider M as a Ρ -module. The de Rham 
cohomology groups of this V -module are holonomic V -modules Fuchsian along 
η m 
Taking m = 0 we find that the de Rham cohomology groups are finite dimensional. 
(For related topics we·refer to [7], {15] and [26].) 
In Chapter II we introduce a new class of P-modules, the so-called quasi-
Fuchsian P-modules. Here V is the ring of universal d.o.' generated by a 
χ 
general ring A and a (k,A)-Lie algebraея, where к denotes a subring of A 
(see §1). Examples of such rings are: the ring of d.o. over the formal or 
convergent power series 0 , the Weyl algebra A (K) (K is a field of charac-
Q U * 
teristic zero), the ring of d.o. on an irreducible algebraic or analytic 
Э Э 
variety, the ring 0 [-—, . . .,-—] (15d£n) of d.o. with parameters 
η dX4 dx_ 
i d , 
Χ
α+1"··'Χη· 
We study quasi-Fuchsian P-modules without Α-torsion and associate to 
every such P-module И the ideal S(M) of singularities of H. (S(M) is related 
to the notion of strong support. See Chapter IV, Prop.2.1.) A crucial result 
is Th.1.26 which states: ifOtcS(M) is an ideal of height one, then M is 
quasi-Fuchsian along ct iff H is quasi-Fuchsian along От for all prime 
г r 
ideals ρ of height one and containing 01 . An important consequence is Th.4.4 
which gives a useful criterium to decide whether a P-module is quasi-Fuchsian. 
This result should be compared with condition (i) of Th.4.1 of DELIGNE in 
[9]. (See also Th.2.3 in Chapter IV.) In §3 of Chapter II we define and in­
vestigate Fuchsian P-modules having no A-torsion. The latter restriction can 
be dropped in the case V = V . This is done in Chapter III in two steps. 
η 
Firstly, we define Fuchsian V -modules for a particular class of V -modules 
η η 
(denotedc/fcin)) in the following way. To a module UeC/fAn) we associate an 
ideal J(M) (the ideal of the support of M) and an 0 /J(M)-module K(M) which 
η 
we endow with a P-module structure, where Ρ Is the ring of universal d.o. 
generated by 0 /J(M) and Der(0 /J(H)). Roughly speaking V is the ring of 
η η 
d.o. defined on the support of M. From the definition otc/fAn) it follows 
that the P-module K(M) has no 0 /J(M)-torsion. Since 0 /J(M) is a general 
η η 
ring we can apply the theory of Chapter II, §3 and we define Η to be a 
Fuchsian Ρ -module if the torsion-free P-module K(M) is Fuchsian. 
η 
Finally we extend this definition to arbitrary Ρ -modules and prove that 
finitely generated Ρ -modules are holonomic. 
Another result is the stability of the class of Fuchsian P-modules under 
XI 
localization, i.e. If f£0 and M is a Fuchs i an V -module, so is M„. An 
important question (originally posed by B. MALGRANGE) which is not solved 
in this thesis is the stability of Fuchsian Ό -modules under direct images. 
η 
In Chapter IV we apply the theory to prove the following analytic variant 
of Th.4.4 of Chapter II: 
Let X be a complex analytic manifold of dimension n, L^ a coherent sheaf of 
left 'ideals in £. Let Y be an. analytic subvariety of X with dimension of Y 
< η. Suppose that M := P/L has no 0-torsion and that the strong support of 
M^  is contained in Y. Further, assume that every component of Y of codimen-
sion one contains a point y such that M is a Fuchsian V -module. 
У У 
Then M is a Fuchsian V -module, for all χ ε X. 
χ χ • 
Using this result we prove finally that a Nilsçon class function satisfies 
a Fuchsian system. 
XII 
NOTATIONS 
Throughout this paper we use the following notations: 
Ζ denotes the integers, M the positive integers and V = К и{0} . Let R 
be a ring. M(R) denotes the category of left R-modules of finite type. If 
M is an R-module and me M, then Ann^(m) := {re R | rm = 0}. Let M be a free 
R-module of rank г, г e K , -with (e) = (e ,...,e ) as an R-basis and D a 
differential operator on И with respect to the derivation τ on R (see 
Definition 1.1). Then D is determined by the elements De.. Write 
De. = Σ._1 α..e . Then Mat(D,(e)) := (α. .) ... is the matrix of D on (e). 
Some, abbrevations: "iff" stands for "if and only if". Def.S, Prop.9, Cor.19, 
Th.76, stand for Definition 3, Proposition 9, Corollary 19, Theorem 76, 
respectively. If in Chapter II we refer to Th.2.1 of Chapter I (resp. Chap­
ter II) we write I, Th.2.1 (resp. Th.2.1). 
CHAPTER ί 
V -MODULES FUCHSIAN ALONG NORMAL CROSSINGS 
η 
§1. Regular singularities along normal crossings. 
In this chapter we use the following notations: 
к is an algebraically closed field of characteristic zero. 
η a positive integer. 0=0 is the ring of formal power series in the in-
n 
determinates x4,...,x with coefficients in k. Instead of 0 we also write 
ι η 
k[[x..i...fX ]]. m is the maximal ideal of 0. 
ι η ^ 
V = V is the ring of k-linear differential operators over 0 i.e. 
η 
' = < г !r]-1 n
 э To simplify notations we write Э. instead of -—. Let l £ p £ n and ρ e К. 
ι ЭХ. 
The ring k[[x ,,...,χ ]] will be denoted 0 . However by 0 « we mean the 
p+i η η, ρ η, ρ 
ring к[[х
ч
,...,х ,,х ,,,...,χ ]], where the variable χ is omitted. In par-
• 1 P-l P+l - n Ρ 
ticular we get: 0 ~ = 0 , and 0 = k. We use similar notations for the 
n,n n-1 n fn 
ring P. For example Ρ = 0 [9 ..,,...,3] and V = k. We also write 
η,ρ n,p p+i η η, η 
V instead of к. 
In this chapter we treat the special case of regular singularities «long 
normal crossings. To avoid repetitions we refer in some of the proofs below 
to Chapter II, where the general theory is developped. # 
Definition 1.1: Let A be a ring, τ : A -*• A a derivation and M an A-module. 
-2-
A differential operator D on M with respect to τ is an additive шар satis- · 
/ying D(ain) - T(a)m+aDm, all meM, all а с A. 
Definition 1.2: Let R be a commutative ring and S a multiplicative subset 
of R and Με M(R ). An R-submodule И of И is called an R-lattice if 
tó0eM(R) and S"1(M0) = M. 
We will now recall the algebraic definition of regular singularity in the 
one dimensional case. We refer to [9] and [ll] for more details. 
Let A denote a discrete valuation ring of equicharacteristic zero, К the 
quotient field of A, t a uni formi ζ ing parameter of A, — : A -»• A a deriva­
at 
tion satisfying -TTÍt) = 1, V a K-vector space of dimension r. Let D : V -*• V dt 
d be a differential operator on V with respect to t—. dt 
The following theorem holds: 
Theorem 1.3: The following five conditions are equivalent: 
(1) There exists a K-basis (e) of V such that Mat(D,(e))eM
 u (A). 
rxr 
(2) There exists an Α-lattice Λ. of V such that DA с Л . 
(3) If Л' is any Α-lattice in V, then the chain of A-lattices 
Л' с Л' + DA' = Л' + DA' + 0 ^ ' с ... с V 
is stationary. 
(4) For every ν с V the chain of A-modules 
2 
Av с Αν + ADv с Αν + ADv + AD ve ... с ν 
is stationary. 
(5) There exists an e ε V such that (e,De,...,D e) is a K-basis of V 
r r-1 
satisfying D e + a ,D e+... + a.e = 0, with a.,.. . ,a , ε A. 
r-i и и г-i 
Proof. See [11], Th.3.1, Th.4.1 and Cor.4.1. 
Definition 1.4: Notations as above. A differential operator D : V -*• V is 
-3-
called regular if it satisfies one of the conditions of Th.1.3. We then 
also say that D is regular with respect to A. 
In the remainder of this Chapter we use the following notations: 
Let 1 < d < h < fl, d,h ε Η, τ e V, Λ a free 0 -module of rank r (0 
l d l d 
denotei the localization ofO in x.,...x.) and D, .....D^ h differential 
ί α ι h 
operators on Λ with respect to' х-Э., 3Cj3., 9. .,··.,д. t respectively, 
i i α α α+ι η 
satisfying [l>i»ï>1] := D D - D Dj^  = 0, ail i, J . Jf 1 < i <, d h± denotes the 
quotient íieldofK1[[xi]]l where ^  :=k((x1,...,xi_i>xi+i,...>Xn)). Then х
і
Э
і 
can (uniquely) be extended to a derivation of К [[x.]] and also of L . We 
still denote this derivation by х
ч
э
1· Similarly we can extend D to a dif­
ferential operator D on Л := L ^ Л by the formula 
i χ, .. .χ. 
ι α 
D (a β m) := (χ Э )(a) θ m+a θ Dm. 
Li. 1 1 1 
I 
Definition 1.5: D : Λ ->• Λ is regular with respect to χ if D : Λ. -•• Λ. is 
regular in the sense of Def.1.4. 
Definition 1.6: Let ИеМ(О) and D a differential operator on M with respect 
to х1Э1· Then D has the property N.P.I.D. (No Positive Integer Difference) 
if no two eigenvalues of the k-linear map δ : M/mM •* M/mM induced by D, 
differ by a positive integer. 
Theorem 1.7: The following five conditions are equivalent: 
(1) There exists an 0 -basis (b) of Λ such that 
x1...xd 
Kat(D, ,(b)) e M (0), all 15 i S h. 
1 ГХГ 
(2) There exists an O-lattice A. in Л such that for all l^i<h: 
Di Ao cV 
(3) For any O- lat t ice Л * in Л and a l l l £ i < h , the chain of O-modules 
Л* с Л' +D Л' с Л· + D Л' + 0 ^ ' с . . . с Л 
i s stationary. 
-4-
(4) For any ve Λ and all 1< i < h, the chain of 0-modules 
Ov с Ov + OD ν с 0v + OD ν + 0 о % с ... с л 
Is stationary. 
(5) D is regular with respect to χ , all IS lad. 
Remark 1.8: (1) is also equivalent to: 
(1)* There exists an 0 -basis (f) of Λ such that 
1 d 
Mat(D, . ( f ) ) £11 < 0
и
 . ) , a l l l á i < d 
(1 .9 ) 1 Г Х Г n ' h 
Mat(D i , ( f ) ) = 0 , a l l d + l < i < h . 
In the proof of Th.1.7 we use the following theorems: 
Theorem 1.10: Let Л be an 0-lattice in Л such that ^±^0
 с
 \> all 1 S i < h 
and the restriction of D to Л has the property N.P.I.D., all lu lud. Then 
Л_ is a free 0-module. 
0 
Theorem 1.11; Let M be an 0 - l a t t i c e in Л with DjMcM, a l l 1< l £ h . Then 
there e x i s t s an O- la t t i ce Л of Л such that D i
A
0
c A
0 »
 a 1 1
 l s i - h a n d t h e 
r e s t r i c t i o n of D to Л has property N.P.I .D. , a l l l < i S d . Furthermore 
there e x i s t s an 0-basis ( f ) of Л s a t i s f y i n g ( 1 . 9 ) . 
Proof of Th.1.17: (2) * (1) follows from Th.1.11. We refer to Chapter II, 
5.2 for the other implications. 
Proof of Th.1.10; By [20], 4A, 4C there exists E 0e M(0 n h ) such that 
л
о -
 0 B
o
 E
o·
 W e k n o w
 ^ о ^
 = 0
x
 в 0 ло = 0x 0 Eo i s a f r e e O
x
-
m o d u l e 
n,h n fh 
of finite type, where χ := χ^,.χ^ Since 0
n h
c 0
x
 is faithfully flat, E 0 
is a projective and hence free 0 .-module (by [6], prop.12, S3, no 6). 
n,n 
Since Λ. = 0 вл Ε., Λ. is a free 0-module. 
n,h 
Proof of Th.1.11: We refer to §4. 
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Let О / f e Ö, M a free 0 -module of rank r. Ω denotes the free 0-module of 
differential p-forms with coefficients in 0. Ω^ = 0 Β* ΩΡ. 
Definition 1.12: A connection on M is an additive map V : M -> Ω ^ Ы 
satisfying: V(gm) = dg β m+gVm, all ge 0 , all me M. (d : 0 •*• Ω as usual), 
If me M then Vm = dx_ Θ ν, +. . .+ dx_ β ν , some ν. e Μ. These v. are uniquely 
1 1 η η i i 4 J 
determined. Hence for each 1< iSn we get a map V : M •*• M defined by 
Э
і 
V. (m) = ν . V turns out to be a differential operator on И with respect 
i i 
to Э.. The connection V is called integrable if [V. ,V ·] = 0, all i,j. We 
1 Э
і
 3j 
will have to consider certain P-modules. In this chapter all P-modules are 
meant to be left f-modules. It is left to the reader to verify: 
Proposition 1.13: There is equivalence between: 
(1) И is equipped with an integrable connection. 
(2) M is a P-module. 
(3) H is equipped with η pairwise commuting differential operators 
D(1),...,Din) (D < i ) with respect to Э^, all i). 
Let (g) = (g1,...,gr) be an Of-basis of M. Write Vg g = l*ml α ^
> 8 1 ' 
( j Ρ 
α ^ e0
ψ
. Then the matrix of the connection 7 on the 0 -basis (g), denoted 
Mat(V,(g)) is defined by 
Mat(V,(g» = («ί^χ^...+a^dx^J^ 
Assume f = χ....χ. from now on. We say Mat(V,(g)) has at most a logarithmic 
pole along x^ . .xd if ct*^ e 0, all d+1 <· ρ S η and χ a№ e 0, all Ια päd. If 
τ ε Der, 0 wé define E (Om) := У
 л
т
Р(От). Then E (От) is an 0-module. Instead 
к τ ^р=0 τ 
of Ε (От) we often write E (m). Finally define 
τ τ 
R
ntd
 : = { xl 3i*"" xd 3d' 3d+l , ,*" 3n }· f 
We reformulate Th.1.7 and get: 
-6-
Theorem 1.14; The following statements are equivalent: 
(1) There exists an 0 -basis (b) of H such that Mat(V,(b)) has at 
most a logarithmic pole along x,...x.. 
Χ α 
(2) V is regular with respect to χ , all l<i^d. 
х
і
Э
і
 i 
(3) M is a P-module satisfying: E (m)eM(O), all τεΗ ., all meM. 
τ = η,α 
Remark 1.15: The equivalence (1) «-* (2) of Th.1.14 is the formal analogon 
of the equivalence (iv) «·* (i) of Deligne's Th.4.1 of [θ]. We mention (with­
out proof) that this result of Deligne can be deduced from a convergent 
version of Th.1.14. 
Point (3) of Th.1.14 suggests us how to define modules Fuchsian along 
X.....X,. We therefore recall Manin's definition for the one dimensional 
ι α 
case: Let A = k[[t]], P, = kt[t]][4r]. A V -module is called Fuchsian if 
ι dt ι _ _ _ — 
E d (Am)e M(A), all m e il. Since every reasonable definition of a Fuchsian 
module must imply that the modules satisfying the conditions of Th.1.7 and 
Th.1.14 are Fuchsian, we define: 
Definition 1.16: Let Η be an arbitrary P-module. M is called Fuchsian along 
x, ...xJ iff E (m)eM(ö), all T C R ^. The collection of all P-modules 
ι α τ = n,d 
Fuchsian along x,...x. is denoted F(x,...x.) or F (χ,...χ .). 
x d χ d η χ d 
α 1 ad Examples: (1) Let α, .....a^ek. 0 χ, ...χ. is the free 0 
c
 1 d x. . . . x . 1 d x, . . . x . 
aj^  a d l d I d 
module generated by ε := x
n
 . . . x . and P-module structure defined by 
Э
л
г = χΤ^α.ε i f i s i S d and 3.ε = 0 i f d+1 й i й η. Then 0 е е F(x, . . . χ . ) : 
i l l i χ , . . . χ . 1 d 
ι ΰ 
apply Th.1.14 (1) «-• (3). 
(2) Every submodule of an element MeF(x, ...x.) is again in F(x, ...x.). 
x d χ d 
So in particular the P-submodule Ve of 0 ε is in F(x4...x.). x,...x. 1 d' 
χ d 
- 7 - / 
§2. V -modules Fuchs i an along Ж.....Х.. 
Def init ion 2 . 1 : LetOt be an ideal in 0. R(ot) : = {τ e Der 0 | Totcot}. 
ROrt) i e an O-submodule of Der 0 and i f τ,σεΚ(σΟ then [ τ , σ ] (= τσ-στ) i s in 
R(cx). It i s easy to prove that R(Öx . . . χ ) i s the O-submodule of Der.O 
I d к 
generated by R ..So for. any P-module И we get: 
n,d 
Proposition 2.2: Η e F(x ..,χ ) iff E (m) e M(0), all τ e R(0x .,.
x
 ), all m e M. 
j. о т — l d . 
Remark 2.3: Since Prop.2.2 is a particular case of II, Prop.1.7 we omit the 
r 
rather easy proof. 
In the case of Fuchsian Ρ -modules essentially the following result has 
been proved by Manin, Teorema 4 [15]: 
Theorem 2.4: Let M be a k((t))-vector space of dimension r,re K. Assume И 
is a Fuchsian P-module. Then there exists a k((t))-basie (e) of M such that 
d d 
Mat(t-rr, (e)) e M ~ (Ю · Moreover Mat(t—ι (©)) is in Jordan form and its 
at rxr dt 
eigenvalues don't differ by a positive integer. 
We will now generalize this result to modules Fuchsian along x1...x.. 
Theorem 2.5: a) Let MeM(P), Me Fix,...x.) and assume that x, . . .x^ , is no 
= l a I d 
zero-divisor in M. Then M e M(0 ) and M is a free 
X l , * * X d — x l ' " * X ( i ' x l ' " x d 
0 -module. 
x 1 . . . x d 
b) Let McM(0 ) and M e F(x, . . . χ . ) . Then M i s a free 0 -module 
= x 1 . . . x d 1 d
 x l - " x d 
of rank r, say, and there exists an 0 -basis, (e) of M such that 
1 d 
(i) Mat(x.3,,(e)) e M
 w
 (k) (all 1 < i <• d), Mat(9.(e)) = 0 (all d+1 <. i й η) 
ι i rxr 1 
(ii) Mat(x13 ,(e)) is in Jordan form and its eigenvalues don't differ by 
a positive integer (all 1< i^d). ' 
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An important consequence is: 
Proposition 2.6: Let 0 f MeF(x1...x ), χ . . .χ no zero-divisor in M. Then 
there e x i s t O / m e M , Ä e l i , 0 < £ < d , l < i < . . . < i . ^ d . <*, » . . . ,α e k \ Z 
1
 - 1 A 
such that x 13 1m = a m (all i e {ij^,. .. Fi. >), Э m = 0 (all i e {1,2 η} \ 
{ij,...,!^}. 
Proof: By Th.2.5 a) , b) there exist v, 0 f ν e M , о^, . . . ,α. e к with 
1 d 
χ Э ν - α ν (all 1 S i< d), Э. = О (d+1< i< η). We prove Prop.2.6 by induc­
tion on ρ := #{α Ι α €Z\{0}}. If ρ = 0 we are done. So let pal, assume 
"
ad 
α . e Ζ \ {О}. If α. < 0, take m = x J ν and use the induction hypothesis. Let d a d 
"d 
α. > 0. If Э^ f 0, all q e К , then m = Э . ν satisfies х.З.т = О. Use the 
α d d d d 
induction hypothesis. If 3% = 0 and Э*?- ν ψ 0 (some q e W) then take 
d d 
m = Э ν and use the induction hypothesis again. 
Proof of Th.2.5: For a) we refer to §4. Finally, b) follows from Th.1.14 
and Remark 1.8 (or rather Th.1.11). 
Theorem 2.7: a) The following two statements are equivalent: 
(1) MeF(x . . .x ) and M is a simple P-module. 
(2) There exist p, ¿e И , 0 < p á £ < d , α „,..., α e k \ Z such that M is 
P + 1 £ 
isomorphic to P/J(p,£) where ' 
J<P,*> = <*1.---.
 х
р+і
э
р+і" і
,
*
,,,х4ЭГаг'эц.і"--'Эіі> 
the (maximal) ideal of V generated by the indicated elements. 
а а 
b) P/J(0,£) is isomorphic to 0 χ ...x/. 
X- · · · Χ Χ χ, 
In Lemmas 2.9, 2.10 below (preceding the proof of Th.2.7) and in Lemma 2.15 
we have the following situation: £ e W , 1 < £ < η , a 1,...,a.ek\Z, 
а 1 a£ аІ a£ "l a £ 
χ := XJ...X-. Moreover 0 ж •••Xn ι ^ x1 · · ·
χ
η · ε = Xj^  . . .x. are as 
- 9 -
« Г
1
 «о"
1 
introduced in SI. Then 3 , . . . 3 e = α , . . . α χ , . . . χ . So, i f ρ € Κ 
α
ι "
ρ а
г"
р 
(2.8) χ 1 . . . χ Α €Όε.κ 
Lemma 2.9 : Ρε i s a simple P-module and Ρε = 0 ε . 
Proof i Let M be a non-zero P-submodule of Ρε. Then Me F(x) ( see §1 exanlples) 
So by Prop.2.6 there e x i s t me M, m ? 0, &1 β. e к with χ 9 m = & m, a l l 
l < i £ £ , 9,т = 0, a l l î . + l < i a n . Hence the free 0 -submodule 0 m of 0 ε i s i χ x x 
a P-module. By Th.1.14 0 m e F ( x ) . So by I I , Cor. 1.9, E := 0 ε/0 m e F ( x ) . 
By Th.2.5 b) E is a free 0 -module, hence E = 0. Then there exists ρ e И 
with х рге0тсм. Since Эр...ЭРхРгеМ it follows that ε e M, whence Ргсм, 
implying M = Ρε. Finally, let ρ e W. Since χ~ΡεεΡε, by (2.8), we get 
Ρε = 0 .т. 
χ 
Lemma 2.10; If Ρ e Ρ and Ρε = 0, then Ρ e J(0,A) . 
Proof: For qe К l e t αΔ := а . ( а . - 1 ) . . . ( α . - ( q - 1 ) ) . Then Э л (х . 3 J - a J ) e J := i q i i i j j j j 
JÍO.A). So 3 = (a.-i)~ х.Э mod J. Replacing successively i, by 
i+l,i+2 N in the latter formula, we find 
9 j ~ ( a j i / a j , N + l ) X j + 1 " Í 9 j + 1 mod J , a 1 1 1 й 3 * 1 i f N + l â i . 
For Ι ^ . , . , Ι ^ Μ we put a ( i 1 i ^ := a ^ . . . а ^ / а г > н + 1 . . . a Ä > H + 1 . 
We obtain: 
, ч ^
1! •J'1 - /4 4 4 N+l-ii N+l-i. ,_ .
 4N+1 ^ , 
(*) Ъ1 ..·9£ = çtdj^ , . . .,іг)х1 •••х£ ЧЭ^.-Э^) mod J. 
Since 3. Ξ 0 mod J, all A+lSjá η we deduce from (*) : 
J
 i. i 
If Ρ = £ a 3- ...3 e Ρ, then Ρ = Q mod J, where 
η 
= У a а ( і i i x 1 * * 1 - 1 ! χ 1 * * 1 " 1 ^ 3 ) N + 1 
¿ a i і
л
о . . . о а ^
1 ! » · · · . 1 ^ » ! -- .x^ ( Э 1 . . . Э £ ) 
1  
Ll — Γ 
а
і
 а
а 
If Ρχ. . . . χ . = 0, then 
Σν,.Ι.ο. о ^-^Г
1!*"···^^-"-^-^*1^! 1··· ΧΑ Ι·χ11-Λ11" 
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Hence Q = 0, from which Pe J fo l lows. 
Some notat ions: Let ρ e К and l < p < d £ n . R . :=R Л{х.,Э ,x Э } . 
H y
 n.d.p n,d 11' ρ ρ 
If ρ< η, F (χ ,...χ.) is the class of V -modules Fuchsian along K
 nFp p+1 d n,p 
χ
 4...z.. If ρ = η, F (χ „...χ.) is by definition the class of Р-(=к)-p+1 d η,ρ p+1 d 0 
modules. Let J(.p,S>,) be as in Th.2.7. Then e denotes the class of 1 iü 
V/JiPffL). If M is a P-module and VcM, then <V> denotes the f-submodule of 
M generated by V. Ker χ is the kernel of the mapping m -*• χ m of U into M. 
Notice that Π ker χ. is a V -submodule of И. 
i=l i n' P 
І1 ip Ρ Lemma 2.11: Let M = У Э, ...3 Ν, where Ν = Π ker χ.. Then 
ь
 1 D І i, i >0 v i=l 1' ρ 
i1 i 
(i) M = β Э, ...Э PN, a direct sum of Ό -modules. 
і
л
 i *0 1 p n' p 
1' ρ 
(ii) If M e F (χ . . .χ ) , then Ν e Ρ (χ . . .χ ) . 
η ι α η,ρ p+1 d 
(ili) If Ν4 is a non-zero Ό -submodule of N such that M = <N1>, then N,=N. 1 n»p 1 1 
Proof: a) We first prove (i) if ρ = 1. Let j^ Э π = 0 (some qe Ν , η e Ν). 
Since x in i = 0, all i, we have 0 = x 1 ^ = 0 Э ^ • Ej^i-i^" i\± = 
rq-1 І 
=
 ¿j=o "ij+1)3lnj+l' B y lnducti011 o n 4. nj^  =...= η = 0. Finally П0 = 0 
because ^_ Э1пі = 0. 
b) We prove (i) by induction on p. Define E := ker χ , 
il i 1 P i 
F := l Э1 . ..Э
 Р
~ N. If ve E, then obviously ve M = l Э E. So 
i i P i P 
I'·"' p-1 
• = IJ
=0 3pfi, some qe К , f1e F. Hence v-f0e ^ = 1 Э^ Г с j" e i ЭрЕ (since 
F с E). By a) Jii=() 3 E is a direct sum. Consequently, v-f« = 0, whence veF. 
p-1 
So F = E = ker χ , implying Ν = Π [(ker χ ) η F]. Then by the induction 
P
 4 i -i i = 1 hypothesis F = У Э, ...9 , N is a direct sum of Ό
 ч
-modules. Finally, 1 P~l n,p-l 
using M = Э ^ = «Э^, we get (i). 
Ρ Ρ 
с) We prove (ii) by induction on p. The case ρ = 1: Let τ e R , me Ν. 
η,α, χ 
- 1 1 -
Since E (m)ε И(0) there e x i s t q e К, a . , . . . , а e 0 euch that 
тЛі+а Tq~ m+...+a0m = 0 (see I I , ( t ^ ) . Wrl,te л^ = ζ , - ο ^ Λ ' a j í e 0 n f l · 
Using τχ, = χ-τ and χ,m » Ο we find ττη+a _ .τ m+...+a--m = О. Since l i ι q-ι ,υ ου 
а
л л
е о
 ι» I ï » ( t - ) implies E (0 ,m) e M(0 , ) , whence Ne F Л х - . . . x . ) . The 
ί ο η, ι ι τ η—ι = η-ι η , ι ¿ α 
general case fol lows from the induction hypothesis by the formulas 
• ' i i i i n - i P ' 1 
M= Ш Э F, F = ФЭ, , . . . 3 p , N and N = П [(ker x , ) π F ] . 
i=0 P 1 . J" 1
 1 i-l
 1 
d) Let ne Ν, then η = \ Э , 1 . . . ^ P η , η e Ν- = Ν. So by ( i ) 
Ρ
 1
1···
1
ρ
 1
ΐ···
1
ρ
 1 
η • η. ο
€ Nl' wllence NcNj^, implying Ν = IL. 
Proposition 2.12: P/J(p,J!,) is a simple P-module. 
Proof ; 0 is a simple P-module (this is well-known), hence the case I = 0 is 
done. Let % è 1. Put Η = Ve and Ν, is the V -submodule V e of И. Since 
1 n,p a,ρ 
J , the ideal in Ρ generated by χ ,Э ,.,-α ,, ... ,χ„3„-α„, Э„,-,...,Э , 
η,ρ' η,ρ
 β
 * ρ+1 ρ+1 ρ+Ι' ' £ Ä £ £+1' η' 
is a maximal ideal in V (by Lemmas 2.9, 2.10) and Anop (е)э J , N, is 
η,ρ ν η,ρ 1 
ρ η,ρ 
a simple V -module. 0 f Ν, с Ν := Π ker χ. and И = <Ν>, so Ν = Ν, 
Ι 1
'
ρ 1
 i=l i , 1 
(Lemma 2 , l l ( i i i ) ) . Let Μ. be a non-zero f-submodule of M. Then 
M1 η N = Μ η [ n p ker χ ] f 0, s ince M = M = 0 , a l l 1 5 i < p . Hence 
i=l i Xi 
Ν = M, η N (for Ν = Ν, is a simple V -module). So И = <N> = <M, ηN>с Μ,, 
ι " ι η,ρ 1 1 
whence M = M.. . 
Proof of Th.2.7: a) (1) •• (2) After relabeling the first d indices of the 
x. we may assume that there exists p e u such that: If 1< ISd, then χ is 
a zero-divisor in M iff 15 15 ρ (if ρ = 0 this means that no x. is zero-
divisor in M) . If p^l M = 0 all 15i<p since M is a simple Ρ-module. 
X i
 Ρ 
Consequently N f 0, where N := Π ker χ if ρ e К and Ν := M if ρ = 0. So 
11 1p i = 1 
¿ Э- ...Э N is a non-zero f-submodule of M, hence equal to M. By Lemma 
2.11(ii) Ne F (χ ,...x.). χ ....χ. is no zero-divisor in N. So by Prop. n
,P P+l d p+l d 
2.6 we may assume (after relabeling of the indices of the χ ) that there , 
exist ¿ e u with ρ 5 £ 5 d and α , , ,α„ e к \ Ζ and m e Ν, m ψ 0 with 
p+i χ. 
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x Э.ш « a m (all p+1 £ i £ Л ), Э m « 0 (all l+lilin) . M Is a simple P-module, 
so M = Pm. Obviously J(p,Ü.) с Аіш^(т). By Prop.2.12 J(p,Ä.) = Апіь,(т) follows. 
(2) •»• (1) Apply Prop.2.12 and II, Prop.1.3 2) to m := e. 
Proof of b): follows from Lemmas 2.9, 2.10. 
If lai un, V * Is the V j-submodule of Ve, generated by e. 
n, 1 n,1 
For oui* applications we prove: 
Proposition 2.13: Let M » Ve and l¿i£n. Then {кег Э., coker Э.} с {Ο,Ρ |β}. 
Lemma 2.14: If M is a simple P-module, then кег Э or coker 3 is 0. 
η η 
Proof : Let M := кег Э . Suppose M ?< 0. Then Ом := {£a.m. | a. e ó, т. e M } 
is a non-zero P-submodule of M, so M = OU,. Hence M = Э M. 
Lemma 2.15: 1) Let И = 0. Then ker 3 = 0 , and coker Э = 0 . 
η n-1 η 
2) Let M » 0 ε. If £+!£ i ¿η, then coker Э
л
 = 0 and ker Э, = (0 ,) ε. 
x 1...X» 1 1 П-1 Х 1...Хл 
If IS is Л, кег Ъ± • coker Э. = 0. 
Proof : 1) Obvious. Now we prove 2). Let £+l¿ i S η, assume i = η. Then 
ker Э = (0 ., ) ε, so by Lemma 2.14 coker 3 = 0. Let 1 i i ¿ &, assume 
η η—l Χ 1.. .Χ ο η 
i = l. Since χ^ε = Э1 ((o^l+q)"^*^), all qeZ, Э ^ = Η. So coker Э1 = 0. 
A simple computation of ker Э gives ker 3. = 0. 
Proof of Prop.2.13: Induction on n. The case η = 1 is left to the reader. 
So assume η¿2. If ρ = 0 we are done (Lemma 2.15 and Th.2.7 b)). So let 
pal, IS i s p. Assume i = 1. Let N, := V ,e. Then <N,> = И and r
 1 n,l 1 
Nj^cN := ker x^ Hence И = Ν β Э.Ы 9 ... and Ν = ^  (Lemma 2.11(i), (ili)) . 
So coker Э, ~ N = V , and ker 3, = 0 (Lemma 2.14). Now let p+lSiSn. 
ι — η,ι 1 
Assume i = n. Since И = Ve and x.e =...= χ e = 0 every element of M is a 
i. i P 
finite sum У Э, ...Э P т
л л
 , with т
л
 . e Ρ е. Since by Th.2.7 b) 
" 1 P І.....І i,...i η,ρ l p 1 Ρ 
and Lemma 2.15 Э Ό β = V e, ve get Э M = M,' so coker 9 = 0 . Finally 
η η,ρ η,ρ η η 
since Μ = Ν · 3,Ν β..., ker Э = Ν φ 3,Ν Φ... where Ν = Ν ηкег Э . By 1 η * 1 * * η 
induction Ν = 0 or V .,,Θ, hence кег 3 e {V ..e.O}. 
* n-1,1 η n-l 
By f (х
ч
...х.) we denote the class of finitely generated f-modules Fuchsian 
n i α 
along χ,...к.. We shall prove that every element of f (χ.,...χ.) is holonomic. 
χ α n i d 
Ve recall some well-known facts about dimensions of 1?-modules (for details 
we refer to [5]). Let M = Vm be a.cyclic 0-module. Let-Ч-г denote the ideal 
in 0[ζ , . . . ,ζ ] generated by the principal symbols σ(Ρ), where Р£Ашь,(т). 
Л" is a ζ-homogeneous ideal and the dimension d(M) of M equals the dimension 
of the graded 0[ζ,,...,ζ l-module 0[ζ,,...,ζ ] /¡k (which is denoted i n i n 
ulmlOit ,.,.,ζ^]/SL·)). Every M e М(Р), M ? 0 satisfies d(M)ä η. If d(M) = η 
then M is called holonomic. Every holonomic P-module has finite length. 
Theorem 2.16: If Μ ψ 0, Με f (χ,...χ.), then И is holonomic. 
n i α 
Corollary 2.17: If M ? 0, Me f
n
<x ...χ ), then M has finite length. 
Proposition 2.18: Let 0 -*• ÏL -*- M -*• M -*• 0 be an exact sequence of P-modules. 
(i) MeF(x1...xd) iff S^ and M2 in Fix^ . .xd) . 
(ii) d(M) = η iff d(M1) = d(M2) = n. 
Proof : (i) See II, Cor.1.9. (ii) See [5]. 
Corollary 2.19: If M -»• M -»• M is an exact sequence of P-modules, then 
M1'M2 e fn ( xl·'^d' іт^1У M e fn(xl··•xd)' 
Proof of Th.2.16.· 1) Assume M = Vm, let T€R .. Since MeF(x<...xJ) there 
η,α 1 d 
exist qe K, a_, ...,a .eO with τ m+a _ τ m+...+a m = 0, so 
o(T)q = а(тЧ+а τ 4 " +...+a_) e-6- . Then there exists s e К withCl c¿- where q—ι и 
crt is the ideal in O U ^ . . . ^ ] generated by (x^j^)8, ..., ( x ^ d ) S f ζ° + 1 ζ8. 
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Hence d(M) = άΙΜΟίζ^ ... , ζ
η
] /|r) ¿ dím(OU1 ς
η
] /σΟ = 
= ά±Ία(.0[ς^,...,ζ ] /rfcO) = η (г(<л) i s the radical o f d ) . Also d(M) г η, i n . 
whence d(M) = n. 
2) Let И £ 11(17). Application of Prop.2.18 and induction on the number of 
generators of M completes the proof. 
§3. Applications. 
In this section the ring V will also be denoted as V or simply 
η X- f . · · F X _ 
J. η 
Ρ . Let me W. Sometimes we also write V or simply V 
X X«
 f . . ., χ t y< » · · · » y_. χ » У 
χ η χ m 
instead of f . 
n+m 
Let Ω Ρ denote the free 0-module of differential p-forms with coefficients 
[ 
in 0 and let И be a P-module. Consider the complex 
d χ d d 
DR(M) : 0 -*• M -»• Ω ^ M -»- . .. •* Ω β^ M -»- О, 
where the differential map is defined by 
d(dx л...л dx β v) = J|° dx. л dx л.. 1л dx β Э v. 
1 ρ J J 1, Ρ 
The cohomology groups are denoted H P(M). Let И be a Ό -module. Consider U 
Xt У 
as V -module and form its cohomology groups. Then each Η (M) (0 S ρй η) is a 
Ό -module. 
У 
Theorem 3.1; Let 0 ? M, M e f (χ,...χ .y,...y ) (1ί s < m). Then 
~—^^-——~— n+m ι d χ s 
HP(M) e f
m
(y1...y8) (ail 0< ρ S n). 
Let M be a Ρ -module. We define M := ker Э and M := coker 3 . 
η * η η 
Proposit ion 3 . 2 : Let Me f ( x < . . . x J ) . Then ker Э,, and coker Э. are Ό «·-* : n i a i l n , l 
modules of f i n i t e type, Fuchsian along χ^^,.,χ ' x . . . x . . ( I f i > d read 
Xj. . .Xj), a l l lu i 5 η . 
Proof ; By Cor.2.17 M has f i n i t e length. If M has length one ( i . e . M i s 
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simple) we are done by Th.2.7 and Prop.2.13. By induction to the length of 
И Prop.3.2 follows from Lemma 3.3 (below) and Cor. 2.19. 
Lemma 3.3: Let 0 -»• iL -»• M -»• M« -»• 0 be an exact sequence of t>-modules. The 
following sequences of Ό _ -modules is exact; 
IIL -*• M^ ·*· М 0^ and M* -*• M* -*• M*. 
Proof: Obvious. 
Lemma 3.4: Let M be a Ρ -module. The sequence of V -modules 
x,y y 
Η
Ρ(Μ^) •*• H P(M) -*• H P" 1(M*) (all OS ρ ί η ) " 
is exact. (H - 1(M*) - О = Н П(М
А
)). 
Proof: We refer to [5]. 
Proof of Th.3.1: By induction on η. η = 1 follows from Prop.3.2 since 
H 0(M) = ker 9 and Η (M) • coker Э ^ Let n > 2 . Since by Prop.3.2 M and M* 
are V -modules of finite type Fuchsian along 
x l x n - l , y l ' ' ' ' ' y m 
χ - . . 'Χ
ά
7ι· · .У
в
 (reap. х^. . 'Х^уУ^· --Уу} i f l ^ d < n (resp. d = η) induction 
g ives НЧ(М
Л
) and Hq(M*) e *
т
( У 1 . . - У 8 ) > a l l 0 < q < n - l . By Cor.2.19 and Lemma 
3.4, Th.3.1 fo l lows. 
§4. The proofs of Theorem 1.11 and Theorem 2.5 a). 
"Differential operator" will be abbreviated to d.o. We recall some results 
developped in [12]: let Л'е M(0) without 0-torsion and D , ...,D ( l < d < n ) 
be pairwise commuting d.o. on Л' with respect to χ,Β,,...,x .3 .. Then there 
-L ι d d 
exist d.o. S, ,...,S. on Λ' with respect to x, 3... . .pcJ8 0 and K-linear endomor-x α " ι ι α d 
phisms 1^ N (K is the quotient field of 0) such that D. = S +N , 
[ S . , Ν . ] = 0, a l l i . Furthermore there e x i s t qe », β . , , , . ΐ ,β e Λ' and α,
 л
 e к 1 1
 i q i j 
such that Л' = тУ?® (ке^^ Φ.. .β ке ) and S e = α e , a l l l i i S q , a l l I S j a d . 
-16-
Finally, putting ζ := χ, ...χ., we can define S. : Λ' -»• Л' in the 
ί α ι χ ζ 
obvious way. 
Lemma 4.1: There exists an O-lattice Λ of Λ' such that S .Л с Λ and the 
ζ i 
d.O. S. on Λ has the property N.P.I.D. (all láiád). 
Proof: If for example S.e. = aJJeJ and S.e = (а,,+т)е , 1ηεΖ\{0}, then i J Ji J i μ ji μ 
—m —m 
replace e by χ. e and define g. := е^ for j ¥ μ and g := χ. . Then 
, μ ' ΐ μ bj j ^ &μ 1 μ 
Λ := Og^+...+Ое is an O-lattice of Λ' satisfying SA сЛ 0 (all i). If 
dill· Л./тЛ- < q, then g.,...^ are k-linearly dependent (g. := g.-нпЛ ). 
Say g = λ gj+...+λ _ g _ . By Nakayama's lemma Λ0 = Og.+.-.+Og _1. So we 
may assume (omitting the superfluous g.) that dim. Л0/тЛ0 = q. Then repeat 
the arguments if necessary. Finally, we find the desired lattice Л . 
Lemma 4.2: Let f e 0, τ £ Der 0. Then 
1) fPT1e Xj Οτ1!, if là lap, all l,pe И. 
2) ί ρτ ρ - (-l)p ρ:τ(ί) Ρ€^ = 0 Οτ1ί, all ре И. 
Proof: 1) fP-r1 = TfPx1"1 - pT(f)fP"1T1"1. Use induction on p. 
2) ίΡχΡ • τί Ρτ Ρ" - pxifìfP"1!5-1. Use induction on ρ and 1). 
Corollary 4.3: If Me F(x) and ζ is no zero-divisor in M, then M has no 0-
torsion. 
Proof : Put A := {(g,m) | geO, g / 0, me M, m / 0 and gm = 0}. Suppose A. ? 0. 
Then there exists a pair (g,m)ε A such that ord g is minimal. There exists 
is is η with ord 91(g) < ord g. Put τ := хЭ.. Then for some ρ e К and 
л Ρ Ρ—1 D 
а.,...,а ,€(?, τ т+а _.тг т+...+а m = 0. Multiply this equation by g*\ 
Using Lemma 4.2 this gives T(g)Pm = 0. So there exists m' ^  0, m' e M with 
T(g)m' = 0, whence 3.(g)m' = 0. The element (Э.(д),т')еА then contradicts 
the choice of (g,m). 
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Proof of Th.2.5 a): By the proof of II, Prop.1.16 H e M(0 ), eay 
гР л г
 л
 il - 1d i d +l in 
M =
 ¿i=l öxml· B y "* P^P· 1· 7 A^j) := 1 0(х1Э1) \..<xd3d) 3 d + 1 ...3n mj 
e M(0). So Л' := J^j^ A(m )eM(0) and тЛ'с A', all τ e R (Ox). Obviously 
Λ' = M^ .. By Cor.4.3 Л' haa no O-torsion since Л'с Л' = M e Fix). Define 
X X X X 
Ό
ί
 : Λ' -»• Л' by D ^ := ^¡ш ( l á i á n ) . If d+1 5 i <. η the d.o. D. on Λ'has the 
property K.P.I.D. ( s i n c e Э^'сЛ'). Heneé by [ 2 0 ] , 4A, 4C there e x i s t s an 0 -
submodule E0 of A'with D ^ C E ^ a l l l < i á d and A' ~ 0 BQ E By Lemma 4 .1 
*
 n d 
applied to Е
л
 there e x i s t s an O . - l a t t i c e E_ of (Е
л
) with S E* с E* a l l 
и d О О х i O O 
l £ i < d and each d.o. S on E has the property N.P.I.D. In v ir tue of [20] , 
4A, 4C there e x i s t s a f i n i t e dimensional k-vector space E ^ with E* = 0 E 
00 0 d 00 
So E 0 is a free (^-module. By (Ε 0) χ = ί^χ
 а і к і Л
'
х
 ~
 ö
x ·
Β
 <
Е
0) (where 
В =: (0 ) ) the assertion follows. 
Proof of Th. 1.11: Define E := D if l<i^d and E. := χ D if d+l<i5h. 
Write Е± = 8±+Я± (all i). By Lemma 4.1 there exists an O-lattice 
Л0 = OK1+...+0gp
 o f Л w l t h SiBj " «ji^j (a11 J) a°d а
а і
-а
р і
< W (all i,j,p) 
and din^ A0/mA0 = r. By Th.1.10 A 0 = Ogj^  ·. . .· Og follows. Let 1< i<h and 
( V j . M : = M a t ( Ni' (e))· [84.»!] - 0 ^l±es: x±b±tt^Ha^-a^tjy = 0, 
all i,j,y. Since а ^ - а ^ / К we get t e b(<xh+1, · . . ,Xn)) . Obviously _ 
*і
 е0
х·
 S O
 *І
 €0
х
 n k < < Xh
+
l'.--" Xn ) ) ' k [ t xh-H Xn ] 1 ( e i n C e 0 i S a 
U.F.D.). Finally, let d+15 i S h and β := (β ) = Mat(D ,(g)). Then 
x1ß = MatiE^g)) e Mrxr(k[[xh+1,.. .,xn]]). Since obviously β eO , 
Xi ßjy e k t [ xh +1 Xn]] n 0 x = {0}· 
Final remark: A.H.M. Levelt has proved (not published) convergent versions 
of Lemma 4.1 and "A descent theorem for differential operators of the first 
kind". Using these results we can state Th.1.11 and Th.2.5 a), where 
0 =C<x1 xn> (the ring of convergent power series). 
Consequently, all other results of this Chapter can be proved in the 
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convergent case, just by replacing In the proofs given above k[[x ,x ]] 
ι η 
by C<x1,...,χ>. 
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CHAPTER II 
1 
TORSION-FREE (QUASI)-FUCHSIAN MODULES 
1 
SI. Torsion-free quasi-Fuchsian modules over rings of universal differential 
operators with general base ring." 
For the sake of completeness we recall some facts about universal differen­
tial operators. For details we refer to [29]. 
Let к be a commutative ring with unity and A a unitary commutative k-algebra, 
i.e. a commutative ring with unit element and equipped with a ring homomor-
phism i :-k •*• A with i(l) = 1. Let Der (A) denote the set of all k-deriva-
tions of A. Then Der. (A) is a k-algebra. Let ot be a k-Lie algebra which is 
also an A-module. Suppose that we are given a map ρ from ел to Der (A) which 
is a homomorphism of k-Lie algebras and also a homomorphism of A-modules. 
If μ e cri we denote the element ρ(μ) e Der, (A) by a - -*· у (a). Suppose finally 
that for all λ,\ι ea , a e A 
[λ,βμ] = β[λ,μ] + X(a)y. 
We will call such a CI a (k,A)-Lie algebra. 
The universal enveloping algebra, denoted U(A,oi) or Ufoj), of the (k
>
A)-Lie 
algebra oi is the associative k-algebra T/J, where J is the tensor algebra 
over к of А в(Л and J is the two-sided ideal of Τ generated by all elements 
of the form: 
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x-i(x) 
a β b - ab 
λ β β - α θ λ - λ(β) 
Х в у - у Х - [λ,μ] 
ay - a y 
х е к 
a,b e A 
ae Α, λ eoi 
λ,у eej 
ae А, у e « 
(lì) (aX)m = а(Хш) 
(ìli) λ(am) = a(Xm)+A(a)i 
Let h : A •*· Ufo) and J : Oí -»• \J(a) denote the canonical maps. Then h is a 
monomorph!sm and U(qj) is generated as k-^algebra by the elements h(a), aeA 
and j(A), λ eoi. Henceforth we will identify A with its image in U(oj) . Let M 
be an A-module and01 a (k,A)-Lie algebra. Then И is called an A-regularOf-
module if there exists a k-bilinear map from СИ χ M to M, denoted by 
(X,m) -*• λα with the properties: 
(i) [Л,у]т = X(ym)-y(Xm) ; X.yecj, теИ. 
a e Α, λ eet, m e Η. 
aeA, λ eel, m e И. 
If И is an A-regular en-module, then as is stated in" [29] It can be equipped 
with the structure of a left U(oj)-module. If о ec\ , me M then j(a)m = am. 
By (aOm we mean а(тт) = (j(a) j(T))m, (τ eoj). We use similar notations for 
к к products of more factors, τ m = J(τ) т. Conversely, the canonical map 
j : cj -»• U(en) endows any left U(crf)-module with the structure .of an A-regular 
«-module. Thus we have a one-two-one correspondence between left U(m)-modules 
and A-regularCJ-modules. 
Let oi be a (k,A)-Lie algebra and S a multiplicatively closed subset of A 
containing 1 and 0<S. Then any element τ of Der (A) can be extended 
uniquely to a k-derivation of S~ A. We denote this extension again by τ. 
Then the S A-module S ci can be made into a k-Lie algebra in the obvious 
way. Finally, the map s λ ->· β~ ρ(λ) makes S ол into а (к,S A)-Lie 
algebra. Now let И be a left U(a)-module, or equivalently an A-regularOf-4- % 
module. Then S M can be equipped with the structure of an S A-regular 
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S~ oí-module by defining for all s.teS, λ eof, meM: 
(s'^bít"1!!!) • e"1[(p(X)t"1)m+t"1X.m]. 
\ 
So, as observed above S M can be equipped with the structure of a left 
U(S~1A,S~<n)-nodule. 
In the sequel A will denote a commutative noetherian ring with unity, к 
denotes a subring of A containing 1, so A is a k-algebra. The symbols Ct , 
Л? ,aj denote ideals in Α. ρ always denotes a prime ideal in A. 
r(cn) := {a e A I ap eGl, for some ρ e И} , the radical ideal of Ol . 
Definition 1.1: beten be a (k,A)-Lie algebra andoieM(A). The ring U(A,Oj) 
is called the ring of universal differential operators generated by A anden . 
From now on СП will denote a (fixed) (klA)-Lie algebra with oje M(A). We 
write Ρ instead of U(A,oi). In this section M always denotes a left P-module, 
τ an element of СП and πι,ιη.,ιη«,... are elements of Μ. τ(<π)ί= {т(а) | a. eoi} . 
If О ->• M1 -* M ->- M« -> О is an exact sequence of left P-modules we simply 
write (if no confusion is possible) О-^-М^+М + М^ + О is exact. Since 
А с V, M is also an A-module, a e A is called a zero-divisor in M if a f 0 
satisfies am = 0, for some m ^ 0. If no element of A is zero-divisor in M 
we say that M has no A-torsion. Let N be an A-submodule of M. By Ε (Ν) we 
denote the A-submodule of M generated by N and τ i.e. 
Ε
τ
(Ν) := ζ ^ τ Ρ(Ν). 
Instead of E (Am) we also write E (m). Now define: 
R(ci) := ί τ ε <4 I T(ct)coi}. 
R(oi) is an A-submodule of Gì closed under [ , ]. 
Definition 1.2: И is quasi-Fuchs i an along Ol if E (m) e M(A), all meM, all 
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T£ Rim). The class of P-modules quasi-Fuchsian along or, together with the 
P-module homomorphlsms form a category denoted QF(ot). 
We now Introduce the main tools t-, t- we need in the sequel. 
(tj^ E (m) e M(A) iff тРт e J?'* АтЬт for some ре Ν. 
(t2) If aNeM(A) and aeA is no zero-divisor in N, then N e M(A) . · 
The trivial proofs of both facts are left to the reader. 
Proposition 1.3: 1) If E (т..) and E (m ) e M(A), then Ε (m +ιΟ e M(A) . 
2) If E (m)ε M(A) and δ e Ρ, then E (óm)ε Μ(Α). 
τ = τ •" 
3) (Λ Ρ Ε (т) с Ε (cím) , all m, all ρ e К , те Rfcn) . 
т т 
Let Σ := A-tor. Then there exist τ-,...,τ e ^  with ^ = J AT (since Oí eM(A)) 
We also have: If τ,σε ^ , then στ-τσ e J. 
Proof of Prop.1.3: 1) Since E (m +m )¿E (m )+E (m.) 1) follows. 
2) Every element of Ρ is a finite sum of products σ-.-.σ , σ.ε£. So by 1) 
it suffices to prove: E (am) e M(A) , all ae¿, all m. 
Since τσ-στ e £ = £._., Ατ we get * 
(1.4) ' τστΓ-στ e £.,_- Ατ .τ
 f ali r e Κ f all σ e ^ . 
Since E (ш)£И(А), there exists (by (t )) ρ £ И such that 
(1.5) τ me Am + Атт+ . .. + Ατ Ρ _ т. 
By induction on h, using (1.4) and (1.5) it is easy to prove 
A a m ) e Ν := Ç j ^ = 1 Ατ^т^т) , all h e Ν , all α e }». 
So Ε (аш)с Ν £ М(А), hence E (am)e M(A). 
3) R(ci) c RicsP) (P e К) , so we may assume ρ = 1. Let a e CT , те R<bt) . 
Then атш = т(ат)-.т(а)т £ E (aim). Hence by induction on η σι τ me E (aim) (all 
η £ И) : οι τ m =<Μτ(τ m) с E (OIT m) С E (E (arm)) с E (aim) . 
τ τ τ τ 
Corollary 1.6: Let Μ = £ Ρ Pm . Then E (m) e M(A), all m iff E (m ) ε M(A) all i. 
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Propoflition 1.7: Let öj = ^ Ατ
ί
 (ρ e И) . If Ε
τ
 (m) e Μ(Α) , all i, then 
PineM(A). 
We make some simple observations. Let Τ := A and for re W define 
Τ := {PéP Ι Ρ=σ
<
...σ , for some σ. eoi). For r e W we define V, . := У ^  Τ . 
г ' I r ' i. 4 (r) ^s^r s 
Since 0\ le an A-module Ό. . is also an A-module. Also ϋ,
 ч
 Ό,
 ν
 сp all è (г) (г) (у) (r+y)· 
Γ,μ>0. Let ас A, qe W and a- σ , oect. The following relations hold: 
aa-aa e PÍOv and 
σ1.. .οίΰ±.+1.. .gq-o1.. .σ1.1σ1+1σ1. · ·%= ^ · · ·
σ
ι-1[σ1'σΐ
+
1]σ1
+
ΐ· ' ·
α
4
 е Р(я-1) * 
It then easily follows that gr(P) := Ρ 9 ^/і\^(пл 9 ...» ie a commutative 
ring. This fact implies that gr(P) = Α[τ,,...,τ ], the A-algebra generated 
P
 *! i 
by τ^.,.,τ, where т± := τ^Ρ . Whence Ρ =
 v
 J Ατ1 ...τ
 p
. 
i,+...+i sr p 
1 Ρ 
Proof of Prop. 1.7: Define Γ := V,
 4m (re W ) . Then {Γ }
00
 л
 defines a fil-c
 r (r) r r=0 
OD ___ 
tration on Pm and U Г, = Pm. For all re W , Г e M(A), since 
г=0 г r = 
V = Ι Ατ Α . . τ P. gr (Pm) := Γ0 β Γ /Γ0 О ... is a gr(P)-module 
i,+...+І 5r 1 ρ 
(in the obvious way). If we denote the image of m under the canonical map 
from Γ. to gr(P) again by m, then in fact grT,(Pm) = gr(P)m = Α[τ,,...,τ ]m. 
о l i p 
Since E (m)e M(A), all i.there exist; y e V such that x^me Γ , all i. So 
(τ.) m • 0 in grT1(Pm). Since gr^iPm) = Α[τ,,...,τ ]m, we deduce 
ι ι l i p 
-
il - i gr-.iPm) = УАТ, ...τ Pm, where 1, ,...,! Sy-1. So gr-.iPm) e M(A) . Hence there 1 ''I P \ . 1 P . . Γ = 
exists r-e К such that Г = Г , = . . . . From Pm = UP , Pm = Г e M(A) 0 r r„+l r' r_ = ' 0 0 0 
follows. 
Lemma 1.8: Let 0 -*• ^ ·*• M -*• M2 -*- 0 be exact. Then: E (m) e M(A) ,' all me M iff for 
all v 1eM 1, all v2 e M2 Ετ(ν1) and Ετ(ν2)εΜ(Α). 
Proof: Straightforward using (t.). -
Corollary 1.9: Me Qr(cf) iff ^ e QF(«) and M2 e QF(oi). 
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Lemma 1.10: 1) Let θ%=<η піг.С^ p-primary ideal, ís ϊ Ρ· Then К(ся) с Rfo;) 
2) .Let ся be a p-primary ideal and assume QcA. Then R<pj) с R(p). 
Proof; 1) Let b е&\ ρ and qecj. Let τ e R(«) . Since bq ect, T(b)q+bT(q) eot. 
2 2 
Hence bT(b)q+b T(q) eût, so b T(q)€0^. If T(q)^c37, be ρ follows since 07 ii 
p-primary, a contradiction. So R(et) с R(op . 
2) Let p e p . There exists ne M with p neej, ρ ~ c^tr, whence np τ(ρ) = 
τ (ρ ) €07. Since np /от and от is p-primary we have τ(ρ) ε p. 
Corollary 1.11; Let Q c A . If ρ sot and htp = htca= 1, then R(oi) с R(p) . 
From now on we assume: All A-modules in this chapter have no torsion. 
This assumption implies that A is an integral domain. 
Definition 1.12; S 0(M) :* {a e A | Λ £ Μ Л [E (m)eM(A)]}. „ 
S(M) := {aeA | А
ш
 „
 л я
_ Л [E
 n
 (m)eM(A)]}. 1
 тем peli τ ε 1 Ρ = 
(*) S(M) = Π S(Pm) and S (M) = Π S0(t?m). By Prop.1.3.2) S(í>m) = r(S0(fm)) 
me M meM 
Proposition 1.14: S (M) and S(M) are ideal?in A. 
Proof: By (*) it suffices to prove the case S (0ш). Let a,beS0(17m), τ eoi, 
τ. := βτ, \ :- Ьт.СЛ := Ατ.+Ατ, is a (k,A)-Lie algebra. iL := U(A,qf0). 
By Prop. 1.7 Ρ me M(A) . Since E
 +
 (m) с ^ m , a+b e S (Pm) . 
X 2 
Proposition 1.15: If a e S (Pm), then (Pm) e M(A
a
). 
Proof: Let aeS 0(Pm), Cf0 := acj , Ό^ := U(A,^ 0). By Prop.1.7 P 0m e M(A). It is 
easy to verify that (Р
л
т) = ( P m ) , so (Pm) e M(A ). 
Proposition 1.16: {aeA | И e M(A )} с S(M). If ИеИ(Р) we have equality. 
Proof: Let m e M . Put 01 = Tf , AT., . Let 15 is p. If M e M(A ), then 
о
 и
і=і i a = a 
E (A )e M(A ), so in virtue of (t 1) there exist p.,P. e V such that 
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P i P i τ*!'1 h P i 
a τ meN 1 := 2,h 0 Α τ ^ . Hence a
 τ
1
Ν
1
<
= Ν 1 , implying Ε ρ (Ν ) с Ν e Μ(Α) 
а Ч 1 ' -Let ρ := max ρ . Then E (m)eM(A), a l l i , so by Prop. 1.7, E (m) e M(A) , 
. 1 ρ "· ρ «= i агт1 а^т 
all τ eCJ . Finally, if M = ^ ^ 1>л±, say, and aeS<M), then (Pmi)ae M(Aa) , 
all i (by Prop.1.15 and (*)). 
From now on we assume: A is not a field. 
. „ 
We define P(A :ct) := {p | htp = 1, ρ =>ci}, P(A) := P(A : (0)). By our hypo­
thesis on A (viz. A noetherian integral domain and not a field) P(A) ? ft 
(see [34]) and P(A :oi) is finite if Ct ^  (0). Let К denote the quotient 
field of A, N an A-module, then N с κ β. Ν, all p. Instead of S(Dm) we 
P A 
write S(m). 
Lemma 1.17: Let (0) ?<0tcS(m). Then there exists Н ^ е М Ш , N<ol) с Dm, 
satisfying E (m) с Dm с N ^ for all ρ e P(A) \ P(A :σι) and all τ eoi. 
Proof : Let 0 f aeS(m). Then (Pm) e M(A ) (Ргор.ІЛб), say (Dm) = Σ?ίη>Α ^п» 
η e Dm. Let N(O) := Π-ι Αη«η· Then (Dm) = N(0) с N(0) , if a/p. Now let 
lv 1 X xu & л Jj 
V := P(A : Aa) \ P(A :OL) . Then "V < » (V may be empty). There exists a(p) e«\p. 
By the same arguments as before there exist s(p)ε V , η.(ρ)¿Dm with 
(Pm)e(p) = îïS)Aa(p)n1<p) = N(p)a(p). where N(p) := Ι ^ Α η ^ ρ ) с Dm. 
Since a(p)<p, N(p)
e
. cN(p). Define N<ct) := N(0) + I N(p). Let 
^P' Ρ , peV 
ρ e P(A) \P(A :«). If a ^  ρ, E (m) с Dm с (Dm) с N(0)M с uff
1
* . If a e ρ, then 
τ a ρ ρ 
ET(m)cDmc (Dm)a(p)cN(p)pcN^
ot)
. 
Remark 1.18: (i) If MeQF(oO, then σι с S (M) с s (M) . 
(ii) If MeQF((0)), then S0(M) - S(M) = A. 
(iii) If MeQF(S(M>), then S (M) ? (0). 
ι 
(iv) S(M) = 8(11^) n S(M2), if 0 -»· Mj -*· M -»• M 2 •* 0 is exact. 
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Definition 1.19: If there exist normal rings S, A* with Sc Ac А' с к such 
that Sc A is an integral extension and A' e M(A), then A is called a general 
ring. 
Observe that the conditions A' e M(A) and A' is a normal ring imply that A' 
is the integral closure of A in K. Let £>=@(A) := {ae A | aA' с A} be the 
conductor of A. By a Corollary in [31], R(e) =Cft . 
If N is an A-module we define I(N) := n{N | peP(A)}. 
Lemma 1.20: If N, 1(A) e M<A), then I(N)eM(A). 
Proof : Let N = Ατ\
Λ
 + . . ,+Αη , some η. e N. Since Ne κ β. Ν, there exists a K-J. q ι A 
basis (e1 ed) of Κ β N such that η. e F := Aej+...+Ае., all i. Hence 
Ne F. Since F is a free A-module 1(F) = I(A)e1+...+I(A)ed. So 1(F) e M(A). 
Hence I(N)eM(A), since I(N)cl(F). 
In the remainder of this chapter: A is a general ring. 
ι 
Lemma 1.21: 1(A) e M(A). 
Proof : Let J := Л{А', | p' ePÍA*)}. It suffices to prove 1(A) с J since by 
[1] 19.17 J = A' e M(A). Let xe 1(A) and p' e PÍA·). Then ρ := ρ' nA e P(A) 
(by [1] 19.5) so xeA cA' . This holds for all p'ePU*), hence χ e J. 
г Ρ 
Corollary 1.22: If N e M(A), then I(N)eM(A). 
We have shown before that M can be equipped with a U(A ,07 )-module struc-
p ρ <fp 
ture. So the expression "M e QF(oj )" makes sense. 
r r 
The following lemma is crucial: 
Lemma 1.23: LetClcS(m), hton= 1. Then E (Am) e M(A) iff E (A m) e M(A ), all 
ρ e P(A :ci). 
Proof: If Ε
τ
(Αιη)£Μ(Α), then obviously E (A m) e M(A ), all ρ€Ρ(Α:σι). 
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Conversely, let ρ e Ρ(Α :ct). Then E (Am)€M(A), say E (Am) = Σ?_0Α τ m 
' vs(O) 
(pe M). Let a be as in the proof of Lemma 1.17, then (Pm) = ¿.V. Α η . So 
In particular there exists ρ ε К such that a τ me N(0) cN^1^, all 0< i^p.N : = 
Then aPE (m)с N . Since P(A :στ) is finite there exists be A, b ψ 0 with 
τ ρ 
ЬЕ (m) с Ν , all ρε Ρ(Α :θτ.). In virtue of Lemma 1.17 this gives ЬЕ (m) с Ι (Ν). 
т ρ Τ 
By Cor.1.22 and (t0) E (m)e M(A). 
Theorem 1.24; 1) If htS(H)ä2, then S(M) = Α. 
2) If htS (M) = 1, then S (M) » П{р | ρεΡ(Α : S(M))}. 
Proof : Puten := S(M). Let me M. If htotä2 , then E (m) с \(ΥΓ^), all τ ec-t 
(ot) 
since ρ?« if ρεΡ(Α). By Cor. 1.22 I(NV ^eMíA). Hence ût = A. Let hten= 1, 
say Ol = ρ п. . .n p
r
 n ρ п.. .n p (is г < h) with htp = 1 if la is r, 
htp. > 1 otherwise. If h = r we are done. So let h > г. For every i, 
r+l<i<h t there exists b. e p. \ (Pj^  U...U ρ ) (otherwise P i cP i» some 
IS j £ r, contradicting htp. > htp. = 1). Define b := b -...b . We prove 
Cl= П{р | ρ e P(A :Cl)}. Let a ε П{р | pe P(A :cn)}. 
Then ab eoi , so (ab) e S0(m) for some peu. Let ρε Ρ(Α :οχ) . Then 
Ε
ί biP ÍA m) ε Μ(Α ) , all τ еся . By Lemma 1.23 Ε (m) e M(A) , all τ ecí, whence 
a τ 
a e S-(m), implying aecz. 
Corollary 1.25: Let QcA and S(M) ψ A. If ΜεΟΡ(8(Μ)), then S(M) = pj^n.^np 
where τε » and ρ ε P(A) \ P(A :£), all IS i S г. 
Proof: S(M) ψ (0) (Remark 1.18). Apply Th.1.14. Let rε W be minimal with 
r 
S(M) = p. П...Л p^, p. e PÍA), all i. Then R(S(M)) = П К(р
л
) (Cor.1.11). l r i
 i = 1 i 
If ρ ε Ρ ( Α : Ε ί ) then Cl = R(e) с R(p) (Cor. 1.11). So R(p) =0J. If for example 
г-1 
р
г
з 6 , then R(p
r
) = д , so R(S(M)) = П R<p i) = R(p 1 n. . .n ρ j ) . Hence 
r- l r-1 r 
ΜεΟΡ(ρ1 n. . .n ρ ) , whence П ρ с S(M) (Remark 1.18), so Π ρ = П ρ , 
contradicting the choice of r. 
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Theorem 1.26: 1) If Me QFfct) and h t o i ä 2 , then S(M) = A. 
2) Letcn-c S(M), h t o t = 1. Then Me QF(oO i f f M eQFfoO, a l l ρ e P(A :θι) . 
Proof : 1) fol lows from Th.1.24 1) and Remark 1 .18(1) . We now prove 2 ) : 
Let Me QF(oi) and ρ e P(A :οι ) . If τ e RCoL.), there e x i s t s s e A\ ρ such that 
STeR(cJt). So £ (m) e M(A) . s i s a unit in A . Hence E <Am) = E ^(Am) e M(AM) . 
S T = ρ x p s t p ^ p 
Conversely, l e t M e QF(cr), a l l p e P ( A : o t ) . By Lemma 1.23 \ 
Me QF((n) fol lows s i n c e R(ei) <= %<& ) , a l l ρ e P(A -.σι) . 
Corollary 1.27: If ca = r(ei) and h t û T = l . Then: Me QF(<rz) i f f HeQF(¿-), where 
Лг= П{р | ρ e P(A : o t ) } . 
Proof : σι = p/\ =& i f peP(A:Ci ) = Ρ ( Α : & ) . MeQF(07) i f fo i .cS(M) and 
MeQFCoO (Remark 1 . 1 8 ( i ) ) i f f (П с s (M) and M eQF(Gl), a l l p e P ( A : o i ) (by 
Th.1.26) i f f ^ r c S ( M ) and M e QF ( ^ ) , a l l р е Р ( А : Л ) (by Th.1.24.2)) i f f 
Me QF(ír) (by Th. 1 .26 ) . 
Corollary 1.28: Let (0) ψ Ol = rfei) . Then M€QF(<Ji) i f f MeQF(S(M)) and 
Ote S(M) . 
Proof: If Me QFfoi) then by Remark 1.18CtcS(M). If S(M) = A we are done. 
So by Th.1.24 we may assume htoi= htS(M) « ι and by Cor.1.27 we may assume 
Crt= flip | p e P ( A : 0 t ) } . If ρ e P(A : S(M)) , then ρ € P(A :Cl) , so by Th.1.26 
M i s quaei-Fuchsian along Cï = pA = S(M) . By Th.1.26 Me QF(S(M)). Con-
r r Ρ Ρ 
versely, if S(M) = A we are done, so by Th.1.24 assume 
S(M) = П{р | ρ e P(A : S(M))}. By Lemma 1.10 1) Rfö) <= R(p), all ρ e P(A : S(M)) 
hence R(ot) с R(S(M)) , whence E (m) e M(A) , all τ e R(o0 , all m. 
Proposition 1.29: Let 0 -»• И •*• M -»• М2 -»• 0 be exact. Then Me QF(S(M)) iff 
M1eQF(S(M1)) and M 2e QF(S(M2)). 
Proof : (->) Observe S(M)cS(Mi), i = 1,2. Apply Cor.1.9 (toCI= S(M)), 
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Сог.1.28 and Remark 1.18 (ili). («-) S(M) = 8(4^ η S<M2) (Remark 1.18 (iv)). 
Since S(Mi) ? (0), 1 = 1,2 (Remark 1.18 (ill)), S(M) ? (0). By Cor.1.28 
M eQF(S(M)), i = 1,2. Apply Cor.1.9. 
Let peP(A). By [1], 19.21 we have: A Is a discrete valuation ring iff 
p?Ê . Letôi be a p-primary ideal. ThencrA » <PAe) » f o r *ome ne И. Since 
Or =ατΑ η A this implies: 
(1.30) R(p)<=R(c7). If Q<=A, R(p) = Щ) (by Lemma 1.10). 
Let Qc A. If ht(X= 1 and P(A :ct) η P(A :©) = 0 and ρ e Ï>(A :ot), then by (1.30) 
RiCL,) = R(PA ). Hence И e QFÍOL,) iff M eQF(pA ). Using this result we can 
deduce the following proposition by simple modifications in the proofs of 
Cor.1.27, 1.28 (détails are left to the reader). 
Proposition 1.31: Let Q с A and Ci ? (0) with P(A :«n) η P(A : & ) = j*., Then Cor. 
1.27 and Cor.1.28 hold without the restriction Ot = r(oi) . In particular if A 
is a normal ring or hte¿ 2 this applies. 
The following results will be used in §3. Let f £ A, f ^  0. 
Lemma 1.32: P(Ajn) = (Pm)f, all meli. 
Proof : Straightforward. 
M. has a f-module structure. Let A be a normal ring. Then: 
Proposition 1.33: If M e QF(S(M)), then Mfe QF(S(M )). 
Proof : 1) Put СП := Af η S(M) . ThenCt с S(M ) : let aeA with af e S(M) and 
ν = ί'τιεΜ (meM, q e W ) . Then there exists ρ e И such that Ε ρ (m) e M(A) 
all τ ей. Also (af)Ρτe R(Af). So by Prop.1.3.3) tqE, (Av)сE,
 л
.0 (Af
4
v)с 
E(af)pT(Am) eM(A). By (t2) E ( a f )ρτ(Αν) e M(A) , so afeS(Mf). 
2) II. eQF(cú: by the principal ideal theorem, Lemma 1.10 1), 1.30 and Th. 
1.24 R(oO - R(Af) η R(S(M)). Let τ e «(α), ν - f'qm e M. (q e ΪΓ , m e M) . Since 
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τ e R(S(M)), E (Am) e M(A) . Al80TeR(Af), so by Prop.1.3.3) 
fqE (Αν) с E (Am)eM(A). Now apply (t0). 
т т = * 
3) So Mf€QF(oi), with Cl с S(Mf) and Ort ? (0) (S(M) f (0)). Apply Prop. 1.31. 
§2. An analysis of the statement "M e QF(pA )". 
In this section we investigate the situation "M e QF(cr )" which occurs in 
г г 
\ 
Th.1.26.2). Let A be a discrete valuation ring. Under some natural assump-
r 
tion onot we shall show that M (:= Â Θ M ) can be equipped with a Ρ -
o P P Ар Ρ * 
module structure (over an appropriate ground field К ) and that the state­
ment "M e QF(cr )" is equivalent to ft is a Fuchsian V -module. 
Throughout this section R denotes a discrete valuation ring with maximal 
ideal η = Rt and quotient field K. We assume QcR. Letcrj be a (Q,R)-Lie 
algebra satisfying oi e M(R). N denotes a left U(R,<n)-module without R-
torsion. Then NcN := R β N (R is the η-adic completion of R) . Since Q<=R, 
R 
R =L[[t]] for some subfield L of Ô (see [34], VIII, §12). Every derivation 
of R extends uniquely to a derivation of R. Hence Η can be equipped with a 
A A 
U(R,cp-module structure. 
Lemma 2.1; Let τ e Der(R) and assume τ(ΐ) = 1. Then К := ker τ is a subfield 
of fi isomorphic to L. Hence R = K-[[t]] and τ = — · 
и dt 
Proof : 1) It is easy to verify that ker τ is a ring. 
2) For every ρ e ΪΓ we define π : R -*· L by π (£a t ) = a . Let χ = ][a t e R. 
Since τ is continuous with respect to the η-adic topology on R (which is 
Hausdorff) we have τ(χ) = Hj^ia t 1 - + Π ^ ο ^ Ο * 1 · Hence π (τ(χ)) = 
(p+l)ap+1 + IJe0ir <τ(βμ)). This implies τ(χ) = 0 iff 
(2.2) ,(p+l)a , =-УР
 η
τ (т(а )), all peli. 
p+1 Ly=0 p-y μ 
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So if xeker τ we see that, once a is given, the elements alta ,... are 
completely determined and can be computed recursively by (2.2). Let a
n
e L 
and let a1,a2,... be the elements in L uniquely determined by a. and (2.2). 
Γ.00 i 
Then by Ф(а0)
 =
 ¿ 1 = 0
 а
<*
 w e
 ß6* a maP Φ from L onto К . Since a 0 - 0 
implies a. = &„=...= 0 (by (2.2)), φ is injective. Finally« φ is a ring 
homomorphism: to prove this notice first that φ is additive. Let now 
a0,b0eL, then Ф(а0Ь0) and ф(а0)ф(Ь0) are in K0 (by 1)). Since *0(Ф<а0Ь0)) 
= a
o
b0 = іт0(ф(а0)ф(Ь0)), Ф(а0Ь0) = ф(а0)ф(Ь0) follows. 
From now on assume R(ri) ?сП· So there exists τ cm с oj with T(t) = 1. Then 
by Lemma 2.1 N can be equipped with a V := К t[t]][—]-module structure. 
Since RcR is faithfully flat E (Rm) = R Θ E (Rm) , all μ eoi, all me Ν. So 
E (Rm)eM(R) iff E (Rm)eM(R). Using this observation Prop.2.4 (below) 
implies: 
Theorem 2.3: Ne QF(n) iff ft is a Fuchsian Ρ -module. 
Proposition 2.4: Let S(N) ^  (0) and suppose there exists a τ eoi with 4 
τ / R(n) and Ε,, (ν) e M(R) , all ν e N. Then N e QF(n) 
tT ^ 
Proof : 1) Since R <= R is faithfully flat E (Rm) = R θ E (Rm) (τ eci, m e Ν) , 
Τ ι R τ '4 
во we may assume R - R = L[[t]]. Let me Ν, we may also assume that 
N = U(R,cr|)m. Let V := Nt * Κ β N. By Prop.1.15 η := dimK V < », since 
S(N) ? (0). By our hypothesis there exists μ e« with μ(ί) = 1 and 
Е
і 4 (ν) e M(R), a l l v e N. So by Lemma 2.1 R = K - [ [ t ] ] and ΐμ(= t^r) i s a 
ΐμ. = о dt 
regular differential operator on V. Let Л. := Re,+...+Re be an R-lattice 
o x η 
of V satisfying ΐμΛ с Λ. and denote Μβί(ΐμ,(θ)) = У" „AJt
i(AJ e M ^ (К.)). 
о и i—0 i i ηκη и 
Let К' be a finite field extension of K. containing all eigenvalues of A . 
Since K0[[t]]с Ki[[t]] is faithfully flat and every derivation of K0[[t]] 
extends uniquely to a derivation of Ki[[t]], we may assume KQ = K' So by 
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[22], §6 there exists an R-lattice Λ - Rf +...+Rf of V with 
Mat(ty,(f)) » L-n A i t a n d t h e eigenvalues of A. don't differ by a posi­
tive integer. It suffices to prove: тЛсЛ,а11 TeR(n). 
2) Let oetA. Define ord о := sup {me Ζ I t~mMat(o, (f)) e H (R)}. Since ¿ nxn 
3rteM(R), there exists oQeci with ord σ. á ord ρ, all pern. Let Uat(a ,(f)) = 
У В t . We may assume В ? 0 for some re W. If σ_ e R(n), then bp=_
r
 ρ * _
r
 0 
[ΐμ,σ-] = t[yla0]-a0(t)ye toj. Equating the coefficients of t in the cor-
responding matrix equation gives: (A -rI)B = В A . So our hypothesis on 
A. implies В « 0, whence σ 0^Κ(η). Let σ0(*)
 я
 a. Then oQ-av e R(n) . Hence 
ord(a0-ay) > ord σ. = -r. Since ord ay = ord at (ty) S -1, this implies 
ord σ 0 = -1. By ord τ > ord σ0, all τ e R(n), ord τ è 0 follows, whence 
тЛс Л. 
Let H,A,ci,cabe as in Th. 1.26 2). Assume R(p) ^<м, say τ ec\\ R(p), and let 
A be a discrete valuation ring, where ρε P(A :οτ). Then there exists 
Η 
2 —1 
a e p \ p with A a = pA . Since T^R(p), т(а)еА \pA . Define у := т(а) T Í 
г г г г 
Now apply the previous results to R := A , N := M, t := a. So H can be 
r r 
equipped with a P..-module structure. Since M e QF(ot0) iff M e QF(pA ) (see 
§1) we get: 
Theorem 2.5: M e QF(or ) iff M e QF(pA ) iff M is a Fuchsian Pj-module iff 
Г Г Г г г 
Ε
β τ
(Α m)e M(A ), all m e M. 
§3. Torsion-free Fuchsian modules over rings of universal differential 
operators with general base ring. 
We recall: A is a general ring with subring к. A' is the integral closure 
of A in its quotient field К and Q is the conductor of A. Since A' e M(A), 
&? (0). We assume in addition that QcA. 
Put CJ := Der. Α,Οι' := Der A' . As is shown by Seidenberg in [31] the unique 
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fextension of an element recito a derivation of E satisfies тА'сД'. So, 
identifying τ with its unique extension to A' we get Cri coi ·. Since <? А' с A 
we also have e of' C<J · W e assume ci e M(A) . (This is equivalent toen ' e MÍA* )) . 
As remarked еагііегся см' implies тСее , all teert. Put Ρ := U(A,ö|), 
V':= IKA1,«1). By a P-module we always mean a left P-module (in this chapter) 
and all P-modules have no A-torsion. 
Let M be a P-module. Put V := Κ β li and Τ := A \ {θ}. By §1 V := T-1!! has 
the structure of a left U(T A,Τ <yj )-module. Since oj' с Τ οι (because 
есл' coi) V is also a left P'-module. Define M' := the P'-submodule of V 
generated by M. 
Lemma 3.1: If meM', there exists he К with β me и. 
Proof: Straighforward; useJpA' с A, Poj' <=<51 and P1 =\J(A^,ot^). 
Lemma 3.2: Let N be a P-module. If φ eHonL,(M,N), then φ extends to an element 
φ' e Homp,(Μ',Ν') by the formula 
α α о о 
r i h ì •••,r¿ Ριη> = Στί •••'r¿ РФ ( т ) <"»еМ, х^ем·). 
Proof: Straightforward and therefore left to the reader. 
We will now study P-modules which have the property that M' eQFÍSíM')).' If 
СП satisfies some natural condition, these modules will be called Fuchsian 
P-modules (see Def.3.8, below). 
The following result follows from Prop. 1-30, since A' is normal. 
Proposition 3.3: Let & be an ideal in A', <& ψ (0). There is equivalence 
between: 
1) M' e QF(ß·). 
2) M* e QFÍSdí·)) and&c 8(11*). 
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Let И be a P-submodule of И. Put M. := И/М . Let φ : M -*• И be the 
X 2 X A 
canonical map, ф(ш) = m+M. By Lemma 3.2 φ extends to a Ό'-module homomor-
pbism from M' to M', denoted φ'. 
Theorem 3.4; M' eQFÍSÍM')) iff M' e QF(S(Mp), for all i e {1,2}. 
Lemma 3.S; 8(11· ) с S < M p η S(M¿) . λ 
Proof : By Cor.1.6 S<M·) = П S ^ ' m ) and SÍM') = П SíP'm). So S ( M , ) C S ( M · ) . 
i meM meM í 
Let f eS(P'm), m e M . Then there existe pc N satisfying; for every τ ecj.' 
there exist h e » , a' a/ , e A* with (lpτ'yhm+ &! ,(ί Ρτ') ~m+...+a'm= 0. 
и n-x n-x υ 
Then apply φ'. So ίε8(Ρ'φ(«>)). 
Proof of Th.3.4: (-»-) Since M' e QFÍSCM' )), M^eQF(S(M')) and SCM') ? (0). 
Also M^eQFíSíM')) (use φ' again). Now apply Prop.3.3 with^- := SOJ'). 
(•^ ) By Lemma 3.5, Cor.1.11 and Th.1.24 RíSÍM' )) с R(S(Mp) η R(S(M¿)) . Let 
TeR(S(M')). By Cor.1.6 it suffices to prove: E (A'nOeïKA'), all m e M . Let 
τ = 
m e M . Since RiSCM' )) с R(S(Mi)) , E (A* (m+M
n
 )) e MÍA' ) . Hence there exist ρ e W 
a',...,a' , e A1 with (т^+а' , τ 1 * - 1 * . . .+a:)m+M1 = 0. Put m' := т^т+а' , τ
Ρ
~ m+.. 0 p-1 p-1 0 1 p-1 
. ..+a'meM'. Then ф Ч т ' ) = 0. By Lemma 3.1,£ m' e M, for some h e N . Then 
{0} =é , hφ ,(m ,) =ф (^т·), whence (? ^ ' с Mj^. Put N := ehm'. T h e n N e M C A ' ) and 
NcMj^. Since also τ e R(S(M')) this implies Ε (Ν) e MÍA'). Let с / 0, с ее?. 
By Prop. 1.3.3) сЪ ( А ' т ^ с Е (^А'т·), since т£><=еі So с^Е ( А ' т ^ с Е (Ν) e MÍA') 
whence by (t0) E (A'm')e MÍA*). Using (t.), the definition of m' gives ¿ Τ = 1 
Ε
τ
( Α ^ ) e MÍA'). 
Theorem 3.6: Let f e A. If Μ' e QFÍSÍM')), then ( M f ) ' e QF(S((Mf)')). 
Proof : By Lemma 1.32 (M ) ' = (M').. Then apply Prop.1.33. 
Theorem 3.7: If M' e QFÍSÍM')), then M e QF(S(M)). 
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Proof : Put οι'·- An S(M,) and οι' := A'ot. By Remark 1.18 ili) Sdì*) # (0)
 t во 
oC f (0). Then Prop.3.3 gives M* eQF(cn!). Since oí сея' we have R(o0 c Rid' ) 
So if me M and τ ε R(<n) E (A'm) ε MÍA') implying E (Am) ε M(A) (Α' ε MCA)), 
whence 11ε QF(ot). Now observe that ot = r(ot) and apply Cor.1.28. 
Now assume that en ' Is normal with respect to A', i.e. R(fo') Pol'» а^1 
ρ' ε Ρ(Α'). Then we define: 
Definition 3.8: M is a Fuchsian P-module iff Μ' ε QF(S(M')). 
§4. A criterium for quasi-Fuchsian modules. 
In this section A is a general ring with subring к and οι is a (k,A)-Lie 
algebra satisfying: 
(4.1) If ρε P(A) \P(A :£), then R(p) ψο\ . 
Remark 4.2: If en »cj' ,Α,Α' are as in the last three lines of §3, then ΟΊ 
satisfies (4.1). 
Proof: Let ρε P(A) \ P(A :e ). There exists ρ' ε PÍA') with ρ = ρ1 η A (by 
19.1.3) [1] and 19.5 [l]). Then ρ' ε PÍA') ^ (A' :Ê>). Let βε^ \ ρ' and 
τ' ε««
1
 \ R(p,). Define τ := ст*. So τ 
implying τ' eRíp'), a contradiction. 
2 
τ' ε««
1
 \ R(p,). Define τ := ст*. So τ ε« . If τ ε R(p), then с τ'ρ' <=• ρ' 
In Cor.2.5 we proved: If MeQF(S(M)) and S(M) f A, then S(M) = ρ η ... η ρ 
where г ε И and ρ ε Ρ(Α) \ Ρ(Α :β ), all i. In the remainder of this section 
we assume: S(M) = ρ η...η ρ , г ε W , ρ ε Ρ(Α) \ Ρ(Α :β), all i. 
We prove a criterium which decides if Μ ε QF(S(M)). Therefore we introduce 
a subset of S(M): 
r
 2 ¿(M) = Π (ρ \pj). 
i=l 
2 
and a. i (P-jAj, ) wc get á contradiction). We construct a.: 
2 
2) Let xi e PiNPj (An l s a α 1· 8 0' 6* 6 valuation ring) and x-e (ρ- П...П Ρ_)\Ρ1 
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Lernma 4 . 3 : ¿(M) j< 0. 
2 
Proof ; 1) Let I S i S r . We construct a e ρ \ (p u.. •up., υ ρ υ ρ - и . . . и р^) 
2 2 
Then a := a-... a e |J(M) (if aep , then a e (р
ч
А ) . Since a. i ρ A if j ψ i 
Pi 
Ρ] 
( i f ρ« η . . . η Р
Г
С
Р 1 » Ρ, = V* some 2 £ i £ r a contrad ict ion) . Define χ = x , · * , 
2 
Then χ e ^ η . . . η p
r
) \ ρ . 
3) Let У^Р-^СРз υ··· υ Pr)íif PicP2 υ··· υ Ρ,' t h e n Ρ1 = ^і' ί θ Γ S O m e 
2 2 
2 2 i£r, a contradiction). Define у = у, . Then у = ρ, \ (p0 U...U p^). 
2 
4) Define ъ^ = x+y. Then aj^  e Pj^  \ (p и p 2 и... и р г) . 
For every l^iSr, there exists p.eolNRip ) by (4.1). 
Theorem 4.4: Let a e (J (M). There is equivalence between: 
1) He QF(S(M)>. 
2) E (Am)eM(A), all meM, all i. 
3) E (A m)eM(A ), all m ε M, all i. 
м
і ^і -
 Fi 
Proof: 1) -»• 2) -»• 3) obvious. 3) -*• 1): Apply Th.1.26.2) and Th.2.5. 
Corollary 4.5: Let a€¿(M). Then: MeQF(S(M)) iff a e S0(M). 
Proof : Apply Remark 1.18 and Th.4.4 2) •+· 1) . 
Corollary 4.6: MeQF(S(M)) iff S0(M) = S(M). 
Proof : Apply Remark 1.18 and Cor.4.5. 
§5. A Regularity theorem for normal rings. 
In this section A is a normal ring with subring к. f is a fixed non-zero 
element of A and f is not a unit in A. CI denotes a (k,A)-Lie algebra 
satisfying en ψ R(p) for every ρεΡ(Α : Af) and en e M( Α). Ό := U(A,oj). И is a 
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(left) P-module without Α-torsion and И e Μ(Α.). So if К is the quotient 
field of A, V := Κ θ. M is a finite dimensional K-vectorspace. 
Af 
Theorem 5.1: The following five conditions are equivalent: 
1) Me QF(Af). 
2) There e x i s t e aú Α - l a t t i c e Л in tt such that тЛ.сЛ , a l l TeR(Af ) . 
3) For every Α - l a t t i c e Л in M and every τ e R(Af), £ (Λ) eM(A). 
2 
4) For every ρ e P(A : Af) there exist τ еся\ R(p) and a e γ := П{р\р | ρ e P(A : Af)} 
< such that the differential operator ax(a) τ on V is«regular with respect 
to Ap. 
5) For every ρ с P(A : Af) there exist τ eoi\R(p) and a ε γ such that the , 
differential operator ат(а)~ τ on V(p) := К*"' В V is regular with 
·» ( p ) •» 
respect to A (K r ia the quotient field of A ). 
Ρ г 
Proof : 1) -*• 2): Let И = А-пц + ... + A jn . Ρ is the A-eubalgebra of Ό gene­
rated by R(Af). Then by Prop.1.7 Λ := Σ^χ^ο^ΐ^ = < A > ' Ь п с Ло І 8 a s 
desired. 2) -*• 3): Let Λ be an Α-lattice of M, then there exists ρ e N with 
ί
Ρ
Λ<=Λ0. Hence by Prop.1.3 2) ί
Ρ
Ε
τ
<Λ ) с Ε
τ
(ίΡΛ) с Ε
τ
(Λ0) с AQ, all τ e R(Af ) . 
So fpE (Л)еМ(А), whence E (Л)еМ(А) by (t0). (3) •*• (1) is obvious. 
By the proof of Lemma 4.3 γ ? 0 (A is normal). Since M = Mf e Μ(Α. ), te S(M) 
(by Prop. 1.16). Hence y c ^ M ) if S(M) ^  A. Observe that (1) -»- (4) if 
S(M) = A, so let S(M) f A. Then (1) -«->• (4) follows from Th.4.4 1) -м- 3) 
and Prop.1.30. · 
5.2. An application. 
Th.1.7 of Chapter I follows readily from Th.5.1 by observing: 
i) Л is a U(0,0^)-module
r
 whereC10 = 0д1+...+ОЪъ (Э^ := (x^^m, all 
l£i£d and Э m := D^, all d+l£i£h, all m e Л) . 
ii) If is i ad, then(0 У= K1[[x1]] (see Chapter I, il). 
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Final remark: All results obtained In this chapter also hold for right 
P-modules, using the same proofs as before. 
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CHAPTER III 
FUCHSIAN Ό -MODULES 
η 
In this chapter we use the following notations: 
к is a field of characteristic zero, η a positive integer, 0=0 is the 
ring of formal or convergent power series in the indeterminates χ.,,.,,χ 
with coefficients in k, denoted by k[[z1,...,x ]] and k<x1,...,x >, respec­
tively. In the latter case it being understood that к is a complete non-
discrete valued field, m is the maximal ideal of 0 and ct denotes an ideal 
in 0. Ό = V = 0[д4,...,Э ] and o\ = cn = Der, 0. Unless mentioned otherwise 
η I n i an к 
(see 4.12) И stands for a left P-module. 
If В is an arbitrary commutative ring,ir an ideal in В and N a B-module, we 
define J(N) := {b e В | N b = 0}, K(N : & ) = {m e N | bm = 0, all b e£r} . Instead 
of K(N : J(N)) we write K(N). 
§1. Fuchs i an V -modules inc/f (n) 
Since M is also an O-module we have J(M) and K(M). Obviously J(M) is a 
radical ideal in 0 and K(H) becomes a right 0/J(M)-module by defining 
mä = am, for m e K(M) and £ = a+J(M)e0/J(M). Put J := J(M), (7 := 0/J, 
oi := Der 7 and let π : 0 -*• If denote the canonical map. Our first aim is 
to endow K(M) with a right U(0,6i)-module structure. We need the following 
results: 
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Lenuna 1.1; Let τ,μ e Der (0,0/bt). Ι' τχ. = Mij» all i» then τ = μ. 
Proof : τ,μ are continuous with respect to the maxima,! Ideal topologies on 
0 and 0/at. τ and μ coincide on the dense subset k[x.,,...,x ] of 0. Since 
ι η 
the topology of O/en is separated τ = μ on 0. 
Corollary 1.2: R(ori)/jiOri-*· Der(^y^t), as O-modules. \ 
Proof : Every element τ ε R(ci) induces an element τ ε Der(Ö/orO. So we get a 
ma£ φ : R(cn) -* Der(ö/ot), which is even an O-module homomorphism. Eer φ =οιθ| 
(consider the images τ(χ.), χ. := х.+ог) . φ is surjective: let μεΟβΓ(0/ίη), 
~ ~ л rn За л 
μχ. = у., some y.eO. Define τ ест by та := ¿.., У^ χ- » all aeO. Let 
ψ : 0 -*• 0/en. be the canonical map. The k-derivations ψ ο τ and μοψ from О 
to 0/σι coincide on the elements χ-,.,.,χ . By Lemma 1.1 ψ ο τ = μοψ, so 
τ e Rfet). 
Lemma 1.3: ттеК(И), all TeR(J), all m e K(M) . 
Proof : Obvious, since arm = τam - т(а)т. 
1.4 K(M) as a right UÇÏÏ.êT)-module. 
M becomes a right P-module, denoted M,
 ч
 , by defining mf := fm (feO, m e M) 
(г) 
and тт := τ m (те И, τ een). Hence τ is the adjoint operator of τ i.e. if 
*
 9 ai 
τ = £аіЭі» then τ = "Z^.a = -(т+а(т)), where а(т) = £.,_, g — e 0. For the 
right O-module У
 л
тт 0 we write (m) E. From τ = -(т+а(т)) we get 
''Ρ
=0 χ 
E (ш) в (m) E. Now K(M) can be made into a right U(7,oj)-module: 
If τ e R(J), τ denotes the induced element in Der?. Let m e K(M), a e О. 
Define ma := ma. Let μ eel. By Cor.1.2 μ = τ, some те R(J). Define тт := тт. 
So шт = -(тпн-а(т)т) , whence тт e К(М) , by Lemma 1.3. If τ = σ, with T,aeR(J), 
then τ-σ = I^hPh' 8 0 т ^ ь e J' p h e < 0 (Cor.1.2). Consequently т(т-а) = 0, 
implying тт = mo. It is left to the reader to verify that K(M) is an 
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7-regular right σι-module. Hence K(M) can be equipped with a right U(ïï,oi)-
module structure. 
In order to apply the theory of Chapter II we introduce a setc'f'(n) 
of left V -modules: 
η 
Definition 1.5: M E C V - U ) iff K(M) has no ïï-torsion. 
If M£c/V0(n), 0 has no zero-divisors, whence J is a prime ideal. 
Proposition 1.6: 1) If Mei/^ f (n) and J p m, then (7 is a general ring. 
2) Mec/Y0(n) iff J(M) = {a e 0 \ a is a zero-divisor in Μ} υ {θ}. 
3) If Met/Lin) and Η is a P-submodule of M, then J(M) = J(M ) and 
Mj^e^Cn). 
Proof: 1) J is a prime ideal. Then apply [l], 23.5 and 24.3. 
2) Let Ма/ Лп) and let a / 0, ae 0 satisfy am = 0, for some meM, m ^ 0. 
ее 
We may assume J(M) / (0). Write И = U K , where К = K(M : J P). So m £ Ε , 
p=l P P P 
for some minimal ρ e K. By induction on ρ we prove a e J. The case ρ = 1: 
0 = am = ma. So a = 0, hence a ε J. In general, let p>2. Then there exists 
f ε J, f ψ 0 with fm / 0. Since fm £ К _. and a(fm) = 0 induction gives a e J. 
It is left to the reader to finish the proof. 
3) M l f
cM f, all f ε 0. So J(M) с J(i^) . By 2) .1(1^ ) с j(M) and also І^ гс/^(п) . 
Example 1.7: All D-modules without O-torsion belong to¿/^n(n). 
All simple Ρ-modules belong tocY0(n) (apply Prop.1.6 2)). 
In the remainder of this section: H&£(n). 
A' denotes the integral closure of ? in its quotient field,m ' := Der A' 
As described in Chapter II, §3 we can define the right U(A',OL')-module 
K(M)' generated by K(M). 
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Definition 1.8: M is called Fuchsian Iff K(M)' e QF(S(K(M)')). 
Remark 1.9: If J(M) = m, then M Is Fuchsian (since Der U = {θ}. So in the 
proofs of Prop.1.10, Th.1.11, Cor.1.14 we may assume J p m. Hence by Prop. 
1.6 1) U is a general ring and we can apply Chapter II, §3. 
Proposition 1.10: A P-submodule И of a Fuchsian module M is Fuchsian. 
Proof : By Prop.1.6 3) K(M )с K(M). Then apply II,Th.3.4. 
Theorem 1.11: If И is Fuchsian and f e 0, M. ee^(n) and M. is Fuchsian. 
Lemma 1.12: Let f¿J. 1) Then Mf etil(n) and J(Mf) = J. 
2) The map ψ : K(Mf) -• K(M)j defined by t(f~qm) := mf " q (meK(M), q e W) 
is an isomorphism of right v(&,en)-modules. 
Proof : 1) By Prop.1.6 2) f is no zero-divisor in M. Hence M с Η and 
J(Mf) = {a e 0 | a is a zero-divisor in Μ } υ{θ}. Then apply Prop.1.6 2), 
1.6 3). 
2) Since J(M ) = J(M), K(M ) is a right U(ÏÏ,M)-module. It is left to the 
reader to complete the proof. 
Proof of Th.1.11: If f € J, M = 0. If f¿J, apply II, Th.3.6 and Lemma 
1.-12 2). 
Corollary 1.14: Let M be a P-submodule of M. Suppose M/M ecV (n). If 11, . 
and M/li, are Fuchsian, then H is Fuchsian. 
Proof: Put M := М/І^. Then J(M) <= j(M ). First suppose J(M) p J(M2) . Let 
f e J(M2) \ J(M). Then Mf = M l f and by Prop.1.6 2) McM f. By Th.1.11 M l f is 
Fuchsian. Hence by Prop. 1.10 M is Fuchsian, since McM = M . 
Now let J(M) = J(M ). Since by Prop.1.6 3) also J(M) = J(M ), the map 
m -*- m+M1 induces a P-module isomorphism between K(M)/K(M1) and a submodule 
of K(M2). Now apply II, Th.3.4. 
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§2. Fuchsian V -modules. 
η 
Let И denote an arbitrary f-module. 
Definition 2.1: Η is called Fuchsian if there exist r e N and a sequence 
{0} = М
л
см C...C M = M of (left) P-submodules of H such that for all 
О 1 г 
láiár H../H. _ ¿c/Îlin) and К /U
 1 ia Fuchsian in the sense of Def.1.8. 
Let ИсС^(п). We have to prove: 
И is Fuchsian in the sense of Def.1.8 «-* И is Fuchsian according Def.2.1. 
(*) Obvious; take the sequence {0} = M.см. = И. 
(^ ) Let M c ir с...с и = H as in Def.2.1 be given. Use induction on r: 0 1 r 
The case r = 1 is obvious. Let r£ 2. By Prop.1.6 3) И _. €(Λΐ(η). The induc­
tion hypothesis gives M , is Fuchsian (Def.1.8). Now apply Cor.1.14. 
r
—1 
Theorem 2.2: Let 0 •»• H, ·*• И -»• U„ -*• 0 be an exact sequence of P-modules. 
1) If И is Fuchsian, then IL is Fuchsian. 
2) If U. and M 2 are Fuchsian, so is M. 
Proof : 1) resp. 2) follow directly from Prop.1.10 and Cor.1.14. 
Theorem 2.3: If M is Fuchsian and f e 0, M is Fuchsian. 
Proof : Follows directly from Th.1.11. 
Theorem 2.4: Let M e M(P). If M is Fuchsian, then M is holonomic. 
Proof : In §4, Cor.4.3 we prove the case МесЖ(п). In general, let 
М-с ir с...с и, be as in Def.2.1. Use induction on r. 0 1 г 
Finally we show that Def.2.1 generalizes all previously given concepts of 
Fuchsian modules. 
1) Let И be a t?-module without ö-torsion, 0 is a normal ring and en is normal 
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with respect to O, so we get, using Lemma 2.6 1) below: H is Fuchsian 
according to II, Def. 3.8 iff M is Fuchsian according to Def. 2.1. 
2) With the notations of Chapter I we shall prove: 
Theorem 2.5: If Mc F (χ,...χ.), then И is Fuchsian. 
Lemma 2.6: 1) MeQFfot) if f M € QFfet) . 
2) Let J(M) = (χ^.,.,χ ) (lípSn). The right U(ïï,m)-module structure on 
k(M) is the usual right V -module structure on K(M) obtained from И. . . 
π,ρ (г) 
Proof: 2) follows directly from the definitions and 1) from G (m) = (m) Б. 
τ τ 
Lemma 2.7: Let He F (χ., .. .χ,) and 1 < р^ d. If χ. ,... .χ £ J and χ , .. .χ, is 
— ^ — • — η ι α χ ρ Ρ+1 *» 
no zero-divisor in U, then M€c^.<n) and J" = (x..,...,x ) (if ρ = d, 
Xp+l , , , Xd : = 1 )· 
Proof: By Prop.3.14 (applied to В := 0, N := M, b := 1, q ·:= p, f := χ , 
il 1 
τ. := Э.) and I, Lemma 2.11 И = · Э, ...Э P K(M : (ж,,...,χ )) and 1 1 ι ρ ι ρ 
K(U : (χ,,...,χ ))e F (χ ,.,.χ.). Let a ψ 0 be a zero-divisor in И. Then 
ι ρ η,ρ ρ+1 α 
am f 0, for some m e M, m ^  0. Multiplying m by suitable powers of χ.. ,x0,... ,χ 
we can assume meK(M: (x.., ...,x )). Since by I, Cor.4.3 K(M : (x-,...,χ )) 
has no 0 -torsion this implies a ε (χ, .....χ )<=J, whence every zero-
n,p r 1' ρ 
divisor of И is contained in (x, ,...,x )cj. Conversely every f ψ 0, fe J 
1 Ρ 
is a zero-divisor in M. Now apply Prop.1.6 2). 
Proposition 2.8: If Meí/V-ín) and Me F (χ, ...χ.), then M is Fuchsian. 
υ n i a 
Proof: 1) If х-...χ. is no zero-divisor in M, M has no 0-torsion (I, Cor. 
ι α 
4.3). So K(M) = M,
 4. By Lemma 2.6 1) M, . e QF(0x,...xJ), hence by II, Cor. (r) (r) 1 d 
1.28 M e QF(S(M )), implying M is Fuchsian. 
2) When x,...x. is a zero-divisor in M we may assume (after relabeling the 
ι α 
first d indices) that {x. | x. e J, 1 < i ¿ d} = {χ.,...,χ } for some ISp^d. 
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Since J is a prime ideal Prop.1.6 2) implies that χ ..... x_, is no zero-
p+i α 
divisor in M. By Lemma 2.7 J = (x χ ), Then)as in the proof of Lemma 
2.7, K(M)e F (χ _...Xj). Apply 1) and Lemma 2.6.2). 
n,p p+i α 
Let N be an 0-module, aeO. Define: 
N(T : a) := {m e N | aPm - 0, for some ρ e W}. 
Lemma 2.9; 1) If N € M(0) and 9 N C N . Then χ is no zero-divisor in N. 
2) If Με F (χ, ...χ.). Then χ. is no zero-divisor in It, all d+l£i£n. 
η Χ α 1 
Proof: 1) Suppose N(T : x ^ f 0. Since N(T : x ^ cN, N(T : χ ) e M(0). So there 
exists p^ e К satisfying x^N(T : χ ) = 0. Apply Э to this equality and use 
Э.ІЦТ : χ ) cN(T : χ ). Then x^" N(T : χ ) = 0, a contradiction if Ρ is minimal. 
2) het m f 0, meM. Put Ν := E. (От) and apply 1). 
Proof of Th. 2.5: Define h(M) :=d-#{ieli| 1 < i S d, x 1 e J(M)} . We use 
induction on h(M) . The case h(M) = 0: by Lemma 2.7 Μ ε^/Ϋ (n) . The apply 
Prop.2.8. In general, let h(M)£l. By'Lemma 2.9 2) we may assume (after 
relabeling the first d indices) that χ.,.,.,χ eJ(M), where ρ := d-h(M) 
(if ρ = 0 we have nothing). For each 0£ ií d-(p+l) define 
M := M(T : »и.!···1,!) a b d "_! : = 0· T hen f o r all 0 5 i5d-(p+l) 
b.W^/VL^.J < h(M) since x^ χ , χ ^ e J^/M ). So by induction M /M 
is Fuchsian. By Th.2.2 M(T : X D + 1'--
X
d) is Fuchsian. Also by Lemma 2.7 and 
Prop.2.8 M(T : x,...x .)/M(T : χ ,...χ .) is Fuchsian, whence by Th.2.2 
M(T : Xj^ . . .x.) is Fuchsian. Finally, by I, Cor.4.3 and Prop.2.8 
M/M(T : χ1...χ.) is Fuchsian. Then by Th.2.2 M is Fuchsian. 
§3. Holonomic V -modules inclín). 
η и 
In §1 we characterized Fuchsian P-modules incV (n) by considering k(M) and 
the ideal S(K(M)). It is the aim of this section tp show that the holonomic 
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modules in(/L(.n) can also be characterized by the ideal S(K(M)). The 
precise result is: 
Theorem 3.1: Let M с M(P) and ІІеИіІ(п). Then: 
H is a holonomic f-module iff S(K(M)) ^ (0). 
To prove this theorem we follow Björk*in [5], Chapter III and endow 
Κ(Μ)[Δ"1] with a left ί> [Δ-1]-module structure (d = dim 0/J and Δ e 0. is the 
α α 
discriminant of the prime ideal J for a suitable coordinate system). v 
The local parametrization theorem for prime ideals in 0. (see [14]) 
Let n>2 and ρ is a prime ideal in 0, ρ ? (0), p ? т. 
After some suitable coordinate transformation we can assume: 
1) There exists d e И , 1 <, d £ n-1 with ρ η 0 = (О). So the map 0 -*• 0/p is 
an injection. We identify 0 with its image in 0/p. Then 0/peM(ö ). 
2) There exists an irreducible Weierstrass polynomial hep, 
h = χ. , + r „x. , +.'..+ r_, where r. e 0. all i. d+1 e-1 d+1 0 i d 
3) If Δ e 0 . is the discriminant of the xJ .-polynomial h, then ρ contains 
α α + l 
e l e m e n t s q = Δχ - T . , a l l 2 S j S n - d , where T 2» · · · ' T
n
- d e ^ d ^ X d + l ^ r 
4) ΟΕΔ"1]!! + O U ' ^ q . + . . . + O U ' ^ q . = p U " 1 ] . 
л η-α 
From now on ρ denotes a prime ideal in 0 with ρ ? (0), ρ ^  m and we use the 
notations as in l)-4). 
We recall some results of Björk (see [5], Chapter III, for details). 
Ρ[Δ ] is the subring of End (0[Δ ]) generated by the usuai multiplication 
Ζ 
maps (with elements of 0[Δ ]) and the k-linear derivations of 0[Δ ], 
denoted Der(ö[A ]). So 0[Δ~ ] appears as a subring of ί>[Δ ]. In the 
obvious way the elements of the 0[Δ ]-module R(p)[A ] can be identified 
with the subalgebra Κ(ρ[Δ" ]) of Der(ö[A~ ]). Let R denote the subring of 
* I want to thank Prof.Björk for communicating me his results. 
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ΡΕΔ" 1] generated by 0[Δ" ] and RípU"1]). Obviously RptA-1] = рЕд" 1^ is a 
two-sided ideal in Η and we can define the ring Ρ[Δ ] := R/RplA'1]. Since 
ΟΙΔ-1] η Κρ[Δ" ] = ρ[Δ" ] we can identify 0[Δ"1]/ρ[Δ"1] with a subring of 
ftU"1]. Since 0 dc0, 9 := 0/p, we get Ο^Δ,'
1] с StA-1] с ^[Δ - 1]. It is 
proved by Björk that there exist elements б^...,δ e RíptA-1]) such that 
their images 61,...,6d in Ρ[Δ ] generate V[L~ ] as an 0[Δ~ ] algebra, i.e. 
ΡΕΔ"1] = ^ [Δ":1][δ1,...,δ<1]. Furthermore, the subring Ο ^ Δ ^ Π δ ... ,δ ] of 
Ä —1 —1 
Ρ[Δ ] is isomorphic to Pd[A ]. In the sequel we identify these isomorphic 
rings. 
Let N be a left Ό[Δ~ ]-module. Put N := K(N : ptA-1]). Since by defini­
tion ρ[Δ~ ]N 0cN 0 and RN 0cN 0, N 0 is a left ^ [Δ
-1]-module, so N is a left 
V.[à ]-module. 
α 
If f e ö, f ^  0 and Б is a left V[t~ ]-module, the dimension of the left 
V[t~ ]-module E will be denoted (L,,.-!,(E). ' 
The following Lemma is proved in [5], Chapter III. 
Lemma 3.2: If NeMiPU" 1]), then N 0 e ^ (^[Δ
- 1]) and d- ΓΔ-1](Ν0)+n-d = 
^[Δ-1](Ρ[Δ"1]Ν0>· 
Proposition 3.3; If pcj(M) and Δ is no zero-divisor in M, then: 
d+1 η MU"
1] = l ^ î i 1 · · · 9 " (K(M: ρίΕΔ" 1]). So 
W V 0 
МЕЛ"
1] = Ρ[Δ"1](Κ(Μ : ρ ) [ Δ - 1 ] ) . 
Proof ; Since Δ is no zero-divisor in M, K(M : ρ)[Δ ] = КСМСл"1] : ρίΔ-1]). 
Now apply Prop.3.14 to В := OU"1], Ν := MCA - 1], b := Δ, f, := q
 J, 
1 η—d 
f2 ί = qn-d-l fn-d : = h • ^ τΐ : = 3η· τ2 : = 9n-l»---'Vd : = 3d· 
Proposition 3.4: Let N be a P-module and f e 0 is no zero-divisor in N. If 
NEf"1] eMíPtf"1]) and dp^jOlíf - 1]) = n-1, then M e M(P) and (^ (N) = η. 
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To prove Prop.3.4 we need the following results of [s], Chapter III. Let 
f e 0, f ? 0 and f(О) = О. 
Lemma 3.5: Let M[f~ ] / 0. If Η is a holonomic P-module, so is M[f~ ]. 
In particular M[f~1]e M(P). 
Lemma 3.6; Let N = V[t ]η be a cyclic V[t ]-module. Then there exists 
veV such that dp(PfWn) = 1+dpff-liiN)· 
Proof of Prop.3.4; Let N[f~ ] = ]¡T P[f~ ]e , some e € N. By Lemma 3.6 
there exist wi e И such that d^CDi e ) = η, all i. Put E := J? Vi e . 
Then «ME) = η. By Lemma 3.5 E[f~1]eM(P) and dpiEtf"1]) = n. Since 
NcNtf"1] = Etf"1] we are done. 
From now on assume И ec/C.(n) and ρ = J(M). 
In the proof of Prop.3.11 in [5], Chapter III Björk shows: If M is a holo-
nomic P-module, then there exists he 0., h ? 0 such that K(M)[(Ah)~ ]€ 
α 
H(0 [(Ah) ]). We shall now prove the converse. So we get: 
Theorem 3.7: There is equivalence between: 
1) И is a holonomic P-module. 
2) There exists heö., h ? 0 such that K(M) [(Ah)"1] e MCOJCAh)"1]). 
d d 
Proof: We only need to prove 2) -*• 1) . Since 0. η J = 0 . η ρ = (0), Prop.1.6.2) 
—
~"—— d d 
implies: h and A are no zero-divisors in U. Put M := K(M)[A ]. The 
hypothesis and the definition of the dimension concept imply 
dp г/дь) - 1!^ ^h~ ^  = d~ 1 ίΓΘ8Ρ· = d) i f A h i 8 n o u n i t l n ^d (resP· Ah
v
is 
a unit in 0 d). Hence dp (M
0) = d and M 0e M(Pd) (if Ah is no unit in 0 
d 
apply Prop.3.4 to N := 11°, f := Ah). By Lemma 3.8 below, dp
 r
._i,(M ) = d-1 
d 
(resp. = d) if A is no unit in 0. (reap. A is a unit in 0.). Then apply 
d α 
Lemma 3.2, Prop.3.3 and Prop.3.4. 
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Lenuna 3.8; Let f e O, f ? О and M e M(I?) . Then <Wf_i-i (Mtf"
1]) £ (^(М) - 1. 
Proof: See [5], Chapter III, Lemma 3.9. 
Proposition 3.9: Put M := Κ(Μ)[Δ~1]. If M0[f 1] e M(ïït ^ Δί)~1], for some 
f e 7, f / 0, then M is holonomic. 
Proof : Put A := ΟΛΑ ], В := 0[Δ ]. By our hypothesis the ideal ir in В 
defined by Л := {b e В | M [b~ ]eM(B[b~ ])} is not zero, whence Ап&? (0), 
since А с в is an integral extension. Let a / 0, aeAn^r. Then 
M0[a~1] еіЦВІа"1]). From В e M(A) we get Bta-1]e MÍAÜa"1]), hence M0[a"1] e 
MÍAta"1]). Apply Th.3.7. 
Τ-1π Proof of Th.3.1: Put S1(K(M)) := {f e 0 \ К(М)-€ M<ïï[f ])}. By II, Ргор.І.Ів, 
S1(K(M))cS(K(M)). 
1) The case J = (0): If M is holonomic, then by [5], Chap.Ill, Lemma 3.19 
Mtf"1] e MiOtf"1]), for some f / 0, f e 0. So 0 £ S^M) с S(M). Conversely, by 
II, Prop.1.16 M[f~ ] eM(0[f~ ]), for some f e 0, f ? 0. Then as in the proof 
of Th.3.7 <и(М) = η follows. 
ii i 
2) The case J = m. By Prop.3.14 and I, Lemma 2.11 M = О Э, ...Э ^ (M). 
Л І ^ О
1 
1 η 
Hence MeM(1?) iff din^ K(M) < ». Then Th.3.1 easily follows. 
3) Now assume J ? 0, ? m. Let M be holonomic. Take h as in Th.3.7. Then 
Ah e S1(K(M))с S(K(M)). Conversely, if S(K(K)) ? (0), apply Prop.3.9 and: 
Lemma 3.10: If M e М(Р) and ïe S(K(M)), then M 0^" 1] e Μ(0[(Δ7)" 1]) . 
Proof : MeM(P), so Μ[Δ ] e Μ(Ρ[Δ ]). By Lemma 3.2 M eM<P [Δ-1]). Since 
P d[A~
1]cPU" 1], М0€М(5[Л'1]). Using Ш'1] = ΟΕΔ-1] [^ ....,β ]", II, Prop. 
1.16 implies that it suffices to prove: 
There exists μ e li such that E^yT (^[Δ- ]m) e Μ(7[Δ~ ]), all meK(M), all i. 
Let αεΚ(Μ). There exists ρε N with ΔΡδ. eR(J), all li i<d. Hence there 
exists μ ε » with £_,,—— ((5m) = (Om)-!,-?^ — E e M(0) , Observe that 
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Δ Ρ 6 ί β ν ) = Д рО,(а ) , a l l a e O U " 1 ] , a l l V£M 0. So E ^ ^ ( ^ [ Δ " 1 ] ! ! ! ) = 
i i f*'* 
Д-Р^) (UlA^ìm) e Μ(ϋ"[Δ
 1]) 
H6i 
The proof of Th.3.1 also shows: 
Theorem 3.11: Let МаУ 0(п). Put S^KiM)) := {le ÏÏ | K(M) [Τ1] e M(ïï[f" ])}. 
Then: M is holonomlc Iff S (K(M)) f (О). 
Remark 3.12: The remarkable fact in Th.3.11 is, that we don't need to know 
if Me M(£>). 
Let В be a commutative ring, τ ,.,.,τ derivations of B. The subring of 
End (B) generated by τ., ,.,.,τ and the multiplication maps of В we denote 
2» 1 Η 
by Β[τ1,...,τ ]. Suppose [τ.,τ.] = 0, all i,j. Then: 
Proposition 3.14: Let N be a Β[τ~ τ ]-module, be В and f,,...,f e J(N) 
*• 1 q l q 
such that b e Bf +Βτ (f ), all j and τ (f )e Bf if i< j. If meN, then: 
i i 
bwme Ι τ . ..τ q K(N : (f , .. .,f )), for some we Ю. 
±,,...,1*0 ч q 
1
 q 
Proof : Induction on q. The case q = 1 follows from Lemma 3.15, since 
N = U K(N : Bf P). Let q>2. Put Ñ := K(N : Bf ) . Let meN. Then there exist 
p=l q q 
r,se К and n. e N with brm = У?
 Λ
 τ п^  . ÎÏ is a вСт, , .. .,τ .J-module, so 
ι ^1=0 q ι J. q-i 
D Γ 1 Q —1 'w 
by induction there exists pe N with b*n e ¿ τ^ ^ ...τ Κ(Ν : (f-, . . . ,f ,)) , 
all i. Now use K(N : (f , .. .,f )) = K(N : (f^ . . .,f .,)) and take w := r+p+s. 
Lemma 3.15: Let τ be a derivation of B, N a В[т]-тоаи1е, f e В and 
be Βί+Βτ(ί). If me K(N : BfP) , then Ъ^т e I^ZQ T^KÍN : Bf). 
Proof : Induction on p. The case ρ = 1 is obvious, so let p¿2 and 
me К := K(N : Bf P). Then fm e Κ ,. Induction gives bP~2fme УР~ τ К.. 
ρ р-1 "i-O
 % ι 
Applying τ we get bP~2(t(f)m+fTm) e ^ Ρ~^ τ 1 ^ . Also 0=T(fpm) = fP~ (pT(f)m+fTm) 
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By induction bP"2(pT(f)m+fTm) e ^ ~Q τ 1 ^ . Whence (p-l)bP~2T(f)mê J^J τ1Κ . 
Since p-1 ä 1, b fme £?I0 τ К« and be Of+ÖT(f) our Lemma follows. 
§4. Weakly Fuchsian Ρ -modules ітУ (n). 
η о 
Until 4.12 Η denotes an element ofc^C(n). 
In this section we make an attempt to describe Fuchsian modules of¿^.(n) in 
a "direct" way (see Th.4.1 for the precise meaning). Therefore we introduce 
the notion of weakly Fuchsian module and define an ideal S(M) in 0. If 
0/J is a normal ring, "BÍ is Fuchsian" is the same as "M is weakly Fuchsian' 
The main results are: 
Theorem 4.1: M is weakly Fuchsian iff E (От)e M(ö), all τ e R(S(M))ηR(J(M)), 
all те И. ' 
Theorem 4.2: 1) If И is Fuchsian, then И is weakly Fuchsian. 
2) Let МеМ(Р). If И is weakly Fuchsian, then M is holonomic. 
• • < Corollary 4.3: If M is Fuchsian, then M is holonomic.
4.4 An open question: Is the converse of Th.4.2 1) true? 
ι 
Definition 4.5: M is weakly Fuchsian iff K(M)e QF(S(K(M))), 
So Th.4.2 1) follows from II, Th.3.7 and Th.4.2 2) from II, Remark 1.18 iii) 
and Th.3.1. 
Definition 4.6: S (M) := {aeO | Л Л .о
т
[Е (Om)eM(O)]}. 
8(11) := U,0 | Л
т е М
 A T e R [Ж (ОЮбМ«»]}. 
a τ 
Proposition 4.7: S(M) = π~1(8(Κ(Μ))) and S0(M) = π "
1
^ (K(M))). 
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Ι ί 
Corollary 4.8: 1) The ideals SQOI) and S(M) contain J. S(K(M)) = S(M) in U. 
2) If S(M) ψ J, then either S(M) = 0 or S(M) = p 1 П...П Pr, where re V , 
ρ э J and ht ρ » htJ+ 1, all i. 
Proof: 1) ie obvious. 2) If ÏÏ ~ k, Derk ÏÏ = {0}, so S(K(M)) • ÏÏ. Then 
S(M) = 0 (Prop.4.7). If ÏÏ is not a field, apply Prop.1.6 1), II Th.1.24 
and Prop.4.7. 
Proof of Th.4.1: Th.4.1 follows from S(K(M)) = S(M) (Cor.4.8) and: 
Lemma 4.9: Let οχ э J. The following statements are equivalent: 
1) E (Om) £ M(Ö) , all m ε M, all τ € R(cr) η R(J) . 
2) Κ(Μ) e QF(«) (от : = ot/J in U). 
Proof : If meK(M), ас 0, TeR(J), then ттРа = тт a. So (m) E = (mÖ)—E. 
1) ·*· 2) Let μ e R(oi). Then by Cor. 1.2, μ = τ, for some τ e R(J) η R(o0 · 
Let meK(M). Since (m) E = E (m)eM(O), (mö)-E e M(ïï). 
τ τ = τ = 
2) -*- 1) It is easy to show that E (m) e M(0), all τ e Й(ст) η R(J), all meK(M). 
τ = 
The Lemma now follows from: 
Proposition 4.10: Let TeR(J). If E (m)eM(O), all meK(M), then E (т)еМ(О), 
all me И. 
Proof : Apply Th.4.14 to В := 0, & := J, b:= 1, R : = ^ 
Theorem 4.11: Let on p J and Ol = r(ot). There is equivalence between: 
1) E (т)еИ(О), all τ e R(J) π Rfoi), all meM. 
2) E (т)еМ(О), all τ e R(J) η R(S(M)), all тс Μ anden. cS(M). 
Proof : Apply Lemma 4.9, Cor.4.8 1) and II, Cor.1.28. 
4.12 The proof of Prop.4.7. 
Until the end of this section В is a commutative noetherian ring with sub-
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ring к. oí* i s a (k,B)-Lie algebra withoj*cH(B) and M is a left U(B/^)-
module.^r Is an ideal of В. Let тест*, he W, m с M. 
G(T,h,m) := {τ m+b τ ш+ . .. + b0m | b-, . .. ,b e В} . 
If W is a subset of M, <W> denotes the B-submodule of M generated by W. A 
subset W of M is called (τ.m)-good iff 
1) WcE T(m). 
2) There exists Ρ = P(W) e W such that WnG(T,h,m) ψ ft, all hi P. 
Let Я be a subalgebra of the Lie algebra R(fe-) . Assume that R is also 
a B-module. Since В is noetherian and ci* e N(8), Re M(B). 
Theorem 4.14: Let i-с J(M), b e В. If л
т е К ( М .^j^ре^ \ e R [ E ρ (m)eM(B)], 
then Λ „ V „Λ
 Ό
[Ε (m)eM(B)]. 
meM peli тек
 ь
р
т
 ·= 
In Lemmas4.15, 4.17 and Cor.4.16 τ,m are fixed and W is (τ,m)-good. , 
Lemma 4.15: Let fcB and fE (m)cM(B). Then K(<W> : Bf ) is (T
>
m)-good. 
Proof : Since f<W> с f E (m), f<W> e M(B) . So f<W> = IJ-^i^t B o m e Ч € v> 
g e W. There exists ре И with ш± e р_ BT
J
m, all i. Define Ρ :=max(p,P(W))+l. 
Let h>P 0. Then G(T,h,m) η W / 0, say g e G(T,h,m) η W. Then f g e f<W>, so 
fg = Σ^χ 1»!^^)' BOme bi€B. Hence g - І ^ Ь ^ e K(<W> : Bf)o G(T,h,m). 
Corollary 4.16: If^-E (m) e M(B), then K(<W> :¿-) is (T,m)-good. 
Proof : Let Яг = (f,,..., f ) and γ = (f, f ,) (if q > 2) . γΕ (m) C & E (m), 
ι q -L Ч _ і т τ 
so γΕ (m)e M(B). Also K(<W> :¿r ) = K(K(<W> : γ ) : Bf ) and f E (m)e M(B). Apply 
' T = q q T = 
Lemma 4.15 and use induction on q. 
Lemma 4.17: Let f e B, h e K, g e 0(τ,h,m) and E ( g ) e M(B). Then E
 D (m) e M(B), 
ιτ — f^ = 
for some ρ e W. 
Proof; Efi:(g)eM(B). So by II, (tj) (fT) Pg€^J B(fT)jgcN := Xj^J"1 BTjm, 
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some реЮ. (fT)Pg - fPTPg e £P
=
J Βτ jg and g - A e ^ J BTJm. So fPTP+hm e N. 
„ (m)с E l 
fPx fPT 
Hence fPTNcN, implying E  с E „ (N)cNeM(B). 
Proof of Th.4.14: We may assume <& f (0). Since Л- <= J(M), M = U K(M : ^ P ) . 
P=l 
We prove: A
m e K / M .¿P) Vpell A T eRÍ E ρ (m)eM(B)] by induction with respect 
to p. The case ρ а 1 is the hypothesis of Th.4.14. Let pä 2 and me K(M : ^ P ) . 
.^m<= K(M :J^  ), so by induction there exists ρ e И with E (£m) eM(B), 
bPT = 
all τ e R. So by II, Prop.1.3 3)^-E ρ (m) e M(B), all τ e R. Let R = У4 , Βτ . 
b τ = L i=l i 
If l<i<q define y1 := Ь
Р
т
і
. W1 ' := E (m) is (u^nO-good. So by Cor.4.16 
K(W1 :¿-') is (u1,m)-good. Say gi e G(yi,hi,m) η K(W1 :^-), some ^  e li. Since 
g e K(M :ê·) our hypothesis gives Ε ρ (g ) eM(B), some ρ e W. Consequently 
1
 b 1тл 
E ρ (g1)€M(B). By Lemma 4.17 there exists ρ e W with E ρ ρ (m) eM(B). 
b ip i
 -
 b 1 iy i
 _ 
So E г, _ .. (m)eM(B). Let σ := max (p.p.+p). Then 
b^ iP i+P T^ - 1 i i 
E „ (m)eM(B), all i. Applying II, Prop.1.7 we find E _ (m)€M(B), all 
b0Ti = Ь0т 
τ e R. 
Proof of Prop.4.7: beπ"1(8(Κ(Μ))) iff beS(K(M)) iff 
л
 ^/ич „Л „.TJ(mïï) EeM(^)] iff meK(M) * pel* TeK(J) -ρ- = 
meK(M) реЮ TeK(J) .ρ = 
Now apply Th.4.14 to В := 0, A := J, R := R(J). The proof for S (M) is 
left to the reader (apply Prop.4.10). 
§5. A generalization of holonomic V -modules and some conjectures, 
In this section we generalize the notion of a holonomic Ό -module to 
η 
arbitrary V -modules, i.e. to V -modules which are not necessary of finite 
type. 
-55-
Definition 5.1: 1) Let M ecfcdi). M is called holonomic if J(M) £ S(M). 
2) An arbitrary V -module И is called holonomic if there exist r e И and a 
η — — • ~ ^ ~ ~ — ~ ^ ' 
sequence {0} = M. с и4 <=.. .c M = M of left V -submodules of И such that 
ο ι г η 
M./M .et-V (η) and И /M , is holonomic, according Def.5.1 1), all IS far. 
Juflt as in §2 it can be proved that for Kec/Lin), Def»5.1 1) and 5.1 2) 
coincide. During that proof it is shown that if M e¿4^(n) and f¿J(M) then 
1Afe(/f0(n·) and (J(M) ,f ) η S(M) с S(Mf ) . (cf.II, Prop.1.33). So if J(M) p S(M) , 
J(Mf) p S(M ) (since J(M) = J(Mf)). Hence we get (cf. Th.2.3): 
Corollary 5.2: Let f e 0 and Mf ? 0. If M is holonomic, so is Mf. 
By Th.3.1 and Prop.4.7 it follows that Def.5.1 indeed generalizes the case 
studied in literature, where M e M(P ). By the method of [lO] it can be proved 
that, if M is a holonomic Ό -module, then the kernel of the operator 
Э : M -*• M is either a holonomic V -module or the zero-module. Now put 
η η
 r 
M := М/Э M. Suppose M 7*0. 
η 
Conjecture 5.3: If И is a holonomic V -module, then M is a holonomic V -
* η n-1 
module. 
The same question with "Fuchsian" instead of "holonomic" is also still open. 
Let (λ = C<x,,...,x >. As is stated in the introduction of this 
η 1 η 
paper, the V -modules with regular singularities as defined in [19] coin­
cide with the Fuchsian V -modules in M(P ) if there is no 0 -torsion. 
η = η η 
Conjecture 5.4: Let M et/fc.(η) and M e M(P ). If О /J(M) is normal, then: 
к о = η η 
Μ is aFuchsianP -module iff M is a Ρ -module with regular singularities. 
η η 
An open problem: Let M be a Fuchsian V -module, M, a Ρ -submodule of M. Is 
* * η I n 
M/M Fuchsian? 
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CHAPTER IV 
APPLICATIONS: FUCHSIAN P-MODULES AND THE NILSSON CLASS 
§1. Preliminaries. 
For a detailed treatment of coherent sheaves of modules, in particular of 
£ and P-modules, we refer to [s] and [2l]. We use notations of [21]. Let X 
be a complex analytic manifold of dimension η and (3 = (? is the sheaf of 
germs of holomorphic functions on X. The stalk of 0_ at χ is denoted 0 . 
0(X) is the ring of holomorphic functions on X. V_ - ÍL is the sheaf of 
differential operators with holomorphic coefficients in X. For ve И , 
¿ = I (2) denotes the sheaf (of O-modules) of differential operators of 
order S v. ¿ is a coherent sheaf of (^ -modules; in fact it is locally 
isomorphic as an (7-module to some 0_ . 
For simplicity we Introduce some special notations: 
1) If xeX, U(x) always denotes an open neighbourhood of χ in X. 
2) Let h.,,...,!! , g ,g e 0(X) . Then the sheaf of 0-modules whose stalks 
i q i r — 
at χ are: {(a, ,...,a )e O 4 1 У? , a. h. e 0 g, +...+0 g } is 
Ι,χ ' q,x x • ^ 1=1 i,χ i,χ χ Ι,χ χ г,χ 
denoted: { (а^ . . Γ, a ) e 0 q | \ a ^ e Og^.. .+0g
r
} . 
We use similar notations when differential operators are involved. 
1.1 Some coherence properties. 
Proposition 1.2: Let h,t...,h ,g,,...,g e 0(X) (melt). Then: 
~~—* ι q χ г 
{(a.,...,a )e 0 I У a.h. e ög,+...+ög } is a coherent O-module. 
± Q — ' " I l — 1 — Г — 
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Proof ; This ie a corollary of Oka's theorem, see [21], XII, pp.100. 
Proposition 1.3: Let ^  be a sheaf of left ideals in £. Then: L is a Coherent 
sheaf of left P-Mdulee iff Υ η L^  is a coherent sheaf of 0-modulee, for all 
ve N. 
Proof: See [β], Chapter V, Cor.2.9. 
From now on: L^ is a coherent sheaf of left ideals in P. 
Corollary 1.4: Let Q1,...,Q e Γ(Χ,Ρ) and A = {(»1,...,» )€ О
4
 | I a Q e U . 
Then A is a coherent sheaf of 0-modules. 
Der 0 is a coherent sheaf of 0-modules, whose stalks at χ e X are Der 0 . 
—
 —
 χ 
Der 0_ is locally isomorphic with £ . Let et be a coherent sheaf of ideals 
in £. We define a subsheaf R(M) of Der 0 by: 
Κ<οΡ
χ
 :- R(ot
x
). 
Lemma 1.5: RCM) is a coherent 0-module. 
Proof : Write out the equations defining R(ot) and apply Prop.1.2. 
1.6 Analytic varieties. 
We recall some properties of analytic varieties (see [l] for details). 
Y denotes a complex analytic subvariety of X, i.e. Y is closed and for 
every ye Y there exists U(y) and g^ ... ,g
r
 e ö(U(y)) such that Ynü(y) = 
V(g1,...fg ). Reg(Y) denotes the set of regular points of Y, It is an open 
and dense subset of Y. Reg(Y) has connected components {Ω }. Each Ω is an 
α α 
open subset of Y and Ω is a locally closed submanifold of X of some dimen­
sion d . If deW", Oádán define Ω(α) - υ{Ω Id • d}. Then it can be 
α
 v
 α α 
proved that the closure of Ω(α) is an analytic subvariety of Y, which we 
denote by Y(d) and Y - Y(0) UY(l) U...U Y(n). The varieties Y(d) are called 
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the pure dimensional components of Y and the closure of Ω is called a com­
ponent of dimension d of Y. If У f fi, then dim(Y) = шах {d | Y(d) ? 0}. 
Finally, J(Y,X) denotes the sheaf of ideals in 0_, consisting of holomorphic 
fimctions vanishing on Y (locally). It is a coherent 0-module. 
1.7 The characteristic variety and the strong support. 
For details see [5]. Let M = V /L be a cyclic V -module. The ideal o(L) in 
η η 
О [ζ1,...,ζ ] generated by the principal symbols a(Q) of elements Qe L 
defines a ζ-conic variety in Τ (11(0)), for some U(0). This is the so-called 
characteristic variety of M, denoted V . More general, if M is a coherent 
M 
sheaf of left P-modules on X one can define the characteristic variety of λ£, 
* 
denoted Vw or V,,, which is a ζ-conic analytic variety of Τ (X). We denote 
it 
the elements of Τ (X) by pairs (ζ,ζ). The set 
S,. :- {zeX | (ζ,ζ) eVj., for some ζ ? 0} 
is an analytic variety of X, called the strong support of M. In Prop.2.1 
we connect this set with the ideal S(M ) defined in chapter II. 
χ 
1.8 Some spec ia l r e s u l t s . 
Let x e Χ, ρ an irreducible element of 0 , λ e Κ , λ ? 0 (Κ i s the quotient 
f i e l d of 0 ) . There e x i s t s a connected U(x) and R,C,Pe 0(U(x)) which s a t i s ­
fy Ρ = ρ, λ = В /С , g . c d (R ,C ) = 1 in 0 and С / 0, a l l z e U(x). 
X X X X X Χ Ζ 
λ := R /С , a l l z eU(x), ρ := 0 ρ and ρ := 0 Ρ , a l l z e R e g ( V ( P ) ) . 
Ζ Ζ Ζ Χ Ζ Ζ Ζ 
Lemma 1.9: If R ε 0 Ρ , for some z e V(P), then R e 0 Ρ . 
z z z χ χ χ 
Proof: 1) Put W := {zeReg(V(P) ) I R e 0 Ρ } . "R e 0 Ρ " i s an open con-
• ' Ζ Ζ Ζ Ζ Ζ Ζ 
dition. Hence W is open in Reg(V(P)) and using the hypothesis, W ? 0 fol­
lows. In 2) we prove: W is closed in Reg(V(P)). So W = Reg(V(P)), since 
Reg(V(P)) is connected. 
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2) Let yeReg(V(P)) and let y<l) ,y(2), ... eW converge to y. There exist a 
connected U(y) and a local coordinate system ζ.,,.,.,ζ such that 
ι η 
и(у)Л (Р) = {zeü(y) 1 ъ = 0}. Assume 0 = C{z, ζ } for simplicity. 
η y i n 
Write R = l"
=0 ^(«χ» •••»•І|_і>*І o n и<У> · L e t f o p large j, y(j)€U(y). Then 
since y(J)e W, ζ divides R . in 0 ... So the holomorphic function г is 
zero on some U(y(j)) <= U(y). Since U(y) is connected, r vanishes on the 
whole set U(y), whence ζ divides R in 0 . 
3) Since R e 0 Ρ , all zeReg(V(P)) (see 1» we get R(z) = 0, all zeReg(V(P)) 
Ζ Ζ Ζ 
Hence R(z) = 0, all zeV(P). Nullstellensatz implies R eO Ρ . 
Corollary 1.10: If λ € (0 )„ for some zeReg(V(P)), then λ e (ö 1 . 
* ζ ζ ρ
ζ
 χ ρ 
Proof) If ρ = Ρ divides С , then by Lemma1.9 (interchanging the roles of R 
and С and of χ and ζ) Ρ divides С . Since λ e (0 ) ' , Ρ divides R . By 
ζ ζ ζ ζ ρ ' ζ ζ
 J 
* 
Lemma 1.9 R e 0 Ρ , contradicting g.c.d (R ,C ) = 1 (in 0 ). 
§2. Sheaves of £-modulee without 0-torsion. 
In this section we have the following situation: 
X is a complex analytic manifold of dimension η and _L is a coherent sheaf 
of left Ideals in Ό_ such that M := V/L_ has no 0^ -torsion, i.e. M has no 0 -
torsion (all xeX). In Chap.II we defined S(M ). 
Proposition 2.1: S(M ) = JÍS^.X) , for all xeX. 
Proof : Let xeX, f € S(M ). Then there exist r,Ne К with (fr3 ) N e l'îlnOif'a. )r+L 
(all i). So а(1тЪ±) e σ(Ιχ). Hence ίζ1(ζ,ζ) ^  0, all (ζ,ζ)εν., with z in some 
U(x). So f e J(SM,X)x. Conversely!, if l<i<n and f e J(S,|,X) f ς (ζ,ζ) = 0, 
all (z,C)€V,| with z іц some U(x). By the Nullstellensatz (ίς ) N ε σ(1 ) (some 
X i x 
N Iff 
Ne И). Since (fÇ.) is C-homogeneous (ίζ.) = σ(Ρ1) (some Ρ. e L ), implying 
N N г* 
f Э. + Q. e L (some Q. ε ¿ . ). Using the proof of II, Prop.1.7 with 
1 1 Λ X Гі^Х|& 
- 6 0 -
A := 0 [ f " 1 ] we get M [ f " 1 ] e 11(0 [ f - 1 ] ) , so feS(M ) ( I I , Prop. 1.16) 
χ ζ = χ . χ 
Corollary 2 . 2 : Μ
χ
 e Μ(0 ) i f f χ ¿ S-j. 
Ν Proof : If S (M ) = 0 , then for some Νε Jl,, ζ e V.. (all i), whence χ / S.. 
χ 
Conversely, S(M ) = 0 f , f eO (II, Th.1.24). Now apply II, Prop.1.16. 
In the remainder of this section we assume: 
Y is an analytic subvariety of X with dim(Y) < η and S^cY. 
The main result is "the analytic version" of II, Th.1.26: 
Theorem 2.3: If every component of Y of codimension one contains a point y 
such that M is Fuchsian, then M is Fuchs i an for all xeX. 
y x 
We need some Lemmas to prove this result: 
Since S..CY and dim(Y) < n, аіт(8
д
.) < η. Let xeX, then S(M ) ? 0 follows 
from Prop.2.1. There exist some U(x) and f ε 0(U(x)) such that S(M ) = 0 f 
(II, Th.1.24). Shrinking U(x) if necessary this implies: 
there exist r.he», А с 0(U(x)) and Э,,... ,Э
п
 e r(U,Der 0) generating 
Der Q on U(x), such that: 
(fy31)
h
+(Ah_lii)y(fy3i)
h
"
1
+
...
+
(A0 fl)yei.y, а " У e U(x) , all ISiSn. 
Consequently we get: If s = (s.,...,β ), s. € К then for some qe И : 
t t 
( 2 . 4 ) fq Э в е У 0 Э, . . . Э n + L , a l l у e U(x) . 
ν " v i η ν 
* Oát^h-1 ' ' 
In particular V := К
 л
 r.-iM [f ] is a finite dimensional К -vector-r
 χ χ 0 [f J χ χ χ 
space, say d := dim V . Now let (e,,...,e.)e M be а К -basis of V . Even-
' ^ χ I d x χ χ 
tually shrinking U(x) there exist E*, .. . ,E*e Г(и(х),£) such that 
ie 
E := π о E e Г(и(х),М) satisfies E » e. (all i) (ir is the canonical 
1 X "•" X У χ χ 
map from £ to V/L) and: 
Lemma 2.5: (E, ,...,E . ) is а К -basis of V , all zeU(x) 
— — — — — l,z α,ζ ζ ζ 
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Proof: Define A := { <
βι
,,. . ,gd) € 0^ | Σβ^ι 6^/,)^· By Cor.1.4 A is a 
coherent sheaf of 0^ -modules and A » 0, since (Θ.,.,.,Θ.) are linearly 
independent over 0 . So shrinking U(x) if necessary A = 0 for all ζ e U(x) 
by coherence. Hence (E ,E ) are linearly independent over К in V . 
1,2 d,z Γ ζ ζ 
Now to the completeness: let t = (t4l...,t ) e И with 0 £ t. 2h-l, all i 
i n 1 
(h as in 2.4). Since (e.,...^ ) is а К "basis of V there exists beO(U(x)) 
such that b ? 0, all ζ e U(x) and b (Э*+1. )e0 β, + .,.+Ο e. (Shrink U(x) if 
Ζ X X X X X Q 
necessary) . So b 3* e 0 E, +.. .+0 E* + L , implying b Э* e 0 E* +. . .+0 E* + L , 
χ χ I,A χ α,χ χ ζ ζ Ι,ζ ζ α,ζ ζ 
all ζ £ U(x) (Shrink U(x) if necessary). So for each of the finite number of 
t t 
elements Э, ...Э П with Oit. <• h-1 all i, we can find a U(x) and be 0(U(x)) i n ι . 
such that b 3teö E, +...+0 E and b ^ 0, all ζ e U(x) . Finally, taking 
ζ zi,ζ ζα,ζ ζ 
the (finite) intersection of these neighbourhoods, the completeness follows 
from (2.4). 
Proposition 2.6; If M is Fuchsian, then M is Fuchsian for all y in some 
^ У 
U(x). 
Proof: There exist some U = U(x), fe0(U), τ^.,.,τ еГ(и,К(0 f)), he К 
A« jt···*Α. , . e 0(U) (all 1< ІS η) such that S(M ) = 0 f , R(0 f ) = 
υ,ι η—1,1 Χ X X У У 
0 τ, +...+Ö τ all yeU (Lemma 1.5) and, since M is Fuchsian 
y i,y y q.y χ 
τ^ +(Α. , ,) τ^ - 1 +...+ (Α
Λ
 .) eL , all lái^q. i,χ h-1,i χ i,x 0,i χ χ' Η 
Hence, shrinking U if necessary we may assume that 
•4,y+<Ah-i,iVÍ'y+'--+ ' V i W e 1 1 1 - l i q · e 1 1 y 6 ü · 
Whence E (0 m) e M(0 ), where m = 1+L e Ό /L * M . By II, Prop.1.3 2) 
l • У ^~ J У J У У 
ι »У 
and II, Prop.1.7 M e QF(0 f ). So by II, Prop.1.30 M is Fuchsian. 
We now start proving Th.2.3. If x^S.,, M e M(ö ) (Cor.2.2), hence M is 
M χ — χ χ 
Fuchsian. So let x£ S,,с γ. There exists an ideal ct in 0 defining Y in 
some U(x). If ht ОТ. ä 2, htS(Mx) ä 2 (by Prop.2.1 since Sw с Y) . Whence, by II, 
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ТЬ.1.24 S(M ) = 0 and M is Fuchsian. Since dim(Y) < η, СП ? (0) and 
X X χ 
S(M ) ^  (Ο). So we may assume ht01= htS(M ) = 1. 
For every ρ = 0 ρ e P(ö :сл) we choose a derivation τ ε Der 0 ' such that 
r
 X X X 
τ(ρ)^ ρ and a cyclic vector e of D := ρτ(ρ) τ in V . Then 
D d 
χ 
e +
 Ii=0 (^/Ci)01© = 0 (d = dim ν
χ
) with a ^ c ^ O , g.c.d (aj^ .Cj^ ) = 1 and 
c. ^  0, all 0£i£d-l. Now choose a connected neighbourhood U » U(x : p) of 
χ in X such that on, it exist Pff ,ΑΛ, . . '. ,AJ . ,C-, . . . ,С^ , e ö(U)f Э e Г(и,0ег 0) , 
U α—X U Q—1 
ЕеГ(и,М) (use Lemma 2.5) satisfying 
«
 P
x
 = P
'
 Öxfx • S<Mx>» Ai,x • ei' Ci,x = V Yx = e· Эх = T ( 8 0 b y 
Lemma 1.9 Э Ρ ¿ 0 Ρ , all zeV(P)) and С. .f ? 0 all ζεϋ, all i. 
Ζ Ζ Ζ Ζ 1 , Ζ 2 
ϋ ) (Ε
 tD Ε , ...,Ο*
1
"^ ) is a Κ -basis of V (D := Ρ (Э Ρ )"1Э ) and 
Ζ Ζ Ζ Ζ Ζ Ζ Ζ Ζ Ζ Ζ Ζ ζ 
D S + У?"i (А
л
 /С, )DiE = 0, all ζ e U. 
ζ ζ ^1=0 i,ζ i,ζ ζ ζ 
Define U(x) := П{и(х : ρ) | peP(0 :ot)}. 
Using all this notations we prove: 
Lemma 2.7: If for every peP(0 :ot) there exists a point у e U(x) η V(P) η Reg(Y) 
such that M is Fuchsian, then M is Fuchsian. 
У χ 
Proof: Since M is Fuchsian it follows that D : V •+ V is regular with 
У У У У 
respect to (0 ) , where <η := 0 Ρ . So by [il], Th.3.1 A.± /С e (0 ) 
all i, whence А /С e (0 ) (Cor.1.10). Put A := 0 , then D is regular 
X j X X j X X p χ χ 
with respect to A , whence E (A m) e M(A ) , a l l me M . Now apply I I , Th.2.5 
* ρ' ρτ ρ = ρ χ 
and II, Th.1.26 2). 
Proof of Th.2.3: Let Reg(Y) = Ufi . Consider Ω with dim(fi ) = n-1. Put 
α ot α 
E := ^ € Ω
ο
 Ι M is Fuchsian}. By Prop.2.6 E is open in Ω /hence the hypo­
thesis implies E ^  0. E is also closed in Ω : let У e Ω^ and у.., у«,... ε E 
converge to у. Since у e Reg(Y) and ά1ιη(Ω ) = n-1 there exist U(y) and a 
coordinate system χ^.,.,χ such that Υ η U(x) = {xeX | x
n
 = θ}. Then 
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apply Lemma 2.7. So, since Ω is connected E = Ω . The theorem now follows 
from Lemma 2.7. 
S3. Fuchsian modules and the Nilsson class. 
We refer to [27] and [5] for results concerning the Nilsson class. 
Lei Δ be an open polydisc in С (η e Ν) , ρ e 0(Δ) and F a multi-valued 
analytic function in Δ \ V(p). Let ζ £ Δ and Q e Ό be defined by some section 
ζ ζ 
Q e Γ(υ(ζ),ί?) on some ϋ(ζ). We say that F satisfies Q F = 0 if Q^f^ = 0 
for all xeU(z)\V(p) and all local branches f of F at x. If ζ e Δ \ V(p) 
the C-subspace of 0 generated by the local branches of F at ζ is denoted 
Let FeM(A\V(p)) (= the Nilsson class on Д\ (р)). Then there exists on Δ 
a coherent sheai L_ of left ideals in V. such that 1) LF = 0 (i.e. QF = 0 for 
all Qe L , all ζ e Δ) and 2) L = {QeP I QF = 0} ( ~ 0s) for some s с N 
ζ ζ ζ — ζ 
and all zeA\V(p) (see [5], Chap. VI). Now put i" := {Qe£ I phQ e L' s o m e 
II 
he υ }. By Prop.1.3 and [33] Prop.l it follows that _L is a coherent sheaf 
II It II 
of ideals in V. Observe also that L = L , all zeA\V(p). Put M := V/L . 
— ζ ζ 
Il II g 
M has no 0-torsion: if аеД\ (р), M ~ 0 . So let aeV(p) and suppose 
— a — a 
It 
g Q e L (g and Q being defined by sections g e Г(и(а),0) and Qe Г(и(а),Р) 
a a a a a —• 
II 
on some U(a) where g ? 0, all z£U(a)). Since Q e L = L , all zeU(a)\V(p) 
ζ ζ ζ ζ 
Nullstellensatz and Cor.1.4 (applied with q = 1) give ρ Q e L (some h e К) . 
a a a 
II 
whence Q e L . 
a a 
We now deduce that F satisfies a "Fuchsian system". 
Theorem 3.1: Let FeN(A\V(p)). Then С := {QeP | QF = 0} is a coherent 
sheaf of left ideals in V such that M := V/L' has no O-torsion and M is 
— — ' — — ζ 
a Fuchsian Ό -module (all ζ e Δ). 
Ζ 
*) I want to thank Prof. Björk for his advise concerning the Nilsson class. 
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Proof ; Obviously С с L.'. Conversely, as above by Nullstellensatz and Cor.1.4 
we deduce that Q F = 0 Implies ρ Q e L (some he W), whence Q e L . So 
a a a a a a 
L = L . Now observe that Sw с V(p) (Cor.2.2), so by Th.2.3 (applied to 
Y := V(p)) it suffices to prove: M is a Fuchsian V -module for all 
a a 
aeReg(V(p)). Introducing convenient coordinates (ζ^,.,.,ζ ) and a suitable 
U(a) Th.3.1 follows from: 
Lemma 3.2: If ρ = ζ , then M is Fuchsian for all zeV(p). 
η Ζ ι 
Proof : In [5], Chap.VI, it is proved that F is a finite sum of multi-valued 
functions of the form φ .ζ (log ζ ) , where φ .e 0(Δ), α e С and h e M . 
α,η η η α,h 
Let zeV(p). By Prop.2.1 and Cor.2.2 ζ e S(M ). Since M = t> F and this 
r
 '
 r
 η ζ ζ ζ 
module has no 0 -torsion it suffices to prove E . (0 F)e M(ö ) (by II, 
Ζ Ζ σ Ζ = Ζ 
η η 
Th.4.4 and II, Prop.1.3 2)). So by II, Prop.1.3 1) we have to prove 
E
z 3 < 0z zn ( l o g z n ) h ) e = < 0 z ) · F l n a l l y u s e < n h < z a
n
-(a-r)))za(log ζ ) h = 0. 
η η r=0 
Final remark: Using some results of P. Deligne [9] it can be proved that 
every solution of a Fuchsian system is a Nilsson class function (see [5], 
Chap. VI). 
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INDEX OF SYMBOLS 
We give a column of symbols for each chapter. Some symbols of chapter II, 
indicated by (**) are used throughout this thesis. 
v,v, 
η η,ρ nt1 
i 
d(M) 
К, 
m 
0,0 ,0 ,0 J 
η η,ρ η,i 
о 
χ1···xd 
n,d 
R(oi) 
n,d,p 
al ad 
xl *''xd 
o*, o; 
5 
1 
1 
3 
E "(Om) , E (m) 
è 
F ( x 1 . . . x d ) , F n ( x 1 . . 
η, ρ ρ+1 α 
f
n
( x 1 . . . x d ) 
J<P,£> 
к 
k í ^ x j ] 
. . x d > 
5 
10 
6 
10 
* 
8 
1 
1 
3 
3 
1 
1 
3 
5 
7 
10 
β 
3 
5 
A 
A' 
e, e>(A) 
ν 
E (m). Ε (Ν) 
τ τ 
V 
Ι (Ν) 
к 
Μ' 
Ρ 
Ρ(Α), Ρ(Α :ΟΙ) 
QF(o0 
rfoí) 
Rfct) 
S(M), S0(M) 
S(m) 
^(M) 
(V. (t2) 
Ü(A :oj), U(oi) 
19 
26 
26(**) 
21 
33 
21(**) 
19,32,35 
33 
26 
19 
33 
19(**) 
25(**) 
22(**) 
21(**) 
21(**) 
24 
25 
35 
22(**) 
19(**) 
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A' 41 
Ρ, V 39 
η 
d 46 
ΡίΔ*1] 47 
öj. 41 
J (Ν) 39 
к 39 
Κ(Ν : 4 ) , Κ(Ν) 39 
m 39 
\(n) 41 
M. . 40 (r) 
(m) E 40 
τ 
О, 0 , ïï 39 
о 
О 47 
R 46 
S(M), S0(M) 51 
«i· *ì 4 7 
Δ 46 
π 39 
* 
τ, τ ' 40 
Ь Ь·
 Ρ
χ 
J(Y,X) 
L 
M 
Ο, Ο
χ
, Ο
χ
, Ö(X) 
Reg(y) 
SM . 
U(x) 
VM^  
X 
Y 
ζ1 
Ιν»,Σ
ν
<2> 
a(Q) 
Ω 
56 
58 
57 
58 
56 
57 
58 
56 
58 
56 
57 
58 
56 
58 
57 
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SAMENVATTING 
τη -[974 ìter>j» Рго^ В. Malgrange in I ЯЗ I op het gmte Ьеіяпр van een theorie 
van lineaire partiële differentiaalvergelijkingen met reguliere singuliere 
punten in het kader van V -modulen. De gezochte modulen noemde hij Fuchp. 
In dit proefschrift worden Fuchse V -modulen ingevoerd. We beschouwen zelfs 
een zeer algemene klasse van ringen V van differentiaal operatoren en modu-
len daarover in een algebraïsch kader, liet onze methoden is het mogelijk 
belangrijke resultaten die door P. Deligne m.b.v. oplossen van singulari-
teiten zijn verkregen op elementaire manier te bewijzen. 
In hoofdstuk I wordt een (vrijwel) complete theorie gegeven van Ρ -modulen, 
Fuchs langs een divisor met normale kruisingen. 
In hoofdstuk II worden torsievrije quasi-Fuchse en Fuchse modulen ingevoerd. 
Dit hoofdstuk is de basis van het proefschrift. Het stelt ons in hoofdstuk 
III in staat algemene Fuchse Ό -modulen te definiëren en hun eigenschappen 
η 
te bestuderen. Ook geven we een nieuwe karakterisering van holonomische 
Ό -modulen en bewijzen dat een Fuchs V -moduul (van eindig type) holonomisch 
η η 
is. Vervolgens gebruiken we bovengenoemde karakterisering om het begrip 
holonomisch Ό -moduul ook voor niet eindig voortgebrachte V -modulen te 
η η 
definiëren. 
In hoofdstuk IV wordt verband gelegd met analytische resultaten. I.h.b. 
bewijzen we dat een Nilssonklasse functie oplossing is van een Fuchs 
systeem. 
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STELLINGEN 
Een "Nullstellenaatz" voor formele machtreeksen. 
Zij к een lichaam, n e u en k[[t]] (reep. 0) de ring der formele macht­
reeksen in t (resp. x4)...,x ) met coëfficiënten in k. Op k[[t]] en 0 
ι η 
beschouwt men de topologie van het maximale ideaal. Zij R de verzameling 
der continue k-algebra homomorfismen van 0 in k[[t]] (de zgn. formele 
krommen door 0). Men noemt r e R een nulpunt van ge 0 als r(g) = 0. Zij 
Oleen ideaal in 0. Definieer V(ot) als de verzameling der gemeenschappe­
lijke nulpunten van de elementen van σι . Verder, als W een deelverzame­
ling van R is, dan verstaat men onder I(W) het ideaal der g e O waarvan 
iedere w e W nulpunt is. 
Als nu к een algebraïsch afgesloten lichaam is met karakteristiek nul, 
dan geldt: 
I(V(eü) - r(<n) 
voor ieder ideaal ot van 0 (r(«) , i= {ae 0 \ a eot , zekere ρ e K}) . 
Zij к een algebraïsch afgesloten lichaam met karakteristiek nul en com-
pleet t.o.v. een niet-triviale waardering. 
Stelling 1 hierboven geldt ook als we k[[t]] (resp. 0) vervangen door 
de ringen k<t> (resp. k<x1,...,z >) der convergente machtreeksen in t 
(resp. x,,...,x ) met coëfficiënten in k. 
χ η
 ч 
De bekende (analytische) Nullstellensatz van Rückert volgt onmid-
dellijk uit dit resultaat. 
Notaties als in Stelling 1. Als re R en f f 0 en als r geen nulpunt is 
van f, dan is r voortzetbaar tot een k-algebra homomorfisme van 0 in 
k((t)) := k[[t]] . Bij een ö.-moduul M definieert men 
r*(M) := k((t)) β, M. 
f 
Als nu к een algebraïsch afgesloten lichaam Is met karakteristiek nul, 
de К en M een 0 -moduul van eindig type, dan zijn gelijkwaardig: 
(i) dim (r*(M)) = d, voor alle reR\V<Öf). 
(ii) M is een projectief 0 -moduul van rang d. 
4. Een "Henselstelling" voor differentiaaloperatoren. 
o 
Zij τ e Der 0, τ ψ 0 met τ (m) cm (m is het maximale ideaal van 0, 0 als 
in Stelling 1). Bekijk de deelring 0[τ] van Ό := 0[Э Э ]. Zij 
ι η 
φ : 0 -> к de residuafbeelding. Definieer ψ : 0[τ] -»- k[X] d.m.v. 
Zij f(τ) £ ο[τ] een "monisehe veelterm in τ met graad £ 2". 
Als ψ(ί(τ)) = f1(X)f2(X) met ^<Х)ек[Х], graad f^X) > 1 en fi(X) 
monisch (i = 1,2) en bovendien g.g.d.(f.(X),f.(X)) = 1 in kCX], dan be­
staan fj(τ),ί2(τ) e ο[τ], monisch, met 
Ф(^(т)) = f1(X) en ί(τ) = f1(T)f2(T), 
5. De Jordansplitsing voor differentiaaloperatoren uit [1] kan met behulp 
van Stelling 4 bewezen worden. 
[l] A.H.M. Levelt, Jordan decomposition for a class of singular differen­
tial operators. Arkiv for matematik. Vol.13, 1, 1-27 (1975). 
6. De behandeling van de klassificatie van irreguliere singulariteiten van 
systemen lineaire differentiaalvergelijkingen in één veranderlijke, wordt 
aanzienlijk vereenvoudigd door de geassocieerde operator D te vervangen 
*
 al door D := D + — ld. Hierin is ld de identieke operator en a.. de coëf-
n 1 
ficiënt van D in een cyclische vektorvergelijking 
η n-1 D e + a^D e +...+ a e = 0. 
ι η 
[1] A.H.M. Levelt, Jordan decomposition for a class of singular dif-
ferential operators. Arkiv for matematik. Vol.13, 1, 1-27 (1975). 
[2] B. Malgrange, Sur les points singuliers des équations différentielles. 
l'Enseignement Math. 20, 147-176 (1974). 
7. Zij к een lichaam en k[x,y] de veeltermring in χ en y. Zij P(x) e k[x] 
met graad P(x) > 1 en zij D(y)ek[y] de discriminant van P(x)-y opgevat 
als veelterm in χ. Dan is D(P(x)) deelbaar door (E) *•**'· 
8. Gebruik makend van intersectie-multipliciteiten kan een eenvoudiger en 
korter bewijs gegeven worden van de hoofdstelling uit [1]. 
[l] A. Seidenberg, Reduction of singularities of the differential equa­
tion Ady = Bdx. Am.J. of Math. Vol. 90, 248-269 (1968). 
[2] A. van den Essen, Reduction of singularities of the differential 
equation Ady = Bdx. Vgl. Equations différentielles dans le 
champ complexe, Séminaire Strasbourg 1976. Verschijnt in Springer 
Lecture Notes. 
9. Notaties als in hoofdstuk III van dit proefschrift. 
Ale M een holonomisch (resp. Fuchs) V -moduul is, dan is de kern van de 
η 
operator Э : M -*• M een holonomisch (resp. Fuchs) V ,-moduul. 
η η—1 
Э [1] Α. van den Essen, Le Noyau de l'opérateur - — agissant sur un Ρ -
Эх η 
η 
module. Verschijnt in CR.A.S., Paris (1979). 
LO. De Feynman-intogralen, die in de relativistische quantum-veldtheorie 
een belangrijke rol spelen, zijn oplossingen van de in hoofdstuk II, §3 
van dit proefschrift ingevoerde Fuchse A -modulen. 
Dit feit bevestigt het volgende vermoeden van V.A. Golubeva: 
Feynman-integralen zijn oplossingen van systemen differentiaalvergelij­
kingen, die een veralgemening vormen (naar meer veranderlijken) van 
systemen eerste orde gewone differentiaalvergelijkingen van Fuchs type. 
[1] V.A. Golubeva, Some problems in the analytic theory of Feynman 
integrals. Russian Math. Surveys' 31 : 2, 139-207 (1976). 
11. Het bedrijven van wiskunde ie niet aan tijd en plaats gebonden. 
12. Kenpis van de engelse taal vereenvoudigt het begrijpen van de moderne 
nederlandse omgangstaal. 
*. De negatieve betekenis, die sommige mensen hechten aan het zesde priem-
getal, wordt vaak niet serieus genomen. 
14. Het gebruik in de sport, dat de winnaar van een tweekamp de "eerste" 
(= grootste) prijs krijgt, zou in de amateursport eens vervangen moeten 
worden door aan de verliezer de "eerste" prijs te geven, daar de over-
winnaar al reeds de vreugde van de overwinning heeft. 
(Vgl. Xingu-indianen, Amazonegebied, Brazilië). 
15. Met het oog op natuurbehoud zou meer kringlooppapier in omloop moeten 
komen. 
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