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A MEASUREMENT-BASED ADMISSION CONTROL MECHANISM FOR WIRELESS
LOCAL AREA NETWORKS
Srinivas Bandi Ramesh Babu
ABSTRACT
As users become more comfortable using IEEE 802.11 Wireless Local Area Networks, the need
for quality of service is becoming more important because of the lack of support in current stan-
dards and the increase of multimedia traffic over the Internet. The IEEE 802.11 working group has
recognized this fact proposing the Enhanced Distributed Channel Access (EDCA), a priority-based
distributed scheme meant to provide service differentiation. EDCA relies on either different Arbi-
trary Interframe Space (AIFS), or Contention Window (CW) parameters, or both to provide service
differentiation. In this thesis, a performance evaluation of the EDCA using five different combina-
tions of the above mentioned parameters is included and compared to the current DCF (Distributed
Coordination Function) standard, which is used as the base case. Simulation results show that
simpler schemes based on one parameter alone can provide good average service differentiation.
However, only multiparameter schemes provide the average and instantaneous high throughput and
low delay values needed to support streaming applications. Starvation is a problem spanning all
these schemes. It is especially more pronounced in schemes using combinations of parameters.
In this thesis, a measurement-based admission control mechanism is proposed to overcome
the above stated problems. The admission control mechanism uses an algorithm that admits a flow
depending on the jitter values for high priority traffic and the throughput of the low priority traffic. It
also allows the administrator to set the bandwidth sharing policy between the high priority traffic and
low priority traffic. Results show that the admission control mechanism not only protects existing
vi
high priority flows from jitter and low priority flows from starvation, but also improves upon the
network utilization.
vii
CHAPTER 1
INTRODUCTION
Wireless networks have experienced an exponential growth during the last few years. The ad-
vent of inexpensive mobile computers with powerful CPUs and wireless networking equipment,
wide deployment of standardized protocols, the necessity to overcome geographical constraints and
the need to have ubiquitous access to the Internet together have propelled the growth of wireless
networks. Wireless Local Area Networks (WLANs) with Internet access are being used in hospi-
tals, schools, coffee shops, museums, hotels, homes, airports, etc. Users are utilizing these last hop
wireless access technologies as if they were connected to wired local area networks, conducting
business as usual.
Concurrently, the use of the Internet for multimedia applications like streaming video and voice
has also increased tremendously. Since these applications have such high demands and varying
requirements, it is necessary that the network guarantee service requirements like delay, throughput
and jitter [1]. In order to achieve these, the network should have support for Quality of Service
(QoS). QoS has achieved reasonable progress in wired networks, but currently there is little or
no support for it in WLANs. It is very important that these multimedia applications have end-to-
end QoS support. Users accessing these multimedia services via the Internet using WLANs have
to receive them through a combination of wired and wireless networks (Figure1.1). The lack of
support for QoS in the wireless networks does not allow for this.
1.1 Background
The Institute of Electrical and Electronics Engineers (IEEE) started a project in 1990 to come
up with an international WLAN standard identified as IEEE 802.11 [2]. The motivational factors
behind the project are listed below [2]:
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Figure 1.1 Wireless User Accessing Multimedia Services via Internet
 The installation and maintenance costs of making changes in existing wired LAN infrastruc-
tures was proving to be high. WLANs could provide a cheap alternative.
 It was very difficult to fit old building with traditional wired LAN infrastructures. WLANs
would be very easy to install.
 Wired LANs are impractical for networks that are needed on a very short term basis. WLANs
could be the perfect alternative.
The standard intended ”to develop a Medium Access Control (MAC) and Physical Layer (PHY)
specification for wireless connectivity for fixed, portable and moving stations within a local area”
[2]. The standard defines two different MAC schemes namely Point Coordination Function (PCF)
and Distributed Coordination Function (DCF) for transporting time-bounded and asynchronous ser-
vices respectively. The DCF was designed to be fair to all users and gives them an equal chance
of accessing the network. The PCF was primarily designed for the transmission of delay-sensitive
traffic and access to medium is controlled by a central authority known as the Access Point (AP). A
typical example of an IEEE 802.11 network is shown in Figure 1.2.
2
Figure 1.2 Typical IEEE 802.11 Network
1.2 Quality of Service
According to [3], Quality of Service (QoS) can be defined as follows:
A measure of performance for a transmission system that reflects its transmission quality and
availability of service.
If a given network can guarantee the requirements specified by a particular application, it can be
said that the network provides support for QoS. Some of the requirements might include throughput,
end-to-end delay and variability in delay (jitter). A prerequisite for QoS is service differentiation.
Service Differentiation is the ability of a network to identify the different types of traffic and pri-
oritize them accordingly. However, service differentiation does not mean QoS, since the network
can differentiate between applications but may still not satisfy the specified QoS requirements. In
this thesis, the focus is on providing service differentiation in a distributed manner while looking at
important metrics for multimedia applications.
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1.3 QoS in IEEE 802.11 WLANs
There is limited or no support for QoS or service differentiation in the IEEE 802.11 standard.
DCF has limitations in terms of QoS or service differentiation because it provides only best-effort
service, i.e. it has no differentiation mechanism to provide better service to multimedia applications
compared to data applications [4].:
PCF was designed keeping in mind time-bounded applications and was supposed to provide
support for QoS. But, it too has the following limitations [4]:
 PCF cannot handle QoS requirements for different types of traffic.
 The access point which polls the stations itself has to contend for the channel.
 Once PCF gives permission to a station to transmit, it is difficult to control the amount of time
the station will transmit.
These are the main reasons why the PCF specification was rarely implemented in real products.
A common problem for both PCF and DCF is that neither of them have any kind of Admission
Control [4].
In order to overcome these limitations, the IEEE is coming up with a new standard named IEEE
802.11e. This standard, which is described in Chapter 2, is meant to provide support for service
differentiation using a priority-based mechanism. A number of modifications have been suggested
to support QoS. These modifications will be reviewed in Chapter 2 as well.
1.4 Motivation
A lot of research has been done on evaluating IEEE 802.11e WLANs. Most of the studies have
focused on average and not on instantaneous throughput and delay metrics, specifically important
metrics for multimedia applications.
One important mechanism utilized many times in the past to provide QoS guarantees in wired
networks is Admission Control. Admission Control algorithms have also been investigated in
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WLANs before, however, they have not been able to trade off network utilization for jitter for
high priority traffic and starvation for low priority traffic in an efficient manner.
1.5 Contribution of this Thesis
This thesis includes a thorough performance evaluation of the IEEE 802.11e proposed standard
and proposes an Admission Control mechanism for it. The most important contributions of this
thesis are:
 Different priority based schemes possible with IEEE 802.11e EDCA are evaluated and com-
pared with legacy IEEE 802.11 DCF.
 Starvation and jitter are identified as the key problems in the service differentiation mecha-
nism.
 A new measurement-based admission control mechanism has been proposed that takes into
consideration jitter and starvation as important QoS metrics.
1.6 Organization of this Document
This chapter provides a brief introduction and explains the motivation and contribution of this
thesis. The next chapter reviews in brief the background related to this thesis. It also reviews the
research that has been or is being performed on similar lines. The third chapter takes a look at the
performance evaluation of the IEEE 802.11e proposed standard and the results pertaining to it. The
fourth chapter explains the new measurement-based admission control mechanism proposed and
presents the results of its evaluation. The fifth chapter gives a brief conclusion and explains the
future scope of the project.
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CHAPTER 2
BACKGROUND AND LITERATURE REVIEW
This chapter describes the IEEE 802.11 and the IEEE 802.11e standards. It reviews some well-
researched and published works on the performance analysis of the IEEE 802.11e standard and also
methods for providing Admission Control in the IEEE 802.11e standard.
2.1 The IEEE 802.11 Standard
Wireless networks using the IEEE 802.11 standard can be configured in two ways: infrastruc-
ture mode and ad-hoc mode [4]. In the infrastructure mode, all transmissions between the wireless
stations go through a central station known as the Access Point (AP). In the ad-hoc mode all stations
can communicate with each other without the need for an AP. The IEEE 802.11 standard defines
specifications for the Physical (PHY) and Medium Access Control (MAC) layer for both the infras-
tructure and the ad-hoc mode to form a WLAN [4]. This thesis will be looking only at the MAC
specifications for the infrastructure mode.
The main aim of the IEEE 802.11 MAC layer is to provide access control to the wireless medium
in an efficient and fair manner to all the users. The function incorporates functions such as access
coordination, addressing, frame check sequence generation and security [4]. In order to achieve
access coordination, two functions have been defined in the IEEE 802.11 MAC specification, the
Distributed Coordination Function (DCF) and the Point Coordination Function (PCF). Implementa-
tion of DCF is mandatory. PCF is an optional function. Due to its complexity, it is not implemented.
2.1.1 The Distributed Coordination Function (DCF)
In order to regulate access to the shared wireless medium, the DCF uses Carrier Sense Multiple
Access with Collision Avoidance (CSMA/CA) [4]. Figure 2.1 illustrates the functioning of DCF
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Figure 2.1 IEEE 802.11 Distributed Coordination Function (DCF)
using CSMA/CA. This mechanism primarily uses two different techniques to regulate medium ac-
cess, namely the Interframe Space (IFS) and the back-off algorithm. In DCF, each station checks if
the medium is idle. If idle, the station can transmit immediately. Else, it will wait for the current
transmission to complete and then will wait for a further DCF IFS (DIFS) interval, after which it
runs a back-off mechanism. The back-off time or Back-off Interval (BI) is calculated using the
equation below [5]:
BI = random() * SlotTime
where random () is a pseudorandom integer drawn from a uniform distribution over the interval
[0,CW]. CW stands for Contention Window. SlotTime is defined as the ”length of time that a
transmitting station waits before attempting to retransmit following a collision” [6]. When the first
transmission attempt is made by the station, the value of CW is at its minimum, also known as
CWmin. With each unsuccessful transmission, the value for CW is doubled until it reaches the
maximum possible value for CW know as CWmax. CWmin and CWmax are predefined. CW is
reset to CWmin after every successful transmission. The backoff time is decremented only when
the medium is sensed to be idle. If medium is sensed to be busy, then the backoff time value is
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frozen. When the value of the backoff time reaches zero, the station is allowed to transmit. If by
coincidence, the backoff time for two stations reaches zero at the same time, then a collision might
occur. This process is clearly illustrated in Figure 2.1.
In order to notify the sender that the packet has been successfully received, the receiver sends
an Acknowledgement frame (ACK). If the sender receives the ACK before a pre-defined time-out
value, then the sender considers the transmission to be successful, else the frame sent is assumed to
be lost and is retransmitted. Control packets, such as the Request to Send (RTS) and Clear to Send
(CTS) packets used to avoid the hidden terminal problem and provide reliability, use a smaller DIFS
called Short IFS (SIFS) to get priority access to the medium.
One of the biggest drawbacks of DCF is that it supports only best-effort service. Streaming ap-
plication like real-time audio and video are time-bound and have stringent requirements like band-
width, delay and jitter guarantees. With DCF, all stations contend and gain access to the channel
with an equal priority. No level of service differentiation is provided to make sure that streaming
applications get more priority than data applications.
2.1.2 The Point Coordination Function (PCF)
In order to overcome the inability of DCF to provide any level of service differentiation the
PCF was introduced. It can be used only when the WLAN is being used in the infrastructure mode.
When a wireless network is set in an infrastructure mode, an Access Point (AP) within the network
has to be defined. This AP acts as a point coordinator. PCF divides channel access time into periodic
intervals called Beacon Intervals (BI). Each BI is divided into two phases: a contention-free period
(CFP) and a contention period (CP). The AP is supposed to maintain a list of all the wireless stations
that are supposed to be part of the infrastructure network. The AP polls the stations to give them
access to the medium. A wireless station can gain access to the medium and start transmissions only
when it has been polled by the AP.
Though PCF was developed to support time-bounded applications, it has serious limitations
[7, 8, 9]. The limitations are listed as follows:
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 PCF does not support different levels of priority that are associated with the varied QoS
requirements of different types of traffic.
 PCF cannot control the transmission time of a wireless station in all conditions, thus intro-
ducing variable transmission time. This in turn creates problems for the AP in providing
guaranteed delay and jitter performance for the other wireless stations in the network.
 In order to poll a wireless station, the AP itself has to contend for the channel first. This might
introduce unnecessary delays that may result in being able to provide QoS guarantees.
 PCF, like DCF has no admission control mechanism. When heavy traffic loads are introduced,
there is considerable degradation in the performance of both the functions.
2.2 Overview of QoS Mechanisms in WLANs
To overcome the deficiencies of the DCF and the PCF in terms of providing support for QoS, a
number a mechanisms have been suggested. This document reviews only the mechanisms designed
for DCF, i.e. distributed mechanisms. According to [10], distributed QoS mechanisms for WLANs
can be classified as in Figure 2.2.
2.2.1 Priority-based QoS Support
One method of providing support for priority-based QoS is to use the Inter Frame Space (IFS).
Either new IFS values can be used or existing ones can be used. It is suggested in [11] that existing
IFS values, i.e. DIFS and PIFS be used for prioritization. PIFS is used for high priority traffic and
DIFS for low priority traffic. Under high load conditions, the mechanism shows increase in average
access delay and also suffers from high packet losses. But, the proposed mechanism can meet the
QoS requirements of voice and video even at very high network loads. [12, 13] suggest new IFS
values named Arbitrary IFS (AIFS) be used for prioritization. The values for AIFS are to be greater
than that of DIFS. This could create problems because existing DCF-aware frames would get more
priority than QoS-aware high priority frames. [14] also proposed a similar idea to differentiate
between priority classes.
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Figure 2.2 Classification of Distributed QoS Mechanisms [10]
Another priority-based method of providing QoS is based on using the Contention Window
(CW), i.e. make changes to the backoff algorithm. [12] and [13] have suggested ways of modifying
the minimum and maximum values for CW, i.e. CWmin and CWmax such that the values of CWmin
and CWmax for a low priority class are always greater than the corresponding values for a high
priority class. This would ensure that the Backoff Interval (BI) for the high priority class is less than
that of the the low priority class, i.e. a high priority frame would get faster access to the medium
when compared to a low priority frame. [15] and [16] have suggested similar methods. Simulation
results in [15] show very clear service differentiation for the high-priority traffic, while that in [16]
show reduced end-to-end packet delays. The CW overlaps for the low priority and high priority
classes in all the cases mentioned above.
2.2.2 Fair Scheduling Based QoS Support
In opposition to priority-based mechanisms, where the channel access is bound by the priority
of traffic classes, fair queuing mechanisms have been suggested, which divide the bandwidth of
the medium fairly in a suggested ratio. [17] suggests partitioning network resources among all the
10
flows in a pre-suggested ratio by regulating the wait time so that every flow gets a fair opportunity
to access the medium.
QoS support using fair scheduling can be achieving by modifying the backoff algorithm. [18]
and [19] suggest one such method called Distributed Weighted Fair Queuing (DWFQ). Another
approach using the backoff algorithm called the Distributed Fair Scheduling (DFS) is proposed in
[20]. A mechanism that uses the IFS for fair scheduling has been proposed in [21] and [22]. This
mechanism is named the Distributed Deficit Round Robin (DDRR). Fair scheduling mechanisms
are out of the scope of this thesis.
2.3 IEEE 802.11e
To overcome the deficiencies of the DCF and the PCF in terms of providing support for QoS, a
new standard IEEE 802.11e is being proposed. The IEEE 802.11e draft introduces two new modes
of operation [23]: an extension of the legacy DCF, known as the EDCA (Enhanced Distributed
Channel Access) and the Hybrid Coordination Function (HCF) Controlled Channel Access (HCCA)
defined for infrastructure based wireless networks. This document focuses solely on the EDCA
mechanism.
2.3.1 Enhanced Distributed Channel Access (EDCA)
In order to introduce support for service differentiation, EDCA defines four different transport
modes known as Access Categories (AC) [23]. Each AC behaves like a virtual wireless station
independently contending for access to the medium. Each AC will have its own queue and MAC
parameters. The logic behind this is essentially being able to provide quicker access to the medium
to higher priority traffic.
A higher priority AC will have a smaller CW value, so that it gets access to the medium faster
than a lower priority AC. A CWmin and CWmax value is set for each AC. Therefore, the value of
CW for a particular AC lies between these ranges. The CW values for each class may or may not
overlap.
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Another way to provide service differentiation is to use different DIFSs for each service class,
like control packets in the regular DCF scheme. For this, an IFS other than DIFS is introduced,
which is known as the Arbitration IFS (AIFS). The value of AIFS has to be at least DIFS and varies
for each AC. When a transmission ends and the medium becomes idle, each AC will wait for an
AIFS time interval and then run a Backoff procedure. The Backoff Interval is defined as a value in
the interval 
	  , where 	  is the CW defined for a particular AC. As such, each
AC inside a station behaves as a virtual station. When conflicts arise within the different ACs of the
same station, the Transmission Opportunity (TXOP) is given to a higher priority AC. Lower priority
ACs can consider that they lost their transmitted data due to collisions on the wireless medium and
consequently increase their CW. Of course, the CW of the ACs may be the same for all classes, or
it may be different.
A third possible method to provide service differentiation is a simple modification to the normal
DCF scheme in which a simple multiplier is included in the equation that calculates the BI interval,
as shown in the equation below:

ﬁﬀﬃﬂ! #"$&%' )(*%,+.-0/12
	3%'45 6	7%891:<;>=?
This multiplier is called the Priority Factor (PF). So for example, ? @A can use a Priority
Factor (PF) equal to one, B PF=2, and so on, so that B @A on average waits less time than
B . The parameters, CW, AIFS and PF can also be used in combinations. For example, different
AIFS and CW values for each class, so that higher priority classes have smaller IFS and also CW
intervals to choose the random number from. This combination makes the service differentiation
more pronounced or stronger between classes. Finally, the PF can also be used in combination with
the AIFS and CW to emphasize the service differentiation even further. All the above mechanisms
have been illustrated in Figure 2.3.
2.4 Review of Performance Evaluation Studies of IEEE 802.11e EDCA
A number of studies have evaluated the performance of the IEEE 802.11 EDCA. In [7], the
new EDCA is compared with the legacy 802.11 as regards to service differentiation. A scenario
12
Figure 2.3 IEEE 802.11 Enhanced Distributed Channel Access (EDCA)
involving four voice stations, two video stations and four data stations was utilized. Calculating the
aggregated throughput of each traffic type for both protocols, it was concluded that unlike legacy
802.11, EDCA can provide differentiated channel access. In [24], the authors include a perfor-
mance evaluation of EDCA and Elimination-Yield Non-Preemptive Medium Access (EY-NPMA).
They performed simulations using a custom tool and concluded that EY-NPMA performed better
than EDCA in terms of mean packet delay and medium utilization. Another performance evaluation
of EDCA is included in [25] using a multi-dimensional Markov model. The metrics considered for
the evaluation are saturation throughput, throughput ratios and access delays of flows of distinct
priorities under the RTS/CTS mode. They also analyze the impact of AIFS and CW on prior-
itized traffic and conclude that EDCA provides significant advantage to high priority traffic. In
[5], a performance evaluation of the legacy 802.11 with HCF (Hybrid Coordination Function) and
EDCA is included utilizing a scenario of 802.11b/e access to an IP core network through an Access
Point in an infrastructure WLAN. Considering the average packet delay and maximum packet delay,
they conclude that EDCA and HCF combined significantly improve QoS support in WLANs. Fi-
nally, in [10] a comparison of priority-based and scheduling-based algorithms for QoS in WLANs
13
Figure 2.4 Classification of Admission Control Mechanisms for EDCA
is included. Based on average and instantaneous values of throughput and delay, they show that
providing QoS in WLANs is still an open problem.
2.5 Admission Control in IEEE 802.11e
As was the case with DCF, it is very likely that EDCA will prove to be the more popular channel
access mechanisms in WLANs [26]. The reasons for this being:
 Distributed nature of EDCA.
 Easy to implement.
Keeping this in mind, we shall be focusing only on the admission control mechanisms meant
for EDCA. Admission control mechanisms for EDCA have been classified as Measurement-based
Admission Control and Model-based Admission Control (Figure 2.4).
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2.5.1 Distributed Admission Control (DAC)
The Distributed Admission Control (DAC) was introduced and described in [27] and [28]. In
this measurement-based mechanism, a central controller for the wireless network announces a trans-
mission budget to each AC during a beacon interval. Transmission budget can be defined as the
additional amount of time available. In order to calculate the transmission budget for each AC,
the central controller measures the amount of time that each AC spends in transmission and then
subtracts this value from the transmission limit. Also, every station in the wireless network sets a
transmission limit for each AC. This value is also determined on the basis of the transmission time
of the AC during the previous beacon period and the set transmission limit. Once an AC uses up
its transmission limit, it can no longer introduce new flows. Also, existing flows are restricted from
increasing their transmission time. DAC has a few limitations listed below [26]:
 Transmission parameters are adjusted at every beacon interval resulting in variable network
performance.
 Scheme works well only for low to medium traffic loads.
2.5.2 Two-Level Protection and Guarantee Mechanism for Voice and Video
The two-level protection scheme is an extension of the DAC scheme and has been proposed in
[29]. The two levels of protection are defined as follows:
 The first level protects existing QoS flows from new incoming or existing QoS flows.
 The second level protects existing QoS flows from the low priority or best effort traffic.
The first protection uses two schemes, namely the tried-and-known and early-protection method.
In the tried-and-known scheme, a flow is introduced into the network and the performance of the
network and the flow are considered over the next few beacon intervals. If the performance does not
meet the requirements, then the flow kills or rejects itself. In the early-protection method, a flow is
admitted only if all the performance requirements are within pre-specified limits.
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Protection from low priority or best effort traffic can be achieved by increasing the contention
window size and inter-frame space. Since the scheme has been adapted from the DAC, it has the
same problems as the DAC.
2.5.3 Virtual MAC (VMAC) and Virtual Source (VS) Algorithms
VMAC and VS algorithms have been proposed in [15] and [30]. The VMAC algorithm runs
the applications and MAC processes virtually to decide whether a flow would get the required QoS
parameters. The VMAC runs in parallel to the real MAC in every station, only that it handles virtual
packets instead of real ones. The VS is responsible for generating virtual packets that are similar to
packets generated by real applications. The packets generated by the VC are passed on the VMAC.
The main advantage of this scheme is that the algorithms do not consume any extra bandwidth. This
is somewhat offset by the fact that every wireless station has to perform extra processing.
2.5.4 Threshold-based Admission Control
A mechanism suggested in [31] measures the traffic condition on the wireless medium. On the
basis of these measurements, two admission control mechanism have been suggested:
 Using Relative Occupied Bandwidth: Upper and lower bandwidth occupancy thresholds are
defined for the medium. If the amount of bandwidth occupied in the medium is less than
the lower limit, then an AC with the highest priority is admitted. If the amount of occupied
bandwidth is between the limits, then no action is taken. If the amount of occupied bandwidth
is more than higher limit, then the lowest active AC is terminated.
 Using average collision: In this case, instead of the bandwidth occupancy, a ratio called the
average collision ratio which is a ratio between the number of collisions to the number of
transmissions is used. Thresholds similar to that of the first case are applied. The actions
defined are also the same.
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2.5.5 Harmonica
The Harmonica scheme has been suggested in [32]. In this scheme, the AP parameters related
to the medium called as link layer quality indicator parameters (LQI). When a real time application
requests for access to the medium, the Harmonica mechanism assigns it to a traffic class based on
its requirements and then an admission control mechanism is applied to decide if the application
should be given access to the medium. The decision is based on the amount of bandwidth already
occupied and the bandwidth requirements of the traffic class that the application has been assigned
to.
2.5.6 Model Based Admission Control
A Markov chain model-based admission control mechanism has been suggested in [33]. Ad-
mission Control in this scheme is achieved by predicting the achievable throughput for each flow. A
Contention-Windows-based Admission Control mechanism is suggested in [34]. This mechanism
changes the values of CW dynamically to achieve admission control.
2.6 ns-2.26 (Network Simulator)
The Network Simulator ns-2 has been extensively used for the performance evaluation of IEEE
802.11e EDCA and also for the admission control mechanisms. ns-2 is a discrete event simulator
that was originally developed at the Lawrence Berkeley National Laboratory (LBNL). Extensions
from [35] have been used to add the functionality of the EDCA to ns-2. ns-2 allows for simulation
of both wired and wireless networks. It is a freely distributed, open source tool. It is implemented in
C++ and used OTcl as a command and configuration interface. ns-2 implementations for FreeBSD,
Linux, Solaris, Windows and Mac platforms are available. For more details about ns-2, see [36].
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CHAPTER 3
PERFORMANCE EVALUATION OF IEEE 802.11E EDCA
In this chapter we describe the performance evaluation of the IEEE 802.11e EDCA (Enhanced
Distributed Channel Access), the metrics and the scenarios used for the evaluation and the results
and conclusions.
3.1 Overview
The IEEE 802.11e EDCA was primarily designed to overcome the lack of support for QoS in
IEEE 802.11 DCF (Distributed Coordination Function). As we reviewed in Chapter 2, a number of
studies including [7, 24, 25, 5, 10] have done a performance evaluation of the EDCA. But all these
studies have primarily only concentrated on the average throughput and delay metrics. This is good
enough to show that the scheme provides good service differentiation, but not enough to show that
the scheme can support streaming applications adequately.
In order to prove that streaming applications can be supported, it is necessary to consider instan-
taneous performance metrics like instantaneous throughput and delay. These help in determining
the violation of classes as well as the variability of the service. These metrics shall be considered in
the performance evaluation.
As discussed in Chapter 2, there are three different parameters in EDCA that can be used to
prioritize different types of traffic, i.e. to define different types of Access Categories (AC), namely:
 AIFS (Arbitrary Inter Frame Space)
 CW (Contention Window)
 Priority Factor (PF)
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These parameters can be used singularly or in combination to define different ACs. In order to
provide a particular level of priority to a particular traffic class, it has to be assigned to the corre-
sponding AC. Five different schemes using these parameters have been evaluated. These schemes
are described below:
 Only AIFS is used to define different ACs. When this scheme is used, the values for the other
parameters remain the same for all ACs. Throughout the rest of the document, this scheme
shall be referred to as AIFS.
 Only CW is used to define different ACs. This scheme shall be referred to as CW. The values
for the CW for the different ACs do not overlap.
 Only PF is used to define different ACs. This scheme shall be referred to as PF.
 AIFS and CW are used in combination to define different ACs. The values for PF will remain
the same for all ACs when this scheme is used. This scheme shall be referred to as AIFS+CW.
 All the parameters are used in combination to define ACs. This scheme will be referred to as
AIFS+CW+PF.
All the above mentioned schemes will be evaluated along with DCF, which will act as the base case.
3.1.1 Metrics Used for Performance Evaluation
The metrics that have been used for the performance evaluation are described below:
 Average Throughput: This is the average amount of information that a particular traffic flow
is able to transmit successfully per second for the entire duration of the traffic flow. The
measurement used to represent average throughput in this document is Kb/s (Kilo bits per
second) or Mb/s (Mega bits per second). This metric is very useful to show that the scheme
provides good support for service differentiation. The traffic flows with the highest priority
should get the highest amount of average throughput while the traffic flows with the lowest
priority should get the least amount. A very low, near zero, throughput means traffic starvation
for that particular flow or class of traffic.
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 Average Delay: This is the average amount of delay that MAC frames belonging to a partic-
ular traffic flow experience during the entire duration of the flow. The measurement used to
represent average delay in this document is ms (milliseconds). This metric like the average
throughput metric is very useful in demonstrating that the scheme provides good support for
service differentiation. The traffic flows with the highest priority should get the least amount
of average delay while the traffic flows with the lease priority should get the least amount.
 Instantaneous Throughput: This is the amount of information that a particular traffic flow is
able to transmit successfully per second at any given second during the duration of a flow. The
measurement used to represent instantaneous throughput in this document is Kb/s or Mb/s.
For streaming applications, it is not only important that they are supported by good service
differentiation, but also important that there is no violation of classes and the variability in
service is very less. This metric helps in showing the level of variability and violation of
classes if any.
 Instantaneous Delay: This is the amount of delay that MAC frames are experiencing per sec-
ond at any given second during the duration of the flow. The measurement used to represent
instantaneous delay throughout this document is ms. This metric has the same significance as
that of Instantaneous Throughput. It is especially very useful in showing the amount of jitter
that a particular traffic class is experiencing.
 Jitter: This is the amount of variability found in the delay of the MAC frames belonging to
a particular traffic flow. It this document, it is expressed in milliseconds and is calculated as
the Standard Deviation (SD) or variance of the delay.
 Packet Loss Ratio (PLR): This is the ratio of the number of MAC frames lost to the number
of MAC frames transmitted. This is especially important for the data-oriented, best effort low
priority traffic.
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3.1.2 Classes of Traffic
For the purpose of evaluating the level of service differentiation or QoS support that EDCA can
provide, network traffic has been divided into three different classes:
 Gold class: This class of traffic is assigned to the AC that has the highest priority. High
quality streaming voice and video flows are assigned to this class.
 Silver class: This class is assigned to an AC that has less priority than that of the gold class.
Lower quality streaming video and best-effort services are assigned to this class.
 Bronze class: Only best-effort is assigned to this class. Traffic assigned to bronze class has
less priority than that of traffic assigned to gold or silver classes.
Since priorities cannot be assigned to traffic flows in DCF, this document uses the labels Class1,
Class2 and Class3 to differentiate between different types of flows.
3.2 Implementation in ns-2.26
The performance evaluation of the IEEE 802.11e EDCA and its comparison with the IEEE
802.11 DCF has been done using the network simulator-2 (ns-2). ns-2 provides a comprehensive
simulation test-bed for wired and wireless networks and has modeling of protocols at all the network
layers. ns-2 comes with support DCF but not EDCA. An extension from the Telecommunications
Networks Group, Technical University, Berlin [35] provides the required implementation of the
EDCA. This was integrated into the MAC layer of the ns-2 for the purpose of the performance
evaluation.
3.2.1 Physical Layer
The wireless interface emulates the 914 MHz Lucent Wave-LAN Direct-Sequence Spread-
Spectrum (DSSS) radio interface [37]. Wave-LAN is modeled as a shared-media radio with the
following properties:
 A nominal bit rate of 2 Mb/s.
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 A nominal radio range of 250 meters.
 Each mobile possesses an unidirectional antenna with unity gain.
 The coordinates of the antenna on the mobile node are (X = 0.0, Y = 0.0, Z = 1.5), i.e. the
antenna is located at the center of the mobile node and at a height of 1.5 meters.
 The receiver and transmitter gain (i.e. Gr and Gt) are both unity.
Each mobile node has characteristics like velocity and position information associated to it.
Recieved signal power is estimated by using the position of a node which is calculated as a function
of time. When a packet is received at a mobile node, its received power is estimated by the physical
layer interface. If the received power is lesser than carrier sense threshold, the packet is discarded
and is marked as error. This occurs before the packet is passed to the MAC layer. In all other cases
the packet is handed over to the MAC layer.
3.2.2 Medium Access Control Layer
The Medium Access Control (MAC) layer in ns-2.26 used the IEEE 802.11 DCF by default.
DCF has been briefly explained in Chapter 2. For a complete documentation of the standard, the
reader is referred to [38]. For details about its implementation in ns-2.26, the reader is referred to
[36]. Extension from the Telecommunications Networks Group, Technical University, Berlin [35]
have been used to add the functionality of IEEE 802.11e EDCA to the MAC layer in ns-2.26.
3.3 Simulation Scenario
In order to make a fair comparison, we have to use two slightly different scenarios for EDCA
and DCF. The scenarios are illustrated in Figure 3.1 and Figure 3.2 respectively. Since the DCF
does not support prioritization of traffic classes, i.e. it just uses a single scheduling queue for the
transmission of the frames of all the traffic classes, multiple stations have to be used to emulate
multiple queues. This is in contrast to what EDCA does, that is, it uses a separate scheduling queue
for every traffic class and so only a single station can be used. Therefore, when EDCA is being used,
it does not make a difference if we have multiple sources of traffic in a single wireless station, since
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Figure 3.1 EDCA Simulation Scenario
each source of traffic would use a different scheduling queue. In the scenario that has been used for
EDCA (Figure 3.1), Station 1 acts as the source for 3 UDP (User Datagram Protocol) CBR(Constant
Bit Rate) flows and Station 2 acts as the sink. Each UDP source uses a different scheduling queue
in Station 1. In the scenario that has been used for the DCF (Figure 3.2), station 1, 2 and 3 all act as
a source for one UDP CBR flow each. Station 4 acts as the sink for the flows. In case of the EDCA,
each of the CBR flows is assigned to Gold, Silver and Bronze class respectively, while, in case of
the DCF, each of them is assigned to Class 1, 2 and 3 respectively.
Table 3.1 Simulation Parameters Used in the AIFS, CW and PF Schemes
Parameter AIFS CW PF
Gold Silver Bronze Gold Silver Bronze Gold Silver Bronze
PF 2 2 2 2 2 2 1 2 3
AIFS 1 2 3 1 1 1 1 1 1

	C<DFE 7 7 7 7 15 31 7 7 7

	
CHGJI
1023 1023 1023 15 31 1023 1023 1023 1023
Table 3.2 Simulation Parameters Used in the AIFS+CW, AIFS+CW+PF and DCF Schemes
Parameter AIFS+CW AIFS+CW+PF DCF
Gold Silver Bronze Gold Silver Bronze Class 1,2,3
PF 2 2 2 1 2 3 2
AIFS 1 2 3 1 2 3 NA
	
CKDE
7 15 31 7 15 31 31
	
C<GLI
15 31 1023 15 31 1023 1023
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Figure 3.2 DCF Simulation Scenario
The two stations are located 5 meters apart and are in the range of each other. The physical
characteristics of the mobile nodes network interface are modeled to emulate the Lucent WaveLAN
DSSS radio interface. The physical channel emulates the two ray ground propagation model.
Metrics of interest have been described in Section 3.1.1. Table 3.1 and 3.2 show the parameters
that have been used for each of the schemes. The values for the parameters have been chosen so
as to represent the three seperate levels of priority, i.e. Gold, Silver and Bronze. The nodes do not
exhibit any kind of mobility and are assumed to be static.
3.3.1 Communication Model
The three UDP CBR flows mentioned in the previous section are set at different transmission
rates ranging from 0.1 Mb/s to 3.0 Mb/s to evaluate the schemes at different network loads i.e. from
very low network loads to very high network loads. All three of the traffic flows transmit at the same
rate at a given point of time and they persist throughout the duration of the flow. The packet size in
all cases is 1000 bytes. CBR flows are chosen for the simulations so the the network load can be
set to a particular value and the network can be evaluated for that particular traffic load. Also, CBR
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flows have stringent requirements in terms of delay and jitter. This gives the opportunity to evaluate
the performance of the network when dealing with applications like voice. The bandwidth offered
by the channel is 2 Mb/s. The classification that has been used to describe different network loads
and their representative values is as follows:
 High Network Load: All the CBR traffic flows transmit at 0.6 Mb/s, making the total network
load 1.8 Mb/s.
 Medium Network Load: All the CBR flows transmit at 0.35 Mb/s, making the total network
load 1.05 Mb/s.
 Low Network Load: All the CBR flows transmit at 0.2 Mb/s, making the total network load
0.6 Mb/s.
3.4 Results
All the schemes mentioned have been evaluated on the basis of three different criteria: service
differentiation, service variability and packet loss rates and starvation.
3.4.1 Service Differentiation
The first goal of the study is to evaluate the five different schemes in terms of their capability to
provide service differentiation. In order to show this, graphs with the average delay and throughput
are included in Figures 3.3 and 3.4.
Several observations can be made from these plots. The first observation is that it is clear that
with the exemption of DCF, all proposed schemes provide service differentiation in terms of average
delay. The average delay observed by bronze packets is always bigger than silver packets, and silver
packets obtaining higher average delays than gold packets. The second observation is that at low
loads, i.e. at loads less than 0.8 Mb/s, all schemes, including DCF, perform pretty much the same
way and good. This is very important because it says that to provide good service differentiation,
the proposed scheme need to be effective only during medium to high loads, i.e. at loads higher
than 0.8 Mb/s.
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Figure 3.3 Average Delay versus Load of AIFS, CW, PF, AIFS+CW, AIFS+CW+PF and DCF
Schemes
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Figure 3.4 Average Throughput versus Load of AIFS, CW, and PF, AIFS+CW, AIFS+CW+PF and
DCF Schemes
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When the AIFS, CW and PF parameters are utilized alone, the schemes perform fairly similar,
with a small advantage of the simpler PF scheme, which provides lower average delay for the silver
and bronze classes while providing a similar delay for the gold class. AIFS and CW perform very
similar with CW providing a little better differentiation between the silver and gold classes while
providing better delay for the bronze class. Finally, when the parameters are used in combination,
the main observation is that the AIFS+CW and AIFS+CW+PF schemes provide a considerably
better service for the gold class but at the expense of the other classes, in particular the bronze class,
which now receives a considerably longer average delay. The high delay values for the bronze class
are because of the fact that at medium to high network loads, the frequency at which the bronze class
gets access to the medium is very low. Retransmissions at the MAC layer further add to the delay.
High delay values for the bronze class means that the rate at which the frames are being sent out of
the bronze class MAC queue is less than the rate at which they are entering the MAC queue, thereby
leady leading to overflow and loss of packets. This is further supported by Figure 3.7 which shows
the Packet Loss Rates (PLR) for all the classes of traffic at different network loads. It is important to
mention that the average delay for the gold class traffic is almost constant at all load values, which is
very good for streaming applications. As expected, the DCF scheme provides similar average delay
values to all classes. The average delay is rather low when compared to the delays experienced by
the other schemes because of the higher corresponding packet loss rates experienced by the flows in
the DCF scheme.
Average throughput values were also considered. Figure 3.4 shows the average throughput
obtained by each traffic class for all six schemes. As it can be seen, there is a good match between
the average delay and throughput results. For example, the PF scheme provides better throughput
for the silver and bronze classes than the AIFS and CW schemes, which penalizes the bronze class
heavier. Also, as a general observation, at medium to high loads, the throughput reduces with the
network load for the silver and bronze classes while remains fairly constant for the gold class. All
classes of traffic recieve almost the same amount of throughput at low loads. This is because at
low loads, the frequency at which the different classes of traffic contend for the channel is low,
thereby resulting in all the classes of traffic being able to access the channel at a fair rate. As the
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network load increases, the frequency at which the different classes of traffic contend for the channel
increases. The gold and silver traffic classes having more priority get access to the channel faster
and more frequenty compared to the bronze class, thereby leading the bronze class to achieve low
throughput at high network traffic loads. Throughput for the bronze class is futher reduced because
of frames being dropped at the queue in the MAC layer. This happens because, the rate the which
frames are transmitted out of the queue is less than the rate at which frames arrive at the queue,
thereby leading to overflow. This fact is corroborated by the graphs showing the Packet Loss Rates
(PLR) for all the classes at different network loads in Figure 3.7.
The AIFS+CW and AIFS+CW+PF schemes provide the best throughput for the gold class at
the expense of the silver and bronze classes. In particular, they both penalize the bronze class very
heavily, reducing its throughput to very low values. Considering these results and the fact that the
PF scheme is the simplest to implement on top of the DCF scheme, looking at average values, it
may be a very good option. As expected, the throughput achieved by the three classes using the
DCF scheme receive fair throughput values [39].
3.4.2 Service Variability
Service variability is also very important, in particular for streaming applications that need a
rather steady end-to-end delay (no jitter) and throughput. Figures 3.5 and 3.6 include the instan-
taneous delay and throughput obtained by the gold and silver classes at high loads, and the gold
class at medium loads. Although results were obtained for the delay and throughput variations in
all cases, all the graphs were not included because at medium to low loads all the schemes received
similar good service, presenting almost unnoticeable variability. As it can be seen from the graphs,
there are important differences among the schemes. For instance, the schemes utilizing only one
parameter (i.e., AIFS, CW, or PF only) provide considerably higher variability than the combined
schemes (AIFS+CW and AIFS+CW+PF), specially at high loads for the gold class. As no scheme
provides clear better results in terms of variability for the silver class at high loads, it might be
used for those applications that need better average service but have better mechanisms to deal with
variability, such as compressed video applications with good playout buffers to minimize jitter.
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Figure 3.5 Delay Variation
30
0 20 40 60 80
0
0.2
0.4
0.6
0.8
1
 Time (Seconds)
 
Th
ro
ug
hp
ut
 (M
b/s
)
PF
AIFS
AIFS+CW
AIFS+CW+PF
CW
(a) Throughput variation for gold class at high loads
0 20 40 60 80
0
0.2
0.4
0.6
0.8
1
 Time (Seconds)
 
Th
ro
ug
hp
ut
 (M
b/s
)
PF
AIFS
AIFS+CW
AIFS+CW+PF
CW
(b) Throughput variation for silver class at high loads
0 20 40 60 80
0
0.2
0.4
0.6
0.8
1
 Time (Seconds)
 
Th
ro
ug
hp
ut
 (M
b/s
)
PF
AIFS
AIFS+CW
AIFS+CW+PF
CW
(c) Throughput variation for gold class at medium
loads
Figure 3.6 Throughput Variation
31
Table 3.3 Mean and Standard Deviation of Delay and Throughput of the AIFS, CW and PF Schemes
in High Network Load Conditions
Parameter AIFS CW PF
Gold Silver Bronze Gold Silver Bronze Gold Silver Bronze
Mean Delay 0.6393 1.6931 4.7719 0.3348 1.8519 4.4917 0.8486 1.3670 2.9579
StdDev Delay 0.1179 0.3007 2.3066 0.2755 0.2158 1.2793 0.2091 0.2224 1.3649
Mean Tput 0.6940 0.2877 0.1223 0.7236 0.2581 0.1083 0.5614 0.3562 0.1846
StdDev Tput 0.0568 0.0577 0.0616 0.0463 0.0368 0.0435 0.1028 0.0643 0.0853
Table 3.4 Mean and Standard Deviation of Delay and Throughput of the AIFS+CW and
AIFS+CW+PF and DCF Schemes in High Network Load Conditions
Parameter AIFS+CW AIFS+CW+PF DCF
Gold Silver Bronze Gold Silver Bronze Class 1 Class 2 Class 3
Mean Delay 0.0203 1.8049 5.6174 0.0195 1.7072 7.4128 1.4134 1.4351 1.4470
StdDev Delay 0.0042 0.1828 1.2825 0.0037 0.2323 4.2595 0.1621 0.1554 0.1752
Mean Tput 0.7399 0.2631 0.0849 0.7398 0.2814 0.0790 0.3352 0.3290 0.3269
StdDev Tput 0.0100 0.0261 0.0497 0.0092 0.3980 0.0545 0.0443 0.0499 0.0463
It is important to notice that although the PF scheme was considered a good choice in terms of
average values, it is the scheme providing the worst service in terms of variability. This shows the
importance of looking at both metrics while assessing the performance of schemes of this nature.
At medium loads, it can be seen that all schemes provide better service variability for the gold class.
However, it can be seen that in terms of delay and throughput, while most schemes provide almost
no variability, the PF scheme behaves poorly.
However, it is important to mention that violations in the service differentiation were not ob-
served from the average results, and were not observed in the variability results either.
Table 3.3 and 3.4 summarize all the results obtained including the mean and standard deviation
for the delay and throughput of all traffic classes for the priority-based schemes and DCF under high
load conditions. From these tables, it can be concluded that:
 All priority based schemes provide good service differentiation in terms of average values.
 The schemes using more than one parameter provide very good service to gold users in terms
of both, delay and throughput.
 Compared to the standard DCF scheme, the variability in throughput and delay for the silver
and bronze classes is rather worse.
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 The bronze class in the multiparameter schemes is highly penalized, receiving very high delay
and low throughput, clear indications of starvation.
3.4.3 Packet Loss Rates and Starvation
Finally, the packet loss rate experienced by the different traffic classes is also studied for all the
schemes. Several observations can be made looking at the results shown in Figure 3.7. First, the
packet loss rates (PLR) also reflect the service differentiation observed in the delay and throughput
metrics. Second, matching previous results, it can be seen that PLRs at low load are almost zero in
all cases. It can also be observed that the schemes using only one parameter start dropping packets
from the gold class earlier than the multiparameter schemes. Finally, it can be seen that at medium to
high loads, the PLR is fairly high for silver and bronze classes. This result may impact applications
using the silver class more than those using the bronze class since silver classes may still be used for
real-time applications. In this case, the PLR may be high enough to deteriorate the user perceived
quality of the video more than expected. For applications using bronze classes, this result means
that a very low throughput will be achieved and many retransmission will take place due to higher
layer protocols like TCP.
It is important to mention that none of the evaluated schemes can protect low priority flows from
starvation. In the cases studied here, all traffic sources get at least a small portion of the bandwidth
because all flows transmit the same amount of information and there are only three flows competing.
This was done this way in order to be able to see and analyze the effect of the mechanisms more
clearly. However, if this mix of traffic and flows is changed and for example more gold traffic flows
are present in the network, it may happen that bronze traffic flows will have access to the network
in very rare occasions.
3.5 Conclusion
This chapter presents a performance evaluation of the IEEE 802.11e EDCA standard. The IEEE
802.11e EDCA uses the parameters Aribitrary Inter Frame Space (AIFS), Contention Window (CW)
and Priority Factor (PF) to provide support for service differentiation.
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(d) AIFS+CW
0 0.5 1 1.5 2 2.5 3
0
0.2
0.4
0.6
0.8
1
 Network Load (Mb/s)
 
Pa
ck
et
 L
os
s 
R
at
e
Gold
Silver
Bronze
(e) AIFS+CW+PF
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Figure 3.7 Packet Loss Rate versus Load of AIFS, CW, PF, AIFS+CW, AIFS+CW+PF and DCF
Schemes
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Five different schemes using these parameters are included in the evaluation. The first scheme
assigns different Arbitration Inter Frame Space (AIFS) intervals to different classes to provide dif-
ferentiation. The second scheme assigns different values of the Contention Window (CW), and the
third scheme assigns a different Priority Factor (PF) to each class, which only multiplies the Back-
off Interval (BI) included in the current DCF standard by a different number. The fourth and fifth
schemes utilize the AIFS and CW, and AIFS, CW and PF together, respectively, as a way to provide
better differentiation. The results show that in terms of average delay and throughput, the single
parameter schemes provides good differentiation. However, the same single parameter schemes
are the worst performing scheme in terms of variability, in particular, for the highest priority class
under medium to high loads. In order to obtain good throughput and low variability for streaming
applications, the scheme cannot rely on just one parameter and a multiparameter scheme is needed.
All schemes perform fairly similar and well under low to medium loads. None of these schemes
can actually avoid starvation. Finally, two important conclusions are that:
 Single parameter schemes provide good service differentiation, but poor service variability.
 Muti-parameter schemes provide good service variability, but lead the low priority traffic to
starvation.
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CHAPTER 4
MEASUREMENT-BASED ADMISSION CONTROL MECHANISM FOR IEEE 802.11E
This chapter describes the measurement-based admission control mechanism proposed, elabo-
rates on its functionality, describes it with a sample scenario and then presents the results proving
its functionality.
4.1 Problem Statement and Design Considerations
Chapter 3 concluded that starvation and jitter are the two important problems that the IEEE
802.11e EDCA faces. These two problems are inversely proportional to each other. The single
parameter schemes (PF, CW and AIFS) improved on the starvation of the bronze class to an extent,
but resulted in the gold class exhibiting a high amount of jitter. In contrast, when the multiparameter
schemes (AIFS+CW and AIFS+CW+PF) were used, the gold class exhibited very low jitter but
eventually led the bronze class traffic to starvation.
In order to protect existing traffic flows from either of the above mentioned conditions, it is
necessary to have an effective admission control mechanism. In an admission control mechanism, a
new traffic flow is admitted based on current network conditions. If the introduction of the new flow
were to cause intolerable deterioration of the existing flows, then the flow would not be admitted,
else it would be. The admission control mechanism introduced in this document is measurement-
based, i.e. it relies metrics taken from the network, in particular bandwidth currently being utilized
(in terms of Mb/s) and jitter. The values for these parameters are maintained at all times.
To develop an effective and feasible admission control mechanism for the IEEE 802.11e EDCA,
the following design considerations have to be kept in mind:
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 The mechanism should be completely distributed in nature. All admission control decisions
have to be taken locally and should not be based on information present at other wireless
stations within the network.
 The mechanism should try to maximize network utilization, but not at the cost of affecting
the performance of the existing traffic flows.
 Changes to the existing protocol should not be drastic. This helps in establishing backward
compatibility.
 No preemption should be used. The decision to admit or to reject a traffic flow should be
taken at the time when the traffic flow requests admission to the channel and not after it has
been admitted into the network.
4.2 Overview and Design of the Admission Control Mechanism
For simplicity, this document from hereon refers to only two types of traffic: High Priority
and Low Priority. High Priority traffic refers to traffic flows with real-time requirements like voice
and video (UDP CBR traffic), whereas Low Priority traffic refers to best effort traffic (mostly TCP
traffic).
Chapter 3 strongly concluded that the multiparameter scheme (AIFS+CW+PF) greatly reduces
jitter, but in turn leads to starvation. If this scheme is used along with a bandwidth allocation
mechanism, then a minimum amount of bandwidth can be assured for the low priority traffic. Figure
4.1 illustrates a situation where the total bandwidth is 2 Mb/s and 80% of the network bandwidth,
i.e. 1600 Kb/s is the minimum assured to the low priority traffic. Minimum assured bandwidth
for the low priority traffic can be interpreted as to say that high priority traffic will not infringe
on that part of the network bandwidth. The same does not hold true for the low priority traffic.
When the bandwidth allocated to the high priority traffic is being under utilized, the low priority
traffic, owing to the nature of TCP, would try to use that under utilized part of the bandwidth. The
logic behind allowing this is that when a new high priority traffic flow requesting admission to the
medium is admitted, it would automatically reduce the amount of bandwidth being used by the
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Figure 4.1 Bandwidth Allocation for High Priority and Low Priority Traffic
low priority traffic. This is due to the fact that when the AIFS+CW+PF scheme is used for service
differentiation, the probability of the high priority traffic getting access to the medium is greatly
increased. The value for the maximum available bandwidth of the network can be set the network
administrator using his knowledge of the network and types of applications.
The above mentioned mechanism improves upon network utilization while protecting the high
priority traffic from performance deterioration and also guarantees a certain minimum amount of
bandwidth for the low priority traffic. This is well supported by the results that are presented later
in this chapter. The mechanism has been implemented by modifying the existing IEEE 802.11e
EDCA standard. Now the IEEE 802.11e EDCA is not completely backward compatible with the
DCF. This is because the values for AIFS for all classes of traffic in the IEEE 802.11e EDCA are
greater than the value of DIFS in IEEE 802.11 DCF according to the current form of the standard
[12]. Thus, the IEEE 802.11e EDCA forces change in WLAN infrastructure. The proposed admis-
sion control mechanism can be implemented as part of the IEEE 802.11e EDCA standard when it
is finalized. Making it a part of the standard will eliminate any more infrastructure changes and
backward compatibility issues. Applications are expected to interact with the MAC layer to know
if traffic generated by them can be admitted into the network. This is because the MAC cannot
38
differentiate between frames belonging to different traffic flows, so flows have to be rejected at the
application layer.
4.2.1 Metrics Used for Admission Control
In addition to the metrics discussed in Section 3.1.1, the following metrics are used to implement
the admission control mechanism:
 Currently utilized bandwidth: This metric is calculated at every wireless station within the
network that is in listening range. When a wireless station receives a frame, it checks whether
the frame is addressed to it. If it is not, it is discarded. In this admission control mechanism,
before a frame is discarded, the wireless station notes its priority and increments a local
counter depending on the priority. A separate counter is maintained for high priority and low
priority. The counters are used to calculate the amount of bandwidth in the network being
utilized by both the low priority and high priority traffic. All bandwidth measurements are
done in terms of Mb/s or Kb/s in this document. For simplicity, it is assumed that the wireless
network does not suffer from issues like the hidden terminal problem or the exposed terminal
problem and all stations hear all transmissions.
 Jitter: This metric is used only for the frames belonging to the high priority traffic category.
By definition, jitter is the variation in the inter-arrival times of the packets belonging to a
particular flow. Since the MAC cannot differentiate between frames belonging to different
flows, it is impossible to calculate jitter as mentioned above. An alternative method that is
used in this study to calculate jitter is to find the variation in the delays of the frames belonging
to the high priority traffic. Every high priority traffic frame is time-stamped before it goes into
the queue to contend for the channel. The size of the timestamp is 4 bytes and is included in
the body of the MAC frame. The size of the body of a MAC frame ranges from 0 to 2312 bytes
depending on the size of the packet recieved from the network layer. If the size of the packet
is larger than 2312 bytes, then the packet is split into multiple MAC frames. The timestamp is
just added to the packet recieved from the network layer and the MAC layer takes care of the
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segmentation if required. Thus, the overhead induced due to the timestamp is negligible. As
explained before, every wireless station within the network can note the delay of every high
priority frame it receives. The wireless station notes the timestamp in it before discarding the
frame if it is not addressed to it. The variance of the delay values of the last 50 high priority
frames received is calculated and maintained locally in every wireless station. This value is
used to determine whether to admit a new high priority flow or not. Only the last 50 frames are
considered because the decision to admit a new traffic flow should depend on current values
and not on the overall values. There may be differences in delay calculated for a particular
frame in different stations depending on the propogation delay. Since, the propagation delay
in a WLAN of small to medium size is negligible, we ignore the difference. It is assumed that
all stations have synchronized clocks.
 Network Utilization: This metric measures the total amount of bandwidth in the medium
that is being utilized by all the types of traffic in the network. This metric is very useful in
determining the success of the admission control mechanism.
4.2.2 Algorithm Used for the Admission Control Mechanism
A flowchart for the algorithm being used is given in Figure 4.2. As mentioned in the previous
section, every wireless station in the network within listening range locally maintains the metrics,
currently utilized bandwidth and jitter.
For simplicity, the algorithm shown considers only two classes of traffic, high priority and low
priority. If needed, more classes of traffic can be defined to support different types of applications.
In the proposed admission control mechanism, when an application wants to send data over the
network, it first communicates with the MAC layer passing parameters that tell the MAC layer
its priority. The MAC layer depending on the priority of traffic performs one or two tests. If
the application requesting admission to the medium generates high priority traffic, then the MAC
performs two tests, i.e. firstly it checks whether the jitter being experienced by high priority traffic
in the network is less than a specified limit and secondly, it checks whether the bandwidth available
in the network is more than the amount of bandwidth required by the traffic flow. This specified
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Figure 4.2 Flowchart for the Admission Control Mechanism
limit for jitter and the bandwidth allocation for the high priority and low priority traffic can be set
by the administrator on the basis of his knowledge of the network and applications. The amount of
bandwidth required by a particular class of traffic is set to a certain predefined value depending on
the application that is intended to used that traffic class. For example, if the high priority class were
to be used by voice flows, then the bandwidth requirement of the high priority traffic flows is set at
64 Kb/s [4]. Only video flows would be assigned to that traffic class in that case. Similarly, if video
traffic were to be considered, then a different class of traffic can be defined in the mechanism with
the bandwidth requirements set at 1024 Kb/s [4]. Only video flows would be assigned to that traffic
class. The different traffic classes and bandwidth requirements for each traffic class can be made
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standard. All applications will have to set their priority such that they are classified into a particular
traffic class.
4.2.3 Parameters Set by Network Administrator
The network administrator is given the ability to modify the following parameters in the pro-
posed admission control mechanism:
 Bandwidth allocation: The network administrator has the ability to set the limits on the
amount of traffic that different traffic classes can use. An example of the bandwidth allo-
cation scheme is given in Section 4.2. The best-effort traffic class is not set a limit on the
amount of bandwidth it can use, but is promised a minimum amount of bandwidth. The limits
can be set based on the network administrator’s knowledge of the network and its applica-
tions. An automated mechanism can be implemented such that the bandwidth allocation is
done automatically based on the traffic characteristics of the wireless network at a given point
of time.
 Maximum allowable jitter: The network administrator also has the ability to set a limit on
the amount of jitter being experienced by higher priority classes of traffic. When a new flow
is being admitted, if the amount of jitter is more than the specified limit, then the new flow
will be denied admission to the medium. The maximum allowable jitter, however, is not
the maximum amount of jitter that the network can experience at any point of time. It only
specifies the maximum limit beyond which a new flow will not be allowed.
4.2.4 Assumptions
The admission control mechanism assumes that the network does not suffer from conditions
like ”Hidden Terminal Problem” and the ”Exposed Terminal Problem”. If the network suffers from
the ”Hidden Terminal Problem”, then it would not be able to make accurate measurements for
the metrics Currently utilized bandwidth and jitter. Future extensions can be designed and imple-
mented to overcome these problems in the proposed mechanism, much like the RTS/CTS (Request
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to Send/Clear to Send) mechanism was introduced in the IEEE 802.11 DCF to eliminate the ”Hid-
den Terminal Problem”.
The admission control mechanism also assumes that all the stations have synchronized clocks.
If the clocks are not synchronized, it would be lead to calculation of incorrect delay values for the
frames, ultimately resulting in false jitter values. [40] proposes a protocol for synchronizing clocks
in the wireless stations of a WLAN. Results have shown that the protocol can achieve an accuracy
of 150 microseconds. The accuracy required by the admission control mechanism is in the order of
milliseconds. So this protocol can be used along with the admission control mechanism to achieve
clock synchronization.
4.2.5 Sample Scenario
In order to better understand the admission control mechanism, this subsection explains a sample
scenario with dummy data. Consider the scenario shown in Figure 4.3. Two wireless stations are
within range of each other and form a network. Assume that the medium they share has a bandwidth
of 1 Mb/s. Both the stations acts as sources and sinks for high and low priority traffic. The algorithm
for the admission control mechanism is set up such that the 80% of the bandwidth is allocated to low
priority traffic and the remaining 20% is allocated to high priority traffic. Thus, high priority traffic
can use a maximum of 200 Kb/s of the available bandwidth. The maximum allowable jitter, i.e.
variance in delay is set as 2 ms. The value set here for jitter is only for the purpose of understanding
the mechanism. Real end-to-end jitter values for voice can be 50 ms at most [41]. The bandwidth
required by flows belonging to the high priority class is set at 64 Kb/s as this traffic class is only to
be used by voice flows.
Suppose that five high priority voice flows request admission to the medium, each after a gap of
10 seconds alternately from Station 1 and Station 2 starting at time 10 seconds. Also, assume that 5
best-effort low priority flows request for admission into the network at time 0 seconds. For each of
these low priority flows, the admission control mechanism checks if the current jitter value for high
priority traffic in the network is less than 2 ms. Since, there is no high priority traffic in the network,
the value for jitter is zero and so all the low priority flows are admitted. When the first high priority
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Figure 4.3 Sample Scenario
flow requests admission to the medium from Station 1, the admission control mechanism again first
verifies if the amount of jitter for high priority traffic in the network is less than 2 ms. As stated
above, the lack of high priority flows in the network causes the value for jitter to be zero. Next the
mechanism verifies if the amount of bandwidth required by the high priority voice flow is less than
amount of bandwidth available for it, i.e. the amount of bandwidth remaining out of the allocated
quota. Again, since there are no high priority flows in the network, i.e. 200 Kb/s is the available
bandwidth, and the bandwidth required by voice flows is 64 Kb/s, the high priority flow is admitted
into the network.
In the manner described above, assume that the second voice flow is also admitted into the
network. Suppose this increases the jitter in the network to around 3 ms at time 40 seconds, then the
third voice flow is rejected because the amount of jitter is greater than the specified limit. Assuming
that the jitter in the network decreases to below 2 ms and the total bandwidth being occupied by
high priority traffic is 115 Mb/s at time 50 seconds, the fourth flow clears both the admission control
conditions and is also admitted into the network. If at time 60 seconds, the amount of bandwidth
being occupied by the high priority traffic is 172 Mb/s and the jitter is less than 2 ms, then the fifth
high priority voice flow is rejected because it fails the second condition, i.e. there is less than 64
Mb/s bandwidth left out of the allocated bandwidth for the high priority traffic.
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Figure 4.4 Simulation Scenario for the Evaluation of the Admission Control Mechanism
4.3 Implementation in ns-2
The measurement-based admission control mechanism described in the previous sections has
been implemented in ns-2. Details about ns-2 and the extensions used have been described in Sec-
tion 3.2. The admission control mechanism has been implemented by modifying the IEEE 802.11e
EDCA extension obtained from [24]. Details about the Physical and MAC layer are mentioned in
Section 3.2.1 and 3.2.2 respectively.
4.4 Simulation Scenario
The simulation scenario that has been used to evaluate the admission control mechanism is
shown in Figure 4.4. The three stations are located 5 meters apart from each other and are within
range. Since most of the Internet traffic can be The physical characteristics of the mobile node net-
work interfaces are modeled to emulate the Lucent WaveLAN DSSS radio interface. The physical
channel emulates the two ray ground propagation model.
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Table 4.1 Parameters Used for the AIFS+CW+PF Scheme Used in the Admission Control Mecha-
nism
Parameter AIFS+CW+PF scheme
High Priority Low Priority
AIFS 1 3
PF 1 2
CW 7-15 15-1023
The simulation scenario only considers two classes of traffic, i.e. high priority and low priority.
Voice is categorized as high priority traffic and best-effort traffic is categorized as low priority. The
parameters for the high priority class are set to accomadate voice flows, i.e. bandwidth required by
each flow of the high priority class is set to 64 Kb/s. All three stations act as sources and sinks for
high priority UDP CBR flows and low priority TCP FTP (File Transfer Protocol) flows. The metrics
of interest are described in Section 4.2.1. The AIFS+CW+PF scheme is used for all the simulations.
The reasons for choosing this scheme are described in Section 4.2. The parameters that have been
used for this scheme are shown in Table 4.4. It is assumed that the wireless stations do not exhibit
any kind of mobility. When the IEEE 802.11e EDCA standard is used for channel access, ACs
or classes of traffic contend for the channel and not the stations. Therefore for a scenario to be
realistic, the number of ACs or classes of traffic is what matters. Since most of the Internet traffic
can be divided into two main classes of traffic, high priority real-time traffic and low priority best-
effort traffic, the simulation scenario discussed above is a good representative of a real wireless
network.
4.4.1 Communication Model
A common simulation model is used for all the scenarios. Ten low priority TCP FTP flows
request admission to the medium alternately from Station 1, 2 and 3 at time 10 seconds. Also,
starting from time 10 seconds, ten UDP CBR flows request admission to the medium at a gap of 10
seconds each, alternately from Station 1, 2 and 3. There is no activity in the network for the first 10
seconds. This has been considered due to implementation issues. The size of the FTP packets is set
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at 1000 bytes. The CBR flows are transmitted at a rate of 64 Kb/s with a packet size of 1000 bytes
to emulate a voice flow.
4.5 Results
Two scenarios are presented in this section to evaluate the performance of the admission control
mechanism. Both the scenarios are simulated on a version of the IEEE 802.11e EDCA without
the proposed admission control mechanism and a version with the proposed mechanism. As stated
before both the versions use the AIFS+CW+PF scheme with the parameters specified in Table 4.4.
Additionally for the IEEE 802.11e EDCA with the admission control mechanism, for both the
scenarios, the bandwidth of the network is partitioned such that 20% of it is allocated to high priority
traffic and 80% of it is allocated to low priority traffic. These values are chosen because this is
approximately the partitioning of traffic on the Internet [42]. Since the bandwidth offered by the
channel is 2 Mb/s, this translates to 400 Kb/s for the high priority traffic and 1600 Kb/s for the low
priority traffic. The parameter that changes for each scenario is the amount of allowable jitter. For
scenario one, it is set to 3 ms and for Scenario two, it is set to 0.4 ms. The abbreviation AC used in
the graphs stands for admission control.
4.5.1 Scenario One
For the IEEE 802.11e EDCA version with the admission control mechanism the limit of allow-
able jitter is set at 3 ms for this scenario. The value set here for jitter is only for the purpose of
evaluating the mechanism. Real end-to-end jitter values for voice can be 50 ms at most [41]. In
the IEEE 802.11e EDCA version without the admission control mechanism, 10 low priority FTP
flows are admitted into the network at time 10 seconds. Also starting at time 10 seconds, 10 UDP
CBR flows, each at a gap of 10 seconds are admitted into the network alternately from Station 1,
2 and 3, i.e. the first CBR flow is admitted into the network from Station 1 with sink as Station 2
at time 10 seconds, the second CBR flow is admitted into the network from Station 2 with sink as
Station 3 at time 20 seconds and so on. While these flows are directly admitted into the network in
the IEEE 802.11e EDCA without the admission control, in the IEEE 802.11e EDCA version with
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Table 4.2 Values for Jitter at Time Instances when CBR Flows are Admitted in the Mechanism with
Admission Control (Scenario 1)
Time Jitter value(ms)
10 0
20 0.05
30 0.08
40 0.2
50 0.4
60 0.7
the admission control, each high priority has to clear two tests and each low priority has to clear one
test as described in Section 4.2 before being admitted into the network.
All the ten low priority FTP flows are admitted into the network at time 10 seconds in the IEEE
802.11e EDCA with the admission control mechanism because before time 10 seconds, there are no
high priority flows in the network and so the value of jitter for the high priority traffic is zero. In this
scenario, the first six CBR flows requesting admission into the medium, the first at time 10 seconds
and the sixth at time 60 seconds are all admitted into the network because the amount of jitter in
the network at the time they were admitted was less then 3 ms and also the amount of bandwidth
required by each of the flows, i.e. 64Kb/s is less than the amount of remaining bandwidth for the
high priority traffic. The value for jitter for the high priority traffic when each of these six flows
is admitted is shown in Table 4.2. CBR flows 7-10, the seventh requesting admission at time 70
seconds and the tenth requesting admission at time 100 seconds are all rejected because the amount
of bandwidth available for the high priority traffic is less than 64 Kb/s.
Figure 4.5(a) shows the instantaneous delay and throughput with and without admission control
for the high priority class as a whole. There is clearly less variability in terms of delay when
the admission control mechanism is used. The excessive amount of delay variability when the
admission control mechanism is not used is caused because of high amount of traffic. This is
prevented when the admission control mechanism is used. The amount of throughput achieved
when the admission control mechanism is not used is higher than the throughput achieved when it
is used after time 60 seconds. This is because when the admission control mechanism is used, after
that time 60 seconds, no more CBR flows are admitted into the network. The amount of throughput
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achieved by a single voice flow with or without admission control is almost the same, thus proving
that the AIFS+CW+PF scheme provides very good service differentiation.
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(a) Instantaneous Delay and Throughput with and without Admission Control for High Priority Class (left to
right)
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(b) Instantaneous Delay and Throughput with and without Admission Control for one Voice Flow (left to right)
Figure 4.5 Instantaneous Delay and Throughput with and without Admission Control for High
Priority Class and one Voice Flow in Scenario 1
However, the delays experienced in both the cases are quite different again after time 10 sec-
onds when the admission control mechanism comes into play. Thus, it is clearly evident that the
admission control mechanism prevents existing flows from performance deterioration. Figure 4.5(b)
shows the instantaneous delay and throughput with and without admission control for one voice flow
in particular. Delay observed for one voice flow is similar to the delay to the delay observed for the
whole high priority class.
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Figures 4.6(a) and 4.6(b) display the Probability Density Function (PDF) with and without ad-
mission control for the delay values of the high priority traffic as a whole and for one single voice
flow respectively. It is clearly indicated by the graphs that when admission control mechanism is
used, variability in jitter is considerably low.
0 0.1 0.2 0.3 0.4 0.5
0
0.1
0.2
0.3
0.4
0.5
 Delay(Seconds)
 
Pr
ob
ab
ili
ty
Variance = 0.0005 Seconds
Mean = 0.0437 Seconds
0 0.1 0.2 0.3 0.4 0.5
0
0.1
0.2
0.3
0.4
0.5
 Delay(Seconds)
 
Pr
ob
ab
ili
ty
Variance = 0.003 Seconds
Mean = 0.0743 Seconds
(a) Probability Density Function for the Delay of High Priority Traffic with and without Admission Control (left
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(b) Probability Density Function for the Delay of one Voice Flow with and without Admission Control (left to
right)
Figure 4.6 Probability Density Function for the Delay of High Priority Traffic and one Voice Flow
with and without Admission Control in Scenario 1
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(a) Instantaneous Delay and Throughput with and without Admission Control for Low Priority Class (left to
right)
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(b) Instantaneous Delay and Throughput with and without Admission Control for one FTP Flow (left to right)
Figure 4.7 Instantaneous Delay and Throughput with and without Admission Control for Low
Priority Class and one FTP Flow in Scenario 1
Figures 4.7(a) and 4.7(b) show the instantaneous delay and throughput with and without ad-
mission control for the low priority class as a whole and for one particular FTP flow respectively.
The graphs clearly show that the lack of an admission control mechanism leads the low priority
traffic to starvation conditions, while the presence of an admission control mechanism prevents it
by not allowing more flows than what the network can handle. Very high delays, i.e. in the order of
seconds are observed when admission control is not used. When admission control is not used, new
high priority flows keep getting admitted to the network, thereby increasing the rate at which they
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contend for the channel. This in turn, increases the number of times the low priority flows have to
contend for the channel to gain access successfully. A point is reached when the rate at which the
low priority frames are transmitted from the MAC queue is less than the rate at which they arrive
at the MAC queue leading to overflow and loss of frames. Upon not recieving acknowledgements
for transmitted packets, the low priority TCP flows retransmit the lost packets. TCP also decreases
the transmission rate of packets, which is clearly observed by the lack of throughput being achieved
by the low priority flows when admission control is not used. The number of retransmissions and
the time it takes to contend for the channel successfully results in the high delay values for the low
priority class when admission control is not used.
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Figure 4.8 Network Utilization with and without Admission Control in Scenario 1 (left to right)
Figure 4.8 shows the network utilization with and without admission control in terms of through-
put. The graphs clearly show that the admission control mechanism does not sacrifice network uti-
lization at the expense of protecting existing flows. In fact, network utilization improves when the
admission control mechanism is used. This is because, without admission control, the amount of
high priority traffic contending for the channel keeps on increasing causing starvation for the low
priority traffic. Also, since the low priority traffic is TCP, the rate at which at which it transmits
automatically reduces. This decreases the amount of throughput achieved by the low priority class.
When admission control is used, the amount of high priority traffic contending for the channel and
gaining access to it is restricted and so the amount of bandwidth available to the low priority traffic
is higher when compared to the bandwidth available when admission control is not used. Higher
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amount of throughput being achieved by the low priority class when admission control is used leads
to higher network utilization.
Table 4.3 Packet Loss Rates for Scenario 1
Traffic class PLR-with AC PLR-without AC
High Priority 0.0001 0.0001
Low Priority 0.0035 0.003
Voice flow 0.0 0.0
FTP flow 0.0032 0.0038
The packet loss ratio(PLR) for the high priority and low priority traffic as a whole and for
one particular voice and one particular ftp flow with and without admission control mechanism are
shown in Table 4.3.
4.5.2 Scenario Two
The traffic model used for this scenario is the same as the one used in Scenario 1. The only
difference is the amount of allowable jitter in the admission control mechanism is set to 0.0004
seconds. The value set here for jitter is only for the purpose of evaluating the mechanism. Real
end-to-end jitter values for voice can be 50 ms at most [41]. This results in the CBR flow that
requests admission to the medium at time 50 seconds getting rejected because the amount of jitter
at that point of time is more than 0.0004 seconds. The CBR flows that request admission at time 60
seconds and time 70 seconds are admitted because the amount of jitter at those points of time is less
then 0.0004 and also the amount of bandwidth available for high priority traffic was more than the
amount required by the flows. Table 4.4 shows the jitter values for the instances of time at which
the flows have been accepted or rejected.
Figures 4.9(a) and 4.9(b) show the instantaneous delay and throughput with and without admis-
sion control for the high priority class as a whole and for one particular voice flow respectively.
At time 50 seconds, the admission control mechanism starts behaving differently when compared
to the one without admission control because a flow is rejected at that point of time to protect the
existing flows from increasing jitter values.
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Table 4.4 Values for Jitter at Time Instances when CBR Flows are Admitted in the Mechanism with
Admission Control (Scenario 2)
Time Jitter value(ms)
10 0
20 0.05
30 0.08
40 0.2
50 0.425
60 0.3
70 0.2
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(a) Instantaneous Delay and Throughput with and without Admission Control for High Priority Class (left to
right)
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(b) Instantaneous Delay and Throughput with and without Admission Control for one Voice Flow (left to right)
Figure 4.9 Instantaneous Delay and Throughput with and without Admission Control for High
Priority Class and one Voice Flow in Scenario 2
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Figures 4.10(a) and 4.10(b) display the Probability Density Function (PDF) with and without
admission control for the delay values of the high priority traffic as a whole and for one single voice
flow respectively. The behavior of the graphs is similar to that in Scenario 1.
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(a) Probability Density Function for the Delay of High Priority Traffic with and without Admission Control (left
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(b) Probability Density Function for the Delay of one Voice Flow with and without Admission Control (left to
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Figure 4.10 Probability Density Function for the Delay of High Priority Traffic and one Voice Flow
with and without Admission Control in Scenario 2
57
Figures 4.11(a) and 4.11(b) show the instantaneous delay and throughput with and without
admission control for the low priority class as a whole and for one particular FTP flow respectively.
The behavior of the graphs is similar to that in Scenario 1.
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(a) Instantaneous Delay and Throughput with and without Admission Control for Low Priority Class (left to
right)
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(b) Instantaneous Delay and Throughput with and without Admission Control for one FTP Flow (left to right)
Figure 4.11 Instantaneous Delay and Throughput with and without Admission Control for Low
Priority Class and one FTP Flow in Scenario 2
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Figure 4.12 shows the network utilization with and without admission control in terms of
throughput. Once again the network utilization improves when admission control mechanism is
used. The packet loss ratio(PLR) for the high priority and low priority traffic as a whole and for
one particular voice and one particular ftp flow with and without admission control mechanism are
shown in Table 4.5.
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Figure 4.12 Network Utilization with and without Admission Control in Scenario 2 (left to right)
Table 4.5 Packet Loss Rates for Scenario 2
Traffic class PLR-with AC PLR-without AC
High Priority 0.0001 0.0001
Low Priority 0.0037 0.003
Voice flow 0.0 0.0
FTP flow 0.0046 0.0038
4.6 Conclusion
This section introduced a measurement-based admission control mechanism for the IEEE 802.11e
EDCA. This mechanism takes decisions to admit new flows into the network based on the jitter and
currrently being utilized bandwidth metrics. Its performance was evaluated and compared with the
performance of the IEEE 802.11e EDCA without any admission control mechanism. The admission
control mechanism clearly demonstrated that it can protect existing high priority traffic from jitter
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and low priority traffic from starvation. It is also evident that the mechanism does not trade off
network utilization for the purpose of protecting existing traffic.
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CHAPTER 5
CONCLUSION AND FUTURE WORK
WLANs are being used everywhere and hold great promise in the future as points of access to
the Internet. Simultaneously, the use of streaming applications via the Internet is also increasing
tremendously. In order to support these applications adequately, WLANs have to provide support
for QoS.
The current standard for WLANs, i.e. the IEEE 802.11 consists of two main functions, Dis-
tributed Coordination Function (DCF) and Point Coordination Function (PCF). DCF is a fair pro-
tocol and all stations contend and gain access to the channel with equal priority. Thus, it cannot
provide any level of service differentiation or support for QoS. PCF was designed keeping in mind
time-bounded applications, but due to its complexity is not implemented. In order to overcome these
shortcomings, the IEEE 802.11e standard is being proposed. The IEEE 802.11e standard consists
of two functions, namely the Enhanced Distributed Channel Access (EDCA) and the Hybrid Coor-
dination Function (HCF) Controlled Channel Access (HCCA). The IEEE 802.11e EDCA utilizes
the Arbitrary Inter Frame Space (AIFS), Contention Window (CW) and the Priority Factor (PF) to
provide support for service differentiation.
This thesis presents a performance evaluation of the IEEE 802.11e EDCA mechanism. Five
different schemes using these parameters are included in the evaluation and compared to DCF. The
first scheme assigns different Arbitration Inter Frame Space (AIFS) intervals to different classes
to provide differentiation. The second scheme assigns different values of the Contention Window
(CW), and the third scheme assigns a different Priority Factor (PF) to each class, which only mul-
tiplies the Backoff Interval (BI) included in the current DCF standard by a different number. The
fourth and fifth schemes utilize the AIFS and CW, and AIFS, CW and PF together, respectively,
as a way to provide better differentiation. The results of the evaluation indicate that in terms of
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average delay and throughput, the single parameter schemes provide good service differentiation.
But, in terms of service variability, single parameter schemes are the worst performing. In order
to obtain good throughput and low variability for streaming applications, multi-parameter schemes
have to be used. To conclude, when single parameter schemes were used, applications suffer from
unacceptable jitter. When multi-parameter schemes were used, the values for jitter were very good
but they cause starvation for the low priority class.
In order to overcome these problems, a measurement-based admission control mechanism is
proposed. The mechanism makes use of a bandwidth allocation scheme, wherein a percentage of
the total network bandwidth is dedicated to high priority traffic and the rest is used by low priority
traffic. All stations keep note of the amount of bandwidth being used by the high priority and low
priority traffic. They also keep a note of the value of jitter for the high priority traffic. Based on
these measurements, a decision is taken as to admit a new traffic flow or not.
An evaluation of the admission control mechanism is also presented. The admission control
mechanism clearly protects existing traffic flows from the problems of jitter and starvation and
simultaneously improves upon the network utilization. It also satisfies the objectives of being com-
pletely distributed, of not using preemption to implement admission control and does not introduce
dramatic changes to the existing IEEE 802.11e EDCA mechanism.
The proposed admission control mechanism assumes the wireless network to be free from condi-
tions such as ”The Hidden Terminal Problem” and ”The Exposed Terminal Problem”. An extention
of this mechanism can use transfer of data between wireless stations to share network information
and thereby prevent the mechanism from being affected from the above stated problem. Currently,
the mechanism depends on the network administrator to set the values for the bandwidth allocation
depending on his knowledge of the network and applications. The process of bandwidth allocation
can be automated, so the values for it can be automatically set based on network traffic characteris-
tics at a given point of time.
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