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ABSTRACT 
T E X T U R E E V O L U T I O N IN M E T A L N I T R I D E (AIN, TiN, HfN) T H I N F I L M S 
P R E P A R E D B Y O F F - N O R M A L I N C I D E N C E R E A C T I V E M A G N E T R O N S P U T T E R I N G 
by 
DERYA DENIZ 
University of New Hampshire, December, 2008 
We studied the development of crystallographic texture in aluminum nitride (AIN), ti-
tanium nitride (TiN) and hafnium nitride (HfN) films deposited by off-normal incidence 
reactive magnetron sputtering at room temperature in N2/Ar mixtures. Texture measure-
ments were performed by x-ray pole figure analysis of the (0002) (AIN), (111) and (200) 
(TiN and HfN) diffraction peaks. We report a strong dependence of fiber texture tilt angle 
on the angle of deposition and gas composition in AIN. We present a Monte Carlo sim-
ulation model to describe the phenomenon of sudden c-axis (0002) AIN tilt. The model 
is based on the competition among grains with tilted and non-tilted orientations due to 
mobility difference on the islands and shadowing effects. For a deposition angle of 40° from 
substrate normal, we found that TiN <111> orientation is close to the substrate normal 
and TiN <100> orientation is close to the direction of the deposition source, showing sub-
stantial in-plane alignment. We also introduced a 150 eV ion beam at 55° with respect 
to substrate normal during RF sputtering of TiN. Ion beam enhancement caused TiN to 
align its out-of-plane texture along <100> orientation. For comparison, we found that HfN 
deposited at 40° without ion bombardment has a strong <100> orientation parallel to the 
substrate normal. We also prepared HfN films with and without added oxygen during RF 
sputtering. As the oxygen partial pressure is increased in the range of 10~7 to 10~6 Torr, 
xiv 
HfN out-of-plane orientation changed to <111> with a substantial in-plane alignment in 
<100> direction as well. We attribute the existence of biaxial texture formation in thin 
films to kinetic constraints such as geometrical confinements and limited adatom surface 
diffusions due to oxygen or water vapor presence during deposition. When thermodynamics 
rather than kinetics controls the texture formation, as in the case of HfN and ion beam as-
sisted deposition (IBAD) of TiN, films have strong fiber textures with thermodynamically 




This chapter gives a brief introduction to thin film structure and its physical implications. 
Properties of A1N, TiN, and HfN are also discussed. At the end of the chapter, we summarize 
the previous researches that motivated us to initiate this work. 
1.1 Film Structure 
Physical properties of both as-deposited and processed thin films are mainly influenced by 
controlling their grain size, morphology, and crystallinity as well as their composition. In 
other words, one can appreciably modify a material's properties by adjusting its microstruc-
ture, therefore it is desirable to be able to control the texture of a growing film. The step 
by step film growth can be summarized as follows [1]. 
When atoms land on the substrate surfaces, they might lose their vertical velocity com-
ponent with respect to substrate normal. At this stage, they can be physically and/or 
chemically adsorbed on the surface and they are called adatoms. Since the adatoms are ini-
tially not in thermal equilibrium with the substrate, they can move around on the substrate 
surface. If the adatoms are not mobile enough they can stick where they land. During this 
process the reactive species can interact chemically and make up bigger clusters. Clusters 
may desorb in time because they are thermodynamically unstable. If clusters can meet 
other adsorbed species before they are desorbed they can grow in size. When the clusters 
1 
reach a critical size they can overcome the nucleation barrier and they become thermody-
namically stable. The nucleation on the substrate is driven by vapor supersaturation, i.e., 
A G y . The nucleation density and the average nucleus size will depend on parameters such 
as the temperature, the arrival rates of reactive species, the energy of the impinging species, 
the activation energies of adsorption, desorption and thermal diffusion. A nucleus can grow 
in both vertical and lateral directions. However, the lateral growth at this stage is faster 
than the vertical growth as long as the deposition is carried out under normal incidence and 
the adatoms have high enough surface mobilities. By the end of this stage the nuclei grow 
into islands. In order to reduce the surface area the small islands begin to coalesce. The 
tendency to form bigger islands is called agglomeration and it is promoted by increasing 
the surface mobilities of the adatoms. Larger islands come together and constitute a porous 
network structure with channels, holes and uncovered substrate areas. As film thickens, 
atoms fill in the gaps and the continuity of the structure gets better [2]. 
Depending on the deposition parameters mentioned above the nucleation and growth 
stages can be modeled as Volmer-Weber type (island growth), Frank Van Der Merwe type 
(layer by layer growth) or Stranski-Krastanov type (mixture of island and layer by layer 
growth). Fig. 1-1 illustrates these three growth modes. 
Island Growth 
QQQ_2Q2QQ_QQ, . o r y X O . P Q . O Q . 
Layer by Layer Growth 
ooo mm m 85SSS!y35&£b_ 
Stranski-Krastanov Growth 
Figure 1-1: Three basic thin film growth modes. Figure borrowed from Ref. [2]. 
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In thin film growth processes, the initially nucleated grains provide the subsequent film 
layers with the template that fingerprints the evolution of the fully developed microstruc-
ture. There are various effects that determine the microstructure of a growing material 
such as surface and interface energy minimization [3]. Sputter deposited polycrystalline 
films generally show strong crystallographic orientations in the out-of-plane direction (par-
allel to substrate normal) with a random in-plane alignment (perpendicular to substrate 
normal). Out-of-plane texture is equivalently called fiber texture. Adatom mobility on the 
surface is responsible for fiber texture, allowing atoms to reach sites of minimum energy 
before they are buried by subsequent layers [4]. As the atom mobility decreases (e.g. in 
materials with higher melting temperature), the fiber axis response to the deposition di-
rection increases, due to the flux of energetic particles in the deposition environment. The 
process through which the path of an energetic particle is constrained is called channel-
ing. Some directions in crystalline solids are less densely packed than others with respect 
to the number of atoms on each plane. Those directions are defined as open channeling 
directions. The orientation that tilts towards the deposition source is typically an open 
channeling orientation, which allows less damage and resputtering than orientations that 
are non-channeling [5, 6]. However, biaxially textured films have both out-of-plane and in-
plane alignments and hence they may become close to single crystalline materials. In order 
to grow biaxially aligned layers, one has to either change the energetics of the incoming 
flux of a regular sputtering environment or include directional effects during sputtering; the 
former can be achieved using ion beam assisted deposition (IBAD) technique by adjusting 
the incidence angle and energy of the incident ion flux [7, 8], and the latter is usually done 
by off-normal incidence deposition [9, 10]. In IBAD case, the texture evolution is explained 
by the existence of open channeling directions; the anisotropy in the resputtering rates of 
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different planes and preferential damaging of differently oriented grains [5, 6, 11]. For in-
stance, When TiN films are deposited at off-normal angles, <111> out-of-plane oriented 
grains with in-plane alignments overgrow other <111> out-of-plane oriented grains with no 
in-plane alignments due to the anisotropy in the growth rate imposed by the zone model 
and shape of the grains [9, 10]. 
1.2 Propert ies of Aluminum Nitride (A1N) 
A1N is a III-V family compound semiconductor with a hexagonal wurtzite structure. Its 
lattice constants a and c are 3.11 A and 4.99 A, respectively [12]. It is also possible to grow 
cubic (zinc-blende) and rock salt A1N thin films [13, 14]. However, this would require high 
ambient pressure and high substrate temperature. A1N is a line compound; i.e., it does not 
have variable composition and it has no intermediate phases. Fig. 1-2 illustrates a and c 
axes of A1N wurtzite structure. 
a) b) 
Figure 1-2: (a) a-axis and (b) c-axis of A1N wurtzi te s t ructure . 
The density of A1N is 3.255 g/cm3 . It is a ceramic material with a melting point of 3273 
K at atmospheric pressure. A1N has a wide band gap energy (Efl ~6.3 eV), useful piezoelec-
tric properties (i.e., fairly high piezoelectric coupling factor) and high ultrasonic velocity 
[15]. Since A1N crystallizes in wurtzite lattice its band gap structure is different from that 
of most of the III-V compound semiconductors. However, its band structure changes when 
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it is crystallized in zinc-blende or rock salt lattices under high temperatures and pressures. 
Due to its structure and dielectric nature A1N exhibits piezoelectric behavior. The term 
centrosymmetric refers to a space group, which has an inversion center as one of its sym-
metry elements. In such a space group for each point in the unit cell there corresponds to 
an indistinguishable point. For instance, fee structure can be considered to be centrosym-
metric. However, wurtzite structure is non-centrosymmetric. It is not possible to create 
charge separations in conductors. Therefore, the material should be non-centrosymmetric 
and dielectric in order to have piezoelectric properties. The piezoelectric charge constant, 
d, is the polarization generated per unit of mechanical stress applied to a piezoelectric ma-
terial or, alternatively, is the mechanical strain experienced by a piezoelectric material per 
unit of electric field applied. 
A1N is thermally and mechanically stable and chemically inert. I. Yonenaga et al. [16] 
measured the hardness of 0.5 mm thick single-crystal A1N as 18 GPa by nano-indentation 
technique. Bulk modulus of a material is defined as the pressure increase needed to bring 
about a relative decrease in volume. Young's modulus is a measure of the stiffness of a 
material. It is also defined as the rate of change of stress with respect to strain. Bulk 
modulus (BS) and Young modulus (Yo) of A1N are 210 GPa and 308 GPa, respectively at 
room temperature [17]. 
The properties mentioned above make A1N convenient for fabrication of surface acoustic 
wave and optical devices [18]. Highly c-axis oriented A1N thin films might also be used as 
a buffer layer for growth of other nitrides [19]. In A1N thin films, (0002) planes (c-axis) 
are usually parallel to substrate surface due to surface and interface energy minimization. 
Nevertheless, Y. Kajikawa et al. [20] reported that the preferred orientations observed in 
A1N films can be changed from c-axis to a-axis and vice versa depending upon the growth 
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conditions. 
1.3 Properties of Titanium Nitride (TiN) and Hafnium Ni-
tride (HfN) 
Single-phase titanium nitride (TiN) has a face centered cubic (fee) Bl-NaCl structure with 
a lattice parameter of 4.24 A [21]. Fig. 1-3 shows the crystal structure of TiN. The 
intermediate phases of TiN are eTi2N and 5TiN. Depending on the growth conditions it is 
possible to have these intermediate phases in the films. HfN has the same structure as TiN 
and Bazhanov et al. [22] reported its lattice parameter as 4.43 A. The intermediate phases 
of HfN are Hf3N2 and H14N3 as well as a higher nitride phase HfsN4. 
Figure 1-3: Crystal St ructure of TiN. 
The density of TiN is 5.22 g/cm3 . Melting point of TiN is 3203 K at atmospheric 
pressure. The mechanical properties of TiN and HfN films strongly depend upon the phases 
included in the films. Single-phase TiN films have been reported to have hardness values 
between 14.7 ± 4.9 GPa and 34.3 ± 4.9 GPa and non-stoichiometric films shows hardness 
values as low as 3.3 G.Pa [21]. TiN has fairly high bulk and Young modulus values of 288 
GPa and 350 GPa, respectively [23, 24]. HfN has a density of 11.7 g/cm3 and its melting 
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point is 3578 K. It has a Vickers hardness of 46 GPa [25]. Its bulk and Young moduli are 
313 and 295 GPa, respectively [26]. It is crucial to note that mechanical properties of the 
films may vary as their out-of-plane orientations are altered. 
TiN and HfN behave like metals unlike A1N, which is an insulator. Ti and Hf are 
transition metals and they have 3 valence electrons. However, the core electrons in 3d and 
4s states are not strongly bonded to the Ti and Hf atoms and they can be accelerated by 
an applied electric field. The structure and weakly bonded core electrons in Ti and Hf 
make TiN and HfN become conductive. The electrical resistivities ranging from 18 to 104 
/ufi-cm have been reported for single-phase TiN films [21]. HfN films prepared by reactive 
DC magnetron sputtering have resistivities as low as 20 yuJ7-cm [27]. 
Transition metal nitrides such as TiN and HfN are commonly used as hard, protective, 
corrosion and wear-resistant coatings due to their hardness, chemical, thermal and mechan-
ical stability [21]. They are also used as diffusion barrier layers in microelectronics industry 
because of their electrical conductivity [27]. Owing to their gold looking color they are 
used for decorative purposes as well [28]. Thin films of TiN and HfN usually grow with a 
<111> and <100> preferred orientations, respectively [21, 22]. <111> orientation is ther-
modynamically favored for monatomic fee structures so is <100> orientation for diatomic 
fee structures. When kinetic effects govern the film growth processes, the grains with the 
highest vertical growth rates will dominate film structure and fiber texture will be deter-
mined accordingly. It is possible to change the preferred orientation from <111> to <100> 
by changing the N2 partial pressure when TiN films are prepared by reactive magnetron 
sputtering [29, 30, 31]. This change in preferred orientation is explained by the strain and 
surface energy minimizations. Ma et al. [32] studied the effects of ion flux and ion energy 
on the TiN texture using ion beam assisted deposition (IBAD). They reported that fiber 
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textures could be controlled between <111> and <100> by adjusting the ion energy and 
ion flux. Biaxially layered TiN films can be grown by IBAD and off-normal angle sputter 
deposition [7, 8, 9, 10]. 
1.4 Motivation 
As the preferred orientations of a given material along in- and out-of-plane directions are 
modified, the physical properties such as piezoelectric response and elastic constants can 
be altered in appropriate directions. Therefore, microstructure evolution in thin films has 
been a longstanding research field with the goal of controlling the materials properties. Mi-
crostructure control may also lead to practical device applications. The ultimate film struc-
ture is determined by the kinetic and thermodynamic mechanisms. The kinetic mechanisms 
involve limited adatom mobilities, grain growth rates in lateral and vertical directions, shad-
owing effects, geometrical and directional effects. Thermodynamic mechanisms essentially 
rely on the energy of the adatoms; that is, if the adatoms have enough kinetic energy then 
they can overcome the energy barrier for surface diffusion to find their thermodynamically 
favored equilibrium energy sites. Therefore, any process delivering energy to the adatoms 
can contribute to the formation of thermodynamically favored orientations. In order to 
modify the structure of a growing film, one has to control the dynamics of the growth 
process by allowing one mechanism to dominate over the other. We hypothesize that the 
presence of residual gases such as water vapor and oxygen during sputtering deposition re-
duce adatom surface mobilities, which causes kinetic effects to govern the growth dynamics. 
We successfully test our hypothesis by experiments as well as a kinetic Monte Carlo simu-
lation modeling. In this research, we address the question of determining the mechanisms 
that control the texture evolution in A1N, TiN, and HfN films, and how one can modify 
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these materials structures by selecting among kinetic and thermodynamic mechanisms that 
we mentioned above. 
Engelmark et al. has shown that the growth of highly (0002) (c-axis) oriented A1N 
is nearly independent of substrate type as long as the substrate has a sufficiently high 
smoothness [33]. Rodriguez-Navarro et al. studied the effect of deposition angle on the 
microstructure of A1N thin films. They showed that A1N responds to the incident atoms 
by tilting its c-axis towards the deposition direction. They also reported that a secondary 
grain population grows perpendicular to the c-axis at deposition angles greater than 45°, 
showing a biaxial alignment [34]. They reported that at high sputtering pressures, gas phase 
scattering causes a spread in the incidence angle of the arriving particles and therefore the 
formation of A1N crystals twinning is favored. The twinning eventually promotes a change 
in the orientation [35]. Effects of deposition angle on grain tilt have been extensively 
studied before in conjunction with the tangent rule [36], which predicts columnar grain tilt 
from shadowing effects and can be derived from modeling of hard spheres landing on the 
substrate surface. Grain tilt, however, is not necessarily associated with a tilted crystalline 
orientation. The direction pointed by the out-of-plane alignment might be different from 
the columnar tilt, which usually points in the direction of the deposition source. 
Delias and Harper examined the mechanisms which might affect the crystallographic tilt 
of Al, Ag, Nb and A1N [4]. They proposed that low adatom mobility allows the fiber axis 
of a growing film to tilt in off-normal angle sputtering conditions. Fig. 1-4 shows response 
of fiber axis tilt to deposition angle and illustration of the tilted grains of A1N deposited at 
oblique angle. 
Lee et al. investigated the change of preferred orientation and microstructure in A1N 
films under different sputtering pressures [37]. They found that highly c-axis oriented films 
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b) 
Figure 1-4: a) response of fiber axis tilt to deposition angle, adapted from Ref. [4]. 
R-N refers to c-axis tilt d a t a from Rodriguez-Navarro et al. [34] and b) i l lustration 
of ti l ted grains of A1N deposited at 42° from subs t ra te normal . 
are deposited at low pressures and the films with mixed (1000) and (1120) planes are 
deposited at high pressures. Nevertheless, to our knowledge, it was not until we started our 
research on A1N that anybody had published a study on depositing A1N films at oblique 
angles and examining the microstructure response to the sputtering pressures. In order to 
extend the scope of our study we also studied TiN and HfN films using reactive sputtering 
deposition at off-normal angles. Note that A1N has non-centrosymmetric hexagonal wurtzite 
structure whereas TiN and HfN have centrosymmetric (fee) Bl-NaCl structure. Our study 
on TiN and HfN enabled us to explore thin film growth in highly symmetric (fee) B l -
NaCl crystalline structures. Researchers examined the preferred orientation changes and 
biaxial alignments in TiN films as they deposited these films at normal incidence with 
ion irradiations from off-normal directions [7, 8, 32]. Others studied the biaxial texture 
formation in TiN films by inclined substrate deposition technique [9, 10]. However, to our 
knowledge nobody had studied the microstructure evolution in TiN films by depositing them 
at off-normal angles with ion irradiations from off-normal directions. This fact motivated 
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some of the mechanisms of TiN texture formation, we also investigated HfN films due to 
the high mass ratio of Hf to Ti (3.7:1). We prepared HfN films under similar sputtering 
conditions to those of TiN films. Consequently, this led us to a successful comparative study 
presented in this dissertation. 
In this research, we present that the existence of biaxial texture in A1N, TiN, and 
HfN films is caused by kinetic effects such as limited adatom mobilities, geometrical and 
directional effects dominating over thermodynamic effects. To our knowledge, we are the 
first who have been able to obtain biaxially layered HfN films prepared by off-normal angle 
incidence reactive magnetron sputtering in (N2+02)/Ar gas mixtures. We also present that 
when thermodynamics rather than kinetics controls the texture formation, as in the case of 
HfN prepared under typical sputtering conditions and IBAD of TiN, films have strong fiber 
textures with thermodynamically favored orientations normal to the substrate. 
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CHAPTER 2 
THEORY and MODELING 
In the preceding chapter, we briefly touched upon the basics of film structure formation. 
In this chapter, we will discuss the underlying physics of thin film growth and subsequent 
texture formation in detail. Even though standard treatments of bulk materials are often 
valid for thin films, it should be noted that there may be distinctions between bulk materials 
and films. Whenever these distinctions appear they will be addressed accordingly. We will 
cover thermodynamics of materials and kinetic effects that govern the early stages of film 
growth as well as formation of an ultimate film structure. A model will be presented based 
on kinetic considerations to explain our experimental observations. The model is tested by 
means of Monte Carlo simulations, which will be discussed in the next chapter. 
2.1 Thermodynamics 
Thermodynamics determines whether reactions or processes are possible or not. For exam-
ple, under standard conditions, gold films do not oxidize whereas silicon films can easily 
oxidize due to thermodynamical reasons. Nevertheless, thermodynamics alone may not be 
enough in controlling the permissible reactions and processes due to kinetic limitations. 
When silica films are deposited at room temperature, the crystalline silica is favored ther-
modynamically. However, metastable amorphous silica glass is formed due to slow atomic 
motions in the viscous melt [1]. The second law of thermodynamics states that in a system, 
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a process is permissible only if it increases the total entropy of the universe. In this regard, 
the second law can equivalently be stated as that heat can not spontaneously flow from a 
system with lower temperature to another system with a higher temperature. A convenient 
way of identifying the occurrence possibility of a process is the Gibbs free-energy function, 
which is defined as the amount of work that can be extracted from a system at constant 
pressure and temperature. If the entropy times temperature of a system is subtracted from 
the enthalpy of the system then we are left with the free energy of the system. Algebraically, 
the Gibbs free-energy function is defined as 
G = H-TS (2.1) 
where H is the enthalpy, T is the absolute temperature, and S is the entropy of the sys-
tem. When a system goes through a chemical reaction or a physical process at constant 
temperature and pressure, the free-energy of the system changes according to 
AG = AH - TAS (2.2) 
where AH and AS are changes in enthalpy and entropy of the system, respectively. The 
second law implies that in order for spontaneous reactions or processes to take place, A G 
must be negative. This means that systems go through thermodynamical processes at 
constant pressures and temperatures in favor of lowering their free energies. This free-
energy reduction is the driving force for chemical reactions and physical processes. When 
further reduction of G is not possible, thermodynamical equilibrium is reached, i.e., A G = 0 . 
A G of a chemical reaction can be calculated by subtracting the total free-energies of 
the products from the total free-energies of the reactants. Quantification of A G gives the 
allowance to chemical reactions. The free energy of an individual specie in a chemical 
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reaction can be given as 
G = G° + RTlna (2.3) 
where R is the gas constant, G° is the free-energy of the specie under standard conditions, 
and a is the activity, which is the effective thermodynamic concentration associated with the 
free-energy change of the specie when it deviates from its standard value. For a crystalline 
solid the free-energy of the system is the periodic arrangement of atoms through bonding. 
The activity of solids are usually equal to 1 because the free-energy change of solids does 
not deviate significantly from their standard values. However, this is not true for gases and 
their activities are considered as being equal to their partial pressures in the systems [38]. 
Thermodynamic information on systems in chemical equilibria are stored in phase dia-
grams, which include the solid, liquid and gaseous states of pure elements and compounds 
as well as alloys as a function of composition, pressure and temperature. Phase diagrams 
provide solubility information as a function of temperature to a first approximation. They 
are based on the so-called Gibbs phase rule, which can be formulated as 
F = C + 2-ip (2.4) 
where F is the number of intensive variables such as pressure and temperature that can 
be independently altered without disturbing the phase equilibrium, C is the number of 
components, and tp is the number of phases. Noteworthy is that F is reduced by one when 
the diagrams are prepared at atmospheric pressure. 
There might be severe differences in the usage of phase diagrams for bulk materials 
and films. Thermodynamical equilibrium is achieved at elevated temperatures for most 
binary metal systems and especially in ceramic metal nitride materials. Thin film growth 
processes are carried out, for the most part, at low temperatures, where thermodynamical 
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equilibrium is difficult to attain. Therefore, the vast majority of thin film growth tech-
niques are non-equilibrium processes. Thin films are generally deposited by condensation 
at various working pressures, which makes it difficult to apply the phase diagrams to films. 
Nevertheless, atoms in low melting point materials have enough mobilities to nucleate ther-
modynamically and grow in stable phases in short time periods even at low temperatures. 
This is not generally true for materials with high melting points due to much lower atom 
mobilities in these materials. 
2 .1 .1 Surface E n e r g y 
As the adsorbants gather on a surface, they constitute thermodynamically unstable liquid or 
vapor phases. Meanwhile they build up solid-liquid or solid-vapor interfaces. It is reasonable 
to rationalize that atoms on the free surfaces are more energetic than the ones down in the 
bulk. This is because they have less number of bondings as compared to those atoms in the 
bulk layers. Surface energy results from the differences in the sum of all interatomic energies 
of the atoms at the surface and in the bulk layer beneath it. Surfaces are energetically less 
favorable than the bulk of the materials. Therefore, thermodynamics works to lower energies 
of the surface atoms with respect to bulk atoms. It does so by either rearranging and 
rebonding among atoms in favor of reducing the number of dangling bonds and necessary 
cuts at the surface or reducing the surface area. For instance, when thin films of metals 
with fee structures are grown, they usually end up having <111> preferred orientations 
because (111) planes have the minimum surface energy relative to other planes, i.e., (100), 
(110) etc. and therefore they are thermodynamically favored. Surface energy is denoted by 
7 with a unit of J /m 2 . Another thermodynamic variable is the surface tension, which is 
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given as 
dW = odA (2.5) 
where a is the surface tension and dW is the reversible work on the material to increase its 
surface by an area of dA. Note that surface tension and surface energy have the same unit 
and they have the same magnitudes for liquids but they differ for solids. Metals have the 
highest surface energies among oxides, sulfides, organic materials and alkali halides. For 
instance, Ti, Al, and Hf, in their liquid forms, have surface energies of about 0.47, 0.92, and 
1.62 J /m 2 , respectively [39]. 
2 .1 .2 Cap i l l ary T h e o r y of N u c l e a t i o n 
Homogenous nucleation occurs when there are no preferential nucleation sites for evaporants 
to nucleate. Formation of ice crystals in water is an example for homogenous nucleation. 
When a spherical solid phase with a radius of R is formed by the supersaturated vapor, 
chemical free-energy of the system must be reduced by (4/37rR3)AGy due to gas to solid 
transformation and it must be increased by 47rR27 due to the formation of a new surface. 
If we add these two terms we get the total free-energy change for nucleus formation in the 
system [38], 
A G = ^nR3AGv + ATTR21SV (2.6) 
where A G v is the chemical free-energy change per unit volume and jsv is the solid-vapor 
interface energy. Knowing that all effort is to minimize AG, we can evaluate the equilibrium 
size of R (R=R*) by solving the equation d ( A G ) / d R = 0 for R. The equation yields 
R(RAGV + 21SV) = 0, (2.7) 
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We can insert R* in Eq. (2.6) to find the equilibrium value of A G (AG=AG*) , which 
stands as the nucleation barrier 
A G
 - 3(AG^F ( 2 J ) 
It is evident that if solid spheres with radii smaller than R* are formed they will be unstable 
and shrink. Solid spheres with radii higher than R* will even grow larger attempting to 
reduce the system's energy. 
Dislocations, vacancies, kinks, faults, etc. serve as nucleation sites on the substrate 
surfaces for heterogenous nucleation. The Capillary model describes qualitatively the het-
erogenous nucleation of a condensed film on a substrate surface without detailed atomistic 
assumptions. However, the model is useful to establish necessary connections among impor-
tant parameters such as substrate temperature, critical nucleus size, and deposition rate. 
Assume that a liquid droplet with a radius of R is built on the surface by landing evapo-
rants. When the nuclei formed, new surfaces are created at liquid-vapor and solid-liquid 
interfaces, which increases the surface energies. However, as the nuclei grow, solid-vapor 
interfaces might disappear, which causes a reduction in overall system energy. Therefore, 
the free-energy change of the droplet can be written as [1, 39] 
cos 6+cos 0] A G y + 2TTR2 [1 - cos 6] aLV + (TTR2 sin2 6)aSL ~ {^R2 sin2 6)aSV 
(2.10) 
where A G y is the chemical-free energy change per unit volume, <TJ are the interfacial and 
surface tensions. T h e coefficients stem, from t h e curved surface a rea of t h e cap (2"7rR, [1-
cos#]), the projected circular area on the substrate surface (7rR2sin20), and the volume of the 
droplet ((7r/3)R3[2-3cos0+cos30]). Fig. 2-1 illustrates the spherical cap droplet formation 
on a substrate. Critical nucleus size can be found as we have found for homogeneous nucleus. 
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Deposition 
Figure 2-1: Condensat ion and nucleation according to the Capillary Model, after Ref. 
[!]• 
Solving d ( A G ) / d R = 0 for R=R* yields 
R* = —2(27r[l — cos 6](TLV + n sin
2
 OGSL — K sin2 6a$v) 
7r[2-3cos6» + cos36»]AGy ' (2.11) 
Nucleation barrier A G = AG* can be calculated by substituting R* into Eq. 2.10 as 
4(27r[l - cos 6](7LV + 71" sin2 dasL ~ n sin2 6asv)3 
AG* = 
3TT2[2 - 3cos 6 + cos3 0})2{AGv)2 
(2.12) 
It should be borne in mind that if there were a lattice mismatch between the nucleus and 
the substrate then we would have to include the term ((7r/3)R3[2-3cos#+cos30])A G$tr in 
calculation of AG, where A G ^ is the strain free-energy change per unit volume. AGs t r 
can be either positive or negative depending on how the stress is built in. 
Density of stable nuclei can be found according to statistical mechanics rules. The 
fraction of total sites that will accompany each nucleus as a function of temperature can be 
predicted as 
f = exp[-AG*/kBT}. (2.13) 
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If we multiply the fraction by the total nucleation site density (ns) then we get the density 
of stable nuclei (N*), which will presumably survive in time 
N* = nsexp[-AG*/kBT}. (2.14) 
(N*) is an important variable, which will help us formulate the nucleation rate in kinetic 
considerations. 
As discussed in Ref. [1], the sum of the horizontal components of surface tensions 
generates Young's equations; 
(JSL + CFLV cosd = aSv- (2-15) 
Now we can better understand the origin of the growth modes mentioned in the first chapter. 
Young's equation gives us the relationship among the surface tensions and the angle 8; 
cos# = . (2-16) 
Evidently, 9 must be greater than 0 for island growth (Volmer-Weber). In this case, the 
necessary condition is 
(asv ~ <?SL) .. (2.17) 
<?LV 
A comparison between surface tensions of the growing film and the substrate can be made 
with respect to the vapor phase. If the surface tension of the film exceeds that of the 
substrate then the island growth mode is favored. Island growth mode is used to describe 
how thin film growth methods such as sputtering result in formation of many grains with 
random in-plane alignments. 
If 0 goes to zero (#~0) then the liquid wets the surface and we have layer by layer growth 
(Van Der Merwe). In other words, if the surface energy of the liquid is smaller than that of 
the substrate then wetting occurs. Therefore, the necessary condition is 
crsv > crsL + &LV- (2.18) 
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Note that in this growth mode the interface between the substrate and the films is lost, 
i.e., <7SL=0. In slow processes such as Molecular Beam Epitaxy (MBE) the layer by layer 
growth is responsible for the uniformity of the structures. 
As for Stranski-Krastanov mode, the necessary condition has to be 
<?sv > VSL + VLV- (2.19) 
As the film grows several monolayers, island formation is initiated. One of the possible 
explanations for subsequent island formation is that as the film thickens strain energy 
might be stored in the film due to lattice mismatch and when the energy is released on top 
layer of the growing film the island formation may begin. 
The transition from vapor to solid (v—>s) is held for condensation process. Chemical 
free-energy change of the trasnsition can be derived using Eq. (2.3); 
A G = RTlnas - RTlnav. (2.20) 
Remember that the activity does not vary significantly for solids and it is equal to the 
partial pressure of the evaporants. Therefore, we can use the vapor pressure above the solid 
(Ps) and the pressure of the supersaturated vapor (Py) for &s and ay, respectively. Then, 
Eq. 2.20 becomes, 
A G = RTlnPs - RTlnPy. (2.21) 
Rearrangement of variables yields, 
AGy = Z ^ / n A , (2.22) 
where A G y is the chemical free-energy change per unit volume and fl is the atomic volume. 
Now we can argue that the deposition rate for the film (d) is proportional to (Py) and 
similarly, (Ps) i s proportional to the equilibrium evaporation rate from the nucleus (de) at 
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substrate temperature. The chemical free-energy change per unit volume for condensation 
process during film growth can be obtained by making an analogy to Eq. 2.22 as, 
AGy = Z^Lln{i), (2.23) 
The information on substrate temperature, deposition rate and critical nucleus size can 
readily be acquired by substituting Eq. 2.23 into Eq. 2.11 and taking the partial derivative 
of R* with respect to T at constant d [40], 
,dR\ 2 r n M n. . 2 nUAGv{daLV/dT) - aLV{dAGv/dT). / o . 
i w ) d = - - [Ml - cos.) + Wfl][ ^ ^ i ^ ^ a j 1 (2-24) 
In the derivation, it is assumed that the substrate is inert and 
AGdes « aLV - aSL « 0. (2.25) 
Typical values of aLV « U / m 2 , dAGv/dT « ASVap = 8 x 106 J/m3K, and daLV/dT 
—0.05mJ/m2K for metals generate the condition [40], 
,dR* 
dT Id 
> 0. (2.26) 
This means that as the substrate temperature is increased at constant deposition rate the 
size of the critical nucleus increases as well. Hence, an island structure is predicted to have 
higher average surface coverage at high substrate temperatures than at low temperatures. 
Following the same procedure that we used to derive (^f-)^, we can derive (
 dT )^ as 
(2.27) 
by again neglecting AGdes. Typical values for metals again yield 
,dAG\ 
(-gjr-)i > 0. (2-28) 
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This indicates that as the temperature increases the magnitude of energy barrier for nu-
cleation increases too. Since nucleation frequency is an exponential function of -AG*, as 
AG* increases the rate at which stable nuclei is created decreases rapidly. In other words, 
at higher substrate temperatures it will take longer until a continuous film is grown. 
The dependence of critical nucleus size on deposition rate can be found as follows [1, 40]; 
OR* , dR* dAGy -R* -kBT {
^I)T ~ ( a A G ^ ) ( ^ " ) " ( A ^ ) ( ^ } - (2'29) 
Likewise, one can find the dependence of nucleation energy barrier on deposition rate as 
3AG* dAG* dAGv -2AG* -kBT 
(
^J- ) T = (aAG^)(-^-) = {-KGV){^r]- (2'30) 
Since Eq. 2.23 imposes that A G y decreases with decreasing deposition rate and surface 
and interfacial energies are independent of the rate, we have 
( - T r ) r < 0, (2.31) 
od 
,dAG\ ( - r H r < 0, (2.32) 
od 
It is apparent from these inequalities that increasing the deposition rate produces smaller 
islands and decreases AG*. As AG* is decreased, the fraction of total nucleation site 
increases, which suggests a higher nucleation rate. In this case, continuous films are formed 
at lower average film thicknesses. Prom above considerations, it can be concluded that 
high substrate temperatures and low deposition rates are required for epitaxial growth. 




When systems are not in thermodynamic equilibria, driving forces may arise due to concen-
tration gradients, stress fields, electric fields, interfacial energy gradients, chemical potential 
gradients, etc., which push the systems towards equilibria. In this case, these forces and 
resultant atomic motions might stabilize the system in an otherwise unstable phase in a 
time-dependent manner through such processes as phase transformations, recrystallization, 
compound growth and degradation. Atomic movements are associated with diffusion in 
bulk materials as well as on thin film surfaces, which describes the mechanism and time-
dependence of the process. 
2.2.1 Bulk Diffusion 
It is impossible to have pure crystalline structures at finite temperatures due to entropy 
effects. Therefore, all solids contains defects such as vacancies and interstitials. Diffusion 
can happen in solids by replacing of an atom by neighboring defects. The replacement is 
done in random walk (Brownian motion) fashion. The diffusion jump distance for vacancies 
in solids is constant unlike mean free path between collisions in molecular diffusion of gas 
molecules. 
Consider an atom moving along one-dimensional lattice. Assume that when there is a 
vacancy, the atom and vacancy exchange positions. The atom needs to overcome the po-
tential barrier (AG,/) to exchange position, i.e., it has to do work. The exchange frequency 
is defined as t h e p r o d u c t of an a t t e m p t frequency a n d t h e probabi l i ty of occurrence, 
u = u0exp[ k T ], (2.33) 
where VQ is the vibrational frequency of the solid. Since probabilities of going back and 
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Figure 2-2: Potential energy diagram for an atom moving along one-dimensional 
lattice sites a) without and b) with a driving force, after Ref. [39]. 
forth are equal (y+ = V- = v), there is no net flux of diffusion over long period of time in 
equilibrium unless there is a driving force (F) [39]. Fig. 2-2 shows potential energy diagrams 
for an atom moving along one-dimensional lattice sites with and without a driving force. 
If the force moves the atom by a distance of A the jump frequencies in the forward and 
backward directions are 
u
+
 — vexp[ 
v = vexp[ 
+XF 
2kBTl 
— ] 2kBTl 
(2.34) 
(2.35) 
If the atom moves a distance of A/2 it makes it to the next lattice site, therefore, 1/2 
appears in the argument of the exponential. The net frequency (z^n)is then given as 




In linear diffusion conditions
 2k T ^S r n u c n s m a h e r than 1, which does not hold for non-linear 
diffusion. For linear diffusion, sinh
 2fcFr ~ 2 ^ F r , then one has [39] 
vXF 
vn = v+ - v 
kBT' 
(2.37) 
We can now move on to macroscopic mass transport from our microscopic atomic motions 
by defining a velocity (v), which is frequency times jump distance, and a flux (J), which is 
24 
velocity times local concentration (C). We have 
v\2F 
v = \un = -j-^, (2.38) 
Fick's first law defines the relationship between the concentration gradient and the mass 
transport due to diffusion at steady state in its most general form as, 
1 = -DV~C (2.40) 
where D is the diffusion constant and negative sign stems from the opposite directions of 
flux and concentration gradient vectors. The units of C and D are atoms/cm3 and cm 2 / s , 
respectively. However, mass transport within the environment creates time-dependent con-
centrations, i.e., a non-steady state, where flux changes as a function of position. A conti-







 = V 2 C , (2.41) 
which is Fick's second law of diffusion. This equation can be solved by using the initial and 
boundary conditions imposed by the problem under consideration. Solutions with different 
boundary conditions always make the point x2, where the initial concentration C(0,t) drops 
down to C(0,t)/e, proportional to diffusivity (D) as x2 ~ Dt. 
The probability of finding a vacancy somewhere in the solid is 
T = -*=W^ <3-42> 
where ny is the number of vacancies per cm3, n is the number of atoms per cm3, and AGyac 
is the formation energy of the vacancy. We should multiply Eq. 2.42 by total number of 
nearest neighbors (nc), which represents the available sites next to an atom. We can now 
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derive the simplest diffusion coefficient (D) for an ideal solution, in which the internal energy 
is independent of the composition. The chemical function of an ideal solution is 
li = kTlnC. (2.43) 
The driving force due to chemical function gradient is given in one dimension as 
~dC~dx~~~~C~ dx' 
(2.44) 





where vX2 is the diffusion coefficient when the probability of finding a vacancy around the 
moving atoms is 1. However in general, we should multiply uX2 by ^ and a correlation 
factor (f), which is the tendency of jumping back to previous position following an exchange. 
The higher the correlation factor is, the better the atoms keep jumping randomly. The 
energy barrier for jump AGj should be added to A G y o c to find the diffusion coefficient. 
The diffusion coefficient then becomes 
D = fncXzu0exp{ — J> ( 2 - 4 6 ) 
where we used Eq. 2.33 for v. One can find the most general form of the diffusion coefficient 
using Eq. 2.2 for AGyac and AGj as 
where Do is the diffusion constant and AH may be defined as the activation energy for 
diffusion. Table 2.1 gives the lattice self diffusion parameters for Al, Hf, and Ti. Most 
metals and semiconductors are quite stable near room temperature because they have self 
diffusivities smaller than 10~22cm2/s except for low melting point metals such as Bi, Sn, 
a n d P b [39]. 
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Table 2.1: Lattice Self Diffusion in Al, Hf, and Ti, after Ref. [39]. 
Element D0(cm?/s) AH(eV) AHVac(eV) AHj(eV) AS/kB 
fee Al 0.047 1.28 0.67 0.62 2.2 
hrr, rv-Hf 0-86(\\c-axis) 3.84(\\c-axis) 
n c p uc m 0.28(.Lc-axis) 3.62(±c-axis) 
hep a-Ti 0.000066 1.75 
2.2.2 Surface Diffusion 
Surface diffusion is responsible for migration of atoms across surfaces. It is important for 
thin film growth as well as grain-boundary diffusion, where atoms tend to diffuse on grain 
boundaries rather than in the bulk. Surface diffusion does not require vacancy formation 
as in the case of bulk diffusion. 
Adatoms feel the binding sites or potential wells of the substrate as soon as they land on 
the surface. There are finite probabilities of an atom hopping from well to well or escaping 
from the well to ambient (desorption). The frequency of desorption can be formulated as 
Vdes = vsexp\ r - ^ \ , (2.48) 
kBT 
where vg {vs — 101 3s_ 1) is the surface vibration frequency of the surface atoms and AG^ e s 
is the free-energy change associated with desorbing an atom. Then, the residence time TQ 
of an adatom on the surface is [39, 41] 
ro = — = ±-exp[^}. (2.49) 
Surface diffusion frequency from one site to another during this residence time is given as 
mj = vsexp[—^-^\, (2.50) 
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where AGs is the energy barrier for the movement to a nearby available site. The surface 
diffusivity can be characterized as 
DS = X2usexp[-^], (2.51) 
kBT 
where A is the jump distance between two nearby lattice sites. We formulate a surface 
diffusion length £ for an adatom by using the relationship x2 ~ Dt, which always holds for 
solutions of the continuity equations. If we use the residence time for time (t) then we have 
£ ~ V ^ = \exp[AGd--TAGs]. (2.52) 
2.2.3 Microscopic View of Adsorption 
The very first stage of the thin film growth processes is the adsorption of the particles on 
the substrate surfaces. If the adatoms are coupled to the substrate surface through weak 
van der Waals forces they are physisorbed on the surface. If the adatoms are attached to 
the surface through chemical bondings then they are chemisorbed. Adsorption energies for 
physisorption and chemisorption are denoted as Ep and E c respectively. Typically E c is 
greater than Ep by up to three orders of magnitude [42]. Fig. 2-3 illustrates the interaction 
potential between the adsorbed particles and the substrate surface as a function of the 
distance from the surface. It can be seen from the figure that physisorbed particles can 
reach the equilibrium further away from the surface as compared to chemisorbed particles. 
The transition from the physisorbed to chemisorbed states is governed by the energy barrier 
EA when both chemisorption and physisorption processes take place. As previously stated, 
the particles can be desorbed as well. It is then necessary to sum over all desorption and 
adsorption states for the composite energies of desorption (E<fes) and adsorption (EQ<fe), 





Distance from the surface 
Figure 2-3: The interaction potent ial between adsorbed particles as a function of 
distance from the subst ra te surface, adapted from Ref. [42]. 
Now let us consider a condensation process, where vapor atoms are at a partial pressure 
of P. The kinetic theory of gases yields the rate of evaporation from both solid and liquid 
surfaces as 
$ y = 
avNA(Pv - PH) (2.53) 
y/2nMRT 
where <&y is the vapor flux per unit time, Py is the evaporant pressure, PH is the hydrostatic 
pressure acting on the evaporant, NA is Avogadro's number, R is the gas constant, M is 
the atomic or molecular mass, T is the absolute temperature, and ay is the evaporation 
coefficient, which can take values between 0 and 1 [40]. When the evaporation rate is 
maximum and the hydrostatic pressure acting on the evaporant is zero, we have 
3.513 X 1022 
$max - ( M T ) l / 2 
2 .2 .4 N u c l e a t i o n a n d G r o w t h 
-Pymolecules/cm s. (2.54) 
We have studied the thermodynamics of forming a single stable nucleus. Now we can 
characterize the nucleation rate in terms of deposition parameters and materials properties 
contained by implementing atomic surface diffusion effects and the concept of desorption. 
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The nucleation rate can be defined as [40] 
N = N*A*$*, (2.55) 
where N* is the density of stable nuclei (cm~3), $* is the atom impingement rate (cm~2s~1), 
and A* (cm2)is the critical area of the nuclei. The surface density of adatoms (HA) as the 
product of the residence time (TO, Eq. 2.49) and the vapor flux {<j>v, Eq. 2.53) assuming 
ay « 1 and PJJ = 0, 
TQPVNA 
UA = , (2.56) 
V2TTMRT 
The critical area shown in Fig. 2-1 is a circumferential ribbon with a thickness of ao. Then, 
the critical area is 
A* = 2nR*aosme. (2.57) 
In order to find the impingement rate of the evaporants, we need to multiply the product 
UAA* by the surface diffusion frequency (fdif Eq. 2.50). One has 
r = v * n feB_rJ, (2.58) 
V2nMRT 
The nucleation rate is found by substituting N* (Eq. 2.14), A* (Eq. 2.57), r0 (Eq. 2.49) 
and $* (Eq. 2.58) into Eq. 2.55 as 
• 2nR*a0 sin 0nsPyNA ,AGdes - AGs - AG% 
N = exp\ T-— . (2.59) 
V2TTMRT kBT 
As implied by the equation, nucleation rate is an exponential function of - A G * . Lowering 
the energy barrier promotes the formation of small nuclei at higher rates, which triggers the 
production of fine-grained or even amorphous structures. Alternatively, at lower nucleation 
rates coarse-grained structures are formed. 
As nuclei grow, they form clusters (islands). Clusters grow through ripening process 
that involves mass transport from smaller clusters to larger clusters through atomic surface 
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diffusion. The vapor pressure onto a small cluster is higher than that onto a larger cluster. 
The vapor pressure differences due to concentration gradients above clusters give rise to a 
driving force for ripening. For an isothermal process (dT=0), the Gibbs free energy of an 
ideal evaporant (Ptt — ksT) is given by [39] 
dGE = QdP = kBTdP/P. (2.60) 
Integration yields 
GE
 In^-, (2.61) 
kBT P 0 ' 
where PQ is the integration constant and can be thought as the equilibrium pressure if there 
were no cluster on planar substrate surface. If the pressure difference on a spherical surface 
is A P then using Eq. 2.5, dV — A-KR2 and dA = 8TTR for the sphere, we get 
A P = 2a/R, (2.62) 
where a is the surface tension, R is the radius of the sphere and O is the atomic volume. 
On a curved surface AGE = f2AP, then Eq. 2.61 becomes 
which can be rearranged as 
Trexv[-Rw]- (2-64) 
Eq. 2.64 provides us information on a nucleus of radius R in thermodynamic equilibrium 
with an adatom concentration of no as 
NR 2of2 
= exp[———\. 2.65 
no RKBI 
Steady-state solution of the continuity equation (Eq. 2.41) in spherical coordinates with 




eXp[kBTln{L)]' ( 2 ' 6 6 ) 
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Table 2.2: Time Scaling for Different Transpor t Mechanisms, after Ref. [39]. 
Cluster Transpor t Mechanism Time Scaling 
3 Dimensional Diffusion r oc i 1 / 4 
3 Dimensional Barrier Passing r oc i 1 / 3 
2 Dimensional Diffusion r oc t1^3 
2 Dimensional Barrier Passing r oc t1^2 
where L is a multiplier of the cluster radius R and defines the distance where the vapor 
pressure drops down to Po- Even though the clusters grow in time, steady-state solution 
holds since the rates are sufficiently slow. Eq. 2.66 shows how the nucleus of smaller concen-
tration shrinks in time through surface diffusion. The adatoms migrate to a larger cluster at 
a rate of t 1 / 4 . In this case, the process is diffusion limited. Alternatively, some atoms might 
leave the larger cluster passing an energy barrier, which limits the process. The growth rate 
depends on the limiting mechanism. Furthermore, different geometries generate different 
time rates. As for all processes, large clusters will grow at expanse of smaller ones. Ta-
ble 2.2 gives time scalings for different transport mechanisms in corresponding dimensions. 
Clusters might combine into a larger cluster, which is called coalescence. Total surface 
area and thus less total surface energy is generated when clusters come together. Sintering 
is a coalescence process for adjacent islands. Following the neck formation between islands, 
atoms are transported to these regions due to the concentration gradient between convex 
and concave island surfaces. The coalescence kinetics is governed by [1] 
vn 
Rm = - ^ - , (2.67) 





Figure 2-4: Coalescence mechanisms due to a) ripening b) sintering and c) cluster 
migration. 
the limiting processes, t is the time, n, and m are constants. For bulk diffusion n=5, m=2. 
while n=7, m = 3 for surface diffusion [1]. Cluster migration is another process, which can 
bring clusters together. The surface migration of a cap shaped island with a radius of r 
takes place through a diffusion process (D(r)). D(r) is given by 
B{T) EC 
D(r) = — — exp[ kBT' 
(2.68) 
where B(T) is a temperature dependent constant, s is a number ranging from 1 to 3 and Ec 
is the energy related to surface self diffusion. Fig. 2-4 shows the coalescence mechanisms. 
Atomistic theories of nucleation and growth give similar results for nucleation and growth 
rates. They describe how individual atoms act during the early stages of nucleation. In 
these approaches, clusters are treated as macromolecules containing atoms. Dissociation 
energy of E<ns is defined, which is the energy required to break the clusters into individual 
adatoms. These models may explain Stranski-Krastanov mode, which is hard to be studied 
otherwise. Since the discussions given so far are adequate to study our sputtering growth 
environment, we will not go into too much detail in atomistic considerations. 
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2.2.5 Statistics of Surface Coverage and Surface Roughening 
The time rate of surface coverage (9) on the substrate may be given by the differential 
equation [41] 
6 = kadsP{l - 9) - kdes6 (2.69) 
where 9 is the time derivative of the surface coverage, P is the partial pressure of the 
adatoms, kads is the adsorption constant, and kdes is the desorption constant. 6 takes 
values between 0 and 1 corresponding to no deposit and monolayer formation, respectively. 
kads and kdes vary as E ^ / k ^ T and E ^ / k ^ T , respectively. This is a first order, first degree 
and linear differential equation. The solution for 0 has the form of 
(kadsP)exp[(kadsP + kdes)t] + C 
{kadsP + kdes)exp[(kadsP + kdes)t] 
where C is the integration constant. If C is chosen as -kadsP and kads/kdes is defined as K 
then the solution can be rearranged as 
KP 
0 = (1 - exp[-kdes{\ + KP)t\) 1 + Rp- (2.71) 
Note that the steady state coverage is 
KP 
1 + KP 
(2.72) 
and when KP^>1 the surface coverage reaches unity. 
Values of 6 influence the morphology of the growing deposit. As adatoms bond to the 
substrate and each other, they lower their internal energies. They also increase the entropy 
when they attach to the nucleation sites randomly on the substrate surface. In equilibrium, 
the free-energy of the adatoms is given by [1] 
G = n5[40u;(l -0)- kBTln(0e(l - 0 ) ( 1 - 0 ) ) ] , (2.73) 
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where ns is the total nucleation site density and u is the individual bond energy. When ther-
modynamical equilibrium is attained free-energy per adatom is minimized (d (G/ns ) /d#=0) . 
Then, we have 
4w(l - 29) + kBTln{-^~) = 0. (2.74) 
1 — u 
Plots of keT/Au against 6 are useful for identifying the roughening effects. Flat surfaces 
appear at low temperatures and for moderate surface coverage values (6 ~ 0.5). However, 
at high temperatures surface roughening is pronounced due to entropy effects. 
2.3 Thin Film Morphology 
We have seen that adatoms diffuse over the surface until they are trapped at low-energy 
lattice sites or they are desorbed. Bulk diffusion then occurs to help atoms reach their 
equilibrium sites within the lattice. Desorption, surface and bulk diffusions are characterized 
by the sublimation activation energy and melting point (TM) of the growing material, 
respectively. The roughness of the growing film may introduce a geometric constraint, which 
results in shaded regions on the film surface. This process is called shadowing and it can 
be increased during off-normal angle deposition. Shadowing, desorption, surface and bulk 
diffusion mechanisms might work in favor of one another as well as they can work against 
each other. Film morphologies are essentially determined by the dominant mechanisms as 
a function of substrate temperature (Tg). 
2 .3 .1 S t r u c t u r e Z o n e M o d e l s 
Fortunately, morphologies of metals, semiconductors and ceramics have similar features, 
which helped researchers develop structure models in a general fashion. Different structure 
zone models (SZM) have been proposed for evaporated and sputtered films by various 
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Figure 2-5: The Thorn ton Structure Zone Model for sput tered coatings, adapted from 
Ref. [43]. 
techniques. We will only focus on the model proposed for sputtered films. Thornton [43] 
introduced a zone scheme consisting of four zones (I, T, 2, and 3) for magnetron sputtered 
films of Ti, Cr, Fe, Cu, Mo, and Al with thicknesses ranging between 20 and 250 /xm. 
The effects of physical processes with respect to sputtering gas pressure and substrate 
temperature on film structure are illustrated compactly. The structures were classified as 
being in one of four zones based on the TS/TM ratio. Fig. 2-5 illustrates the Thornton 
SZM. Zone 1 structures exhibit columns separated by voided boundaries, which appear in 
both amorphous and crystalline deposits. Columnar structures are caused by the shadowing 
effects and very limited adatom surface mobilities. In the zone 2, surface diffusion is the 
dominant mechanism. Diffusion processes within the lattice and on the grain boundaries 
at high substrate temperatures result in recrystallized grains in the zone 3. Zone T can 
be treated as the transition zone between zones 1 and 2 and it contains a region of poorly 
defined fibrous grains with higher density than zone 1. Unlike metals, ceramic materials 
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generally have low hardness at low TS/TM values and they become harder in zones 2 and 
3 [1]. Messier et al. [44] proposed a structure zone diagram for radio frequency (RF) 
sputtered films. In their zone model pressure is replaced by the floating potential at the 
substrate surface. Increasing the floating potential increases the ion bombardment on the 
surface as well. Typical ion energies in sputtering environments range between 1 and 10 eV. 
Moreover, during ion beam assisted deposition (IBAD) typical ion energies range between 
50 eV and a few keV, which might modify the microstructure of a growing film through 
channeling and preferential damaging of differently oriented grains mechanisms as discussed 
in the preceding chapter [6, 11]. Zone T is widened relative to zone 1 since ion bombardment 
increases adatom mobilities and hence has the same effect as increasing the temperature. 
2.3.2 Columnar Growth and Tangent Rule 
The columnar grains, in their widest range, might have average radius of 1 to 3 nm at 
the substrate interface, on the film surface the average radius may reach up to several 
micrometers [45]. Columnar tilt results from a competitive growth process. Shadowing 
leads to survival of the tallest features on the surface because shaded regions stop receiving 
deposition flux. Meanwhile, the surviving columns grow laterally to maintain the constant 
planar density. Ballistic studies of structure formation by means of hard-sphere atomic 
modeling led researchers to a so-called tangent rule, which gives the relationship between 
the column tilt and deposition direction. Tangent rule has been empirically found as 
tan{a) = 2tan(/3), (2.75) 
where a is the deposition angle and (3 is the columnar tilt angle. However, as we mentioned 
earlier, the crystallite orientation within the columns may not align with the column tilt. 
Fig. 2-6 illustrates the tangent rule and grain tilt vs. crystalline axis tilt denoted by 
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Figure 2-6: a) Tangent rule and b) grain ti l t vs. crystalline axis tilt , adapted from 
Ref. [45]. 
the dashed lines. Moreover, the equation needs to be modified when the incidence angle 
becomes increasingly oblique (a ~ 90°) [45]. 
2 . 3 . 3 G r a i n G r o w t h a n d T e x t u r e F o r m a t i o n 
Following condensation, nucleation and coalescence, grains are formed on the substrate 
surface, which can grow both vertically and laterally. Grains usually grow vertically by fol-
lowing the underlying layers epitaxially. Fig. 2-7 shows an overview of structure formation 











Ag, Al, Au, Cu. 
d) 
Figure 2-7: An overview of film formation: a) Nucleation and growth b) Coalescence 
and thickening c) Type 1 s t ructure and d) Type 2 s t ructure , adapted from Ref. [46]. 
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deposition of high melting point materials such as refractory metals, nucleation, growth and 
coalescence processes are maintained only on the substrate surface and columnar structures 
appear as the film thickens (Fig. 2-7 (c)). If the grain boundaries are mobile enough, as 
in the case of deposition of low melting substances such as metals, the grain structure is 
formed during the coalescence and maintained during thickening (Fig. 2-7 (d)). 
Grain growth can take place through grain boundary motion by shrinking and eliminat-
ing smaller grains. The driving force for the grain growth is the surface energy reduction 
on the grain boundaries by decreasing the area [46]. Grain boundary (GB) segments have 
radius of curvature R as shown in Fig. 2-8 (a). The rate at which the radii change gives 
Figure 2-8: a) Random Orientat ion and b) Preferred Orientat ion, adapted from Ref. 
[46]. 
the grain boundary velocity. The boundaries move to lower the GB surface energy (JGB)-
As we discussed earlier, on a curved surface A G is proportional to A P ( A P oc a/R Eq. 
2.62). If the grain growth is favored only by grain boundary energy reduction, then 
dR iwycB 
dt R mjcBK, 
(2.76) 
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where R is the average in-plane grain radius, m is the average GB mobility, JOB is the 
average GB energy, and K is the average GB curvature. Direct integration yields 
R2 - R02 ~ kt2, (2.77) 
where i?o is the initial grain radius and k is a thermally activated constant that absorbs JGB-
This result is expected for bulk solids, which contains only 7 G B - In this case, grain growth 
is normal, which indicates that the grain size distribution function is time-independent 
and grain growth is curvature driven. Thin films need to be treated differently due to 
the interfacial energies (see Fig. 2-8). Interfacial and surface energies contribute to the 
boundary motion as follows [47, 48]; 
dR _
 M{TsL^JSL_ ILV-ILV , 1 1 . , , , 
-dT-M[ d + d + 7 G f l ( l -5 ) ] ' (2-78) 
where d is the film thickness and M is the mobility that involves the atomic kinetic effects 
in GB migration. Note that the surface free energy deviations from the averages in the film 
provide the driving force for the grain growth [48]. Since velocity of particles is defined as 
velocity per unit force, Eq. 2.38 can be written as (in Nernst-Einstein form) 
u\2F DF . . 
v = \Vn = = , (2.79) 
kBT kBT' y ' 
where D is the diffusion coefficient. On this basis, it can be assumed that 
M
 = ^T> (2-8°) 
where R is the gas constant. 
It can be proposed that JSL and JLV depend on crystallographic orientations of in-
dividual grains [49]. Strain energy associated with lattice mismatch as well as thermal 
expansion coefficient differences between the film and substrate is also included in grain 
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growth analyses. Thin films do not always go through normal grain growth instead they 
can exhibit abnormal or secondary grain growth. Secondary grain growth is a process, in 
which grains with lower surface energy overgrow those grains with higher surface energy 
[47]. In abnormal growth, some grains grow at higher rates than the rest of the grains. 
Harper et al. [49] reported abnormal grain growth in 1 fim thick electroplated Cu films. 
Grains with initial radii of 0.05 to 0.1 \im grew to several microns in 9 hours at room 
temperature. This self-annealing process lowered the electrical resistivity and compressive 
stress in the films. They argued that a reduction in the grain boundary energy coupled 
with elimination of pinning sites at the boundaries caused the observed abnormal growth. 
At high substrate temperatures, the grain growth is dominated by the interface and surface 
energy minimization due to low-strain nature of the process. Grain growth in thin films 
usually stops when the average grain radius reaches to 2-3 times of the film thickness. The 
origin of film texture (i.e., grains with preferred orientations on the film surface) during 
deposition or post-deposition annealing process is then the result of overall film energy 
minimization through either shrinkage or expansion of selected grains (see Fig. 2-8 (b)). 
When a grain with initial radius R{ grows to a final radius Rf, the energy released by 
the growth is given as [49] 
E = 3lGB(^-j-). (2.81) 
Starting with Ri = 0.1/xm and ending at Rf = 1/xm for cubic Cu grains, the energy released 
for JGB = 0.5J /m 2 is 15 MJ/m3 or 1.1 meV/atom [50]. There can be other types of energy 
releases to control microstructure of a growing film. The material properties and deposition 
conditions determine how the microstructure evolves in time. Fig. 2-9 summarizes the 
mechanisms of energy release that can potentially change the microstructure. Fig. 2-9 can 
be used as follows; energy release mechanisms higher in the order may drive mechanisms 
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Figure 2-9: Sources of energy available to control microstructure of a growing film, 
adapted from Ref. [50]. 
lower in the order. For instance, the available thermal energy for adatoms , which is kgT 
(25 meV at 293 K) might trigger grain growth. 
2.4 Modeling 
In normal incidence deposition, the grains with higher adatom mobilities grow faster later-
ally and dominate the surface area [51, 52, 53]. During off-normal deposition, shadowing 
and surface diffusivity are the crucial parameters governing the microstructure formation. 
Mass transport occurs according to Fick's law; adatoms migrate from column tips, where 
the concentration is highest to shaded regions containing lowest adatom concentration. In 
essence, shadowing and surface diffusion work against each other. As we discussed earlier, 
surface diffusion is a thermally activated process, i.e., D$ oc exp[—^-^-]. We have also seen 
that the average surface diffusion length £ is proportional to I/DSTQ. Adatoms gain their 
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thermal energies from the sputtering ambient and substrate. It is also possible for adatoms 
to acquire energy through collisions due to ion impact. Depending on their energies they 
can overcome the activation energy (AGs) for diffusion. 
Rossnagel and Robinson [54] measured the activation energies for impurity adatom 
surface diffusion on polycrystalline films by ion beam microtexturing process. The process 
involves formation of cones on the surface during sputtering while simultaneously adding 
impurity adatoms. They reported energies varying between 0.3 and 1 eV for seed materials 
of Cu, Al, Ti, Cr, Fe, Ni, Zn, Mo, Ta, W, W, and Au on substrates of Cu, Ni, Pb, Au, 
and Al. In addition, Bogicevic et al. [55] studied the activation energies of surface diffusion 
using Density Functional Theory calculations for Al and Cu adatoms on Al (111) and Cu 
(111) surfaces, respectively. They reported activation energies of 42 meV and 50 meV for 
isolated adatoms of Al and Cu, respectively. They used these values in Kinetic Monte 
Carlo simulations showing experimental agreements in their study. The residence time 
ro is limited by evaporation and burial of adatoms by subsequent layers, i.e., deposition 
rate. Therefore, in off-normal incidence deposition, the deposition rate is vital. One of 
the well known characteristics of oblique angle deposition is the extinction of some grains 
due to a competitive growth processes [56]. In the course of oblique angle deposition, 
shadowing favors a columnar microstructure tilted towards the deposition source and surface 
diffusion forces formation of a microstructure similar to that observed in normal incidence 
deposition. It is wise then to couple these two important mechanisms and implement them 
in microstructure analyses by cross-studying their effects on texture formation. 
Previously, Morrow et al. grew Ruthenium (Ru) films by oblique angle magnetron 
sputtering deposition [57]. They obtained a tilted texture as well as two other non-negligible 
textures. They correlated the existence of more than one texture to the competition between 
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the crystalline planes with different vertical growth rates, which results in the survival of the 
grains with higher growth rate due to shadowing. They also argued that the vertical growth 
rate is dependent upon the adatom mobility. Moreover, Karabacak et al. studied Tungsten 
(W) nanorods grown by oblique angle sputter deposition with substrate rotation [58, 59]. 
They showed that there was a growth competition between the bcc a-phase W (110) and A15 
/3-phase W (100) grains at the early stages of the growth. They observed that at the later 
stages /3-phase structure was dominant even though a-phase is thermodynamically favored 
in sputter deposition at normal incidence. They used adatom mobility and shadowing 
mechanisms to explain the unusual takeover of /3-phase islands. 
Substrate rotation during oblique angle deposition brings averaging effects and con-
tributes to formation of novel structures such as nanorods, nanowhiskers, helical and zigzag 
columns. When the substrate is kept stationary during deposition, the angular spread of 
the deposition flux gets involved in the microstructure formation. It is believed that in a 
typical sputtering environment, the incident flux has an angular spread (centered around 
the incident beam) according to the distribution function 
dP{eA) _ 2cos0 
dSl ~ 7 r s i n 0 ' l j 
where 4> is the angle of the projection of the particle's trajectory onto xy plane, 0 is the 
angle between the particle's trajectory and negative z axis, and dQ. is the solid angle and 
equal to (d cos 6)d(f) [2, 60]. Fig. 2-10 shows the angular spread of the deposition flux. 
We can now propose a model based on the above considerations. At the early stages of 
the film growth islands with different orientations provide different adatom surface mobili-
ties. The surface mobility differences on the islands cause variations in lateral and vertical 
growth rates of the islands. In the normal incidence case, the islands with higher surface 
mobilities dominate the surface during thickening as expected. In the oblique angle inci-
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Particle Trajectory 
Figure 2-10: Angular spread of the incident flux. 
dence deposition case, however, the islands with lower surface mobilities grow vertically 
faster and they dominate the surface as the film thickens due to the shadowing effects. The 
takeover seems to be in a linear manner when the substrate is rotated [59]. During station-
ary off-normal angle deposition, the takeover by the islands with lower surface mobilities 
can be a non-linear type due to the angular spread of the incident flux. To our knowledge, 
we are the first to explore the texture evolution in metal nitride thin films (A1N, TiN, and 
HfN) during stationary off-normal angle deposition by analyzing such parameters as the 




Researchers have employed basically two types of simulation methods to study the mi-
crostructure evolution in thin films, namely Molecular Dynamics (MD) and Monte Carlo 
(MS) simulations. In this chapter, we will discuss briefly MD and MC simulations. We will 
also describe a kinetic Monte Carlo modeling that we use to simulate texture and morphol-
ogy formations of A1N thin films deposited at off-normal incidence using reactive magnetron 
sputtering in N2/Ar gas mixtures. 
3.1 Molecular Dynamics Simulations 
The reduction from a full quantum mechanical description to classical potential is done by 
two approximations. One is called Born-Oppenheimer approximation, which assumes that 
the dynamics of electrons is so fast that they react instantaneously to atomic motions and 
hence they can be treated separately. Second approximation treats nuclei as point parti-
cles due to their much higher masses relative to electrons. Consequently, the nuclei follow 
Newtonian dynamics. In classical MD simulations, trajectories of atoms or molecules are 
determined by numerical integration of equations of motion. For these types of simulations, 
initial conditions, i.e., positions, momenta and forces need to be specified. The specifica-
tions are done through rules of Newtonian and statistical mechanics using potential energy 
surfaces. In order to distinguish among atomic species, so-called Lennard-Jones potential 
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energy function, which is the simplest choice to describe pairwise atomic interactions, is 
introduced. The two-body Lennard-Jones potential to calculate van der Waals forces is 
given as 
C / ( r ) = 4 t / o [ ( ^ ) 1 2 - ( ^ ) 6 ] (3.1) 
where UQ is the potential energy depth, a is the lattice dimension, and r is the distance 
between atoms. The first term in the equation is dominant when atoms come too closely 
and the second term takes over when they are far apart due to the strong repulsion and 
attraction, respectively. Another example is the Born potential, which is used to model 
ionic lattices. The Born potential is given as 
w«) = E S ^ + ^ Aiexp=^ + £ Q r ^' (3-2) 
where the first term represent the Coulomb's law for a pair of ions, the second term is the 
short-range repulsion due to Pauli's exclusion principle, and the third term is the dispersion 
interaction term. Many-body potentials are used as well to include the effects of three or 
more interacting particles in the modelings. In addition, potentials based on quantum 
mechanics are used when finer details are desired in MD simulations. Time scales are 
limited by the atomic vibration frequencies. The number of atoms that can be included 
in MD simulations is limited to ~ 104 due to the difficulties in numerical calculations [61]. 
Despite their limitations, MD simulations can reveal a great deal of information on film 
structure formations since they are capable of specifying each atom individually according 
to their energy, momentum, and position. 
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3.2 Monte Carlo Simulations 
Unlike MD simulations, which are deterministic, MC computations simulate stochastic accu-
mulations by projecting the statistics of molecular or atomic displacements onto a geometric 
array of lattice sites. In these simulations, thermal mobilities are included rather than im-
pact mobilities. Individual hard spheres or cubes (atoms) are evaporated onto a growing 
film at a fixed angle. It is assumed that the impinging adatoms are statistically independent 
and have low energies so that impingement energy is neglected. A lattice site is randomly 
selected for an adatom. If the site is vacant the adatom can be adsorbed. On the other 
hand, if the site is occupied, the adatom either desorbs or hops through diffusion until it 
finds a nearest vacant site. Activation energies and temperature are incorporated in the 
calculations according to surface diffusion equations. Monte Carlo modelings can simulate 
aggregations of ~ 106 atoms over a time scale of seconds. Nevertheless, the assumption in 
the lattice geometry imposed by the modeling confines the growth process to a small subset 
of all possible atomic configurations. In spite of its limitations, researchers have been able to 
show that limited adatom mobility generates film morphologies similar to experimentally 
observed results at low temperatures. For instance, it was Muller [62] who first studied 
the origin of columnar formation and the role of shadowing in Ni films by the help of MC 
simulations. It was simulated and shown that as the deposition angle is increased, film 
density decreases, i.e., porosity increases. Film continuity though is increased at elevated 
temperatures. 
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3.3 A Kinetic Monte Carlo Modeling 
In our study, we used a (2+l)-dimensional Monte Carlo modeling to simulate the evolution 
of texture and morphology of A1N films during oblique angle deposition. (2+l)-dimensional 
MC simulation is a common expression used to model thin film morphology and 2 corre-
sponds to x and y coordinates whereas 1 corresponds to z direction. Plus (+) sign denotes 
the fact that there is only one z coordinate for each x,y pair. The details of basic processes 
used in the coding are given in Refs. [63, 64], However, we included surface diffusions in 
our simulations, which are not taken into account in Refs. [63, 64]. In addition we used a 
different flux distribution than theirs. A summary of basic growth processes is illustrated 
in Fig. 3-1. Similar to our experimental design, the simulations included a flux of particles 
incident on the substrate surface at an angle of 42 (0). The angular spread of the incoming 
Figure 3-1: Basic processes in MC simulations: (1) A particle is ejected from angles 9 
and <f). (2) Part icle lands on the surface and is adsorbed. (3) An ada tom can diffuse 
on the surface. (4) Some surface regions are shaded by nearby higher surface features. 
Figure adapted from Ref. [65]. 
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deposition flux (20°) is also inserted in the simulations, which is not included in [63, 64]. 
The surface is described by a height function h(r,t), where t is the time and r = (x,y). 
Since the model is discrete, x,y, and h can take on only integer values. Note that this 
model does not allow the possibility of overhangs because h is single valued. Particles are 
introduced with random but uniformly distributed variables x and y while z is being set to 
the maximum height of the surface plus 1 (in other words, (z = hmax + 1). The direction of 
the particle follows the distribution — j ^ i
 = ^cose a g described in the preceding chapter. 
Then, a direction of the particle is chosen and it moves in a straight line until it impacts the 
surface. At this stage, we set the sticking coefficient of each particle to 1 so that they are 
all adsorbed. In order to reduce the length of time needed to simulate the growth process, 
we used continuous boundary conditions with 512x512 lattice size for the surface in the xy 
plane. The periodicity is imposed by setting h(x + N,y + N,t) = h(x,y,t) for a system 
with a size of NxN. Square lattice modelings are much faster than off-lattice modelings and 
they can also simulate amorphous structures [56, 65, 66]. The MC simulation has also the 
advantage of being faster than integrating the continuum equation, which is given as 
Qh 
— = vV2h - K V 4 / I T V'l + (V/i)2 x [s0F0(r, t) + S l F i ( r , t) + ...] + r], (3.3) 
where sn refer to sticking probabilities of n-th order particles, Fn(r,t) is the flux of n-th 
order particles at a position r on the surface, the first term contains the evaporation and 
condensation components of the process, the second term stems from surface diffusion, 
the last term is the noise term, plus and negative signs in the third term correspond to 
growth and etching, respectively [63, 64]. However, it still takes 1 to 2 weeks of operation 
of a PC with 1.6 GHz AMD dual processer and 1 GB RAM to simulate one comparative 
growth dynamics analysis. We let cubic lattice points form the 3D crystal structure. Even 
though reactive species landing on the substrate surface have different atomic sizes, we will 
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represent them as particles with same unit size of 1. This approximation does not affect 
our analysis in the length scales of interest because our model is not an atomic scale size 
model. Thus, we assigned each adatom a dimension of one lattice unit. In the simulations, 
we assumed that the particle energies are negligible and hence no momentum transfer takes 
place when particles land on the surfaces. 
We assigned two types of surface sites and adatoms, namely A and B. We allowed type 
A adatoms to have lower surface activation energy than type B adatoms. As a result, type 
A adatoms have higher surface mobility than type B adatoms. We considered A and B as 
our non-tilted and tilted texture sites of A1N, respectively. Deposition and diffusion (D) 
are two competing mechanisms that define the typical timescales of growth processes. As 
the deposition flux (F) gets higher, the deposited atoms are allowed to have less time to 
diffuse before they run into another atom on the surface [56]. In each simulation step, 
we send an atom towards the randomly picked lattice point on the surface. Then, D / F 
number of prescribed surface atoms attempts to diffuse when a particle is deposited [67]. 
D denotes the number of surface atoms ready to diffuse in a given time interval. The time 
interval is described as the F number atoms deposited on the surface. In a time interval of 
one deposited atom ( F = l ) the surface has D number of atoms, which can diffuse. In the 
simulations we set D and F values both equal to 1 in order to adjust the ratio of diffusion to 
deposition strength. As a result, the randomly chosen atom on the surface can hop towards 
a randomly chosen nearest neighbor following deposition of an incident atom on the surface. 
The probability of diffusion is Arrhenius type and proportional to exp(—E/kBT), where E is 
the summation of activation energy of diffusion (ED) and total bond energies of the nearest 
neighbors (EN), &B is the Boltzmann constant, T is the substrate temperature in Kelvin 
[51, 52, 53]. We set the diffusion parameters ED = 0.1 eV on B sites, ED — 0.05 eV on A 
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sites, ED = 0.5 eV on substrate sites, EN = 0.1 eV, and T = 300 K, which are consistent 
with experimentally observed values in sputtering environments [56, 54, 55]. The activation 
energy on B sites is 2 times higher than that on A sites; hence adatoms are allowed to have 
higher surface mobilities on A sites compared to B sites. We also ran several simulations by 
increasing the activation energy ratio between A and B sites from 2 to 8 and 18 by changing 
ED on B sites to 0.4 and 0.9 eV, respectively, which did not result in significant changes. 
The particle can keep jumping until {—E/ksT) becomes large, i.e., it finds a valley, lattice 
point, kink site or an island. In some cases, {—E/ksT) is already large at the first attempt 
of hopping and particle does not diffuse at all being followed by another deposition step. 
Furthermore, the diffusing particle is not allowed to make a single jump up to a site where 
height change is more than one lattice unit. However, it can diffuse down to surface valleys 
at any given time as shown in Fig. 3-2. 
j j Incident Particle 
Figure 3-2: An ejected particle (1) hits the side of a column (2) and slides all the way 
down to film surface (3), adapted from Ref. [64]. 
In order for the diffusion process to take place we assigned different activation and 
bond energies for A, B and substrate sites. This helped us include the effects of different 
adatom mobilities on different crystal orientations in the simulations. Each atom emitted 
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in the simulations is randomly labeled as either A or B type. We ran several simulations by 
varying the percentage of B within the flux from 1% to 50%. If a particle is deposited on 
the surface it creates a nucleation site for A and B. If A lands on A or B lands on B, they 
remain the same. However, if A lands on B then A becomes B and increases the height of 
the B site. In the same manner if B lands on A it becomes A and increases the height of 
the A site. If surface A overgrows onto B then B site becomes A and vice versa. During the 
simulations, we kept track of the ratio of A or B site to A+B. We also note that the results 
that will be presented in the following section were obtained through averaging the results 
of 6 simulations of the same parameters (e.g. activation energies, emission rates of particles 




Sample preparation has a great influence on material properties. We will discuss first the 
atomic and molecular motions inside the chamber then plasmas and finally sputtering as 
a film growth technique. We will focus particularly on plasma processes such as direct 
current (DC), radio frequency (RF) magnetron sputtering and ion beam assisted deposition 
(IBAD). Furthermore, we will cover thin film characterization techniques such as x-ray 
diffraction pole figure analysis, transmission electron microscopy (TEM), piezoelectric force 
microscopy (PFM), four-point-probe resistivity measurements, nuclear reaction analysis 
(NRA), and Rutherford backscattering spectroscopy (RBS). At the end of the chapter, we 
will also include how the samples are prepared. 
4.1 Inside The Chamber 
It is worthwhile to review some of our information on atomic and molecular motions in the 
vacuum chamber before we move on to plasmas. As it is discussed in Ref. [68], neutrals 
and sputtered atoms inside the vacuum chamber constitute an almost ideal gas and they 
can be treated under the framework of kinetic theory of gases. Furthermore, since the 
glow discharge (plasma) has a degree of ionization of 10 and the current densities are the 
order of 1 mA/cm 2 , we can still treat the plasma as ground state gas by the ideal gas laws 
[68]. The average thermal kinetic energy of a neutral is given as < K E > = ± m < v 2 > = | k B T . 
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The mean velocity is then given as <v>=\f%ksT/nm. For Ar atoms at room temperature 
< v > is equal to 394 m/s . The number of molecules (dN) out of total N molecules with 
speeds between v and v+dv is given by the Maxwell-Boltzman distribution function: 
dN ANv2 I m mv2 . 
•^
 =
 ^-f2^f)eXp{-2i^T)- ( 4 1 ) 
Note that this distribution function allows nearly 90% of the molecules at any time to 
have speeds between half and twice < v >. The lowest plasma operating pressure is 
around 1 mTorr and at this pressure there are approximately 3 .5xl0 1 3 molecules/cm3 (35 
molecules//U m3) . Since the particles are moving with average speeds of < v >, they 
travel a distance of v per unit time. If the number of particles with speeds v and v+dv 
on a surface is N(v)dv, where N(v) is the Maxwell-Boltzmann distibution function then 
the flux per unit area (surface impingement rate) can be found by evaluating the integral 
F lux /Area= / 0 N(v)vdv and the integration yields, F lux /Area=N<v>/4 , where N is the 
number density of the species. It can be assumed that every reactive atom landing on the 
surface stays there at low temperatures. Then, the monolayer formation time on the sub-
strate or the film is inversely proportional to the impingement rates. For a typical atom of 3 
A diameter, a sputter deposition rate of one monolayer per second, i.e., 1015 a toms/cm 2 / s 
corresponds to a gas pressure of roughly 10~6 Torr. If the contaminant gas such as water 
vapor or oxygen from the air has a partial pressure of 10~~6 Torr, then approximately every 
depositing atom is accompanied by a contaminant atom or molecule. The mean free path 
(A-mfp) of a molecule is the distance traveled by the molecule between momentum-loss 
collisions. Ar has a mfp of about 8 cm at 1 mTorr pressure and room temperature [68]. 
The probability of traveling a distance of x without a collision is given as exp(-x/A). The 
collision frequency is the average number of collisions that a gas molecule or atom makes 
per unit time and it is equal to <v>/A. The fractional energy transferred from nijo n to 
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nitargei in a binary elastic collision can be found as 
intarget mtarget , •£mionvion
 Q\2 / , „ \ 
= 2— \ COSfJ , l^-^J 
ITT'ion '^ion^ion ^target T fTlion 
where 9 is the angle to the line joining the centers of mtarget and m.ion at the moment of 
collision. This equation implies that very little energy can be transferred from the electron 
to the gas molecule due to the mass ratio of the atom to electron, which is about 73600 
for an Ar atom and an electron. In elastic collisions, only the kinetic energy is exchanged 
among particles. However, there is not such a restriction for inelastic collisions and internal 
energies of the particles are not maintained. For the most part, the macroscopic behavior 
of the glow discharge is governed by the electron collisions. If an electron is accelerated 
between two points of potential difference V volts, then electron loses eV joules of potential 
energy, where e is the electron charge of -1 .6x l0 - 1 9 C and gains an equivalent amount of 
kinetic energy. Since very little energy can be transferred from electrons to atoms in elastic 
collisions, electrons alter directions following collisions without changing significant amount 
of energy. The elastic cross-section for an Ar atom to a 15 eV electron is about 2.5 10~15 
cm 2 s r - 1 . Therefore, at 1 mTorr, where there are 3 .5xl0 1 3 atoms/cm3 , the probability of 
elastic collision for a 15 eV electron is 0.09/cm [69]. All other types of electron collisions 
are inelastic. Electron impact ionization is a process, in which the primary electron 
removes an electron from the atom, i.e., e~ + Ar —» 2e~ + Ar+. There is a threshold energy 
requirement for this type of ionization process. The threshold energy (ionization poten-
tial) is defined as the energy required to remove an electron from the outermost orbital 
of the atom. Ionization can be activated by photons and heat input as well. A bound 
electron within the atom can jump to a higher energy level by a transfer of energy and 
this process is called excitation, i.e., e~ + Ar —• Ar* + e~, where asterisk * refers to be-
ing unstable. The inverse of excitation process is called relaxation, in which the excited 
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electrons relax to lower energy levels by emitting photons. Some of the photons are in the 
visible range with energies 1 to 3 eV but invisible photons are emitted as well. Excited 
states are unstable and electrons return to their ground state in one or several transitions. 
The inverse of ionization is recombination process, which is caused by coalescence of 
electrons with positive ions to form neutral atoms. Although these are the most impor-
tant collision types governing the plasmas, there might be other types of collisions such 
as dissociation (e~+N2 —> e~+N+N), dissociative ionization (e~+CF4 —> 2e~+CF3~+F), 
electron capture (e~+SF 6 —> S F ^ + F ) , ion-neutral collision (A+A+ —> A + + A or B + + C ^ 
B + C + ) , metastable-neutral collision (A*+C—> C + + A + e ~ ) , metastable-metastable ioniza-
tion (Ar*+Ar* —> Ar+Ar++e~) , electron-metastable ionization (e _ +Ar* —> A r + + e ~ + e ~ ) , 
and ionization by ion impact (Ar+Ar + —* Ar + +Ar + +e~) [68 , 70]. 
Plasma processing inside the chamber requires a steady state population of atoms, which 
is achieved by feeding the chamber with the sputtering gas and pumping it continuously. If 
the mean free paths of the atoms (molecules) are too short as in the case of high pressures, 
then the atoms will move along in a stream dragging each other, i.e., viscous flow. At 
very low pressures mfp gets larger and collisions among the particles become rare. In this 
regime, there is virtually no interaction between the species but rather they are absorbed 
and desorbed by the walls and features in the chamber, i.e., molecular flow. In the 
transition regime, mfp's are moderate. Most plasma processes take place in the transition 
regime. The pumping speed (S) measures the volume of gas passing per second through 
a pumping port. The number of molecules passing the port depends on the pressure of 
that volume of gas. Throughput (flow rate) is equal to pressure times the pumping speed 
(Q=PS). The unit of Q is standard cubic centimeter per minute (seem), where standard 
refers to 0°C and 1 atm (760 Torr) and note that 1 Torr liter/s = 79.05 seem. Then, 1 
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seem is equal to 6 .023xl0 2 3 / 22414 = 2.69xl0 1 9 molecules/minute. The residence time 
(r) of a gas molecule is defined as the mean time that the molecule remains in the process 
chamber before it is pumped away. If the volume of the chamber is V and the molecule is 
being pumped at a rate of S liters/s then the mean residence time is r = V / S = P V / Q . For a 
plasma deposition system with a volume of 500 liters and a throughput of 100 seem (1.27 
torr liter/s) the residence time of the sputter gas is approximately r = 500xl0~ 3 /1 .27 = 0.4 
s. Finally, we define the conductance F of an orifice or a length of tubing as a measure of 
its ability to transmit a gas flow. F is quantitatively defined as Q = F A P , where A P is the 
pressure difference across the orifice. The values of conductance vary for the flow changing 
from molecular to transition to viscous. Since the molecular motions in transition regime 
ie far behind being well understood, the conductance can not be calculated for this regime. 
However, conductances of certain geometries can be calculated for molecular or viscous flow. 
For instance, for an air flow at room temperature through a pipe of diameter D and length 
L, the molecular flow conductance is 12.2D3/L liters/s but the viscous flow conductance is 
184(Pi+P2)D4 /2L liters/s, where P i and P2 are the pressures at the ends of the pipe [1]. 
4.2 Plasmas 
Plasma is a partially ionized gas consisting of neutrals, positive and negative charges. The 
positive charges are target and sputter gas ions whereas the negative charges are mostly 
electrons. The vast majority of the particles in the plasmas are neutrals. Since the number 
density of positive and negative charges are equal, plasmas have no net charge. On the 
other hand, if their potential differs from zero then they have a net charge. Even though 
the Coulomb interactions between charged particles are both strong and long-range, charges 
move freely in unperturbed plasmas because the sum of all the interactions tend to cancel 
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[71]. 
For the sake of simplicity, we can assume that the charged particles are singly charged 
positive ions and electrons. We will also study cold plasmas, where the temperature does 
not greatly exceed the ambient. The fundamental mechanisms taking place in plasmas are 
excitation, relaxation, ionization and recombination. In order to sustain a steady state 
electron and ion number densities, the recombination must be balanced by ionization. The 
simplest way to attain this balance is to introduce an electric field to accelerate the ever-
present electrons, which are created by cosmic rays, field emission etc. in the medium, so 
that they collide with the neutrals along their way and ionize them. Typical electron energies 
in plasma processes range from 1 to 10 eV. The ions can gain just a little bit of energy from 
the electric field but their average energies are not much higher than neutral molecules. 
We can apply Maxwell-Boltzmann distribution function to the energetic electrons and ions 
as well. Then, we have me <Vg > = 3 k # T e , where T e is the effective temperature for the 
electron motion. For average electron energy of 2 eV, the electron temperature T e is 15460 
K. Since ions move much slower relative to electrons their effective temperatures are around 
500 K, which is a little above the ambient temperature. Table 4-1 includes typical parameter 
values for a plasma. 
Table 4.1: Typical parameter values for glow discharge plasma, 
m T < v > 
Neutrals (Ar) 6.6xl0"26kg 20°C = 293K = 25 meV 400 m/s 
Ions (Ar+) 6.6xl0"26kg 500 K = 40 meV 520 m/s 
electrons 9.21xl0"31kg T = 15460 K = 2 eV 9.5xl05m/s 
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Since electron density is equal to ion density on average in neutral plasmas, this number 
is also defined as plasma density. The ion and electron current densities (jj, j e ) on a small 
electrically isolated substrate can be predicted as j e ~38 mA/cm 2 and jj ~21 pL A/cm 2 by 
substituting the values given in table 4-1 into jj = qjnj < v% > / 4 and j e = qene < ve > / 4 
and assuming that the degree of ionization is 10~4, n» is equal to ne , and there are 1015 
atoms/cm2 . Since j e » j j , electrons move towards the substrate and hence it builds up a 
negative potential with respect to the plasma. The space in the vicinity of the sample is 
disturbed; that is, electrons are repelled and + ions are attracted. Electron flux towards the 
substrate decreases while the substrate is being continuously charged negatively until the 
electron flux is decreased by the repulsion just enough to equilibrate the ion flux. Plasma 
has to be electric field free except for localized disturbances otherwise there would be a 
charge separation. Therefore, plasma is equipotential (Vp). As for the isolated substrate, 
we can define a floating potential (Vp). Electrons are moved by (Vp) and since they are 
repelled by Vp, Vp < V p . Since the electrons are repelled by the potential Vp-Vp, there 
will be a region right around the substrate, which is called sheath and has a positive net 
charge. The sheath area is dark because it has very low electron density and glowing is 
sustained by the electrons. The electrons with energies higher than q e(Vp-Vp) can only 
enter the sheath region. The ratio of electron density that can surmount the energy barrier 
to the average electron density is n*/n e (=exp[-q e(Vp-Vp)/kpT e]) . We can find Vp-Vp as 
being equal to (kpT e /2q e) ln(mjT e /m eTj) by accounting for the flux balance [1, 68]. 
Consider an electric potential <3?(r) around an isolated positive ion. As it is discussed in 
Ref. [73], this ion will attract electrons with a density of ne(r)=njexp[qe<E>(r)/kpT], where 
nj is the average ion density in the plasma. Since ne can not deviate significantly from 
its average value, the argument of the exponential must be small. Power series expansion 
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of the exponential gives ne(r)=nj[l+qe3>(r)/kBT]. $(r) must satisfy Poisson's equation; 
V 2 $(r)=-q e (n j -n e ) /eo=niq2$(r) / (k B e 0 T e ) . Then, $(r ) is evaluated as $ ( r ) = q e /[r exp(-
r/Ao)], where A^ is the Debye length and A^ = \ A f i ^ o ^ e A ^ | - If the plasma is perturbed 
by the point charge, Ap is a measure of the size of the mobile electron cloud required to 
reduce $ ( r ) by a factor of 1/e (0.37). Outside the sphere of radius AD, there is no significant 
interaction between the point charge and the rest of the plasma. 
When a localized region in the plasma is perturbed from neutral, restoring forces arise 
to build the neutrality. Electrons respond to these forces drastically due to their low masses. 
The restoring forces are proportional to displacements. When an external electric field is 
applied to a plasma, electrons are displaced over a distance. One can obtain an equation 
of simple harmonic motion of angular frequency uipe for the electron. The electron plasma 
angular frequency can be found as upe — \Jneq^/meeQ by solving the equation of motion. 
Note that the average electron velocity is <v e >=A£>a>pe. Likewise, the plasma ion frequency 
is given as Wpi = Jneq?/rrn£Q. Then, the plasma frequency is defined as u>p = •»/<*& + u^e 
[71]. 
4.3 Sputtering 
Sputtering is a physical vapor deposition (PVD) process, in which a target surface is bom-
barded by energetic ions (e.g., Ar + ) or neutrals. Bombardment is followed by a series of 
collisions within the target, ejection of sputtered particles and their transport to the sub-
strate surface. The process is naturally carried out at low gas pressure to reduce the amount 
of contamination of the growing film. Sputtering can be done either by accelerating the 
ions towards the target surface by an applied bias between the substrate and the target 
or shooting the ions straight to the target using an ion gun. The incident ion becomes a 
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neutral by picking up an electron from the target through Auger neutralization. Meanwhile, 
the energetic gas neutrals share their momenta with the target atoms both in the target 
and the vacuum chamber [70]. The maximum energy transferred to target atom in hard 
sphere collision (elastic head-on) is expressed as 
pi _ 4 m j o n m f a r g e t F 
max
 ~ (m- +m+ \2^™- \-*-a) 
\"Hon ~ '"-target) 
For low-energy irradiations ( E ^ ^ < 300eV), sputtering is in the single knock-on regime; 
that is, Ar + transfers energy to target atoms, then they collide with a few other target atoms 
and some of them are ejected at the end. In this regime, the amount of energy transferred to 
the target atoms is rather small. As for high-energy irradiations, a target atom gets sufficient 
energy from the incident ion to knock out other target atoms in subsequent binary collisions 
through linear cascade region, which is a process reminiscent of billiard ball (hard sphere) 
scattering off the triangle at the beginning of the pool game. 
During sputtering, secondary electrons are also ejected from the target. In addition, 
some of the incident ions may be trapped in the target as neutrals depending on the ion 
energy and material type. The higher the incident ion energy is, the higher the probability 
of trapping gets. 
Sputter yield (S) is defined as the ratio of the number of ejected particles to the number 
of incident ions. For a given ion energy, the sputter yield increases as the atom density in 
the target increases. Therefore, S is related to the crystal orientations. The masses of the 
ion and the target atom contribute to S due to momentum and energy conservation; that 
is, S generally increases with mass of the ion and S for different metals under the same 
sputtering conditions differ within an order of magnitude [72]. 
There is a threshold energy for an ion to produce sputtering. For a number of metals, 
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Figure 4-1: Sputter yield as a function of Ar ion energy for Cu target with randomly 
oriented grains, (111) and (100) orientations (dashed lines), after Ref. [71]. 
Table 4.2: Threshold Energies (eV), of Al, Ti, and Zr , adapted from Refs. [40,68]. 
Metal Ne Ar Kr Xe Hg Eb (eV) 
Al 13 13 15 18 18 3.4 
Ti 22 20 17 18 25 4.9 
Zr 23 22 18 25 30 6.3 
energies of some metals for different sputtering gases as well as their binding energies. The 
threshold energies are approximately equal to four times the heat of sublimation or surface 
binding (Ej,) energy of atoms for the metal. S is inversely proportional to the surface binding 
energy of the target when the ion energy is greater than the threshold energy since the atoms 
on the surface exert forces on the atom, which is being ejected. It increases almost linearly 
with ion energies up to 500 eV and then rolls off as the energy increases further as shown 
in Fig. 4-1. Note that the abscissa in this figure is intentionally started around 20 eV to 
point out the threshold energy for Cu. 
The Sigmund sputtering theory, in the single knock-on regime, yields an analytical 
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Figure 4-2: Sput ter yield as a function of the angle of incidence 9. Dashed line is 
l / cos(0) , after Ref. [71]. 
expression for the sputter yield as (E& < IkeV, Born-Mayer interaction between two atoms) 
S = 
4n2(mion + mtarget)2Eb' 
(4.4) 
where a(m.ion/m.target,8) can range from 0.1 to 1.4 depending on the mass ratio and impact 
angle. For higher energies, in the linear cascade regime, (E& > IkeV, Thomas-Fermi inter-
action between two atoms) S = 0.042aSn(E)/Eb, where Sn(E) is the nuclear stopping-cross 
section of the ion. The energy deposited at the surface is defined as aNS n (E) , where N is 
the atomic density of the solid and NS„(E) is the nuclear energy loss [1, 40, 70]. 
Sputter yield also depends on the angle of incidence as shown in Fig. 4-2. Ions with 
same energies travel the same distances within the target. Therefore, they stay closer to 
the target surface when they are incident from an off-normal angle, which increases the 
probability of being sputtered of the surface atoms. However, sputter yield decreases at 
grazing angles since ions have higher chances of being reflected. The sputter yield maxima 
depend on target and ion species and their energy. It usually ranges from 45 to 75° [70]. 
The sputtering process generates a number of particles such as target atoms, reflected 
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and sputtered Ar atoms, cluster of target atoms, reflected ions, and target ions, which could 
have either negative or positive charge. The majority of the sputtered atoms have energies 
of a few eV. For example, the typical atom energies of Al, Ti and Zr sputtered by 1200 
eV K r + ions are 10, 15, and 21 eV, respectively. The sputtered atom energy increases 
with increasing atomic number of target but it is lower for targets with low surface binding 
energy (E6) [73]. 
4.3.1 DC Magnetron Sputtering 
Magnetron sputtering is one of the plasma-based deposition techniques. The feeding gas is 
usually argon, however reactive gases can be introduced into the chamber in the reactive 
sputter deposition of oxides, nitrides and carbides. In reactive sputtering, a conducting 
material is dc or rf sputtered and sputtered atoms are combined chemically with components 
from the gas phase, e.g. nitrogen. In Fig. 4-3, we sketch a schematic of a DC glow discharge 
processing in a vacuum environment along with a potential variation from target (cathode) 
to the substrate (anode) based on our previous discussions. In DC magnetron sputtering, the 
Figure 4-3: Schematic of a DC magnetron sputtering environment. 
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target that we want to sputter becomes the cathode of an electrical circuit. A high negative 
voltage (V) is applied to the cathode but the rest of the chamber is grounded. Typical 
voltage values range between 0.25 and 1 kV. The substrate is kept a few inches away from 
the target. Electrodes are placed in a chamber, which is pumped down to a specific base 
pressure. Typically, argon is introduced into the chamber, which raises the pressure up to 
1-2 mtorr range. Electric field accelerates the primary ever-present electrons. Accelerated 
electrons that have energies higher than the ionization energy of Ar (15.75 eV) collide 
with argon atoms, which creates argon ions and more electrons. Electrons must travel far 
enough in the voltage gradient to attain the ionization energy and this distance (L) defines 
the dimension of the dark space around the target, which is a function of both pressure and 
ion current density, i.e., L = A / P + B / y ^ i , where A and B are constants [70], Electrons are 
also moved towards the anode, which causes more ionization along the way, and the ions are 
moved towards the cathode by the electric field such that a current I flows. When the ions 
strike the cathode, they knock some of the target atoms off and free secondary electrons 
by energy transfer. Secondary electrons are responsible for maintaining the electron supply 
and sustaining the glow discharge. The sputtered target atoms move away from the target 
in random directions and some of them land on the substrate surface. Thus far we have 
not mentioned the magnetrons role. When magnetrons are not introduced the discharges 
are called DC or RF diode discharges. In diode discharges, the deposition rate is slow and 
continuous bombardment of the substrate by electrons may cause overheating and structural 
damage. Introducing magnetrons resolves these issues. Magnetic enhancement also results 
in operations at lower pressures than DC diode discharges. High discharge currents at low 
target voltages are achieved in DC magnetron discharges. The free electrons are trapped 
by a magnetic field directly above the cathode surface by using the magnets behind the 
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target. The patterns of the magnetic fields in different geometries enhance the probability 
of ionizing the neutral gas molecules or atoms [68, 74]. The voltage (V) is a function of the 
system pressure P; that is, it increases almost linearly with decreasing pressure in operable 
plasma processes. The deposition rate of the growing film depends on the sputtering at 
the target, i.e., the greater the sputtering yield, the faster the deposition rate. Sputtering 
depends on the ion flux at the target and thus linearly on the current flux. The amount 
of sputtering also depends on ion energy (i.e., on V) and sputtering yield S. Therefore, 
selecting the sputtering pressure P and the choice of I-V characteristic are important for 
sustainable glow discharge processes [74]. 
4.3.2 RF Magnetron Sputtering 
Let us study the case when insulators are placed in DC discharges as discussed in Ref. [68]. 
We can treat the discharge and the insulator as capacitors in series. Initially, both capacitors 
are uncharged. When we apply the negative voltage (-V) to the target, its potential will 
drop down to -V. Therefore, negatively biased target will attract positive ions. The insulator 
target will start to charge positively and its potential will start to rise towards zero following 
electron loss due to the recombination of electrons and positive ions on its surface. As soon 
as the target voltage drops below the discharge sustaining value, the discharge will be 
lost. RF magnetron sputtering systems are used to avoid charge build-up on the target by 
employing an alternating current power supply at 13.56 MHz, which provides an oscillating 
voltage to capacitively coupled cathode (target). RF sputtering may sometimes be a better 
choice to deposit insulating materials from conducting targets as well. For instance, during 
reactive sputtering of A1N, the Al target surface is being constantly coated by A1N and this 
may cause arcing problems on the target as well as the issues we mentioned above. Arcing 
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is avoided in RF sputtering because the field is kept in one direction for less than one cycle 
and reduced to zero twice in each cycle. Ions flow to the cathode during negative-half cycle 
but their low mobility prevents complete neutralization. The target is sustained at a time 
average voltage (self-bias), which is approximately one half of the peak-to-peak RF voltage, 
as shown in Fig. 4-4. The process results in a negatively charged cathode with no DC 
current flow, which is capable of sputtering insulating targets. 
VM,, (RF) 
Figure 4-4: Schematic of an RF magnetron sputtering environment. 
4.3.3 Ion Beam Assisted Deposition 
An ion beam source can be used for sputtering of target surfaces, ion implantation and 
assisting the adatoms on the substrate surface by providing them energy through collisions. 
Ion beam assisted deposition (IBAD) is a technique that is used to modify the microstructure 
of materials as we discussed in the first chapter. An ion beam source is very much like a 
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Figure 4-5: Schematic of a 3 cm diameter Kaufman type ion source, after Ref. [75]. 
diode dc discharge. It mainly consists of cathode, anode, discharge plasma, accelerator 
grid, neutralizer, and beam plasma as shown in Fig. 4-5. As it is discussed in operation 
manual of 3 cm diameter Kaufman type ion source [75], the discharge plasma is created and 
sustained in the same way as dc discharges. However, the cathode, anode and discharge 
voltages can be adjusted manually. The ions are created in the discharge chamber through 
electron collisions. Electrons in this region are emitted by a hot filament and accelerated 
by a discharge potential difference (V^) between the cathode and the anode, which makes 
the ion beam source operation a triode discharge and distinguishes it from diode discharges. 
Vd must be higher than Ar ionization energy (15.75 eV) and it is typically held at 40V. 
For beam operations with oxygen and nitrogen, a higher V^ (70V) is required. Electron 
trajectories are confined in helical paths between collisions by a magnetic field to increase 
the maximum number of ions created per electron. To ignite the discharge the pressure 
is raised to 1-2 mtorr in the discharge chamber, the filament is heated, and V^ is applied. 
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The plasma potential is related to the loss rates of ions and electrons from the plasma and 
is typically a few volts above the anode voltage. Then, the ions in the discharge plasma 
are accelerated by the accelerating voltage through the grids. As soon as the accelerated 
ions are thrown into the chamber, the beam plasma is created. When insulating materials 
are sputtered or grown, there is not sufficient source of secondary electron generation and 
the insulator surface charges positively as we discussed earlier. The target surface potential 
rapidly rises to beam energy. As a result, problems like sparking across the target surface, 
voltage breakdown on the target, and deflection of the ion beam may be encountered. 
Installation of a neutralizer can provide additional electrons and solve these issues. The 
typical discharge parameters are: argon pressure = 1-2 mtorr, ion density = electron density 
=101 0 - 1012 c m - 3 , ion energy in plasma = 0.05 eV, primary electron energy = 40 eV, 
Maxwellian electron energy = 1 0 eV, plasma potential = about 5 V above whatever the 
anode potential is, discharge voltage = 40 V, discharge current = 0.1 - 0.5 A mfp for electron 
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Figure 4-6: Potentials in a 3 cm diameter Kaufman type ion source at 500 eV beam 
operation, after Ref. [75]. 
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Figure 4-7: Summary of energies of electrons, ions and neutrals in ion beam processing 
in a vacuum chamber, after Ref. [75]. 
= about 0.1 mm. Fig. 4-6 gives potentials in ion source and beam regions for 500 eV ion 
beam. The beam current density (mA/cm2) is predicted by using the calibrated values of 
beam current density against distance across ion beam for different pressure, grid type, V^, 
VAnode, Vcathode, a n d distance from the source for a 3 cm diameter Kaufman type ion source 
[75]. Finally, we summarize the particle energies in the chamber as well as in the ion beam 
in Fig. 4-7. 
4.4 Material Characterization 
Characterization of materials can be as simple as measuring their thicknesses, resistivity, 
hardness etc. When great amount of detail is desired, characterization is usually done 
through analytical measurement techniques such as x-ray diffraction, microscopy and spec-
troscopy. 
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4.4.1 X-ray Diffraction (XRD) and Pole Figure Analysis 
X-rays are generated in an x-ray tube consisting of two metal electrodes (cathode and 
anode). The cathode (filament) is kept at a very high voltage (e.g., 40 kV for Cu Ka 
radiation generator installed on a Bruker Discover D8 with GADDS diffractometer) while 
the anode (target) is grounded. Electrons are ejected by heating a metal filament cathode 
such as W and directed to a metal target such as Mg, Cu, Cr, Co, Fe, and Mo. The electrons 
are accelerated towards the anode with very high velocities. When the electrons collide 
with the anode atoms, they lose energy and this energy is used for electron transitions 
in the target atoms. As a result of these transitions, photons with energies of 5 x l 0 2 to 
106 eV are emitted. The emitted photon spectrum for the target consists of a range of 
wavelengths. However, for almost all practical purposes, the very sharp peaks (KQ and Kg) 
of the spectrum, which characterizes different metals, are used in XRD measurements [76]. 
For example, Cu Ka and Kg are 1.542 A and 1.392 A, respectively. 
Since x-rays have wavelengths comparable to interatomic distances, their interactions 
with the electrons around the atoms provide information on crystal systems. When an 
x-ray beam is incident on an atom, the electrons in the atom start to oscillate around their 
mean positions. As the electrons move, they emit x-rays as well. This process of simulta-
neous absorption and reemission is called scattering. If the waves, which are scattered by 
the electrons within the atom, have path-length differences then the resultant interference 
of the scattered wavefronts could be either constructive or destructive depending on the 
phase differences of the incident waves. Diffraction is then defined as the constructive 
interference of more than one scattered wave. The atomic planes in a crystal structure 
diffract the incident light according to Bragg law: nA=2dsin 9, where n is a positive integer 
and shows the order of reflection maximum, A is the wavelength of the incident x-rays, d 
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is the interplanar spacing and 9 is diffraction angle. In other words, whenever the Bragg 
condition is satisfied in the real lattice space, there will be constructive interference and the 
resultant diffraction pattern will be unique to each crystal system. 
The simplest application of diffraction is to use it for crystal structure identification. In 
Bragg-Brentano geometry, the x-ray source is kept stationary and the sample is mounted 
on one of the diffractometer axis and tilted by an angle 6, while the x-ray detector rotates 
around the sample on an arm, which is set to 29. A plot of the intensity of the detected 
x-rays as a function of 29 yields so-called x-ray diffraction pattern of a crystal structure. 
The International Centre for Diffraction Data (ICDD) stores XRD patterns of all known 
powdered crystals in Powder Diffraction Files (PDF) along with interplanar spacings and 
relative intensities of observable diffraction peaks. Nevertheless, the x-ray diffraction anal-
ysis of thin films is quite different than that of powdered crystals. The average grain size 
and built-in tensile and compressive stresses may result in profound broadening, decrease, 
and shift in a diffraction peak of a material. In addition, the XRD pattern of a bulk 
material (powdered or single crystal) might be greatly influenced by partial in- and out-of-
plane alignments observed in its films. The broadening b over and above the established 
breadth of a diffraction line due to a fractional variation in interplanar spacing (Ad/d, i.e., 
variation in strain) is given as b = A2# = -2 tan#Ad/d . However, A d / d is due to both 
tensile and compressive stress. The average grain size in a film can be estimated from t 
= 0.9A/(Bcos#), where B is the full width at half maximum of the broadened diffraction 
line on 26 scale (radians), t is the average grain size and A is the incident wavelength [77]. 
It should be noted that traditional x-ray diffraction results are averages of measurements 
on many grains through a bulk thickness. Therefore, it is hard to extract information on 
early growth stages of the films from these measurements. However, special techniques such 
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Figure 4-8: Bruker Discover D8 with GADDS x-ray diffractometer. 
as grazing angle x-ray diffraction may help provide information on the early growth stages 
even in relatively thick films, e.g., > 50 nm. Area detectors are now used widely in thin film 
texture analysis. For example, on a Bruker Discover D8 with GADDS x-ray diffractometer 
used in this research at the University of New Hampshire, a sample can be rotated around 
itself ((f)), moved on an arm up and down between 0 and 90° (%) and on a platform left and 
right between 0 and 180° (26) as shown in Fig. 4-8. 
One can set x a n d 29 fixed by employing an area detector. The samples are placed on 
the substrate holder in such a way that the sample surface normal is kept parallel to the 
diffractometer rotation axis 4>. The step-size for rotation is set to a desired angle, i.e., 5°. 
Note that this angle should be set to a much lower value, say 0.1°, for single crystals in order 
to prevent missing the diffraction signal spots, which may be closely distributed around <f>, 
especially for non-centrosymmetric structures. The diffraction pattern can be shown on a 
computer screen in real time as the area detector collect the scattered x-rays. Fig. 4-9 shows 
x-ray diffraction pattern of HfN film taken by an area detector. On this figure, 29 increases 
from right to left on the area plot whereas it increases from left to right on the intensity vs. 
29 graph, which is shown on the area plot. If the material is polycrystalline then diffraction 
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Figure 4-9: XRD pattern of HfN collected by the area detector. 
rings appear for each 26, which satisfies the Bragg law for specific crystal planes (hkl). If 
it is single crystal then very intense diffraction spots appear on the screen. On the other 
hand, for thin films with partial in- and out-of-plane alignments, the diffraction pattern 
consists of rings with intense spots on them. The spots on the rings point out the fact that 
the vast majority of the grains are aligned in some direction along % a n d the rest of the 
grains are randomly oriented. 
A Pole Figure is a stereographic projection of diffraction intensity from a set of crystal 
planes that have specified orientations with respect to the sample normal. Stereographic 
projection is used to map the surface of a hemisphere onto a plane, which is usually the 
equatorial plane, for representation purposes. A sphere is divided into meridians and paral-
lels on so-called Wulff net. The Wulff net is useful to determine the angle between two points 
by connecting them following an appropriate rotation of the net along a parallel [78]. Pro-
jection of a set of random points on the surface of the hemisphere onto the equatorial plane 
are shown in Fig. 4-10. One can let one of the crystallographic planes lie on the equatorial 
plane and its normal meet the north pole of the hemisphere. Then, each crystallographic 
direction with respect to the equatorial plane intersects certain points on the hemisphere 
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Figure 4-10: Stereographic polar net with a set of randomly distributed points on the 
surface of the unit sphere. 
surface. Those intersections are defined as the poles of the other planes with specified {hkl) 
values. The diffraction intensities from different planes can be projected onto the equatorial 
plane as either contour plots or 3D intensity plots. In order to do the pole figure analysis, 
a diffraction ring is selected. The orientations of crystallographic planes form an angle x, 
which ranges from 0° at sample normal to 90° in the sample plane. Integration over 4> 
C) 
Figure 4-11: a) XRD pattern of A1N thin film b) (0002) pole figure of the film c) 3D 
surface intensity plot. 
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Figure 4-12: Percentage calculations of grains wi th preferred and random orientations. 
and x a Q d subsequent interpolation over cj) yields a 3D intensity plot spanning a complete 
hemisphere on sample surface. Fig. 4-11 shows the pole and 3D intensity figures of A1N 
(0002) diffraction peak. The position of the spot on the pole figure and the intensity peak 
on the 3D plot show that preferred orientation of this sample is tilted by 40° from substrate 
normal. The percentage of grains with a preferred orientation on a given pole figure is 
estimated by comparing the width of the intense spot observed on the figure to that on the 
intensity plot. Fig. 4-12 shows our quantification procedure on pole figure of (200) diffrac-
tion peak of RF sputtered TiN deposited at 1% N2 concentration and 2 mTorr pressure. 
We first measure the width of the intense spot (wpo/e) on the pole figure. Then, we find the 
corresponding width (wcor res .) on the intensity plot by direct proportionality calculation 
between scalings of x on the pole figure and the intensity plot. The height hi above w c o r r e s , 
corresponds to the intensity from the grains with a preferred orientation. The height I12 
between hi and I13 corresponds to the intensity from grains with random orientations and 
the intensity I13 stems from the background. The relative intensities with respect to the 
background gives the percentages of grains with preferred and random orientations. XRD 
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and pole figure analysis techniques helped us better understand and study the tilted grain 
orientations, multiple grain populations, biaxial alignments as well as fiber texture changes 
due to kinetic and thermodynamic limitations observed in metal nitride thin films (A1N, 
TiN, and HfN). 
4.4.2 Transmission Electron Microscopy 
Since our modeling is based on growth rate differences on grains with different orientations 
due to the adatom mobility differences on the grains and shadowing effects, we performed 
transmission electron microscopy measurements on ultrathin films to seek the coexistence 
of these grains. Plan view TEM measurements were made using a Zeiss Leo 922 Omega 
model microscope with accelerating voltages of f 20 and 200 kV and magnification from 80X 
to 1,000,000X at the University of New Hampshire. Cross-sectional TEM measurements 
were obtained by means of focused ion beam sectioning at Seagate Technology Inc. High 
resolution TEM images were obtained at National Semiconductor FAB in Portland Maine. 
Transmission electron microscopes (TEM) are used for structural imaging purposes such 
as morphological, crystallographic and compositional analyses. The resolution in the imag-
ing depends on the wavelength of the wave incident on the specimen. In TEM operations, 
electrons are typically accelerated in the range of 100 keV to 1 MeV. Electrons of 100 keV 
energy have deBroglie wavelengths of 0.037 A. Therefore, a high resolution TEM is capable 
of resolving interatomic spacings. Fig. 4-13 illustrates the working principles of a TEM. As 
it is discussed in [79], a monochromatic electron beam (virtual source) is first passed through 
condenser lenses (electromagnetic condenser lenses) to control the beam cross-section and 
brightness. The beam is confined through the condenser aperture by filtering out the high 
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Figure 4-13: Transmission Electron Microscope, after [79]. 
sample. The focal planes above and below the specimen are called front and back focal 
planes, respectively. The transmitted beam is focused by the objective lens into an image. 
Objective aperture is used to enhance the contrast by eliminating high-angle diffracted 
electrons. In addition, the sample can be tilted in some TEM's, which enables the user to 
identify the planes that do not scatter the beam at normal incidence. The selected area 
aperture helps the user study the diffraction of electrons by periodic arrangements of atoms 
in the specimen. When the image lands on the phosphor screen, light is generated, which 
can be viewed by the user. The contrast formation (amplitude) in TEM is adjusted by its 
modes. The bright field (BF) imaging is a TEM mode that uses only unscattered central 
beam. The thicker or denser regions of the sample will appear dark while the thinner re-
gions will appear bright. In the dark field (DF) imaging mode, only the regions that cause 
electron scattering to the selected Bragg peaks are chosen by adjusting the apertures in 
the back focal plane, which block both the central beam and other diffracted beams. The 
image will appear dark when no scattering occurs to the selected diffraction peak. One 
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can recombine the central beam and one of the diffracted beams both in phase and ampli-
tude to use in lattice imaging, where lattice fringes of the interfacial regions can viewed in 
atomic resolutions. TEM is also used for microdiffraction of electrons in localized regions 
(individual grains) on the specimen. It is also possible to do compositional analysis of 
the sample by studying the energy of the transmitted electron beam (electron energy loss 
spectroscopy) [79]. 
4.4.3 Piezoelectric Force Microscopy 
A1N is a piezoelectric material and any kind of anisotropy present in its microstructure might 
affect its piezoelectric responses along directions perpendicular and parallel to asymmetry 
axis. In order to study this effect brought by the structural anisotropy, piezoelectric force 
microscopy measurements were carried out at the University of Connecticut. 
As we discussed in the first chapter, the material must be dielectric and have a non-
centrosymmetric structure in order to exhibit piezoelectric properties. Piezoelectricity is the 
ability of a crystal structure to generate voltage when it is subjected to mechanical stress 
(Force/Unit Area). This effect is reversible in piezoelectric crystals; i.e., one can produce 
mechanical deformations (change in length of the material/original length of the material, 
i.e., strain) along certain directions when voltage difference is applied across one of the 
crystal axes. These deformations can be measured by piezoelectric force microscope (PFM) 
and they are defined as piezoactuation or piezoresponse. PFM detects the deflections of an 
atomic force microscopy (AFM) cantilever due to the piezoresponse of the sample under-
neath the tip. The cantilever is voltage biased directly and the electrode under the sample 
is grounded [80]. Piezoelectric charge constant (d) is defined as the mechanical strain ex-
erted on the material per applied electric field strength. The first subscript corresponds to 
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Figure 4-14: Directions (1,2, and 3) and shears (4,5, and 6) used to denote piezoelec-
tric charge constant dy . 
applied field directions whereas the second subscript indicates the induced strain. Alterna-
tively, d can be defined as polarization generated by mechanical stress. In this case, the first 
subscript indicates the direction of the polarization of the material when no external field 
is applied to the material, which is usually chosen as positive z direction, and the second 
term corresponds to the applied stress. Fig. 4-14 shows the directions and shears around 
the axes. 
4.4.4 Resistivity Measurements 
The resistivities of thin films are usually measured by Van der Pauw method, which measures 
the sheet resistance of a material. The sheet resistance is defined as the resistance of thin 
films that have uniform thickness. In sheet resistance measurements, the films are treated 
as two dimensional entities. The sheet resistance of a material can be directly measured 
by means of a four-point-sensing measurement. The current needs to flow in the plane of 
the sheet. In three dimensions, the resistance of a material is given as R—p L/A, where 
p is the resistivity, L is the length and A is the cross-sectional area. We can group the 
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Figure 4-15: a) Two dimensional four point geometry b) one dimensional four point 
geometry 
resistivity with thickness (t) as R = ( p / t ) L / W , where W is the width of the sample. Then, 
in 2D, the resistance becomes R = R s L / W , where R s is the sheet resistance [81]. In order to 
make measurements a current is driven along one edge of the sample (I12) and the voltage 
across the other edge (V34) is read through ohmic contacts as shown in Fig. 4-15. Then the 
resistance for the edge is Ri2,34 = V34/I12. Likewise, the resistance for the edge 23 can be 
found as R23,4i = V41/I23. Van der Pauw discovered that the sheet resistance of samples 
with arbitrary shapes can be determined as [82] 
, ^^12,34, ,
 r 7T #23,41-1 -, 
exp[ ^ — J + expl ^H—I = 1. Rs Rs 
(4.5) 
The measurements can be even made more precise by averaging the sum of reciprocal and re-
verse readings in horizontal and vertical directions; that is, Rvertical = [Ri2,34+R34,i2+R2i,43 
+R43,2i]/4 and RHorizontai = [R23,4i+R4i,23+R32,i4+Ri4,32]/4. The readings should agree 
within a degree of 3%. In general, the van der Pauw formula cannot be rearranged to give 
the sheet resistance R5 in terms of known functions for the geometry shown in Fig. 4-15 (a) 
and iterative methods in numerical computations are used to solve the formula. However, 
in ID, Rfiorizantal — ^Vertical = R = V/I and the formula can be reduced to R5 = 7rR/ln2. 
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Thin film resistivities have values in ^Q-cm range. Therefore, choosing a current value of 
4.53 mA is convenient to flow on the sample surface because it cancels the coefficient TT/ ln2, 
which is roughly equal to 4.53 and allows the user to read the sheet resistance in millivolts. 
In this case, the voltage reading in millivolts corresponds to sheet resistance in units of 
ohms/square (fJ/D). When R5 is multiplied by the thickness of the film in hundreds of A, 
the resistivity of the film is obtained in units of /if2-cm. 
4.4.5 Nuclear Reaction Analysis 
Nuclear reaction analysis (NRA) is a nuclear method to analyze atomic concentrations in 
a given material. It is helpful to carry out NRA in order to confirm the stoichiometry of 
the compounds. It also reveals information on the atomic concentrations of the contami-
nants that are mostly oxygen and nitrogen from the residual gas in sputtering processes. 
Identification of oxygen content of a film is crucial because the presence of oxygen during 
film growth might decrease the adatom surface mobilities and incorporated oxygen within 
the films may contribute to microstructure modifications. In a NRA process, the sample 
is irradiated by selected projectile nuclei with kinetic energies E ^ . Nuclear reactions take 
place within the target sample under resonance conditions, which will depend on both the 
angle of incidence and Fikin of the projectile. The reaction products are usually unstable 
nuclei in excited states, which decay by emitting ionization radiation such as a, 7, and (5 
particles. The projectile nucleus needs to have initial kinetic energy greater than nuclear 
resonance energy and stopping power of the target nucleus to be detected. The penetration 
depth of the projectile nucleus depends on the its kinetic energy; that is, the higher the 
energy the deeper the reaction. The energetic emitted particles are characteristic to each 
reaction. The detected number of these particles for a given incident energy will be propor-
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tional to the concentration at the corresponding depth of the target nucleus in the sample. 
The oxygen content of the samples was measured by nuclear reaction analysis (NRA), which 
provides O/N ratios in the films, at IBM Research in Yorktown Heights. Nitrogen content 
was measured by detecting a particles through the reaction 1 4N(d,a) 1 2C using a 1.042 MeV 
deuteron (2H) beam. The 14N data were normalized by using a normalization derived from 
a 2 x l 0 1 6 1 4N/cm2 ion-implanted standard. Oxygen content was measured by detecting 
protons through the reaction 1 6 0 ( d , p ) 1 7 0 using a 0.67 MeV deuteron (2H) beam. The 
1 6 0 data were normalized to a 1000 A Si02 standard. The details of many known nuclear 
reactions can be found in the sources given by the International Atomic Energy Agency 
(IAEA) at Ref. [83]. 
4.4.6 Rutherford Backscattering Spectroscopy 
Rutherford backscattering spectroscopy (RBS) is a technique to determine the compositions 
of a target material by monitoring the high energy ion beam that is backscattered by the 
target. Rutherford scattering can be described as an elastic hard sphere collision between 
alpha particle (He+ ion) and the nucleus in the material. The energy of the scattered 
particle is [84] 
macosda ± Jm2arget - m2a(smdtarget)2 
ma + mtarget 
Ea = E0[ v "'"' — ] 2 , (4.6) 
where Eo is the initial energy of the a particle, da and ^target are the scattering angles 
of the a particle and the target nucleus with respect to the incident trajectory. When 
the mass of the a particles is less (higher) than the target nucleus the plus (negative) 
sign is taken. The angular distribution of the backscattering probability is described by 
the differential cross-section of the backscattering; i.e., du/dfi = (scattered flux/unit solid 
angle)/(incident flux/unit of surface)=(ZaZta r9etq2 / 4E o ) 2 [ l / ( s in0 a /2 ) 4 ] , where Z denotes 
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the atomic number, and qe is the charge of electron. As the a penetrates in the target, 
it loses energy and eventually stops. The stopping power is defined as S=-dE/dx. The 
energy loss of a backscattered ion depends on its interactions with the target nuclei as well 
as its interactions with the electrons in the target at small angles. The former depends 
on the scattering cross-section of the target nucleus, e.g., its mass and atomic number and 
the latter does not result in huge energy loss and it depends on the electron density of 
the target and the distance traveled by the projectile. Therefore, different materials in 
the target will scatter the incident a particles at different scattering angles and energies. 
In RBS operations, the backscattered a particles are counted according to their energies 
N(E) and N(E) vs E is plotted. The peaks observed in these plots are the signatures of 
each individual element in the target material. A comparison of peak intensities and areas 
with respect to each other gives information on relative atomic concentrations in the target 
sample. The titanium content of the films was measured by Rutherford backscattering 
spectroscopy using 2.3 MeV a particles at IBM Research in Yorktown Heights. The RBS 
data were normalized to a standard 1000 A Au. 
4.5 Sample Preparation 
A1N, TiN, and HfN films were all prepared on Si (100) surfaces with a native oxide layer 
at room temperature. Our magnetrons are placed in the vacuum chamber in such a way 
that the deposition direction makes an angle of about 40° with respect to substrate normal 
as shown in Fig. 4-16. The target-to-substrate distance in our chamber is approximately 
16 cm. When we want to deposit samples at normal incidence we tilt the samples so that 
they face the magnetron directly. Our ion beam source lies on an arc and we can adjust the 
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Figure 4-16: Sketch of our system configuration. 
AS200 model Profilometer. We made X-Ray diffraction measurements using Schulz's x-ray 
pole figure technique on a Bruker Discover D8 with GADDS x-ray diffractometer. 
As we discussed in the previous sections, reactive sputtering can be done using both 
DC and RF magnetron sputtering. Reactive magnetron sputtering is currently the main 
method to grow transition metal nitride layers since it enables low temperature deposition 
at high growth rates [85, 86]. The reader should realize that determining the right amount of 
Ar and reactive gas flow rates in a given deposition environment and geometry takes severe 
exploration in long series of experiments until the necessary parameters are decided for a 
specific material. The most important runs that generated our results out of approximately 
250 experiments done in this research are listed in the appendix. 
A1N films were grown using DC magnetron sputtering technique. The base pressure 
was m the lCT7-lCr8 Torr range and was raised to 1.5 mTorr for depositions. The 99.999% 
pure Al target was presputtered using pure Ar prior to each run and a mixture of Ar and 
N2 was used for A1N deposition at a power of 100 W. The ratio of N2 to (Ar + N2) flow was 
varied from 0 to 0.19 to examine the transition region from pure Al to A1N. N2 concentration 
values refer to the gas mixture in the chamber with a total Ar and N2 flow rate of 36 seem. 
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The deposition angle was fixed at 42° from substrate normal. Pole figure analysis was done 
on (111) Al and (0002) A1N diffraction peaks. We deposited thin layers of Al and A1N on 
Si3N4 TEM windows. Using deposition rates of Al and A1N, we estimated their thicknesses 
on windows as 50 and 40 nm, respectively. We used 13 and 15% N2 flow ratios to deposit 
A1N films on the windows. 
T i N films were grown using RF (13.56 MHz) magnetron sputtering. The base pressure 
was in the low 10~8 Torr range. The pressure was increased to 2 mTorr during the de-
positions. The 99.995% Ti target was presputtered prior to each run and Ar/N2 mixture 
with a total flow rate of 50 seem was used for TiN depositions at a power of 150 W. We 
explored the microstructure of the films by adjusting N2/(Ar+N2) ratio in the chamber. 
The deposition angle was fixed at 40° from substrate normal. The angular spread of the 
deposition flux was 20° created by the plasma track on the 3 in diameter circular magnetron 
as viewed from the substrate (see Fig. 4-16). Pole figure analyses were done on (111) and 
(200) diffraction peaks of TiN. IBAD of RF sputtered TiN was done by directing 150 eV 
nitrogen ions (N + , N j ) using a 3 cm Kaufman ion source at the center of the substrate 
during film growth. The ion source was located at 55° off-axis with respect to substrate 
normal, in the plane perpendicular to that shown in Fig. 4-16. The ion beam struck the 
entire substrate surface. We varied the discharge current between 0.15 and 0.52 A to study 
the effects of ion to atom arrival ratio on texture evolution. We obtained a resputtering 
fraction of 0.29 for 0.31 A discharge current. 
HfN films were grown using RF (13.56 MHz) magnetron sputtering at 150 W. The base 
pressure was in the low 10~~8 Torr range. The pressure was increased to 2 mTorr during the 
depositions by setting Ar and N2 flow rates to 47.5 and 2.5 seem, respectively. The Hf target 
with 99.9 % purity was presputtered prior to each run by Ar ions only. We investigated 
87 
the microstructure of the films by adjusting the oxygen partial pressure (O2 pp) using a 
mechanical variable leak valve mounted on the oxygen gas line. The partial pressure values 
were monitored by Dycor quadrupole gas analyzer (mass spectrometer) before and after 
each run to confirm their stability. The deposition angle was fixed at 40° from substrate 
normal. Pole figure analyses were done on (111) and (200) diffraction peaks of HfN. 
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C H A P T E R 5 
RESULTS and DISCUSSION 
In this chapter, we will cover our observations on A1N, TiN, and HfN films. We will use 
our simulation results along with the modeling that we proposed in chapter two to discuss 
the physical basis of our observations, which causes the obtained results. 
5.1 Tilted Fiber Texture in A1N Thin Films 
We report a strong dependence of fiber texture tilt angle on the gas composition in aluminum 
nitride (A1N) thin films prepared by off-normal reactive magnetron sputtering in N2/Ar 
mixtures [87]. X-ray pole figure analyses were used to measure the c-axis A1N tilt angle as 
a function of N2 flow ratio for a deposition angle of 42° from normal. We found that the 
c-axis remains perpendicular to the substrate for a N2 flow ratio up to 12-15%, and then it 
is abruptly tilted towards the deposition direction for a N2 flow ratio above 12-15%. We also 
identified a range of deposition parameters at lower N2 flow in which an amorphous phase 
of A1N is formed. The abrupt change in fiber tilt angle with respect to gas composition is 
correlated to adatom mobility being quenched above 12-15% N2 flow. 
5.1.1 Details of A1N Study 
A1N films were grown as described in the preceding chapter. Sample thicknesses ranged be-
tween 150 and 250 nm, which were consistent with the cross-sectional TEM measurements. 
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Figure 5-1: Graphs of a) deposition rate vs N 2 percentage and b) resistivity vs N 2 
percentage. 
We estimated deposition rates of the samples by dividing the thickness by deposition time. 
For pure Al, the deposition rate was around 3.7 nm/min and it ranged from 0.8 to 1.3 
nm/min for A1N films. As the N2 flow ratio was increased, the deposition rate decreased 
and resistivity increased, as shown in Fig. 5-1, indicating the formation of insulating A1N. 
The films are insulating above 10% N2 flow ratio. We performed NRA on A1N films de-
posited at 12 and 13% N2 flow ratio and measured concentrations of 1.6 and 6.2 at % O for 
those samples, respectively. 
Fig. 5-2 shows the xrd patterns of Al and A1N deposited at 10, 12 and 13% N2 flow 
ratios. Table 5-1 shows the powder diffraction file (PDF) data of hexagonal wurtzite A1N 
[88]. We have verified that as-deposited A1N films xrd patterns match those given in the 
PDF cards. To study the texture of A1N films, we performed pole figure analysis on a series 
of samples. Fig. 5-3 shows pole figures of Al (111) and A1N (0002) deposited at 8, 9, 12, 
13, 14, and 15% N2 flow ratio. Bold lines on the pole figures give substrate normal (0° -
tilt) and the position of the intensity peak corresponds to a tilt degree between substrate 
normal and 90°. Pure Al films showed a strong (111) fiber texture in which (111) planes 
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Table 5.1: The crystallographic data of hexagonal wurtzite A1N, PDF number: 25-
1133. 
d(A) I hkl 26 
2.695 100 (10T0) 33.216 
2.49 60 (0002) 36.04 
2.371 80 (lOTl) 37.916 
1.829 25 (10T2) 49.814 
1.5559 40 (1120) 59.349 
1.4133 30 (10T3) 66.052 
were tilted about 6° towards the deposition direction. Al (111) pole intensity has a full 
width at half maximum (FWHM) of 12° both in x a n d azimuthal directions. We started 
observing 0002 (c-axis) A1N diffraction peaks with the sample deposited at 8% N2 flow 
ratio. The samples grown in 8 and 9% N2 flow ratio did not exhibit strong fiber texture 
and their c-axis tilt was less than 10°. We found that the samples deposited at 10 and 
11% N2 were amorphous. The sample grown at 12% N2 flow ratio exhibited a strong (0002) 
out of plane texture and FWHM of 15° and 20° in x a n d azimuthal directions, respectively. 
Pole figure analysis of this sample showed that the c-axis was tilted approximately 8° 
towards the deposition direction. When we increased the N2 flow ratio to 13%, A1N showed 
a strong (0002) fiber texture and FWHM of 15° and 24° in x a n d azimuthal directions, 
respectively. This time, however, its c-axis was tilted about 40° towards the deposition 
direction. Based on our discussions in the preceding chapter, we estimate the amount of 
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Figure 5-2: X R D pa t te rns of a) Al, A1N deposited at b) 10%, c) 12% and d) 13% N 2 . 
randomly oriented. We also observed a secondary grain population tilted 50° from the 
substrate normal opposite to the deposition direction, which corresponds to the A1N a-axis 
oriented towards the deposition source. Secondary populations can be barely seen as bumps 
on the left side of the pole figures. Rodriguez-Navarro et al. [34] have also observed this 
secondary population growth for deposition angles greater than 45° that indicates a biaxial 
alignment. A1N film deposited at 14% N2 had a strong (0002) fiber texture with a tilted 
c-axis about 45° towards the deposition direction. The a-axis was also observed at 50° from 
the substrate normal opposite to deposition direction for this sample. As we increased N2 
92 
Alt l i d AIN{0002 
R ^ l 





' M i l ; mmm 
Figure 5-3: Pole figures of a) Al (111), and A1N (0002) deposited at b) 8%, c) 9%, d) 
12%, e) 13%, f) 14% and g) 15% N 2 . Bold lines are to show the 0° tilt . 
percentage to 15% A1N started losing its fiber texture. 
In order to check the reproducibility of the experimental sequence mentioned above, we 
carried out the same series of experiments with a different Al target. Fig. 5-4 shows pole 
figures of A1N (0002) deposited at 15, 16, and 17% N2 flow ratio from the second set of 
measurements. Pole figure analyses revealed similar results to those found on the first set 
of samples. A1N deposited at 15% N2 flow ratio exhibited fiber axis tilt less than 10°. A1N 
tilted its c-axis towards deposition direction when it was deposited at 16% N2 environment. 
This abrupt change in c-axis tilt previously occurred when we increased N2 percentage from 
12 to 13%. We note that the new Al target might shift the N2 percentage value, at which 
A1N starts responding to deposition flux, due to the multiple parameters involved (i.e., 
new target geometry, slightly different base pressure, etc.). However, the sudden c-axis tilt 
towards deposition direction by slightly increasing N2 gas mixture is reproducible. As we 




Figure 5-4: Pole figures of A1N (0002) deposited at) 15%, b)16% and c) 17% N2. 
Fig. 5-5 shows plan view TEM figures of Al and A1N deposited at 13 and 15% N2 flow 
ratio. We estimated the average grain size for Al films as 80 nm from the plan view TEM 
figures. We obtained about 10 nm upper limiting size for the grains of A1N films grown 
at 13 and 15% N2 , respectively. These sizes are the lateral dimensions of the columnar 
grains. Fig. 5-6 shows cross sectional TEM views of A1N grown at 10, 12, and 13% N2 . 
The amorphous microstructure of A1N deposited at 10% N2 was verified by cross sectional 
TEM measurements. A1N grown at 12% N2 flow ratio has grains tilted about 35° from 
the substrate normal whereas its c-axis is tilted 8° towards the deposition direction. A1N 
deposited at 13% N2 has grains tilted approximately 20° from the substrate normal and its 
c-axis is tilted 40° towards the deposition direction. Cross sectional TEM analysis shows 
a) 
Figure 5-5: P lan view T E M images of a) Al b) A1N deposited at 13% and c) 15% N 2 . 
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Figure 5-6: Cross sectional T E M views of A1N deposited at a) 10%, b) 12% and c) 
13% N 2 . 
that A1N films deposited at 12% N2 are smoother than those grown at 13% N2 . This might 
be attributed to the shadowing effect of crystallites having their c-axis highly oriented in 
the deposition direction. The tangent rule would predict the existence of tilted grains but 
does not predict the c-axis orientation. In order to understand the c-axis tilt we need to 
determine how N2 flow ratio and adatom mobility on the surface affect the film growth. 
Surface diffusion lengths are longer for low melting point materials. This helps adatoms to be 
mobile on the growing surface, forming a microstructure nearly independent of deposition 
direction. The melting point of A1N (>3000 K) is considerably higher than that of Al 
(933 K). Levenson et al. [89] have reported that Al diffusion distances at temperatures 
between 80 and 400 °C vary from 8 to 16 /xm on oxidized Si films on Si substrate. Since 
surface diffusion lengths of Al atoms are high enough, Al does not respond strongly to the 
deposition direction. As we increase N2 concentration around Al, surface diffusion length of 
Al starts decreasing. However up to 12% N2 it is apparently still long enough to favor A1N 
crystallites to have out of plane texture without responding to the deposition direction. 
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Samples deposited at 8 and 9% N2 concentration showed low texture qualities whereas 
the sample deposited at 12% N2 concentration had a well-defined texture. Low texture 
quality might be attributed to the lack of N2. The species in the deposition flux are mainly 
sputtered Al and N atoms from the target, N^" and Ar + ions from the plasma, and Ar atoms 
and N2 molecules from the background gas. Reflected N atoms from the target provide an 
additional source of reactive nitrogen. It is believed that when the N2 concentration reaches 
a certain amount, the Al surface diffusion length is no longer high enough to maintain 
the perpendicular c-axis texture of A1N. At this concentration Al atoms are pinned by the 
reactive species and their mobilities are decreased on the surface. Harper et al. [90] reported 
the importance of high reactivity of N^ species in a dual ion beam deposition system. They 
used target ion beam Ar + on Al target and the substrate ion beam of Ng". We did not have 
a direct way of measuring the arrival rates of each individual species reaching the growing 
film in our experiments and cannot determine the exact surface diffusion length of Al in 
this reactive growth environment. However, as a result of decreasing surface diffusion length 
of Al, the A1N grains are more subject to orientation effects due to the less damage and 
resputtering along open directions based on the energetic arrival flux from the deposition 
direction as proposed by channeling mechanisms [5, 6]. In this case, the c-axis may tilt 
towards the deposition direction. Nonetheless, low particle energies in typical sputtering 
environments (i.e., 1 to 10 eV) compel us to propose a different mechanism than channeling. 
The c-axis tilting that we observed can be distinguished from the column tilting observed by 
Seppanen et al. [91] on ternary wurtzite A l i - ^ n ^ N thin films grown by magnetron sputter 
epitaxy (MSE) technique, which appears to be due to a lattice parameter gradient across 
each column. The difference in the incorporated oxygen content in the films deposited at 
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Figure 5-7: P F M scan directions of A1N deposited at 13% N 2 flow rat io at a) 0° and 
b) 90°. 
our investigations on TiN and HfN in the following sections will enlighten this effect to 
the extent that oxygen presence during sputtering diminishes the adatom surface diffusion 
lengths. The exact tilt angle and sharpness of the texture will depend on a combination of 
surface mobility, surface energy and energetic particles affecting the crystallite orientations. 
The non-zero piezoelectric coefficients of single-crystal A1N are dis, d3i, and d33, which 
are measured as -2.42, -1.88, and 4.53 pm/V, respectively by Bu et. al [92]. For compari-
son, we include dn, and di4 coefficients of a-quartz and d33 coefficient of Pb(Zro.53^0.47)03 
(PZT) as 2.31, 0.727, and 225 pm/V, respectively [93, 94]. We deposited A1N films on top 
of conducting Al layers for PFM measurements. We define out-of-plane vibrations in the 
measurements as deflection and they detect sample piezoactuation normal to the surface. 
Lateral detection in PFM is only sensitive to surface displacement perpendicular to the 
long axis of the AFM cantilever. Therefore, lateral (in plane) piezoresponses were obtained 
with the sample oriented in two directions, denoted as 0° and 90° scans. Fig. 5-7 shows 
how the samples were scanned at 0° and 90°. Tilted texture of A1N produces an azimuthal 
in-plane anisotropy of piezoresponse. We did PFM analysis of A1N film deposited at 13% 
N2 concentration. We found deflection piezoactuation as 5.1 pm. Lateral piezoactuation 
AFM Cantilever 
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Figure 5-8: Fiber axis tilt angle vs. N 2 concentration of Al (111) and A1N (0002) 
deposited at 8%, 9%, 12%, 13%, 14%, and 15% N 2 . 
(parallel to texture direction) response at 0° scan was 4.8 pm, which is comparable to deflec-
tion piezoactuation. However, lateral piezoactuation (perpendicular to texture direction) 
response at 90° scan was 0.6 pm, which is much lower than deflection piezoactuation. PFM 
measurements revealed a strong azimuthal anisotropy for the sample with tilted texture. 
These results are consistent with the in-plane anisotropy observed in c-axis orientation as 
shown in Figures 5-3 and 5-4. 
5.1.2 Simulation Results 
We have shown that A1N (0002) (c-axis) is tilted abruptly towards the deposition direction 
as N2 concentration is increased in N 2 /Ar sputtering gas mixtures. Fig. 5-8 shows the 
fiber axis tilt angle as a function of nitrogen concentration in the sputtering gas. In this 
section, we explain the drastic change in A1N c-axis tilt by a combination of shadowing effect 
and competitive growth between grains of different orientations. We performed Monte Carlo 
simulations to explore the dynamics of this competitive growth. The details of the modeling 
and simulations are given in chapter 2 and 3, respectively. Here we present a kinetic MC 
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Figure 5-9: Evolution of surface composition ratios of A and B sites during normal 
incidence deposition. 
simulation model to describe the phenomenon of sudden c-axis A1N tilt [95]. The model 
is based on the assumption that A1N islands with their c-axis parallel to substrate normal 
(Type-A islands and surface sites) and A1N islands with tilted c-axis (Type-B islands and 
surface sites) coexist at the initial stages of the growth and they can provide the adatoms 
with different surface mobilities. In the previous section, we have argued that the adatom 
mobilities are quenched when N2 concentration reaches a certain amount in the reactive 
sputtering of A1N. Our model further assumes that adatom mobility differences on different 
islands result in a growth rate difference of the islands. At the initial stages of the growth, 
A1N islands with tilted c-axis grow taller due to the lower adatom mobility on these islands. 
As they grow taller they win the competition and stop the further growth of A1N islands with 
their c-axis parallel to substrate normal due to shadowing effect. Monte Carlo simulations 
revealed that the shadowing effect combined with different adatom mobilities promotes the 
sudden c-axis tilt in A1N thin films. 
Since in conventional normal incidence deposition, the sites with high adatom mobilities 
grow faster laterally and cover more surface area [51, 52, 53], we would expect A sites to 
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Figure 5-10: Sketch of texture evolution for a) normal incidence and b) oblique angle 
deposition. 
grow onto B sites and convert them to A at normal incidence deposition. In other words, 
because of their larger surface coverage A sites capture more incident atoms and make them 
join the A sites. Fig. 5-9 shows our simulation results for normal incidence deposition with 
an incident flux of A50% and B50%. The takeover of high adatom mobility sites (A type) 
is evident in the figure. One may wonder why type-A islands dominate film surface while 
the probability of diffusion is higher on these sites and B sites are energetically more favor-
able. Energetically favorable sites dominate film surfaces in equilibrium processes. Since 
sputtering is a non-equilibrium process, we would not necessarily expect the energetically 
favorable sites to dominate in the normal incidence case. In sputter deposition, like in any 
other physical vapor deposition processes, the formation of high mobility islands is pro-
moted. However, when the flux comes from an angle, B sites grow faster in the vertical 
direction due to lower adatom mobility and they capture more particles since they can grow 
taller and shade the nearby A islands with higher surface mobilities [51, 52, 53]. In Fig. 
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Figure 5-11: Evolution of surface composition ratios of A and B sites during depo-
sition a t 42°. Increasing lines correspond to type-B islands whereas decreasing ones 
correspond to type-A islands. 
5-10, we sketch the texture evolution for (a) normal incidence deposition and (b) oblique 
angle deposition. In normal incidence deposition, A islands laterally overgrow B islands, 
resulting in a fiber texture dominated by A islands. In oblique angle deposition, the higher 
B islands quickly shadow the lower A islands, thereby capturing a greater fraction of the 
incident atom flux. The result is a tilted texture, oriented towards the deposition source, 
and dominated by B islands. 
The results of our simulations of oblique angle deposition are given in Fig. 5-11, which 
shows the concentration of A and B as a function of thickness for different initial emission 
probabilities. Increasing concentrations correspond to type-B islands whereas decreasing 
ones correspond to type-A islands. There is a complementary B curve for each A curve so 
that the total surface concentration adds up to 100%. As it can be seen from Fig. 5-11, B 
sites grow faster compared to A sites even at lower ratios of B. Our simulations revealed that 
the growth rate of B increases nonlinearly as we increase the percentage of B. The curves 
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Figure 5-12: The slope of B surface composition ratio curve in Fig. 5-11 against B 
percentage at a thickness of 1525 lattice uni ts . 
bend over and they change their slopes. This is evident for almost each curve around the 
thickness values between 1000 and 2000 lattice units. To study this trend, we plot the slopes 
of each curve with respect to B percentage around 1500 lattice units. Fig. 5-12 shows the 
slope of each curve against B percentage at a thickness of 1525 lattice units. The bold line 
in the graph is a logarithmically fitted curve of the data to show the trend. It is evident 
from Fig. 5-12 that the growth rate of low adatom mobility islands B increases non-linearly 
as we increase their initial emission probabilities. It increases rapidly for B% values up to 
10% and slowly for the larger B concentrations. Therefore, we argue that this non-linear 
nature of the growth mechanism simulated by Monte Carlo method can explain the drastic 
change in c-axis tilt observed in A1N thin films; as we increase the N2 concentration, the 
number of adatoms with lower surface mobilities is also increased (i.e., in our simulations 
B percentage). The effect of changing nitrogen partial pressure is indirectly included in the 
simulations by changing the initial emission probabilities of type-A and type-B adatoms; 
otherwise we do not have a direct way of including it in the simulations. The slopes are 
also expected to depend upon the specific values of the D /F , temperature, deposition angle, 
angular spread, bond, and activation energies. 
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Figure 5-13: Surface morphology of the film simulated for 50% A type and 50% B 
type emitted atoms at a thickness of 3815 lattice units at a) normal incidence and b) 
42°. 
The surface morphology of the film simulated for 50% A type and 50% B type emitted 
atoms is shown in Fig. 5-13 for normal incidence and oblique angle deposition. These 
snapshots are taken at a thickness of 3815 lattice units. In Fig. 5-13 (a), incoming particles 
are incident on the surface at a normal angle. The atoms are landing on the surface from 
the right in Fig. 5-13 (b). The tilt behavior towards the deposition direction can be 
clearly seen in Fig. 5-13 (b). In addition, due to the shadowing effect, the root mean 
square roughness of the films deposited at oblique angle is significantly larger than the ones 
deposited at normal incidence. Consistent with the predictions from the simulated films, 
we have experimentally shown that the c-axis tilted and non-tilted A1N films both have 
tilted columnar structures but A1N with tilted c-axis film is rougher. This is because in 
the tilted case the shadowing effects are more profound. Fig. 5-6 shows the cross-sectional 
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Figure 5-14: Rms roughness vs. B % graph of the simulated films at a thickness of 
3815 lattice units . 
at 12 and 13% N2 content, respectively. In these images, the deposition flux is from the right. 
Roughness difference is evident in the figures; the film deposited at 13% N2 is significantly 
rougher than the one deposited at 12% N2. 
We also investigated how the roughness of the films responds to the increasing surface 
concentration ratio of type-B grains. Fig. 5-14 shows the root mean square (rms) roughness 
of the films against B% at 3815 lattice unit thickness. The rms roughness of a surface is 
expressed as R r m s = J^ J27=i ?^> where hj are the length of the maximum peak heights 
for the surface features. The bold line is the trendline curve fitted for the data. It can be 
seen in the figure that the roughness of the simulated films increases rapidly for B% values 
less than ~10% and then saturates. This observation can explain the roughness difference 
observed in A1N films. 
In pursuit of identifying the coexistence of tilted and non-tilted grains of A1N at the early 
stages of the film growth, we prepared ultrathin A1N films with thicknesses of approximately 
8 and 12 nm under the same conditions as we applied to grow the A1N samples with tilted 
textures. Fig. 5-15 shows the high resolution TEM images of A1N deposited at 42°, 15% 
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Figure 5-15: High resolution T E M images of A1N prepared at 42° and 15% N 2 con-
centrat ion with a thickness of a) 8 nm b) 12 nm. 
N2 concentration and room temperature. The A1N lattice fringes can be seen from the 
figures. The interplanar spacings of (1110), (0002), (lOTl), and (1012) planes are 2.7, 2.5, 
2.37, and 1.83 A, respectively. We measured the spacings between lattice fringes as 2.7, 
2.8, 2.9, 3.0, and 3.1 A. These measurements have the same order of magnitude as the 
calculated interplanar distances. Even though these results do not explicitly verify that 
tilted and non-tilted grains coexist at the initial stages of the film growth, the existence of 
different lattice fringe spacings points out the coexistence of grains with different out-of-
plane orientations. As film thickens, only the tilted grains presumably survive. We think 
that the blurred regions in these images may correspond to tilted grains. In order to adjust 
the contrast or do the diffraction measurements on these regions, we would have to tilt the 
sample during imaging. Since this type of measurement requires a higher tilt angle than 
the high-resolution TEM has available, we have not been able to resolve these blurred areas 
on the samples. 
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5.2 A Comparat ive Texture Study of TiN and HfN Thin 
Films 
We were able to obtain TiN biaxial textures for a deposition angle of 40° from substrate 
normal and a range of deposition conditions using radio frequency (RF) sputtering [96]. 
We observe that the <111> orientation is close to the substrate normal and the <100> 
orientation is close to the direction of the deposition source, showing substantial in-plane 
alignment. Introducing a 150 eV ion beam at 55° with respect to substrate normal during 
RF sputtering of TiN made it align its out-of-plane texture along <100> orientation. In 
this case, (200) planes are slightly tilted with respect to substrate normal away from the ion 
beam source and (111) planes are tilted 50° towards the ion beam source. For comparison, 
we found that HfN deposited at 40° without ion bombardment has a strong <100> out-
of-plane orientation parallel to the substrate normal. These results are consistent with 
the mechanism of momentum transfer among adatoms and ions followed by an increase 
in surface diffusion of the adatoms on (200) surfaces. The type of fiber texture results 
from a competition among texture mechanisms related to surface mobilities of adatoms, 
geometrical and directional effects. 
5.2.1 Details of The Comparative Study 
TiN and HfN films were prepared as discussed in the previous chapter. Typical film thick-
nesses ranged between 100 and 300 nm and the deposition rates were approximately 1 
nm/min for TiN and 3 nm/min for HfN. Texture analysis was done through pole figure 
measurements on (111) and (200) diffraction peaks of TiN and HfN. Fig. 5-16 shows xrd 
pattern of TiN deposited at 40° and 1% N2 concentration in a total Ar and N2 flow rate 
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Figure 5-16: XRD pattern of TiN thin film deposited at 40° and 1% N2 concentration 
in a total Ar and N2 flow rate of 50 seem. 
Table 5.2: The crystallographic data of fee TiN, PDF number: 38 - 1420. 
d(A) I hkl 26 
2.45 100 (111) 36.653 
2.12 72 (200) 42.586 
1.5 45 (220) 61.806 
1.28 19 (311) 74.076 
of 50 seem. The crystalline structure of TiN was verified by its PDF card as shown in 
Table 5-2 [88]. Fig. 5-17 shows the pole figures of (111) and (200) diffraction peaks of 
RF sputtered TiN deposited at 1% N2 concentration and 2 mTorr pressure along with the 
pole figure of (0002) diffraction peak of RF sputtered hexagonal closed packed (hep) Ti film 
prepared at 40° and Ar flow rate of 50 seem. Ti (0002) pole intensity has a FWHM of 6° 
in both x a n d azimuthal directions. As it can be seen from the figure, TiN films without 
ion beam bombardment had their <111> orientation tilted about 18° away from the source 
and their <100> orientation tilted 33° facing the deposition source. TiN (111) pole inten-
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Figure 5-17: Pole figures of a) Ti (0002) b) (111) and c) (200) diffraction peaks of 
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Figure 5-18: RBS spectrum of TiN deposited at 1% N2 concentration, 2 mTorr pres-
sure. 
sity has FWHM of 18° and 110° in \ a n d azimuthal directions, respectively. On the other 
hand, TiN (200) pole intensity has FWHM of 16° and 90° in \ and azimuthal directions, 
respectively. We estimate that about 92% of the grains along in-plane directions have their 
orientations aligned in <100> direction. As for out-of-plane directions, 90% of the grains 
have <111> orientations while the others are randomly oriented. This sample has 3.8 at. 
% incorporated oxygen and 52/48 Ti/N atomic ratio. Fig. 5-18 shows RBS spectrum of 
this sample. TiN films resistivities ranged between 20 and 30 /jfi-cm. TiN texture quality 
fades away when its films are deposited at higher N2 flow ratios in the sputtering gas. For 
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Figure 5-19: Pole figures of (111) and (200) diffraction peaks of TiN deposited at 4% 
N2 concentration, 2 mTorr pressure.. 
instance, Fig. 5-19 shows pole figures of (111) and (200) diffraction peaks of RF sputtered 
TiN grown at 4% N2 concentration and 2 mTorr pressure. 
Mahieu et al. argued that TiN falls in zone T in the extended structure zone model 
under typical sputtering deposition conditions [9]. Zone T allows adatoms to diffuse from 
one grain to another. In zone T, the grains with geometrically fastest growing directions 
perpendicular to the substrate surface overgrow other grains. This causes the preferred out-
of-plane alignments. Growth directions are determined by the kinetically determined crystal 
habits. When thin films are deposited at off-normal angles in zone T, an in-plane alignment 
is developed because certain directions will have more material flux than the others [9, 10]. 
TiN has a diatomic fee structure, in which (200) planes are thermodynamically favored due 
to their low surface energy. However, Ti is quite reactive and can easily oxidize. It appears 
that oxygen or water vapor in the deposition environment from the residual gas decreases 
the adatom surface mobilities of the reactive species on the surface, thereby making them 
respond to the directional and geometrical effects [87]. As a result, TiN out-of-plane texture 
may stabilize along <111> direction with no in-plane-alignments when it is deposited at 
normal incidence due to a reduction in surface mobilities caused by residual gas presence. 




and texture tilt is explained by the low adatom mobilities of materials with high melting 
points, hence high vertical growth rates of grains with different orientations and shadowing 
effects. We explain the in-plane alignments observed in TiN films by making an analogy 
to our proposed model for sudden c-axis tilt seen in A1N films. There exists a competition 
among the grains at the early stages of the growth due to geometrical restrictions and 
mobility differences on different grains and therefore certain orientations are favored at the 
expense of others. Low mobility islands will have a higher vertical growth rate than the 
high mobility islands since adatoms with low mobilities will stick wherever they land on 
without wandering around as much, which results in capturing of more materials flux on 
these islands than that on high mobility islands. As one orientation grows taller, it wins 
the competition and survives by preventing other orientations from growing further due to 
the shadowing effects [51]. We would normally expect the surface diffusion to be fastest 
on (200), slowest on (111) and somewhere in between on (220) planes of TiN due to the 
activation energy differences for diffusion on these planes [97]. However, surface diffusion 
rates might be strongly affected by the energy and flux of ion-irradiation, the flux of atomic 
N and N2 partial pressure because these parameters will control the steady state nitrogen 
coverage [98, 99]. In addition, Muratore et al. [100] has shown that the texture of TiN 
can be controlled by adjusting the flux of nitrogen ion species (N^ and N + ) while keeping 
the metal deposition rate, time averaged ion flux, substrate bias, nitrogen pressure and 
nitrogen flow rate constant. They reported that N + ions deliver more energy as compared 
to N^ ~ ions to the growing film due to their longer mean free paths. They have justified 
that increasing the atomic nitrogen ion and neutral flux promotes the TiN (200) texture. In 
magnetron sputtering of a Ti cathode in nitrogen, all of the ion flux consists only of N j ions 
at low pressures [101]. These observations may explain why surface diffusion lengths over 
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Figure 5-20: Sketch of biaxial texture evolution, a) early stages of the film growth, 
b) competition due to vertical growth rate differences c) (200) planes win the com-
petition, dashed lines indicate TiN (111) planes corresponding to tilted (200) planes. 
TiN planes deviate from their expected values when these films are prepared by magnetron 
sputtering technique at low temperatures. Our results indicate that adatom surface diffusion 
lengths on (200) are shorter than those on (111) planes. Fig. 5-20 illustrates the formation 
of a biaxial texture in TiN structure. TiN (200) planes win the competition among the 
TiN planes and respond to the deposition direction due to low adatom mobilities on these 
surfaces and shadowing effects as shown in Fig. 5-20 (a) and Fig. 5-20 (b), then as the 
film thickens the symmetry of the fee Bl-NaCl structure and high surface mobilities on 
(111) planes bring (111) planes almost parallel to the substrate surface as shown in Fig. 
5-20 (c), leading to formation of a biaxial texture. Even though it is possible to grow TiN 
films with preferred orientations different than (111) depending on the deposition conditions 
at normal incidence, the most commonly observed growth orientation is (111) [102]. Our 
modeling is consistent with this observation because formation of a fiber texture over planes 
111 
with highest surface mobilities, which are (111) planes for TiN when the effect of oxygen 
presence on surface mobilities is not negligible, is favored at normal incidence sputtering 
environment as we discussed earlier in our simulations. In Fig. 5-20 (c) the dashed lines 
indicate slightly tilted (111) planes corresponding to (200) planes, which are tilted towards 
the deposition direction. The (111) TiN peak tilted away from the deposition direction 
as shown in Fig. 5-17. As we will make even more evident later on with our results on 
HfN films, lowering the surface mobilities, i.e., allowing kinetic effects to dominate, has an 
important role in forming the biaxial texture of the films as well as crystal habits in highly 
symmetric structures. 
It is possible to prepare samples at elevated temperatures up to 600 °C in our vacuum 
chamber. In order to study the effects of substrate temperature on adatom mobilities, 
we deposited TiN films at temperatures of 100, 200, 300 and 400 °C. These films did not 
exhibit well defined textures. This might be due to the fact that metal nitride films are 
ceramic materials with high melting points (~ 3000 K). Therefore, one may need to raise 
the temperature much higher in order to see thermal effects on adatom surface mobilities 
in metal nitrides. In addition, we studied TiN films by preparing them from off-normal 
angles higher than 40°. We also examined the TiN texture behavior as a function of N2 
concentration in the sputtering gas by preparing it at various N2 flow ratios and 40° from 
substrate normal. Nevertheless, we were not able to obtain TiN films with well defined 
textures under these deposition conditions either. 
Since HfN has the same structure as TiN, we deposited HfN films to compare their 
microstructure to that of TiN. HfN films with the best texture quality were obtained when 
we set the N2 flow ratio to 5%. For instance, Fig. 5-21 shows the pole figures of (111) and 
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Figure 5-21: Pole figures of (111) and (200) diffraction peaks of HfN deposited at 
1.5% N2 concentration, 2 mTorr pressure. 
1.5% N2 concentration, 2 mTorr pressure and 10~8 Torr base pressure. On the other hand, 
a well developed texture can be seen in Fig. 5-22, which shows the pole figures of (111) and 
(200) diffraction peaks of RF sputtered HfN film prepared at 40° from substrate normal, 5% 
N2 concentration, 2 mTorr pressure and 10~8 Torr base pressure along with the pole figure 
of (0002) diffraction peak of RF sputtered hep Hf film prepared at 40° and Ar flow rate of 50 
seem. Hf (0002) pole intensity has a FWHM of 8° both in x a n d azimuthal directions. The 
HfN sample, whose pole figures are shown in Fig. 5-22, has a thickness of 70 nm. Typical 
HfN film resistivities ranged between 25 and 30 //ft-cm. As it can be seen in the figure this 
HfN film has <100> out-of-plane preferred orientation with FWHM of 15° both in x a n d 
azimuthal directions and has no in-plane alignment. We also observed that HfN deposited 
«r 
Figure 5-22: Pole figures of a) Hf (0002) b) (111) and c) (200) diffraction peaks of 
HfN deposited at 5% N2 concentration, 2 mTorr pressure. 
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at normal incidence, 5% N2 concentration, 2 mTorr pressure and 10 Torr base pressure 
has a similar <100> out-of-plane preferred orientation to that of HfN prepared at 40° from 
substrate normal. These results suggest that the reactive species landing on the substrate 
surface have high enough surface mobilities such that they do not respond to the deposition 
direction and are able to form thermodynamically favored planes on the substrate surface, 
which are (200) planes for a diatomic fee Bl-NaCl structure. One may understand why 
Hf atoms would have higher surface mobilities than Ti atoms in the same environments 
by comparing the recoil energies of argon ions reflected off the target surfaces as energetic 
neutrals. Since Hf has a higher mass than Ti, the reflected neutral argon atoms scattered 
by Hf atoms have higher recoil energies than those scattered by Ti atoms. Therefore, the 
growing film surface is subjected to a more energetic argon flux, providing a higher surface 
mobility for Hf than for Ti. The highest energy of reflected argon atoms undergoing direct 
recoil from Ti and Hf may be estimated from a two-body elastic collision using Eq. 4-3. 
For example, 300 eV argon recoils from Ti with a maximum energy of 2.4 eV and from Hf 
with energies as high as 120 eV. 
We also introduced an ion beam of N + and N^ ions at 55° from substrate normal during 
off-normal deposition of RF sputtered TiN prepared at 40° from substrate normal, 1% N2 
concentration, 2 mTorr pressure and 10~8 Torr base pressure as shown in Fig. 4-16. The 
deposition parameters were all kept the same except for introducing the ion beam source. 
Note that in this configuration the incidence plane of the material flux meets the incidence 
plane of the ion beam at a right angle. We varied the discharge current values between 
0.15 and 0.52 A and fixed the beam voltage at 150 V. Resistivities ranged between 20 and 
30 fifl-cm for samples prepared by IBAD. Fig. 5-23 shows pole figures of (111) and (200) 
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Figure 5-23: Pole figures of (111) and (200) diffraction peaks of ion b e a m assisted 
TiN at discharge current of a) 0.15 A, b) 0.23 A and c) 0.39 A. 
observed that at 0.15 A, TiN had only a weak (200) fiber texture, which was approximately 
30° tilted towards the Ti target (Fig. 5-23 (a)). This microstructure is similar to, but less 
well developed than, the microstructure obtained with no ion beam, as shown in Fig. 5-17. 
This sample has 2 at. % incorporated oxygen and 54/46 T i /N atomic ratio. Fig. 5-24 
shows RBS spectrum of IB AD TiN at a discharge current of 0.15 A. At moderate discharge 
current values, which were 0.23, 0.31 and 0.39 A, TiN had its (200) planes 5° tilted away 
from the ion beam source (IBS) (Fig. 5-23 (b) and Fig. 5-23 (c)). In the range of discharge 
current 0.23 - 0.39 A, we estimate the ion flux rate at the substrate to be in the range of 
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Figure 5-24: RBS spectrum of IBAD TiN at a discharge current of 0.15 A. 
0.2-0.4 mA/cm 2 [103]. The sample, whose pole figures are shown in Fig. 5-23 (b), has 0.8 
at. % incorporated oxygen and 51/49 Ti /N atomic ratio. In this figure, TiN (200) pole 
intensity has FWHM of 13° and 29° along \ a n d azimuthal directions, respectively. Note 
that this sample has the least amount of oxygen content relative to other TiN samples. 
Fig. 5-25 shows RBS spectrum of IBAD of TiN at a discharge current of 0.23 A. These 
results show that out-of-plane orientation of TiN changed from off-axis <111> without ion 
bombardment to <100> with ion bombardment. At a discharge current of 0.52 A, the 
pole figures appeared similar to 0.15 A, indicating that the ion beam divergence increased 
and the ion flux at the sample decreased. We note that the change of texture due to ion 
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Figure 5-25: RBS spectrum of IBAD TiN at a discharge current of 0.23 A. 
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bombardment is not because of strain energy minimization as proposed by Pelleg et al. 
[104], and later Oh and Je [105], because our films are not thick enough to allow the strain 
energy to build in through the films. Even though the pole figure intensity from (111) planes 
was not strong, (111) planes were tilted about 50° facing the IBS, as shown in Fig. 5-23 
(b) and 5-23 (c). If preferential sputtering and seed selection through ion channeling were 
the dominant mechanism, one would expect TiN to align its <100> direction with the ion 
beam direction since (200) planes constitute the least dense surfaces. Increasing the current 
density corresponds to increasing ion flux, i.e., increasing ion to atom arrival ratio. The 
results obtained indicate that ion to atom arrival ratio first increases, reaches a maximum 
and then decreases. It reaches the maximum at moderate current density values (0.23, 0.31, 
and 0.39 A), where maximum rate of momentum and energy exchange can occur among 
ions and adatoms. Increasing the momentum of the adatoms landing on the substrate 
surface results in increased surface diffusion [106]. During IBAD of TiN, adatoms can gain 
momentum through ion impact and this leads to an increase in surface mobilities on the 
substrate surface. As the surface mobilities of the adatoms increase, thermodynamically 
favored (200) planes are formed almost parallel to the substrate surface. The difference in 
the incorporated oxygen content in the films might also contribute to evolution of texture 
orientations, and needs further investigation on its own. However, since the amount of 
incorporated oxygen will depend on several effects, such as surface oxidizations on the 
substrate and film surfaces, porosity of the film, humidity and sample handling etc. as well 
as trapped oxygen during the deposition, it is not possible to extract information on surface 
mobilities of adatoms in the deposition environment from the oxygen content of the films 
after deposition. 
Alberts et al. [107] studied the texture of IBAD TiN films as a function of ion beam 
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intensity and angular incidence using high-energy ions (12 keV Ar"1"). Their study shows 
that the sputter minimization through axial channeling of the ions is the dominant mech-
anism determining the film orientations. They proposed secondary factors, such as surface 
energy and strain energy minimizations, which are responsible for the in-plane alignments. 
However, in this study we used low-energy ions (150 eV Ar + ) for IBAD TiN and we show 
that our results suggest different mechanisms than those proposed by these authors. 
Furthermore, Li et al. [108] investigated the initial growth and fiber texture formation 
mechanism of TiN using both DC and RF sputtering. They pointed out the competition 
between kinetic and thermodynamic effects in the growth dynamics. Nevertheless, their 
study focuses on the early stages of the film growth and our films are thicker than the samples 
they study. They argue that in DC sputtering TiN has <111> out-of-plane orientation 
under relatively low N2 partial pressure and <100> out-of-plane orientation under high N2 
partial pressure due to the kinetic effects, i.e., grains grow epitaxially and form a columnar 
structure. They report that in RF sputtering strong ion-irradiation allows TiN films to have 
thermodynamically favored orientations at early stages of the film growth but orientation 
changes to <111> later on due to built in stress. 
5.3 Effects of Oxygen Part ial Pressure on HfN Texture 
Having shown that TiN texture formation is governed by kinetic limitations unlike HfN 
texture formation, which is dominated by thermodynamics when TiN and HfN films are 
deposited under similar sputtering conditions, we have prepared HfN films with and without 
added oxygen in N2/Ar mixtures to distinguish the kinetic and thermodynamic effects. 
We report that HfN deposited at 40° without added oxygen has a strong <100> fiber 
texture with no in-plane alignments (already shown in Fig. 5-22) showing the dominance 
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of thermodynamic effects in the course of texture evolution. In order to examine the effects 
of residual gas partial pressure on texture evolution, oxygen was deliberately introduced 
into the sputtering gas ambient. Experimental details are given in the previous chapter. 
As the oxygen partial pressure (O2 pp) is increased in the range of 1CT7 to 10~6 Torr, HfN 
out-of-plane orientation changed to <111> with a substantial in-plane alignment in <100> 
direction as well. In this case, texture analysis of each individual diffraction peak revealed 
the existence of two populations of grains indicating a competition between (111) and (200) 
planes. A transition towards hafnium oxynitride phases occurred at high O2 pp's. We 
propose that oxygen presence during deposition reduces the adatom surface mobility, which 
enables kinetic effects to govern the texture formation and thus leads to a biaxial alignment 
in HfN films [109]. 
5.3.1 Details of HfN Texture Evolution Study 
We prepared HfN films as described in the preceding chapter. Typical film thickness was 
about 130 nm with a deposition rate of approximately 2 nm/min. Pole figure analyses 
were done on (111) and (200) diffraction peaks of HfN. Fig. 5-26 shows xrd pattern of 
HfN deposited at 40° and 5% N2 concentration in a total Ar and N2 flow rate of 50 seem. 
The crystalline structure of HfN was verified by its P D F card as shown in Table 5-3 
[88]. HfN has a diatomic fee Bl-NaCl structure with a lattice parameter of 4.43 A0, in 
which (200) planes are thermodynamically favored due to their low surface energy [22]. 
Fig. 5-27 (a) shows pole figures of (111) and (200) diffraction peaks of HfN film prepared 
at 40° from substrate normal, 5% N2 concentration, 2 mTorr pressure and 10~8 Torr base 
pressure. HfN (200) pole intensity has FWHM of 22° in both x and azimuthal directions. 
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Figure 5-26: XRD pattern of HfN thin film deposited at 40° and 5% N2 concentration 
in a total Ar and N2 flow rate of 50 seem. 
Table 5.3: The crystallography data of fee HfN, PDF number: 33 - 0592. 
d(A) I hkl 29 
2.56 62 (111) 34.3 
2.215 100 (200) 39.823 
1.57 37 (220) 57.557 
1.34 33 (311) 68.768 
incidence while keeping the other parameters unchanged, has a similar <100> out-of-plane 
preferred orientation to that of HfN prepared at 40° from substrate normal. These results 
suggest that the reactive species have enough energy to surmount diffusion barriers so that 
the preferred orientation formation of HfN films is controlled by thermodynamics. Fig. 
5-27 (b) and (c) show the pole figures of HfN films deposited under O2 pp's of 4xl0~7 
and 6 x l 0 - 7 Torr, respectively. In Fig. 5-27 (b), HfN (111) pole intensity has FWHM 
of 10° in both \ a n d azimuthal directions while in-plane alignment (e.g., along <100> 













Figure 5-27: Pole figures of (111) and (200) diffraction peaks of HfN under 0 2 partial 
pressures of a) less than lxlO"7 Torr b) 4xl0" 7 Torr and c) 6 x l 0 - 7 Torr. 
intensity of (200) peak decreases whereas that of (111) peak increases along out-of-plane 
directions. In addition, an in-plane alignment begins to develop along <100> direction as 
(200) planes start to tilt. In Fig. 5-27 (c) HfN (111) pole intensity has FWHM of 11° 
in both x and azimuthal directions whereas HfN (200) has FWHM of 14° and 58° along 
X and azimuthal directions, respectively. We prepared HfN films under intermediate and 
also higher 0 2 pp's than 6 x l 0 ~ 7 Torr with the same argon and nitrogen flow rates. We 
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observed the same trend at the intermediate values. However, those films prepared above 
6 x l 0 ~ 7 Torr O2 pp showed transition towards hafnium oxynitride phases due to excessive 
level of oxygen. The structures of these phases are not well established [110] and we will 
refer to them as Hf(0,N). We acknowledge that Hf(0,N) as well as other HfN phases might 
be present in our films prepared below 6 x l 0 ~ 7 Torr O2 pp. However, we do not have a 
direct way of identifying them and x-ray diffraction peak positions of films prepared below 
this oxygen pressure matched well to the standard HfN peak positions. The colors of the 
films changed first from metallic gold to brown and then finally colorful fringes as the O2 
pp is increased. The fringes indicate the formation of transparent Hf(0,N) films. The 
formation of insulating and transparent Hf^Nj, phases was previously reported for lower 
(x>y) [111] as well as higher nitrides (x<y) of HfN [112]. As the HfN phase is changed, its 
structure changes [113, 114], which may explain the observed increase in film resistivity to 
some extent. In addition, interstitially located nitrogen atoms make up scattering sites for 
conduction electrons. Furthermore, high vacancy concentration, high dislocation density, 
porosity and small grain size are also responsible for an increase in resistivity since they act 
as scattering sites for electrons in a given structure [114]. The resistivities of the samples 
deposited under added oxygen increased abruptly and films deposited above 6 x l 0 - 7 Torr 
O2 pp became completely insulating as shown in Fig. 5-28. In our case then, the increase 
in resistivity and finally formation of a completely insulating behavior in Hf(0,N) films 
might be due to the deviations from HfN structure as well as interstitially located nonmetal 
atoms, i.e., O and N in these films. 
As it is evident in Fig. 5-27 (b), the (111) central peak is surrounded by a ring, which 
appears at 55°. Since the angle between (111) and (200) planes in fee Bl-NaCl structure is 
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Figure 5-28: Plot of film resistivities wi th respect t o 0 2 par t ia l pressures. 
tallites with <100> orientations whose <111> axes point random directions azimuthally, 
implying the coexistence of grains with these two orientations on the film surface. There-
fore, it can be readily concluded that there is a growth rate competition between (200) 
and (111) planes along in- and out-of-plane directions at this stage while the film surface is 
being dominated more and more by (111) planes and (200) planes are being tilted towards 
incident flux as O2 pp is raised. For this sample, we estimate that 82% of the grains in 
out-of-plane directions have <111> orientation and the rest has random orientations. As 
for in-plane directions, 80% of the grains have <100> orientation while the remaining 20% 
has random orientations. When HfN preferred orientation is fully changed from <100> to 
<111>, (200) planes are tilted 55° towards the deposition source. As a result, an in-plane 
alignment is obtained. The three-fold symmetry can be seen in Fig. 5-27 (c) on (200) peak, 
•which points out an excellent in-plane alignment with respect to (111) planes. We also 
report that HfN film deposited at normal incidence and O2 pp of 6 x l 0 ~ 7 Torr has <111> 
fiber texture with no in-plane alignments. 
Our observations strongly support the model, which we proposed for the texture evolu-
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tion of TiN in the previous section; that is, oxygen in the deposition environment decreases 
the surface mobilities of the reactive species, thereby making them respond to the directional 
and geometrical effects due to kinetic limitations. It appears that surface diffusion of reac-
tive species on (111) planes is faster than that on (200) planes when oxygen is introduced 
during RF sputtering of HfN similar to RF sputtering of TiN without added oxygen. This 
mobility difference coupled with strict geometrical restrictions inherent in highly symmetric 
B l structure makes (200) planes respond to the deposition direction and (111) planes lie 
parallel to the substrate surface. In other words, (200) planes of HfN win the competition 
among the planes and respond to the deposition direction due to low adatom mobilities on 
these surfaces and shadowing effects as shown in Fig. 5-20 (a) and (b). Then the symmetry 
of the fee Bl-NaCl structure and higher surface mobilities on (111) planes as compared to 
other planes such as (110) and (210) bring (111) planes parallel to the substrate surface 
during thickening as shown in Fig. 5-20 (c), leading to formation of a biaxial texture. This 
time, the dashed lines shown in Fig. 5-20 (c) illustrates (111) planes corresponding to (200) 
planes of HfN, which are tilted 55° towards the deposition direction. Then, the quality of 
the biaxial alignment will depend on such parameters as adatom surface diffusion lengths, 
deposition angle, crystal structure, sputtering power and pressure. 
As we have explored in our work on A1N by experiments and simulations, the adatom 
mobilities are quenched rapidly when N2 concentration reaches a certain amount in the 
reactive sputtering of A1N. This rapid quenching behavior occurs in HfN films as well since 
a biaxial texture is solely attained when O2 pp is set to a critical value, which is 6x 10_7Torr 
in our case. The texture quality is not as good below 6 x l 0 ~ 7 Torr but develops while the 
pressure is being raised and is completely lost above this partial pressure value. 
One may have a hard time in conceiving why wurtzite A1N aligns its c-axis (0002) along 
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Table 5.4: Relation between each formation process and PO for a two component 







precursor is X and Y 
precursor is X-Y 
transport among grains 
transport among facet planes 
thin film 
thick film 
both X and Y are damaged 
either X or Y is damaged 
Corresponding crystallographic plane 
the plane with either X or Y 
the plane with both X and Y 
minimum surface energy 
higher surface energy 
minimum surface energy 
higher surface energy 
The most open direction for both X and Y 
The most open direction for either X or Y 


















the flux direction and respond to the kinetic limitations while (0002) planes constitute the 
lowest energy planes and therefore are thermodynamically favored [115]. Kajikawa et al. 
[20] studied the origin of preferred orientation (PO) in sputter deposited nitrides, namely 
TiN, A1N and TaN. They examined PO determining processes such as sticking, surface dif-
fusion, grain growth and irradiation damage. Table 5-4 gives the relations among each film 
formation process and PO for a two component (X-Y) system. They concluded that surface 
diffusions may lead to preferred orientations along both a-axis and c-axis of A1N depending 
on where mass transport occurs, i.e., among grains or facet planes. Therefore, high sur-
face adatom mobilities may not always promote thermodynamically favored orientations in 
out-of-plane directions. Ion energies range from 1 to 10 eV in sputtering environments and 
thus may not dominate in PO-determining processes. In addition, since A1N films exhibit a 
non-equiaxed columnar structure, there is less chance for grain growth. This assumption is 
in agreement with our TEM measurements on A1N films, which estimated an upper limiting 
grain size as 10 nm. Among these PO-determining processes, the sticking seems to be the 
most important factor in determining the preferred orientation formation in A1N thin films 
prepared by magnetron sputtering, which is consistent with our choice in the simulations 
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where we set the sticking coefficient of the incident particles to unity. In a one component 
growth system, where the precursors are atoms (e.g., A1,N) planes with higher number of 
dangling bonds (i.e., (1010) A1N a-axis) provide higher sticking probability. However, if 
the growth species has two components (e.g., Al-N), then the components Al and N will 
have higher sticking probability on the plane that includes both Al and N (i.e., (0002) A1N 
c-axis). As a result, the latter implies that (0002) planes provide higher sticking probability 
than (1010) planes in A1N wurtzite structure leading to a formation of a (0002) PO, which 
corresponds to the case of our A1N films. 
5.4 Future Work 
A1N films can be used as buffer layers for GaN films. The orientation of the growing GaN 
layer strictly depends on how the A1N underlayers are prepared, i.e., in whether Al-rich 
or N-rich deposition environments [116]. Biaxially textured TiN underlayers are used as 
templates for high temperature superconducting top layers [9]. We have shown that HfN 
and TiN films can be grown biaxially textured and A1N c-axis can be tilted. These films 
with anisotropy in their textures can be used as seed templates (e.g., buffer layers) and one 
may try to deposit top layers onto them. The same process can be repeated on those films 
with isotropic fiber textures, which would lead to a comparative study of top layer texture 
formation with respect to the buffer layer orientations. However, the reader should bear in 
mind that this kind of work may require high epitaxial control. 
Of all the possible growth techniques, glancing angle deposition (GLAD) seems to 
be promising in preparing A1N films with novel structures. Nanorods, zigzag shaped 
nanosprings, nanospirals and nanotubes can be grown by substrate rotation during GLAD 
[117]. Since A1N is a piezoelectric material, any changes in its microstructure may alter 
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its piezoelectric as well as transport and mechanical properties. In addition, GLAD can 
also be engineered into in-plane nanostructuring for patterning purposes, i.e., growth of 
double-sided nanorods. Therefore, it is worthwhile to deposit A1N films using glancing 
angle magnetron sputtering and characterize them by means of appropriate methods. 
In this research, we have studied texture evolution in metal nitride films. Since the 
growth dynamics of metal oxide films are very similar to those of metal nitride films in 
sputtering conditions, it would be appropriate to study metal oxides using what we have 
learned in our research. For instance, it is possible to grow biaxially layered MgO films 
using oblique angle magnetron sputtering [118]. In addition, ion beam induced in-plane 
texture control in piezoelectric materials seems to be a promising territory to initiate a 
research. For example, Yanagitani et al. [119] grew biaxially textured piezoelectric ZnO 
films by evaporating the Zn target using an electron beam under a 0-1 keV oxygen ion 
beam assistance. They showed that IBAD promotes in-plane alignments and makes the 
films prepared under different ion irradiation energies exhibit different magnitudes of the 
electromechanical coupling coefficient (kis). One could prepare metal oxide films by off-
normal angle incidence reactive sputtering under ion beam assistance from off-normal angles, 
which would help to cross-study the effects of ion irradiation and deposition angle on metal 
oxide film structures. 
5.5 Conclusion 
The microstructure of A1N thin films displays a strong dependence of fiber axis tilt on N2 
flow in the deposition environment. We show that the c-axis fiber axis makes an abrupt 
change from being perpendicular to the sample surface to being tilted towards the deposition 
source, with increasing N2 content in the sputtering gas due to kinetic restrictions such as 
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limited adatom surface mobilities and shadowing effects. We also report that an amorphous 
phase of A1N is obtained in a narrow range of N2 concentration using reactive magnetron 
sputtering. The sudden c-axis tilt observed in A1N thin films was examined by means of 
experimental and simulation work. We have shown that the response to the deposition 
direction can be explained by adatom mobility differences on tilted and non-tilted surfaces 
and shadowing effects. We propose that when the nitrogen flow ratio is increased to a critical 
value in the sputtering ambient, the adatom mobilities are quenched. We have simulated 
and shown that the surface composition ratio of the tilted grains increases abruptly as their 
initial emission rates are increased and the film thickens. This behavior is consistent with 
the experiments; that is, as nitrogen flow ratio is increased in the chamber during sputtering, 
A1N abruptly aligns its c-axis with the deposition direction. The root mean square roughness 
of the simulated films increases rapidly with increasing initial emission probabilities of the 
low mobility particles, which is consistent with what we observe experimentally; i.e., the 
roughness of the film with tilted texture is much higher than that of the film with non-
tilted texture. We conclude that the adatom mobility differences and shadowing effects are 
the most important parameters, which are responsible for the non-linear growth behavior 
observed in A1N films. 
We have studied the texture formation of TiN films prepared by off-normal incidence 
reactive magnetron sputtering and IB AD. Magnetron sputtered TiN films exhibit biaxial 
alignments along <111> (out-of-plane) and <100> (in-plane) directions. We show that 
150 eV ion bombardment at 55° from substrate normal causes TiN to have <100> out-
of-plane orientation due to momentum transfer among ions and adatoms on the substrate 
surface followed by an increase in surface diffusion. We show that HfN films have <100> 
out-of-plane orientation with no in-plane alignment when they are prepared by normal and 
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off-normal incidence. We have also studied the texture formation of HfN films prepared 
by off-normal incidence reactive magnetron sputtering with and without introducing oxy-
gen into the vacuum chamber. We have effectively shown that the formation of biaxial 
texture (e.g., along <111> (out-of-plane) and <100> (in-plane) directions) in HfN films 
is correlated to lowering the surface mobilities of adatoms due to oxygen presence in the 
deposition ambient. We explain the in-plane alignments observed in both TiN and HfN 
films by modifying our proposed model for sudden c-axis tilt obtained in A1N films. There 
exists a competition among the grains at the early stages of the growth due to geometrical 
restrictions and mobility differences on different grains and therefore certain orientations are 
favored at the expense of others. This mobility difference coupled with strict geometrical 
restrictions inherent in highly symmetric B l structure makes (200) planes respond to the 
deposition direction and (Iff) planes lie parallel to the substrate surface. When thermody-
namics rather than kinetics controls the texture formation, films have strong fiber textures 
with thermodynamically favored orientations normal to the substrate surfaces. We have 
examined this effect by IBAD of TiN and preparing HfN films at normal incidence as well 
as 40° from substrate normal without added oxygen in the sputtering gas. We attribute 
the existence of biaxial texture formation in thin films to kinetic constraints such as limited 
adatom surface diffusions, shadowing effects, and geometrical confinements. We conclude 














































































DC sputtering of A1N using 10% N2 for texture measurements 
DC sputtering of Al for texture measurements 
DC sputtering of A1N using 11% N2 for texture measurements 
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DC sputtering of A1N using 15% N2 for texture measurements 
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DC sputtering of TiN (4% N2 used) on Si, texture analysis 
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Ion beam etching of 08-029 
RF sputtering of HfN (5% N2 used) on Si with 0 2 , texture analysis 
RF sputtering of HfN (5% N2 used) on Si with O2, texture analysis 
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RF sputtering of HfN (5% N2 used) on Si with O2, texture analysis 
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