In this article, we proposed a new probability distribution named as power Maxwell distribution (PMaD). It is another extension of Maxwell distribution (MaD) which would lead more flexibility to analyze the data with non-monotone failure rate. Different statistical properties such as reliability characteristics, moments, quantiles, mean deviation, generating function, conditional moments, stochastic ordering, residual lifetime function and various entropy measures have been derived. The estimation of the parameters for the proposed probability distribution has been addressed by maximum likelihood estimation method and Bayes estimation method. The Bayes estimates are obtained under gamma prior using squared error loss function. Lastly, real-life application for the proposed distribution has been illustrated through different lifetime data.
Introduction
The Maxwell distribution has broad application in statistical physics, physical chemistry, and their related areas. Besides Physics and Chemistry it has good number of applications in reliability theory also. At first, the Maxwell distribution was used as lifetime distribution by Tyagi and Bhattacharya (1989) . The inferences based on generalized Maxwell distribution has been discussed by Chaturvedi and Rani (1998) . Bekker and Roux (2005) consider the estimation of reliability characteristics under for Maxwell and
respectively, where Γ(a, z) = z 0 p a−1 e −p dp is the incomplete gamma function.
In this article, we proposed PMaD as a new generalization of the Maxwell distribution and discussed its various statistical properties and application. The objective of this article is to study the statistical properties of the PMaD distribution, and then estimate the unknown parameters using classical and Bayes estimation methods. Other motivations regarding advantages of the PMaD distribution comes from its flexibility to model the data with nono-monotone failure rate. Thus, it can be taken as an excellent alternative to several inverted families of distributions. The uniqueness of this study comes from the fact that we provide a comprehensive description of mathematical and statistical properties of this distribution with the hope that it will attract more extensive applications in biology, medicine, economics, reliability, engineering, and other areas of research.
The rest of the paper has been shaped in the following manner. The introduction of the proposed study including the methodological details is given in Section and Subsection of 1. Section 2 provides some statistical properties related to the proposed model. Residual and reverse residual lifetime function for PMaD is derived in Section 3. In Section 4, order statistics have been obtained. The MLEs and Bayes estimation procedure have been discussed in Section 5. In Section 6, simulation study is carried out to compare the performance of maximum likelihood estimates (MLEs) and Bayes estimates. In Section 7, we illustrate the application and usefulness of the proposed model by applying it to four data sets. Finally, Section 8 offers some concluding remarks. 
Power Maxwell Distribution and Statistical Properties
In statistical literature, several generalizations based on certain baseline probability distribution have been advocated regarding the need of the study. These generalized model accommodate the various nature of hazard rate and seems to be more flexible. Here, this paper provides another generalization of the MaD using power transformation of Maxwell random variates. Let us consider a transformation X = Z 1 β where Z ∼ M aD(α). Then the resulting distribution of X is called as power maxwell distribution with parameter α and β respectively. From now, it is denoted by X ∼ P M aD(α, β), where, α and β are the scale and shape parameter of the proposed distribution. The probability density function and cumulative distribution function of the PMaD are given by
respectively. The different mathematical and statistical properties such as moments, reliability, hazard, median, mode, the coefficient of variation, mean deviation, conditional moments, Lorentz curve, stochastic ordering, residual life, entropy measurements, of PMaD have been derived in following subsections.
Asymptotic behaviour
This subsection, described the symptotic nature of density and survival functions for the proposed distribution. To illustrate assymptoic behaviour, at first, we will show that lim x→0 f (x, α, β) = 0 and lim x→∞ f (x, α, β) = 0 . Therefore, using (2.1)
Similarly, the asymptotic behaviour of survival function can also be shown and found that lim 
Reliability and hazard functions
The characteristics based on reliability function and hazard function are very useful to study the pattern of any lifetime phenomenon. The reliability and hazard function of the proposed distribution have been derived as;
• The reliability function R(x, α, β) is given by
• The mean time to system failure (MTSF) is given as
• The hazard function H(x) is given as • The reverse hazard rate h(x) is obatined as
, αx 2β (2.6)
• The odds function is defined as;
, αx 2β (2.7)
Moments
Let x 1 , x 2 , · · · x n be the random observation from PMaD(α, β). The r th moment µ r about origin is defined as
The first, second, third and fourth raw moment about origin are obtained by putting r = 1, 2, · · · , 4 in above expression. If r = 1 then we get mean of the proposed distribution.
Thus,
for r = 2, 3 &4
The respective central moment can be evaluated by using the following relations.
(2.14)
Coefficient of Skewness and Kurtosis
The coefficient of skewness and kurtosis measure nd convexity of the curve and its shape. It is obtained by moments based relations suggested by Pearson and given by;
(2.16) and
These values are calculated in Table 1 for different combination of model parameters and it is observed that the shape of PMaD is right skewed and almost symmetrical for some choices of α, β. Also, it can has the nature of platykurtic, mesokurtic and leptokurtic, thus PMaD may be used to model skewed and symmetric data as well.
Coefficient of variation
The coefficient of variation (CV) is calculated by
Mode and Median
The mode (M 0 ) for PMaD (α, β) is obtained by solving the following expression
which yield
The median (M d ) of the proposed distribtuion can be calculated by using the empirical relation amung mean, median and mode. Thus, the median is,
Mean Deviation
The mean deviation (MD) about mean (µ 1 = µ) is defined by
After simplification, we get
Generating Functions
In distribution theory, the role of generating functions are very usefull to generate the respective moments of the distribution and also these functions are uniquely determine the distribution. The different generating function for PMaD (α, β) have been caluculated as follows; • Moment generating function (mgf) M X (t) for a random variable X is obatined as
• Characteristics function (chf) φ X (t) for random variable X is obtained by replacing t by jt,
where, j 2 = −1.
• The kumulants generating function (KGF) is obtained as
Conditional Moment and MGF
Let X be a random variable from PMaD(α, β), then conditional moments E(X r |X > k) and conditional mgf E(e tx |X > k) are evaluated in following expressions;
respectively.
Bonferroni and Lorenz Curves
In economics to measure the income and poverty level, Bonferroni and Lorenz curves are frequently used. These two have good linkup to each other and has more comprehensive applications in actuarial as well as in demography. It was initially proposed and studied by Bonferroni (1920) , matthematically, it is defined as;
respectively. where q = F −1 (ν) and µ = E(X). Hence using eqn (2.1), the above two equations are reduces as
, αq
(2.30)
Stochastic Ordering
A random variable X is said to be stochastically greater (
In the similar way, X is said to be stochastically greater (X ≤ st Y ) than Y in the
• mean residual life order
• likelihood ratio order
From the above relations, we can veryfied that;
The PMaD is ordered with respect to the strongest likelihood ratio ordering as shown in the following theorem.
Therefore,
If β 1 = β 2 = β(say), then Φ < 0, which shows that (X ≤ lr Y ). The remaining ordering behaviour can be proved in same way. Also, if α 1 = α 2 = α(say) and β 1 < β 2 then again Φ < 0, which shows that (X ≤ lr Y ). The remaining ordering can be proved in same way.
Residual Lifetime
In survival analysis, the term residual lifetime often used to describe the remaining lifetime associated with any particular system. Here, we derived the expression of residual life and reversed residual life for PMaD. The residual lifetime function is defined by R t = P [x − t|x > t], t ≥ 0 and the reversed residual life is described asR t = P [t − x|x ≤ t] which denotes the time elapsed from the failure of a component given that its life less or equal to t.
• Residual life time function The survival function of the residual lifetime is given by
The corresponding probability density function is
Thus, hazard function is obtained as
• Reversed residual lifetime function The survival function for MOEIED is given by
The associated pdf is evaluated as;
, αx 2β (3.5)
Hence, the hazard function based on reversed residual lifetime is obtained as
, α(t − x) 2β (3.6)
Entropy Measurements
In information theory, entropy measurement plays a vital role to study the uncertainty associated with the probability distribution. In this section, we discuss the different measure of change. For more detail about entropy measurement, see Reniyi (1961).
Renyi Entropy
Renyi entropy of a r.v. x is defined as
Hence, after solving the internal, we get the following
∆-Entropy
The β-entropy is obtained as follows
Using pdf (1.4) and after simplification the expression for β-entropy is given by;
Generalized Entropy
The generalized entropy is obtained by;
where, ν λ = ∞ x=0
x λ f w (x, α, θ)dx and µ = E(X). The value of ν λ is calculated as
After using (4.6) and (2.8), we get
5 Parameter Estimation
Here, we describe maximum likelihood estimation method and Bayes estimation method for estimating the unknown parameters α, β of the PMaD. The estimators obtained under these methods are not in nice closed form; thus, numerical approximation techniques are used to get the solution. Further, the performances of these estimators are studied through Monte Carlo simulation.
Maximum Likelihood Estimation
The most popular and efficient method of classical estimation of the parameter (s) is maximum likelihood estimation. The estimators obtained by this method passes several optimum properties. The maximum likelihood estimation theory required formulation of the likelihood function. Thus, let us suppose that X 1 , X 2 , · · · , X n are the iid random sample of size n taken from PMaD (α, β). The likelihood function is written as;
Log-likelihood function is written as;
for MLEs of α and β, ∂l
The MLE's of the parameters are obtained by solving the above two equations simultaneously. Here, we used non-linear maximization techniques to get the solution.
Uniqueness of MLEs
The uniqueness of MLEs discussed in previous section can be checked by using following propositions.
Proposition 1: If β is fixed, thenα exist and it is unique.
Proof:
i , since L α is continuous and it has been verified that lim
This implies that L α will have atleast one root in interval (0, ∞) and hence L α is a decreasing function in α. Thus, L α = 0 has a unique solution in (0, ∞).
Proposition 2:
If α is fixed, thenβ exist and it is unique.
, since L β is continuous and it has been verified that lim β→0 L β = ∞ and lim β→∞ L β = −2 n i=1 ln x i < 0. This implies in same as aboveβ exists and it will be unique.
Fisher Information Matrix
Here, we derive Fisher information matrix for constructing 100(1 − Ψ)% asymptotic confidence interval for the parameters using large sample theory. The Fisher information matrix can be obtained by using equation (5.2) as
where,
The above matrix can be inverted and diagonal elements of I −1 (α,β) provide asymptotic variance of α and β respectively. Now, two sided 100(1 − Ψ)% asymptotic confidence interval for α, β has been obtained as
Bayes Estimation
In this subsection, the Bayes estimation procedure for the PMaD has been developed. In this estimation technique, as we all know that the unknown parameter treated as the random variable and this randomness of the parameter quantify in the form of prior distribution. Here, we took two independent gamma prior for both shape and scale parameter. The considered prior is very flexible due to its flexibility of assuming different shape. Thus, the joint prior g(α, β) is given by;
where, a, b, c & d are the hyperparmaters of the considered priors. Using (5.1) and (5.5), the joint posterior density function π(α, β|x) is derived as
In the Bayesian analysis, the specification of proper loss function plays an important role. Here, we took most frequently used square error loss function (SELF) to obtain the estimates of the parameters. It is defined as;
where,φ is estimate of φ. Bayes estimates under SELF is the posterior mean and evaluated byφ
provided the expectation exist and finite. Thus, the Bayes estimator based on equation no. (5.6) under SELF are given bŷ
and
where, η = α β α
From equation number (5.9), (5.10) it is easy to observed that the posterior expectations are appearing in the form of the ratio of two integrals. Thus, the analytical solution of these expetations are not presumable. Therefore, any numerical approximation techniques may be implemented to secure the solutions. Here, we used one of the most popular and quite effective approximation technique suggested by Lindley (1980) . The detailed description can be seen in below;
where, u(α, β) = (α, β), ρ(α, β) = ln g(α, β) and l = ln L(α, β|x),
since, u(α, β is the function of α, β both. Therefore,
• If u(α, β) = α in (5.12) then;
• If u(α, β) = β in (5.12) then;
and the rest derivatives based on likelihood function are as obtained as;
Using these derivatives the Bayes estimates of (α, β) are obtained by following expressionŝ
(5.13)
(5.14)
Simulation Study
In this section, Monte Carlo simulation study has been performed to assess the performance of the obtained estimators in terms of their mean square error (MSEs). The maximum likelihood estimates of the parameters are evaluated by using nlm() function, and MLEs of reliability characteristics are obtained by using invariance properties. The Bayes estimates of the parameter are evaluated by Lindley's approximation technique. The hyper-parameters values are chosen in such a way that the prior mean is equal to the true value, and prior variance is taken as very small, say 0.5. All the computations are done by R3.4.1 software. At first, we generated 5000 random samples from PMaD (α, β) using Newton-Raphson algorithm for different variation of sample sizes as n = 10 (small), n = 20, 30 (moderate), n = 50 (large) for fixed (α = 0.75, β = 0.75) and secondly for different variation of (α, β) when sample size is fixed say (n = 20) respectively. Average estimates and mean square error (MSE) of the parameters and reliability characteristics are calculated for the above mentioned choices, and the corresponding results are reported in Table 2 . The asymptotic confidence interval (ACI) and asymptotic confidence length (ACL) are also obtained and presented in Table 3 . From this extensive simulation study, it has been observed that the precision of MLEs and Bayes estimator are increasing when the sample size is increasing while average ACL is decresing. Further, the Bayes estimators are more precise as compared ML estimators for all considered cases. Table 2 : Average estimates and mean square errors (in each second row) of the parameters and reliability characteristics based on simulated data n α, β α ml β ml M T T F ml R(t) ml H(t) ml α bl β bl 
Real Data Illustration
This section, demonstrate the practical applicability of the proposed model in real life scenario especially for the survival/relibaility data taken from diffierent sources. The proposed distribution is compared with Maxwell distribution (MaD) and its different generalizations, such as length biased maxwell distribution (LBMaD), area biased maxwell distribution (ABMaD), extended Maxwell distribution (EMaD) and generalized Maxwell distribution (EMaD). For these models the estimates of the parameter (s) are obtained by method of maximum likelihood and the compatibility of PMaD has been discussed using model selection tools such as log-likelihood (-log L), Akaike information criterion (AIC), corrected Akaike information criterion (AICC), Bayesian information criterion (BIC) and Kolmogorov Smirnov (K-S) test. In general, the smaller values of these statistics indicate, the better fit to the data. The point estimates of the parameters and reliability function and hazard function for each data set are reported in Table 6 . The interval estimate of the parameter and corresponding asimptotic confidence length are also evaluated and presented in Table 7 . Data Set-I (Bladder Cancer Data): This data set represents the remission times (in months) of a 128 bladder cancer patients, and it was initially used by Lee and Wang From the tabulated value of different model selection tools, -LogL, AIC, AICC, BIC, and K-S values it has been noticed that PMaD has least -LogL, AIC, AICC, BIC, and K-S. The empirical cumulative distribution function and Q-Q plots are also given in Figure  5 , 6 & 7 respectively. Therefore, PMaD can be recommended as a good alternative to the existing family of Maxwell distribution. Summary of the considered data sets is given in Table 2 and seen that skewness is positive for all data sets which indicates that it has positive skewness which appropriately suited to the proposed model.
Conclusion
This article proposed power Maxwell distribution (PMaD) as an extension of Maxwell distribution and studied its different mathematical and statistical properties, such as reliability characteristics, moments, median, mode, mean deviation, generating functions, stochastic ordering, residual functions, entropy etc. We also study the skewness and kurtosis of the PMaD and found that it is capable of modeling the positively skewed as well as symmetric data sets. The unknown parameters of the PMaD are estimated Table 7 : Interval estimates based on real data Empirical CDF CDF_MLEEmpirical CDF CDF_MLE0. 
