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Generalities
Coefficients
Multi-class regression: cumulative logit model
Idea
Generalization of the logistic regression for a response Y with
K > 2 ordered categories.
If we have p covariates X1, . . . ,Xp, we model
pjβ(x) := Pβ(Y≤ j |X = x) for j = 1, . . . ,K − 1, by:
logit pjβ(x) = αj + β1x1 + ...+ βpxp,
i.e.:
pjβ(x) =
exp(αj + β1x1 + ...+ βpxp)
1 + exp(αj + β1x1 + ...+ βpxp)
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Pour j = 1, 2, . . . ,K − 1 :
logit Pβ(Y ≤ j |X = x) = αj +β1x1 + ...+βpxp
Coefficients (βi )
p
i=1 do not depend on j .
α1 < α2 < . . . < αK−1.
As pKβ (x) = 1, there are K − 1 + p coefficients to be
estimated (by maximization of the likelihood).
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Pour j = 1, 2, . . . ,K − 1 :
logit Pβ(Y ≤ j |X = x) = αj +β1x1 + ...+βpxp
Coefficients (βi )
p
i=1 do not depend on j .
α1 < α2 < . . . < αK−1.
As pKβ (x) = 1, there are K − 1 + p coefficients to be
estimated (by maximization of the likelihood).
Interpretation of coefficients
The coefficient βi measures the conditional dependence between Y
and Xi given X1, . . . ,Xi−1,Xi+1, . . . ,Xp.
 Nullity of coefficients β
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x (k) = (1− γk)x (k−1) + γks(k), γk =
2
k + 1
+ linear approximation of the target function
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+ How to perform variable selection?
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Lasso estimation of the coefficients β
Penalty parameter and variable selection
Revisited knockoffs
Inspired from Barber and Candès (2015)
Intuitive and suitable to any regression framework
Provides a sorting of covariates
Idea
The idea is to use a matrix of knockoffs of covariates whose
structure is similar to X but independent from Y :
If Xi enters the model after its KO  Xi does not belong to
the model
Otherwise  Xi is more likely to be relevant
11/22
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1 We construct the knockoffs matrix X̃ by swapping (randomly)
the rows of X
2 We calculate statistics Ti := inf {τ > 0, β̂i (τ) 6= 0},
i = 1, . . . , 2p for each variable of the augmented design
3 For i ∈ {1, ..., p}, Wi := Ti ∧ Ti+p ×
{
+1 if Ti < Ti+p
−1 if Ti ≥ Ti+p
4 Change detection methods applied to the sorted positive
statistics Wi to select variables for which statistics W is
positive and small
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Figure: Example of sorted positive statistics Wi . Only variables X1, X2, X3 and
X4 belong to the model (in this case, β = (8, 6, 4, 2, 0, . . . , 0)). 13/22




Application to network inference of zero-inflated data




Lasso estimation of the coefficients β
Penalty parameter and variable selection
3 Simulation studies
4 Application to network inference of zero-inflated data
14/22




Application to network inference of zero-inflated data
Simulations settings
Covariates X are simulated as gaussian s.t. Xi conditionaly
independent to Xj with probability 1− p, p = 0.6
n = 200 or 100 samples, p = 50 covariates
K = 3 modalities (for the response variable Y )
Regression coefficients β = (8, 6, 4, 2, 0, . . . , 0)
15/22




Application to network inference of zero-inflated data
Simulations settings
Covariates X are simulated as gaussian s.t. Xi conditionaly
independent to Xj with probability 1− p, p = 0.6
n = 200 or 100 samples, p = 50 covariates
K = 3 modalities (for the response variable Y )
Regression coefficients β = (8, 6, 4, 2, 0, . . . , 0)
15/22




Application to network inference of zero-inflated data
Simulations settings
Covariates X are simulated as gaussian s.t. Xi conditionaly
independent to Xj with probability 1− p, p = 0.6
n = 200 or 100 samples, p = 50 covariates
K = 3 modalities (for the response variable Y )
Regression coefficients β = (8, 6, 4, 2, 0, . . . , 0)
15/22




Application to network inference of zero-inflated data
Simulations settings
Covariates X are simulated as gaussian s.t. Xi conditionaly
independent to Xj with probability 1− p, p = 0.6
n = 200 or 100 samples, p = 50 covariates
K = 3 modalities (for the response variable Y )
Regression coefficients β = (8, 6, 4, 2, 0, . . . , 0)
15/22




Application to network inference of zero-inflated data



















Figure: Detection rates on 100 repetitions after applying revisited knockoffs
method. 16/22
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Zero-inflated data simulation
Model to simulate data which looks like our kind of data (positive,
zero-inflated) and such that we know the theoretical graph
structure → latent Gaussian graphical model:
Simulate a Gaussian vector X ∼ Np(µ,Σ) (we choose the
parameters)  the graph structure is given by Σ−1.
Simulate a Bernoulli p-random vector such that
Beri ∼ B(p̃(Xi )) for an increasing function p̃.
Final data are then Z = Ber · X .
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(known in theory thanks to the matrix Σ−1) with the observations
Z.
1 Cumulative logits regression (+ revisited KO) of each variable
on the others  need to break down the corresponding
response variable into classes
2 Two networks can be built: the ’and’ or the ’or’ versions
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Figure: Edges detection rates (network ’and’) on 50 repetitions after applying
revisited KO method. Circles and crosses represent respectively false and true
edges.
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