Matrix summability of Fourier series based on inclusion theorems, II  by Rhoades, B.E
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 130, 5255537 (1988) 
Matrix Summability of Fourier Series 
Based on Inclusion Theorems, II 
B. E. RHOADES 
Department of Mathematics, Indrana University, 
Bloomington. Indiana 47405 
Submirred by R. P. Boas 
Received January 2, 1986 
Let C,“=O A,(x) denote the Fourier series expansion of a function 
f~ L[ -rc, n]. Fejer’s theorem states that the series is summable (C, I) at 
each point of continuity off, where (C, 1) denotes the Cesaro method of 
summability of order 1. Riesz extended this result to (C, a) for each a > 0. 
Since then many authors have developed sufficient conditions for various 
summability methods to guarantee similar results. Over the years the 
pattern has been to strive for weaker conditions on the matrix, and to 
replace the condition of continuity off by a less stringent one. Theorems 
have been proved for the summability offt the summability of the derived 
series, and other series, related tof. 
In a previous paper [37] the author has shown that many theorems 
involving Norlund summability can more easily be proved by observing 
that the conditions placed in the Norlund matrix A in question are strong 
enough to imply that A is stronger than some Cesaro method for which the 
theorem is already known. This paper uses inclusion theorems for methods 
other than Norlund. The results of this paper should be interpreted as 
illustrative rather than exhaustive. 
In this paper f E L[O - rc, n], periodic of period 2n, with a Fourier series 
representation 
F(t)=a,/2+ f ( a, cos nt + b, sin nt) = f I,. (1) 
n--L ,I =o 
The conjugate series of (1) is 
‘cc 
F(f) = C (b, cos nt - a, sin nt) = f B,(t), (2) 
n-1 I I  = J 
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and the derived series of (1) is 
F’(t) = f n(b, cos nt - a, sin nt) = f nB,(t). (3) 
II=1 PI=1 
Let x be a point and s a number. Unless otherwise indicated, we shall 
use the standard notation 
with similar meanings for t,G,(t) and Y,(t). 
A weighted mean method, denoted by (N, p) is a lower triangular matrix 
with nonzero entries p,JP,,, where {p,} is a positive sequence P, = CiCO pk 
and satisfies P, + co. The case in which pk = (k + 1 ))I is called logarithmic 
summability and is denoted by (I). The corresponding power series 
method, denoted by (L), is defined in the following way. Let (s,} be a 
sequence. Then (s,} is summed by (L) to a limit s if 
-1 cc SkXk+’ 
.x15 log(1 -x)k=,k=S= c 
It has been shown in [25, Theorem A] that (L) 2 (I). The following 
result appears in [26]. 
THEOREM A [26, Theorem 11. At each point x for which 
s 7r Ih( - du = o(log l/t) us t+o+, I u 
(1) is summable (I) to s at t = x. 
COROLLARY 1 [lS, Theorem 23. Zf 
I : Id( L-h = o(t Ilog tl) 
as t+O+ (5) 
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and 
i 
6 Id( -du=o(llogtl) as t-+0+, for any 0<6<7c, (6) 
, u 
then (1) is summable (L) to s at t = x. 
Proof. From [26, Lemma 73, (6) implies (4). The result follows from 
Theorem A since (L) 2 (1). 
COROLLARY 2 [12, Theorem 11. Let {pn} be a positive sequence such 
that P, -+ co and 
k;l Id( + np, = O(PJog n). 
Zf d1 satisfies (4), then (1) is summable (E, p) to s at t = x. 
Proof: Let A = (Z, p), B = (I). Then C = AB-’ has entries 
iI@+ 1) ~k-(k+2) p/c+11 QdP,, k < n, 
k=n, 
where Q,,=C;=o(k+ 1)-l. 
Clearly C has zero column limits. Also Ce = e, where e = { 1, 1, 1, . . . }. For 
k > 0, 
(k+l) 
A(@+ 1) PJ=~ 
kp _ k 
k k+k+i-2) Pk+l 1 
W+ 1) =- 
k 
d(kp,)+fi . 1 
It is easy to verify that Qk <k + 1; 
+;‘f’ Pk+l+ 
@+I) P,Q,=,(,) 
p 5 
nk=l n 
since Q, w  log n. Therefore (N, p) 3 (I), and the result follows from 
Theorem A. 
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COROLLARY 3 [27, Theorem 11. At each point x for which 
[” M(u)1 -&=o(log l/t) as t+O+, 
J, u 
(1) is summable (N, p) to s at t = x, where (p,} satisfies 
n-l 
c IAkp, I + n IPnl = WP,/log fl), 
k=l 
1 
p,,!,, bki = O(l), 
and JP,J + co as n + co. 
Proof: As in the proof of Corollary 2, the conditions on (p,} imply 
(N, p) 3 (I). Since the condition on 4 implies (4), the result follows from 
Theorem A. 
Since J;~u-’ Ill/(u)1 du=o(l) as t -+ 0+ implies 1; I+(u)1 = o(t log l/t), 
the theorem of [4] is a special case of that of [35]. 
THEOREM B [33, Theorem 11. Let $(t)=f(x+t)--(x-t), g(t)= 
$( t)/(4 sin t/2) - D. Zf 
s * Idu)l - du = o(log l/t) as t-+0+, I u 
then (3) is summable (R, log n, 1) to D. 
From a Lemma of [33], 1; I g(u)1 du = o(t) implies (7). Therefore the 
result of [20] is a special case of the following. 
COROLLARY 4 [34, Theorem 21. Zf g satisfies (7) then (3) is summabfe 
(L) to D. 
ProoJ: From [ 17, Theorem 373, (R, log n, 1) and (I) are equivalent. 
Since (L) 2 (/), the result follows from Theorem B. 
COROLLARY 5 [27, Theorem 21. Zf g satisfies (7) and {p,} satisfies the 
conditions of Corollary 3, then (3) is summable (n, p) to D. 
Proof: The result follows from Theorem B, since the conditions on 
{P,> imply CR P) = (0 
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A Hausdorff matrix (H, p) is a lower triangular matrix with entries h,, = 
(;I A”-kPL,, where (;) is the ordinary binomial coefficient, {pk} is a real or 
complex sequence, and A is the forward difference operator defined by 
h=Pk-Pk+Ir A n+ ipk = A(A”p,). The necessary and sufficient condition 
for (H, cl) to be conservative is that there exists a function 0(x) E BV[O, 1) 
such that p,, = l; xn de(x). The choice p, = (“:*)-I yields (C, a). 
Let g E L(0, 1) and denote the k th forward and backward integrals of g 
by gz (x) and g;(x), respectively. That is, for k > 0, 
s:(x)= & j+4”- ’ g(u)du 
and 
(u-x)“- ’ g(u) du. 
If 0 <k -=z 1 these integrals exist for almmost all x in [IO, 11. If k B 1 they 
exist for all x in [0, 11. 
THEOREM 1. Let C be a constanb, g E L(0, l), (H, p) a conservative 
Hausdorff matrix: 
(i) Zf (H,p) is such that fI(x)=g;+,(x)+Cfor some 6>0, then 
(H, PL) 3 CC, 6) and IK PI = IC, 4. 
(ii) Zf(H,p)issuchthatB(x)=g~+,(x)+CforsomeO<6<1, then, 
foreachysatisfyingO<y<6,(H,~)~(C,y)andJH,~L(~IC,yl. 
(iii) If (H, p) is such that f3(x)=g:+,(x)+C for some 63 1, then 
(H,P)I(C, 1) and lH,A~IC, 11. 
Proof: Parts (i) and (ii) are Theorem 1 of [23]. It will be sufficient to 
establish ordinary inclusion for (iii), since absolute inclusion then follows 
from [2, Lemma 21. 
If (H, p) satisfies (iii), then 0(0+ ) = B(0) and (H, .M) is multiplicative. To 
show (H, p) 2 (C, 1) it is sufficient, from [38, Theorem l] to find an 
f E SV[O, 1 ] satisfying 
H(r)=rf(l)+/“f(u)(r/u2)du: 
, 
i.e.. 
g:,,(r)+C=g(l)+fj’+)du. 
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We shall solve this equation to determine the form of J For 0 < t < 1, 
ST+ s(t) + c 
t =f(l)+pydu. (8) 
Differentiating, we obtain f(t) = g:+ Jt) + C - tgz (t), a.e. Now define 
sl++s(t)+ c-e,‘(t) 
/o=i g:+,(l)+c 
o<t<1, 
t= 1. 
It can be shown that f satisfies (8) and f E BV[O, 11. 
COROLLARY 6 [43, Theorem I]. Zf q5 E BV[O, n] and (H, p) is conser- 
vative with either 
6(x) = 1 
g:+ b(X) +c> (6 > 0) or 
g,-+ 6(X) + c> (6 > 01, 
where C is a constant and g E L(0, 1 ), then (1) is summahle (H, ~1. 
The proof follows immediately from Theorem 1 and a result of 
Bosanquet [3] for Cesaro summability of a Fourier series. 
Define h(t)=Jh d(u) du, H(t) =J; 14(u)/ du. The following is a slight 
generalization of a well-known result of Lebesgue and Riesz [45, p. 941. 
THEOREM C. Zf h(t)=o(t) and H(t)=O(t) us t+O+, then (I) is 
summable (C, c() for each a > 0. 
COROLLARY 7 [24, Theorem 11. Let (H, p) be a Huusdorff matrix 
satisfying (8), h(t)=o(t), H(t)=O(t) as t-O+. Then (1) is summahle 
(H, ~1. 
The proof uses Theorems 1 and C. 
THEOREM D [32, Theorem 11. If 0 < c1< 1 and s; t-” Id& t)l < a3, then 
C n’A,,( t) is summable IC, PI for each /? > ~1. 
COROLLARY 8 [42, Theorem 11. If 1; t-” Id&t)1 < co, and (H, p) is 
conservative and satisfies either 
d(x) = 
i 
g,-+.+6(x)+ c (6>0) or (lo)(i) 
g :+.+&)+c (h>O) (lO)(ii) 
for some g E L(0, l), C a constant, then Z: n’A,,( t) is summable IH, pi. 
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Proof If 6(x) satisfies (10)(i), use Theorems l(i) and E. If e(x) satisfies 
(lO)(ii) with CI + 6 < 1, use Theorems l(ii) and D. If 19(x) satisfies (lO)(ii) 
with c1+ 6 >, 1, use Theorems 1 (iii) and D. 
THEOREM E [32, Theorem 23. Zf 0~ c( < 1, $(O+) = $(O), and 
j;tp”J(d$)t_J<oci, then~n”B,(t)issummableJC,/?Jforeach/?>cl. 
COROLLARY 9 [42, Theorem 21. Zf 0 < c( < 1, $(O+) = $(O), 
{G tt’ Id\C/(t)l < co, and (H, p) is conservative and satisfies (lo), then 
C n”B,(t) is summuble IH, ~1. 
The proof follows from Theorems 1 and E. 
THEOREM F [29]. IfQpB(O+)=O, j;i t-’ IdQB(t)l c co, then C rFBA,(t) 
issummuble (C,yl, where l>y>or>fl>O, 01 l>y>cc>p>,O. 
COROLLARY 10 [ 13, Theorem 11. rf @,(O+ ) = 0, f; tr’ Id@p(t)l < 00, 
and (H, p) is conservative and satisfies (10) then C n”-BA,(t) is summuble 
jH,p[, where l>a>/?>,O or l>tx>,b>O. 
Apply Theorems 1 and F. 
THEOREM G [30]. Zf Y’,(O+)=O and j; tt’ (dYp(t)l coo, then 
Cn’ -B B,,(t) issummable (C,ylfor l>y>a>fl>O or l>y>cr>fl>O. 
COROLLARY 11 [13, Theorem 21. If Y,(O+)=O, s; tr’ jdY,(t)l <co, 
and (H, p) is conservative and satisfies (lo), then C rFSB,,(t) is summable 
IH, p(, where 1 >a>@>/0 or 1 >cr>fl>O. 
Apply Theorems 1 and G. 
THEOREM H [9, Theorem 31. Let p = 1 - GL, 0 d c1< 1. Then C neDA, 
is summuble IC, 61 for 6 >c1 at each x for which j:, IqS(u)l du= O(t) us 
t + 0 + . A similar result holds for conjugate series. 
The theorem actually states that Jb I#(u)l du = o(t), but an examination 
of the proof shows that the weaker condition O(t) can be used. 
COROLLARY 12 [14, Theorem 11. Zf J;, IqS(u)l du=O(t) and (H, p) is 
conservative and satisfies (9) then C n”- ‘A,(t) is summable JH, pI for 
l>cl30. 
COROLLARY 13 [14, Theorem 23. If jb 1$(u)] = O(t) and (H, p) is con- 
servative and satisfies (9) then x n+ ‘B,(t) is summable ) H, puJ for 1 > a 2 0. 
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Proof Choose /I = 1 - a and apply Theorems 1 and H. 
We now establish a few miscellaneous results. A sequence {s, ) is said to 
summed by the generalized Abel method, A,, to s if either 
(i) ;1> -1 and (l-~)“+lC~~~(~~~)~,~~--rx as x--r l-, or 
(ii) 3L= -1 and 
1 a s xn+l 
c L--tS -log(l -X)“=O n+ 1 
as x+1-. 
COROLLARY 14 [31, Theorem 21. rf‘ @i(t) =I& I&u)] &=0(t) as 
t-+0+, then (1) is summable Ai, to s, for each A> -1. 
Proof From [45, Theorem 3.91, the condition on @ implies (1) is 
summable (C, 1). From [I], AA 3 (C, CI) for each a, 2 > -1. 
COROLLARY 15 [31, Theorem 41. Let h(t) = $(t) - D. Zf J;, Ih(u)/ du = 
o(t) as t + O+, then { nB,(x)} is summable Al to D/n. 
Proof Since A, 2 (C, a) for tl > 1, the result follows from the 
corresponding result of Fejer [ 111 for summability (C, c(), tl > 1. 
COROLLARY 16 [21]. Define 24(t)=f(x+t)+f(x-t)-2f(x). If, for 
a>O, jh 1$(u)/ du=o(t) as t-+0+, 
OL I&t) - c&t - z/n)1 dt = o(na), 
and T= (&+) is a regular matrix satisfying 
(i) sup,ZLkCL ld"Ll< ~0, A"ll,,=Ci"=o(-l)i(q)~n,k+r, 
(ii) ifcr>l, then also jA,,I<K(n)k-“, k=l,2,..., then (1) is sum- 
mable T at t = x. 
Proof The integral conditions imply, from [20], that (1) is summable 
(C, CI). From the following theorem, the conditions on T imply that T is 
stronger than (C, a). 
THEOREM J [ 10, Theorem I]. Let u > 0. A general regular matrix A is 
stronger than (C, a) if and only tf 
(i) Cp=, ka )Aza,kI d M for all n > n,, and 
(ii) (unkJ < K(n)/k*, n > n,, k= 1, 2, 3, . . . . where M is a positive 
constant and K(n) is a positive function of n. 
When 0 <o! < 1, (i) implies (ii). 
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The special case of Corollary 16 in which T is triangular and a = 1 
appears in [ 151. 
COROLLARY 17 [40, Theorem 11. Zf T = (A.,,,) is a regular triangular 
matrix with 
and 
lim 5 k lfLk-A,k+lI =0(l) 
n k=l 
(11) 
Id(u)I du = o(t) as t-+0+, 
then (1) is summable T. 
Proof. The condition on 4 implies, from [45, Theorem 5.11, that (1) is 
summable (C, a) for each c1> 0. From Theorem J, T is stronger than (C, 1). 
(In his review of [40], G. M. Petersen points out that the conditions on T 
guarantee that it is stronger than (C, l).) 
THEOREM K [44, Theorem A]. Zf cc>0 and 4,(t)= o(t”/log l/t) as 
t-O+, then (1) is summable (C,a) to s at each t=x. 
COROLLARY 18 [40, Theorem 23. Zf T is a regular triangular matrix 
satisfying (11) and 
s ; I&u)1 du =4tllog l/t) as t-+0+, 
then (1) is summable T to s. 
Proof. From Theorem L, (1) is summable (C, 1). Condition (11) 
implies T is stronger than (C, 1). 
COROLLARY 19 [40, Theorem 61. Let T be a regular triangular matrix 
satisfying (11) andjk I+(t)\ dt=o(t) as t +O+. Then (nB,(x)} is summable 
T.(C, 1) to s. 
Proof. Condition (11) implies T is stronger than (C, 1 ), hence 
T.(C, 1)3(C, 112, which is equivalent to (C, 2). Now apply Fejer’s 
theorem [ 111. 
A sequence {s,} is Valiron-summable ((V, k)-summable) to s, 1 <k < 2 
if and only if 
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COROLLARY 20 [28, Theorem 11. If $(t) = o(t) as t + 0 + and 
I(/(t)/sin(tf2) E BV to the right oft = 0, then (3) is summable (V, k). 
Proof: From [19], (V,k)x(H, 1): 
*to -.g(f)=O(l).o(l). (l-2 -= 
4 sin t/2 2 sin t/2 t 
From [36], (3) is summable (H, 1). 
A series C a, is said to be Borel-summable, (B)-summable, if 
a s,xn 
lim e-” C - 
n! 
exists, 
x-00 ?I=0 
where s,,=C;=oak. 
The series is (B’)-summable if 
lim 
s 
X e -“a(x) dx exists, 
s--rm 0 
where a(x) = C,“=O a,?x”/n!. 
It is well known that (B) c (B’), and that they are equivalent if and only 
if lim,Y, 3. e --‘a(x)=0 (see, e.g., [17, p. 1831). 
COROLLARY 21 [39] rf 
s : Id(u)1 du=o(r/log l/t) as t-+0+, 
then (1) is (B)-summable. 
Proof: In [7] it has been shown that the condition on 4 implies (1) is 
summable (E, q), where (E, q) denotes the Euler method of order q. From 
[17, Theorem 1281, (E, q)c (B). 
THEOREM L [8, Theorem 11. Let a be a positive integer. Then t -“d,(t) E 
BV(0, 7~) implies C A,(x) E IE, 41, 0 <q < 1. 
COROLLARY 22 [S, Theorem 11. Let a be a positive integer. Ift-“b,(t) E 
B V(0, z), then ( 1) is 1 B 1 -summable. 
ProoJ: From [6, Theorem 41, I,!?, q[ c (BI c IB’I for q > -1. Now use 
Theorem L. 
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COROLLARY 23 [41, Theorem 1 J. If $(O+ ) = 0 and 
I 
6 
t-2 Id+(f)l < 00, 0<6<1, 
0 
then (3) is summable (B’I. 
ProoJ: From [16, Theorem 11, (3) is summable IE, q\ for 0 <q < 1. 
Now use [46, Theorem 41 and Theorem L. 
COROLLARY 24 [41, Theorem 21. Jfq5(0+)=0 and 
then C WI,(X) is summable IB’I. 
Proof. From [16, Theorem 21, 1 U!,(X) is summable JE, ql for 
0 < q < 1. Now use [6, Theorem 43 and Theorem L. 
Inclusion theorems can also be used to establish new proofs of some of 
the known results for Jacobi, Laplace, Laguerre, Legendre, and 
ultraspherical series. 
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