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ABSTRACT
We have developed a three dimensional Monte Carlo photoionization code tailored
for the study of Galactic H ii regions and the percolation of ionizing photons in
diffuse ionized gas. We describe the code, our calculation of photoionization, heating
& cooling, and the approximations we have employed for the low density H ii regions
we wish to study. Our code gives results in agreement with the Lexington H ii region
benchmarks. We show an example of a 2D shadowed region and point out the very
significant effect that diffuse radiation produced by recombinations of helium has on
the temperature within the shadow.
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1 INTRODUCTION
A major characteristic of the interstellar medium (ISM)
is that it is clumpy, with filamentary structure over
scales ranging from hundreds of parsecs through sub-AU
cloudlets. The spatial density of electrons is approximately
a power law over an astonishing 12 orders of magnitude
(Armstrong et al. 1995), from ∼300 pc to <0.1 AU in the
ISM. The magnetic field of the Galaxy varies in a simi-
lar fashion on scales from 0.01 to 100 pc. Molecular clouds
show a fractal (scale-free) spatial variation of the intensity of
CO (e.g., Falgarone, Phillips, & Walker 1991) and neutral H
(Stanimirovic´ & Lazarian 2001). Sub-parsec variations are
shown by the variation of ionic column densities along dif-
ferent ISM sightlines towards individual stars in close bi-
naries (Lauroesch, Meyer, & Blades 2000). Large area ve-
locity resolved surveys of the molecular (e.g., Simon et al.
2001), neutral (e.g., Hartmann & Burton 1999), and ion-
ized (Reynolds, Haffner, & Madsen 2002) gas now allow us
to probe the geometry, kinematics, ionization, and temper-
ature structure of the ISM.
Our development of Monte Carlo radiation transfer
techniques to study photon scattering, ionization, and ra-
diative equilibrium dust temperatures in complex geome-
tries is motivated by these and the many other observations
that clearly require three dimensional modeling analyses.
In this paper we describe improvements and extensions to
our Monte Carlo photoionization code (Wood & Loeb 2000)
that will enable us to model the 3D temperature, ioniza-
tion structure, emission line images, and spectra of low den-
sity H ii regions and the Diffuse Ionized Gas (DIG), often
called “the warm ionized medium” or “Reynolds layer”. This
diffuse ionized gas has a complicated structure and surely
requires three-dimensional modeling, both as regards the
sources of its ionization and the transfer of the ionizing ra-
diation. How can Lyman continuum photons from O and B
stars percolate from their midplane origins to ionize the high
latitude gas? A non-uniform ISM is required that provides
low density paths for ionizing photons to reach the halo. Us-
ing a “Stro¨mgren volume” ionization technique and a sta-
tistical approach to clumping, Miller & Cox (1993) showed
that O and B stars can ionize the DIG (see also Dove & Shull
1994; Dove, Shull, & Ferrara 2000). Using Monte Carlo sim-
ulations for hydrogen ionization, Ciardi et al. (2002) have
investigated ionization structures in a fractal ISM as pro-
posed by Elmegreen (1997). In Elmegreen’s picture, the ob-
served Hα emission may arise from the ionized surfaces of
fractal clouds. This suggestion clearly needs to be investi-
gated with 3D radiation transfer techniques.
Other features of the DIG that may require 3D
analyses are the temperature structure and relative ion-
ization structure of He and H. The temperature of
the DIG, as determined from line intensity ratios (e.g.,
Reynolds, Haffner, & Tufte 1999), appears to require addi-
tional heating over and above that provided by photoion-
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ization heating (Mathis 2000). Among the possible heating
mechanisms, dissipation of energy in a turbulent medium
has been proposed (Minter & Spangler 1996), definitely 3D!
Another question is, can clumping/shadowing explain the
apparent lack of He0 in H+ regions (Reynolds & Tufte
1995)? In this scenario, direct stellar photons are prevented
from ionizing He in shadow regions behind dense clumps,
but diffuse ionizing photons from H and He recombinations
can percolate into the shadow regions and ionize H, but not
He.
Our work on the analysis of scattered light in fractal
reflection nebulae (Mathis, Whitney, & Wood 2002) high-
lighted the crucial role of geometry when trying to de-
termine dust properties from scattered light observations.
Much of what we know about abundances of elements
comes from analysis of spectra utilizing one-dimensional
photoionization techniques (see e.g. Stasin´ska 2002). Over
the last decade several three dimensional photoioniza-
tion codes have been developed. The code presented by
Baessgen, Diesch, & Grewing (1990) uses the “on the spot”
approximation for the diffuse radiation field, while that of
Gruenwald, Viegas, & Broguiere (1997) employs an adap-
tive mesh grid and an iterative procedure to determine the
contribution of the diffuse radiation field. Monte Carlo tech-
niques naturally include diffuse radiation within three di-
mensional systems and Monte Carlo photoionization codes
have been described by Ercolano et al. (2003) for the three-
dimensional case and Och, Lucy, & Rosa (1998) for the one-
dimensional case.
We have extended our basic hydrogen-only Monte Carlo
photoionization code (Wood & Loeb 2000) to treat the pho-
toionization, heating, & cooling for the complex geometry
expected in low density H ii regions and the diffuse ISM.
Our code is similar to those described by Och, Lucy, & Rosa
(1998) and Ercolano et al. (2003), but calculates the rates of
photoionization and heating “on the fly”, rather than calcu-
lating the mean intensity of the radiation field (see also Lucy
1999). It also treats reprocessing of radiation in a different
manner to that described by Och, Lucy, & Rosa (1998), us-
ing “photon packets” rather than “energy packets.”
In §2 we describe our assumptions and approximations
to model the DIG. §3 describes the Monte Carlo technique,
our method of discretizing the radiation field into “photon
packets” rather than “energy packets,” and how we deter-
mine the diffuse radiation field using ratios of recombination
rates. §4, §5, & §6 deal with our photoionization and heat-
ing/cooling algorithms, §7 presents the atomic data used in
our code, and §8 compares our code with standard H II re-
gion benchmarks and gives an example of a 2D calculation.
2 APPROXIMATIONS FOR THE DIG
We make the following assumptions and approximations for
the opacity, heating and cooling.
• We consider only radiation energetic enough to ionize
H (hν >13.6 eV). Photons of lower energies are ignored un-
til we calculate the emergent intensities of certain spectral
features after the simulation is completed.
• All ions are in the ground state when they absorb ra-
diation or recombine with an electron. This is the standard
“nebular approximation.” The low-lying levels giving rise to
fine structure lines might be an exception. Radiative transfer
in these lines would require consideration of the populations
of the levels involved in their production. We assume that
the fine structure lines are optically thin.
• No H-ionizing photons are produced by recombinations
to excited levels of H or He. This is because kTe ≪ χ(H0)
= 13.6 eV, the ionization potential of H.
• There is no collisional ionization or de-excitation. In
effect, this limits the densities we can study to be less than a
few ×103 cm−3, which is generally above that encountered in
the Diffuse Ionized Gas and typical H II regions, but within
the typical range of planetary nebulae.
• There is no He+2 because the stellar radiation field has
negligible luminosity above 54.4 eV, consistent with obser-
vations of almost all H ii regions.
• The opacity is due to continuous opacity from neutral H
and He; we ignore contributions from other ions because of
their low abundances. At present we ignore all other opacity
sources (e.g., dust, UV metal line blanketing, etc.) except
photoionization from oxygen.
• Photoionization and heating by the He I Lyman α line
is included in an “on-the-spot” approximation (see §4.1 for
a discussion of the physics).
• We keep track of the abundances of the stages of ioniza-
tion of H, He, C, N, O, Ne, and S that have their ionization
potentials > χ(H0) and 6 χ(He+) = 54.4 eV. These are H0,
He0, C+ – C+3, N0 – N+3, O0 – O+2, Ne0 – Ne+3, and S+
– S+3. These chemical elements are chosen because some of
their ions are important for the heating and cooling rates.
It is straightforward to include other elements, but they do
not appreciably affect the H and He ionization structure or
contribute to the heating or cooling. We assume that there
is no S0 because its ionization potential is 10.36 eV, so it is
ionized by the ambient stellar radiation fields softer than hν
= 13.6 eV (see Savage & Sembach 1996 for observations).
• Heating arises solely from the photoionization of H and
He. Cooling is from recombinations of H and He, free-free
emission, and collisionally excited line radiation from N, O,
Ne, S (see below).
• We ignore dynamics, turbulence, and the effects of
shocks and ionization fronts.
It is straightforward to include more ions and the effects
of dust opacity. The assumption of no opacity from heavy
elements may also be easily relaxed.
3 MONTE CARLO PHOTOIONIZATION
We want to determine the time-independent ionization and
temperature structure of a nebula with an assumed fixed
density distribution. We do this by Monte Carlo radiative
transfer followed by iterations to find the ionization struc-
ture that determines the opacity.
Within each iteration we consider packets of ionizing
photons emitted from the exciting star(s) of the nebula. We
choose the frequency from the probability distribution of
the photon emission from the sources. We follow each stellar
photon packet through the density grid until it is absorbed
and causes photoionization. The subsequent recombination
often results in the production of another ionizing photon
packet, thereby forming the diffuse radiation field. The fre-
quency of the new packet is sampled from various atomic
c© 2002 RAS, MNRAS 000, 1–12
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probability distributions. We first determine if the packet
was absorbed by H0 or He0, and then determine the fre-
quency of the re-emitted packet (see below). We continue the
Monte Carlo random walk of absorption/re-emission events
until the packet is re-emitted with hν < 13.6 eV, at which
time we terminate it.
3.1 Photon Packets versus Energy Packets
Our approach differs somewhat from previous Monte
Carlo simulations (Och, Lucy, & Rosa 1998; Lucy 1999;
Bjorkman & Wood 2001; Ercolano et al. 2003) that followed
the energy of a packet, rather than its number of photons.
Considering energy is natural for investigating problems of
radiative equilibrium (e.g., scattering and thermal emission
by dust, or stellar atmospheres), since the energy that is ab-
sorbed is thermally re-emitted with exactly the same energy
but with a source function, Sν , given by Kirchhoff’s Law
(Sν ≡ jν/kν = Bν(T ), where jν is the emissivity and kν the
absorption coefficient). Kirchhoff’s Law is applicable only
when the populations of atomic levels are in Local Thermo-
dynamic Equilibrium and does not apply to nebulae. The
number of photons associated with an energy packet varies
with its frequency, so it is not as straightforward to apply
atomic probabilities in following the fate of an energy packet.
The energy of an energy packet is given by ǫ = L∆t/N and
is kept constant for radiative equilibrium codes, where L is
the stellar luminosity, ∆t is the time covered by the simula-
tion, and N is the number of packets used in the simulation.
The energies of our packets are ǫ = Qhν∆t/N , where Q
is the ionizing photon luminosity (units s−1). The energy
is not kept constant as the packet changes frequency, but
keeps its number of photons constant (see also Lucy 2003).
Since our initial goal is to determine the 3D ionization
and temperature structure, we do not follow the non-ionizing
diffuse photons: they are emitted with hν < 13.6 eV and will
escape from the nebula, so we terminate the ionizing photon
and start a new one from the star. We thus save memory
by not having to form probability distribution functions in
each cell for finding the frequency of non-ionizing photons.
Rather, we determine a converged ionization and tempera-
ture structure and then employ a second code to integrate
numerically through our resulting emissivity grid to form
the emergent spectrum and images in various spectral lines.
Current desktop machines using 1Gb RAM can handle
grids of around 1283 cells for our code. The iterative pho-
toionization and heating calculation (described in §4 and 5)
updates the temperature and ionic fractions of all species
we are tracking in each cell throughout the grid. At the end
of each iteration we have a new ionization structure and
opacity grid for the next iteration.
3.2 Emission Direction and Frequency
In Monte Carlo techniques we must decide on the outcome of
events that depend on some physical variable, say x (e.g., the
frequency ν), with a given probability, P (x). The important
quantity is the cumulative distribution function, C(x), given
by
C(x) =
∫ x
x
−
P (x′) dx′∫ x+
x
−
P (x′) dx′
,
where x− is the minimum value of x and x+ the maximum.
We find a randomly selected value of x by casting a random
number1, ξ, in the range [0,1] and inverting the relation
ξ = C(x).
We assume the density structure of our nebular simula-
tion, possibly quite complex as appropriate to the ISM. We
begin the Monte Carlo radiation transfer by emitting pho-
ton packets from the exciting star(s) with an initial guess for
the ionization structure. The initial guess for the ionization
structure does not affect the final converged solution, but
it does affect the number of iterations required for conver-
gence. For isotropic emission, the random directions are
cos θ = 2ξ − 1 (1)
φ = 2πξ , (2)
where θ and φ are the usual spherical polar coordinates. The
direction cosines for the initial photon trajectories are then
given by
nx = sin θ cos φ
ny = sin θ sinφ
nz = cos φ . (3)
The photon frequency must be sampled to reproduce
the ionizing spectrum of the source, L(ν), which may be a
blackbody or model atmosphere. We pre-tabulate the cumu-
lative photon distribution function,
C(νi) =
∫ νi
ν
H0
L(ν)/hν dν∫
∞
ν
H0
L(ν)/hν dν
. (4)
A random frequency is chosen by solving for ν in ξ = C(ν)
by interpolating in the pre-tabulated cumulative distribu-
tion function C(νi). From ν we calculate the photoionization
cross sections aν(H
0) and aν(He
0) from analytic formulae.
The optical depth, τν , along a path length S is
τν =
∫ S
0
[n(H0)aν(H
0) + n(He0)aν(He
0)] ds . (5)
where n(H0) and n(He0) vary from cell to cell. We generate a
random optical depth by τ = − log ξ and integrate through
the opacity grid until the distance S has been reached. If
the distance S lies outside the simulation grid the photon
has exited our simulation and we start another packet from
the star.
3.3 The Diffuse Radiation Field
On finding the position associated with the randomly cho-
sen optical depth, we decide if the photon packet is ab-
sorbed by H0 or He0. The packet is absorbed by H0 if
ξ 6 n(H0)aν(H
0)/[n(H0)aν(H
0) + n(He0)aν(He
0)], and by
1 A new random number is generated by the subroutine
ran2(iseed) (Press et al. 1992) each time ξ appears in this paper.
A new integer, iseed, is automatically generated by the subroutine
after each entry.
c© 2002 RAS, MNRAS 000, 1–12
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He0 otherwise. If absorbed by H0, it will be re-emitted either
as a Lyman continuum photon (and subsequently tracked
with the Monte Carlo technique) or terminated. If absorbed
by He0 there are several energy channels into which it can
be re-emitted as described below. Once a photon packet has
been absorbed we re-emit it with a frequency chosen using
the following algorithm.
3.3.1 H I Emission
The probability that the photon is emitted in the hydrogen
Lyman continuum is
P (H I Ly c) =
α1(H
0, Te)
αA(H0 , Te)
, (6)
where α1 is the recombination coefficient to the ground level
and αA the coefficient to all levels, including n = 1. The
packet emerges in the Lyman continuum if ξ 6 P (Ly c). If
the packet is chosen to be re-emitted in the Lyman contin-
uum, we sample its frequency using the C(ν) derived from
the Saha-Milne emissivity:
CLyc(ν, Te) =
∫ ν
ν0
(jν/hν) dν/
∫
∞
ν0
(jν/hν) dν ; (7)
jν =
2hν3
c2
(
h2
2πme k Te
)3/2
× aν(H0)e−h(ν−ν0)/kTen(H+)ne . (8)
We pre-tabulate CLyc(ν, Te) and from ξ = C(ν, Te) we
determine ν from ξ by interpolating in the table. The packet
is now re-emitted with a direction chosen from an isotropic
distribution (Eqs. 1 and 2).
At the start of each iteration we form a 3D grid that
contains P (H I Ly c) and use this grid to decide the fate of
photon packets absorbed by H0. Similar grids are formed for
the He emission probabilities as described in the next sec-
tion. These probability grids are updated after each iteration
since the recombination rates are temperature dependent.
3.3.2 He I Emission
An absorption by He is followed by recombination and pos-
sibly by radiative cascades into either the metastable levels
21S or 23S, to 21P (the upper level of Lyman α), or to the
ground level 11S. The probabilities for emission in these four
channels are as follows:
(i) He I Lyman continuum (hν > 24.6 eV) is analogous
to that given for H in §3.3.1.
(ii) The probability of emission as a 19.8 eV photon
packet from the transition 23S → 11S is
P (19.8 eV) =
αeff23S(He
0, Te)
αA(He
0, Te)
. (9)
The effective recombination rate takes into account all
means of populating the given level, both direct recombi-
nation and via cascades from higher levels, from which low
energy photons are emitted.
(iii) The probability of emission from the He I two-photon
continuum from 21S is
P (He I 2q) =
αeff21S(He
0, Te)
αA(He
0, Te)
. (10)
Note that αeff21S(He
0, Te) does not include de-excitations
from 21P , which will be discussed in §4.1
A fraction 0.28 of the photons in this emission channel
is able to ionize H0, so the number of photons emitted per
decay is 2(0.28) = 0.56 photons. After determining that the
packet is to be emitted in the 2-photon continuum, we see if
ξ 6 0.56. If so, we choose a frequency from a pre-tabulated
C(ν) for two-photon emission (Drake, Victor, & Dalgarno
1969, Table II).
(iv) The probability of emission as a He I Lyman α pho-
ton (hν = 21.2 eV) is
P (He I Lyα) =
αeff21P (He
0, Te)
αA(He
0, Te)
. (11)
Och, Lucy, & Rosa (1998) and Ercolano et al. (2003) fol-
lowed energy packets of several of the He I Lyman lines, as-
suming that the various He Lyman lines are absorbed only
by the H0 continuous opacity, propagating through the grid
and maintaining their identity without degrading into Ly-
man α. We do not follow this prescription because resonance
lines will be scattered many times without diffusing far in
space. Following each scattering from n1P (n > 2), there is
a finite probability of re-emission into a lower excited level
rather than to 11S. Subsequent emissions from that excited
level cascade downwards and populate either 21S or 21P .
Conversion to 21S is followed by He I 2-photon continuum
emission. We discuss our treatment of the 21P in §4.1.
To form the various probabilities, we use analytic fits to
the temperature dependent recombination rates for H and
He. These rates, along with all other atomic data, are pre-
sented in §7. Since there are only four He I levels with ap-
preciable populations, we have
αA = α1 + α
eff
21S + α
eff
21P + α
eff
23S . (12)
We also assume that recombinations to triplets produce only
the 19.8 eV 23S → 11S transition. We do not follow 23P →
11S, as did Och, Lucy, & Rosa (1998), since at low densities
23P converts to 23S via 10830A˚ emission.
4 PHOTOIONIZATION
We must calculate the photoionization, heating, and cooling
in order to update the ionic fractions and electron temper-
ature after each iteration.
The basic photoionization equations, in the notation of
Osterbrock (1989), are
n(X+i)
∫
∞
νi
4πJν
hν
aν(X
+i)dν = n(X+i+1)neα(X
+i, Te), (13)
where n(X+i) and n(X+i+1) are the number densities (per
cm3) of successive stages of ionization, νi is the threshold for
photoionization from X+i, ne is the electron number density,
and α(X+i, Te) is the recombination coefficient to all levels
of X+i. In our code the photon luminosity of the sources,
Q, is divided into N packets, so we calculate the integral on
the left of eqn. (13) by
IPX+i =
∫
∞
νi
4πJν
hν
aν(X
+i)dν =
Q
N ∆V
∑
laν(X
+i) . (14)
c© 2002 RAS, MNRAS 000, 1–12
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where the summation is over all path lengths through the
volume ∆V for photons in the frequency range (ν, ν + dν),
and l is the path length of each photon counted in the sum
(Lucy 1999, 2003).
Thus, we do not explicitly calculate the mean intensity
Jν throughout the grid in order to compute the integral of
4πJνaν(X
+i)/hν for each ion considered. To save Jν , we
would need storage for each grid cell with as many frequen-
cies as being considered.
We add the contribution of each ionizing photon packet,
regardless of stellar or nebular origin, to the sum of
l aν(X
+i) maintained for each ion, within each cell in the
grid. At the end of the iteration we have a 3D array for each
ion that contains the integral IPX+i(x, y, z). The photoioniza-
tion rate is then n(X+i) IPX+i within each cell. So long as the
number of ions being tracked is less than the typical num-
ber of frequencies required for an accurate representation of
the mean intensity, our technique will save significantly on
memory storage. We use the above equations to solve the
ionization balance of most ions that we follow. Exceptions
to this are our treatment of He I Lyα photons that can ion-
ize H0, and also charge exchange that couples the ionization
of some ions to H and He.
We now outline our treatments of the ionization balance
for these situations.
4.1 He I Lyman α
We do not need to follow the diffusion of the He I Lyα
resonance line (21P → 11S) in space and frequency. The
level 21P is depopulated either by emission of a He I Lyα
photon (21P → 11S) or a 2.06µm photon (21P → 21S).
Due to the large resonant line opacity, the He I Lyα will be
scattered locally many times without traveling far. It will
eventually be absorbed locally (“on the spot”) by H0 or else
decay to 21S.
Note that the “on the spot” approximation is used due
to the large He I Lyα resonant opacity and not the H0 opac-
ity.
What is P (HOTS), the probability of the He I Lyα
photon being absorbed by H0 as opposed to the transition
21P → 21S occurring? The average number of resonant
scatterings before decay to 21S is A21P,11S/A21P,21S = 914
(Benjamin, Skillman, & Smits 1999). The mean free path
between scatterings, lscat, is [n(He
0)aν(Lyα)]
−1, where the
line opacity is
aν(Lyα) = (π
1
2 e2/mec) f21 exp[−(∆ν/∆νD)2]/∆νD , (15)
where f21, the oscillator strength of the transition, is 0.29.
∆ν/∆νD is the displacement of the frequency of the pho-
ton from the line center, in Doppler widths. This displace-
ment is determined by the speed the atom had before re-
combination, and so has a Maxwellian probability distri-
bution (if we neglect any non-thermal components in the
local velocity distribution). The Maxwell-Boltzmann distri-
bution can be written fMB(v) ∝ v2 exp[−(v/vth)2] and
∆ν/∆νD = (v/vth), with vth = (2kT/M)
1/2. We average
over the line profile:
〈exp[−(∆ν/∆νD)2]〉 (16)
=
∫
∞
0
exp[−(v/vth)
2] v2 exp[−(v/vth)
2] dv∫
∞
0
v2 exp[−(v/vth)
2] dv
= 2−3/2 . (17)
The number of absorptions by H0 during the 914 scat-
terings is 914 lscat n(H
0) aν(H
0), with aν(H
0) = 1.9× 10−18
cm2. The probability of the photon being absorbed by H0 is
P (HOTS) =
n(H0)aν(H
0)
[n(H0)aν(H0) + n(He
0)aν(He
0)/914]
=
(
1 + 0.77f(He0)/[f(H0)(T/104 K)1/2]
)−1
, (18)
where f(He0) and f(H0) are the neutral fractions of He and
H, respectively, and He/H = 0.1 in abundance has been as-
sumed. The f(He0)/f(H0) favors He, especially for softer
exciting stars. For instance, the inner parts of the nebula
surrounding a 40000 K black body favor He0 by a factor
of ∼7, so 80% of transitions to 21P are converted to 21S
rather than being absorbed by H0. For harder exciting spec-
tra, the f(He0)/f(H0) is <2, and a significant number of
Lyα photons are absorbed by H0. Heating by Lyα is signif-
icantly greater than from 2-photon emission. However, the
(23S → 11S) photons are far more important than any from
the singlets as regards both ionization and heating.
In the “on-the-spot” treatment, local absorptions
of Lyα are exactly balanced by local emissions. The
rate of “on-the-spot” absorptions by H0 is P (HOTS)
times the rate of recombinations into He0(21P ), or
P (HOTS)n(He
+)neα
eff(He0, 21P ). These absorptions by H0
are also given by n(H0) aν(H
0)[4π Jν(Lyα)/hν]. By equating
these rates, we obtain a modified ionization balance equation
for H:
n(H0)
∫
∞
νi
(4πJν/hν)aν(H
0)dν =
ne[n(H
+)α(H0, Te)− P (HOTS)n(He+)αeff21P ] , (19)
where the Jν does not include He I Lyα, which is contained
in the final term on the right side of the equation.
4.2 Charge Exchange
The rate of exchange of an electron between an ion (X+i)
and H0 or He0 can be comparable to or exceed the radia-
tive recombination rates. With our adopted charge exchange
cross sections (Kingdon & Ferland 1996), the rate of transi-
tions into N+2, O0, and O+ are seriously affected or dom-
inated by exchange with H0. The opposite effect, in which
charge exchange dominates the ionization of the lower stage,
takes place for O0. A result is that in regions where O0 is
important (i.e., H0 is appreciable), (O0/O+) ∼ 9/8 (H0/H+)
for all Te because the ionization potential of O
0 is almost the
same as for H0 (see Osterbrock 1989, p. 42 for a discussion.)
For N0, charge exchange is not dominant but not negligible.
We included the reactions in the rates for reactions resulting
in N+ and O+ as well.
With charge exchange included, the (O0/O+) equation
becomes
n(O0) [ne
∫
4π Jν/hν dν + n(H
+)Cexch(O
0, H+)] =
n(O+) [ne αrec(O
+) + n(H0)Cexch(O
+, H0)] .
c© 2002 RAS, MNRAS 000, 1–12
6 Wood, Mathis, & Ercolano
The situation regarding charge exchange with He0 is less
clear because the cross section is very difficult to compute.
We account for charge exchange with He0 for interactions
resulting in N+, N+2, and O+.
5 HEATING & COOLING
The temperature is determined by finding the root of
G(T ) = L(T ), where G and L are the heating and cooling
rates due to the processes described below (see Chapter 3 of
Osterbrock 1989).
5.1 Heating
We consider only heating by photoionization of H and He
and calculate the heating rate in each grid cell in the same
manner as we calculated the photoionization rate. For ex-
ample, for photoionization of He the heating rate is
G(He0) =
∫
∞
ν
He0
4πJν
hν
aν(He
0)h(ν − νHe0) dν , (20)
so we form integrals analogous to the photoionization rate
IHHe =
∫
∞
ν
He0
4πJν
hν
aν(He
0)h(ν − νHe0) dν =
[Q/(N ∆V )]
∑
laν(He
0)(hν − hνHe0) . (21)
As with photoionization, we assume “on-the-
spot” heating by He I Lyα packets, so a term
P (HOTS)n(He
+)neα
eff
21P (Lyα)[hν(Lyα) − χ(H0)] is added
to the heating per volume of each cell.
5.2 Cooling from Recombination and Free-Free
Radiation
Cooling rates as a function of temperature, L, due to recom-
bination of H+ and He+ are taken from Hummer (1994) and
Hummer & Storey (1998). The cooling rate due to free-free
radiation is given by Osterbrock (1989):
Lff = 1.42 × 10−27 [n(H+) + n(He+)]ne gff
√
T e , (22)
where we use the Katz et al. (1996) fit to the free-free Gaunt
factor data in Spitzer (1978)
gff = 1.1 + 0.34 exp [−(5.5− log Te)2/3] . (23)
5.3 Other Cooling
We include collisional excitation of the lowest five levels of
the ions of N0, N+,O0,O+,O+2, Ne+2, S+, and S+2, and of
2 levels of N+2 and Ne+, as in other photoionization codes
(e.g., Ercolano et al. 2003). For this cooling by collisionally
excited forbidden lines we use the Einstein A values and
collision strengths from the compilation by Pradhan & Peng
(1995) as updated on A. Pradhan’s webpage.2
2 http://www-astronomy.mps.ohio-state.edu/∼pradhan/
6 SOME CODE DETAILS
After each iteration, we simultaneously solve for the ioniza-
tion and temperature using the equations outlined above.
The code will converge quickly if we have a good first guess
of the ionization and temperature structure. However, for
the 3D problems that we wish to address, such a guess will
be very difficult to make. We therefore start the first itera-
tion assuming that H and He are fully ionized, so all stellar
photons exit the grid on the first iteration, but do contribute
to the mean intensity counters. If we started with a neutral
grid, photon packets could not diffuse far from their point
of origin due to the large neutral opacity and convergence
would be very slow, if at all.
As in Ercolano et al. (2003), we run several iterations
with a small number of photon packets to get a rough idea
of the ionization and temperature structure: 106 packets
for the first eight iterations, up to 108 for higher iterations
>20. Our models are well converged within 12 iterations;
the higher iterations with large numbers of photon packets
provide higher signal-to-noise for the ionization and temper-
ature structure.
In 3D simulations, the diffuse field ionizes walls strongly
inclined to the direction to the star. We find a good early ap-
proximation to the diffuse field by initially setting all cells to
be fully ionized, thereby predicting the diffuse radiation field
if the nebula were fully ionized. For the next iteration, if the
stellar radiation cannot maintain a high degree of ionization
the outer material becomes almost neutral, since the diffuse
field is much weaker than the stellar field. The structure
reaches a good approximation to the eventual diffuse field
after about five iterations. If the shadowed regions were al-
lowed to turn neutral before the diffuse field had converged,
we would face the same convergence problem (with each new
iteration ionizing a small zone of previously neutral mate-
rial) described above.
We run our code on a single desktop machine within a
reasonable CPU time (see Ercolano et al. 2003 for a discus-
sion of code speed up via parallelization), running ∼1.0M
photon packets per minute on a 2.4 GHz processor.
7 ATOMIC DATA
We use standard references for the line and continuum
emissivities (Brocklehurst 1972; Brown & Mathews 1970;
Storey & Hummer 1995; Benjamin, Skillman, & Smits
1999). We take the photoionization cross section for H from
the fitting formula of Verner, Ferland, Korista, & Yakovlev
1996. The recombination rate to all levels αA(H
0, Te) is
given by the fitting formula in Verner & Ferland (1996). For
the recombinations to the ground state, 12S, we fitted the
temperature dependent rates in Osterbrock (1989, Table
2.1), with
α1(H
0, Te) = 1.58 × 10−13(Te/104K)−0.53 . (24)
For He we use the Verner, Ferland, Korista, & Yakovlev
(1996) formula for the photoionization cross section. For the
recombination rates we use the fitting formulae in Table 1
of Benjamin, Skillman, & Smits (1999) that give us the di-
rect recombination rates to the ground level, 11S, and the
effective rate to 23S. We calculated the effective rates to
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21P and to 21S, ignoring the 21P → 21S transition be-
cause we separately consider its competition with absorp-
tion by H (see the discussion in §4.1). The rates to 21P
and 21S were formed by adding the direct recombination
rates (Benjamin, Skillman, & Smits (1999), Table 1), effec-
tive rates for n > 5 (Table 3), and effective rates from all
lines for 3 6 n 6 5 that connect to the appropriate lower
level (Table 5). In summary,
α1(He
0, Te) = 1.54 × 10−13(Te/104)−0.486
αeff21S(He
0, Te) = 2.06 × 10−14(Te/104)−0.676
αeff21P (He
0, Te) = 4.17 × 10−14(Te/104)−0.861
αeff23S(He
0, Te) = 2.10 × 10−13(Te/104)−0.778 , (25)
thus enabling us to form the probabilities for reprocessing
packets by He (§3.3.2).
The ionization cross section for the ions we use are taken
from Verner, Ferland, Korista, & Yakovlev (1996) and the
radiative recombination rates are from Verner & Ferland
(1996). Also important in the recombination are dielectronic
recombination rates, for which we use values determined by
Nussbaumer & Storey (1983, 1984, 1987) for N, O, and Ne.
The dielectronic recombination rates for sulphur have not
been calculated, and we normally use those recommended
by Ali et al. (1991) for the first four ionization stages of S:
3× 10−13, 3× 10−12, 1.5× 10−11, and 2.5× 10−1, which are
the mean rates for the first four atoms/ions of C, N, and O as
discussed by Ali et al. (1991). The charge exchange rates are
taken from Kingdon & Ferland (1996) for reactions with H0
and from Arnaud & Rothenflug (1985) for those with He0.
8 SOME RESULTS AND BENCHMARKS
8.1 Lexington H II Region Benchmarks
Any 3D photoionization code must reproduce two bench-
mark tests of blackbody exciting stars ionizing uni-
form spherical nebulae of a specified composition. The
benchmarks have been discussed extensively in workshops
(Ferland et al. 1995, Pe´quignot et al. 2001; see these for the
details of the input parameters). Results of many codes are
given in Table 1 (for a 40kK central star) and Table 2 (T∗ =
20kK). The authors of the other codes are given in the foot-
note to Table 1. The dielectronic recombination coefficients
assumed for S are zero for S+2 and those in Ali et al. (1991)
for S+3 and S+4. We believe these were adopted by most of
the models in each table. Some models in the benchmark
took the optical depths of fine structure lines into account,
but we did not. Our results are given in the last column in
each table.
Figure 1 shows plots of ionization and temperature with
radius for the T⋆ =40000 K benchmark and compares our
results (crosses) with the Monte Carlo photoionization code
mocassin (Ercolano et al. 2003) (squares) and the widely
used code cloudy (Ferland 1994) (lines). Figure 2 presents
the same quantities for the T⋆ = 20000 K benchmark. In
comparing with mocassin, we set up the density grids to
have the same spatial resolution: our code used a grid of
653 cells and mocassin, which utilizes the symmetry of the
benchmark, performed the radiation transfer in an 333 oc-
tant. For these simulations our code used 108 photon pack-
ets and mocassin used 6.4 × 107 energy packets in the fi-
nal (20th) iteration, though both codes had essentially con-
verged by iteration 14. Among the three codes, the ioniza-
tion fractions are all in very good agreement. Because of our
653 grid resolution, our code produces slightly more ioniza-
tion at the outer edge. There is a larger spread in the pre-
dicted temperatures for the hot benchmark, with our code
being slightly hotter in the inner portions of the nebula and
mocassin being slightly cooler towards the edge of the neb-
ula. The agreement for the cool benchmark temperatures is
very good.
The large spread of some ionization fractions (e.g.,
O+2/O in Fig. 2) illustrates a property of Monte Carlo codes
unless special steps are taken. The ionization potential of O+
is 35.1 eV; an ionizing photon is so rare that even with 108
photon packets there is considerable statistical noise. If an
accurate prediction of the (O+2/O) were one of our goals,
we could have forced energetic stellar photons to be emitted
and then correct the results by the known probabilities of
the events we forced.
The cubic nature and limited spatial resolution of our
grid makes the comparison problematic for one ion, O0,
mainly found in the very outermost regions of the nebula.
In these regions, (O0/O+) = 9/8 H0/H+ because of a reso-
nant charge exchange between O+ and H0. There is a rather
sharp peak in the temperature because of the hardening of
stellar radiation caused by selective absorption within the
nebula, and a steep temperature gradient because of the
large opacity. With better spatial resolution, the volume oc-
cupied by one cell would contain regions of almost neutral
hydrogen, so the temperature assigned to the whole cell,
and the strength of [O I] λ6300, are of limited meaning. We
present results from our cells with H0/H 6 0.25; the cells
more neutral than this amount occur in the outer <1% of
the radius (router = 1.454×1019 cm for the 40kK benchmark
model, as opposed to 1.463×1019 cm for the average radial
distance). In real H ii regions, dynamical effects dominate in
these outer regions, where ionized gas is flowing away from
the ionization front. With 65 cells on a side and the star at
the centre, each cell has a width of 3% of the radius. Thus,
the region we disregard (with hydrogen being >25% neutral)
is much less than the width of each cell.
We want to identify “extreme” predictions, defined by
being outside of the range shown by the other models. One
way of describing them (Pe´quignot et al. 2001) is the “isola-
tion factor”, the ratio of our value to the next most extreme.
For the 40kK benchmark, our code provides three ex-
treme values, two within 4% of the nearest value. Our [S III]
λ9532+9069 prediction is 12.5% larger than that from the
Rubin code (RR in the table). Rubin’s code (RR), mocassin
(BE), and Harrington’s (PH) are the only ones that use de-
tailed radiative transfer rather than an approximation such
as “outward only.”
For the 20kK benchmark, the results are very similar.
We are extreme in six quantities, by <5% in all but two.
The worst are [O III] λ5949,5007 and (52µm + 88µm), (10%
and 8% more than T. Kalman’s xstar). We did not account
for optical thickness in these lines, so our high predictions
are understandable. Also, for this cool model our photon
statistics for O+2 are problematic, as discussed above. Since
1D codes can provide excellent spatial resolution by inserting
zones wherever there are steep gradients, especially at the
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outer edges where the temperature is changing rapidly, we
feel that the benchmark results are satisfactory.
One simple check is available for the cool model. There
are relatively few He-ionizing stellar photons, and it is sim-
ple to show that He absorptions strongly dominate H for He-
ionizing photons. Each He ionization is followed by the emis-
sion of 0.96 H-ionizing photons (Osterbrock 1989). Thus,
the ratio of 〈He+〉/〈H+〉 is the ratio of the He-ionizing to
H-ionizing stellar luminosities, 0.49 for a T = 20 kK black-
body. Our code predicts 0.47, suggesting that our relatively
coarse cell size is satisfactory for predicting He+/H+ and
other ionic abundances.
8.2 Ionization in a Shadow Region
The structure of the shadow zone behind a small high-
density clump of gas, such as those found in the plane-
tary nebula NGC 7293, is of direct astrophysical interest.
There have been several treatments of such a shadowed zone.
Approximate static models have also been considered by
Van Blerkom & Arny (1972) and Mathis (1976). An ana-
lytical treatment is given by Canto´ et. al. (1998), who con-
sidered dynamical evolution of the shadowed region and its
ionization and temperature structure. These assume that
the radiation field incident upon the shadow is the diffuse
field within the H ii region, estimated by assuming that the
nebula is thick to its own diffuse radiation and that there is
no diffuse radiation produced by He.
We tested the influence of He upon the ionization and
temperature of a shadowed zone by comparing two models,
one with the benchmark composition and one with the same
H and heavy elements but no helium. Both used the geom-
etry similar to that in Canto´ et. al. (1998): a flat circular
clump at z = 0, completely opaque to incident plane-parallel
starlight out to its outer edge, so that it acts as a circular
plate blocking stellar radiation incident normally upon it.
We chose the uniform nebular density (100 cm−3) so that
the stellar radiation is completely absorbed along the 6.2 pc
z axis of the cube, even far from the clump. The ionizing
spectrum is that of a 40000 K blackbody with an ionizing
flux of 6.4×1010 cm−2 s−1. The radius of the occulting disk
is 1.14 pc. We used periodic boundary conditions, meaning
that when a photon exits one (x, y) face of the cube it reap-
pears on the other side. Photons incident upon the z = 0
face from within the cube are reflected back into the cube.
The ionization in the shadow is indicated by Fig. 3
for the standard benchmark composition. We see that the
diffuse radiation can penetrate relatively deeply into the
shadow near the bottom of the figure (near the plate); the
incident intensity is large because H is highly ionized. In
this case, diffuse photons produced within relatively large
distances can reach the shadow. At large z, near the top of
the figure, the opacity in the directly illuminated regions is
relatively large, the nebular radiation into the shadow is cor-
respondingly low, and the ionized region has a sharp edge.
Figure 4 shows T (r, z) vs. r/Rcloud, the distance from
the axis of the shadow relative to the cloud’s radius, and
also T (r, z) vs. z, the distance along the shadow axis. Heavy
lines are for standard composition; light lines show the no-
He models.
Fig. 4(a) shows T (r, z), plotted against z, at r/Rcloud
= 1.17 (solid line), 1.01 (long dashes), and 0.964 (short
dashes). The lines terminate when H becomes>95% neutral.
We see that for the inner no-He model (light short dashes),
T (r/Rcloud = 0.964) is much lower than the other tempera-
tures at all z, as predicted in Canto´ et. al. (1998). H recom-
bination radiation has a mean energy of only ∼ 0.68kBTe =
0.4 eV3. Photons released during the cascade following He
recombinations (mostly the 19.8 eV 23S→ 11S line) can re-
lease ∼ (20−13.6) eV = 6.3 eV in photoelectric heating with
each ionization and penetrate ∼3 times as far as H recombi-
nations in the shadow. Thus, the He recombination photons
have a major effect on the heating even though there are
10 times as many from H. Even just outside of the shadow
(the long dashed curves) the shadow temperature is about
the same as far from the cloud (the solid curve), until the
He becomes neutral in the gas fully illuminated by the star,
at the point of the slight blip at z ∼3.9 pc in the heavy
solid curve. Outside of the shadow, we see the expected in-
crease of T (r, z) with z, showing the effect of hardening the
stellar radiation, for both helium- and no-helium models.
(Since we did not account for cooling by collisional excita-
tion of H lines, the maximum temperature reached by the
no-He model is probably significantly too large.) Within the
shadow (short dashes), there is little change of T with z
because the spectrum of the ionizing recombination radia-
tion changes little along the axis of the shadow. Within the
shadow, T (z) for the He models (heavy short dashes) is sig-
nificantly less than outside, so the collisionally excited line
strengths are appreciably weaker.
Fig. 4(b) shows T (r, z) plotted against (r/Rcloud) at two
values of z: solid lines are for z = 0.1 pc; dashed for 2.6 pc.
As before, the thick lines are for models with He, the thin for
no helium. The inward drop of T (r) at r = Rcloud is obvious.
We see that the low Te of the no-He models holds at all r.
There is an increase in T (r) near the center for the helium
models because the outer part of the shadow is mainly ion-
ized by the soft recombination photons from H, while the He
photons penetrate and deposit more energy when they are
absorbed. There is no similar effect for the no-He shadow; all
ionizing photons are soft. We see the penetrating power of
the He photons into the shadow. Outside the shadow T (r)
decreases somewhat with increasing r because the harder
diffuse photons can reach the shadow more easily than the
softer.
This example shows the importance of diffuse helium
radiation in shadow regions and may also help explain
why He is less ionized than H in the Diffuse Ionized Gas
(Reynolds & Tufte 1995). It shows that any treatment of
the nebular diffuse radiation field inpinging onto shadowed
regions must include a careful treatment of the helium re-
combination radiation. We will investigate this effect and
other 3D photoionization models in future papers.
An anonymous referee provided helpful comments. JSM
thanks a PPARC Visitors Grant to the University of St. An-
drews, KW acknowledges support from a PPARC Advanced
Fellowship. We thank Kirk Korista for comments and pro-
viding the cloudy benchmark models and Mike Barlow and
3 In common notation, the rate of kinetic energy loss per volume
from recombinations is ne n(H+) βBkTe, and the mean number
of photons produced is ne n(H+)αB. Values of these functions
are given in Osterbrock (1989).
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Table 1. Lexington H ii Region Benchmark Results: HII40a
Line/Hβ GF HN DP TK PH RS RR BE WME
Hβ/1036erg s−1 2.06 2.02 2.02 2.10 2.05 2.07 2.05 2.02 2.01
He i 5876 0.119 0.112 0.113 0.116 0.118 0.116 - 0.114 0.114
C ii 2325+ 0.157 0.141 0.139 0.110 0.166 0.096 0.178 0.148 0.172
C iii 1907+1909 0.071 0.076 0.069 0.091 0.060 0.066 0.074 0.041 0.078
N ii 122µm 0.027 0.037 0.034 - 0.032 0.035 0.030 0.036 0.031
N ii 6584+6548 0.669 0.817 0.725 0.69 0.736 0.723 0.807 0.852 0.742
N ii 5755 0.0050 0.0054 0.0050 - 0.0064 0.0050 0.0068 0.0061 0.0057
N iii 57.3µm 0.306 0.261 0.311 - 0.292 0.273 0.301 0.223 0.308
O i 6300+6363 0.0094 0.0086 0.0088 0.012 0.0059 0.0070 - 0.0065 0.011
O ii 7320+7330 0.029 0.030 0.031 0.023 0.032 0.024 0.036 0.025 0.033
O ii 3726+3729 1.94 2.17 2.12 1.6 2.19 1.88 2.26 1.92 2.23
O iii 52+88µm 2.35 2.10 2.26 2.17 2.34 2.29 2.34 2.28 2.42
O iii 5007+4959 2.21 2.38 2.20 3.27 1.93 2.17 2.08 1.64 2.34
O iii 4363 0.00235 0.0046 0.0041 0.0070 0.0032 0.0040 0.0035 0.0022 0.0044
Ne ii 12.8µm 0.177 0.195 0.192 - 0.181 0.217 0.196 0.212 0.192
Ne iii 15.5µm 0.294 0.264 0.270 0.35 0.429 0.350 0.417 0.267 0.263
Ne iii 3869+3968 0.084 0.087 0.071 0.092 0.087 0.083 0.086 0.053 0.063
S ii 6716+6731 0.137 0.166 0.153 0.315 0.155 0.133 0.130 0.141 0.18
S ii 4068+4076 0.0093 0.0090 0.0100 0.026 0.0070 0.005 0.0060 0.0060 0.0094
S iii 18.7µm 0.627 0.750 0.726 0.535 0.556 0.567 0.580 0.574 0.623
S iii 9532+9069 1.13 1.19 1.16 1.25 1.23 1.25 1.28 1.21 1.44
103 ×∆(BC3645)/A˚ 4.88 - 4.95 - 5.00 5.70 - 5.47 4.96
Tinner/K 7719 7668 7663 8318 7440 7644 7399 7370 7743
< T [NpNe] >/K 7940 7936 8082 8199 8030 8022 8060 7720 8183
Rout/1019cm 1.46 1.46 1.46 1.45 1.46 1.47 1.46 1.46 1.45
< He+H+ > 0.787 0.727 0.754 0.77 0.764 0.804 0.829 0.715 0.771
aGF, Ferland’s cloudy; HN, H. Netzer’s ion; DP, D. Pe´quinot’s nebu; TK, T. Kallman’s xstar;
PH, J. P. Harrington’s code; RS, R. Sutherland’s mappings; RR, R. Rubin’s nebula;
BE, B. Ercolano’s mocassin; WME, this paper.
Table 2. Lexington H ii Region Benchmark Results: HII20
Line/Hβ GF HN DP TK PH RS RR BE WME
Hβ/1036erg s−1 4.85 4.85 4.83 4.90 4.93 5.04 4.89 4.97 4.87
He i 5876 0.0072 0.008 0.0073 0.008 0.0074 0.0110 - 0.0069 0.00684
C ii 2325+ 0.054 0.047 0.046 0.040 0.060 0.038 0.063 0.042 0.053
N ii 122µm 0.068 - 0.072 0.007 0.072 0.071 0.071 0.071 0.067
N ii 6584+6548 0.745 0.786 0.785 0.925 0.843 0.803 0.915 0.846 0.778
N ii 5755 0.0028 0.0024 0.0023 0.0029 0.0033 0.0030 0.0033 0.0025 0.0025
N iii 57.3µm 0.0040 0.0030 0.0032 0.0047 0.0031 0.0020 0.0022 0.0019 0.0049
O i 6300+6363 0.0080 0.0060 0.0063 0.0059 0.0047 0.0050 - 0.0088 0.055
O ii 7320+7330 0.0087 0.0085 0.0089 0.0037 0.0103 0.0080 0.0100 0.0064 0.0089
O ii 3726+3729 1.01 1.13 1.10 1.04 1.22 1.08 1.17 0.909 1.12
O iii 52+88µm 0.0030 0.0026 0.0026 0.0040 0.0037 0.0020 0.0017 0.0022 0.0044
O iii 5007+4959 0.0021 0.0016 0.0015 0.0024 0.0014 0.0010 0.0010 0.0011 0.0026
Ne ii 12.8µm 0.264 0.267 0.276 0.27 0.271 0.286 0.290 0.295 0.289
S ii 6716+6731 0.499 0.473 0.459 1.02 0.555 0.435 0.492 0.486 0.521
S ii 4068+4076 0.022 0.017 0.020 0.052 0.017 0.012 0.015 0.013 0.017
S iii 18.7µm 0.445 0.460 0.441 0.34 0.365 0.398 0.374 0.371 0.381
S iii 9532+9069 0.501 0.480 0.465 0.56 0.549 0.604 0.551 0.526 0.602
103 ×∆(BC3645)/A˚ 5.54 - 5.62 - 5.57 5.50 - 6.18 5.52
Tinner/K 7224 6815 6789 6607 6742 6900 6708 6562 6852
< T [NpNe] >/K 6680 6650 6626 6662 6749 6663 6679 6402 6692
Rout/1018cm 8.89 8.88 8.88 8.7 8.95 9.01 8.92 8.89 8.73
< He+H+ > 0.048 0.051 0.049 0.048 0.044 0.077 0.034 0.041 0.047
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Figure 1. HII40 benchmark, showing our Monte Carlo results (crosses), mocassin (squares), and the cloudy model (solid line).
Barbara Whitney for comments on early versions of the pa-
per. The mocassin tests were carried out on the Enigma
SunFire Cluster, at the HiPerSPACE Computing Centre,
UCL, which is funded by PPARC.
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Figure 3. The ionization structure, H0/H, of a shadowed region produced by an impervious circular cloud, with ionizing stellar radiation
incident from below as described in §8.2.
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Figure 4. (a) The nebular temperature, T (r, z), within a region shadowed by a circular cloud that acts as an opaque plate, as shown
in Fig. 3. Stellar photons are injected parallel to the z axis (vertical in Fig. 3); r is the radial distance from the axis of the shadow.
The radius of the cloud is 1.14 pc. Heavy lines show the case of the benchmark nebular composition, roughly solar; light lines are solar
except that there is no helium. Solid lines; r/R(cloud) = 1.17; long dashes:, r/R(cloud) = 1.01; short dashes:, r/R(cloud) = 0.96. The
figure shows the dramatic effects that He recombination radiation has on the physical conditions within the shadow (see text), most
importantly, the very low Te if there is no He. (b) T (r, z) as a function of z at r/R(cloud) = 0.095 pc (solid lines) and z = 2.6 pc
(dashed).
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