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Abstract 
Higher education institutions globally face decreasing government funding and heightened 
accountability. There is an increasing demand for them to justify the use of public funding for 
teaching in universities, and provide information for national and international comparisons of 
quality. High-stakes summative student assessment data have been, and continue to be, critical for 
fulfilling both accountability and quality requirements. However, concerns have been raised about 
the dominance of using summative assessment for multiple purposes beyond certifying student 
achievement. For example, this dominance marginalises the importance of formative assessment in 
providing feedback to guide students’ future learning. Such concerns have driven assessment 
reforms. One of these reforms — competency-based assessment (CBA) — is promoted as an 
alternative to high-stakes examinations, as it may achieve both summative and formative purposes. 
In the context of medical education, an example of CBA is the Objective Structured Clinical 
Examination (OSCE) which has been implemented globally for both summative and formative 
purposes. The OSCE was originally designed for a small cohort of students (around 100) to 
undertake highly structured and discrete clinical tasks in a series of timed stations. A major 
challenge of the OSCE relates to achieving consistency of examiner judgements of student 
performance as the assessment format relies on multiple examiners.  
In this PhD study, the OSCE under investigation was a high-stakes exit examination for 
large cohorts of final-year students (over 350) enrolled in a graduate entry four-year Bachelor of 
Medicine/Bachelor of Surgery (MBBS) program at one Australian research-intensive university. A 
question arises as to whether examiners in this context can deliver consistent and reliable 
judgements. This is the issue of concern addressed in this thesis. 
The overarching purpose of this study was to provide new insights into the consistency of 
examiner judgements in this high-stakes assessment, and explore the possible impact of structured 
feedback on changing examiner marking behaviour. The four specific aims were to: develop a 
deeper understanding of the associated factors that influence examiner judgements of medical 
students’ performance in clinical examinations (OSCEs); evaluate the impacts of providing 
examiners with structured feedback on their subsequent judgement behaviours; explore the factors 
that impact on the effectiveness of structured feedback in changing examiner marking behaviour; 
and, to explore the examiners’ proposed training strategies that may assist in increasing the 
consistency of their judgements in OSCEs. 
A mixed-methods case study approach was adopted to collect both quantitative and 
qualitative data. Quantitative data included the examiners’ scores awarded to the students in the 
Year 1 and 2 OSCEs. After completing the OSCE in Year 1, the examiners received a structured 
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feedback report about their marking behaviour prior to assessing students again in Year 2. 
Generalisability Theory (G Theory) was used to quantify and compare the examiner stringency and 
leniency variance contributing to their scores before and after structured feedback was provided. 
Qualitative data were collected in semi-structured interviews with the examiners before and 
after feedback was provided. Cultural Historical Activity Theory (CHAT) was used to investigate 
the factors influencing examiner judgements, including the usefulness of providing the examiners 
with structured feedback, and practical considerations for implementing their proposed training 
strategies to enhance the consistency of their judgements. 
Key findings of this study are that there was a considerable amount of variability in 
examiner stringency and leniency contributing to their scores prior to feedback, as examiner 
judgements were influenced by their beliefs, perceptions, expectations, practices and emotions. A 
model is proposed to provide deeper insights into how these factors interacted to influence examiner 
judgements of student performance. In addition, the provision of structured feedback appeared to 
assist in reducing the examiner stringency and leniency variance contributing to their scores. 
However, not all examiners adopted the feedback to make necessary changes. The factors impacting 
on the effectiveness of feedback were the examiners’ perceptions, and practical functions of the 
feedback, as well as the challenges of adopting this method of structured feedback to facilitate a 
collaborative change. 
Based on the examiners’ proposed examiner training strategies, a cycle of expansive 
learning to transform examiner training practices is suggested. This is a novel adaption of the cycle 
in the context of medical education. The implications for practice are to rethink the applicability of 
using OSCE as a high-stakes assessment, and to build a better understanding of alternative practices 
to enhance the consistency of examiner judgements in CBA with the focus on examiner cognition. 
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Chapter 1  
Introduction 
1.0 Introduction 
The aim of this study was to develop a deeper understanding of the consistency of examiner 
judgements in high-stakes assessment in medical education, and the possible impact of structured 
feedback on changing examiner marking behaviour, using a mixed-methods research design. This 
chapter introduces the context for assessment in higher education, and more specifically in medical 
education, highlighting the issues discussed in the prevailing literature that led to the conception of 
the study. This is followed by a brief discussion of the research context and the analytical 
frameworks applied in this study. This chapter also presents the statement of the problem, the 
research aims, questions and the significance of this study, and concludes with an overview of the 
structure and contents of the thesis. 
1.1 Overview of Research Context in Higher and Medical Education 
In recent decades, higher education institutions (HEIs) globally have been regulated by new 
modes of governance that emphasise performance, quality and accountability for student learning 
and research outcomes in conjunction with decreasing government funding (P. Cohen, 2004; Knight 
& Trowler, 2000; Ramburuth, Henry, & Marshall, 2013; Tremblay, Lalancette, & Roseveare, 
2012). These growing accountability requirements pressure HEIs to improve teaching, learning, 
assessment and research quality. In this context, the use of assessment data, in particular, has been 
and continues to be prominent and critical for quality assurance and accountability requirements in 
higher education (Sadler, 2017). For example, student academic results have been used as 
comparisons of HEIs’ quality of education in Australia and internationally (Yorke & Vidovich, 
2016).  
The use of high-stakes examinations is a well-established means to measure, compare and 
communicate student learning, and remains a dominant practice in higher education (Houston & 
Thompson, 2017; Medland, 2012). Results from these examinations are used not only to report 
evidence of student learning at a specified time, but also to make evaluative judgements to compare 
students for selection purposes or even to determine an institution’s placement on league tables 
(Dolin, Black, Harlen, & Tiberghien, 2018). This study focuses on the complex high-stakes exit 
examination for final-year undergraduate medical students in one research-intensive university.  
However, student assessment should not only fulfil the summative purpose of reporting 
individual student achievement across a specific period of time (Harlen, 2013) to make high-stakes 
decisions, but also fulfil the formative purpose of providing students with feedback about their 
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current progress to guide their future learning (Houston & Thompson, 2017; Nicol & Macfarlane-
Dick, 2006). The tensions between these two functions of assessments, and their often conflicting 
purposes and uses (Masters, 2013), have led to calls for assessment reforms in higher education. 
1.1.1 Assessment reforms in higher education. 
Since summative assessment largely dominates the assessment practices in HEIs, this 
approach disconnects from the emphasis on the formative purposes of assessment described in the 
literature (Medland, 2016), which is driving the assessment reforms in higher education. The aim of 
the reforms is to address the risk of using assessment practices to satisfy only the strategic purpose 
of measuring student outcomes, while not also providing students with adequate support for their 
academic development (Masters, 2013). Subsequently, alternatives to high-stakes examinations are 
being sought to create a balance between fulfilling the summative and formative purposes of 
assessment. Competency-based assessment (CBA) is seen as such an alternative assessment, as it 
fulfils both the summative and formative purposes (Zlatkin-Troitschanskaia & Pant, 2016). 
1.1.2 Competency-based assessment (CBA). 
Competency-based assessment (CBA) uses prescribed competencies to develop assessment 
tasks, where competencies are defined as specific observable elements of knowledge, skills, and 
attitudes (Frank et al., 2010). CBA is considered as summative when it is administered at the 
conclusion of a study program with the aim of measuring and ascertaining students’ attainment of 
the prescribed competencies (Boud, 2017; Sambell, McDowell, & Montgomery, 2012; Zlatkin-
Troitschanskaia & Pant, 2016). CBA is formative assessment when it is administered during the 
course of study with the aim of providing students with feedback to enhance their learning 
(Govaerts, 2015; Zlatkin-Troitschanskaia & Pant, 2016). From this dual-perspective, CBA has been 
advocated as an assessment strategy that fulfils the purposes of assessment both for individual 
HEIs, and also for comparisons of student outcomes across HEIs (Boud, 2017), provided that the 
minimum standards of performance that students must achieve in the prescribed competencies have 
been established (Albanese, Mejicano, Mullan, Kokotailo, & Gruppen, 2008).  
Under the circumstances of increasing accountability to meet public expectations for high-
quality patient care (Carraccio, Wolfsthal, Englander, Ferentz, & Martin, 2002; Frank et al., 2010), 
CBA has been promoted as an assessment model for both medical school and clinical practice 
settings in the context of competency-based medical education (CBME) which has been endorsed in 
many jurisdictions (P. Harris et al., 2017; Holmboe et al., 2010). The reasons for using CBA are 
because it fulfils the summative purpose of a gatekeeper to certify that successful students have met 
the prescribed competencies (Boud, 2017; Sambell et al., 2012; Zlatkin-Troitschanskaia & Pant, 
2016), and that they may progress to the next stage of internship. In addition, CBA also fulfils the 
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formative purposes of providing medical students with feedback to foster their achievement of the 
required competencies in the clinical context during their study (Govaerts, 2015; Zlatkin-
Troitschanskaia & Pant, 2016). Thus, both summative and formative CBA play important roles in 
ensuring optimal care for patients is provided. The Objective Structured Clinical Examination 
(OSCE) (Harden, Stevenson, Downie, & Wilson, 1975) is an example of CBA that is used globally 
for both summative and formative purposes in medical education (V. J. Daniels & Pugh, 2017). 
1.1.3 Objective structured clinical examination (OSCE) in medical education. 
The OSCE under investigation in this study is a high-stakes exit examination of final-year 
undergraduate medical students. It aims to fulfil the summative purpose of certifying students’ 
competence for graduation and progression to internship. An OSCE consists of a series of timed 
sessions, known as stations. Students sequentially complete the designated task/s for each station, 
until all stations are complete. Students are assessed by a different examiner, or pair of examiners, 
at each station using a standardised marking sheet (Harden, 1988; Harden et al., 1975; Sturrock, 
2013). Figure 1.1 illustrates a cycle of a 12-station OSCE. 
 
Figure 1.1. A cycle of a 12-station OSCE. 
 
As students are presented with standardised problems in each station, an OSCE is perceived 
as an objective assessment. This has been the dominant reason for the widespread use of OSCEs in 
medical education since the OSCE was first introduced in 1975 (V. J. Daniels & Pugh, 2017; Khan, 
Ramachandran, Gaunt, & Pushkar, 2013; Patrício, Julião, Fareleira, & Carneiro, 2013).  
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An OSCE is an example of both objectification, which refers to the methods used to 
minimise errors in measurement such as when students are presented with a standardised scenario 
and questions in each station, and objectivity, which refers to the goal of measuring student 
achievement of competencies without the influence of subjective factors (Van der Vleuten, Norman, 
& De Graaff, 1991). For example, examiners use standardised marking criteria and standards to 
assess individual student performance in each station. The marking criteria refer to the explicit 
description of the quality against which student performance is assessed, whereas marking 
standards refer to the minimum levels of achievement for assigning the relevant grades (Sadler, 
1987). 
However, the implementation of an objectified assessment strategy does not necessarily 
result in increasing reliability, which refers to the reproducibility of those judgements over time or 
across contexts (Downing, 2004) of the examiners’ scores awarded to students (Norman, Van der 
Vleuten, & De Graaff, 1991). This is because examiners may have differing interpretations of the 
standardised marking criteria and standards (Sadler, 2014). In short, examiners have to make 
individual judgements of student performance which impact on the reliability of their scores. 
The challenge, therefore, is to promote consistency of judgements among the OSCE 
examiners. Consistency relates to the concept of reliability, focusing on the comparability of 
judgements across different examiners (Downing, 2004; Maxwell, 2002). Consistency issues 
underpinned by key factors influencing examiner judgements of student performance are discussed 
in the forthcoming sections. 
1.2 Issues of Examiner Judgements of Student Performance in Clinical Examinations 
Concerns have been raised about the consistency of examiner judgements of student 
performance in clinical examinations such as OSCEs (Bartman, Smee, & Roy, 2013; Harasym, 
Woloschuk, & Cunning, 2008; McManus, Thompson, & Mollon, 2006; Williams, Klamen, & 
McGaghie, 2003; Yeates, O’Neill, Mann, & Eva, 2013). Considerable differences in the scores have 
been found to be related to the examiners in some studies, for example, 44% by Harasym et al. 
(2008) and 12% by McManus et al. (2006). Consistency of judgements could be influenced by 
examiners’ beliefs (Schuwirth & Van der Vleuten, 2012) and the lack of a shared understanding of 
the marking criteria and standards among the examiners (Sadler, 2014). Nevertheless, it is critical to 
ensure objectivity and reliability of examiner judgements, particularly in high-stakes summative 
assessments judged by a sole examiner (Berendonk, Stalmeijer, & Schuwirth, 2013), such as the 
OSCE in this study. This is crucial because OSCE results are frequently used to make high-stakes 
decisions about student progression in their medical career.  
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As previous studies have identified consistency of examiner judgements as problematic 
(Bartman et al., 2013; Harasym et al., 2008; McManus et al., 2006; Williams et al., 2003; Yeates et 
al., 2013), training of examiners has been introduced in an attempt to decrease variations in 
examiner judgements (Cook, Dupras, Beckman, Thomas, & Pankratz, 2009; Holmboe, Hawkins, & 
Huot, 2004; Malau-Aduli et al., 2012; Pell, Homer, & Roberts, 2008). Examiner training, with 
reference to examiner cognition, aligns with the perspective that examiners are trainable. This 
distinct perspective is mutually inclusive with the two other perspectives, that: examiners are 
fallible; or they are meaningfully idiosyncratic (Gingerich, Kogan, Yeates, Govaerts, & Holmboe, 
2014).  
However, the results of examiner training studies have been inconclusive and difficult to 
compare as researchers applied different methodologies (Reid, Smallwood, Collins, Sutherland, & 
Dodds, 2016). For example, Pell et al. (2008) reported that scores given by the OSCE examiners 
without training were higher than those given by the examiners with training. Malau-Aduli et al. 
(2012) reported that the examiners who participated in online training contributed a lesser amount 
of examiner variation to their scores awarded to students. As OSCEs are frequently used as a high-
stakes assessment to determine medical student progression to internship, and where their 
performance will have a direct impact on the patient care delivered to the public when they become 
junior doctors, there is an urgent need to build on current research in relation to examiner training. 
In this study, I explore the provision of structured feedback as a training strategy to identify the 
enabling and inhibiting factors that impact on the effectiveness of examiner training, as well as the 
training strategies that are proposed by examiners who have recent experience of assessing students 
in a high-stakes OSCE.  
Furthermore, the original design of an OSCE was targeted at much smaller cohorts of 
students (around 100 students). The aim was to observe and assess students’ clinical competence in 
undertaking a highly-structured and discrete clinical task, such as taking a history from a patient 
(Harden & Gleeson, 1979). In contemporary medical education, OSCEs are being employed as a 
large-scale assessment, for example, more than 350 students and 100 examiners were involved in 
the high-stakes OSCE for final-year undergraduate students in the medical school in this study. 
Students are asked to undertake an integrated task, instead of a discrete task as in the original 
design, which consists of a combination of skills (Sturrock, 2013) such as breaking bad news to a 
patient. Refer to Appendix A for a sample of an OSCE station in this study. With increasing 
numbers of students and examiners involved in an OSCE, it is questionable whether an OSCE 
delivers what is expected in terms of being an objective assessment. Specifically, in the context of 
this study, there was a large cohort of students and examiners with multiple OSCE sessions over 
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two days, and students were required to undertake an integrated task and were assessed by a single 
examiner in each OSCE station. 
1.3 Research Context of this Study 
The context of this study was the final-year OSCE for the Bachelor of Medicine/Bachelor of 
Surgery (MBBS) students at one research-intensive Australian university. Once students have 
successfully completed this four-year MBBS degree, they will proceed to internship to practise 
medicine in Australia. Therefore, the final-year OSCE is a high-stakes exit assessment, as student 
results have a direct impact on their ability to graduate and thus commence an internship as a 
qualified medical doctor in the following year. 
This site was selected as this medical school has had the largest enrolments in Australia 
since 2010, with nearly 500 final-year students in 2014 (Medical Deans Australia and New Zealand, 
2018). Consequently, over 100 volunteer examiners are involved in the final-year OSCE every year 
to assess students on two consecutive days across four different locations. The OSCE examiners are 
required to have current or previous clinical experience and attend a short briefing before each 
OSCE session. The chief examiner of each station, who is usually an experienced OSCE examiner, 
conducts the briefing to ensure every examiner understands the requirements and expectations of 
student performance in their allocated station. Prior examiner training is neither offered nor required 
as mandatory by this medical school. Section 1.4 provides an overview of the analytical frameworks 
applied to analyse the data collected for this study. 
1.4 Brief Overview of Analytical Frameworks 
In this mixed-methods study, I collected the quantitative data of the final-year OSCE 
examiners’ scores awarded to students, and qualitative data from semi-structured interviews 
conducted with the final-year OSCE examiners, before and after providing them with structured 
feedback in the form of an individualised written report. I applied Generalisability Theory (G 
Theory) (Brennan, 2010; Cronbach, Gleser, Nanda, & Rajaratnam, 1972) to analyse the quantitative 
data, and Cultural Historical Activity Theory (CHAT) (Engeström, 1987, 2001, 2004) to analyse the 
qualitative data. Using both G Theory and CHAT in a single study is a novel approach to 
investigate the consistency of OSCE examiner judgements and build on current research in relation 
to examiner training. This section provides a brief overview of these two analytical frameworks, 
further details are discussed in Chapter 3. 
1.4.1 Generalisability Theory. 
I have applied Generalisability Theory (G Theory) (Brennan, 2010; Cronbach et al., 1972) 
to analyse the quantitative data of the examiners’ scores awarded to students before and after 
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providing the examiners with feedback. This analysis explores the impacts on the consistency of the 
examiners’ scores by providing them with feedback about their judgements through comparisons 
with their peers’ scores. G Theory simultaneously facilitates the identification of multiple sources of 
variance and quantification of each individual variance in a measurement (Bloch & Norman, 2012; 
Briesch, Swaminathan, Welsh, & Chafouleas, 2014). Based on a variance component analysis 
(Brennan, 2010), it differentiates the sources of variance and estimates the magnitude of each 
variance (O’Brien, Thompson, & Hagler, 2017).  
In this study, G Theory was applied to identify and compare the magnitude of variances 
contributed to the examiners’ scores by different factors, which are referred to as facets in G Theory 
(Bloch & Norman, 2012). Examples of these facets include examiners, students and stations. The 
focus of this study is on the examiners’ demonstrated tendencies to consistently use either the top or 
bottom end of the rating scale (C. Roberts, Rothnie, Zoanetti, & Crossley, 2010), which is referred 
to as the examiner stringency and leniency variance (Crossley et al., 2007). 
1.4.2 Cultural Historical Activity Theory. 
Complementary to the quantitatively-focused G Theory, I have applied Cultural Historical 
Activity Theory (CHAT) and its five guiding principles (Engeström, 1987, 2001, 2004) to analyse 
the qualitative data from the semi-structured interviews conducted with the final-year OSCE 
examiners. This analysis explores the key factors influencing examiner judgements, the 
effectiveness of structured feedback as a training strategy, and the examiners’ proposed training 
strategies. 
CHAT provides a robust framework to analyse professional work practices qualitatively 
(Foot, 2014), that is, the examiner judgements of student performance in this study. It also 
facilitates a multi-dimensional and systemic approach to explore a comprehensive set of dynamic 
factors (Foot, 2014) which influence examiner judgements of student performance. These include, 
for example, cultural, historical and social factors, and their interactions with examiners within a 
Community of Practice (CoP) (Lave & Wenger, 1991). Historically, CoP has defined the process 
for novices becoming competent community members by learning through immersion, and adopting 
the community’s modes of action in their individual practice (Lave & Wenger, 1991). A broader 
application of CoP includes groups of people who share the same domain of interest and are 
engaged in practising the shared activities in a community. These groups of people also have 
genuine concerns about the same real-life problems and are willing to learn together and from each 
other to improve their practice (Wenger, 1998; Wenger, McDermott, & Snyder, 2002). In this study, 
one such group of people comprises the OSCE examiners who were engaged in making judgements 
of student performance, and who, through formal and informal opportunities, had the opportunity to 
learn from each other to improve their practice. 
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There are three generations of CHAT. The first generation is based on Vygotsky’s mediated 
action triangle of three elements (Vygotsky, 1987): first, the subject who engages in the identified 
activity; second, the object which is the activity’s goal and the reason for the subject to participate 
in this activity; and third, the mediating artefact which contributes to the experience of the subject 
through the mediated action (Cole & Engeström, 1993; Kaptelinin, 2005; Yamagata-Lynch, 2010).  
Since this study explores the macro-level of the OSCE examiner community and its 
interaction with the examiners’ clinical work, the second and third generations of CHAT are 
directly employed in the analyses. The second generation investigates the mediated relationship 
between the subject and the activity in a collective and complex system. It adds four elements to 
Vygotsky’s original mediated action triangle: community, rules, division of labour, and outcome 
(Engeström, 1987). The third generation further explores the interactions and contradictions 
between at least two activity systems which share the same or related object. These interactions and 
contradictions are catalysts to create change and transformation (Engeström, 2001).  
The five guiding principles of CHAT (Engeström, 1987, 2001) also play a substantial role in 
analysing the interview data from the examiners. The key idea in each principle is in bold: 
1. To identify the prime unit of analysis as an interacting object-oriented activity 
system which has a network relation to at least one other activity system; 
2. To consider the multi-voicedness of an activity system which brings about dilemmas 
and negotiations among different elements which are essential for creating 
innovations; 
3. To understand the impact of historicity on the activity systems; 
4. To address the role of contradictions to create change and enhance development; 
and, 
5. To discuss the possibility of expansive transformation in activity systems. 
From this application of CHAT and its five guiding principles, I identified the key factors 
that subjectively influence the examiner judgements, the factors that influence the effectiveness of 
structured feedback, and the examiners’ proposed training strategies.  
1.5 Statement of the Problem 
The problem investigated in this study is three-fold. First, summative CBAs in medical 
education are not only crucial for fulfilling the purpose of certifying and measuring student 
competence against the prescribed professional standards (Boud, 2017; Sambell et al., 2012), but 
also for creating an impact on the quality of healthcare delivery. This is relevant in both the short-
term when medical students are undertaking training in a clinical context, and in the long-term 
when they are junior doctors. If examiners fail to identify medical students who do not achieve the 
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relevant competencies and allow them to progress to the next stage of training, the interactions of 
these students with patients during their clinical attachments may have a direct impact on the 
quality of care delivered to the public. It is therefore crucial both to develop a deeper understanding 
of influences on examiner judgements and to enhance the consistency of these judgements. 
Second, the issue of consistency of examiner judgements has been considered as 
problematic in previous studies (Bartman et al., 2013; Harasym et al., 2008; McManus et al., 2006; 
Williams et al., 2003; Yeates et al., 2013). In the specific context of this study with a large cohort of 
students and examiners, both students and examiners have previously raised concerns about the 
consistency of judgements in clinical examinations. These concerns could be due to possible 
differing examiner interpretations of the marking criteria and expected standards of student 
performance, as well as the lack of mandatory examiner training. This study addresses the issue of 
consistency of examiner judgements by exploring the factors that influence examiners in their 
judgements of student performance, as well as their proposed training strategies that may enhance 
the consistency of their judgements. 
Third, the final-year OSCE examiners making high-stakes judgements have not been 
provided with training and feedback in relation to their marking behaviour in this study. This is 
problematic when examiners are not being informed of the stringency or leniency of their marking 
behaviour, since they could either fail students who meet the competency requirements to progress 
to internship, or pass students who do not meet such requirements which poses risks to the students 
and the public. This also creates unfair judgements for students and is particularly critical for high-
stakes assessment. This study explores the impact of providing examiners with structured feedback 
as a training model. 
1.6 Aims of the Study 
The overarching purpose of this study was to provide new insights into the consistency of 
examiner judgements in high-stakes assessment, and explore the possible impact of structured 
feedback on changing examiner marking behaviour. To do so, I established four specific aims: first, 
to develop a deeper understanding of the associated factors that influence examiner judgements of 
medical students’ performance in clinical examinations (OSCEs). Second, to evaluate the impacts 
of providing examiners with structured feedback on their subsequent judgement behaviours. Third, 
to explore the factors that impact on the effectiveness of structured feedback in changing examiner 
marking behaviour, and finally, to explore the examiners’ proposed training strategies that may 
assist in increasing the consistency of their judgements in clinical examinations (OSCEs). 
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1.7 Research Questions 
The following research questions underpinned this study: 
RQ1. From the examiners’ perspectives, what are the factors that influence examiners 
in their judgements of student performance in clinical examinations?  
RQ2.  How does providing examiners with structured feedback about their judgements, 
through comparisons with their peers’ scores, affect the consistency of the 
examiners’ scores? 
RQ3.  What are the factors that impact the effectiveness of structured feedback provided 
to the examiners in changing their marking behaviour?  
RQ4.  What are the examiners’ proposed training strategies that may enhance the 
consistency of examiner judgements? 
1.8 Significance of the Study 
The outcomes of this study will contribute to knowledge by developing a deeper 
understanding of consistency of examiner judgements in clinical examinations; the impact of 
providing examiners with structured feedback on their subsequent judgement behaviours, as well as 
the examiners’ proposed training strategies that may assist in increasing the consistency of their 
judgements. This knowledge may then be used to inform examiners of the potential factors that may 
influence their judgements of student performance, and to guide medical schools in their 
development of examiner training strategies. This knowledge is crucial to facilitate examiners to 
make equitable judgements, particularly for high-stakes assessment to ensure medical graduates are 
competent and safe to practise. It is also as important to explore whether structured feedback is an 
acceptable form of examiner training, as well as to provide examiners with an opportunity to 
propose training strategies. The risk for society is too high when assessments in place at medical 
schools fail to identify unqualified medical students, thus allowing them to become junior doctors. 
The quantitative component of this mixed-methods study is one of the first applications of G 
Theory to explore the impact of providing structured feedback to examiners with the intent of 
decreasing the magnitude of stringency and leniency variance of their scores. The qualitative 
component is also one of the first to have incorporated an in-depth CHAT analysis to explore the 
factors influencing examiner judgements of student OSCE performance. The effectiveness of 
structured feedback provided to examiners and their proposed training strategies were also 
investigated. The outcomes of this study have the potential to be applicable to CBAs in similar 
contexts and in medical education, but also to other settings such as making judgements of student 
performance in an oral presentation in higher education. 
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1.9 Outline of the Thesis 
This thesis comprises eight chapters. The following provides an overview of the thesis in the 
order of presentation: 
Chapter 1 Introduction – introduces the context, issues and focus of this study and its 
research aims, questions and significance. 
Chapter 2 Literature Review – reviews the literature related to recent changes in higher 
and medical education, the shift to CBAs, the identified factors that influence examiner judgements 
and a review of previous studies of examiner training. 
Chapter 3 Generalisability Theory and Cultural Historical Activity Theory – outlines 
the two analytical frameworks and their key principles in analysing the quantitative and qualitative 
data. 
Chapter 4 Research Methodology – presents the research design and its rationale, as well 
as describing the participants, data collection instruments, procedures, and data analysis techniques. 
Chapter 5 Impact of Providing Objective Structured Clinical Examination (OSCE) 
Examiners with Structured Feedback on their Marking Behaviour – discusses the use of G 
Theory and its findings about the magnitude of examiner stringency and leniency variance 
contributing to the scores awarded to students in a large cohort of OSCE examiners, and the 
changes in magnitude of this variance before and after feedback was provided. 
Chapter 6 Exploration of Factors Influencing Examiner Judgements of Student OSCE 
Performance Using Cultural Historical Activity Theory – presents the analysis of the semi-
structured interviews with the examiners and discusses findings about the range of factors that 
influenced examiner judgements of the final-year student OSCE performance. 
Chapter 7 Investigation of Effectiveness of Structured Feedback and Examiners’ 
Proposed Training Strategies Using Cultural Historical Activity Theory – presents the analysis 
of the semi-structured interviews with the examiners and discusses findings about the range of 
enabling and inhibiting factors that impacted the effectiveness of structured feedback on enhancing 
the consistency of examiner judgements, and the proposed training strategies from the examiners’ 
perspectives.  
Chapter 8 Discussion – draws together and discusses findings of this study to answer the 
research questions and explore the implications of the findings for future research and assessment 
practices. 
1.10 Summary 
This chapter introduced the broader context for this study in higher and medical education 
with growing quality assurance and accountability requirements. Under these circumstances, CBAs 
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and specifically OSCEs are promoted as being able to accomplish both summative and formative 
purposes of assessment. However, there are objectivity and reliability issues related to consistency 
of examiner judgements of student performance in an OSCE, an example of summative CBA, and 
the focus of this study. I have argued that there is an urgent need to develop a deeper understanding 
of influences of examiner judgements on the high-stakes OSCE in the context of this study. I have 
also argued that there is a need to explore the effectiveness of using structured feedback as a 
training strategy and to provide examiners with an opportunity to propose the training strategies.  
Chapter 2 reviews relevant literature pertaining to recent changes in higher education 
including heightened accountability requirements and a decrease in government funding. These 
changes have prompted curriculum and assessment reforms in relation to the three purposes of 
assessment in higher education: assessment of learning, assessment for learning, and assessment as 
learning (Dolin et al., 2018; Earl, 2013). Chapter 2 also discusses these changes in relation to 
medical education and the shift to CBA illustrated by the specific case of the OSCE. The factors 
identified in previous research that potentially influence examiner judgements of student 
performance, and current theories related to examiner training are also discussed. 
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Chapter 2  
Literature Review 
2.0 Introduction  
This chapter establishes this study’s conceptual framework by reviewing the literature 
pertaining to recent changes in higher education that have driven curriculum and assessment 
reforms. It outlines the shifts to competency-based assessment (CBA) in higher and medical 
education as part of the reforms. It also discusses the identified factors that influence examiner 
judgement and provides a review of selected examiner training studies.  
Sections 2.1 to 2.3 present the three purposes of assessment: assessment of learning; 
assessment for learning; and assessment as learning (Dolin et al., 2018; Earl, 2013); and their 
relationship to CBA in higher education (Figure 2.1). In these sections, I argue that assessment of 
learning fulfils the purpose of providing accountability information for high-stakes decision-
making, generally defined as summative assessment, whereas assessment for learning fulfils the 
purpose of providing assessment information to enhance student learning and teaching practices, 
generally defined as formative assessment (Dolin et al., 2018). A more recent purpose, introduced 
by Earl (2013), is assessment as learning which has been defined as a subset under assessment for 
learning. The purpose of assessment as learning is to facilitate students to become active critical 
thinkers through connecting assessment to their own learning. Although these three different 
purposes of assessment are considered to be on a continuum (Dolin et al., 2018; Harlen, 2012), they 
create tensions in the practical implementation of assessment tasks (Broadbent, Panadero, & Boud, 
2018) (Figure 2.1). These tensions in CBA in relation to different purposes of assessment are 
explored in Section 2.4. 
 
Figure 2.1. Tensions between assessment of learning and assessment for learning, and their 
relationships with competency-based assessment. 
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In the context of medical education, Sections 2.5 and 2.6 discuss changes in medical 
education focussing on the shift in assessment as moving from summative knowledge acquisition to 
competency-based assessment, illustrated by the specific case of the Objective Structured Clinical 
Examination (OSCE). However, ongoing tensions have been evidenced in terms of the practical 
implementation of CBA relating to the consistency of examiner judgements of student performance 
in what is a high-stakes assessment (Figure 2.1) (Bartman et al., 2013; Harasym et al., 2008; 
McManus, Elder, & Dacre, 2013). Section 2.7 reviews the key factors identified in previous 
research that influence examiner judgements of student performance. Finally, Section 2.8 discusses 
examples of previous studies of examiner training. The following section provides a context for 
reviewing and discussing the relevant literature for this study. 
2.1 The Context of Change in Higher Education  
Higher education institutions (HEIs) in the United Kingdom (UK), Canada, Australia, New 
Zealand, and public universities in the United States (US), have been challenged by decreasing 
federal government funding contributions to their revenue to provide higher education (P. Cohen, 
2004; Knight & Trowler, 2000; Ramburuth et al., 2013). In Australia, federal government 
contributions have declined from 45% of total higher education sector revenue in 2014 to 41% in 
2016 (Tertiary Education Quality and Standards Agency (TEQSA), 2017b). Furthermore, funding 
for research in teaching and learning has also been gradually diminishing. For example, in 2016, the 
Australian federal government disbanded the Office for Learning and Teaching (OLT). This 
organisation provided financial incentives to universities to promote teaching excellence and 
innovative research to enhance student engagement and continuous improvement in teaching and 
learning practices (Universities Australia, 2016). The OLT was a critical enabler to facilitate sector-
wide collaboration and dissemination of resources. Its disestablishment further reduced the already 
limited funding opportunities for teaching and learning in higher education (Kift, 2016).  
According to the report University fees: What students pay in deregulated markets (Norton 
& Cherastidtham, 2015), in order to cope with decreasing government funding, Australian 
universities have been sourcing additional funding mainly from two alternative means: increasing 
student fees and increasing international student enrolments. Although there is a cap on student fees 
that public universities can charge domestic undergraduate students, one in every three university 
students is enrolled in uncapped-fee courses. These students could be fee-paying domestic or 
international students. Additionally, there is no restriction on the number of international student 
enrolments at a university in a largely deregulated international student market, provided that those 
students meet study visa requirements (Norton & Cherastidtham, 2015). 
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To maintain competitiveness in these largely deregulated markets, HEIs face the political 
pressure of providing information about their students as part of the performance metrics for 
national and international benchmarking (W. E. Harris et al., 2018; Hazelkorn, 2015). Similarly, to 
maintain competitiveness for limited funding in teaching and learning research, HEIs are also under 
pressure to justify the use of public funding for teaching and research outcomes (P. Cohen, 2004; 
Fielden, 2008; Knight & Trowler, 2000). This pressure intensified when the Australian government 
proposed the Higher Education Support Legislation Amendment (A More Sustainable, Responsive 
and Transparent Higher Education) Bill (Parliament of Australia, 2017) as part of The Higher 
Education Reform Package in 2017 (Australian Government, 2017). The proposed amendment 
introduced a performance-based element in allocating funding to universities via the 
Commonwealth Grant Scheme. For example, part of the funding is contingent on the teaching 
performance (Australian Government, 2017). 
On one hand, the growing accountability requirements create an opportunity for HEIs to 
demonstrate to key stakeholders such as students, parents, employers and the government, that they 
are capable of meeting society’s expectations (Massaro, 2010; Salmi, 2008). On the other hand, the 
public’s understanding of the accountability reporting remain focusing on the comparisons of 
quality across different HEIs based on supposedly objective quantitative data such as student 
performance (Lingard, Martino, & Rezai-Rashti, 2013; Ozga, 2012).  
The connections between accountability and assessment in higher education are exemplified 
when student achievement of learning standards forms part of the comparisons of quality (Yorke & 
Vidovich, 2016). Yorke and Vidovich drew attention to the problematic assumption that learning 
may be determined by objective measurement to provide valid and reliable comparisons. For 
example, in Australia, TEQSA is an independent regulatory agency to evaluate HEIs’ performance 
(Tertiary Education Quality and Standards Agency (TEQSA), 2017a) against the Higher Education 
Standards Framework (Threshold Standards) 2015 (Australian Government, 2015). Despite the 
role of TEQSA to ensure HEIs provide evidence for external referencing to monitor the quality and 
validity of assessments (Tertiary Education Quality and Standards Agency (TEQSA), 2019), such 
as conducting quality peer review of assessments between institutions, the issue of objective 
comparisons of student performance across HEIs nationally remains problematic. Each HEI 
inevitably developed its own assessment tasks based on its specified, and possibly distinct, learning 
standards. There may also be inconsistency amongst examiners when they assess student 
performance. These challenges intensify when student performance is compared in terms of 
learning standards and grading bands internationally (Yorke & Vidovich, 2016). Therefore, the 
practice of using student performance in assessments as an objective measurement to compare the 
quality among HEIs is questionable. In most cases, student grades obtained in higher education are 
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not only incapable of being objectively compared across HEIs, but also do not offer valid and 
reliable indications of the achieved skills and knowledge over the course of studies (Zlatkin-
Troitschanskaia, Shavelson, & Kuhn, 2015). 
Nevertheless, the use of assessment data for quality assurance and accountability 
requirements has been and continues to be prominent in higher education (Sadler, 2017). In an 
attempt to verify student performance across HEIs, four Australian universities collaborated in the 
External Referencing for Standards (ERoS) project to develop and evaluate a process focussing on 
inter-institutional peer review and moderation to assure learning and teaching standards (Bedford, 
Czech, Sefcik, Smith, & Yorke, 2016). A key outcome indicated that academic staff were able to 
reach general consensus on assessments and student achievement of learning standards in 
comparable programs across different institutions. However, a practical shortcoming of the inter-
institutional peer review and moderation process, particularly in relation to assuring the quality of 
complex tasks such as CBAs, was feasibility. For example, the heightened amount of academic and 
administrative staff workload to capture the student evidence. There were also tensions in terms of 
balancing the purpose of the process to meet TEQSA accreditation requirements and to prioritise 
enhancing the quality of the programs offered and their associated assessments (Bedford et al., 
2016). Impacts of using assessment data for quality assurance and accountability functions may 
have initiated the reforms of assessment practices in higher education. 
2.2 Assessment Reforms in Higher Education  
Assessment reforms in higher education have been driven by the disconnects between 
assessment practices and their different purposes in assessing student learning, quality improvement 
and accountability (Coates & Seifert, 2011). These disconnects imply that there is a risk of 
restricting assessment design so that it fulfils both the strategic and tactical purposes of measuring 
student outcomes, rather than informing teaching practices and enhancing student learning, and 
therefore educational impact. An example is the dominant practice of using the results of high-
stakes examinations to measure and communicate student learning in higher education (Houston & 
Thompson, 2017; Medland, 2012).  
 Masters (2013) has previously argued that the rationale of assessment reforms should focus 
on the following key aspects which have been further explored in the literature in higher education: 
first, to be able to provide information about where students are in their learning journey (see, 
Archila, Molina, & de Mejía, 2018; López-Pastor & Sicilia-Camacho, 2017; McCarthy, 2017). 
Second, to develop innovative assessment practices with advanced technology to assess a broader 
range of skills and attributes that are applicable and necessary in the 21st century (see, Bennett, 
Dawson, Bearman, Molloy, & Boud, 2017; Holmes, 2015; Lock, Kim, Koh, & Wilcox, 2018). And, 
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third, to provide better quality data to inform decision-making by key stakeholders (see, Boud, 
2017; Grainger, Adie, & Weir, 2016). 
The ultimate goal of the assessment reforms in higher education is to create a balance 
between using educational assessments to measure what students know through learning and how 
they apply that knowledge in their performance in an assessment task, and providing information 
about the effectiveness of the educational programs offered to students (Banta & Palomba, 2014). 
How this balance is achieved remains a challenge because of different purposes for assessment and 
the tensions among them. These tensions will be discussed in the next section. 
2.3 Different Purposes of Assessment: Assessment of, for, and as Learning 
This section discusses the three purposes of assessment, that is, assessment of, for, and as 
learning (Dolin et al., 2018; Earl, 2013). The term summative assessment was introduced to classify 
assessment that fulfils the purpose of assessment of learning, whereas formative assessment fulfils 
the purpose of assessment for learning (Bloom, Hastings, & Madaus, 1971; Scriven, 1967, 1996). 
However, an assessment task could act as both summative and formative, depending on how the 
data are being used and the purposes for which they are communicated (Houston & Thompson, 
2017) (Figure 2.1). The focus herein is on assessment of learning, as this study aims to explore the 
application of CBA for the purpose of making high-stakes decisions of student progression. 
2.3.1 Assessment of learning. 
The purpose of assessment of learning, often termed summative assessment (Dolin et al., 
2018), is to report student achievement in a specific domain at specified points of their learning by 
making inferences based on the collected evidence (Dolin et al., 2018; Joughin, 2009). This 
reporting has a direct influence on high-stakes decisions such as student selection, progression and 
certification (Delandshere, 2001; Dolin et al., 2018). In a typical summative assessment task, 
feedback is provided solely in the form of a grade, or a pass/fail decision, at the conclusion of a 
semester (Knight & Trowler, 2000; Sadler, 2012). The risk of over-emphasis on fulfilling the 
purpose of assessment of learning may result in inadequate support being provided to enhance 
students’ academic development throughout their learning process (Masters, 2013). 
Nevertheless, summative assessment practices are well-established to document and 
communicate student achievement to external and internal stakeholders (Houston & Thompson, 
2017). Practices such as written examinations including multiple-choice questions, essays, and 
assignments which need to be submitted by a specific deadline remain dominant in higher education 
(Medland, 2012). Exploring the patterns of 582 assessment tasks in 152 common core courses at a 
public research university in Hong Kong, Hounsell and Cheung (2014) found that assessment 
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practices such as essays and reports (68%), and exams and quizzes (61%) remained the most 
commonly used assessment methods in this HEI. 
One of the contentious issues of summative assessment is that, although student results are 
used to document and report individual student achievement (Harlen, 2013), the results awarded to 
students do not always either align constructively with the intended learning outcomes (Biggs & 
Tang, 2007), or reflect the level of learning achieved (Houston & Thompson, 2017). This argument 
is supported by the fact that due to time and resource constraints, summative assessments can assess 
only a narrow sample of content which primarily consists of discrete cognitive tasks (Broadfoot, 
2009; Harlen, 2007). Therefore, Crisp (2012) suggested that student outcomes from summative 
assessment may be only proxy measures of student learning at a specific time. 
Another point of tension relates to optimising both validity and reliability in a piece of 
summative assessment. For example, a multiple-choice test is often highly-reliable, that is, its 
results have acceptable consistency or reproducibility for a particular purpose over time or across 
context (Downing, 2004). However, a multiple-choice test that focuses on simple knowledge recall 
has relatively low validity in terms of predicting student success in their future studies (Dolin et al., 
2018). This is particularly concerning, as the results of summative assessment are used to make 
decisions about student progression.  
Moreover, research in the secondary school sector has shown that when student outcomes of 
summative assessment are used to make high-stakes judgements of students, teachers or schools, 
teachers appear to concentrate their teaching only on the assessable content and skills for passing 
the assessment. Teachers also feel obliged to adopt teaching practices which might not necessarily 
benefit student learning. (Dolin et al., 2018; Harlen, 2013). Likewise, students focus only on the 
materials that will be on the assessment. These findings could be extrapolated to the context of 
higher education when excessive importance is placed on the pass rate of a course, rather than 
student learning, to fulfil quality assurance requirements. These tensions underline the issue of 
measuring student learning using summative assessment, and raise the urgent need to recognise 
other purposes of assessment. 
2.3.2 Assessment for learning and assessment as learning. 
The UK Assessment Reform Group introduced the notion of assessment for learning, often 
termed formative assessment (Dolin et al., 2018), to describe a purpose of assessment. Assessment 
for learning is defined as a process for collecting and interpreting evidence for students and teachers 
to decide where the students are with their learning, as well as to set directions and strategies for 
future learning (Assessment Reform Group, 2002). Research has identified a growing trend to 
refocus students as the centre of assessment by providing them with continuing and repeated 
feedback about their learning to achieve the purpose of assessment for learning (Black & Wiliam, 
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1998; Boud, 2007). The use of formative assessment to inform students about their current learning 
process, as well as to feed information back to students to guide their future learning, aligns with 
the purpose of assessment for learning (Houston & Thompson, 2017; Nicol & Macfarlane-Dick, 
2006).  
Recently, Carless (2017) proposed four key strategies to facilitate achieving the purpose of 
assessment for learning in the context of higher education: designing assessment tasks that are 
relevant and meaningful to students; establishing processes that encourage students to apply the 
feedback received; developing student understanding of marking criteria and the required quality of 
work; and providing students with opportunities to make progressive judgements about their own, 
work, and that of their peers. It is challenging to broaden the scope of assessment for learning in 
higher education, as its success depends predominantly on the HEIs’ encouragement of and support 
for innovation in assessment, and for staff engagement with the practice of assessment for learning. 
Apart from staff engagement, another challenge is to develop academic staff’s understanding of 
assessment for learning in terms of assessment design, effective feedback mechanisms, and teaching 
strategies to enable students to understand and apply marking criteria to make reasonable 
judgements (Carless, 2017). 
The third purpose of assessment is defined as assessment as learning. This was developed by 
Earl (2013) who suggested that it was a subcategory of assessment for learning. The concepts are 
similar in terms of their focus on students achieving the purpose of assessment. Students play the 
pivotal role of active critical thinkers to connect assessment with their own learning. They are 
responsible for monitoring their own learning and using the feedback received to adjust, adapt and 
make changes to their learning (Earl, 2013). 
Although university teachers are aware that assessment for learning and assessment as 
learning are beneficial to student learning, they may encounter challenges that impact on their 
selection of these in terms of assessment practices (Broadbent et al., 2018). Examples of these 
challenges include: maintaining equity and consistency of assessment in courses with large class 
enrolments involving multiple teaching staff; providing students with high-quality individual 
feedback; and fulfilling summative requirements while providing students with formative 
assessment experiences. One suggestion is to incorporate formative assessment elements in the 
design of summative assessments (Broadbent et al., 2018). This is based on the premise that, from a 
communication perspective, student outcomes from the same assessment task could potentially 
fulfil both the summative and formative purposes of feeding out highly-aggregated information to 
external and internal stakeholders, and feeding back information to students and teachers (Houston 
& Thompson, 2017; Winstone, Nash, Parker, & Rowntree, 2017). The next section will discuss how 
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CBA can act as both summative and formative assessment to fulfil the purposes of assessment of 
learning and assessment for learning. 
2.4 Competency-based Assessment (CBA) in Higher Education 
In the context of heightened accountability requirements in higher education, HEIs are being 
compared on student achievements of learning standards for the duration of their studies and at 
graduation (Yorke & Vidovich, 2016). CBA has been advocated as an assessment strategy to 
facilitate comparisons of student outcomes across HEIs, provided that the minimum standard of 
performance that students must achieve in the prescribed competencies is established (Albanese et 
al., 2008) based on explicit national and international academic standards (Boud, 2017). CBA can 
be applied to fulfil both the purposes of assessment of learning and assessment for learning. When 
students are assessed by CBA at the conclusion of a study module to ascertain their attainment of 
the prescribed competencies, CBA acts as a high-stakes summative assessment which has a direct 
impact on student progression. The CBA explored in this study belongs to this category. 
In contrast, when students are assessed by CBA during the course of their studies and the 
results are mainly for providing students with individual feedback, the CBA becomes a formative 
assessment (Boud, 2017; Zlatkin-Troitschanskaia & Pant, 2016). Table 2.1 summarises the two 
assessment purposes of CBA with examples which reveal that CBA has been widely adopted and 
firmly embedded in different disciplines in both higher and medical education. Consequently, it is 
imperative to continue to develop a better understanding of the strengths and challenges of 
implementing CBA, thus enhancing the quality of this assessment strategy. 
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Table 2.1. 
Two Assessment Purposes of CBA with Examples in Different Disciplines in Higher Education. 
Competency-based Assessment (CBA) Examples 
Assessment of Learning (Summative Assessment)  
 To fulfil the purpose of certifying student 
achievement (Boud, 2017) by measuring their 
skills and knowledge based on the prescribed 
professional standards at the conclusion of studies 
(Sambell et al., 2012; Zlatkin-Troitschanskaia & 
Pant, 2016) 
 
1. Professional education validation 
systems, such as for the 
Commonwealth Association of 
Architects (Thilakaratne & Kvan, 
2006) 
 
2. Accreditation process for social 
work mandated by the Council on 
Social Work Education in the 
United States (Drisko, 2014) 
 
3. High-stakes Objective Structured 
Clinical Examinations as the exit 
examination for the final-year 
undergraduate medical students 
(Khan, Ramachandran, et al., 
2013) 
 
Assessment for Learning (Formative Assessment)  
 To provide regular feedback on student 
performance to foster the achievement of the 
required competencies over the course of studies 





1. Simulation-based training in 
nursing education (Sando et al., 
2013) 
 
2. Direct observation of clinical 
practice in medicine (Ramani & 
Krackov, 2012) 
 
Within these practical applications of CBA, Sadler (2013) suggested two measurement 
approaches to enable the judgement of student achievement of competencies in CBA. The first 
approach establishes an agreed notion of competence in order to develop a range of assessment 
opportunities to then directly and comprehensively assess a student’s performance. This approach 
avoids aggregating judgements from individual competencies (Sadler, 2013). 
The second approach involves defining the discrete competencies that are to be assessed and 
applying psychometric methods to quantify the examiner judgements (Sadler, 2013). This is the 
typical approach in OSCEs where the examiners make their judgements on a rating scale in a 
checklist (Harden, 1988; Harden et al., 1975; Sturrock, 2013), which outlines the expected 
competencies in the form of specific elements of knowledge or actions (Frank et al., 2010; Khan, 
Gaunt, Ramachandran, & Pushkar, 2013). This approach was adopted in the CBA application, that 
is, the final-year medical student OSCE, explored in this study.  
Focus of this study 
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Irrespective of the selected measurement approach in a CBA, examiners are required to 
observe student performance and make judgements of their competence in undertaking a specified 
task in simulated or work-place settings (Bacon, Holmes, & Palermo, 2017). Considering that 
examiner judgements play a critical role in CBA to fulfil the summative and formative purposes of 
assessment, it is imperative for HEIs to ensure the objectivity and reliability of examiner 
judgements to provide students with an accurate and credible indication of their achievements of the 
prescribed competencies in their specified programs of study (Zlatkin-Troitschanskaia et al., 2015). 
Specific to this study, further investigation in medical education is warranted for the final-year 
medical student OSCE, as it is a high-stakes exit examination acting as a gatekeeper to ensure only 
those who have met the prescribed competencies progress to the next stage of internship. 
2.5 The Context of Change in Medical Education 
In recent decades the practice of medicine, as a discipline and a profession, has experienced 
rapid changes in society, for example, an ageing population and concomitant increase in the 
incidence of chronic conditions in almost every country (World Health Organization, 2017). 
Innovations in technology and an inter-disciplinary collaborative approach (Pershing & Fuchs, 
2013; Rowe et al., 2016) have also had considerable impacts on how health care is delivered. In this 
context, medical education must keep pace with these changes to equip future doctors with 
appropriate knowledge and skills (Frenk et al., 2010).  
A historical medical education model is characterised by students learning through a 
hierarchical teacher-centred process. The focus is on knowledge acquisition and student progression 
within a fixed number of training years. Passing a final summative assessment signifies the 
conclusion of a specified training stage (Carraccio et al., 2002). This medical education model has 
been the dominant practice in medical schools in the past 50 years or more.  
Oral examinations are conventional assessment tasks that have been used in medical 
education to assess students’ knowledge and clinical skills (Norcini & McKinley, 2007). An 
example of such an oral examination is a long case examination in which a student is given a period 
of unobserved time (i.e., examiners are not present) when they interact with a patient in a real-life 
clinical setting. The student is required to take the patient’s medical history and conduct the 
appropriate physical examination. The student is typically not being observed when they interact 
with the patient. Then, the student gives an oral presentation of their findings and management 
plans to the examiners (usually two). The examiners ask the student questions about the case and 
then make a judgement of the student’s clinical competence (Norcini, 2002; Sturrock, 2013; 
Wilkinson, Campbell, & Judd, 2008).  
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The strength of a long case examination is its high validity and authenticity as students 
encounter a realistic challenge with a patient, which is very similar to the work they will undertake 
as junior doctors (Norcini, 2002; Ponnamperuma, Karunathilake, McAleer, & Davis, 2009; 
Sturrock, 2013). Examiners also have the opportunity to assess student performance on a complete 
set of clinical skills ranging from taking a relevant history to conducting an appropriate physical 
examination, presenting succinct and accurate findings, and proposing practical management plans 
(Norcini, 2002; Ponnamperuma et al., 2009). 
However, concerns have been raised about the reliability of these long case examinations in 
making high-stakes decisions (Norcini, 2002; Wilkinson et al., 2008). Wilkinson and colleagues 
(2008) explored the candidate scores on 546 and 773 long case examinations in the 2005 and 2006 
Royal Australasian College of Physicians examinations which were postgraduate clinical 
summative assessments. Results showed that the candidates’ ability accounted for only 33% and 
38% of the variation in scores in the 2005 and 2006 examinations respectively. The reliability of a 
single long case (with two examiners) to assess students’ clinical competence was 0.38 (with the 
range between 0 as low and 1 as high reliability). These results revealed only limited reliability in 
this high-stakes long case examination. 
Another concern is related to the non-generalisability of the long case examination 
(Ponnamperuma et al., 2009; Wass & Jolly, 2001). A student’s performance in a long case 
examination is context-specific and cannot be generalisable to their performance across other cases 
and clinical situations. The insufficient representative sample of cases in a long case examination 
limits its ability to measure a student’s competence (Wass & Jolly, 2001; Wass & Van der Vleuten, 
2004). The limitations of a long case examination have led to questions in relation to consistency of 
examiner judgements of student performance in clinical examinations, as well as the adequacy of a 
long case examination to assess a broader range of student competencies which have to be relevant 
to meet the expectations of patient care delivery in today’s clinical environments (P. Harris et al., 
2017; Lockyer et al., 2017). 
In a climate of increasing accountability to justify government funding and to meet the 
public expectations for high-quality patient care, competency-based medical education (CBME) has 
been proposed as an alternative which could better address changing societal needs (Ferguson, 
Caverzagie, Nousiainen, Snell, & on behalf of the ICBME Collaborators., 2017), in particular 
developing student competencies to deliver consistent and high-quality patient care (Albanese et al., 
2008; Carraccio et al., 2002; Frank et al., 2010; Swing, 2010). The associated assessment model of 
CBME is CBA. A specific case of CBA, the final-year medical student OSCE, will be discussed in 
the next section. 
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2.6 Specific Case of CBA in Medical Education: Objective Structured Clinical Examination 
(OSCE) 
CBA uses competencies as the basis for developing assessment tasks. It aims to improve the 
provision of feedback to students in terms of quantity and quality; to support students’ reflection 
and develop their skills for lifelong learning; and to use assessment data for continuous quality 
improvement (Frank et al., 2010; P. Harris et al., 2017). An OSCE is thus an example of CBA.  
Harden et al. (1975) first introduced the OSCE as an alternative approach to long case 
examinations for assessing clinical performance. An OSCE consists of a series of timed sessions 
(known as stations), which typically range from five to fifteen minutes. Refer to Appendix A for a 
sample of an OSCE station. Students move on to the next station sequentially until they complete 
all stations. A different examiner, or pair of examiners, at each station observes and assesses 
students’ performance using a structured marking sheet such as a checklist or global rating scale 
(Harden, 1988; Harden et al., 1975; Sturrock, 2013). Refer to Section 1.2 in Chapter 1 for further 
details about the original and evolved design of an OSCE station.  
The major advantage of the OSCE over the long case examination is that the patients 
involved are standardised in terms of their problems and presentations. As students are provided 
with essentially equivalent information, their responses and scores are more comparable than that in 
the long case examinations (Khan, Ramachandran, et al., 2013). Thus, an OSCE acts as a means of 
increasing the objectivity and reliability of assessing clinical competence when compared to a long 
case examination. This perceived objective and standardised testing is the primary reason for the 
widespread use of OSCEs (Downing & Yudkowsky, 2009; Harden, Lilley, & Patricio, 2016), for 
summative and formative purposes in the global context of medical education (V. J. Daniels & 
Pugh, 2017; Khan, Ramachandran, et al., 2013).  
Given that the results of OSCEs are often used to make high-stakes decisions about student 
progression in their medical career, it is crucial to explore whether the OSCEs deliver what is 
expected, that is, an increase in the objectivity and reliability of clinical examinations (Brannick, 
Erol-Korkmaz, & Prewett, 2011). There is a large volume of literature around OSCEs, for example, 
1083 studies were identified as relevant to the topic of technical and economic feasibility of OSCE 
from 1975 to 2008 (Patrício et al., 2013). Therefore, this literature review discusses selected, 
widely-cited studies of the last 15 years which have direct relevance to the research questions of this 
study. 
Four key empirical studies (Brannick et al., 2011; Harasym et al., 2008; Hope & Cameron, 
2015; McManus et al., 2006) are selected for a detailed review. The main theme of these studies is 
to explore the reliability of the OSCE in terms of examiner judgements of student performance 
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which is the focus of my study. Although these studies were conducted in different contexts, they 
have all revealed either low reliability across stations in the OSCE, or varying levels of impact of 
examiner stringency and leniency on the marks awarded to the trainee doctors or students. Each of 
these studies is discussed below. 
Exploring the reliability of the OSCEs, Brannick and colleagues (2011) conducted a 
quantitative meta-analysis of 39 studies on the reliability of OSCEs across stations or across items 
within stations (i.e., the number of items included in the scale for the examiners to assess student 
performance within a station). Results showed that reasonable reliability (Cronbach’s alpha α = 
0.78) was obtained with respect to the items included in the scale for the examiners to assess student 
performance within a station. However, low reliability (Cronbach’s alpha α = 0.66) was revealed 
across stations in the OSCE. In addition, it appeared that an OSCE with more stations was more 
reliable, particularly when students were assessed by two examiners. However, results from 
Brannick et al.’s (2011) study should be interpreted with care, as only a limited number (n = 39) of 
specific studies met the inclusion criteria to be considered in the meta-analysis.  
The examiner stringency and leniency effect (also known as the hawk-dove problem), in 
which more stringent examiners demand a higher level of performance and hence fail more students 
than more lenient examiners (McManus et al., 2006) has also been shown to have an impact on the 
consistency and reliability of examiner judgements in clinical examinations. McManus and 
colleagues (2006) analysed the June 2001 to March 2004 data from the Membership of the Royal 
Colleges of Physicians (MRCP) of the United Kingdom (UK) Part 2 Clinical Examination: Practical 
Assessment of Clinical Examination Skills (PACES). This is an examination for trainee 
(postgraduate) doctors to enter higher specialist training (Membership of the Royal Colleges of 
Physicians of the United Kingdom, 2018). PACES is similar to the OSCE with the exception that a 
panel of patients is available within a station and students see different patients. Results showed that 
12% of the variance in the marks awarded to the trainee doctors was due to difference in stringency 
and leniency among the examiners.  
Subsequently, Harasym and colleagues (2008) analysed the performance data of 190 
students who sat the end of their family medicine clerkship rotation communication skills OSCE in 
2005 and 2006. Results revealed a large difference in variance (44%), compared to 12% in 
McManus et al.’s study (2006), due to the examiner stringency and leniency effect. This large 
variance potentially affected the pass-fail decision of 11% of the students in Harasym et al.’s study 
(2008). These studies illustrate the issue of the range of variance contributed by the examiners to 
their judgements. This range of variance implies that there may be factors that create a larger impact 
on the examiners than others, for example, the examiners’ experience in assessing students in 
clinical examinations and their medical specialities. 
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Furthermore, Hope and Cameron (2015) measured the changes in examiner stringency in a 
summative eight-station OSCE. The participants were 278 third-year students in a five-year 
undergraduate medical program. The students were allocated to 36 groups and each group took an 
hour and 15 minutes to complete all eight stations. Four groups of students undertook the OSCE 
during the same time slot. A total of two days was required to allow all students to complete the 
OSCE. Results showed that the examiners were most lenient at the start of the two-day OSCE. 
Although the examiner stringency and leniency effect was relatively small from the first to the 
concluding group (i.e., explaining approximately 3.27% of the variance), it would have affected 
those students close to the borderline of pass/fail or those aiming for awards. The reasons for 
examiners being increasingly stringent may be the fact that they adapted their judgements based on 
the previous students, but it could also be that the examiners became more confident to fail students 
as they had resolved the potential problems with the examination. Strong causal inferences from the 
results of Hope and Cameron’s (2015) study should not be made, as data were collected from a live 
examination with minimal control of potential confounds, such as that the examiner roster’s being 
scheduled according to the examiners’ availability across a two-day period (Hope & Cameron, 
2015). In my study, although data were collected from a live examination, I was able to measure 
and compare the changes of examiner stringency with the same group of examiners before and after 
structured feedback was provided. This has facilitated the investigation of the effectiveness of 
feedback on influencing consistency of examiner judgements of student OSCE performance. 
The widely-cited studies discussed above highlight the importance of further developing a 
deeper understanding of the factors influencing examiners in their judgements of student OSCE 
performance. Research findings of previous investigations into the key factors influencing examiner 
judgements of student performance will be briefly discussed in the next section. 
2.7 Factors that Influence Examiner Judgements of Student Performance 
This section discusses the factors that influence examiner judgements of student 
performance. These include the use of criteria-based and checklist scoring, self-selected marking 
practices, timing of determining the passing standard of an OSCE, and the use of heuristic in the 
examiner judgement process. 
Using standardised checklist scoring to enhance the objectivity and consistency of examiner 
judgements underpins the widespread use of OSCEs as high-stakes assessments in medical 
education (Khan, Ramachandran, et al., 2013). However, as previously argued by Wilkinson, 
Frampton, Thompson-Fawcett, and Egan (2003), the use of a standardised checklist does not 
necessarily enhance the objectivity and reliability of examiner judgements. Over-emphasis on the 
objectivity of the checklist could lead to the risk of trivialising the OSCE by breaking the tasks into 
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increasingly smaller and less meaningful components. This does not increase the reliability of 
examiner judgements, and could reduce the validity of each OSCE station (Wilkinson et al., 2003), 
such as the content validity in relation to the extent of how well an OSCE station measures student 
competence it is supposed to measure (Gay, Mills, & Airasian, 2012). 
In this study of the final-year OSCE, the marking sheet consists of a combination of criteria-
based and checklist scoring (Appendix A). Sadler (2014) argued that explicit description of a 
criterion (i.e., the quality used to assess student performance (Sadler, 1987)) with a series of 
expected standards (i.e., the minimum levels of achievement for assigning the relevant grades 
(Sadler, 1987)) does not necessarily result in consistency and comparability of examiner 
judgements. The reason is that the quality described through the criterion may not be directly 
measurable, such as the criterion of establishing rapport with a non-judgemental attitude in the 
Breaking Bad News OSCE station (Appendix A).  
Furthermore, the interpretation of the descriptors of the standards can be elastic, expressions 
such as well and very well, for example, can be interpreted in varying ways by different examiners. 
In practice, experienced examiners have to consciously restrict their judgements to the specified 
criteria listed on the checklist. As this has not always been the case, examiners might apply 
additional criteria to make judgements of student performance which impact on the consistency and 
comparability of their judgements (Sadler, 2014). 
Crossley (2010) also suggested that differences in examiner judgements of the same 
encounter might also be related to variable stringency (i.e., different examiners consistently use 
different parts of the marking scale) and subjectivity (i.e., different perceptions of the merits 
presented in a particular encounter). As examiners emphasise different aspects of student behaviour 
(McGill, Van der Vleuten, & Clarke, 2011), examiners evaluate their self-selected aspects, instead 
of the comprehensive picture of student performance in their global judgements (Mazor et al., 
2007). Thus, the purpose of using so-called objective criteria to enhance the consistency of 
examiner judgements appears to have yielded limited success. 
Apart from the impacts of using criteria-based and checklist scoring, the timing of 
determining the passing standard of an OSCE is another factor influencing examiner judgements of 
student performance. The passing standard of an OSCE is established by a standard-setting process 
(Rajiah, Veettil, & Kumar, 2014). Standard-setting can be relative (i.e., norm-referenced) or 
absolute (i.e., based on the candidate’s performance) (Pell, Fuller, Homer, & Roberts, 2010). In this 
study of the final-year OSCE, absolute standard-setting using a borderline group method was 
conducted after the OSCE. Based on the identification of borderline students using the global rating 
scale at each station (refer to Part B: Overall Impression on the marking sheet in Appendix A), the 
pass mark of each station is the mean of the borderline students’ marks. The pass mark of the entire 
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OSCE is the sum of each station’s pass mark plus the standard error of measurement (Kilminster & 
Roberts, 2004). As the passing score is determined after the OSCE has been completed, the 
challenge is that the examiners did not know the pass mark of a station at the time when they made 
judgements of student performance. It is, therefore, difficult for the examiners to evaluate whether 
their judgements are too lenient or too stringent in relation to a particular station. 
In addition to examiners interpreting the marking criteria and not knowing the passing 
standard of an OSCE station when they make judgements of student performance, the use of 
heuristics is another factor that affects the examiner judgement process (Brooks, 2012). Heuristics 
are “highly efficient mental shortcuts” (Gilovich & Griffin, 2002, p. 4). They are efficient and can 
be conscious or unconscious cognitive processes, in which decisions are made by possibly 
neglecting part of the presented information (Gigerenzer & Gaissmaier, 2011). The use of heuristic 
aims to reduce cognitive complexity in the decision-making process (Gilovich & Griffin, 2002), as 
it acts as a shortcut to retrieve information and make decisions when the human’s working memory 
is overloaded (Wood, 2013). An example is an availability heuristic, which refers to the situation 
when examiners can easily and quickly recall recent student performance when they make 
judgements of subsequent student performance (Tversky & Kahneman, 1973, 2002). When the use 
of an availability heuristic is considered together with the notion that comparison is the centre of all 
judgements (Laming, 2004), it is understandable that examiners rely on their recent judgements to 
subsequently make quicker decisions about student performance in clinical examinations, especially 
under time constraints. However, this is problematic as the judgements made could be biased since 
examiners might systematically, consciously or unconsciously, neglect certain parts of student 
performance (Tversky & Kahneman, 2002). In this study of the final-year OSCE, I further explore 
whether the use of heuristics plays a role in influencing examiner judgements. 
The studies discussed above revealed that factors relating to marking criteria, examiners’ 
self-selected marking practices, timing of standard-settings for each OSCE station, and the use of 
heuristics might have an impact on the consistency of examiner judgements. The provision of 
training is one of the means of enhancing the consistency of examiner judgements, therefore, it is 
important to understand the enabling factors and barriers in implementing examiner training in 
previous studies. 
2.8 Examiner Training on Marking Behaviour 
Given that there are several factors that influence examiners in making judgements of 
student performance in the OSCEs, previous studies have attempted to implement examiner training 
to decrease variations in their judgements (Cook et al., 2009; Holmboe et al., 2004; Malau-Aduli et 
al., 2012; Mortsiefer, Karger, Rotthoff, Raski, & Pentzek, 2017; Pell et al., 2008). Results of these 
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examiner training studies have been inconclusive and difficult to compare as researchers applied 
different methodologies (Reid et al., 2016). For example, Pell and colleagues (2008) reported that 
scores given by the OSCE examiners without training were higher than those with training. 
Nevertheless, Malau-Aduli et al. (2012) reported that the examiners who participated in online 
training contributed a lesser amount of examiner variation to their scores awarded to students. 
Consequently, there is an urgent need to develop a deeper understanding of the factors that impact 
on the effectiveness of examiner training because it is one of the strategies to ensure equitable and 
reliable examiner judgements of student performance, particularly in high-stakes assessment. 
With reference to examiner cognition, the implementation of training aligns with the 
perspective that examiners are trainable, which is distinct from but not mutually inclusive with two 
other perspectives. These two other perspectives are: examiners are fallible; or they are 
meaningfully idiosyncratic which suggests that the differences in examiners’ scores could be 
meaningful, as these differences might well be the outcomes of legitimate experience-based 
interpretations of student performance (Gingerich et al., 2014).  
From the perspective of examiners as trainable, variations in examiner judgements are the 
result of not applying the assessment criteria appropriately to assess student performance. One of 
the arguments is that examiners apply different frames of reference or standards to make 
judgements of student performance (Kogan, Conforti, Bernabeo, Iobst, & Holmboe, 2011; Yeates et 
al., 2013). Sometimes examiners use themselves as the comparators in the frame of reference 
(Kogan, Hess, Conforti, & Holmboe, 2010), which could impact on the consistency of their 
judgements. 
In addition, another argument draws attention to the situation when examiners observe a 
student’s performance directly, in that they make inferences about the student’s knowledge, skills 
and attitudes (Govaerts, Schuwirth, Van der Vleuten, & Muijtjens, 2011) without validating these 
inferences with observable behaviour (Govaerts, Van de Wiel, & Van der Vleuten, 2013). This 
implies that the examiner judgements may not be a true indicator of the standard of student 
performance. 
Finally, examiners may modify their judgements to minimise unpleasant consequences 
(Gingerich et al., 2014), such as dealing with distressed students should they fail the high-stakes 
OSCE as their final piece of assessment prior to graduation. Using different frames of reference; 
making inferences without validating with observable behaviour; and, modifying judgements to 
avoid unpleasant consequences can all impact on the consistency of examiner judgements. This 
current study investigated how these factors influence the effectiveness of examiner training, in the 
form of structured feedback, to enhance the consistency of examiner judgements. 
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2.9 Summary 
This chapter has shed light on the conceptual framework of the three purposes of 
assessment: assessment of, for, and as learning, and the tensions created in the implementation of 
assessment tasks with different purposes. This review foregrounded the implications of the shift to 
CBA. The OSCE, which is an example of CBA, is the focus of this study. A reason for the 
widespread use of OSCEs is that they are used as a means of increasing the objectivity and 
reliability of assessing clinical competence when compared to the long case examinations in 
medical education. However, concerns have been raised about the consistency of examiner 
judgements, as examiners play a significant role in marking student performance in OSCEs. 
Inconsistency of judgements could result in unfair assessment of student performance 
(Yeates, Moreau, & Eva, 2015), which implies the possibility that some students who should have 
failed the assessment passed, and some students did not receive the marks they deserved. Unfair 
judgements are particularly critical for high-stakes assessment, as preventing students who meet the 
competency requirements from graduating impacts on their career progression. In contrast, to pass 
students who do not meet such requirements may put them in high-risk situations of having 
difficulties performing to the required level of clinical duties expected of junior doctors, thus having 
implications for the quality of patient care delivered (Patel, Tarrant, Bonas, & Shaw, 2015; Yates & 
James, 2010).  
It is important to develop a deeper understanding of the objectivity and reliability issues 
associated with examiner judgements in a large-scale OSCE, as well as the usefulness of providing 
examiners with structured feedback, and the training strategies proposed by the examiners to 
enhance the consistency of their judgements. This initiated the rethinking of the appropriateness of 
an OSCE to assess student clinical competence with an increasing number of examiners required for 
an OSCE and increasing number of students enrolled in medical schools in Australia (Medical 
Deans Australia and New Zealand, 2017b), the United States (Association of American Medical 
Colleges, 2018) and the United Kingdom (N. Roberts & Bolton, 2017). 
To date, there are few studies implementing an intervention by providing examiners with 
structured feedback about their marking behaviour and evaluating its impact on the examiner 
variations of judgements of student performance. Using Generalisability Theory (G Theory) 
(Brennan, 2010; Cronbach et al., 1972) in the first part of this study, I addressed the question of 
whether examiner training in the form of structured feedback might impact examiner stringency, 
and enhance the objectivity and reliability of the OSCE as a high-stakes assessment. 
Moreover, the exploration of factors that influence examiner judgements of student 
performance from a socio-cultural perspective has received relatively little attention in comparison 
to other issues in assessment, such as standards and reliability (Brooks, 2012). Using Cultural 
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Historical Activity Theory (CHAT) (Engeström, 1987, 2001, 2004) in the second part of this study, 
I aimed to develop a deeper understanding of how cultural, historical and social factors influence 
the OSCE examiner judgments, the possible impact of structured feedback on changing their 
marking behaviour, and the examiners’ proposed training strategies. As suggested by Brooks 
(2012), a better understanding of the role, nature and process in examiner judgements is both an 
immediate priority and a necessary precursor to improving assessment practices.  
 Chapter 3 outlines the two analytical frameworks: G Theory and CHAT and their key 
principles in analysing the quantitative data of the examiners’ scores awarded to students in the 
final-year OSCEs for the first part of this study, and the qualitative data obtained from the semi-
structured interviews conducted with the examiners for the second part of this study. 
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Chapter 3  
Generalisability Theory and Cultural Historical Activity Theory 
3.0 Introduction  
This chapter provides an overview of Generalisability Theory (G Theory) (Brennan, 2010; 
Cronbach et al., 1972) and Cultural Historical Activity Theory (CHAT) (Engeström, 1987, 2001, 
2004). These theories are pivotal in my mixed-methods research design, the data collection process 
and data analysis of this study. The overarching purpose of this study was to provide new insights 
into the consistency of examiner judgements in high-stakes assessment. G Theory was used as a 
tool to help develop a better understanding of the contribution of examiners’ variance to their scores 
awarded to students in the OSCE (Brennan, 2010; Briesch et al., 2014). CHAT was applied to 
explore the underlying reasons for any inconsistency of examiner judgements including the marking 
criteria, the effectiveness of the structured feedback provided, and the examiners’ proposed training 
strategies. While there could potentially be issues with the design of the OSCE stations, the 
investigations of these issues are outside of the scope of this study. The focus is on supporting 
OSCE examiners in a context to enable them to make sound judgements of student performance. 
3.1 An Overview of Generalisability Theory (G Theory) 
Generalisability Theory (G Theory) (Brennan, 2010; Cronbach et al., 1972) is based on the 
traditional Classical Test Theory (CTT) which explores reliability and measurement errors in 
examiners’ scoring of student performance (Prion, Gilbert, & Haerling, 2016). CTT considers that 
examiners’ scores consist of only two components: true and error scores (Brennan, 2010). The true 
score represents the actual level of student performance, whereas the error score represents all the 
potential sources of error variance that contribute to the examiners’ scores such as examiners’ 
biases and poorly-constructed marking criteria (Prion et al., 2016). The major limitation of using 
CTT in reliability analyses is that it focuses on only a single source of error variance at any one 
time (Bloch & Norman, 2012), as it does not differentiate sources of error variance (O’Brien et al., 
2017). 
In contrast, G Theory identifies multiple sources of variance simultaneously in a 
measurement and quantifies each individual variance (Bloch & Norman, 2012; Briesch et al., 2014). 
One way of quantifying different sources of variance is to estimate the variance components of each 
facet (e.g., students, examiners, and stations), that is, the amount of variance associated with each 
facet or interaction between facets (Shavelson & Webb, 1991). Based on a variance component 
analysis (Brennan, 2010), G Theory differentiates the sources of variance and estimates the 
magnitude of each source of variance (O’Brien et al., 2017). It explores the similarity of the 
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examiners’ scores to any other raw scores that the examiners might give under identical 
circumstances and develops a reliability analysis, as well as monitoring the overall quality of an 
OSCE (Iramaneerat, Yudkowsky, Myford, & Downing, 2008).  
I applied G Theory to analyse the final-year OSCE examiners’ scores, as it provides a 
framework to facilitate the identification of major sources of measurement error by comparing the 
corresponding share of variances of different facets in the examiners’ scores (Iramaneerat et al., 
2008). This quantitative framework aligns with the focus of this study, which was to estimate the 
magnitude of the variance components of different facets such as student ability, examiner 
stringency and station difficulty, and their interactions, including the measurement error, that 
contribute to an examiner’s score in the final-year OSCEs before and after structured feedback was 
provided to the examiners, thus addressing RQ2: How does providing examiners with structured 
feedback about their judgements, through comparisons with their peers’ scores, affect the 
consistency of the examiners’ scores? 
3.2 Different Generalisability Study Designs 
Different Generalisability Study (G Study) designs have direct impacts on the calculation 
and interpretation of the variance components of different facets. Two considerations have to be 
taken into account: the number of facets under investigation, and whether they are fully-crossed, 
partially-crossed or nested with the other facets. Typical G Study designs are single-facet crossed, 
single-facet nested or multifaceted designs (Bloch & Norman, 2012; Marcoulides, 2000). For a 
single-facet fully-crossed design, there is only one facet included in the measurement procedure 
(Marcoulides, 2000), for example, all students (p) are required to answer the same set of questions 
(i) in an examination, as illustrated in Table 3.1. 
 
Table 3.1. 
An Example of a Single-facet Fully-crossed Design. Adapted from Marcoulides (2000, p. 530). 
Questions (i) - Maximum mark for each question is 10 
Students (p) i1 i2 i3 i4 i5 
p1 10 9 9 9 3 
p2 9 4 2 1 9 
p3 8 5 7 3 5 
p4 7 2 5 6 10 
p5 6 3 10 9 4 
 
The Venn diagram (Figure 3.1) adapted from Marcoulides (2000, p. 532) further illustrates 
the sources of variance: students (p), questions (i), interaction between students and questions (p x 
i), and measurement error (e).  
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Figure 3.1. The variances attributed to different sources in a single-facet fully-crossed design. 
Adapted from Marcoulides (2000, p. 532).  
 
Using G Theory, the estimated variance components of students, question, interaction 
between students and questions, and measurement errors can be computed, thus quantifying the 
relative contribution of each potential source of variance in the example illustrated in Table 3.1. 
The second type of G Study design is a single-facet nested design. Although there is only 
one facet included in the measurement procedure, each student (p) is required to answer a different 
random set of questions (i), as illustrated in Table 3.2. 
 
Table 3.2. 
An Example of a Single-facet Nested Design. 
Questions (i) - Maximum mark for each question is 10 
Students (p) i1 i2 i3 i4 i5 i6 i7 i8 i9 i10 
p1 10 — — 9 — — 9 9 — 3 
p2 — 4 — — 9 9 — — — 9 
p3 8 5 7 — — — 5 — 3 — 
p4 — — 5 6 10 7 2 — — — 
p5 6 — — — — — 3 10 9 4 
 
Due to the fact that different students answered different questions, the examiners’ scoring 
variation attributable to the questions cannot be estimated independently of the scoring variation 
attributable to the interaction between students and questions (Shavelson & Webb, 1991). 
Therefore, the nested design is capable of computing only the estimated variance components of 
students (p) and a combination of students nested in questions (p:i) and measurement error (e), not a 
separate component of the questions. The Venn diagram (Figure 3.2) adapted from Marcoulides 
(2000, p. 537) further highlights the sources of variance in a single-facet nested design.  
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Figure 3.2. The variances attributed to different sources in a single-facet nested design. Adapted 
from Marcoulides (2000, p. 537). 
 
The final type of G Study design is a multifaceted design in which more than a single facet 
is identified in the measurement procedure. The same concepts of the crossed and nested design 
apply to the multifaceted design with the only difference being that of added complexity in the 
design (Bloch & Norman, 2012). For example, in a fully-crossed multifaceted design, all students 
(p) were assessed on their knowledge in two OSCE stations (interpreting a chest X-ray and a blood 
test result, (s) by three examiners (j), as illustrated in Table 3.3. 
 
Table 3.3. 
An Example of a Fully-crossed Multifaceted Design. Adapted from Marcoulides (2000, p. 539). 
Maximum mark for each station (s) is 10 
Examiners 
(j)  j1 j2 j3  j1 j2 j3 
Students  
(p) Station (s): Chest X-ray  Station (s): Blood test 
p1 10 9 9  9 3 3 
p2 9 4 2  1 9 2 
p3 8 5 7  3 5 5 
p4 7 2 5  6 10 4 
p5 6 3 10  9 4 9 
 
The fully-crossed multifaceted design allows the calculations of the following estimated 
variance components: 
1. Students (p); 
2. Examiners (j); 
3. Stations (s); 
4. Interaction between students and examiners (p x j); 
5. Interaction between students and stations (p x s);  
6. Interaction between examiners and stations (j x s); and, 
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7. Interaction between students, examiners and stations (p x j x s) and measurement 
error (e). 
Moreover, the Venn diagram (Figure 3.3) adapted from Marcoulides (2000, p. 539) 
identifies the sources of variance in a fully-crossed multifaceted design.  
 
Figure 3.3. The variances attributed to different sources in a fully-crossed multifaceted design. 
Adapted from Marcoulides (2000, p. 539). 
 
The estimated variance components of the above seven components can be computed to 
quantify the relative contribution of each potential source of error (Marcoulides, 2000).   
In my study, the G Study design adopted was a partially-crossed multifaceted design. 
Further discussion of this G Study design will be presented in Chapter 5. However, G Theory 
provides insights into only the quantitative analysis of the examiners’ scores. To further develop a 
comprehensive understanding of consistency of examiner judgements from the examiners’ 
perspectives, I needed to explore the factors influencing their judgements, the effectiveness of 
providing them with structured feedback, as well as their proposed training strategies. 
Complementary to the quantitatively-focused G Theory, Cultural Historical Activity Theory 
(CHAT) was applied to analyse the qualitative data from the semi-structured interviews conducted 
with the final-year OSCE examiners. 
3.3 An Overview of Cultural Historical Activity Theory (CHAT) 
Cultural Historical Activity Theory (CHAT) was initiated by Vygotsky (1978) which was 
further developed by Engeström (1987, 2001, 2004), and provides a robust framework to analyse 
professional work practices with a practice-based approach (Foot, 2014). The framework aligns 
with the focus of this study, the professional practice of examiner judgements of student 
performance. In addition, CHAT provides a multi-dimensional and systemic approach to exploring 
a comprehensive set of dynamic factors (Foot, 2014), such as culture, history and examiners’ social 
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interactions that all of which may influence examiner judgements of student performance. Although 
CHAT had not previously been applied in the specific context of medical education, it has been 
widely applied in the educational domain (e.g., Asghar, 2013; H. Daniels, 2004; Van Oers, 
Wardekker, Elbers, & Van der Veer, 2008). The associated principle of expansive learning has also 
been applied in the context of professional learning (e.g., Edwards, 2010; Readman & Rowe, 2016). 
As suggested by H. Daniels (2009), CHAT should be considered as a repository of tools to 
understand and engage with problems in the contemporary world.  
I applied the relevant generations of CHAT and its five guiding principles (Engeström, 
1987, 2001, 2004) to analyse the factors which influence the examiners when they made 
judgements about student OSCE performance, and the effectiveness of structured feedback 
provided to the examiners and their proposed training strategies. The aim was to address RQ1: 
From the examiners’ perspectives, what are the factors that influence examiners in their judgements 
of student performance in clinical examinations?; RQ3: What are the factors that impact the 
effectiveness of structured feedback provided to the examiners in changing their marking 
behaviour?; and, RQ4: What are the examiners’ proposed training strategies that may enhance the 
consistency of examiner judgements? 
3.3.1 First generation of CHAT. 
The first generation of CHAT focuses on mediated action which describes the process of 
how we make meaning about our experience in the world through interactions with people, artefacts 
and tools (Vygotsky, 1987). Based on Engeström’s (1987) foundational work, the first generation of 
CHAT is represented in Vygotsky’s basic mediated action triangle (Cole & Engeström, 1993) as 
shown in Figure 3.4. 
 
Figure 3.4. The first generation of CHAT: Vygotsky’s basic mediated action triangle. Adapted from 
Cole and Engeström (1993). 
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Figure 3.4 shows three elements in CHAT: first, the person (subject) who engages in the 
activity; second, the goal of the activity (object) and the reason for the person (subject) to 
participate in this activity; and third, the mediating artefact or tool which contributes to the 
experience (Bakhurst, 2009; Cole & Engeström, 1993; Yamagata-Lynch, 2010). Figure 3.4 also 
illustrates the relationships between the subject, object, and the mediating artefacts or tools in this 
study, that is between an examiner and the goal of judging student performance using relevant 
marking criteria. The bold orange text indicates my additions to the original diagram presented by 
Cole and Engeström (1993). 
3.3.2 Second generation of CHAT. 
The second generation of CHAT focuses on the collective nature of human activity 
(Leont'ev, 1974) and Engeström’s activity systems model (Engeström, 1987). It extends the activity 
systems analysis from the micro-level of a person to the macro-level of a community (Engeström & 
Miettinen, 1999). The analysis further investigates the mediated relationship between a person or 
groups of people (subject) and the activity in a collective and complex system. The groups of 
people form a community and they identify themselves as belonging to a specific social group when 
they participate in an activity (Engeström, 1987).  
Leont'ev (1974) further specified the activity as an object-oriented activity. It refers to the 
groups of people (subject) who interact with each other in a community through using the available 
tools and taking actions to achieve the goal of the activity (object) and the outcomes in a socio-
historical context (Davydov, 1999; Leont'ev, 1974; Lazarev, 2004). Consequently, the unit of 
analysis is the object-oriented activity itself in the activity system (Engeström, 1987; Rogoff, 1995). 
The second generation of CHAT adds four elements to Vygotsky’s original mediated action 
triangle: community, rules, division of labour, and outcome. Table 3.4 presents the definitions of 
these elements and their relevance to this study.  
 
Table 3.4. 
The Definitions of the Additional Elements in the Second Generation of CHAT and their Relevance 













Refers to the social group 
that a person or groups of 
people (subject) belong to 
(Engeström, 1987) 
The examiners were groups of people from 
different medical specialties. They played 
different roles within the medical school. The 
clinical educators were employed by the 
university, whereas the clinicians were 
employed by the health service. 
 





Relevance to this Study 
A community 
 
Apart from the examiners, there were three 
other social groups: the medical school, the 
final-year medical students, and simulated 
patients. 
 
Rules Explicit rules which 
specify collective 
conventions (Bligh & 




Tacit rules which define 
the codes of interaction in 
the community (Roth & 
Lee, 2007) 
 
The rules, such as using absolute standard-
setting based on a borderline group method 
(Pell et al., 2010) in the final-year OSCE, set 
by the medical school were based on the 
accreditation requirements of the Australian 
Medical Council (2012). 
 
An example is that the less-experienced 
examiners do not contradict more experienced 
examiners when it comes to making a 
judgement of student performance.  
 
The examiners’ expectations of student 
performance are also tacit rules used to assess 
students. 
 











Division of labour 
 
Describes the sharing of 




Defines the assignment of 
responsibilities based on 
the subject’s areas of 
expertise and hierarchy 
(Bligh & Flood, 2015) 
The examiners shared the tasks of examining 




The examiners played different roles and were 
assigned with different responsibilities. For 
example, the more experienced examiners were 
involved in designing the OSCE stations. They 
were more likely to be the chief examiner of an 
OSCE station. The chief examiner conducted 
the briefing before each OSCE session and 
discussed what was expected of students in a 
particular station. 
 
The final-year medical students had the 
responsibilities to complete the OSCE. 
 
The simulated patients had the responsibilities 
to act according to the given instructions in an 
OSCE station. 
 
An outcome Represents the end results 
of the object-oriented 
activity 
 
To provide validated and reliable scores to the 
final-year medical students, and to ensure that 
only the students who have demonstrated 
adequate clinical competence are progressed to 
the practice as interns. 
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In this study, the prime unit of analysis was the examiners making judgements of student 
performance in the medical school’s OSCE activity system (AS1). Figure 3.5 illustrates the 
relationships among all the elements in this activity system. The bold orange text indicates my 
additions to the original diagram presented by Engeström (1987).  
 
Figure 3.5. The second generation of CHAT: The medical school’s OSCE activity system (AS1). 
Adapted from Engeström (1987). 
 
Engeström’s activity system model (1987) facilitates the analysis of the impact of tensions 
brought about by the contextual systemic contradictions and individual components in an activity 
system. These tensions affect the interactions among different elements and the outcome of the 
activity. These tensions can act either as obstacles or as enablers to hinder or facilitate the subject to 
achieve the object (Yamagata-Lynch, 2010). 
3.3.3 Third generation of CHAT. 
The third generation of CHAT further expands Engeström’s activity system model (1987) to 
act as a set of “conceptual tools to understand dialogue, multiple perspectives and networks of 
interacting activity systems” (Engeström, 2001, p. 135). The third generation explores the 
interactions and contradictions between at least two activity systems which shared the same or a 
related object (Engeström, 2001). These interactions and contradictions could be the driving force 
to create change and transformation in the activity systems (Yamagata-Lynch, 2010). 
In this study, the examiners were the OSCE examiners in the medical school, but they were 
also employed as medical professionals working in a clinical environment and part of their role was 
to assess junior doctor performance in the workplace. Therefore, the OSCE examiners’ clinical 
work activity system (AS2) interacted with the medical school’s OSCE activity system (AS1) to 
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achieve the related object of making judgements of final-year medical student/junior doctor 
performance. Figure 3.6 illustrates the relationships of the elements between the two interacting 
activity systems (AS1 and AS2) in which the examiners were involved. The bold orange text 
indicates my additions to the original diagram by Engeström (2001). 
 
Figure 3.6. The third generation of CHAT: The medical school’s OSCE activity system (AS1) and 
the OSCE examiners’ clinical work activity system (AS2). Adapted from Engeström (2001). 
 
Exploring these two interacting activity systems in terms of the factors that influenced 
examiner judgements of student OSCE performance was pivotal in addressing RQ1 (Section 3.3). 
Apart from the three generations of CHAT, I also employed the five guiding principles of CHAT in 
my analysis of the semi-structured interviews with the examiners. These principles are further 
discussed in the next section. 
3.3.4 Five guiding principles of CHAT. 
The five guiding principles of CHAT (Engeström, 2001, 2004) are listed in Table 3.5. To 
address RQ1 (Section 3.3), I employed the first four guiding principles in order to explore the 
influence of the cultural, historical and social factors on the OSCE examiners when they judged 
final-year medical student OSCE performance in Chapter 6. To address both RQ3 and RQ4 
(Section 3.3), I applied the fifth principle in the investigation of the effectiveness of structured 
feedback and examiners’ proposed training strategies in Chapter 7. The application of the five 
guiding principles in this study is summarised in Table 3.5. 
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Table 3.5. 
Five Guiding Principles of CHAT and their Applications to this Study. 
Guiding Principles of CHAT  
(Engeström, 2001, 2004) 
* Key ideas for each principle in bold. 
Examples of Relevance to this Study 
1. To identify the prime unit of analysis as an 
interacting object-oriented activity system 
that has a network relation to at least one 
other activity system. 
The prime unit of analysis was the examiners 
making judgement of student performance in 
the medical school’s OSCE activity system 
(AS1) which had a network relation to the 
OSCE examiners’ clinical work activity system 
(AS2). 
 
2. To consider the multi-voicedness of an 
activity system which brings about 
dilemmas and negotiations among different 
elements which are essential for creating 
innovations. 
To explore the examiners’ different points of 
view to judge student OSCE performance, the 
use of marking criteria and how the 
examination tasks were divided in the 
community in AS1. Further discussed in 
Chapter 6. 
 
3. To understand the impact of historicity on 
the activity systems. An activity system’s 
local history, its goals, theoretical ideas and 
tools all play a significant role in shaping 
the activity system under investigation. 
To investigate how the history and goals of the 
final-year OSCE, the assessment theories 
adopted and the marking criteria influenced the 
examiners in making judgements of student 
performance. Further discussed in Chapter 6. 
 
4. To address the central role of 
contradictions in creating changes and 
enhancing development. Contradictions are 
structural tensions that are accumulated 
historically within and between the activity 
systems. They represent themselves as 
sources of disturbance and potential 
motivators for innovation. 
 
To examine how the contradictions between 
the examiners’ expectations of student 
performance and the marking criteria provided 
by the medical school may create disturbances 
and act as motivators to innovate the marking 
criteria in AS1. Further discussed in Chapter 6. 
 
5. To discuss the possibility of expansive 
transformation in activity systems. 
To explore the possibility of expansive 
transformation in the examiner training 
practices. Further discussed in Chapter 7.  
 
 
The first four guiding principles are explained in Table 3.5. The concepts involved in the 
fifth principle of CHAT, the possibility of expansive transformation of systems (Engeström, 2001, 
2004), is further explained as follows: an expansive transformation is initiated by a number of 
individual participants who decide to raise questions caused by intensified contradictions (structural 
tensions). In doing so, they deviate from the accepted norm of the activity system. When the 
deviated actions become a deliberate collective effort by the participants, these actions may create a 
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collaborative change of the elements in and across the networked activity systems and hence 
transform the systems (Engeström, 2001, 2004).  
In this study, the critical issue was to identify the examiners who deviated from the norm 
practice of marking student performance due to the intensified contradictions among the elements in 
the medical school’s OSCE activity system. This is imperative to the success of an expansive 
transformation of systems, as it is heavily dependent on the participants’ engagement in expansive 
learning (Engeström, 2001, 2004). Expansive learning is a creative process that requires and fosters 
transformative agency (Virkkunen, 2006) which refers to participants working together to take the 
initiative to create novel outcomes, thus breaking away from the existing practices (Engeström & 
Sannino, 2016; Virkkunen, 2006). These novel outcomes are core to achieving transformations both 
at an individual and a broader context of collective activity levels through the expansive learning 
process (Sannino, Engeström, & Lemos, 2016). 
I adopted a common approach used in the literature, that is, formative interventions 
(Engeström & Sannino, 2016), to explore the possible expansive transformation of examiner 
training practices in this medical school. I investigated the process through providing the examiners 
with structured feedback to initiate the creation of actionable and socially-impactful knowledge 
(Sannino & Engeström, 2017a) such as the proposed examiner training strategies. The formative 
interventions are based on two epistemological principles (Sannino & Engeström, 2017a): double 
stimulation (Vygotsky, 1997) and ascending from the abstract to the concrete (Davydov, 1990; 
Ilyenkov, 1982).  
3.3.4.1 Double stimulation (Vygotsky, 1997). 
Double stimulation (Vygotsky, 1997) is defined as “the mechanism in which human beings 
can intentionally break out of a conflicting situation and change their circumstances or solve 
difficult problems” (Sannino, 2011, p. 584). In double stimulation, the first stimulus signifies the 
problematic situation (Sannino & Engeström, 2017a). In this study, the problematic situation was 
identified and analysed by addressing RQ1 (Section 3.3).  
By providing examiners with structured feedback, I introduced the second stimulus to this 
medical school’s OSCE activity system (AS1). The effectiveness of the second stimulus in 
resolving the problematic situation was analysed by addressing RQ3 (Section 3.3). In addition, from 
the examiners’ perspectives, they also proposed a range of training strategies that were meaningful 
to them, in an attempt to resolve the identified problematic situation through addressing RQ4 
(Section 3.3). These suggestions were potential starting points for modelling solutions to resolve the 
problematic situation. 
The principle of double stimulation, which links to the key concepts of expansive learning 
(Engeström, 2001, 2004), represents the energising mechanism that involves Steps 1 and 2 shown in 
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the original cycle of expansive learning (Engeström & Sannino, 2016) (Figure 3.7). By providing 
examiners with structured feedback, I initiated the start of the cycle of expansive learning. This 
feedback provoked the examiners to raise questions about their OSCE marking practices (Step 1) 
and analyse the feedback provided (Step 2). Step 3 and onwards are related to the principle of 
ascending from the abstract to the concrete (Davydov, 1990; Ilyenkov, 1982) which is discussed in 
the next section. 
 
Figure 3.7. The original cycle of expansive learning presented by Engeström and Sannino (2016). 
 
3.3.4.2 The principle of ascending from the abstract to the concrete (Davydov, 1990; 
Ilyenkov, 1982). 
To understand the principle of ascending from the abstract to the concrete, it is important to 
recognise that there are two broad categories of abstract concepts: empirical concepts are formed on 
the basis of disassociated facts and disconnected information which restrain participants’ 
transformational potential, whereas theoretical concepts aim to develop new discursive tools which 
encourage participants to actively reconstruct and engage in the transformation activity (Davydov, 
1990; Fenwick, Edwards, & Sawchuk, 2011). The process of establishing theoretical concepts 
using dialectical logic is denoted as ascending from the abstract to the concrete (Engeström & 
Sannino, 2016). The core of dialectical logic is the notion of unity of opposites, that is, the 
interactions among the opposing forces in an activity system which forms the basis of the 
development of the system (Sannino, Engeström, & Lahikainen, 2016). An example in this study is 
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the unity of opposites of learning and doing, which refers to the examiners’ learning about their 
judgement behaviour through the structured feedback versus what they applied, and how they 
applied the feedback provided to enhance the consistency of their marking practices. 
Establishing theoretical concepts involves the process of discerning the historical formation 
of the object under investigation by identifying and resolving the emerging contradictions 
(Engeström & Sannino, 2016). A theoretical concept represents an abstract and simple explanatory 
relationship and is referred to as a germ cell, which represents a dynamic unity of opposites and, 
therefore, is internally contradictory (Sannino & Engeström, 2017a). In this study, the germ cell is 
the OSCE examiner judgements of student performance. It plays a significant role in the dialectical 
transition of ascending from the abstract to the concrete. A germ cell becomes expansive when the 
initial simple idea is transformed into a complex and innovative form of practice (Engeström & 
Sannino, 2016), such as the possibility of enhancing OSCE examiner judgements through the 
provision of structured feedback as a form of examiner training, which is novel in the context of the 
medical school in this study. 
The principle of ascending from the abstract to the concrete, which links to the key concepts 
of expansive learning (Engeström, 2001, 2004), represents the generating mechanism that involves 
Steps 3 to 7 in Figure 3.7. Together with the energising mechanism discussed in Section 3.3.4.1, 
both mechanisms depend on each other to achieve successful outcomes of expansive learning and 
transformation of activity systems (Figure 3.7). In the semi-structured interviews, I prepared the 
examiners to progress to Step 3 by asking them to propose training strategies. The extent of 
modelling these training strategies in pilot studies was dependent on their feasibility in term of 
finance and human resourcing. The scope of this study, however, concluded in Step 3 of the original 
cycle of expansive learning. For further progression, those examiners who gained transformative 
agency will need to take a more active role in developing the content for the appropriate training 
strategies by negotiations within the group (Engeström, 2011). The successful completion of the 
potential cycle of expansive learning in examiner training practices depends on the development of 
transformative agency among the examiners and their contribution to the longitudinal collective 
change efforts to control the problematic situation (Sannino & Engeström, 2017a). I present a 
detailed analysis in Chapter 8, discussing how I adapted the original cycle of expansive learning in 
the context of this study. 
In summary, the three generations of CHAT and its five guiding principles offer a multi-
dimensional and systemic approach to guide the exploration of a range of cultural, historical and 
social factors involved in the complex professional practice of examiners making judgements of 
student performance (Foot, 2014). The multi-dimensional approach provides a framework to 
develop deeper understanding of complex real-world data sets. In this study, although only an 
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examiner and a student were involved in the judgement process of the student’s performance in a 
single OSCE station, their interactions were mediated by a number of factors. These included the 
examiner’s and student’s cultural values and historical backgrounds; political pressure from the 
accreditation body to ensure students have achieved the prescribed standards; and, the economic 
implications for society if some of the graduated medical students were, in fact, not qualified to 
provide safe medical practice.  
In terms of the systemic approach, CHAT introduces a new strategy to this study — activity 
system analysis — to develop meaningful information from complex qualitative data sets, that is, 
semi-structured interviews with the examiners (Yamagata-Lynch, 2010). In real-world human 
experiences, there is always a range of variables affecting one another that are not mutually 
exclusive, such that the examiners’ experience of being OSCE examiners cannot be separated from 
their confidence in being OSCE examiners (Yamagata-Lynch, 2010). As CHAT considers the unit 
of analysis as the human activity itself, that is, the examiners making judgements of student 
performance embedded within its social context, CHAT acknowledges that it is impractical to 
isolate variables in real-life activities (Engeström, 1987; Rogoff, 1995; Yamagata-Lynch, 2010). 
The key is to identify the critical variables that impact on the entire activity system, which act as a 
guide to capturing the relevant data that can facilitate a comprehensive analysis of the situation as a 
whole. The identification and exploration of the relevant critical variables in relation to the research 
questions are ongoing processes to refine the data analysis and interpretation (Yamagata-Lynch, 
2010).  
3.4 Summary 
This chapter presented an overview of the analytical frameworks of G Theory and CHAT. 
The primary advantage of applying G Theory to analyse the OSCE examiners’ scores awarded to 
the final-year students was its ability to quantify the relative contribution of each potential source of 
variance to the examiners’ scores. This was crucial for comparing the examiner stringency and 
leniency variance contributing to the examiners’ scores before and after structured feedback was 
provided. However, as the G Study design for this study was a partially-crossed multifaceted design 
and as such, did not follow the typical design, special considerations of the context of this study 
were required to analyse and interpret the results. 
This study is novel in applying the three generations of CHAT and its five guiding principles 
in exploring examiner judgements of student performance in a medical education context. CHAT 
presents a multi-dimensional and systemic approach to guide the exploration of the range of factors 
that influenced examiner judgements of student OSCE performance. Additionally, it also facilitates 
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the investigation of the possible development of an expansive transformation of examiner training 
practices in this medical school. 
Chapter 4 presents the research design and its rationale, as well as providing further 
information about the participants, data collection instruments, procedures and data analysis 
techniques such as using G Theory to analyse the quantitative data of the examiners’ scores 
awarded to students, and using CHAT to analyse the qualitative data obtained from the semi-
structured interviews conducted with the OSCE examiners.  
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Chapter 4  
Research Methodology 
4.0 Introduction 
This chapter first reviews the aims of the study, and the associated research questions. 
Second, it focuses on the research design and its rationale, as well as describing the participants, 
data collection instruments and procedures. Finally, this chapter concludes by presenting the 
quantitative and qualitative data analysis techniques using Generalisability Theory (G Theory) and 
Cultural Historical Activity Theory (CHAT), respectively. 
4.1 Aims of the Study 
The aims of the study were:  
 To develop a deeper understanding of the associated factors that influence examiner 
judgements of medical students’ performance in clinical examinations (OSCEs); 
 To evaluate the impacts of providing examiners with structured feedback on their 
subsequent judgement behaviours; 
 To explore the factors that impact on the effectiveness of structured feedback in 
changing examiner marking behaviour; and, 
 To explore the examiners’ proposed training strategies that may assist in increasing 
the consistency of their judgements in clinical examinations (OSCEs). 
4.2 Research Questions (RQs) 
The following research questions were investigated: 
RQ1. From the examiners’ perspectives, what are the factors that influence examiners 
in their judgements of student performance in clinical examinations?  
RQ2.  How does providing examiners with structured feedback about their judgements, 
through comparisons with their peers’ scores, affect the consistency of the 
examiners’ scores? 
RQ3.  What are the factors that impact the effectiveness of structured feedback provided 
to the examiners in changing their marking behaviour?  
RQ4.  What are the examiners’ proposed training strategies that may enhance the 
consistency of examiner judgements? 
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4.3 Research Design and Rationale 
The research questions focused on exploring consistency of examiner judgements of student 
performance in clinical examinations (OSCEs), and the associated factors that influenced these 
judgements. In addition, the research questions required an investigation of the effectiveness of 
providing structured feedback in assisting examiners to change their marking behaviour. To address 
the research questions, the selected research design had to allow an in-depth examination and 
analysis of a specific topic within a bounded system (Creswell, 2014; Merriam, 2009; Merriam & 
Tisdell, 2016), in this instance, a medical school in one university. Therefore, I selected an 
instrumental case study design (Creswell, 2014; Merriam, 2009; Merriam & Tisdell, 2016) nested 
in the context of a group of OSCE examiners in an undergraduate medical program. This study 
design enabled me to answer the “how” (Yin, 2014, p. 10) and what research questions associated 
with developing a deeper understanding of examiner judgements.  
In addition, the case study design allowed the application of a mixed-methods approach to 
collecting both quantitative and qualitative data (Creswell, 2014; Merriam, 2009; Merriam & 
Tisdell, 2016; Tai & Ajjawi, 2016). I collected both quantitative data, which were the OSCE 
examiners’ scores awarded to the final-year medical students before and after structured feedback 
was provided to the examiners; and qualitative data, which were obtained through conducting semi-
structured interviews with the examiners. The mixed-methods approach allowed the development of 
a powerful mix of quantitative data, which contributed to the statistical analysis, and qualitative 
data, which contextualised the meaning and depth of the numerical outcomes (Miles & Huberman, 
1994; Teddlie & Tashakkori, 2009). In this study, both sources of data were essential to develop 
contextual understanding of the processes involved in examiner judgements of student OSCE 
performance; the factors contributing to examiner stringency and leniency which might lead to 
inconsistencies in examiner judgements; the effectiveness of the structured feedback provided; and, 
the examiners’ proposed training strategies. 
There were two phases in my study. Phase 1 focused on the OSCE prior to feedback being 
provided to the examiners which is termed as Year 1 (Y1) OSCE, whereas Phase 2 focused on the 
OSCE after feedback being provided to the examiners which is termed as Year 2 (Y2) OSCE. In 
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Figure 4.1. Data collection using an explanatory sequential design in Phase 1. 
 
Quantitative data were first collected and analysed to develop a general representation of the 
research problem, in this case, the examiners’ scores awarded to students in the Y1 OSCE. 
Subsequently, I collected and analysed the qualitative data obtained through the pre-feedback semi-
structured interviews. The qualitative data assisted in elaborating the quantitative outcomes 
(Creswell, 2014; Terrell, 2012). At the conclusion of Phase 1, structured feedback in the form of an 
individualised written report was provided to the examiners. Further details of the report will be 
discussed in Section 4.6.3. 
In Phase 2, I adopted an exploratory sequential design (Creswell, 2014; Terrell, 2012) 
(Figure 4.2).  
 
Figure 4.2. Data collection using an exploratory sequential design in Phase 2. 
 
Qualitative data were first obtained from the post-feedback semi-structured interviews and 
analysed to explore the consistency of examiner judgements. This was followed by the collection 
and analysis of quantitative data, that is, the examiners’ scores awarded to the students in the Y2 
OSCE after structured feedback was provided to the examiners. The quantitative data provide 
explanations for the relationships found in the qualitative data (Creswell, 2014). 
In summary, the quantitative data provided the opportunity to draw statistical conclusions 
from the examiners’ scores in the Y1 and Y2 OSCEs, while the interviews with the examiners 
facilitated further refinement and elaboration of the statistical findings through an in-depth 
qualitative exploration (Creswell, 2014). Therefore, I was able to establish a complex representation 
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of factors that influenced OSCE examiner judgements and the effectiveness of structured feedback 
in enhancing the consistency of examiners’ scores awarded to students, as well as the examiners’ 
proposed training strategies. 
4.4 Site 
The site of this study was the medical school at one research-intensive university in 
Australia. The unique characteristic of this medical school is the large size of its enrolments in the 
Bachelor of Medicine/Bachelor of Surgery (MBBS) program. From 2010 to 2014, it has had the 
largest number of medical students of any medical degree program in Australia. There were, on 
average, about 400 to 500 students in each year cohort, giving 1600 to 2000 students at any one 
time across all five years (Medical Deans Australia and New Zealand, 2018). The medical program 
was changed to a four-year postgraduate program from 2015 onwards at this university. 
4.4.1. Context: Objective structured clinical examination (OSCE). 
The final-year OSCE is a high-stakes assessment at this medical school, as student results 
have a direct impact on their ability to graduate as medical doctors and hence begin internship in the 
following year. In Australia, there is no national licensing examination to become a medical 
practitioner (Koczwara et al., 2005). Each medical school develops its own final examinations, for 
example, an OSCE, based on the curriculum accredited by the Australian Medical Council (AMC) 
for the Medical Board of Australia. This is unlike the requirement in some countries such as the 
United States (US) where medical students are required to pass the United States Medical Licensing 
Examination before practising medicine (United States Medical Licensing Examination (USMLE), 
2018), but similar to others such as the United Kingdom (UK) at the current time. However, the UK 
is introducing the Medical Licensing Assessment (MLA) from 2022 (General Medical Council 
(GMC), 2018). 
The focus of this study was the OSCE for the final-year MBBS students. Every year over 
100 volunteer examiners are involved in the final-year OSCE to assess more than 350 medical 
students. Refer to Section 1.1.3 in Chapter 1 for a general description of an OSCE. For the Y1 and 
Y2 OSCEs, there was a cycle of 12 stations in the Y1 OSCE and 10 stations in the Y2 OSCE. The 
reduced number of stations was due to the limited resources available that year. In each of these 
stations, a student was required to perform the designated clinical task/s for each station. Refer to 
Appendix A for an example of a station. There were also allocated rest stations throughout the cycle 
in which students were provided with an opportunity to have a rest between stations. Students 
moved on to the next station sequentially until they completed assessments at all stations. 
Figure 4.3 illustrates the logistics of running an OSCE at this medical school in a Saturday 
morning session in Hospital A. Using the Y1 OSCE as an example, there were 12 stations in a cycle 
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with 10 examiners, as one examiner assessed students in Stations 2 and 3, and another examiner 
assessed students in Stations 5 and 6. Examiners were allocated to specified stations and remained 
at the same allocated station throughout the entire session.  
In order to accommodate the large number of students, students were allocated to different 
groups (e.g., Blue, Orange and Green) of 10 students. These groups operated concurrently during 
the Saturday morning session in Hospital A. Students in these groups undertook the same set of 12 
stations with identical tasks, but with different examiners, and with different simulated patients, 
where applicable. They were also assessed with the identical marking sheets. One student in each 
group was allocated to start at each station, but not a rest station, and they completed the OSCE in a 
clockwise order moving from station to station in turn. For example, in Group Blue Student 1 (p1; 
highlighted in blue) started from Station 1 (s1), while Student 2 (p2; highlighted in red) started from 
Station 2 (s2). Each individual student interacted with a restricted number of the examiners 
depending on the allocation, for example, in Group Blue Students 1 to 10 interacted with Examiners 
1 to 10 only (Figure 4.3).  
 
Figure 4.3. An overview of the logistics of running an OSCE at this medical school in a Saturday 
morning session in Hospital A. 
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All the OSCE examiners at this medical school are expected to have either current or 
previous clinical experience and attend a short briefing (maximum length was 30 minutes) prior to 
the commencement of the OSCE in each session, which is the only ‘on-the-spot’ examiner training 
required. Apart from this, there is neither mandatory examiner training offered nor required by this 
medical school, due to lack of resources and the large number of examiners who volunteer their 
time as a gesture of their goodwill.  
A single examiner assesses an individual student’s performance in a station using the 
relevant OSCE marking sheet which is specific for this medical school and for each station 
(Appendix A). A student’s final score for the OSCE, which is the aggregation of all the stations’ 
scores, determines if a student passes or fails the OSCE. If a student fails a station, it does not 
necessarily mean that they will fail the OSCE. The pass marks for each station and the entire OSCE 
are decided after the conclusion of the OSCE using a standard-setting process (Rajiah et al., 2014).  
In addition, the final-year OSCE examiners at this medical school have not been previously 
provided with feedback, as a group or individually, about the stringency or leniency of their scores 
awarded to students. This is problematic for two reasons: first, no formal discussion or moderation 
opportunity was provided to evaluate the alignment of the marking criteria and the learning 
outcomes for the program. Second, examiners may create unfair judgements such as failing students 
who meet the prescribed competencies, and vice versa, when they are not informed of their marking 
behaviour and given the opportunity to reflect on it. The practice at this medical school did not 
integrate the appropriate strategies of criterion-referenced assessment practices. Consequently, the 
examiners’ marking practices impact on the consistency of their judgements which relates to the 
reliability of the comparability of judgements across different examiners (Downing, 2004; Maxwell, 
2002), and it is particularly critical for high-stakes assessment. 
This study focused on the examiner judgements of final-year medical student performance 
in the Y1 and Y2 OSCEs. The Y1 OSCE consisted of 12 stations in a cycle with a total of 376 
students. Each student was required to complete a full cycle of 12 stations in a single allocated 
session. In each station, students were expected to perform the designated clinical task/s in response 
to a medical scenario based on the information provided via a briefing sheet, the simulated patient 
and/or diagnostic testing results. Examples of tasks were: breaking bad news to a simulated patient; 
interpreting a chest X-ray; writing a prescription; or making a diagnosis and explaining the 
management plan to a nurse. In order to assess all students within two consecutive days, four 
different sessions (i.e., Saturday morning and afternoon, and Sunday morning and afternoon) were 
conducted across four locations with concurrent or sequential cycles, as shown in Table 4.1. A set 
of 12 stations, with identical tasks and marking sheets but different simulated patients, was used for 
each group in each session across all locations, except for the Saturday morning session. Station 12 
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(s12) was different in Hospital 1 due to the difficulty in finding appropriate simulated patients. 
There were 42 unique stations in which six stations were used in more than one session in the Y1 
OSCE. 
Table 4.1. 
The Overall Organisation of the Y1 OSCE. 
Sessions Locations No. of Groups Total No. of Students 
Saturday morning Hospital 1 5 (concurrent) 98 
 Hospital 2 3 (sequential) 26 
 Hospital 3 2 (sequential) 14 
 Hospital 4 2 (sequential) 14 
Saturday afternoon Hospital 1 4 (concurrent) 77 
Sunday morning Hospital 1 4 (concurrent) 79 
Sunday afternoon Hospital 1 4 (concurrent) 68 
  Grand Total No. of 
Students 376 
 
Similarly, the Y2 OSCE consisted of 10 stations in a cycle with a total of 354 students. Each 
student completed a full cycle of 10 stations in a single allocated session. The overall organisation 
is shown in Table 4.2. A set of 10 stations, with identical tasks and marking sheets but different 
simulated patients, was used for each group in each session across all locations. There were 28 
unique stations in which 12 stations were used in more than one session in the Y2 OSCE.  
 
Table 4.2. 
The Overall Organisation of the Y2 OSCE. 
Sessions Locations No. of Groups Total No. of Students 
Saturday morning Hospital 1 6 (concurrent) 93 
 Hospital 2 3 (sequential) 26 
Saturday afternoon Hospital 1 6 (concurrent) 96 
Sunday morning Hospital 1 5 (concurrent) 79 
Sunday afternoon Hospital 1 4 (concurrent) 60 
  Grand Total No. of 
Students 354 
 
The overall organisation of the Y1 and Y2 OSCEs concludes the information about the site.  
4.5 Participants 
The participants were the final-year OSCE examiners for the MBBS program. In the Y1 
OSCE, 159 examiners independently assessed 376 students, and 141 of these examiners (88.7%) 
provided consent for using their scores for this study. In the Y2 OSCE, 143 examiners 
independently assessed 354 students, and 111 of these examiners (77.6%) gave consent. Of these 
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111 examiners, 51 also examined in the Y1 OSCE. The comparison of their scores awarded to 
students in the Y1 and Y2 OSCEs was used to evaluate the impact of providing examiners with 
structured feedback on their subsequent judgement behaviours. Figure 4.4 illustrates the entire 
series of tasks that an examiner (j1), who examined in both the Y1 and Y2 OSCEs, undertook in 
this study. 
 
Figure 4.4. The entire series of tasks that an examiner (j1) undertook in this study. 
 
The next section presents the instruments employed in this study. 
4.6 Instruments 
4.6.1 OSCE marking sheets. 
The OSCE marking sheets were developed by clinicians and medical educators within the 
medical school and I had no input in setting the marking standards and criteria. The design of 
marking sheets in the Y1 and Y2 OSCEs followed the same format as that shown in Appendix A. 
There were three parts on a marking sheet for each station. The first was Part A: Criteria-based 
Scoring, for which there is a list of relevant criteria to assess a specific clinical skill or a clinical 
scenario. An example is an OSCE station aiming to assess a student’s ability to correctly interpret a 
Pap smear report; to break the bad news to the simulated patient about the test results; to explain the 
steps in subsequent assessment and management; and, to respond to the distressed patient and 
answer questions. The marking criteria listed on the marking sheet were: approach to patient; 
confirmation of diagnosis; management; and, responses to questions from patient. A number of 
checklist points were also included under each marking criterion to guide examiners (Appendix A).  
Although the marking criteria were different for each station and varied in number, the 
marking standards were the same for each criterion in all the stations. Examiners were required to 
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mark each student’s performance based on the following marking standards related to achievement: 
very well; well; partially; poorly; or, not at all. The second part of each marking criteria sheet was 
Part B: Overall Impression, which asked for the examiner’s overall impression of a student’s 
performance in a station. This part was identical for all stations and examiners were required to 
assess each student based on the following marking standards: pass; borderline; fail or 
unacceptable/unsafe. Part C of the marking sheet asked the examiners to provide comments, 
particularly for the borderline or fail students. The scope of this study focuses on the scores given 
by the consenting examiners in Part A to explore consistency of examiner judgements of final-year 
student OSCE performance. 
4.6.2 Semi-structured interviews. 
Conducting interviews is a widely-used data collection method in qualitative research to 
explore the participants’ perceptions of an issue, their interpretation of situations and their 
construction of reality (L. Cohen, Manion, & Morrison, 2011; Punch & Oancea, 2014). Based on a 
naturalistic and interpretive philosophy, interviews extend ordinary conversations between an 
interviewee and an interviewer, in this case, between an examiner and me (Rubin & Rubin, 2005). 
An examiner was considered as a partner in the interview process, who contributed by describing 
their own experiences or articulating the reasons for their actions.  
Moreover, the level of standardisation of interview questions in terms of their sequence and 
number determine the degree of structure in an interview (Punch & Oancea, 2014). According to 
the continuum model for interviews (Minichiello, Aroni, Timewell, & Alexander, 1990), structured 
interviews are at one end of the continuum, in which all questions are pre-defined with pre-set 
response categories and are asked in the same sequence. At the other end of the continuum are 
unstructured interviews, in which there is only an open-ended question to begin the interview 
process without any further pre-defined questions, and the interviewer asks specific follow-up 
questions based on the interviewee’s responses. Semi-structured interviews are in the middle of the 
continuum, and are guided by a set of questions and prompts for follow-up discussion, but also have 
the flexibility for the interviewer to adapt the questions according to the specific situations and 
answers (Minichiello et al., 1990; Punch & Oancea, 2014). The rationale for using semi-structured 
interviews in this study was that they allowed me to obtain a description of the examiners’ life- 
world with respect to the pre-defined topics: their interpretation of examiner judgements on the 
themes of leniency and stringency, influential factors, examiner training, and provision of feedback. 
I was also able to be flexible in adapting the order and forms of questions to explore specific 
examiners’ responses in more depth (Brinkmann & Kvale, 2015). 
I conducted pre-feedback and post-feedback semi-structured interviews with the examiners. 
I prepared an interview protocol for each round of the interviews in the form of an interview guide, 
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which outlined the specific questions to be addressed throughout the interview. I used the guide as a 
checklist to ensure that I had covered all the important issues by the conclusion of an interview 
(Insitu Center for Socially Engaged Design, 2016; Patton, 2015). Table 4.3 presents the specific 




Research Questions and Specific Questions in the Pre-feedback Semi-structured Interviews. 
Research Questions Specific Questions 
RQ1. From the examiners’ perspectives, 
what are the factors that influence 
examiners in their judgements of student 
performance in clinical examinations?  
 
With your experience as an OSCE examiner, what do 
you see as the major challenges in making 
judgements of student performance in clinical 
examinations/OSCEs? 
How do you interpret ‘leniency’ and ‘stringency’?  
Do you perceive yourself as a lenient or as a stringent 
marker? Why? 
What are the factors that influence your judgement as 
a lenient or as a stringent examiner? 
What are the factors that influence your judgement of 
medical student performance in the OSCE? 
RQ2. How does providing examiners 
with structured feedback about their 
judgements, through comparisons with 
their peers’ scores, affect the consistency 
of the examiners’ scores? 
 
RQ3. What are the factors that impact the 
effectiveness of structured feedback 
provided to the examiners in changing 
their marking behaviour?  
 
In what ways do you think providing you with 
feedback on your OSCE marking of medical students, 
through comparison with your peers’ marks, assists in 
increasing the reliability of examiner scores?   
 
RQ4. What are the examiners’ proposed 
training strategies that may enhance the 
consistency of examiner judgements? 
From the OSCE examiner’s perspective, what does 
‘examiner training’ mean to you? 
Have you ever participated in any form of examiner 
training? Why/Why not? 
What are the characteristics of effective strategies for 
the faculty development of OSCE examiners in 
relation to assessment and examiner training? 
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For the post-feedback semi-structured interviews, an interview guide similar to that used for 
pre-feedback semi-structured interviews was also developed. It outlined the specific questions to be 
asked the examiners about the usefulness of the structured feedback reports, how and why they 
would or would not use the information to change their judgement behaviours in future OSCEs, and 
further suggestions for examiner training strategies. Table 4.4 presents the specific questions in the 




Research Questions and Specific Questions in the Post-feedback Semi-structured Interviews. 
Research Questions Specific Questions 
RQ1.From the examiners’ perspectives, 
what are the factors that influence 
examiners in their judgements of student 
performance in clinical examinations?  
 
Since you didn’t know the pass mark of the station at 
the time you marked the student performance, how 
do you determine the standard of each student’s 
performance for each marking criterion in the first 
part of the marking sheet? What are the factors that 
come to your mind? 
What are the challenges of making judgements of 
student performance in the OSCE/clinical 
examinations? 
RQ2. How does providing examiners 
with structured feedback about their 
judgements, through comparisons with 
their peers’ scores, affect the consistency 
of the examiners’ scores? 
 
RQ3. What are the factors that impact the 
effectiveness of structured feedback 
provided to the examiners in changing 
their marking behaviour?  
 
How do you find the feedback report provided, in 
terms of its usefulness in calibrating your judgement 
of student performance in the OSCE? 
Have you used the information provided when you 
marked subsequent OSCE/clinical examinations? 
How? Why and why not? 
 
 
RQ4. What are the examiners’ proposed 
training strategies that may enhance the 
consistency of examiner judgements? 
Any suggestions for further training/feedback 
strategies to improve the consistency of examiner 
judgements in clinical examinations? 
 
 
4.6.3 Structured feedback reports. 
The structured feedback reports presented the examiners with data about the mean and range 
of scores given for an OSCE station, as well as comparisons with the judgements of the examiners 
in the same station and the entire examiner cohort. The report began by introducing the background 
of the station in which the examiner was involved, the marking criteria and the total score available 
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for the station. There were three parts to the report: the first part consisted of a graph showing the 
distribution of an examiner’s scores awarded to students in a station (Figure 4.5). Using an extract 
of Examiner 1’s structured feedback report, this graph was complemented by written information 
about Examiner 1’s mean score, which was 21.8 with the range from 12 to 30, and the pass mark of 
the station was 11. 
 
Figure 4.5. Distribution of an examiner’s scores awarded to students in a station. 
 
The second part of the report showed the comparison of an examiner’s scores to the other 
examiners in the same station (Figure 4.6).   
 
Figure 4.6. Comparison of an examiner’s scores to these of the other examiners in the same station. 
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A box-plot was used to illustrate the maximum, 75th percentile, median, 25th percentile and 
minimum scores given by each examiner, as shown by the orange arrows in Figure 4.6. According 
to the Statistical Package for the Social Sciences (SPSS), the T-bars which are referred to as 
whiskers show the values that are within the extension of 1.5 times of the box’s height. The box’s 
height is the inter-quartile range (IQR) which is calculated by subtracting the value of the 25th 
percentile from that of the 75th percentile. The box-plots also show the presence of outliers whose 
values are either greater or smaller than 1.5 times the IQR (IBM Knowledge Center, 2012). Refer to 
Figure 4.6, the median score that Examiner 1 awarded to the students was 24 with no outliers. 
Finally, the third part of the report showed the comparison of an examiner’s mean 
percentage score with those of all the examiners in the Y1 OSCE using a bar graph (Figure 4.7). 
Figure 4.7. Comparison of an examiner’s mean percentage score among all examiners in the Y1 
OSCE. 
 
Each examiner was informed of their rank on the continuum from the most stringent (1st) to 
the most lenient (141th) examiner. Examiner 1 was ranked as the 97th examiner on this bar graph. 
My contact details were included at the conclusion of the report for further enquiries from the 
examiners. 
The description of the structured feedback report concludes this section about the 
instruments used in this study. The next two sections present details about the role of the researcher 

















Comparison of mean percentage scores among all consenting examiners (N = 141)
in Y1 OSCE
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4.7 Role of the Researcher 
This study commenced when I was a full-time professional staff member at the School of 
Medicine at this university. I considered my role to be as an insider-observer in the research 
process, as I was very familiar with the site and had already developed good rapport with both the 
academic staff and the OSCE examiners. There were costs and benefits of being an insider of this 
study. On one hand, my familiarity with the site and people could potentially lead to undue biases in 
my perception of particular positive or negative data (Dwyer & Buckle, 2009). It was also more 
difficult at times to convince my participants that this study was independent of my role at this 
medical school. On the other hand, being an insider, not only had I better access to the potential 
participants, but also I was accepted and acknowledged for my expertise in higher education, which, 
in turn, led to the participants being more open and engaged with in-depth discussions of the 
interview questions (Dwyer & Buckle, 2009). 
I also recognised the imbalance of power between the interviewer and interviewee in the 
semi-structured interviews. I clearly had more power than the participants in controlling the 
conversation by deciding the broad topics of the interview questions and following up critically on 
their responses on specific issues (Brinkmann & Kvale, 2015; Magnusson & Marecek, 2015; Rubin 
& Rubin, 2005), although the participants had some power in terms of how they responded to my 
questions or refused participation (Magnusson & Marecek, 2015). Moreover, since some of my 
participants were employed by this university, they might have had concerns about the impact on 
their employment if they provided negative comments about the medical school in the interviews. 
Consequently, I implemented additional steps to protect the anonymity of the participants 
and to minimise the level of perceived pressure. An example is that I read out the disclaimer at the 
beginning of every interview stating that the information collected would be de-identified and used 
only for this study. It would not have any implications for the participants’ employment with their 
healthcare providers or the School of Medicine. The participants could withdraw from the interview 
at any time.  
In addition, I analysed and categorised the interview data as themes, and reported them as 
composite results and de-identified quotations from the examiner cohort (Creswell, 2014). While it 
was not possible to entirely eliminate my subjectivity in the data collection and analysis process, I 
always noted down any prejudices that might affect my interpretation of the data and critically 
reflected on them and discussed them with my supervisors.  
4.8 Ethical Considerations 
Prior to the commencement of this study, ethical clearance was obtained from this 
University’s Behavioural & Social Sciences Ethical Review Committee (Appendix B). Only those 
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examiners who provided their consent would have their scores identified solely for the purpose of 
this research and they would receive the structured feedback reports. The feedback reports 
contained information about an individual examiner’s scores awarded to students, in comparison to 
those of their peers who were de-identified.  
4.9 Procedures 
This study comprised two phases with voluntary participation from the examiners in the Y1 
and Y2 OSCEs. Figure 4.8 illustrates each step of the procedures and the instruments involved. 
 
Figure 4.8. Each step of the procedures in Phases 1 and 2 of this study. 
 
4.9.1 Phase 1: Step 1.1. 
Phase 1 began with all examiners in the Y1 OSCE receiving an email, with the participant 
information sheet attached (Appendix C), inviting them to participate in this study. Examiners were 
invited to provide their informed consent to use their OSCE scores awarded to students and/or to 
participate in the pre-feedback semi-structured interviews via an online link. Participation in the 
interviews was voluntary. 
4.9.2 Phase 1: Step 1.2. 
Quantitative data comprising the examiners’ scores awarded to students in the Y1 OSCE 
were collected through the OSCE marking sheets. The purpose of exploring the examiner scores 
was to investigate the consistency of examiner judgements of student performance. 
4.9.3 Phase 1: Step 1.3. 
In the pre-feedback semi-structured interviews, I interviewed 17 examiners to obtain 
qualitative data at a time and place convenient to them. These interviews explored the examiners’ 
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interpretation of leniency and stringency in making judgements, and their self-perceptions as to 
whether they were a lenient or a stringent examiner. I also asked the examiners if they perceived 
that the provision of feedback and the conversation around their OSCE marking behaviour would 
assist in increasing their marking consistency in comparison with other examiners assessing 
students in the same station and the entire examiner cohort. I also asked them about the factors 
influencing examiner judgements, as well as possible effective strategies in examiner training.  
4.9.4 Phase 1: Step 1.4. 
I distributed the individual examiner structured feedback reports to the examiners who 
consented to participate in this study approximately two weeks prior to the Y2 OSCE. The reports 
outlined the examiners’ distribution of scores awarded to the students and their respective marking 
positions in the Y1 OSCE examiner cohort.  
4.9.5 Phase 2: Step 2.1. 
Phase 2 began with all examiners receiving an email, with the participant information sheet 
attached (Appendix D), inviting them to participate in the post-feedback semi-structured interviews. 
This invitation was also applicable for those examiners who did not assess students in the Y1 
OSCE, asking them to consider providing their informed consent to use their OSCE scores awarded 
to students for this study. Participation in the interviews was voluntary. I interviewed 12 examiners 
using semi-structured interviews at a time and place convenient to them to collect more qualitative 
data exploring the usefulness of the structured feedback reports, how and why they would or would 
not use the information to change their judgement behaviour in future OSCEs, and further 
suggestions for examiner training strategies. The purpose of collecting these data was to help 
providing insights into the effectiveness of structured feedback as an examiner training strategy and 
the proposed training that, from the examiners’ perspectives, may enhance consistency of examiner 
judgements. 
4.9.6 Phase 2: Step 2.2. 
Finally, I explored and compared the examiners’ scores in the Y1 and Y2 OSCEs. The 
comparison of the scores provided by the examiners who assessed students in both OSCEs was used 
to evaluate the impact of providing examiners with structured feedback on changing examiner 
judgement behaviour in subsequent OSCEs. 
4.10 Ensuring Validity of the Study 
To enhance the credibility and internal validity of my study, which refers to the extent to 
which my research findings correspond to the reality (Merriam, 2009; Merriam & Tisdell, 2016), I 
undertook data triangulation by checking the statistical analyses against the examiners’ responses to 
the factors which impacted on their judgements, as well as the effectiveness of the feedback strategy 
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implemented. For the statistical analyses, the focus was to develop a better understanding of the 
contribution of examiners’ variance to their scores awarded to students in the OSCE. This was 
undertaken with the acknowledgement that factors other than the examiners’ own inconsistencies, 
such as the variations in the OSCE station difficulty and student ability could potentially have an 
impact on the scores. Therefore, I presented not only the variances of examiner stringency, but also 
variances of the stations and student ability contributing to the scores in the results in Chapter 5, 
Section 5.9. 
In addition, data triangulation assisted in refining and confirming the findings from different 
sources of data (Creswell, 2014). My supervisors analysed a proportion of the interview data 
independently. Through discussing and comparing the findings with my supervisors, I also engaged 
in investigator triangulation (Merriam, 2009; Merriam & Tisdell, 2016). 
Furthermore, I conducted 17 pre-feedback and 12 post-feedback semi-structured interviews. 
The number of feasible interviews was dependent on the availability and willingness of the 
examiners who volunteered to be the OSCE examiners in the first place, which could introduce 
volunteer bias as a threat to validity. While it was not possible to eliminate the volunteer bias, I 
employed the Comparative Method for Themes Saturation (CoMeTS) (Constantinou, Georgiou, & 
Perdikogianni, 2017) to ensure the number of interviews conducted was sufficient to address my 
research questions and allow transferability of the results to other contexts (Morse, 2015). I 
compared themes developed from each interview, one after the other, to ascertain whether any new 
themes emerged. This comparison ceased when no new themes were developed, and therefore 
saturation of data had been achieved. I also reordered the sequence of the interviews to check 
saturation (Constantinou et al., 2017). 
4.11 Data Analysis for Examiners’ Scores and Semi-structured Interviews 
I adopted a mixed-methods approach in collecting both quantitative and qualitative data via 
the examiners’ scores and semi-structured interviews. Creswell and Plano Clark (2011) suggested 
that in mixed-methods research, quantitative and qualitative data should be analysed separately, as 
well as being “mixed” (Creswell & Plano Clark, 2011, p. 203) and analysed collectively using 
mixed methods analysis. Based on the analytical frameworks discussed in Chapter 3, G Theory 
informed the analysis of quantitative data comprising the examiners’ scores, and CHAT informed 
the analysis of qualitative data comprising the examiners’ responses from the semi-structured 
interviews.  
Employing an inductive approach, I undertook open coding (Merriam, 2009; Merriam & 
Tisdell, 2016) and axial coding (Corbin & Strauss, 2015) of the qualitative data. Subsequently, I 
conducted mixed-methods data analysis to draw “meta-inferences” (Teddlie & Tashakkori, 2009, p. 
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300) which are interpretations of how the data answer my research questions based on the 
quantitative and qualitative data separately, as well as across the two types of data (Creswell & 
Plano Clark, 2011). The following sections present the steps involved in analysing the quantitative 
and qualitative data in detail: data preparation; data exploration; data analysis, and data 
interpretation. 
4.11.1 Quantitative data analysis of examiners’ scores using G Theory. 
G Theory was applied to analyse the examiners’ scores of the Y1 and Y2 OSCEs. It allows 
the estimation of error variances from multiple sources within a single measurement (Bloch & 
Norman, 2012; Iramaneerat et al., 2008). In this study, the focus was on the examiners’ scores 
awarded to students based on their performance at an OSCE station. The possible sources of error 
were the examiners’ judgements, students’ ability, and difficulty of the stations. The initial step of 
analysing the quantitative data was to prepare the dataset.  
 4.11.1.1 Data preparation.  
To prepare each dataset for the examiners in the Y1 and Y2 OSCEs, I removed the scores of 
the examiners who did not consent to participate in this study, and assigned a unique identifier for 
each consenting examiner. According to the rules set up by this medical school, the marking 
standards: very well; well; partially; poorly; or, not at all on the first part of the marking sheet were 
recorded as 6; 4; 2; 1; or, 0, respectively. For both Y1 and Y2 OSCEs, the minimum number of 
marking criteria for a station was three and the maximum was seven. Therefore, the range of 
maximum scores was from 18 to 42.  As the majority of the stations had five marking criteria and 
hence a total score of 30, I transformed all the numerical scores to have the same denominator of 30 
for objective comparisons between the examiners’ scores. Finally, I identified the 51 examiners 
who examined in both Y1 and Y2 OSCEs, and the group of examiners who examined in both 
OSCEs, and in at least one station common across both OSCEs, for further analysis. 
 4.11.1.2 Data exploration.  
To explore the examiners’ scores, I undertook a descriptive analysis comparing the overall 
mean scores given by all the examiners in the Y1 and Y2 OSCEs respectively. I also compared the 
median score and the range of scores given by the examiners at each OSCE station in each session. 
The outcomes of the descriptive analysis provided information about the variations in the 
examiners’ scores. 
 4.11.1.3 Data analysis. 
G Theory acknowledges that the examiners’ scores of student OSCE performance is the 
combination of the true score of a student’s performance and multiple sources of variation (Bloch & 
Norman, 2012). I conducted a Generalisability Study (G Study) on the examiners’ scores as a 
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variance component analysis using a Minimum Norm Quadratic Unbiased Estimation (MINQUE) 
procedure in the Statistical Package for the Social Sciences (SPSS) Version 24.0. Analysis 1 of this 
G Study explored the magnitude of the variance contributed by a large cohort of examiners (Nj = 
141) in their scores awarded to a large cohort of students (Np = 376) in the Y1 OSCE. 
Controlling the differences within the examiner cohort, Analysis 2 compared the magnitude 
of the variance contributed by 51 examiners, who assessed students in both Y1 and Y2 OSCEs, 
before and after feedback was provided prior to the Y2 OSCE. Furthermore, controlling the 
variance of station difficulty and focussing on the stations that were common across both OSCEs, 
Analysis 3 compared the magnitude of the variance contributed by the group of examiners who 
examined in both OSCEs and in at least one station common across both OSCEs before and after 
feedback.  
Using G Theory, I was able to explore a range of error variances that might contribute to the 
examiners’ scores, such as the discrepancies in examiners’ judgements, students’ abilities and 
differences in the OSCE stations. G Theory also facilitated the identification of factors that were 
responsible for the substantial share of errors in the examiners’ scores in this study (Iramaneerat et 
al., 2008). 
 4.11.1.4 Data interpretation. 
Results from Analysis 1 of this study quantified the magnitude of the variance contributed 
by the large cohort of examiners in the Y1 OSCE. I compared the findings of my study with 
previous research studies in the literature and identified the similarities and differences of the results 
(Creswell & Plano Clark, 2011). I also considered the reasons for any differences in terms of the 
characteristics of the medical school in my study, for example, size of enrolments, number of 
examiners involved and the structure of the OSCE. 
In addition, results from Analysis 2 quantified the variance contributed by 51 examiners 
who assessed students in both Y1 and Y2 OSCEs, and that from Analysis 3 for the group of 
examiners who examined in both OSCEs and in at least one station common across both OSCEs 
before and after feedback. These results provided insights into the possible impact of providing 
structured feedback to examiners on changing their subsequent marking behaviours, and also 
quantitative evidence to answer RQ2 (Section 4.2). These results are discussed in Chapter 5. 
4.11.2 Qualitative data analysis of semi-structured interviews using CHAT. 
CHAT directed data exploration, analysis and interpretation of the semi-structured 
interviews to investigate a range of cultural, historical and social factors involved in the complex 
professional practice of examiners making judgements of student performance (Foot, 2014), as well 
as the effectiveness of providing examiners with structured feedback, and the examiners’ proposed 
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training strategies. The multi-dimensional approach of CHAT (Foot, 2014) facilitated the 
development of a deeper understanding of real-world qualitative data (Yamagata-Lynch, 2010) by 
considering the interactions between the examiners and the students in the final-year OSCE, which 
were mediated by a number of factors such as cultural values, political pressure and economic 
implications.  
In addition, the systemic approach of CHAT (Foot, 2014) introduced the strategy of activity 
system analysis (Yamagata-Lynch, 2010), which guided the development of the medical school’s 
OSCE activity system (AS1), and the OSCE examiners’ clinical work activity system (AS2). Refer 
to Section 3.3.3 in Chapter 3 for more details. This approach also facilitated the identification of the 
critical variables that impacted on the entire activity system such as the examiners’ conflicting 
beliefs, varying perceptions, divergent expectations and idiosyncratic marking practices, and hence 
developed meaningful information from complex qualitative data (Yamagata-Lynch, 2010). The 
impacts of these critical variables on the examiner judgements of student OSCE performance are 
discussed in Chapter 6. 
4.11.2.1 Data preparation.  
To prepare the semi-structured interview data for exploration and analysis, I transcribed four 
pre-feedback interviews and four post-feedback interviews into Word documents (Creswell & Plano 
Clark, 2011; Hesse-Biber & Leavy, 2011). As the focus of the data analysis was on thematic 
analysis rather than linguistic analysis, the transcriptions captured all the details of the 
conversations using the simplified transcription symbols suggested by Silverman (2013). This 
simplified approach allowed me to transcribe the data in a much more rapid way that answered the 
research questions by “mapping the woods” rather than “chopping up trees” (Macnaghten & Myers, 
2004, p. 74), which produces a fine-grained sequential analysis that was not the focus of my study 
and might have run the risk of losing sight of the research problems (Silverman, 2013).  
After transcribing eight interviews, I had developed the basic skills in transcription. Due to the 
number of interviews and time available, the remaining 13 pre-feedback interviews and eight post-
feedback interviews were transcribed by a transcription company. To ensure the transcriptions were 
accurate, I listened, reviewed and read all the transcripts to prepare for the next stage of data 
exploration and analysis. 
4.11.2.2 Data exploration. 
To explore the interview data, I read and re-read the transcriptions to develop a 
comprehensive understanding of the data (Creswell & Plano Clark, 2011). When I read an excerpt 
of a transcript for the first time, I wrote down short memos about the general topics in the margins 
of the transcript. Subsequently, when I read the transcript again, I expanded on the memos to 
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include my initial interpretation and its possible relationship with CHAT. These short memos were 
fundamental in developing codes in the next step of data analysis (Creswell & Plano Clark, 2011). 
4.11.2.3 Data analysis. 
I adopted an analytic inductive approach to analyse the interview data. This is a “systematic 
examination of similarities within and across cases to develop concepts, ideas, or theories” (Pascale, 
2011, p. 53). I began the inductive process by hand-coding the data line-by-line and made notations 
of my comments and queries in the margins, similar to the previous step of data exploration. Since I 
undertook the coding without any preconceived ideas (Brinkmann & Kvale, 2015) and was open to 
any possibilities, this process was referred to as open coding (Merriam, 2009; Merriam & Tisdell, 
2016). Progressively, I created an emergent set of codes with the associated memos and notations.  
Then, I classified all the open codes into different groupings using axial coding (Corbin & 
Strauss, 2015), which is a process to develop more rigorously specified and elaborated codes 
through interpretation and reflection on their meanings (Richards, 2005; Willis, 2013). The 
groupings also reflected the core elements of CHAT in the medical school’s OSCE activity system 
(AS1), such as the subject (examiners), tools and rules set up by this medical school. Refer to 
Section 3.3.2 for further details. Successively, I conducted open and axial coding on every 
transcript. By comparing the groupings developed from the transcripts, I identified the recurring 
patterns of the groupings and consolidated them into a set of themes (Merriam, 2009; Merriam & 
Tisdell, 2016).  
4.11.2.4 Data interpretation. 
By examining the set of themes that emerged through the lens of CHAT, I developed a 
deeper understanding of how different elements such as the subject, rules, community, tools and 
division of labour in the medical school’s OSCE activity system (AS1) interacted with each other 
and created tensions. I also investigated the individual examiners’ responses to further understand 
how these tensions and other cultural, historical and social factors affected the complex professional 
practice of examiners making judgements of student performance. Additionally, I explored the 
effectiveness of the structured feedback by investigating its impact on changing the examiners’ 
subsequent marking behaviours, as well as the examiners’ proposed training strategies. The ultimate 
aim was to address RQ1, RQ2 and RQ4 (Section 4.2). The results are presented and discussed in 
Chapters 6 and 7. 
4.12 Strategies for Mixed-methods Data Analysis 
I undertook mixed-methods data analysis in both phases of this study. In Phase 1, I adopted 
an explanatory sequential design to firstly collect the quantitative data of the examiners’ scores in 
the Y1 OSCE, then the qualitative data from the semi-structured interviews with the examiners 
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(Creswell, 2014; Terrell, 2012). I began the data analysis by applying G Theory to develop a better 
understanding of the range of error variances that might contribute to the examiners’ scores, and 
particularly, to explore the variance contributed by the examiners. The quantitative analysis 
provided an informative starting point to explore the pre-feedback interview data using CHAT. The 
analysis of the qualitative data was critical to confirm or disconfirm the error variances found in the 
quantitative data (Teddlie & Tashakkori, 2009), and to identify and explain the factors that 
impacted on the examiners and led to the observed variance contributed by the examiners in making 
judgements of student OSCE performance (Creswell & Plano Clark, 2011). 
Conversely, I adopted an exploratory sequential design in Phase 2 by conducting interviews 
with the examiners before collecting and analysing their scores in the Y2 OSCE (Creswell, 2014; 
Terrell, 2012). I began the mixed-methods analysis by analysing the post-feedback interview data to 
identify the attributes of the following groups of examiners who received the structured feedback 
reports and who: 
 Perceived they did not need to change their marking behaviour; 
 Were resistant to change their marking behaviour; 
 Were neutral about changing their marking behaviour; or 
 Were willing to change their marking behaviour. 
Using CHAT, I analysed the associated factors that influenced the examiners’ decisions 
about changing their marking behaviour. Subsequently, I applied G Theory to evaluate the 
differences of variances contributed by the 51 examiners, who assessed students in both Y1 and Y2 
OSCEs, and that from the group of examiners who examined in both OSCEs and in at least one 
station common across both OSCEs before and after feedback.  
I adopted the mixed-methods approach in which the results of statistical analysis of the 
examiners’ scores based on G Theory were complemented by the CHAT analysis of the qualitative 
data obtained by interviewing the examiners. This powerful mix of data contextualised the meaning 
and depth of the numerical outcomes (Miles & Huberman, 1994; Teddlie & Tashakkori, 2009). 
4.13 Summary 
This chapter presented an overview of the research design methodology and data analyses of 
my study. Chapters 5 to 7 will discuss the findings from the data analysis in detail. The next chapter 
presents the analysis of the examiners’ scores awarded to students in the final-year OSCEs using G 
Theory, and discusses the impact of providing examiners with structured feedback. 
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Chapter 5  
Impact of Providing Objective Structured Clinical Examination (OSCE) 
Examiners with Structured Feedback on their Marking Behaviour 
5.0 Introduction  
The aim of this chapter is to address RQ2: How does providing examiners with structured 
feedback about their judgements, through comparisons with their peers’ scores, affect the 
consistency of the examiners’ scores? Using the analytical framework of Generalisability Theory 
(G Theory), I conducted a Generalisability Study (G Study) including three analyses of the 
examiners’ scores awarded to students in the final-year OSCEs. These analyses provided insights 
into the sources of variance contributing to the examiners’ scores by a large cohort of examiners, 
and any observed changes before and after structured feedback was provided to the examiners. 
A critical challenge identified in previous research is that student scores are susceptible to a 
number of different types of examiner variances (Crossley, Davies, Humphris, & Jolly, 2002; 
Harasym et al., 2008; McManus et al., 2006). An example is related to construct-irrelevant reasons 
such as an examiner tends to use the top end of the rating scale consistently when assessing students 
who wear pressed shirts to the examinations. Examiner stringency and leniency, and their 
subjectivity are unwanted sources of variance (C. Roberts et al., 2010) that influence the 
consistency of examiner judgements of student performance. The examiner stringency and leniency 
variance, commonly known as the hawk-dove effect (Crossley et al., 2002; Harasym et al., 2008; 
McManus et al., 2006), describes the situation in which more stringent examiners demand a higher 
level of performance and thus give lower scores to students than more lenient examiners (Harasym 
et al., 2008; McManus et al., 2006). Examiner subjectivity describes the preference of examiners for 
particular students, irrespective of the assessment domain of interest (Crossley, Johnson, Booth, & 
Wade, 2011). Table 5.1 shows a summary description of different types of examiner variances 
which are adapted from C. Roberts et al. (2010). The first column shows the original types of 
interviewer variances in the context of selecting students for medical entry (C. Roberts et al., 2010). 
The second column shows the adapted types of examiner variances and the third column describes 
how they are applied in the context of judging student performance in this study. 
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Table 5.1. 
A Summary Description of Different Types of Examiner Variances. Adapted from C. Roberts et al. 
(2010, p. 691). 
Different Types of 
Interviewer Variances  
(C. Roberts et al., 2010) 
Different Types of 
Examiner Variances 
 





1. Examiner stringency 
and leniency  
The tendency of examiners to use either 










The practice that an examiner favours 
different stations in a different manner 











The practice that an examiner favours or 
marks down a particular student on 
every marking criterion in a consistent 
manner comparing with the examiner’s 
usual stringency. This may be due to 
construct-relevant reasons such as the 
preferred approach to building rapport 
with patients or construct-irrelevant 
reasons such as a student who wears a 





ii. Examiner  
station-specific 
subjectivity 
The practice that an examiner favours or 
marks down a particular station with 
every student in a consistent manner 
comparing with the examiner’s usual 
stringency. This may due to construct-
relevant or construct-irrelevant reasons. 
 
3. Interaction between 
interviewer, 
candidate and the 
multiple mini-
interview question  
 
3. Interaction between 
examiner, student 
and station  
This refers to true inconsistency and 
often shows as a measurement error. 
 
Concerns have been raised that examiner stringency and leniency, and subjectivity in 
judging student performance in high-stakes OSCEs (Bartman et al., 2013) may have a significant 
and direct influence on the robustness of decisions on student progression, certification and, 
ultimately, affect the quality of patient care delivered by future doctors (Gingerich et al., 2014). 
Given the consequential influence of examiner variability on judgements about student 
performance, the question arises as to whether examiner training may impact examiner variability 
and enhance the robustness of the OSCE as a high-stakes assessment.  
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Previous studies have reported the outcomes of implementing examiner training to minimise 
variations in examiner judgements (Cook et al., 2009; Holmboe et al., 2004; Malau-Aduli et al., 
2012; Pell et al., 2008). Refer to Section 2.8 in Chapter 2 for further details. However, I did not find 
any studies that have explored the effectiveness of providing examiners with structured feedback as 
a training intervention. The underlying basis of the structured feedback design relates to the three 
distinct but mutually inclusive perspectives of examiner cognition in the literature: examiners are 
trainable; examiners are fallible; or they are meaningfully idiosyncratic (Gingerich et al., 2014). 
This study aligned with the perspective that examiners are trainable, which was evident in the 
design of the structured feedback reports as examiners were presented with data about the mean and 
range of scores awarded to students in an OSCE station, as well as comparisons with the examiners 
in the same station and the entire examiner cohort. Refer to Section 4.6.3 in Chapter 4 for details 
about the information shown in the structured feedback reports.  
This study contributes to extending the existing literature about the impact of examiner 
training when structured feedback is introduced into a high-stakes summative OSCE. I applied G 
Theory to explore the impact of structured feedback by computing and comparing the magnitude of 
the examiner leniency and stringency variance contributing to the examiners’ scores, before and 
after feedback in the high-stakes summative OSCEs. The anticipated outcome was that such 
structured feedback would have a constructive impact on the examiners’ marking behaviour when 
they assessed students in subsequent OSCEs. 
5.1 Key Points of Generalisability Theory (G Theory) 
In Chapter 3, I provided an overview of the applicability of Generalisability Theory (G 
Theory) (Brennan, 2010; Cronbach et al., 1972) to provide meaningful measures for my study. To 
recap, for a student being assessed at a single OSCE station, the student score is a combination of 
the true score of their performance and multiple sources of construct-irrelevant error variance 
(Bloch & Norman, 2012), including examiner stringency and leniency variance. Applying G Theory 
in this study allows the estimation of multiple sources of variance simultaneously and quantification 
of those variances (Bloch & Norman, 2012; Briesch et al., 2014) which most influenced the OSCE 
examiners’ scores. It also allows the comparison of the magnitude of examiner stringency and 
leniency variance contributing to the examiners’ scores before and after feedback, controlling for 
the other variables. 
5.2 Design of the Generalisability Study (G Study) 
The design of this Generalisability study (G Study) was a partially naturalistic study in 
which a secondary examination of assessment data was undertaken on two occasions, that is, the Y1 
and Y2 OSCEs. My study introduced the intervention of the examiner structured feedback system 
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that had no influence on this medical school’s OSCE allocation plan such as decisions about which 
examiners were assigned to which stations. Accordingly, this G Study design was constrained by 
the particular structures of the final-year OSCE in this medical school. The underlying design 
adopted in this study was a multifaceted G Study design (Marcoulides, 2000) described in Figure 
3.3 in Chapter 3, in which three facets were under investigation: examiners (j), students (p) and 
stations (s).  
However, to ensure the best estimates of examiner-related variances in this study, this 
multifaceted G Study was modified on account of my partially-crossed and unbalanced data (Bloch 
& Norman, 2012). The data were partially-crossed because only a proportion of students, not all, 
had the same set of examiners and thus the same set of stations. The dataset was unbalanced as 
there were a number of examiners assessing students in multiple stations within and across different 
sessions. This partially-crossed and unbalanced design facilitates the calculations of the following 
estimated variance components: 
1. Students (p), represented as Varstudent (Vp); 
2. Examiners (j), represented as Varexaminer (Vj); 
3. Stations (s), represented as Varstation  (Vs); 
4. Interaction between students and stations (p x s), represented as  
Varstudent*station (Vp*s); 
5. Interaction between examiners and stations (j x s), represented as  
Varexaminer*station (Vj*s); and, 
6. Measurement error (e), represented as Varerror (Verr). 
Moreover, the Venn diagram (Figure 5.1) illustrates the sources of variance in a partially-
crossed and unbalanced multifaceted design. 
 
Figure 5.1. The variances attributed to different sources in a partially-crossed and unbalanced 
multifaceted design. 
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With a single examiner assessing each single student in a single station, this G study allowed 
the calculations of the above listed six estimated variance components that contributing to the 
examiners’ scores in the final-year OSCEs. 
5.3 Research Design of this Study 
I adopted a quasi-experimental pre- and post-design as the most effective and efficient way 
of analysing the data collected over the Y1 and Y2 OSCEs. The overall design is shown in Figure 
5.2. Y1 represents the first year of this study during which the examiners’ scores were collected, 
and is the pre-feedback year. The OSCE examiners in Y1 had never had feedback about their 
marking behaviour. Y2 represents the second year of this study during which the examiners’ scores 
were collected, and is the post-feedback year. Examiners had received their structured feedback 
prior to assessing students in the Y2 OSCE. I conducted three analyses based on this research 
design, focusing on the ways in which examiner stringency and leniency impacted on their scoring 
of students, with the caveat of interpreting these results based on a partially-crossed and unbalanced 
design of this G Study. 
5.4 Context 
In order to provide the context of the study and the analyses, I briefly describe the logistics 
of a large-scale OSCE in this study. A single examiner assessed a single student in a single station. 
In both Y1 and Y2, the OSCE was held on two consecutive weekend days with morning and 
afternoon sessions across four geographical locations. Concurrent cycles were run at the 
metropolitan location. The number of OSCE stations was changed by the medical school during the 
study, so that there were 12 stations in the Y1 OSCE, and ten stations in the Y2 OSCE. These 
OSCE stations were selected from a prepared bank of stations developed over time by clinicians 
and medical educators within the medical school. As an internal quality control, the same set of 
stations, with identical tasks and marking sheets (but different simulated patients for the concurrent 
cycles), was used in the same session across all four locations (except for one station in one location 
in the Y1 OSCE). Differing sets of stations were used for each of the other three sessions across 
locations. Refer to Section 4.4.1 in Chapter 4 for more details. 
5.5 Participants 
The research participants were examiners of the final-year high-stakes summative OSCE. In 
the Y1 OSCE, 141 of 159 OSCE examiners (88.7%) consented for their scores to be used in this 
study. These examiners assessed 376 students in 42 unique stations. In the Y2 OSCE, 111 of 143 
examiners (77.6%) gave consent and they examined 354 students in 28 unique stations. The number 
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of students, examiners and stations involved in the Y1 and Y2 OSCEs for each of the three analyses 
are presented in Figure 5.2. 
 
Figure 5.2. The number of examiners, students, and stations involved in the Y1 and Y2 OSCEs for 
each of the three analyses.  
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5.6 OSCE Marking Sheet 
Each OSCE station had a specific marking sheet which followed the same format and had 
been developed over time by clinicians and medical educators within the medical school (Appendix 
A). Refer to Section 4.6.1 in Chapter 4 for more details about the marking sheet. This study focused 
on the examiners’ scores only in Part A of the marking sheet, which listed the relevant criteria, 
ranging from three to seven criteria to assess a specific clinical skill or in response to the particular 
clinical scenario in a station. For each marking criterion, there were checklist points to guide the 
examiners. Examiners rated each marking criterion of each student’s performance based on the 
following marking standards related to their achievement: very well; well; partially; poorly; or, not 
at all.  
Part B of the marking sheet was common to all OSCE stations. Examiners provided an 
overall impression rating of a student’s performance in a station independently of the checklist 
items for standard-setting purposes. The marking standards related to student achievement are as 
follows: pass; borderline; fail or unacceptable/unsafe. This part was outside the scope of this study, 
as the majority of examiners awarding a pass to students across all stations in both OSCEs which 
provided only limited discrimination of the examiners’ marking behaviour in their cohort. 
5.7 Intervention: Provision of Structured Feedback prior to the Y2 OSCE 
All consenting examiners (n = 141) from the Y1 OSCE received a structured feedback 
report via email approximately eight weeks before the Y2 OSCE. This feedback timing was 
anticipated to provide sufficient time for the examiners to reflect on the feedback prior to assessing 
students again in the Y2 OSCE. The rationale of this structured feedback report was to provide 
examiners with numerical and visual representation of data about their own marking behaviour and 
comparisons with the data from the consenting examiner cohort. The feedback was intended to 
prompt examiners to reflect on their marking behaviour, if their means, median and range of scores 
were vastly different from those of the cohort. Refer to Section 4.6.3 in Chapter 4 for details about 
the information shown in the structured feedback reports.   
In this study, I conducted statistical analysis of the G Study to explore the change of 
examiner stringency and leniency variance following the structured feedback that was provided to 
the examiners as a form of training intervention. 
5.8 Statistical Analysis 
A quasi-experimental pre- and post-design study facilitated the determination of the possible 
impact of providing the Y1 OSCE examiners with structured feedback on their marking behaviour 
in the subsequent OSCE. The aim was to explore the examiner stringency and leniency variance 
(Vj) impacting on the examiners’ scores before and after feedback. According to the rules 
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established by this medical school, the examiners’ scores recorded for Part A of the marking sheet 
were as follows, with the corresponding marking standards: very well (6); well (4); partially (2); 
poorly (1); or, not at all (0). I prepared the examiners’ scores for analysis as outlined in Section 
4.11.1.1 in Chapter 4. I then applied G Theory and undertook three analyses of the examiners’ 
scores in this partially-crossed and unbalanced design G Study. I generated variance component 
analyses of the examiners’ scores in the Y1 and Y2 OSCEs using a Minimum Norm Quadratic 
Unbiased Estimation (MINQUE) procedure in the IBM Statistical Package for the Social Sciences 
(SPSS) Version 24.0. MINQUE was selected because of the unbalanced dataset (Crossley et al., 
2007) used in this study. Each of the three analyses of the examiners’ scores addressed a specific 
question as follows: 
Analysis 1: What was the examiner stringency and leniency variance (Vj) for all consenting 
OSCE examiners in the Y1 OSCE? 
Analysis 2:  Controlling for the differences in the examiner cohort, what was the change in 
Vj for those examining in the Y1 OSCE, who received structured feedback and 
examined again in the Y2 OSCE? 
Analysis 3:  Controlling for the differences in the stations, what was the change in Vj for the 
group of examiners who assessed students in both the Y1 and Y2 OSCEs and in 
at least one common station across both OSCEs? 
The results of these analyses provided quantitative evidence to answer RQ2, which is further 
discussed in the next section. 
5.9 Results  
In this section, I present each analysis and the key findings including the variance 
components of: examiner stringency and leniency (Vj); station difficulty (Vs); and, student ability 
(Vp), followed by a short discussion of the implications of these results. 
5.9.1 Analysis 1: Examiner stringency and leniency variance (Vj) for all consenting 
OSCE examiners in the Y1 OSCE.  
Analysis 1 explored the question: What was the examiner stringency and leniency variance 
(Vj) for all consenting OSCE examiners in the Y1 OSCE? This analysis investigated the extent to 
which examiner stringency and leniency variance (Vj) contributed to the scores given by a large 
cohort of 141 examiners to 376 students in 42 unique stations in the Y1 OSCE. In Table 5.2, the 
first column lists all the variance components contributing to the examiners’ scores. The second 
column lists the corresponding variance component estimates and their proportions. The plain 
English explanations of the variance components are also presented. 
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Results revealed that the magnitude of Vj estimate contributing to these examiners’ scores 
was 6.61. In addition, the variance component estimate of station difficulty was 2.37 and that of 
student ability was 5.10. Both variance component estimates were smaller than Vj (6.61). This 
implied that both the consistent difference in the difficulty of the OSCE stations, and between 




Results for Analysis 1 of the G Study. 
Analysis 1: Variance component estimates contributing to the examiners’ scores in a large cohort of 
OSCE examiners (n = 141 in the Y1 OSCE), and the plain English explanations of the variance 
components. The bold orange text indicates adaptations made from the original presented by 
Crossley et al. (2007). 
Analysis 1 Pre-feedback  
(All consenting Y1 OSCE examiners (n = 141) 
Variance component Estimate (Proportion %) 
Varstudent (Vp) 5.10  (16.35) 
Varstation  (Vs) 2.37 (7.60) 
Varexaminer (Vj) 6.61 (21.19) 
Varexaminer*station (Vj*s) 0.52 (1.67) 
Varstudent*station (Vp*s) 16.59 (53.19) 
Varerror (Verr) 0 (0.00) 
Explanations of the variance components: 
Varstudent (Vp) Consistent differences between student ability across examiners and 
OSCE stations 
Varstation  (Vs) Consistent differences in OSCE station difficulty across students and 
examiners 
Varexaminer (Vj) Consistent differences in examiner stringency across students and 
OSCE stations 
Varexaminer*station (Vj*s) Varying case-specific stringency of examiners between OSCE 
stations across students 
Varstudent*station (Vp*s) Varying case aptitude of students between OSCE stations across 
examiners 
Varerror (Verr) Any residual variation that cannot explained by other factors 
 
 
I also explored the proportion of variance contributed by the examiner stringency and 
leniency (21.19%); station difficulty (7.60%); and, student ability (16.35%) (Table 5.2). The 
proportion of variance contributed by the examiner stringency and leniency was considerably large, 
even prior to the examiners receiving any structured feedback. This raises a particular concern that 
the scores awarded by the examiners might not necessarily reflect the student actual performance, 
but rather that the examiners’ scores were heavily influenced by their own stringency and leniency. 
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Analysis 2 investigated whether the provision of structured feedback could assist in minimising the 
magnitude of Vj that contributed to the examiners’ scores awarded to the students. 
5.9.2 Analysis 2: Change in Vj of those examiners who assessed students in both 
OSCEs. 
Analysis 2 explored the question: Controlling for the differences in the examiner cohort, 
what was the change in Vj for those examining in the Y1 OSCE, who received structured feedback 
and examined again in the Y2 OSCE? Analysis 2 investigated the extent to which examiner 
stringency and leniency variance (Vj) contributed to the scores given by the same 51 examiners who 
assessed students in both Y1 and Y2 OSCEs, and received the structured feedback reports eight 
weeks prior to assessing students in the Y2 OSCE (Figure 5.2). The purpose of restricting the 
sample to the same 51 examiners was to control the differences in the examiner cohort. These 
examiners were not assigned to the same stations, as only a few stations were used in both Y1 and 
Y2 OSCEs. Among these 51 examiners, they assessed students in 38 unique stations during the Y1 
OSCE and 27 unique stations during the Y2 OSCE. 
In Table 5.3, the first column lists all the variance components contributing to the 
examiners’ scores. The second column lists the corresponding variance component estimates for the 
Y1 OSCE examiners before feedback, and the third column lists the estimates for the Y2 OSCE 
examiners after feedback. Controlling for the differences within the examiner cohort, results 
revealed that the magnitude of Vj estimate contributing to the examiners’ scores was reduced from 
7.91 to 5.09 after feedback. This decrease appeared to further support the possible impact of 
providing structured feedback on the examiner stringency contributing to their scores awarded to 
students in the subsequent OSCE. 
 
Table 5.3. 
Results for Analysis 2 of the G Study. 
Analysis 2: Variance component estimates contributing to the examiners’ scores of the 51 
examiners who assessed students in the Y1 OSCE, who received feedback and assessed students 





Y1 OSCE examiners (n = 51) 
Estimate 
Post-feedback 
Y2 OSCE examiners (n = 51) 
Estimate 
Varstudent (Vp) 6.72 5.18 
Varstation  (Vs) 3.17 2.27 
Varexaminer (Vj) 7.91 5.09 
Varexaminer*station (Vj*s) 0 2.68 
Varstudent*station (Vp*s) 16.58 17.45 
Varerror (Verr) 0 0 
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Results also revealed that the variance component estimate of station difficulty was reduced 
from 3.17 to 2.27. This indicated that the consistent differences in OSCE station difficulty 
contributed less to the examiners’ scores in the Y2 OSCE. Moreover, the variance component 
estimate of student ability also was reduced from 6.72 to 5.18. This indicated that the consistent 
differences between student ability also contributed less to the examiners’ scores in the Y2 OSCE. 
Focusing on the Y2 OSCE in which these examiners had received structured feedback prior 
to assessing students in this OSCE, the estimates for the variance of examiner stringency and 
leniency (Vj); station difficulty (Vs); and, student ability (Vp) were 5.09, 2.27 and 5.18, respectively 
(Table 5.3). This implied that the consistent difference in examiner stringency contributed to the 
examiners’ scores to a degree that was similar to that between student ability. However, the 
consistent difference in OSCE station contributed the least to the examiners’ scores in the Y2 
OSCE.   
To further investigate the decrease in the examiner stringency after feedback, I controlled 
the variance of station difficulty by focusing on the stations that were common across both OSCEs 
in Analysis 3.  
5.9.3 Analysis 3: Change in Vj of those examiners who assessed students in at least one 
common station across both Y1 and Y2 OSCEs before and after feedback. 
Analysis 3 explored the question: Controlling for the differences in the stations, what was 
the change in Vj for the group of examiners who assessed students in both the Y1 and Y2 OSCEs 
and in at least one common station across both OSCEs? Analysis 3 investigated the extent to which 
examiner stringency and leniency variance (Vj) contributed to the scores given by the 26 examiners 
who assessed students in at least one common station before and after feedback. The composition of 
the 26 examiners from the Y1 OSCE was different from that in the Y2 OSCE (Figure 5.2). These 
examiners assessed students in 13 unique stations during the Y1 OSCE and 14 unique stations 
during the Y2 OSCE. 
In Table 5.4, the first column lists all the variance components contributing to the 
examiners’ scores. The second column lists the corresponding variance component estimates for the 
Y1 OSCE examiners before feedback, and the third column lists the estimates for the Y2 OSCE 
examiners after feedback. Controlling for the variance of station difficulty to focus on the stations 
that were common across both OSCEs, the magnitude of Vj estimate contributing to the examiners’ 
scores was reduced from 9.59 to 5.70 after feedback. This decrease shown by controlling the 
differences in station difficulty appeared to provide further evidence of the possible impact of 
structured feedback on examiner stringency. 
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Table 5.4. 
Results for Analysis 3 of the G Study. 
Analysis 3: Variance component estimates contributing to the examiners’ scores of those who 





Y1 OSCE examiner (n = 26) 
Estimate 
Post-feedback 
Y2 OSCE examiner1 (n = 26) 
Estimate 
Varstudent (Vp) 6.86 5.50 
Varstation  (Vs) 5.72 1.00 
Varexaminer (Vj) 9.59 5.70 
Varexaminer*station (Vj*s) 0 2.56 
Varstudent*station (Vp*s) 17.34 19.68 
Varerror (Verr) 0 0 
1The composition of the 26 examiners in the Y1 OSCE was different from that of the 26 examiners in the Y2 
OSCE. This is to ensure that at least one station is common across both OSCEs. 
 
Results also revealed that the variance component estimate of station difficulty was reduced 
substantially from 5.72 to 1.00. This indicated that the consistent differences in OSCE station 
difficulty contributed substantially less to the examiners’ scores in the Y2 OSCE. This was 
anticipated as the common stations from both years were used in this analysis. Moreover, the 
variance component estimate of student ability was also reduced from 6.86 to 5.50. This indicated 
that the consistent differences between student ability also contributed less to the examiners’ scores 
in the Y2 OSCE. 
Focusing on the Y2 OSCE, the estimates for the variance of examiner stringency and 
leniency (Vj); station difficulty (Vs); and, student ability (Vp) were 5.70, 1.00 and 5.50, respectively 
(Table 5.4). Similar to the results in Analysis 2, the consistent difference in examiner stringency 
which contributed to the examiners’ scores was similar to that between student ability. However, 
the consistent difference in OSCE station contributed the least to the examiners’ scores in the Y2 
OSCE. 
In response to RQ2 (Section 5.0), results from these three analyses appear to suggest that 
providing structured feedback to the examiners as a form of examiner training might lead to a 
decrease in the magnitude of Vj contributing to their scores awarded to students. 
5.10 Discussion 
Final-year OSCEs are high-stakes assessments with student results having a direct impact on 
their progression to internship. The OSCE examiners play a key role as gatekeepers to ensure that 
only those students who have demonstrated adequate clinical competence are awarded the 
opportunity to practise as junior doctors. Examiner judgements during the undergraduate final-year 
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OSCEs have the potential, in due course, to create an impact on future doctors delivering optimal 
patient care and safety, which is the ultimate aim of medical education.  
This study quantified the examiner stringency and leniency variance (Vj) for all consenting 
OSCE examiners in the Y1 OSCE. It also compared the magnitude of Vj contributing to the 
examiners’ scores before and after feedback as a means of evaluating the impact of providing 
examiners with structured feedback as a training intervention. Results from Analysis 1 showed the 
proportion of Vj for all consenting OSCE examiners in the Y1 OSCE was considerably large even 
prior to receiving any structured feedback. This large estimate might be due to the real differences 
among the examiners, a finding consistent with the studies of Harasym et al. (2008) and McManus 
et al. (2006). These real differences might include the examiners’ roles in the medical school, such 
as being tenured academics or casual clinical examiners, as well as their level of involvement in 
designing the OSCE stations. The real differences might also be related to the examiners’ 
experience of being OSCE examiners. Some examiners were first-time examiners in the Y1 OSCE, 
whereas some examiners had more than ten years of experience assessing students in an OSCE. 
Moreover, previous examiner training experience was another possibility that could explain the real 
differences. A number of examiners were involved in examiner training with the Australian Medical 
Council (AMC) or the Australian specialist medical colleges, whereas others had minimal or no 
previous examiner training. I suggest that examiners’ roles in the medical school, their level of 
involvement in the OSCE station design, depth of experience as an OSCE examiner and the 
presence or absence of previous examiner training could affect examiners’ understanding of the 
marking criteria and expectations of student performance. Therefore, these may represent some of 
the reasons for the real differences of examiner stringency among the Y1 OSCE examiners.  
Results from Analyses 2 and 3 suggested that structured feedback appears to assist in 
diminishing the magnitude of Vj contributing to the examiners’ scores. Controlling for the 
differences in the examiner cohort, Analysis 2 compared the magnitude of Vj estimate before and 
after feedback. Results showed a reduction from 7.91 to 5.09 for the 51 examiners who examined in 
both OSCEs. Moreover, controlling for the differences in the stations, Analysis 3 compared the 
magnitude of Vj estimate before and after feedback. Results also showed a reduction from 9.59 to 
5.70 for the 26 examiners who examined in both OSCEs and in at least one station common across 
both OSCEs. This study suggests that providing structured feedback to the examiners may reduce 
examiner stringency variation. 
5.10.1 Implications and further research. 
By demonstrating the impact of examiner stringency on examiner judgements, this study 
indicates the importance of exploring the error variances contributing to the examiner judgements 
of student performance. It is crucial that examiners make their judgements based on student ability, 
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instead of being influenced by their own stringency. One of the reasons for the differences in the 
examiners’ marking behaviour may be their application of different frames of reference when 
judging student performance (Kogan et al., 2011; Yeates et al., 2013), or examiners assessing 
student performance based on incorrect inferences instead of the actual behaviour they have 
observed (Govaerts et al., 2011; Kogan et al., 2011). Another reason could be that examiners 
modified their marks to avoid difficult conversations with students or with institution leaders if they 
were called upon to defend their judgements (Cleland, Knight, Rees, Tracey, & Bond, 2008; Kogan 
et al., 2011).  
This study, aligned with the examiner cognition perspective that examiners are trainable 
(Gingerich et al., 2014), explored the change of the magnitude of Vj following structured feedback 
that was provided to the examiners as a form of training. Since the data in this study were unable to 
establish which specific aspects of the feedback were the most impactful in changing examiner 
behaviour, I have reflected on how the provision of structured feedback to OSCE examiners could 
be enhanced in future iterations of the OSCE. This reflection was guided by research on examiner 
cognition which focuses on exploring the cognition processes of examiners and their effects on the 
quality of assessment (Gingerich et al., 2014). For future research, I suggest considering the other 
two provocative examiner cognition perspectives which provide alternative rationales for the 
differences in examiner judgements.  
The first provocative perspective, that examiners are fallible (Gingerich et al., 2014), states 
that different sources of bias (Macrae & Bodenhausen, 2001) such as stereotypes (Dijksterhuis & 
Van Knippenberg, 1995), influences of contextual information (Stewart, Brown, & Chater, 2005) 
and examiner cognitive load (Tavares & Eva, 2013; Wood, 2013) could limit the ability of 
examiners to make objective judgements of student performance (Gingerich et al., 2014).  
The second perspective, that examiners are meaningfully idiosyncratic (Gingerich et al., 
2014), asserted that the differences in the examiners’ scores could be meaningful, as the differences 
might well be the outcomes of legitimate experience-based interpretations of student performance 
(Gingerich et al., 2014). The different perspectives of examiner cognition will help broaden the 
scope of future research into the provision of examiner feedback. 
5.10.2 Strengths and limitations. 
While a number of previous studies have investigated the significant influence of examiner 
stringency contributing to scores awarded to students (Harasym et al., 2008; Hope & Cameron, 
2015; McManus et al., 2006), this is one of the first studies to have explored the impact of 
providing structured feedback to examiners, as an examiner training intervention, on the magnitude 
of Vj contributing to the examiners’ scores. Outcomes of this study will contribute to the knowledge 
of the possible impacts of providing examiners with structured feedback as a proposed examiner 
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training strategy on the effect of examiner stringency on their scores, as previous studies mainly 
focused on the impact of performance dimension, frame-of-reference and behavioural observation 
training (Cook et al., 2009; Holmboe et al., 2004). 
I acknowledge there are challenges with the quasi-experimental design in this study, and 
recognise that the stability of estimates of examiner stringency will need to be demonstrated in 
other institutions. The primary constraint was that this G Study was contingent on the assessment 
data from large-scale OSCEs in which the examiner judging plan was entirely pragmatic, and not 
modifiable to gain better estimates. Additionally, not all the examiners provided consent to 
participate in this study, which was an agreement to have their scores aggregated for quality 
improvement purposes, including publications. Therefore, I had to adopt a partially-crossed and 
unbalanced G Study design (Bloch & Norman, 2012). To ensure a comprehensive data set is 
collected for future naturalistic research, it is crucial that researchers work collaboratively with the 
academics, clinicians, examiners and professional administrative staff to develop a well-designed 
examination and data collection plan.  
However, the large cohorts of examiners and students involved in both OSCEs were a 
strength in this study, with 141 (88.7%) of the Y1 OSCE examiners and 111 (77.6%) of the Y2 
OSCE examiners consenting to participate in this study. These large cohorts facilitated the 
collection of a reasonable amount of data to compare the examiner stringency in sub-groups of 
examiners before and after feedback in Analyses 2 and 3. 
5.11 Summary 
This study has provided a comprehensive investigation of the possible impact of structured 
feedback on the examiners’ marking behaviour in a typical undergraduate OSCE setting. The 
findings enhance the understanding of the impact of structured feedback, as a form of training, on 
the magnitude of examiner stringency and leniency variance (Vj) contributing to the examiners’ 
scores before and after feedback. The statistical analyses from the G Study suggest that providing 
feedback to the examiners might lead to a decrease in the magnitude of Vj contributing to their 
scores. This is particularly important, as examiner stringency in high-stakes assessments impacts 
not only on student progression, but ultimately, and more importantly, on the delivery of optimal 
patient care and safety. Taking into account different perspectives of examiner cognition will help 
broaden the scope of future research exploring innovative and effective examiner feedback 
strategies.  
This chapter has demonstrated that Vj contributed to a considerable difference in the 
examiners’ scores awarded to students in the OSCEs, and the potential impact of structured 
feedback, as a form of training, on the magnitude of Vj contributing to the examiners’ scores. It is 
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important to further explore the cultural, historical and social factors influencing examiner 
judgements of student OSCE performance, and this will be discussed in Chapter 6. 
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Chapter 6  
Exploration of Factors Influencing Examiner Judgements of Student OSCE 
Performance Using Cultural Historical Activity Theory 
6.0 Introduction 
In Chapter 5, I used G Theory to investigate the extent to which examiner stringency 
influenced examiner judgements of student OSCE performance. The statistical analyses suggested 
that examiner stringency contributed considerable variation to the examiners’ scores awarded to 
students. These results contradict the premise that the OSCE is an objective assessment controlling 
the complexity of the stations so that examiners can assess student attainment of clearly-defined 
skills, attitudes, problem-solving abilities and factual knowledge at each station (Harden et al., 
1975; Khan, Ramachandran, et al., 2013). 
The aim of Chapter 6 is to address RQ1: From the examiners’ perspectives, what are the 
factors that influence examiners in their judgements of student performance in clinical 
examinations? Using the analytical framework of Cultural Historical Activity Theory (CHAT), I 
explore these factors by analysing the 17 semi-structured interviews conducted with the Y1 OSCE 
examiners before they received structured feedback about their marking behaviour. 
6.1 Key Points of Cultural Historical Activity Theory (CHAT)  
In Chapter 3, I provided an overview of Cultural Historical Activity Theory (CHAT). In this 
chapter, I focus on analysing the interview data through the lenses of the second and third 
generations of CHAT and its guiding principles (Engeström, 1987, 2001, 2004). To recap, the 
second generation of CHAT (Engeström, 1987) was used to investigate the relationships between 
different elements such as the subject, object, tools, rules, community and division of labour within 
the medical school’s OSCE activity system (AS1). Figure 6.1 illustrates the relationships among all 
the elements in this activity system. The bold orange text indicates my additions to the original 
diagram presented by Engeström (1987), and the blue text indicates the key processes interacting 
with different elements in the activity system as identified originally by Engeström (1987) and 
expanded by Bligh & Flood (2015). 
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Figure 6.1. The second generation of CHAT: The medical school’s OSCE activity system (AS1). 
Adapted from Bligh and Flood (2015) and Engeström (1987). 
 
In addition, the elements within the medical school’s OSCE activity system (AS1) are 
interrelated and interacting with each other through the production, distribution, exchange and 
consumption processes (Bligh & Flood, 2015; Engeström, 1987). The production process focuses 
on the top triangle representing the three elements of subject, tools and object (Figure 6.1). In this 
study, the directly productive aspects of the activity system is depicted by the OSCE examiners 
using the given marking criteria to provide scores of the student performance as their judgements. 
 The distribution, exchange and consumption processes further consider the socially 
mediated aspects encompassed in the activity. The distribution process focuses on the right-bottom 
triangle representing the three elements of community, division of labour and object (Figure 6.1). 
To achieve the object of providing a score of student OSCE performance, the responsibilities of 
OSCE station design, completion of the OSCE stations and assessment of student performance were 
distributed among the four social groups in the community: the examiners, medical school, final-
year medical students and simulated patients based on the social regulations. 
The exchange process focuses on the left-bottom triangle representing the three elements of 
subject, rules and community based on the subject’s individual need (Figure 6.1). Using the less-
experienced examiners in the community as an example, as they might not feel confident to make 
judgements of student performance, these less-experienced examiners followed the tacit rule of not 
to contradict more experienced examiners when it comes to making decision of a score of student 
performance. Both the distribution and exchange processes are pivotal in identifying contradictions 
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in the activity system and considering possible changes required in these processes (Bligh & Flood, 
2015).   
Finally, the consumption process focuses on the middle triangle representing the three 
element of subject, community and object (Figure 6.1). In this study, the examiners as a social 
group in the community played a major role in providing a score of student performance to satisfy 
the need and requirements of an OSCE. These four processes are crucial to illustrate that the 
activity system is dynamic with elements that are interacting with each other to create systemic 
contradictions and drive changes, which are the impetus of expansive learning (Bligh & Flood, 
2015; Engeström, 1987). 
The third generation of CHAT (Engeström, 1987, 2001) informed the exploration into the 
OSCE examiners’ clinical work activity system (AS2) and its interactions with AS1 (Figure 6.2 
same as Figure 3.6 in Chapter 3). The bold orange text indicates my additions to the original 
diagram presented by Engeström (2001). Three social groups comprising medical practitioners 
(including consultants, registrars, and general practitioners), junior doctors, and patients form the 
community of clinical practice in AS2. 
 
 
Figure 6.2. The third generation of CHAT: The medical school’s OSCE activity system (AS1) and 
the OSCE examiners’ clinical work activity system (AS2). Adapted from Engeström (2001). 
 
Furthermore, I applied the relevant guiding principles of CHAT (Engeström, 2001, 2004) to 
analyse the cultural, historical and social factors, and the contradictions created in traditions, 
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cultures, established practices and rules that influenced examiner judgements of student 
performance. Refer to Section 3.3.3 in Chapter 3 for details.  
For the discussion in this chapter, the relevant guiding principles are: (1) to identify the 
prime unit of analysis; (2) to consider the multi-voicedness of an activity system; (3) to understand 
the impact of historicity on the activity systems; and (4) to address the central role of contradictions 
in creating changes and enhancing development (Engeström, 2001, 2004). The prime unit of 
analysis (1) was the examiner judgements of student performance in the medical school’s OSCE 
activity system (AS1), which had a network relation to the OSCE examiners’ clinical work activity 
system (AS2). The principle of multi-voicedness (2) guided my investigation to search for different 
viewpoints, which created dilemmas and negotiations among different elements that were essential 
to initiate innovations. The principle of historicity (3) illustrated the importance of developing an 
understanding of the local history, the goals, theoretical ideas and tools that shaped both AS1 and 
AS2. Finally, the principle of the central role of contradictions (4) directed the focus onto the 
structural tensions that had accumulated over time within and between the activity systems. These 
tensions could act as motivators for innovation (Engeström, 2001, 2004). Refer to Section 3.3.4 in 
Chapter 3 for details.  
6.2 Major Findings of Four Key Factors Influencing Examiner Judgements  
In relation to the 17 pre-feedback interviews with the OSCE examiners, I adopted an 
inductive approach to analyse the interview data using open coding (Merriam, 2009; Merriam & 
Tisdell, 2016) and axial coding (Corbin & Strauss, 2015) based on the CHAT analytical framework. 
I identified the recurring patterns of the groupings which were originally the sets of codes 
developed by open coding. I then further interpreted and reflected on the meanings of these codes 
by axial coding, and established the groupings which became the sets of rigorously-specified and 
elaborated codes (Richards, 2005; Willis, 2013) to address the research question. Finally I 
consolidated these codes into a set of themes (Merriam, 2009; Merriam & Tisdell, 2016). Refer to 
Section 4.11.2.3 in Chapter 4 for details about the use of open and axial coding in this study. 
Applying the CHAT principle (2): to consider the multi-voicedness of an activity system 
(Engeström, 2001, 2004), I identified four key factors (represented as KFJudgement) from these themes 
that influenced examiner judgements of student performance, these being examiners’: 
 Conflicting beliefs about the purpose of the final-year OSCE (KFJudgement1);  
 Varying perceptions of usefulness of the OSCE marking criteria (KFJudgement2); 
 Divergent expectations of the final-year medical student OSCE performance 
(KFJudgement3); and,  
 Idiosyncratic marking practices (KFJudgement4). 
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I employed the second generation of CHAT (Engeström, 1987) to analyse the medical 
school’s OSCE activity system (AS1). I explored the tensions created by these four key factors in 
the individual examiner and the relevant elements such as tools, rules, the OSCE examiner 
community and division of labour when the examiners assessed the final-year medical student 
OSCE performance. Subsequently, I investigated the interactions of these factors with respect to the 
relevant elements in the examiners’ clinical work environments (AS2) and their impacts on the 
examiners when they made judgements of student performance in AS1.  
My exploration across two activity systems was further informed and expanded by applying 
the third generation of CHAT (Engeström, 1987, 2001). The four key factors existed on a 
continuum and created tensions and contradictions in making judgements at different levels 
depending on the context. In addition, the examiners identified themselves as collective subjects 
based on their medical specialties to resolve the challenges of judging student OSCE performance 
in varying ways. The examiners also identified themselves in different social groups such as 
experienced and less-experienced examiners. Although the examiners’ memberships were flexible, 
they tended to remain in their self-identified groups for discussion and support.  
6.2.1 Examiners’ conflicting beliefs about the purpose of the final-year OSCE. 
The CHAT principles of multi-voicedness and the central role of contradictions (Engeström, 
2004) informed the analysis which enabled me to identify conflicting examiner beliefs within the 
OSCE examiner community. These conflicting beliefs are associated with the exchange process 
among the examiners (subject), purpose of the final-year OSCE (rules) and the community (Bligh & 
Flood, 2015; Engeström, 1987). 
Nine examiners stated that they believed the OSCE to be a fair and reasonable but high-
stakes final hurdle for the students. The OSCE assessed students in a simulated environment, 
however, it essentially evaluated their ability to pass an examination: 
[… It is] an artificial situation, the exam. As you know, exams only test one thing, 
your ability to pass the exam, and they don't test anything else. (Pre-feedback 
interview/Examiner 1.5) 
Examiners with this belief also felt confident that the medical students could learn more and 
acquire the necessary skills later, on the job, when they undertook their internships after graduation: 
And I really couldn’t care less whether they [the students] know the dose, [they] 
will learn that on the job and these are bright people. They can learn that quickly 
and easily on the job, so I am not worried about that. (Pre-feedback 
interview/Examiner 1.3) 
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This implied that the examiners did not consider the final-year OSCE was a fit-for-purpose 
final hurdle for these students prior to their graduation from medical school: 
When [students have graduated] knowing [full] well they will learn more when 
they are the first-year [doctor] rather than what they’ve learnt so far. (Pre-
feedback interview/Examiner 1.2) 
Therefore, it appears that the misalignment between the examiners’ beliefs about the 
purpose of the final year OSCE and the medical school’s intended purpose as a final hurdle 
assessment impacted on how examiners made judgements of the final-year student OSCE 
performance.  
Additionally, examiners in this medical school were well aware of the implications of failing 
students as this would delay a student beginning internship. A number of examiners admitted that 
they sometimes gave students the benefit of the doubt and passed them: 
… Everybody passes unless they are really really terrible. (Pre-feedback 
interview/Examiner 1.1) 
Therefore, the pass rates of the final-year OSCEs had been very high. Examiners’ altruism 
could explain this belief of the examiners, as the majority of them typically have a genuine concern 
for the students’ well-being and they want to assist them to pass this final hurdle before graduation. 
However, I argue that this examiners’ altruism was a misguided altruism, as passing not-yet-
competent final-year medical students eventually impacts the quality of patient care delivered by 
junior doctors. This is an example of how cultural factors in this medical school may have 
contributed to the examiners’ beliefs about the purpose of the final-year OSCE. 
In contrast, another group of six examiners held the conflicting belief that the final-year 
OSCE was the last opportunity to ensure that only students who achieved the clinical competency 
requirements relevant to the final-year undergraduate medical program, as defined by the rules of 
this medical school and the Australian Medical Council (AMC), were awarded the opportunity to 
progress to internships. A contributing factor to this belief is the lack of a national licensing 
examination at the conclusion of the undergraduate study of medicine in Australia (Koczwara et al., 
2005): 
I think you do need a final check … I think it [OSCE] shouldn't be just another 
formality that … it should definitely have a good standard. (Pre-feedback 
interview/Examiner 1.13) 
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These examiners perceived that they played a gatekeeper role in the final-year OSCE which 
acted as a licensing examination. They were responsible to the university and to the public to 
endorse only medical students who were competent to become junior doctors in the workplace: 
Overall you have responsibility to the university and the community not just to let 
somebody through who perhaps has difficulties that they are not just clearly 
difficulties related to the information or the day, but something about their 
performance that might carry through if someone doesn’t pick it up and deal with 
it at the time. (Pre-feedback interview/Examiner 1.4) 
Although these different beliefs were conflicting in nature, they existed on a continuum and 
created tensions about the level of guidance provided to the students during the examination 
process. During the briefing prior to each OSCE session, all examiners were instructed by the chief 
examiner, who was responsible to ensure every examiner understood the expectations of student 
performance in the allocated station, to adhere strictly to the instructions outlined on the 
information sheet, with no additional assistance being provided to the students. However, the 
examiners who believed that the OSCE assessed student ability to pass the examination in an 
artificial environment took into consideration that the students were still undergraduates and they 
were more likely to prompt the students to finish the OSCE station: 
Undergraduate[s], you tend to encourage them, tend to help them if they're 
stumbling, might even suggest things to them a bit. You just sort of and try and 
keep them on the track a bit if they're straying. (Pre-feedback interview/Examiner 
1.6) 
Examiners who provided students with prompts also believed that the final-year OSCE was 
a learning experience for the students and played the role of formative assessment: 
I think the exam should be a learning experience. I often tell them the answer at 
the end of it if they haven't got it, so that they probably for the rest of their life 
they'll remember that. If nothing else, that's the one thing they'll remember. (Pre-
feedback interview/Examiner 1.6) 
For these examiners, the OSCE provided students with an opportunity to recognise their 
weaknesses and to learn appropriate strategies to deal with a specific scenario under time pressure. 
Therefore, they provided students with guidance, if required, to complete the OSCE station. These 
examiners believed that this kind of learning experience had a long-lasting impact on their medical 
career. In contrast, other examiners who considered their role as gatekeepers in the final-year OSCE 
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revealed that they were generally opposed to prompting students during the examination process. 
This implies that students were not always treated equally. For example, one examiner signified that 
if the students required too much prompting, it showed their inability to complete the station: 
I guess if [students] need too much prompting, I think that's they've 
misunderstood the station and they should fail. (Pre-feedback interview/Examiner 
1.13) 
Different examiners’ beliefs influenced the level of support provided to students. This 
practice of prompting was an example of examiner behaviour during the OSCE. The examiners who 
prompted students during the examination process did not indicate that they reduced their scores by 
giving these students lower marking standards (very well; well; partially; poorly; or not at all) for 
the relevant marking criteria. The provision of prompts provided an opportunity for some students 
to be awarded higher marks. This unequal treatment of students is problematic and has the potential 
to create unfair outcomes to students, as examiners have been particularly reminded in the briefing 
not to give prompts to students during the OSCE. 
6.2.2 Examiners’ varying perceptions of usefulness of the OSCE marking criteria. 
Marking criteria are tools that assist examiners in making judgements. A specific marking 
criteria sheet for each OSCE station was developed by the clinicians and medical educators within 
the medical school. In this section, I explore the examiners’ varying perceptions of the usefulness of 
the OSCE marking criteria by applying the CHAT principles of historicity, multi-voicedness and 
the central role of contradictions (Engeström, 2001, 2004). These varying perceptions are associated 
with the production process in which the examiners (subject) interacted with the OSCE marking 
criteria (tools) to produce a score of student performance (object) (Bligh & Flood, 2015; Engeström, 
1987). 
The marking criteria should explicitly describe the desired performance (Sadler, 1987) and 
should be aligned with the learning outcomes that are to be assessed in the task (Biggs & Tang, 
2007). For example, in the Breaking Bad News OSCE station (Appendix A), a marking criterion for 
the station is “the student is expected to be clear about the diagnosis and exactly what this means”. 
For each marking criterion on the marking sheet, the examiners were required to mark each 
student’s performance based on the following qualitative standards: very well; well; partially; 
poorly; or not at all. The purpose of using standards is to increase transparency, so that every 
examiner can mark according to the prescribed standards.  
However, Sadler (2014) argued that qualitative marking standards do not necessarily lead to 
a shared understanding of the standards among the examiners. Since the interpretations of the 
descriptions of the standards such as very well and well are flexible, different examiners define their 
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understanding differently depending on the context of the examination. As a consequence, the 
marking standards may not provide examiners with stable reference points for making judgements 
of student performance (Sadler, 2014). The question of whether the OSCE examiners shared the 
same understanding of the standards is debatable and different perspectives are revealed in this 
study. 
I applied the CHAT principle of historicity (Engeström, 2001, 2004) to identify the 
historical factors within the medical school’s OSCE activity system that might have contributed to 
the examiners’ varying perceptions of the usefulness of the marking criteria. The final-year OSCE 
marking criteria had been developed over time to address the changes of rules from and 
requirements of the AMC. An example is the shift of assessment culture from criterion-referenced 
assessment of student performance to failing students based on critical errors, and back to criterion-
referenced assessment in recent years. The rule of critical errors applied to students who had made a 
critical error such as a dangerous or life-threatening practice; when this happened, examiners were 
then obliged to fail them for that particular station. This examiner expressed the challenges of 
adhering to the changing rules and requirements over the years: 
My difficulty is that the marking systems are varied through the years … back to 
1995 to 1997 … there was a heavy emphasis on criterion-referenced. So there 
were criteria laid out very explicitly and the expectation was that [students] would 
get the majority of those. That's where I developed my tendency to just tick off 
the things they'd done because it made it much easier to work out the mark … 
[The medical school] went through a phase where some of the stations had a 
designated critical error and if [students] either did or didn't do whatever it was 
then they failed that station no matter what … for me at times in the changeovers 
the transitions become a bit confusing. (Pre-feedback interview/Examiner 1.9) 
These adjustments in the marking criteria created confusion among the examiners, 
particularly for those examiners who had assessed the final-year OSCE for many years. 
I applied the CHAT principles of multi-voicedness and the central role of contradictions 
(Engeström, 2004) to further explore the examiners’ varying perceptions of the marking criteria. 
Examiners acknowledged that some aspects of the marking criteria were useful, while other aspects 
were not as useful. An example of the useful aspect was that the marking criteria assisted the 
examiners to construct a framework of meaning for their observations of student performance. A 
number of examiners applied the marking criteria (Appendix A) to guide them and the students 
about the requirements of an OSCE station: 
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… I do use that [marking criteria] sheet to make sure that I'm on track with what's 
expected, but also if the student needs any help along the way, to guide them back 
to where they're supposed to be. (Pre-feedback interview/Examiner 1.13) 
One examiner also believed that the marking criteria should provide standardised guidelines, 
which would assist in judging the student performance in a specified OSCE station: 
I'd expect that there was a marking [criteria] sheet and… that said the expected 
standard, and then said what areas were expected to be marked for that particular 
station. (Pre-feedback interview/Examiner 1.11) 
To summarise, examiners perceived that some aspects of the marking criteria provided a 
useful structure to observe, assess and validate their judgements of student OSCE performance.  
Although critical errors were not included as part of the marking sheet for the Y1 and Y2 
OSCEs in this study, the majority of the participant examiners revealed that safe practice was a 
critical marking criterion that had to be met in order to pass students, regardless of the differences in 
the examiners’ beliefs about the purposes of the final-year OSCE. The absence of this critical 
criterion in Part A on the marking sheet (Appendix A) and the lack of clarity of the defined criteria 
for passing and failing students contributed to the examiners’ perceptions of the marking criteria 
being not useful. Consequently, as examiners had varying perceptions of which aspects of the 
marking criteria were useful and which ones were not, their disagreement with the given marking 
criteria created tensions within the medical school’s OSCE activity system.  
In addition, the examiners’ experience of judging junior doctor performance in their clinical 
work environment also influenced their perceptions of the usefulness of the marking criteria. Safe 
practice was seen as a critical criterion for junior doctors to successfully perform clinical tasks in 
real-life situations: 
It’s about whether the medical student can safely handle that as an intern. I just 
thought that the [marking criteria] wasn’t capturing that, the essence of the 
station. (Pre-feedback interview/Examiner 1.3) 
Safe practice has been regularly emphasised in the AMC Graduate Outcomes Statements in 
Domain 2: Clinical Practice, as follows, and should arguably form part of the criteria in judging the 
final-year medical student OSCE performance: 
2.6 Select and perform safely a range of common procedural skills,  
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2.11  Prescribe medications safely, effectively and economically using objective 
evidence. Safely administer other therapeutic agents including fluid, electrolytes, 
blood products and selected inhalational agents, and  
2.14  Place the needs and safety of patients at the centre of the care process. 
Demonstrate safety skills including infection control, graded assertiveness, 
adverse event reporting and effective clinical handover (Medical Deans Australia 
and New Zealand, 2017a, p. 8). 
Examiners also pointed out that not having safe practice as a specific marking criterion 
made their judgements of student performance in a station a more challenging task. A number of 
examiners did not feel confident either to pass or fail students because of the lack of the safe 
practice marking criterion: 
But my particular problem was, is this student dangerous and not being able to 
perform CPR [cardiopulmonary resuscitation]? I think in that station we all had 
one or two where we thought that's really basic knowledge they should have. But 
I'm not entirely sure how many of us actually marked them as dangerous …. But 
because there was not the critical criteria in the info sheet that just made it quite 
hard. (Pre-feedback interview/Examiner 1.7) 
Although examiners’ perceptions of the usefulness of the marking criteria differ, they 
existed on a continuum and created different levels of tensions regarding the examiners’ approaches 
to making judgements based on the marking criteria provided. Further, a number of examiners 
admitted that they made up their own marking criteria when they perceived the given marking 
criteria were not useful: 
There was a marking sheet but I didn't feel there was a lot of guidance as to what 
was the expected level. What was a pass? What was a fail? So I kind of had to 
make it up a bit on the spot. (Pre-feedback interview/Examiner 1.11) 
This examiner’s response implied that the examiners in this final-year OSCE did not share 
the same understanding of the marking standards, as argued by Sadler (2014). Alternatively, some 
examiners diverged from the marking criteria when they judged student performance: 
And if the marking criteria [do] not reflect sensibleness[sic], then I will diverge 
from that a little. (Pre-feedback interview/Examiner 1.3) 
Another significant aspect is the involvement of simulated patients in selected stations in 
this final-year OSCE. The community of simulated patients and their participation in the division of 
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labour could potentially contribute to producing scores for student OSCE performance through the 
distribution process (Bligh & Flood, 2015; Engeström, 1987). In my experience, it is the practice in 
some medical schools to involve simulated patients in making judgements of student performance. 
Despite the suggestion that a combination of the examiner’s scores and the simulated patient’s 
ratings of a student performance could be a strategy to enhance the reliability of the OSCE (Homer 
& Pell, 2009), the simulated patients had not been provided with any formal opportunity to judge 
student performance on the marking criteria in the OSCE at this medical school. However, two 
examiners indicated that they unofficially took into account the simulated patients’ views to cross-
check and validate their judgements, particularly for the borderline students: 
Usually the ones that I've been involved in have involved clinical interactions.  So 
they've usually had to interview a pretend patient and address something … and I 
must say that after the student has left, particularly if I've had a doubt, there's been 
a borderline issue to address, I might say to the pretend patient how did that feel 
from your point of view? I think that's useful, it usually just confirms what I've 
observed, they felt uncertain or they felt this, that or the other thing which just 
sort of fits in.  So that's possibly a strength that you have rather than a limitation, 
it's something that I use as a guide. (Pre-feedback interview/Examiner 1.15) 
Different examiners’ perceptions of the usefulness of the marking criteria influenced their 
approaches to making judgements based on the given marking criteria. Therefore, the consistency 
of examiner judgements of the final-year medical student OSCE performance became not only 
questionable, but also created unequal assessment of the students. 
6.2.3 Examiners’ divergent expectations of the final-year medical student OSCE 
performance. 
Examiners’ expectations of student performance are considered as tacit rules that guide 
individual examiners in their judgements of student performance. The focus of this section is to 
investigate the range of cultural, historical and social factors impacting on the development of the 
examiners’ expectations of student performance, based on the CHAT principle of multi-voicedness 
(Engeström, 2001, 2004), in addition to, the central role of contradictions between the examiners’ 
and the medical school’s expectations. These principles emerged from the qualitative analysis of the 
interview data using an inductive approach with open coding (Merriam, 2009; Merriam & Tisdell, 
2016) and axial coding (Corbin & Strauss, 2015). Since the examiners’ expectations are considered 
as tacit rules, their divergent expectations are also associated with the exchange process in the 
activity system. The examiners (subject) employed their expectations (rules), which could be 
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different from the examiner community, to assess student performance (Bligh & Flood, 2015; 
Engeström, 1987). 
On the question of different factors that influence examiner judgements, one examiner 
summarised the range of factors contributing to inconsistencies in examiner judgements: 
… during OSCE marking, [examiners] come from very different backgrounds 
have very different professions and they all have to come up with the assessment 
for each individual student … I think there is inconsistency for those simple 
fundamental reasons there’re such diverse expectations, particularly given that 
some examiners are younger or older than others or they come from different 
medical schools. They have very different expectations and this translates to the 
way students are assessed for their OSCE. (Pre-feedback interview/Examiner 1.1) 
6.2.3.1 Cultural factors. 
Examiners’ medical specialties are an example of a cultural factor that has influence across 
the medical school and the examiners’ clinical work environments. The majority of the examiners 
for the final-year OSCE were practising clinicians. Some of the examiners were general 
practitioners and some of them were registrars or consultants in a hospital medical specialty. 
Examiners from different medical specialties such as general practice or surgery may have diverse 
expectations or a different focus in respect to the important aspects of student performance. These 
are also likely to be reinforced by the examiners’ clinical experience: 
Being a GP, my whole job is based upon talking to people. If [students] strike me 
as the sort of person that can talk to people easily and translate medical ideas into 
easy language to understand for patients then I'm going to give them a good mark 
or I'm going to go softer [on them]. (Pre-feedback interview/Examiner 1.16) 
In addition, the allocation of examiners to the OSCE stations was not based on the 
examiners’ specialty, rather it was based on the availability of the examiners. This examiner who 
was allocated to a station in her medical specialty adjusted her expectations to be more lenient: 
I’m very aware when I'm examining in a field, and an OSCE [station] that is my 
specialty that I try and err on the side of leniency because I don't want to 
disadvantage the student because of my knowledge. (Pre-feedback 
interview/Examiner 1.17) 
However, another examiner who was allocated to a station, which was different from his 
medical specialty, appeared to be more lenient in his expectations: 
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… if you're doing a station where you really aren't involved … in that area, then 
you probably are likely to be more lenient. I think in the assessment of the 
student, because [the examiner figures] if [the students] know more than what you 
do, then that's probably appropriate. (Pre-feedback interview/Examiner 1.13) 
These findings suggest that medical specialisation is a factor that influences examiners’ 
expectations in different ways depending on the individual examiners, and hence their judgements 
of student OSCE performance.  
6.2.3.2 Historical factors. 
With respect to historical factors, the examiners’ experience of being OSCE examiners 
created both a dominant and a subordinate voice in the OSCE examiner community. The examiner 
who had more than 20 years of experience assessing students in OSCEs was an example of the 
dominant voice representing the experienced group of examiners in the OSCE examiner 
community. He believed he had developed a good understanding of the expectations of students in 
the final-year OSCE: 
[Fourth-year students] on the other hand, it's a higher level because that's their 
final check before they are released … to be interns. It takes a little each time to 
reset the calibration … I think I have a clearer picture where I'm going. (Pre-
feedback interview/Examiner 1.9) 
This dominant voice from the experienced OSCE examiners influenced the judgements of 
those examiners who did not have much experience of being OSCE examiners: 
… it was a hernia exam essentially and there was an old retired surgeon … he was 
supervising and he said that he saw [the OSCE] more of a teaching exercise.  That 
he didn't fail anyone.  They pretty much did a good job and he saw it more of 
guiding the student through what is expected rather than if you don't do this you 
will fail, and that would have influenced me because I thought, this guy is an 
expert in the area … I was probably more guided by what he said. (Pre-feedback 
interview/Examiner 1.13) 
In other words, the group of less-experienced OSCE examiners had only a subordinate voice 
in the OSCE examiner community and they were inclined to follow the decisions made by the 
dominant group of experienced OSCE examiners. Although the examiners who had recently 
graduated from medical schools or completed a fellowship for specialty training did not have a 
dominant view, they were likely to have higher expectations of student performance. One such 
examiner, for example, reported that they judged the students at the intern-level as a result of their 
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understanding of the expected competence level required in a real-life clinical work environment in 
their intern year:  
… since I only graduated within a few years, I think I'm quite aware of what 
residents need to do. Because that's, ultimately, what you need to do when you 
leave medical school, to perform at an intern or at a resident level. And I think my 
marking is [on] par with that. (Pre-feedback interview/Examiner 1.12) 
Historical factors such as the examiners’ experience of being OSCE examiners and the time 
period between their graduation from medical school or attaining a fellowship influenced the 
examiners’ expectations and hence their judgements of student performance. 
6.2.3.3 Social factors. 
Medical graduates are expected to have achieved the prescribed level of competence as 
outlined in the AMC’s Graduate Outcome Statements (Australian Medical Council, 2012) and be 
work-ready to undertake clinical duties under supervision when they begin their first intern post. 
Underperforming interns create additional operational cost and cause dissatisfaction in their 
colleagues when other members of the clinical team need to cover the work that these interns should 
be doing (N. K. Roberts & Williams, 2011). In order to maximise the efficiency of the healthcare 
system under constrained human resources, the OSCE examiners expected that the final-year 
students should have already developed a solid foundation of medical knowledge on which to build 
their clinical experience in the intern year: 
… I'm prepared to have you as one of my junior doctors because you are prepared 
to learn or you have learnt the basics.  I don't expect them to know [everything], 
which is why we're consultants. (Pre-feedback interview/Examiner 1.10) 
The social implications of incompetent interns are a factor influencing the examiners’ 
expectations of the final-year student OSCE performance, which is also interrelated with their belief 
about their role as gatekeepers as discussed in Section 6.2.1. 
Finally, dominance in social groups appears to have an impact on examiners judging student 
OSCE performance. The examiners’ responses about the usefulness of the briefing session reflected 
that the briefing was considered as a social opportunity for the examiners to catch up annually, 
rather than a structured session to obtain a consensus about the expected standards of student 
performance at an OSCE station: 
… apparently there is a briefing … actually it’s an opportunity for us to have 
lunch and have a bit of a chat with the people who we haven’t seen for a long 
time … I am not sure that we have that agreement fall between examiners is one 
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of the things you supposed to do in the briefing period, but we don’t … it’s not as 
formalised … as the School would like. (Pre-feedback interview/Examiner 1.1) 
There was clearly a dominant group of examiners who knew each other quite well as 
colleagues but had the opportunity to see each other only during the annual OSCE. The experienced 
OSCE examiners were more likely to be in the dominant group, as they had participated as 
examiners in the final-year OSCEs for a number of years, and developed positive work 
relationships with other examiners. Therefore, their voices were more likely to be heard in how the 
briefing should be conducted. In contrast, the less-experienced OSCE examiners were more likely 
to be in the subordinate group and were less likely to be heard, even if they had different opinions.  
Furthermore, social expectations of the interns’ competence in the clinical work 
environment also impacted on the examiners’ expectations of the student OSCE performance. The 
two most evident social expectations are safe practice and effective communications with patients 
in real-life situations. It is imperative that graduating students are able to perform safely the 
required clinical tasks, communicate effectively and develop trust with patients:  
Whereas the [fourth-year students], they're just a step away from being doctors. 
So you need to be able to say, well this person knows what they're talking about, 
or they will be okay, safe, with the patient, particularly in a few weeks' time. It's 
always a hazardous period. You've just got to adjust your judgement that way. 
(Pre-feedback interview/Examiner 1.5) 
My expectations are that should they become one of my residents, they would be 
learning all the time and they got a very good basis to learn from, that they have a 
rapport with the patients. That they have a trust of the patients. (Pre-feedback 
interview/Examiner 1.10) 
These social expectations are interrelated with the examiners’ perceptions of the usefulness 
of the marking criteria as discussed in Section 6.2.2. The examiners, who perceived the marking 
criteria as not useful, argued that safe practice and patient rapport were the critical marking criteria 
that were lacking, with the exception of stations that specifically focused on patient 
communications.  
6.2.3.4 Medical school’s unclear, unrealistic and changing expectations of student 
performance. 
The CHAT principle of the central role of contradictions (Engeström, 2001, 2004) provides 
the basis for analysing the tensions created due to the examiners’ perceptions that the medical 
school had unclear and unrealistic expectations of student performance. The analysis also illustrates 
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the dynamic nature of the activity system. The examiners’ divergent expectations are fundamentally 
associated with the exchange process which involves the examiners (subject), their expectations 
(rules) and the community (Bligh & Flood, 2015; Engeström, 1987). However, when the examiners 
perceived the medical school’s expectations as conveyed through the marking criteria (tools), the 
production process (which involves subject, tools and object) interacts with the exchange process to 
achieve the outcome. Similarly, when exploring the element of division of labour in terms of the 
examiners’ divergent expectations, the analysis reveals the interaction between the distribution 
process (which involves community, division of labour and object). Both distribution and exchange 
processes create systemic contradictions and drive changes in the activity system (Bligh & Flood, 
2015; Engeström, 1987). 
More than half of the participant examiners felt that the school’s expectations, as conveyed 
through the marking criteria, were ambiguous and/or unrealistic. These examiners indicated that 
more detailed marking criteria would be helpful in addition to more definite and explicit guidelines 
from the medical school about its expectations of student performance for each of the marking 
standards:  
I think another challenge would be what the expectation, the level of expectation 
of a pass mark would be.  So I think that's important to be very clear in the 
instructions to the examiner about what the expectations are. (Pre-feedback 
interview/Examiner 1.13) 
While this is additional evidence indicating that the examiners did not share the same 
understanding of the marking standards, it also provides another example of examiners recognising 
the need for a more focused briefing. When the examiners did not have a clear understanding of the 
medical school’s expectations, they made judgements of student performance based on their own 
interpretations of the marking criteria and standards which were likely to be different among the 
examiners. 
Similarly, tensions were created between the examiners and the school due to the unrealistic 
expectations of requiring students to undertake multiple clinical tasks, or a complex task, within the 
limited timeframe of an OSCE station. When the examiners were allocated to a station with 
requirements that even the examiners felt they would be unable to achieve appropriately within the 
time limit in a real-life situation, for example, breaking bad news to a patient in an eight-minute 
station, it was very challenging for the examiners to adequately assess the student clinical 
competence:  
I mean the particular station was [the medical school] wanted an assessment and 
then to talk about, so for [the students] to make an assessment of the patient, like 
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an examination, and then to talk about the investigations and the basic 
management. I think in whatever timeframe there was which wasn't very long … 
you couldn't do that in real-life. So you couldn’t even do the assessment without 
having the added thing of having to talk to someone about it. It was just a 
completely unrealistic timeframe to assess that. (Pre-feedback 
interview/Examiner 1.11) 
In order to assess students in a feasible manner within the given time limit for a station, a 
number of examiners modified the station: 
I had to kind of I guess what I did was I modified the station slightly, to run 
through some things a bit quicker. Some things I spent a bit more time on that I 
thought was more important. (Pre-feedback interview/Examiner 1.11) 
Examiners’ actions to modify the stations created tensions among all the elements in the 
medical school’s OSCE activity system. When an examiner modified a particular station without 
reaching a consensus from the entire group of examiners assessing in the same station, it was a 
major violation of the fundamental principle of using standardised stations in the OSCE to maintain 
its objectivity.  
Moreover, within the medical school’s OSCE activity system, division of labour is generally 
based on the examiners’ experience. The experienced examiners are usually allocated the role of 
chief examiner of an OSCE station. They are responsible for conducting a briefing with their team 
of examiners and ensuring every examiner understands the expectations of student performance in 
the allocated station.  
One examiner recounted an incident in one of the OSCE stations which highlighted the 
tensions created between the chief examiner and his team of examiners. Due to the fact that the 
examiners in the morning session had failed more students than might reasonably have been 
expected of, the chief examiner made the decision, with minimal consultation with the medical 
school’s OSCE assessment committee, to modify the expectations for the students who undertook 
the OSCE in the afternoon. Although the chief examiner had the dominant voice, not all of the 
examiners agreed to the change in expectations between sessions, as they believed that identical 
expectations should be applied to all students to maintain the fairness of the OSCE: 
… the briefing was this morning … we were failing so many of them based on 
this, maybe that wasn’t the right thing to do, maybe we should go a bit easier this 
afternoon … And then there was a bit of disagreement amongst the group about 
whether that was the right thing to do or not. And then essentially everyone just 
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went off and did their own thing from what they decided from that conversation 
was fair. (Pre-feedback interview/Examiner 1.3) 
Tensions were evident when the dominant voice from the experienced OSCE examiner 
decided to change the school’s expectations of this OSCE station between sessions. The examiners 
were frustrated by this change in the expectations of student performance at the chief examiner’s 
discretion. As a consequence, a number of the examiners decided to make their own decisions about 
what the students should be expected to achieve in this station. Both changes made by the chief 
examiner and the aforementioned examiners revealed the disconnect in communication and the lack 
of training provided to examiners. In fact, conversations regarding any proposed change to the 
expectations of student performance in an OSCE station should be discussed with the medical 
school’s OSCE assessment committee before any decision was made. This is to ensure equity and 
consistency of examiner judgements to the entire student cohort. 
To summarise, a range of factors instigated the examiners to adopt their selected, 
presumably different, marking practices. This includes cultural, historical and social factors, as well 
as the examiners’ perceptions that the medical school had unclear and unrealistic expectations of 
student performance, and the changes of its expectations between OSCE sessions. This is notably 
problematic as the use of different marking practices influences the consistency of examiner 
judgements. 
6.2.4 Examiners’ idiosyncratic marking practices. 
Examiners’ idiosyncratic marking practices were interrelated with their beliefs about the 
final-year OSCE, which were affected by their perceptions of the usefulness of the marking criteria, 
and the examiners’ and the medical school’s expectations of student performance. The closer the 
alignment between the examiners’ marking practices and the school’s expectations, the fewer 
tensions and contradictions were created in the examiners’ marking practices. This section explores 
how the use of checklist and global marking approaches, the examiners’ consideration of student 
attitudes that were shown when they undertook an OSCE station, and, the examiners’ perceptions of 
borderline and failing student abilities influenced the examiners’ marking practices.  
6.2.4.1 Examiners’ use of checklist and global marking approaches. 
The first area explored relates to examiners’ use of checklist and global marking approaches. 
The analysis illustrates the interactions among the examiners (subject), marking criteria (tools) to 
make judgements of the scores of student performance (object) in the production process (Bligh & 
Flood, 2015; Engeström, 1987). Examiners were required to provide their judgements using the 
marking criteria for both Part A: Criteria-based Scoring for which there were checklist points under 
each criterion to help guide the examiners, and Part B: Overall Impression in each OSCE station 
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(Appendix A). Examiners stated that they typically applied two distinct methods to make their 
judgements. The first method was that they provided their initial judgements of the marking 
standard for each checklist point and criterion (an individual score), and then they computed a 
summative judgement (an overall score) as their global impression of a student performance. 
However, examiners should indeed provide their global impression rating of a student’s 
performance in a station independently of the criteria-based scoring for standard-setting purposes: 
I find it easier if there's dot points that you can tick them off if [the students] get. 
That's what I tend to do. I tend to say if they say that and elaborate on that I give 
them a tick, I give them a tick and I give them a tick. And then, that's how I come 
up with my mark. So there are some key points for every question .… If they get 
none of the points, then they get marked poorly. If they get all of the ticks, then I 
tend to mark them exceptional. That's the way I do it. (Pre-feedback 
interview/Examiner 1.8) 
The second method was that the examiners made their initial judgements of a global 
impression of a student performance (an overall score), and then derived the individual marking 
standard for each checklist point and criterion (an individual score): 
The overall big picture and then you've got to then try and dissect that and 
artificially divide it into slots. You start at the end and work backwards. (Pre-
feedback interview/Examiner 1.6) 
A third method that the participant examiners did not apply was first to make judgements for 
the checklist (Part A), and then for the overall impression (Part B) independent of the checklist. If 
the medical school expects examiners to apply the third method, the school needs to clearly convey 
this expectation in the briefing and provide the appropriate training. However, this medical school 
did not mandate a specific marking practice. 
Here, it was useful to apply the CHAT principle of historicity (Engeström, 2001, 2004) and 
explore the interactions among the examiners, rules and the examiner community in the exchange 
process (Bligh & Flood, 2015; Engeström, 1987) to develop a better understanding of the preferred 
marking approaches depending on the examiners’ clinical and assessment experience. Experienced 
examiners who had broad experience in the clinical environment appeared to adopt a more global 
approach initially when they judged student performance: 
As I said, it's an experience thing for the examiners, particularly examiners who 
have a broad background. Because nowadays with super sub-specialisation, you 
get people I'm sure they are examiners, and I'm not criticising them, but their 
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knowledge is channelled into one direction. Whereas in the old days, the general 
surgeon and the general physician, they had seen most things. So that's why I still 
apply the global approach. (Pre-feedback interview/Examiner 1.5) 
Moreover, the examiners also articulated the reasons for their marking behaviour with 
reference to their experience in the clinical work environments: 
 … I guess what I globally [think] is how in a few weeks' time when [the 
students] on the wards doing this for real, could they be my intern, that's sort of I 
guess maybe globally what I'm thinking. (Pre-feedback interview/Examiner 1.13) 
There were different marking practices among the examiners because a dominant practice 
had not been mandated by this medical school in the OSCE examiner community. This raises 
concerns that variations in translating the scores from checklist to global, and vice versa, impacted 
on the consistency of examiner judgements of student performance.  
6.2.4.2 Examiners’ consideration of student attitudes. 
The second area explored relates to examiners’ consideration of student attitudes displayed 
when they undertook an OSCE station. The final-year medical students, as a part of the community 
and their role in the division of labour (subject), are fundamental in the examiner judgements of the 
student performance in the distribution process (Bligh & Flood, 2015; Engeström, 1987). Student 
attitudes appeared to be pivotal when the examiners had to decide whether they offered students 
assistance during the examination process, and when the examiners had to make a pass or fail 
decision: 
And this one other thing that will sway me and that’s their attitude towards the 
examination process … If [the students] become a little bit aggressive or if they 
are not treating the process with respect, and they are half and half, then that’s 
more likely to tip me towards a fail. Because I think it’s really important … if you 
are an intern and … you are in a position where you got to prove yourself and 
your response to that is to become aggressive and get angry with the person … 
you are not going to do very well as an intern. (Pre-feedback interview/Examiner 
1.3) 
Examiners’ experience in their clinical work environments also influenced their 
consideration of student attitudes in their marking practices. According to the Confederation of 
Postgraduate Medical Education Councils (2012), professionalism is a core learning area which 
specifies the requirement of junior doctors to “[maintain] an appropriate standard of professional 
practice and [work] within personal capabilities” (p.18). The examiner’s response above 
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accentuates that when the students become junior doctors, they are likely to be challenged with 
clinical work that they may not necessarily know how to approach. This is similar to the situation 
when the medical students encounter a challenging OSCE station. If students showed aggressive 
and disrespectful behaviour when they did not know how to approach a challenging OSCE station, 
this examiner envisaged it was likely that the students would display similar attitudes during their 
internships in challenging situations, which would be an unacceptable standard of professional 
practice.  
Applying the CHAT principle of multi-voicedness (Engeström, 2001, 2004), I identified the 
examiners who supported the consideration of student attitudes in their marking practices. These 
examiners believed that student attitudes towards the examination process and towards simulated 
patients during the final-year OSCE indicated students’ awareness of the standard of professional 
behaviour required for their intern year: 
… confidence and the bedside manner and all that old stuff which is important, so 
I don't apologise for putting that into part of the exam. (Pre-feedback 
interview/Examiner 1.6) 
Despite the fact these examiners took into account student attitudes, even though these were 
not specified in the marking criteria, this was in contrast to the practice of examiners within the 
medical school’s OSCE activity system who decided not to consider student attitudes as part of 
their judgements. These opposing behaviours created tensions regarding the examiners’ 
idiosyncratic marking practices.  
6.2.4.3 Examiners’ perceptions of borderline and failing students. 
The final area explored relates to examiners’ perceptions of borderline and failing students. 
This is also associated with the interactions in the distribution process among different examiners in 
the examiner community, the final-year medical students as part of the community and the roles of 
the examiners and students (division of labour) to achieve the goal of the object (Bligh & Flood, 
2015; Engeström, 1987). The examiners reported that these groups of students created the most 
tensions and disputes in the OSCE examiner community. As this medical school did not have 
defined criteria for marking students as borderline, or use a critical error as a reason for failing a 
student, the examiners had different views on marking a student as borderline or fail in an OSCE 
station. This aligns with the CHAT principle of multi-voicedness (Engeström, 2001, 2004). Due to 
the high-stakes nature of the final-year OSCE, the examiners devoted additional time to judging 
students as borderline or fail. Some of their considerations included whether a student’s 
performance revealed a lack of specific competencies, whether the underperforming students were 
nervous, or if they had not adequately prepared for the OSCE:  
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I think you have to be very careful if you are marking someone down close to 
failing, putting them on the borderline the reasons why you might be doing that 
…. One difficulty deciding is this a problem that really needs to be attended to for 
this particular student, or is this something relate to their nervousness just on the 
day that doesn’t affect their overall performance, or is it clear that they’ll be fine 
to go on but it’s clearly that they haven’t done enough preparation for this 
particular exams. (Pre-feedback interview/Examiner 1.4) 
Despite the fact that examiners were prepared to fail students according to the marking 
criteria, lenient examiners were more likely to pass students when considering the implications of 
delaying the commencement of students’ internships after graduation: 
But I'm comfortable enough failing somebody but usually after a lot of thought 
and probably leaning towards what is there that I can maybe push them over the 
line. (Pre-feedback interview/Examiner 1.9) 
Examiners adopted multiple practices when they considered borderline and failing students. 
They justified their judgements based on their experience of being OSCE examiners, their 
experience in their clinical work environments, as well as their personal inclination towards 
leniency and implications for the students.  
The examiners’ use of checklist and global marking approaches, their consideration of 
student attitudes, and their perceptions of borderline and failing student abilities led to the inclusion 
of marking criteria that the examiners considered as critical, and the exclusion of those criteria 
considered less important. This inconsistency in judging student performance created tensions 
among the examiners, as well as unequal outcomes for students in this high-stakes examination. 
6.3 Limitations of Using CHAT as an Analytical Tool 
The practical limitation of using CHAT as an analytical tool is that human emotions are not 
included as an element in this analytical framework. Therefore, in using CHAT, examiners’ 
emotions have not been considered when analysing their judgement behaviour. Affect and emotion 
play a vital role in influencing human judgements and thoughts (Clore & Huntsinger, 2007). In the 
context of education, “emotions are intimately involved in virtually every aspect of the teaching and 
learning process” (Schutz & Lanehart, 2002, p. 67) which includes student assessment.  
During the interviews with the examiners, they discussed the emotions involved in the 
OSCE process. This is worth further exploration regarding the consistency of examiner judgements. 
For example, one of the examiners expressed his overall dissatisfaction about not having any 
feedback about his judgements, as well as the lack of organisation of this medical school’s OSCE: 
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I am disappointed that we not have … feedback up to now from the university for 
whatever reason. It just seems very disorganised for each individual student it 
depends a lot on which examiner they encounter randomly and is not their fault 
for good or bad. (Pre-feedback interview/Examiner 1.1) 
Another examiner revealed her emotions relating to the chief examiner’s decision to change 
expectations between sessions, and felt it was unfair to the students who had completed the OSCE 
station earlier: 
And I actually walked away … and thought I don’t like what they did this 
morning, I am not going to do that. I think it’s ridiculous that they failed a third of 
the students that went through this. I am going to do it my way and I am not going 
to stick with and I felt terrible for the students that are gone through in the 
morning and failed, but I thought at least I can have an impact on the ones I am 
seeing now. (Pre-feedback interview/Examiner 1.3) 
Consequently, I recognise the limitations of CHAT and suggest that further research should 
consider human emotions in conjunction with CHAT to develop a more comprehensive 
understanding of the factors that influence examiner judgements. 
6.4 Summary 
This chapter explored the factors that influenced examiner judgements of the final-year 
student OSCE performance based on the pre-feedback semi-structured interviews with 17 OSCE 
examiners. In the analysis, I applied the second and third generations of CHAT (Engeström, 1987, 
2001), and also investigated the interactions among different elements in the activity system 
through the production, distribution, exchange and consumption processes (Bligh & Flood, 2015; 
Engeström, 1987). This exploration facilitated a deeper understanding of the impacts of the factors 
within the medical school’s OSCE activity system (AS1) and across to the OSCE examiners’ 
clinical work activity system (AS2). From the examiners’ perspectives, the four key factors that 
influence their judgements are the examiners’: conflicting beliefs about the purpose of the final-year 
OSCE (KFJudgement1); varying perceptions of usefulness of the OSCE marking criteria (KFJudgement2); 
divergent expectations of the final-year medical student OSCE performance (KFJudgement3); and 
idiosyncratic marking practices (KFJudgement4).  
The impacts of each of the four key factors on examiner judgements exist on a continuum 
and are context-dependent. For example, examiners’ varying perceptions of the usefulness of the 
OSCE marking criteria did not indicate a perception that the marking criteria in their entirety were 
useful or not useful. They found that some parts of the marking criteria guided them in relation to 
Consistency of Examiner Judgements in Medical Education  125 
the requirements of an OSCE station and to compare the standards of different student 
performances. However, the examiners considered the marking criteria were not useful when the 
critical criteria were absent.  
Moreover, these four key factors impacted not only a single element at a time, but a series of 
elements through their interactions within or across the activity systems. For example, when some 
examiners were unclear of the medical school’s expectations of student performance, they made 
changes to the marking criteria or standards without reaching a consensus from the examiner 
community. The changes of the marking criteria (tools) created substantial impacts on the rules set 
up by the medical school and subsequently impacted the consistency of examiner judgements of 
student performance (object). In real-world human experiences, there is always a multifaceted range 
of variables affecting each other that are not mutually exclusive (Yamagata-Lynch, 2010). The 
findings of this study substantiate the claim that it is impractical to isolate variables in many real-
life activities (Engeström, 1987; Rogoff, 1995; Yamagata-Lynch, 2007, 2010). Therefore, it is 
important to identify the critical variables, the four key factors in this study that create tensions and 
impact on the entire activity system.  
The four key factors act as a guide to capture the relevant data that can comprehensively 
analyse examiner judgements of final-year medical student OSCE performance as a whole 
(Yamagata-Lynch, 2010). To reflect the interactivity of the elements within and across activity 
systems, I propose the relationships between different elements should be included and indicated by 
the directions of the arrows in the graphical representation of the third generation of CHAT 
(Engeström, 1987, 2001): refer to Figure 6.3. The bold orange text and arrows indicate my additions 
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In Figure 6.3, the double-headed arrows indicate the interactions between two elements 
within the medical school’s OSCE activity system (AS1). Refer to the outer triangle corner in AS1. 
For example, the explicit rules set up by the medical school and AMC interacted with the OSCE 
examiner community in all four key factors within AS1. Additionally, the double-headed arrows 
also indicate the interactions between AS1 and the OSCE examiners’ clinical work activity system 
(AS2). For example, the examiners’ expectations of junior doctors’ performance in AS2 (tacit rules) 
interacted with the examiner judgements of student performance in the final-year OSCE (object) in 
terms of the examiners’ expectations of the final-year medical student performance (KFJudgement3). 
In relation to the four interrelated processes: production, distribution, exchange and 
consumption interacting in the activity system (Bligh & Flood, 2015; Engeström, 1987), 
consumption is the only process that was involved in all four key factors influencing examiner 
judgements to satisfy the need and requirements of an OSCE. The examiners as a social group in 
the community played a major role in providing a score of student performance. In addition, 
systemic contradictions were created through the distribution and exchange processes in all four key 
factors that influenced examiner judgements of the final-year student OSCE performance. For 
example, examiners’ divergent expectations were considered as tacit rules in judging student 
performance. Tensions were created as different expectations would result in different marking 
practices in the examiner community through the exchange process. These tensions might lead to 
unequal assessment of student performance. 
Table 6.1 provides a summary of the findings of the factors that influenced the ways in 
which participant examiners make judgements of student performance and the corresponding 
relevant guiding principles of CHAT, key processes within the activity system and chapter sections.  
 
Table 6.1. 
The Guiding Principles of CHAT, Corresponding Key Factors and Processes, and Chapter Sections. 
Guiding Principles of CHAT  











(1) To identify the prime unit of analysis 
 The prime unit of analysis was the 
examiner judgements of student 
performance in the medical 
school’s OSCE activity system 
(AS1) that had a network relation 
to the OSCE examiners’ clinical 
work activity system (AS2). 
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Guiding Principles of CHAT  











(2) To consider the multi-voicedness of an 
activity system 
   
 Conflicting beliefs about the 
purpose of the final-year OSCE: 
- An artificial examination and 
students learn more on the job 
- A final check before students 
start their internships 




 Varying perceptions of usefulness 
of the OSCE marking criteria: 
- Useful: provided the examiners 
with a structure  
- Not useful: did not include 
critical criteria 
- Involvement of simulated 
patients in making judgements 
of student performance 














 Divergent examiners’ expectations 
of the final-year medical student 
performance due to multiple 
factors: 
- Cultural: examiners’ medical 
specialisation 
- Historical: examiners’ 
experience of being OSCE 
examiners and time period 
since their graduation from a 
medical school or attaining a 
fellowship 
- Social:  
o Implications for 
additional cost in 




o A dominant group with 
experienced examiners 
and a subordinate group 
with less-experienced 
examiners  
o Expectations of safe 
practice and effective 
communication with 
patients 
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Guiding Principles of CHAT  











 Examiners’ idiosyncratic marking 
practices: 
- Opposing views: to consider or 
not to consider student attitudes 
shown when they undertook an 
OSCE station 
- Making decisions to judge 
students as borderline or fail 
 











(3) To understand the impact of historicity 
on the activity systems 
   
 Varying perceptions: the 
development of the marking criteria 
over time to address the changes of 
rules and requirements from the 
Australian Medical Council (AMC) 




 Examiners’ idiosyncratic marking 
practices: experienced OSCE 
examiners tended to adopt a 







(4) To address the central role of 
contradictions to create change and 
enhance development 
   
 Conflicting beliefs created tensions 
regarding the level of support 
provided to students during the 
examination 




 Varying perceptions created 
tensions regarding different 
approaches to making judgements 
based on the given criteria 
KFJudgement2 Production & 
Consumption 
Section 6.2.2 
 Contradictions between the 
examiners’ and the medical 
school’s expectations: 
- Unclear school’s expectations 
- Unrealistic school’s 
expectations  
- Disagreement with the chief 
examiners 
 






The findings reveal significant issues when different examiners’ beliefs, perceptions, 
expectations and idiosyncratic marking practices influenced the level of support that examiners 
provided to students during the examination process. These issues also influenced examiners’ 
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approaches to making judgements. The adoption of different marking approaches raised two crucial 
concerns. The first concern relates to the unequal judgements among the student cohort in a high-
stakes examination. This issue demands further investigation as it affects not only the students’ 
transition to work, but also the quality of patient care delivered by the future doctors.  
The second concern relates to the use of varying marking approaches to make judgements 
which contradicted the predicated notion that an OSCE is an objective assessment of student 
performance (Harden et al., 1975). This issue provokes a controversial question: if conducting 
OSCE for large cohorts of students and by large cohorts of examiners, can the OSCE still achieve 
the objectivity of its original intention as proposed by Harden et al. (1975)? Before I respond to this 
question, it is crucial to determine whether providing examiners with training could lessen the 
impact of the four key factors on the objectivity of their judgements in the OSCE. I undertook 
further interviews with the OSCE examiners following the provision of structured feedback as a 
form of examiner training. The aim was to investigate the enablers and barriers which might 
influence the examiners to make changes in their subsequent marking behaviours. Further details 
are discussed in Chapter 7 which explores the effectiveness of structured feedback as a training 
intervention and the examiners’ proposed training strategies that may assist in enhancing the 
consistency of their judgements. 
The analysis presented in this chapter demonstrated the inter-relationships between the four 
key factors. The interactions between these key factors created tensions in different elements within 
and across the two activity systems. For example, the examiners’ idiosyncratic marking practices 
were influenced not only by their beliefs about the purpose of the final-year OSCE, but also by their 
expectations of the final-year student performance which was also impacted by the examiners’ 
experience of working with interns in their clinical work environment. In addition, the findings also 
revealed there were different social groups established within the OSCE examiner community. 
Although these groups had elements of communities of practice (Lave & Wenger, 1991), for 
example, groups of less-experienced and more experience examiners, they only operated as 
collective subjects but not together as a single community. 
However, CHAT fails to acknowledge the underpinning of examiners’ emotions in these 
four key factors which, in fact, play a pivotal role in influencing the examiner judgements of student 
performance. An interrelated model which considers examiners’ emotions, as well as further 
exploration of the OSCE examiners’ Community of Practice (Lave & Wenger, 1991) are discussed 
in Chapter 8. 
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Chapter 7  
Investigation of Effectiveness of Structured Feedback and Examiners’ Proposed 
Training Strategies Using Cultural Historical Activity Theory 
7.0 Introduction 
Chapter 6 explored the factors that influenced examiners in their judgements of student 
OSCE performance using the analytical framework of Cultural Historical Activity Theory (CHAT). 
The analysis identified four key factors that influenced the consistency of examiner judgements of 
student performance, being examiners’: 
 Conflicting beliefs about the purpose of the final-year OSCE (KFJudgement1); 
 Varying perceptions of usefulness of the OSCE marking criteria (KFJudgement2); 
 Divergent expectations of the final-year medical student OSCE performance 
(KFJudgement3); and,  
 Idiosyncratic marking practices (KFJudgement4). 
A range of cultural, historical and social factors also contributed to the creation of tensions 
and contradictions in the medical school’s OSCE activity system (AS1) and the OSCE examiners’ 
clinical work activity system (AS2). Refer to Figure 6.3 in Chapter 6. Building on the proposition 
that these tensions and contradictions impacted on the consistency of examiner judgements of 
student OSCE performance, in this chapter I investigate the effectiveness of providing examiners 
with structured feedback on enhancing the consistency of their judgements and explore the 
examiners’ proposed training strategies.  
The aim of this chapter is to address RQ3: What are the factors that impact the effectiveness 
of structured feedback provided to the examiners in changing their marking behaviour? and RQ4: 
What are the examiners’ proposed training strategies that may enhance the consistency of examiner 
judgements? I applied the fifth principle of CHAT — possibility of expansive transformation in 
activity systems (Engeström, 2001, 2004) and its associated principles of double stimulation 
(Vygotsky, 1997) and ascending from the abstract to the concrete (Davydov, 1990; Ilyenkov, 1982) 
— throughout the analyses. Refer to Section 3.3.4 in Chapter 3 for further details of these 
principles. 
Based on the principle of double stimulation (Vygotsky, 1997), I address RQ3 by exploring 
the effectiveness of the structured feedback provided to the examiners. The first stimulus, the 
problematic situation, as discussed in Chapter 6, was the inconsistency of examiner judgements in 
the high-stakes OSCEs. The second stimulus, the provision of structured feedback, acted as a means 
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of facilitating the examiners to raise questions and initiate a collaborative change to the feedback 
mechanism between this medical school and themselves in the future. 
Furthermore, I consider RQ4 based on the key concept of germ cell, that is, OSCE examiner 
judgements of student performance, within the principle of ascending from the abstract to the 
concrete (Davydov, 1990; Ilyenkov, 1982). I focus on exploring, from the examiners’ perspectives, 
the diverse range of proposed practical and creative training strategies that the germ cell has 
initiated, as well as the possibility of using these proposed strategies as a starting point to modelling 
a solution for the problematic situation in this study.  
To identify the factors that relate to the effectiveness of the structured feedback and different 
examiners’ proposed training strategies, I adopted an inductive approach informed by the fifth 
principle of CHAT (Engeström, 2001, 2004) to analyse 17 pre-feedback and 12 post-feedback 
interviews with the OSCE examiners using open coding (Merriam, 2009; Merriam & Tisdell, 2016) 
and axial coding (Corbin & Strauss, 2015). I followed the same process that I had applied to 
identify the four key factors influencing examiner judgements in Section 6.2 in Chapter 6. I 
identified the recurring patterns of the groupings established from the axial coding, and then 
consolidated them into a set of themes (Merriam, 2009; Merriam & Tisdell, 2016). Refer to Section 
4.11.2.3 in Chapter 4 for details about the use of open and axial coding in this study. Subsequently, 
I identified the key factors from the set of themes that relate to the effectiveness of structured 
feedback, and the major content areas that relate to examiner training.  
7.1 Key Factors Influencing the Effectiveness of Structured Feedback 
The analysis of the pre- and post-feedback interviews revealed three key factors (represented 
as KFFeedback) that influenced the effectiveness of providing examiners with structured feedback to 
enhance the consistency of their judgements: 
 Examiners’ perceptions of structured feedback (KFFeedback1);  
 Practical functions of structured feedback (KFFeedback2); and, 
 Examiners’ adoption of structured feedback to create a collaborative change 
(KFFeedback3). 
The following section discusses the key factors, and their enabling and inhibiting sub-factors 
that could potentially impact on creating a collaborative change to a regular feedback mechanism 
between the medical school and the examiners. 
7.1.1 Examiners’ perceptions of structured feedback.  
The analysis in Chapter 6 revealed that the rules set up by the medical school for the OSCEs 
interacted closely with the OSCE examiner community in all four key factors that influenced the 
consistency of examiner judgements. These four key factors are the examiners’ beliefs, perceptions, 
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expectations and marking practices within the medical school’s OSCE activity system (AS1). Refer 
to Figure 6.3. Given the significance of interactions between the medical school and examiners in 
terms of conveying information to achieve consistency in their judgements of student performance, 
it is a reasonable expectation that the medical school should inform the examiners about their 
marking behaviour in the final-year OSCE. However, this was not the case in this medical school. 
The OSCE examiners had not previously received any form of feedback about their OSCE marking 
behaviour. The provision of structured feedback was a novel practice in which the examiners had an 
opportunity to compare their marking behaviour with those of the rest of their cohort. 
Nine of the 17 examiners from the pre-feedback interviews articulated their perceptions of 
the potential usefulness of the structured feedback report. Given that they had not yet received the 
feedback, they could provide only a general comment: 
Yes, I think [feedback] would be great because that’s the big thing, isn’t it? If I'm 
marking everyone too leniently then I maybe need to bring it back to where 
everyone else is. That'd be a very useful thing to know. (Pre-feedback 
interview/Examiner 1.8)  
The structured feedback appeared to be particularly important for the less-experienced 
OSCE examiners, for example, a first-time examiner said: 
I think feedback form that you put together clearly is a lot of work and it’s quite 
useful and I find it interesting and I think it’s important to do to have 
standardisation of examining to improve. [It’s] already high-quality education, 
but it also makes you more robust and defensible if people argue about how they 
are assessed which is increasingly becoming an issue from what I understand. So 
if you have a sound kind of underpinning to show it is equitable marking and that 
people are normalised in terms of examination approach and technique, then it’s 
just makes the process more robust and I think it’s a good idea. (Post-feedback 
interview/Examiner 2.7)  
This examiner clearly articulated the importance and benefits of the structured feedback in 
supporting examiners to make robust, equitable and defensible judgements of student performance. 
Indeed, all of the examiners except one indicated that the structured feedback provided was 
useful in terms of reassuring them about their judgements and standardising the examiner 
judgements, a typical comment follows: 
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[The feedback] makes me feel confident I'm probably doing the right thing by the 
student … I think it might let me go in there more confident[sic], confident that 
I'm being fair to the students. (Post-feedback interview/Examiner 2.2)  
The examiners perceived that the structured feedback provided was useful, as it was the first 
time that they had received feedback about their marking behaviour. The positive perceptions of 
structured feedback can be expected to facilitate a collaborative change in instituting a regular 
feedback mechanism between the medical school and the examiners. In addition, given that the 
examiners acknowledged that the structured feedback provided them with confidence in their 
marking, it could also be a strategy for standardising examiner judgements. The provision of 
structured feedback may be an important initial step towards enhancing the consistency of examiner 
judgements, as well as an acceptable form of examiner training. 
7.1.2 Practical functions of structured feedback. 
To understand how I interpreted the practical functions of the structured feedback provided 
to the examiners, it is important to briefly review the analysis of Chapter 6. It indicated that the 
medical school’s unclear and unrealistic expectations of student performance created tensions and 
contradictions when a number of examiners raised questions about the marking criteria and 
standards. These tensions and contradictions were exacerbated when these examiners decided to 
apply their own interpretations of the marking criteria and standards to judge student performance. 
This is challenging, as different interpretations and marking practices influence the consistency of 
examiner judgements, and are partly responsible for creating the problematic situation (first 
stimulus). Refer to Section 6.2.3.4 in Chapter 6 for more details. I explore in this chapter how the 
structured feedback (second stimulus) could assist in clarifying the medical school’s expectations of 
student performance. Under the key factor of practical functions of structured feedback, the findings 
reveal three enabling sub-factors which play an important role in enhancing the effectiveness of the 
feedback provided, being: 
 A communication channel between the medical school and the examiners; 
 A means of comparing examiners’ marking behaviour with those of the examiner 
cohort; and, 
 A means of facilitating examiners’ self-reflection on their marking behaviour. 
Initially, the examiners perceived that the structured feedback provided a means for the 
medical school to communicate with them if their marking behaviour was not what the school 
expected: 
I think [the feedback] would be helpful actually. Because I want to do what the 
School needs me to do and I want to do it properly. If I am being too lenient or 
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too hard, I do want the School to let me know that because like I say very high-
stakes. If we let people through that aren’t safe, that’s a real problem. And if we 
don’t let people through, who really are going to be okay, then that’s a massive 
blow to them, so it’s very high-stakes, so I want to know … I care how I am 
compared to what the School wants. And that’s where that standardisation. (Pre-
feedback interview/Examiner 1.3)  
The response from Examiner 1.3 implied that there was a lack of clear communication from 
the medical school’s OSCE assessment committee guiding the examiners how to judge students 
according to the criteria on the marking sheet in order to maintain the objectivity of the OSCE. 
Furthermore, 12 out of 17 examiners in the pre-feedback interviews, and five examiners in 
the post-feedback interviews, agreed that structured feedback fulfilled the practical function of 
comparing an examiner’s marking behaviour with those of the examiner cohort. The examiners felt 
reassured when they realised that their marking behaviour was in line with that of other examiners 
in the same OSCE station: 
I also think that … maybe some feedback as to how you might have performed in 
reference to other examiners for the same station would be very validating for 
your performance subsequently so that you might take it on board as being 
somewhat educational, so that you would approach that particular station or that 
type of station in a better manner for the next time. (Pre-feedback 
interview/Examiner 1.17)  
The examiners also indicated that the comparison with the entire examiner cohort provided 
them with an indication of whether their marking behaviour was too lenient or stringent: 
I think it’s interesting to see where you fit in relation to other examiners. And it 
gives you particularly when I haven’t examined in this format before. It’s my first 
time it was good to see … where you sit on this spectrum and that you are not 
being overly harsh [or] not particularly soft in your marking either. (Post-
feedback interview/Examiner 2.7)  
This was particularly relevant to the first-time examiners who assessed students in the high-
stake final-year OSCE. 
Finally, regarding the sub-factor of facilitating examiners’ self-reflection, more than half of 
the examiners in the post-feedback interviews acknowledged that the structured feedback was 
insightful and thus stimulated self-reflection of their marking behaviour: 
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Well I just did the OSCE on Saturday afternoon, so I already was aware of this 
[feedback], and yes I was thinking about it all the time …. It was there thinking 
and now again, that was an OSCE station that was in an area that I wasn't familiar 
with. It was a chest x-ray and writing a prescription. So it was not something that 
I specifically teach and know about. And I would've thought my marks — the 
distribution — would've been similar to this [feedback]. So I was thinking about it 
during the [OSCE]. Am I being too hard? Am I being too easy? What are the 
expectations, et cetera, in the OSCE station? (Post-feedback interview/Examiner 
2.3)  
Examiner 2.3 articulated his reflection-in-action based on the structured feedback which 
assisted him to calibrate his judgements of student performance in the subsequent OSCE. 
The examiners’ responses indicated that the practical functions of acting as a 
communication channel, comparing examiners’ marking behaviour and facilitating their self-
reflection all enhanced the effectiveness of structured feedback on influencing the consistency of 
examiner judgements. These functions have strong potential to play a role in instituting a 
collaborative change to a regular feedback mechanism between the medical school and the 
examiners. 
7.1.3 Examiners’ adoption of structured feedback to create a collaborative change. 
The effectiveness of structured feedback on enhancing the consistency of examiner 
judgements primarily depends on how the OSCE examiners apply the feedback and make changes 
to their individual marking practices, as well as their success in facilitating a collaborative effort to 
create a regular feedback mechanism within the medical school’s OSCE activity system. Under the 
key factor of examiners’ adoption of structured feedback to create a collaborative change, the 
findings reveal three inhibiting sub-factors which could potentially hinder the effectiveness of 
structured feedback: 
 Examiners’ resistance to change their marking practices;  
 Difficulties in interpreting the structured feedback reports; and,  
 Delay in releasing the structured feedback reports.  
The first potential inhibiting sub-factor is associated with several examiners who expressed 
their resistance to changing their marking behaviour. The reasons given by the examiners in the pre-
feedback interviews were different to those in the post-feedback interviews. For the examiners in 
the pre-feedback interviews, their rationale for not changing their behaviour was related to their 
personal preference or habit: 
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Probably not [because] I'm [always] going to be lenient … I'm pretty soft … a lot 
of medical students come through our practice. I know that they're all pretty 
enthusiastic and I know they're all pretty keen and motivated. And I know that 
different people react to exam stress in different ways. Some people are very calm 
and they just swan through it and some people are so … nervous that they just 
forget things and you can see the panic in their eyes and you know that they're not 
really giving a representative effort of what they know. So that's why I'm lenient. 
I used to get really nervous before exams as well. That's probably why I go soft 
on them. (Pre-feedback interview/Examiner 1.16)  
Moreover, Examiner 1.9 indicated that he might decide not to change his marking behaviour 
after reflecting on the structured feedback provided: 
But if the comparison showed that for me as an individual I was leaning too 
heavily one way or the other, then it would be an indication to think more 
carefully about it. I may decide that that's where I want to stay. (Pre-feedback 
interview/Examiner 1.9)  
In contrast, Examiner 2.4 in the post-feedback interview indicated her unwillingness to 
change with a thoughtful response which was related to her belief about how calibration of 
examiner marking should be conducted: 
I am not so sure what impact it will have on my marking because I see that the 
marking should come from a clear understanding of what the requirements are for 
the different levels, a very clear demonstration of understanding shared by the 
examiners of what a pass mark is, and then what you know what really excellent 
looks like, and what is below the acceptable level for passing that particular 
student on that case station which is the thing that I really struggle with doing 
these exams. (Post-feedback interview/Examiner 2.4)  
This examiner’s resistance to changing her marking practices was mainly due to her not 
being provided with well-defined expectations of different marking standards to differentiate 
student performance in the OSCE. She looked for additional guidance in collectively setting up the 
marking standards of student performance. This led to her suggestion of establishing a shared 
understanding of the medical school’s expectations among all OSCE examiners as an example of a 
training strategy, which will be further discussed in Section 7.2. 
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Furthermore, a number of examiners in the post-feedback interviews also indicated they 
were not going to change their marking practices because they were satisfied with their positions 
when compared to those of their examiners’ cohort based on the structured feedback reports:  
I don’t think I’ll mark differently because of where I sat on the spectrum. I 
thought my marking was reasonable I think the [statistics] were about where I 
expect that I would be. (Post-feedback interview/Examiner 2.7)  
Well in fact I think I was pretty much middle of the range for everything, so I 
think I probably won't change my practice, but I guess it's confirmation that I'm 
probably on the right track. (Post-feedback interview/Examiner 2.9)  
Following the first potential inhibiting sub-factor relates to examiners’ resistance for those 
who might need to change their marking practices, the second sub-factor relates to the difficulties in 
interpreting the information on the structured feedback reports. In this study, the examiners 
generally did not encounter any significant problems in understanding the information presented: 
I've got to say that I found the layout of the report really really easy to understand. 
(Post-feedback interview/Examiner 2.1)  
A few examiners asked questions about the box-plots showing comparisons of an 
examiner’s mean, median and spread of marks to those of other examiners in the same OSCE 
station: 
I’m over here. I am Examiner 5 … so and here’s the box plots. I am not quite sure 
what, so this looks to me like I actually don’t mark, I don’t give a real big range 
of marks would that be fair to say? (Post-feedback interview/Examiner 2.4)  
Apart from that, most of the examiners did not find interpreting the information presented on 
the feedback reports to be an issue.  
However, there is a risk in assuming too much or too little basic knowledge of data analysis 
and visual representations that examiners may have; one may display overly-complicated or overly-
simplified graphs and thus create problems in interpretation. This can be a potential barrier to 
examiners in terms of modifying their marking behaviour to achieve consistency of their 
judgements based on the structured feedback provided. 
The final potential inhibiting sub-factor relates to the delay in releasing structured feedback 
reports. The reports were distributed to the examiners four weeks prior to the Year 2 OSCE. The 
purpose was to provide a prompt for the examiners to review their marking behaviour in the 
previous OSCE and decide if they needed to make changes to their marking practices in the 
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subsequent OSCE.  However, one examiner pointed out that timely feedback after the Y1 OSCE 
would be more beneficial. This is similar to providing students with feedback in that timeliness is 
closely associated with engagement to facilitate further learning (Gibbs & Simpson, 2005; Price, 
Handley, & Millar, 2011): 
I think a few days or a few weeks after the actual exam if I got a record of what I 
marked people as compared to others doing the same station that would be helpful 
because I don't know [whether] I'm lenient or stringent …. A year's too much. It 
would need to be within a few [weeks] because I don't remember the exams. (Pre-
feedback interview/Examiner 1.14)  
Delay in releasing structured feedback could be a potential barrier to its effectiveness on 
motivating and engaging the examiners to respond to the data presented and to take necessary 
actions to modify their marking practices. However, considerations need to be given in terms of 
human resourcing required to produce the structured feedback reports in a shorter timeframe.  
In summary, the key factors, and their enabling and inhibiting sub-factors that affect the 
effectiveness of structured feedback are outlined in Table 7.1.  
 
Table 7.1. 
Key Factors that Affect the Effectiveness of Structured Feedback. 
Key Factors Enabling Sub-Factors Inhibiting Sub-Factors 
1. Examiners’ perceptions of 
structured feedback 
 
Examiners, in general, 
perceived the structured 
feedback provided to be useful 
— 
 
2. Practical functions of 
structured feedback 
As a communication channel 
As a means of comparing 
examiners’ marking behaviour 
with those of the cohort 




3. Examiners’ adoption of 
structured feedback to 
create a collaborative 
change — 
 
Examiners’ resistance to 
change 
Difficulties in interpreting the 
feedback provided (not evident 
in this case study) 
Delay in releasing the 
structured feedback reports 
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Linking this analysis to the fifth principle of CHAT — possibility of expansive 
transformation in activity systems (Engeström, 2001, 2004) — I suggest that the provision of 
structured feedback and its practical functions enabled the OSCE examiners to reflect upon and 
question the minimal existing communication between the medical school and themselves. The 
structured feedback is pivotal to the problematic situation of inconsistency of examiner judgements 
(first stimulus) in this study. Although the provision of structured feedback acted as the second 
stimulus to initiate a regular feedback mechanism between the medical school and the OSCE 
examiners, a long-term successful change would require examiners to take a more active role as the 
transformative agency and contribute to a collaborative and longitudinal change effort to the 
medical school’s OSCE activity system. In Section 7.2, I further explore the role of structured 
feedback (second stimulus) in the examiners’ proposed training strategies. 
7.2 Examiners’ Proposed Training Strategies 
I also applied the fifth principle of CHAT — possibility of expansive transformation in 
activity systems (Engeström, 2001, 2004) — to explore the examiners’ proposed training strategies 
to enhance the consistency of the germ cell, that is, the OSCE examiner judgements of student 
performance. The analysis of the pre- and post-feedback interviews revealed four major content 
areas of the examiners’ proposed training strategies: 
 Modifying the briefing provided on the day of the OSCE; 
 Development of a shared understanding of marking standards; 
 Implementation of a peer observation and support mechanism; and, 
 Continual provision of annual structured feedback to examiners. 
I focused on further exploring the proposed training strategies in terms of analysing their 
feasibility in the context of this medical school, and identifying those that could be a starting point 
to model a solution to manage inconsistency of examiner judgements to address RQ4 (Section 7.0). 
7.2.1 Modifying the briefing provided on the day of the OSCE. 
Prior to each OSCE session, the chief examiners of the OSCE stations concurrently 
conducted a short briefing (maximum length was 30 minutes) with the station examiners. The 
purpose was to ensure every examiner understood the marking criteria in terms of the expected 
student performance in the allocated station. However, there were tensions and contradictions 
among the examiners about the usefulness of the briefing. As previously discussed in Chapter 6, a 
few examiners indicated that the briefing was not a structured session to obtain a consensus about 
the expected standards of student performance at an OSCE station, but rather it was a social 
opportunity for the examiners to catch up annually. For others, the briefing was essential to enhance 
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the consistency of examiner judgements, depending on the content delivered by the chief 
examiners: 
I like the get-together at the start which I think is very important, so there's the 
four different examiners marking the same thing.  You all get together at the start 
and run through the question and I think that can certainly add to consistency and 
that's very important I think. (Post-feedback interview/Examiner 2.9)  
The first major content area of proposed examiner training strategies relates to modifying 
the briefing as a training opportunity. The examiners suggested three key components for 
consideration: 
 Extend the duration of the briefing; 
 Incorporate time for calibration among the examiners; and, 
 Schedule the OSCE station writers to provide the relevant briefing to the examiners. 
The first key component was to extend the duration of the briefing, so that sufficient time 
was provided for the chief examiner to undertake the briefing in more detail, and for examiners to 
prepare for the station. The response from one of the chief examiners illustrated the need to have a 
longer briefing session: 
So the briefing needs to be [longer] because sometimes you don't get enough time 
to brief …. You're still looking for the other [examiners in the same station] and 
before you know it you’ve got to rush your briefing. (Pre-feedback 
interview/Examiner 1.8)  
The second key component to modify the briefing was to incorporate time for calibration 
among the examiners in terms of their understanding of the medical school’s expectations of student 
performance in a station: 
So I think perhaps in the meeting before the actual exam on the day rather than 
just the understanding of the [station], there needs to be some kind of calibration 
at that time going through the notes and seeing what specifically the university 
wants the student to be able to do … perhaps a bit more emphasis on specifically 
the marking schemata would be more beneficial on the day. (Pre-feedback 
interview/Examiner 1.14)  
So probably a more structured briefing session before the actual exam would be 
helpful and that’s for the OSCE … in the OSCE, it's just you. So that's where the 
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briefing session I think is so important beforehand to make sure that you're on the 
same page. (Post-feedback interview/Examiner 2.12)  
Finally, the third key component to modify the briefing was to schedule the OSCE station 
writers, who were usually the examiners and/or the clinical educators at the medical school, to 
provide the relevant briefing to the examiners. This was particularly useful to clearly specify and 
standardise the marking standards of the student performance: 
So and whoever writes the [station] would have the best idea of what are the key 
elements that we're going to mark them on. (Pre-feedback interview/Examiner 
1.8)  
It is also important that the chief examiners were informed by the station writers of the 
expected student performance. In fact, the examiners who designed the stations appreciated the 
opportunity to conduct the briefing and clarify the expected student performance. This was also a 
form of professional development for the OSCE station writers: 
I particularly did enjoy it when I set the [station] and I set the scenario and then I 
had to brief everyone because I felt it was valuable to be able to brief everybody 
because it was a [station] where the diagnostic work out was important, getting 
the diagnosis was unimportant, we didn’t expect the students to get it at all, but it 
was how they went about thinking about all these missing various options that 
was important and the examiners seem to get excited about that .… I enjoy giving 
the briefing. (Post-feedback interview/Examiner 2.5)  
The interviews with the examiners highlighted three key components to modify the briefing 
as a training opportunity. However, by extending the briefing duration and incorporating time for 
calibration, it is inevitable that this will make an OSCE day even longer, particularly for examiners 
who assess students in both the morning and afternoon sessions. The feasibility of modifying the 
briefing on the OSCE day as one of the training strategies should be carefully considered. 
7.2.2 Development of a shared understanding of marking standards. 
The second major content area of proposed examiner training strategies relates to 
developing a shared understanding of marking standards within the examiner cohort such as very 
well; well; partially; poorly; or not at all for the criteria-based scoring under each marking 
criterion. The existing OSCE marking sheet developed by this medical school did not have 
descriptors for each of the marking standards. Inconsistency of examiner judgements occurs when 
different examiners define their understanding differently. Given the diversity of the OSCE stations, 
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the aim was to develop a shared understanding and agreement on the general principles of the 
marking standards: 
The individual stations in OSCE are very specific, so it is very difficult to get 
something to translate to every station exactly. But I think examiners should agree 
on the general principles that transcend across every station and yes this is what 
we’re looking for, this is what we need to do, this is the standard that we should 
be setting. (Pre-feedback interview/Examiner 1.1)  
Examiner 1.10 suggested that a baseline of the shared understanding of marking standards 
could be developed through a social learning activity in which the examiners work with simulated 
patients and discuss among themselves in order to reach a consensus as part of the examiner 
training process: 
I think the most efficient way would be a standard examiner, or the standard 
examiner with a patient, in our case it's an actor or actress there, going through 
the questions and getting the answers. The examiner acting the part of the student 
and a sort of scoreboard coming up visually, was this a good answer, or was this 
good and so on? (Pre-feedback interview/Examiner 1.10)  
Once the baseline of the shared understanding of the marking standards is established, an 
examiner suggested that the medical school should formalise that shared understanding and 
incorporate the information as part of the guidelines for the examiner training. In addition, the 
shared understanding could be further strengthened through the use of various media as part of the 
online examiner training: 
Once you’ve got the baseline, then you write the document and circulate it and 
people just read it … in terms of online you could maybe send a video around for 
examiner training purposes where you show one of these sessions and show what 
the School of Medicine has decided is going to be a pass and what the School of 
Medicine would have decided would be a fail and then talk about those common 
things that people fail and pass students on and whether the School accepts that or 
not. (Pre-feedback interview/Examiner 1.3)  
Although these examiners were aware of the amount of work involved to develop a shared 
understanding of the marking standards of every station, they wanted more explicit clarification of 
the marking standards. They also indicated that they would take the initiative to understand the 
expected standards as part of their self-training as OSCE examiners: 
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I think it would be good if with the marking guide if there was a bit more 
clarification about what was a pass or what was a fail. So whether that was 
something that [examiners] could print out before [they] go in that [they] could 
read and that has the different sections and then what a just below would be .… I 
suppose it's a lot of work and it might not be practical for that to be done for each 
station. But I do think that different examiners do mark, well, your study really 
showed that, that a huge variation between examiners was really troubling to me. 
(Post-feedback interview/Examiner 2.12)  
This second area of proposed examiner training strategies underlines the importance of 
developing a shared understanding of marking standards among the examiners. Given the time 
commitment and the large number of OSCE examiners (over 100 in each year’s cohort), the 
feasibility of adopting the social learning activity as an approach to develop a shared understanding 
of marking standards should again be thoroughly considered.  
7.2.3 Implementation of a peer observation and support mechanism. 
The third major content area of proposed examiner training strategies relates to 
implementing a peer observation and support mechanism. As discussed in Chapter 6, there is a 
community of OSCE examiners within the medical school’s OSCE activity system. It is composed 
of different social groups self-identified by the examiners when they judged student performance, 
for example, groups of experienced and of less-experienced OSCE examiners. From the perspective 
of examiner training, these social groups could play an important role in facilitating a peer 
observation and support mechanism. These groups would then function as a Community of Practice 
(Lave & Wenger, 1991) to resolve the challenges of judging students in varying ways. A number of 
less-experienced examiners accentuated the benefits of undertaking peer observation and co-
marking with the experienced examiners: 
I would expect that the first time I'd go as an observer and then I'd expect that 
perhaps the second or third time, then I would start to be involved in the marking 
and then but I would have another examiner with me, a more experienced 
examiner who could assist me in calibrating myself and making sure that what I'm 
doing is what they want. (Pre-feedback interview/Examiner 1.11)  
So in general I think it's being consistent is a challenge and trying to see if you're 
on a par with your peers. I think maybe I prefer the idea of double marking even 
if that's just for the first couple and then doing your own or getting together with 
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the other examiners just to briefly review what the standard is you'd expect. (Post-
feedback interview/Examiner 2.11) 
Furthermore, the examiners appeared to be more open-minded about the discussions that 
arose from conversations with peers which also facilitated examiners’ self-reflection of their 
marking behaviour: 
You could probably have that group of examiners, they could perhaps do four 
OSCE [stations] and see what the range of marking was and to see, look okay 
look it turns out I'm … a really hard marker. It instructs me that I perhaps need to 
dilute my level of expectation and so yeah I think that probably would be a way to 
do it. (Post-feedback interview/Examiner 2.8) 
The third major area of proposed examiner training highlights the benefits of implementing 
a peer observation and support mechanism. The examiners’ responses were positive in terms of 
their willingness to be mentors or mentees in the Community of Practice. Similarly, the suggested 
peer observation and support mechanism encounters the same feasibility challenge noted in the 
previous section due to the large number of examiners involved in a final-year OSCE.  
7.2.4 Continual provision of annual structured feedback to examiners. 
The final major content area of proposed examiner training strategies supports the continual 
provision of annual structured feedback to OSCE examiners. Based on the principle of double 
stimulation (Sannino, 2011; Vygotsky, 1997), the provision of structured feedback was the second 
stimulus which acted as a means of facilitating the examiners to raise questions about the 
problematic situation (first stimulus) and initiating the collaborative change to a regular feedback 
mechanism between the medical school and the examiners. A number of examiners agreed that the 
provision of feedback played a crucial role in examiner training: 
I just think if [the medical school] could come up with something like this each 
year … and giving us some idea whether we all are working at about the same 
level. (Post-feedback interview/Examiner 2.2) 
An examiner also suggested that even a high level of feedback would provide examiners 
with a sense of ownership of their marking behaviour and participation in the OSCE: 
So it might be worthwhile [saying] … look those of you who came last year, this 
is what we found … the consistency was pretty good, what the outcome was, how 
many students passed, how many students failed. Just so there's some feedback to 
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give the examiners some sort of ownership and some sort of feeling of actual 
participation in the whole process. (Post-feedback interview/Examiner 2.1) 
This examiner continued to explain the value of providing examiners with feedback as it 
would help the examiners to reflect on and, if appropriate, model others’ marking behaviour: 
Modelling one's own performance on the good things that you see in the trainee or 
the student sees in the consultants around them, I think it's very important. It's a 
very powerful influence for the students. So having examiners having feedback 
about maybe not their own personal performance but just the overall performance, 
so they can because most people are pretty perceptive. (Post-feedback 
interview/Examiner 2.1) 
As well as providing quantitative feedback, one examiner suggested that sharing of the 
qualitative feedback about the challenges that examiners encountered would also help to bolster 
their confidence in making judgements of student performance: 
Perhaps some de-identified comments that you will get out of these interviews to 
sort of perhaps examiners are having the same challenges that will be reassuring 
and then you realise you are not the only one who find the first three sort of 10 
minutes session pretty challenging. Because probably everyone is the same in that 
respect, so sharing some common challenges I suppose. (Post-feedback 
interview/Examiner 2.5) 
The final major area of proposed examiner training illustrates the potential positive impacts 
of the continual provision of annual feedback on developing examiners’ ownership of the OSCE, 
facilitating their reflection and reassuring them about their judgements of student performance. 
However, a collaborative effort from examiners to advocate for the returns on investment from the 
continual provision of annual feedback will be required to convince the medical school to allocate 
human resources to do so. 
In summary, the proposed examiner training strategies that may enhance the consistency of 
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Table 7.2. 
Four Major Content Areas of Proposed Examiner Training Strategies and their Considerations. 
Major Content Area Considerations Relevant Sections  
in Chapter 7 
1. Modifying the briefing provided 
on the day of the OSCE 
 Extend the duration of 
briefing 
 Incorporate time for 
calibration among 
examiners 
 Schedule the OSCE 
station writers to provide 
briefing to examiners  
 
Long hours of an OSCE exam day  
Feasibility and degree of impact  
Section 7.2.1 
2. Development of a shared 
understanding of marking 
standards 
 Develop through a social 
learning activity  
 
Feasibility of adopting the social 
learning activity approach due to 
time commitment and large 
number of examiners 
 
Section 7.2.2 
3. Implementation of a peer 
observation and support 
mechanism 
 Implement through a 
Community of Practice in 
different examiners’ 
social groups  
 
Feasibility of implementation 
among the large number of 
examiners involved in the final-
year OSCE  
Section 7.2.3 
4. Continual provision of annual 
structured feedback to 
examiners  
 Create a sense of 
ownership among 
examiners 
 Assist examiners to 
reflect on and model 
others’ marking 
behaviour 
 Reassure examiners’ 
about their own 
judgements 
 
Human resourcing allocations to 




Linking this analysis to the fifth principle of CHAT — possibility of expansive 
transformation in activity systems (Engeström, 2001, 2004) — the proposed training strategies were 
clearly meaningful to the examiners in the context of this study. These training strategies could 
potentially be the starting point for enhancing the consistency of the germ cell (Sannino & 
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Engeström, 2017a). The examiners who showed initiative in providing suggestions of examiner 
training are the ideal candidates to take on the role of transformative agency. They have the 
potential to lead the modelling of new solutions, examining and testing the new training strategies, 
and, ultimately, implementing the appropriate training strategies to control the problematic situation 
of inconsistency of examiner judgements in the long term (Sannino & Engeström, 2017a). By doing 
so, these examiners will be actively moving from Step 2: Analysing the given structured feedback to 
Step 3: Modelling the new solution of examiner training (Figure 7.1), which is in line with the cycle 
of expansive learning proposed by Engeström and Sannino (2016). However, it should also be noted 
from the interviews with the examiners (refer to the considerations outlined in Table 7.2) that the 
required time commitment and the coordination among a large number of examiners were 
considerable barriers to achieve this goal. 
7.3 Summary 
Based on 17 pre-feedback and 12 post-feedback semi-structured interviews with the OSCE 
examiners, this chapter addressed RQ3: What are the factors that impact the effectiveness of 
structured feedback provided to the examiners in changing their marking behaviour? and RQ4: 
What are the examiners’ proposed training strategies that may enhance the consistency of examiner 
judgements? 
I applied the fifth principle of CHAT — possibility of expansive transformation in activity 
systems (Engeström, 2001, 2004) — to explore the effectiveness of the structured feedback 
provided to the examiners, and to identify the key factors and their associated enabling and 
inhibiting sub-factors which may impact on the long-term expansive transformation of the feedback 
mechanism between the medical school and the OSCE examiners. I suggest that the act of providing 
examiners with structured feedback, its perceived usefulness, and practical functions facilitated the 
effectiveness of the feedback provided to the examiners. In contrast, the examiners’ resistance to 
change, potential difficulties in interpreting the feedback, and delay in releasing the feedback could 
impede the examiners’ adoption of the structured feedback provided to create a collaborative 
change (Table 7.1). 
To understand how I interpreted the effectiveness of structured feedback in relation to the 
key concepts of expansive learning (Engeström, 2001, 2004), it is important to review the original 
cycle of expansive learning discussed in section 3.3.4.1 (Figure 7.1 is a duplicate of Figure 3.7). 
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Figure 7.1. The original cycle of expansive learning presented by Engeström and Sannino (2016). 
 
Through providing the examiners with structured feedback, I helped to reveal the 
problematic situation in the medical school’s OSCE activity system (AS1), provoking the 
examiners to question and analyse the minimal existing communication between the medical school 
and themselves. 
My analysis indicated that the examiners had already embarked on the cycle of expansive 
learning in the energising mechanism (shaded in blue in Figure 7.1) by completing the first two 
steps of questioning and analysing. The analysis of the examiners’ proposed training strategies 
revealed the preparation for the examiners’ engagement in the generating mechanism in the cycle of 
expansive learning.  
Subsequently, I applied the fifth principle of CHAT — possibility of expansive 
transformation in activity systems (Engeström, 2001, 2004) and the associated principle of 
ascending from the abstract to the concrete (Davydov, 1990; Ilyenkov, 1982) — to explore the 
examiners’ proposed training strategies. These strategies include: modifying the briefing as a 
training opportunity; developing a shared understanding of marking standards through a social 
learning activity; implementing a peer observation and support mechanism; and, continually 
providing examiners with annual feedback (Table 7.2). 
In general, the examiners who proposed the above examiner training strategies in their 
interviews were likely to be more interested in student assessment and more committed to training, 
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in comparison to the examiners who did not participate in the interviews. This has raised another 
concern about the level of participation in either face-to-face training or accessing online training 
materials from the examiner cohort if training is not mandatory.  
Linking this analysis to the key concepts of expansive learning and possibility of expansive 
transformation in activity systems (Engeström, 2001, 2004), the germ cell initiated the opening up 
of a range of possible training strategies which were meaningful to the examiners in the context of 
this medical school. The examiners who showed initiative in providing suggestions of examiner 
training are the ideal candidates to take on the role of transformative agency. By asking the 
examiners to propose training strategies, I provided the examiners with an opportunity to move 
towards the generating mechanism (shaded in green in Figure 7.1) commencing from Step 3: 
Modelling the new solution, given that the training strategies are feasible to the extent of 
undertaking pilot studies for modelling purposes. The question of whether the examiners will 
successfully complete the entire cycle and achieve an expansive transformation of the medical 
school’s OSCE activity system is dependent upon the development of transformative agency among 
the examiners. 
Apart from the development of transformative agency, there are a number of challenges that 
may prevent the expansive transformation of the regular feedback mechanism and examiner training 
practices in the broader context of this medical school:  
 The human resource and financial costs of providing examiners with annual 
individualised feedback; 
 Implications for organising training on the OSCE day with large final-year student 
cohorts (over 350 each year) to be assessed across two full days, and even more 
difficult to organise the training for the day or evening before the actual OSCE day; 
and, 
 Sustainability of the collaborative effort by the examiners to advocate for the 
changes in the feedback mechanism and the examiner training practices.  
However, the risk of not implementing a regular feedback mechanism and examiner training 
strategies is the continued inconsistency of examiner judgements of student OSCE performance. 
This issue within high-stakes assessment creates unequal treatment among the student cohort which 
impacts not only the students’ career progression, but also the quality of patient care delivered by 
these future doctors. Although the transformative agency of the examiners is critical to generate and 
consolidate longitudinal collective change efforts to control the problematic situation (Sannino & 
Engeström, 2017a), it is imperative that the medical school should thoroughly investigate a feasible 
way to provide examiners with regular feedback and trial the proposed examiner training strategies. 
It is the medical school’s fundamental responsibility to ensure defensible measures are in place to 
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minimise unequal and unfair assessment of student performance created by inconsistency of 
examiner judgements among the student cohort.  
Chapter 8 provides a comprehensive picture of the extent of, and the key factors contributing 
to the inconsistency of examiner judgements in the final-year OSCEs, as well as discussing the 
recommended actions that medical schools should take in order to ensure equitable, reliable ad 
defensible examiner judgements of student performance. 
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Chapter 8  
Discussion 
8.0 Introduction 
The overarching purpose of this study was to provide new insights into the consistency of 
examiner judgements in high-stakes assessment, and explore the possible impact of structured 
feedback on changing examiner marking behaviour. The aims of this study were to: develop a 
deeper understanding of the associated factors that influence examiner judgements of medical 
students’ performance in clinical examinations (OSCEs); evaluate the impacts of providing 
examiners with structured feedback on their subsequent judgement behaviours; explore the factors 
that impact on the effectiveness of structured feedback in changing examiner marking behaviour; 
and, explore the examiners’ proposed training strategies that may assist in increasing the 
consistency of their judgements in clinical examinations (OSCEs). 
Four research questions guided the study: 
RQ1. From the examiners’ perspectives, what are the factors that influence examiners 
in their judgements of student performance in clinical examinations?  
RQ2.  How does providing examiners with structured feedback about their judgements, 
through comparisons with their peers’ scores, affect the consistency of the 
examiners’ scores? 
RQ3.  What are the factors that impact the effectiveness of structured feedback provided 
to the examiners in changing their marking behaviour?  
RQ4.  What are the examiners’ proposed training strategies that may enhance the 
consistency of examiner judgements? 
I addressed these research questions through an instrumental case study design (Creswell, 
2014; Merriam, 2009; Merriam & Tisdell, 2016) nested in the context of a group of OSCE 
examiners in an undergraduate medical program in a research-intensive university. I collected 
quantitative data which comprised the examiners’ scores in the Y1 OSCE (141 examiners with 376 
students) and the Y2 OSCE (111 examiners with 354 students), and qualitative data through 
conducting 17 pre-feedback and 12 post-feedback semi-structured interviews with the examiners. In 
terms of analytical frameworks, I applied Generalisability Theory (G Theory) to analyse the 
examiner stringency and leniency variance (Vj) which contributed to the examiners’ scores awarded 
to the students before and after feedback. The variance of examiner stringency and leniency refers 
to the examiners’ tendency to consistently use either the top or bottom end of the rating scale 
(adapted from C. Roberts et al., 2010). Refer to Table 5.1 in Chapter 5 for further details. 
Consistency of Examiner Judgements in Medical Education  153 
In addition, I applied Cultural Historical Activity Theory (CHAT) to help analyse the 
interview data and investigate the factors influencing examiner judgements of student performance, 
the factors impacting on the effectiveness of the feedback on changing the examiners’ marking 
behaviour, and the examiners’ proposed training strategies. 
In this chapter, I discuss the findings related to each of the research questions, followed by 
the strengths and limitations of this study, and implications for future research and practice. 
8.1 Findings of Each Research Question 
The findings of each of the research questions are outlined in Figure 8.1.  
 
Figure 8.1. Findings of each of the four research questions. 
 
Figure 8.1 depicts findings that answer the four research questions and reveals that these 
findings are interrelated and contribute to answering more than one research question, for example, 
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the key findings of RQ3 provided deeper insights into RQ2 to explain the possible reasons for the 
inconsistency in the examiners’ scores. Similarly, the key findings of RQ1, such as varying 
perceptions of the usefulness of the marking criteria, provided some of the basis for answering RQ4 
in developing a shared understanding of marking standards. While acknowledging the 
interrelatedness of these findings, I discuss each question separately for ease of reading. 
8.1.1 RQ 1: From the examiners’ perspectives, what are the factors that influence 
examiners in their judgements of student performance in clinical examinations? 
Based on the CHAT analysis of 17 pre-feedback semi-structured interviews with the OSCE 
examiners (Chapter 6), I identified four key factors that influenced the consistency of their 
judgments (outlined in Figure 8.1). The analysis also showed that the impact of each of the four key 
factors on examiner judgements lies on a continuum and is context-dependent. For example, within 
the key factor of examiners’ perceptions of the usefulness of the OSCE marking criteria, the 
examiners did not necessarily perceive that all the marking criteria were useful. They indicated that 
when the marking criteria were well-explained by outlining specific requirements of student 
performance, the criteria guided them to judge and compare the performance standards of different 
students. However, the examiners considered the marking criteria were not as useful when critical 
criteria such as safe practice were not included.  
These four key factors provide strong evidence for the inconsistency in examiner 
judgements of student OSCE performance and help extend our understanding of examiners’ 
perceptions and biases in judging student performance as described in previous studies (see, 
Berendonk et al., 2013; Finn, Cantillon, & Flaherty, 2014; Harasym et al., 2008; Schleicher et al., 
2017). For example, to a varying extent, the examiners in this study considered safe practice and 
students’ attitudes in their judgements of student performance, even though these were not 
explicitly specified on the marking sheet.  
In synthesising the findings to address RQ1, I propose a model to assist in better 
understanding the key factors influencing examiners when judging student performance. The 
proposed model (Figure 8.2) allows deeper insights into how the four key factors identified in 
responding to RQ1 (Figure 8.1) interact with each other to influence examiner judgements of 
student performance. This model is based on the interrelationships among these four key factors and 
the interrelationships are indicated by the overlapping areas between the key factors shown in the 
core mechanism.  
Additionally, the work of Roth, Lee, and Hsu (2009) drew attention to the need to 
incorporate emotions into CHAT analysis. Extending their work in the context of medical 
education, I propose that examiners’ emotions (highlighted in orange in Figure 8.2) should also be 
considered as the fifth latent factor in the proposed model. I found that examiners revealed different 
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emotions throughout the process of assessing students in the OSCE. Some examiners were satisfied 
with the existing marking criteria, whereas some were frustrated with the lack of details outlined on 
the marking criteria. One examiner was disappointed and disagreed with the decisions made by the 
chief examiner regarding changing the marking standards in one of the OSCE stations. This 
examiner decided to self-determine her judgement of student performance in this station. The act of 
this examiner contradicted the fundamental principle of objectivity of the OSCE. This called into 
question the appropriateness of the OSCE to assess students’ clinical competence in complex 
clinical scenarios which will be further discussed in the Section 8.4.  
 
Figure 8.2. The proposed model showing the interrelationships between the four key factors 
identified in responding to RQ1 and the additional factor of emotions as the core mechanism in 
influencing examiners on their judgements of student performance. 
 
The proposed model consists of the four key factors identified in responding to RQ1 and the 
additional factor of emotions as the core mechanism for investigating the factors that influence 
examiners in their judgements of student performance. The first key factor is examiners’ beliefs 
about the purpose of an assessment. In this study, I found that the examiners’ beliefs were 
influenced by the historical and cultural factors in the activity systems. There were two conflicting 
beliefs about the final-year OSCE: one that it is an artificial exam and students learn more when 
they become interns; the other is that the OSCE is the final hurdle and examiners have the 
responsibility as gatekeepers to ensure that only students who have achieved the required 
competences progress to their internships. Different beliefs influence examiners’ consideration of 
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leniency and stringency in their judgements, as well as their willingness to prompt students during 
the examination process.  
The second key factor is examiners’ perceptions of usefulness of the marking criteria. In this 
study, the marking criteria have been developed over time to address the requirements of the 
medical school and the AMC. There were two varying perceptions of the usefulness of the marking 
criteria: one that they were useful as a guide for the examiners to validate their judgements, and the 
other which challenged the usefulness of the tool as it did not include the key competencies of safe 
practice and building patient rapport, both of which are vital in clinical practice. Examiners’ varying 
perceptions based on their different beliefs influence how they apply the marking criteria, for 
example, in terms of the level of adherence to and deviation from the marking criteria when 
examiners make judgements of student performance. 
The third key factor is examiners’ expectations of student performance. In this study, while 
the examiners acknowledged the differences among the OSCE stations, they felt that the medical 
school had not provided them with clear guidelines regarding the expected level of student 
performance. As a consequence, when individual examiners’ expectations are not aligned with the 
dominant perspective, they might choose to apply the marking criteria in their own way to judge 
student performance and, consequently, impact on the consistency of examiner judgements. 
The fourth key factor is examiners’ marking practices. In this study, the examiners indicated 
that their marking practices were influenced by the use of different marking approaches such as 
checklist versus global impression, the examiners’ consideration of student attitudes to the OSCE, 
and the examiners’ perceptions of student abilities. Examiners adopted different approaches to 
determine the checklist and global impression scores. Some initially came up with their judgements 
of the marking standard for each checklist point and criterion (an individual score), and then 
computed a summative judgement (an overall score) as their global impression of a student’s 
performance. Alternatively, others first came up with the global impression of a student 
performance (an overall score), and then derived the individual marking standard for each checklist 
point and criterion (an individual score). A number of examiners also considered the student’s 
attitude to the OSCE in deciding the level of guidance that they would provide to the student during 
the examination when required.  
In terms of examiners’ perceptions of student abilities, the examiners revealed that they 
spent additional time seriously considering the reasons for the unsatisfactory performance of the 
borderline students. They might also have special considerations for borderline students based on 
their personal inclination towards leniency. The examiners adopted different marking practices 
when their expectations of student performance did not align with the marking criteria. Therefore, 
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different marking practices impact on the consistency of the examiner judgements of student OSCE 
performance. 
The fifth key factor is the latent factor of examiners’ emotions when judging student 
performance, as discussed earlier in this section. For example, one examiner expressed his overall 
dissatisfaction and frustration about not having any feedback about his judgements, as well as the 
lack of organisation of this medical school’s OSCE. Since there is only limited literature pertaining 
to teachers’ emotions in higher education (Brackett, Floman, Ashton-James, Cherkasskiy, & 
Salovey, 2013; Hagenauer & Volet, 2014), the proposed model heightens the awareness of the 
influence of examiners’ emotions on their judgements of student performance in medical education.  
In summary, examiners’ emotions, together with their beliefs, perceptions, expectations and 
marking practices, complete the proposed model illustrating the key factors influencing examiner 
judgements. This model helps deepen our understanding of the objectivity and reliability issues 
associated with examiner judgements in a large-scale OSCE. RQ2 investigates the changes in 
consistency of examiner judgements before and after feedback was provided to the examiners. 
8.1.2 RQ 2: How does providing examiners with structured feedback about their 
judgements, through comparisons with their peers’ scores, affect the consistency of the 
examiners’ scores? 
This study adopted a novel approach using G Theory to explore the impact of providing 
examiners with structured feedback on the examiner stringency and leniency variance (Vj) 
contributing to the scores they awarded to students. It is one of the first studies using this approach 
to investigate the effectiveness of using structured feedback as an examiner training intervention. 
The outcomes of the analyses allow me to contribute to the existing literature on the subject of 
examiner training. 
The finding of Analysis 1 revealed that the proportion of Vj was considerably large in the 
Y1 OSCE before feedback was provided to the examiners. This large variance might be due to the 
real differences among the examiners, depending on their roles in the medical school, level of 
involvement in designing the OSCE stations, experience of assessing students in the final-year 
OSCEs, and their previous participation in examiner training. This finding was consistent not only 
with prevailing literature (see, Harasym et al., 2008; McManus et al., 2006), but also reflected and 
confirmed what the examiners reported in the interviews regarding different factors influencing 
their marking practices. Thus, a considerable amount of Vj was revealed in all three quantitative 
analyses. 
Through comparing the magnitude of Vj before and after feedback (Figure 8.1, Analyses 2 
and 3), it was found that structured feedback appeared to assist in reducing Vj. This result offers a 
new perspective on using structured feedback as an examiner training strategy and provides insights 
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as to potential impacts of feedback on the consistency of examiner judgements of student 
performance. This result challenges previous studies which suggest that examiner training has 
mixed impacts on the consistency of their judgements (see, Cook et al., 2009; Holmboe et al., 2004; 
Malau-Aduli et al., 2012; Mortsiefer et al., 2017; Pell et al., 2008). Specifically, only minimal 
impact was revealed in the study conducted by Cook et al. (2009) which involved a half-day 
workshop, and the study undertaken by Mortsiefer et al. (2017) which included a two-hour 
examiner training program. Both training arrangements consisted of examiners rating videotaped 
clinical encounters and discussions. However, I argue that the examiner training that I provided in 
the form of structured feedback has not, to my knowledge, been investigated for its effectiveness in 
the context of medical education, prior to this study. 
The findings of this quantitative examination of the examiners’ scores awarded to students 
before and after feedback have enhanced our understanding of the impact of structured feedback on 
the contribution of examiner stringency to their scores. Structured feedback has the potential to be a 
powerful form of examiner training, as all the examiners except one in the post-feedback interviews 
for this study agreed that it was useful in terms of understanding and refining their judgements, and 
enhancing the standardisation of examiner judgements. On the condition that potential impacts are 
replicable with different OSCE examiner cohorts (as examiners are likely to opt in and out 
depending on their personal and clinical work schedule) and sustainable over time, the provision of 
structured feedback to examiners could be a valuable training strategy to increase the reliability of 
examiner judgements in high-stakes assessments. RQ3 further explores the factors influencing the 
effectiveness of the structured feedback. 
8.1.3 RQ 3: What are the factors that impact the effectiveness of structured feedback 
provided to the examiners in changing their marking behaviour? 
Three key factors that affected the effectiveness of structured feedback on influencing the 
consistency of examiner judgements are outlined in Figure 8.1, based on the CHAT analysis of 17 
pre-feedback and 12 post-feedback semi-structured interviews (Chapter 7). These three key factors 
provided a basis to further identify the enabling and inhibiting sub-factors that impact the 
effectiveness of the structured feedback. For example, under the key factor practical functions of 
structured feedback, the findings reveal three enabling sub-factors: structured feedback as a 
communication channel between the medical school and the examiners; a means of comparing 
examiners’ marking behaviour with those of the examiner cohort; and, a means of facilitating 
examiners’ self-reflection on their marking behaviour. Conversely, the identified inhibiting sub-
factors were: the examiners’ resistance to changing their marking practices; difficulties in 
interpreting the structured feedback reports; and, delay in releasing the structured feedback reports.  
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These findings are in accordance with previous studies on the characteristics of effective 
feedback provided to students, such as being timely and enabling dialogues with students (Carless, 
2015), and potential barriers to feedback, such as negative perceptions of the inaccuracy and 
irrelevance of the feedback provided which might lead to rejection due to lack of trust (Boud & 
Molloy, 2013). Furthermore, these findings were broadly aligned with the four core factors of 
language, content, timing and form, each of which is related to the effectiveness of feedback in 
hierarchic professional contexts (Johnson, 2016). For example, the examiners indicated that the 
structured feedback reports were well-organised and that the language used was easy to understand. 
Only a few examiners had questions about the box-plots presented to them (Figure 4.6 in Chapter 
4). However, the examiners suggested that the sooner the structured feedback was released after the 
OSCE, the better they remembered the details of their OSCE examining experience. These findings 
provide a deeper understanding of the key factors, and their associated enabling and inhibiting sub-
factors, that impacted on the effectiveness of feedback provided to the examiners in the context of a 
large-scale OSCE in medical education. Potentially, the medical school can consider these factors 
when designing examiner training to enhance its content and timeliness, and to develop real-life 
professional conversations with the examiners. 
Findings from RQ3 support the hypothesis that providing examiners with structured 
feedback could be an effective training strategy. The final research question guided my exploration 
of the examiners’ proposed training strategies. 
8.1.4 RQ 4: What are the examiners’ proposed training strategies that may enhance 
the consistency of examiner judgements? 
The examiners proposed four major content areas of training strategies (Figure 8.1) that 
might enhance the consistency of examiner judgements, based on the CHAT analysis of 17 pre-
feedback and 12 post-feedback semi-structured interviews (Chapter 7). These four major content 
areas were: modifying the briefing on the OSCE day; development of a shared understanding of 
marking standards; implementation of a peer observation and support mechanism; and, continual 
provision of annual structured feedback to examiners. I suggest that feasibility considerations and 
human resourcing allocations to provide OSCE examiners with such training are the main 
challenges, particularly in the complex context of this study with the large number of OSCE 
examiners (over 100 every year).  
Nevertheless, the examiners who suggested these potential training strategies were likely to 
be more interested in student assessment and committed to training. This finding challenged the 
notion that clinicians are too busy to engage in teaching and assessing medical students (Darragh, 
Baker, & Kirk, 2015). In fact, these examiners are ideal candidates to take on the role of 
transformative agents to advocate for the medical school to provide OSCE examiners with 
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appropriate training. As suggested by Sannino and Engeström (2017a), the findings in this study 
confirmed that these examiners might be critical for generating and consolidating longitudinal 
collective change efforts to remediate the problematic situation of inconsistency of examiner 
judgements in the context of this medical school.  
To further understand how I interpreted the effectiveness of structured feedback in relation 
to the key concepts of expansive learning (Engeström, 2001, 2004), I suggest adapting the cycle of 
expansive learning (Engeström & Sannino, 2016) which has not been previously used to visualise 
how examiner training practices can be transformed through a step-by-step procedure in medical 
education. Any adoption of this cycle would need to consider the findings of time commitment 
required from examiners. However, the analysis of this cycle might help medical schools 
understand how to structure more effective training and to acknowledge the barriers that examiners 
might experience. The bold orange text in Figure 8.3 indicates my additions to the original diagram 
presented by Engeström and Sannino (2016). 
 
Figure 8.3. The potential cycle of expansive learning in examiner training practices. Adapted from 
Engeström and Sannino (2016). 
 
In this study, I had already initiated the start of the cycle of expansive learning by providing 
examiners with structured feedback which acted as an opportunity to reveal the problematic 
situation, that is, the inconsistency of examiner judgements. This provoked the examiners to reflect 
on the minimal existing communication between the medical school and themselves. By 
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questioning the OSCE marking practices, and analysing the structured feedback provided, these 
examiners completed Steps 1 and 2 (i.e., the energising mechanism shaded in blue in Figure 8.3). 
Furthermore, by asking the examiners to suggest training strategies, I prepared them to move 
towards the generating mechanism (i.e., the generating mechanism shaded in green in Figure 8.3) 
commencing from Step 3: Modelling the new strategies for examiner training, provided that the 
training strategies are feasible to the extent of undertaking pilot studies for modelling purposes. The 
question of whether examiners will successfully complete the entire cycle and achieve an expansive 
transformation of the medical school’s OSCE activity system, that is, staged implementation of the 
examiners’ proposed training strategies, mainly depends on the development of transformative 
agency (Virkkunen, 2006) among the examiners.  
Transformative agency (Virkkunen, 2006) refers to participants working together to initiate 
novel outcomes and breaking away from the existing practices (Engeström & Sannino, 2016; 
Virkkunen, 2006). I argue that the development of transformative agency could be best facilitated 
through Communities of Transformation (CoTs) (Kezar, Gehrke, & Bernstein-Sierra, 2018), a new 
variation of Communities of Practice (CoPs) (Lave & Wenger, 1991). CoTs reinforce the creation 
of innovation spaces that enable members to envisage and enact a new paradigm of practice. 
Membership of CoTs is similar to CoPs in that members have a shared competence or practice that 
differentiates them from other people. The main difference is that the shared interest of an 
innovation has not yet been put in practice in a substantial manner (Kezar et al., 2018), that is, the 
implementation of a regular feedback mechanism and the examiners’ proposed training strategies in 
this study. 
It is critical to generate and consolidate longitudinal collective change efforts to control the 
problematic situation (Sannino & Engeström, 2017a) through the potential cycle of expansive 
learning in examiner training practices (Figure 8.3). Without completing Steps 1 and 2 through the 
energising mechanism, the examiners were unable to move on to Step 3 which was the starting 
point for the generating mechanism and towards the goal of implementing and consolidating new 
training strategies. Similarly, without the progression to Step 3 and beyond, the examiners will not 
have the opportunity to participate in any proposed examiner training practices at this medical 
school. The overlapping section of the blue and green shaded areas between Steps 2 and 3 in Figure 
8.3 illustrates the inter-dependency of the energising and generating mechanisms. Step 3 and 
beyond in the potential cycle of expansive learning in examiner training practices are out of the 
scope of this study. These findings provide strong evidence for the step-by-step process in the cycle 
of expansive learning. Participants must follow and learn from each step to move forward to 
successfully achieve the transformative outcomes as evidenced in other settings such as a hospital 
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surgery unit (Engeström, 2011), an academic library (Engeström, Rantavuori, & Kerosuo, 2013) 
and a primary school (Sannino & Engeström, 2017b). 
8.2 Strengths and Limitations 
The novel mixed-methods approach is a strength of this study, exploring the objectivity and 
reliability issues associated with examiner judgements in a large-scale OSCE. The quantitative 
component is one of the first studies using G Theory to explore the impact of providing structured 
feedback to examiners on their stringency and leniency variance contributing to the scores they 
awarded to students. While the results showed that structured feedback appeared to have an impact 
on reducing the magnitude of examiner stringency and leniency variance, I continued to build a 
more comprehensive understanding through undertaking interviews with the examiners about their 
perspectives on the usefulness of the structured feedback and practical considerations for 
implementing their proposed training strategies.  
The qualitative component is also one of the first to have incorporated an in-depth CHAT 
analysis to investigate the factors influencing examiner judgements and the effectiveness of 
structured feedback in the context of medical education. The outcomes of this study contributed to 
the field by offering different insights into the objectivity and reliability issues associated with 
OSCE examiner judgements. These insights highlight the urgent need to rethink the appropriateness 
of using OSCE as a high-stakes assessment, and to advance the training strategies based on the 
examiner cognition research which is discussed in Section 8.4. 
One limitation of this study is that the quantitative analysis was limited by the quasi-
experimental design. The challenges included undertaking secondary analysis of large-scale 
assessment data in which the judging plan was entirely pragmatic, and not modifiable to gain better 
estimates. In addition, I was unable to obtain consent from all the examiners to use their scores in 
this study. As a consequence, I adopted an unbalanced and partially-crossed G Study design. 
Nevertheless, this study developed an initial G Theory analytical framework to explore the 
examiner stringency and leniency variance before and after feedback, which enabled quantifying 
and comparing of the magnitude of the variance. More importantly, this initial framework 
established the basis for future G Theory research in exploring the impact of an intervention on the 
examiner stringency and leniency variance.  
A further limitation is that both quantitative and qualitative data were collected from one 
medical school in a research-intensive university, and only 29 semi-structured interviews with the 
examiners were conducted. This means that the in-depth information related to the final-year OSCE 
in this medical school may not be directly generalisable to other competency-based assessments. 
Also, being a full-time professional staff member at this medical school, I was an insider-observer 
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in the OSCE. I acknowledge possible subjectivity in my interpretations of the interview data. 
However, I helped minimise the impacts of subjectivity by using CHAT as the principal analytical 
framework to analyse the interviews with the examiners. This allowed me to step outside of my data 
and be more objective in my analysis. Additionally, I engaged in investigator triangulation 
(Merriam & Tisdell, 2016) with my supervisors who analysed a proportion of the interview data 
independently, after which we discussed and compared our findings. 
Notwithstanding these limitations of my study, examiner judgement remains a common and 
core mechanism in competency-based assessments. The proposed model (Figure 8.2) shows the 
interrelationships between five key factors as the core mechanism in influencing examiners on their 
judgements of student performance. This model could be applicable in other competency-based 
assessments and settings such as making judgements of student performance in an oral presentation 
in higher education. 
8.3 Implications for Future Research 
This study raises questions about the impact of structured feedback on changing examiner 
marking behaviour in the context of medical education. The findings indicated that while the 
majority of these examiners agreed that the structured feedback was useful, not all of them were 
motivated to make changes to their marking practices. A longitudinal investigation which replicates 
the novel mixed-methods approach employed in this study will help to develop more extensive 
knowledge about the viability and sustainability of providing examiners with structured feedback 
and the possible impact on examiners’ marking behaviour. In addition, further exploration could be 
undertaken into how the proposed examiner training strategies are being implemented and their 
impacts on examiner judgements.  
This study was conducted only for the final-year OSCE in one medical school. Further 
research could focus on investigating examiner judgements and training in other competency-based 
assessments within the medical school, in other university settings and in different disciplinary 
areas. 
8.4 Implications for Practice 
The implications for practice arising out of the findings from this study are, first, the need to 
consider the appropriateness of using the OSCE as a high-stakes assessment. The results of this 
study indicate that one of the challenges encountered by the examiners was what they perceived to 
be the unclear and unrealistic expectations of the medical school regarding student performance, as 
students were required to complete a series of clinical tasks within each station under time pressure. 
Previous research in implementing a formative OSCE in the early years of a medical program 
(Furmedge, Smith, & Sturrock, 2016) revealed that an early formative OSCE enabled students to 
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recognise the strengths and weaknesses in their knowledge and clinical skills before summative 
examinations. Therefore, one option to consider might be the high-stakes culture surrounding the 
OSCE and whether it might be more useful to use it as a formative assessment at the conclusion of 
second-year in the medical program. This option is also aligned with the original intent of an OSCE 
to assess students on discrete, observable tasks (Harden et al., 1975) instead of complex 
interactions, which the final-year medical students are expected to manage.  
Furthermore, I found that some of the examiners’ expectations were not the same as those of 
the medical school and this contributed to the inconsistency of examiner judgements. I argue that 
for students to successfully pass an OSCE, their performance has to be congruent with their 
examiners’ expectations. Therefore, I propose medical schools consider adopting a programmatic 
approach to assessment to replace the OSCE as a high-stakes final assessment. A programmatic 
approach involves sampling and aggregating of multiple data points to make high-stakes decisions 
for student progression which could assist in counterbalancing the impact of examiners’ biases (Van 
der Vleuten, Heeneman, & Schuwirth, 2017). 
Second, if the OSCE continues to be a widely-used high-stakes assessment, then I suggest 
that there is a need to consider better intervention practices to promote the consistency of examiner 
judgements. This study provides an initial investigation into the provision of structured feedback to 
examiners as a form of training strategy. A different intervention practice worth considering is to 
build a better understanding of examiner cognition in designing competency-based assessment. 
Research in examiner cognition has revealed the importance of accommodating the limitations of 
human cognition, such as how our expectations influence perceptions and how our judgement is 
relative, and to capitalise on the human ways of thinking in the practice of assessing student 
performance (Eva, 2018; Gauthier, St-Onge, & Tavares, 2016; Gingerich et al., 2014).  
These implications for practice will occur only if medical schools commit resources to 
support an integrated and holistic assessment approach which aims to ensure equitable, reliable and 
defensible examiner judgements of student performance.  
8.5 Concluding Remarks 
From the outset of this study, I have argued that there is an urgent need to enrich the 
understanding of examiner judgements of student performance in a high-stakes OSCE, which 
includes exploring the impact of providing examiners with structured feedback on enhancing their 
consistency of judgements. The inconsistency of judgements not only impacts on student 
progression but might also compromise the quality of future patient care delivered by junior 
doctors. I have found in this study of the final-year OSCE in one research-intensive university that, 
prior to providing examiners with structured feedback, there was a considerable amount of 
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examiner stringency and leniency variance contributing to the scores awarded to students. This 
happened because examiner judgements were influenced by their beliefs, perceptions, expectations, 
practices and emotions. The provision of structured feedback appeared to assist in reducing this 
variance. However, not all the examiners adopted the feedback as a form of training to make 
necessary changes. I have argued for a rethinking of the appropriateness of using OSCE as a high-
stakes assessment since other assessment approaches such as programmatic assessment will enable 
examiners to assess students and to make high-stakes decisions in a more accountable manner. The 
findings of this study act as a reminder that authentic assessments which involve examiner 
judgements have become more prominent in both medical and higher education. It is important to 
engage examiners with assessments that are developed on the basis of examiner cognition principles 
to enhance the consistency of their judgements. What is needed is the continued development of 
assessment design, in conjunction with examiner feedback and training, to do justice to students, 
examiners and prospective patients in the real-world. 
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Appendix A 
A Sample OSCE Station: Breaking Bad News 
Role player (simulated patient): 






 Eight (8) minutes 
 
INSTRUCTIONS FOR CANDIDATE 
 
You are an intern doing a rotation in a rural town.  Your next patient is Carmen Storey, a 32 year old 
single primary school teacher who is returning to receive the results of a recent Pap smear. 
 
Pathology Report 
Patient: Ms Carmen Storey 
Date of birth: 23/04/1981 
Date of collection: 14/11/2013 




The sample contains endocervical and ectocervical cells. 
There is High grade squamous intraepithelial abnormality or lesion (HSIL) with changes consistent 
with HPV infection. 
 
Follow up is recommended. 
 
YOUR TASK IS TO 
1. Discuss the diagnosis with Ms Storey 
2. Explain the next steps in terms of further assessment and treatment 
3. Respond to questions she raises 
 
NOTE: You can clarify further aspects of history with the patient if you wish. 
You have eight (8) minutes for this station.
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INSTRUCTIONS FOR EXAMINER 
(Page 1 of 2) 
 
The aims of this station are to assess the ability of the student to: 
 Correctly interpret a Pap smear report 
 Break the news to a patient regarding the results 
 Explain the next steps in assessment and management 
 Respond to the distressed woman and answer questions 
 
When the student commences the station indicate that the student should commence their 
discussion with the patient.  
 
EXPECTATIONS OF STUDENT PERFORMANCE 
Approach to the patient 
 Empathic, with use of appropriate listening skills (open questions, clarification of concerns 
etc) 
 Clarify that the purpose of the consultation is to discuss the results of a recent Pap smear 
 Ask if the patient is ready to receive the results 
 Explanation of the results in clear language, not using jargon, speaking slowly and clearly, 
checking for understanding 
 Summarise and clarification of key points 
 Exploring feelings and reactions 
 Responding appropriately to the patient’s concerns 
 Conclusion of the consultation with a plan for further action 
 
Discussion of the diagnosis of High grade squamous intraepithelial abnormality or lesion 
(HSIL) = CIN3 
 Explanation in plain English about what this means 
 Clarification of what this means in terms of prognosis (not a terminal condition etc) 
 
Discussion of likely further investigation/treatment 
 The patient will require referral for confirmation of diagnosis by histology. 
 Explanation of what this means: The cervix is examined under magnification and abnormal 
areas identified and biopsied (colposcopy ± punch biopsy).  Only after diagnosis, the 
treatment is planned – local excision (LLETZ, LEEP). 
 Acknowledgement of difficulty of travelling for specialist treatment. 
 
NOTE FOR EXAMINER:  If the student fails to discuss next steps, give the following prompt: 
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INSTRUCTIONS FOR EXAMINER 
(Page 2 of 2) 
 
Management plan 
 Explain Pap smear is a screening test.   
 If positive, requires confirmation of diagnosis by colposcopy ± punch biopsy performed by a 
gynaecologist.   
 If histological diagnosis is intraepithelial lesion, requires local excision (large loop excision 
of transformation zone of cervix).   
 Reassure lesion is NOT cancer but can lead to cancer. 
 
Explain abnormality requires regular follow-up. 
 
Response to the distressed patient: 
 Listen 
 Allow use of silence 
 Offer general comments initially e.g. “This isn’t a result that you were expecting. It’s hard to 
take it all on board”. 
 Be prepared to gently explore specific concerns 
 
 
Responses to questions that the patient asks about the diagnosis: 
 This abnormality is a precursor but NOT a cancer. 
 This does not automatically mean that she will required a hysterectomy. 





 The student is expected to explain the diagnosis clearly. 
 The student should ask about the patient’s emotional response to the news. 
 The student should listen and acknowledge and validate the patient’s concerns rather than 
rushing immediately to reassure her. 
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Year 4 OSCE – Marking Sheet 








Station        1            2            3            4            5          6 
 
                    
                    7            8            9            10         11       12 
 
Location       RBWH        
 
Session             Saturday Sunday 
 am pm am pm 
 
Part A. [Criteria-based Scoring] 
Score sheet - How well were the criteria 
achieved? 
Not at 
all Poorly Partially Well 
Very 
Well 
1. Approach to patient      
 Introduces self 
 Speaks clearly and fluently 
 Conveys caring and empathic manner 
 
2. Approach to patient      
 Clear communication skills - verbal and 
non-verbal 
 Establishes rapport, with a non-judgmental 
attitude 
 Clarifies, summarises 
 Listens to concerns (e.g. about infertility) 
and validates distress before responding 
3. Confirmation of diagnosis      
The student is expected to be clear about the 
diagnosis and exactly what this means: 
 Pap smear is a screening test 
 There was a adequate sample taken 
 Requires to be checked by colposcopy ± 
biopsy 
 Not cancer 
 Related to HPV 
 Likely origin of HPV 
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Part A. [Criteria-based Scoring] 
Score sheet - How well were the criteria 
achieved? 
Not at 
all Poorly Partially Well 
Very 
Well 
4. Management      
 This result need further investigation 
 Refer to gynaecologist for colposcopy ± 
biopsy – maybe difficult for her given rural 
location 
 If histology indicates intraepithelial lesion 
of cervix, requires local excision of 
abnormal areas by large loop under GA. 
 After excision, requires regular follow-up 
by Pap smear + colposcopy – every 6 
months for first year, then yearly. 
 No interference with fertility if desired. 
 
     
5. Responses to questions from patient      
 Not a cancer – represents a precursor and 
has a long latent period in years.   
 
 Lesion is usually initiated by HPV, a virus 
infecting cells in transformation zone of 
cervix, regarded as transmitted by coitus 
(not always). 
 
     
Part B. Overall 
Impression 
Unacceptable/ 
unsafe Fail Borderline Pass 
 
 
   
Part C. COMMENTS (essential if borderline or fail)  
– please print clearly 
 
Examiner ID label 
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Appendix C 
Phase 1 Participant Information Sheet 
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Appendix D 
Phase 2 Participant Information Sheet 
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