Introduction
The problem of optimizing noisy or imprecise (not exactly known) functions occurs in diverse domains of engineering application, especially in the task of experimental optimizations. In some applications the function to be optimized is only known within some (often unknown and low) precision. This might be due to the fact that evaluation of the function involves measuring some physical or chemical quantity or performing a finite element calculation in order to solve partial differential equations. The function values obtained are corrupted by noise, namely stochastic measurement errors and/or quantization errors. Although the underlying function may be smooth, the function values available may show a discontinuous behavior. Moreover, no gradient information may be available. A number of evolutionary computation methods for dealing with these noisy optimization problems have been proposed in the last few years in the fields of evolutionary programming (EP) [1] , evolution strategies (ES) [2] , genetic algorithms (GA) [3] and particle swarm optimization (PSO) [4] . DE-RSF (DE with Random Scale Factor) was proposed by Das et al in [5] and, by and large, outperformed other heuristics. However, to the best of our knowledge, IWO [6] has not been applied to the task of optimizing fitness functions. In this paper, we propose a modified IWO algorithm in which the value of standard deviation is increased and it is allowed to fall more slowly (linearly) over generations. This makes the IWO algorithm more stochastic and equips it with better explorative powers in a fitness landscape which is corrupted by noise and hence continuously changing. Also, a threshold based selection strategy has been incorporated into the IWO algorithm. This variant of IWO is called IWO-ID-SS (IWO with Increased Deviation and Stochastic Selection). An extensive performance comparison has been carried out among conventional DE, canonical PSO, EA, DE-RSF and the proposed scheme. The rest of the paper is organized as follows. In section 2, the IWO algorithm is briefly introduced. The new variant of IWO is explained in section 3. Section 4 contains the details of the benchmark functions, simulation strategies and a mention of competitor algorithms used for comparison. The results are presented in section 5. Finally, we conclude the paper in section 6.
The IWO algorithm
IWO is a search algorithm that emulates the colonizing behavior of weeds. The steps involved in the classical IWO algorithm may be summarized by the following pseudo code:
1. Initialize a population (say of size init np _ ) over the d dimensional search space.
2. While stopping criterion is not met, do steps 3 to 5. 3. Each member of the population is allowed to produce a number of seeds depending on its own and the population's minimum and maximum fitness. The number of seeds produced is allowed to increase linearly according to fitness. 4. Randomness and adaptation in the algorithm is provided by the spatial dispersal. The generated seeds are distributed over the search space by normally distributed random numbers with mean equal to zero but varying variance. The standard deviation is reduced over successive generations according to the given formula: 
The proposed scheme
IWO is an algorithm that is quite sensitive to initialization and parameter values. In order to use IWO to optimize noisy landscapes, four changes have been made to the original algorithm.
In the original algorithm, the standard deviation ( iter σ ) varies in a non-linear fashion (modulation parameter n is set to 3). In our scheme, n is set to 1 to allow a larger value of standard deviation near the time of completion of iterations. Secondly, we set the value of final σ at 0.5 to accomplish the aforementioned objective. Following the work done on (1+1)-EA in [7] we take up a threshold-based selection procedure for IWO-ID-SS. Here the offspring vector substitutes its parent vector in the new generation if its fitness is less than the fitness of the parent (in case of minimization problems) by a threshold margin . We keep the threshold margin proportional to the noise strength or variance ( 2 δ ) according to the following formula.
Finally, unlike the standard IWO where exceeding upper limit of population size causes the best members to be selected, we allow poorer members to be selected with a certain probability. 2. While stopping criterion is not met, do steps 3 to 5. 3. Each member of the population is allowed to produce a number of seeds depending on its own and the population's minimum and maximum fitness. The number of seeds produced is allowed to increase linearly according to fitness. 4. Randomness and adaptation in the algorithm is provided by the spatial dispersal. The generated seeds are distributed over the search space by normally distributed random numbers with mean equal to zero but varying variance. The standard deviation is reduced over successive generations according to the given formula: 
Experimental Setup and Simulation Strategy 4.1 Benchmark functions used
We have used the noisy versions of the six well known benchmark functions [8] , namely Sphere, Rosenbrock, Rastrigin, Griewank, Schaffer 
Methods Compared and Algorithmic Settings
In this work we compare the performance of Particle Swarm Optimization (PSO), classical DE, Evolutionary Algorithm [10] and DE-RSF-TS with that of the new scheme on the noisy benchmarks listed above. Owing to lack of space here, we avoid going into the details of the competitor algorithms. The parameters used for the IWO-ID-SS algorithm for various benchmark functions and the search and initialization ranges given in Table 1 .
Simulation Strategy
In this study each experiment has been repeated 50 times and the mean best fitness of these 50 independent runs has been reported. For comparing different algorithms the first thing we require is a fair metric. The number of iterations or generations cannot be used as a time measure as the algorithms perform different amounts of work in their inner loops. We have used the number of function evaluations as the metric of comparison. Each run of each experiment was continued up to 100000 function evaluations.
Results of Simulation
We have experimented with increasing noise variance values from 0 to 1. In Tables 2(1-6 
The best solution in each case has been shown in bold.In Table 3 we report results of unpaired t-tests run between the proposed algorithm and the second best among DE1, PSO, EA and DE-RSF-TS in each case (standard error of difference of the two means, 95% confidence interval of this difference, the t value, and the two-tailed P value are presented). For all cases in Table 3 , sample size = 50 and degrees of freedom = 98. It is interesting to see from Table 3 that the proposed method beats the nearest competitor in a statistically meaningful way in a majority of the cases. Fig 1 shows 
Conclusions
Most metaheuristics show significant degradation in performance when applied to the task of optimizing noisy fitness functions. To overcome this, IWO-ID-SS was proposed. Our proposed algorithm tackles noise in landscapes by using an increased value of variance and using a threshold based stochastic selection strategy. The new method has been shown to beat the competitor algorithms, namely PSO, the basic DE, EA and DE-RSF-TS over a six function test suite statistically significantly. Future research will focus on mathematical analysis of IWO applied to noisy fitness functions so that optimal values of various parameters may be obtained. 
