In view of the disadvantages of the traditional time-varying algorithm about nonstationary random vibration signal of a spacecraft with close spaced modal frequency. A process neural network (PNN) based on the empirical mode decomposition (EMD) method is put forward. First, the EMD method is utilized to decompose the signal into several intrinsic mode functions (IMFs). Then for each IMF, The PNN is established and time-varying auto-spectral density is obtained. Finally, the time-varying auto-spectral density of the signal can be reconstituted by linear superposing. The example results show the effectiveness of this new method in time-frequency analysis.
Introduce
The traditional analytical method of power spectrum about random vibration signal is usually supposed that the signal is stable. However the vibration of spacecraft during the flight is nonstationary. To deal with this vibration, we usually use time-frequency analytical methods, Such as short-time Fourier transform, Wigner-Ville distribution, wavelet analysis etc [1] . These methods give a exact description of the time-varying character to nonstationary signals at some degree and make up the deficiency of traditional methods, but some limits are also exposed, such as fake signal and fake frequency. The method of Hilbert-Huang transform (HHT) brought forward by Norden E. Huang has made a breakthrough in dealing with nonstationary signals [2] . The core of the method is that it can decompose the complex datum into some intrinsic mode functions (IMFs) self-adaptively. And each IMF has definite physical content by empirical mode decomposition (EMD). Compared with small-wave method, this is a self-adaptive time-frequency analytical method which needs no knowledge stored .The basis function of the EMD only depend on the signal and the decomposition has definite physical content. Although HHT has been brought forward for a short time, the theory and the application have been caught much attention and have been researched widely [3] .
The nonstationary signal sampled by spacecrafts during the flight has the character of close frequency, low-signal-to-noise and complex-waves. If the signal is decomposed directly by EMD, the standard IMF (at a time corresponding to only one frequency) can not be obtained，and a multi-component IMF signal should be obtained. If the Hilbert spectrum has been analyzed with the nonstandard IMF directly, the time-frequency distribution obtained is fault. The article [4] has made some analysis to the question mentioned above and has given some corresponding criterions, but those criterions have some limit during the application. To resolve the question mentioned above, PNN is used to make time-varying analysis to the nonstandard IMF of the real vibration signal during the spacecraft flight. So an exact time-varying auto-spectral density should be obtained by the method and the distinguish rate of frequency is very high.
Empirical Mode Decomposition
The EMD is a method of decomposing a signal in the time domain. The decomposition is based on the direct extraction of the signal energy associated with various intrinsic modes in different time scales. The EMD method is developed from the simple assumption that any signal consists of different simple intrinsic modes of oscillations. Each linear or nonlinear mode will have the same number of extrema and zero-crossings. There is only one extremum between successive zero-crossings. Each mode should be independent of the others. In this way, each signal could be decomposed into a number of IMFs, each must satisfy the following definition [5] : (1) the number of zero-crossings and the number of extrema in whole sampled datum must either be equal or differ at most by one;(2) at any point of the datum, the mean value of the envelope defined by the local maxima and the envelope defined by the local minima is zero. An IMF represents a simple oscillatory mode as a counter part of the simple harmonic function, but it allows the modulation of amplitude and frequency. Therefore it is much more generic than other signal processing methods.
With the definition of IMF, any signal can be simply decomposed by its local maxima and minima. Once the extrema of the signal are identified, all the local maxima can be connected by a cubic spline line as the upper envelope. For local minima, repeating the procedure, the lower envelope can be obtained. 
Then the first IMF component of the signal can be designated as 
The sifting process can stop by any of the following predetermined criteria: either when the component n c or the residue n r becomes so small and less than the predetermined value of substantial consequence, or when the residue n r becomes a monotonic function and no another IMF can be extracted from it. By summing up equation (5) and (6) , we finally represent the original signal in the following equation
which is decomposed into n -empirical modes, and a residue n r , which can be either a monotonic function or single cycle. To apply the EMD, a mean or zero reference is not required; EMD only needs the locations of the local extrema.The sifting process generates the zero reference for each component, except for the residue. The components of the EMD are usually physically meaningful, because the characteristic scales are defined by the physical data themselves.
Unlike the frequency filtering methods that cause deformation of the signal filtered if it is either nonlinear or nonstationary, a time-space filter can be devised for signal reconstruction using the IMFs. The EMD filter can preserve the full nonlinearity and nonstationary in the physical space since a nonlinear and nonstationary signal generates harmonics of all ranges. For example, the output of a low-pass filter used for a signal having n IMF components can expressed simply as
The output of a high-pass filter can be expressed as
and the output of a band-pass filter can be expressed as
Where b and k are the number of the selected intermediate modes. A band-cut filter may be designed simply by omitting the selected components in the reconstruction progress. Hence the EMD method is a self-adaptive method of dealing with signals. It is fit to nonstationary process. However the decomposition has applied cubic spline interpolation, some serious distortion appears at the end of signal. If the distortion is too serious, the latter decomposition will lose research value. That is named end effect, which has been discussed in some articles [6] . It is impossible to decompose according to the IMF definition strictly during the actual process, thus the IMFs obtained are not ideal intrinsic mode functions. To solve the question, a criterion is needed to judge the rationality. Now the applied widely criterion is the standard difference of the former and latter
sd usually take the value from 0.2 to 0.3. In equation (11) 
Process Neural Network

Network structure
To some complex signals with closely spaced frequencies, there are some errors between IMF components obtained by decomposition and true components at a certain, because the value of sd depend on experience greatly. Thus It is difficult to decompose it as independent IMF component by EMD. Usually The first order IMF is a signal of wide band frequency and mono-component. The obtained time-frequency distribution is different from the fact if the IMF is analyzed by Hilbert spectrum. The method of Short Time Fourier Transform is incapable to the matter if it considers time precision. Though wavelet transform can make decomposition by selection of appropriate scale, much trashy harmonic produced synchronously. In order to debase the difference above, PNN is used to make time-varying parameter analysis to IMF in this paper. Aimed at the problems of the time-varying information processing and the dynamic system modeling, a kind of model with time-varying inputs and outputs function was built. In the PNN with time-varying inputs and outputs function, the time accumulation operator of process neuron is adopted as the integral to time or other algebra operations, its space-time aggregation mechanism and incitation can synchronously reflect the space aggregation and stage time accumulation effect of exterior time-varying input signals to the output results, so as to complete the complex mapping relationship between the inputs and outputs of non-linear system [7] .
It is supposed that the structure of PNN is arranged non-time-varying common neurons, which are used to improve the mapping ability of network to complex relation between inputs and outputs. The fourth layer is output-layer and is used to complete output of the system. The structure of PNN is shown as Fig.1 . 
} { jk v is the connection weighting value from the first hidden layer node j to the second hidden layer node k ; 2 k θ is the energizing threshold of the second hidden layer node k ; g is energizing function.
So depend on the output of the second hidden layer, the output of the network can be stated as follows: 
Order identification
When AR model is used to approach a random signal, the order of the model should be selected appropriately. Generally, the order of the AR model is not known at the beginning. If the order is selected too low, the power spectral will be too smooth, which will lower the distinguish rate of frequency; If the order is selected too high, there will produce fake frequency. The AIC criterion, showed by Akaike, is now generally used in stationary random signal, which can be stated as follows:
Where N is the number of the data sample, k σ is the predicted error of the model. For models assumed under different order, the order corresponded to the minimum of the AIC is the appropriate order. For the nostationary random signal, KonzinF [9] analyzed the sufficient condition and researched the application of the AIC criterion in identifying the order of the nostationary random signal model. He found that these problems and parameter estimations were uniform in progressive normal state. So in this paper, the AIC criterion was chosen to identify the order of the time-varying model.
Training algorithm
The input of PNN and the connection weighting can both be the functions of time. A converge operator of time is added to process neuron, so the training of PNN is very different from the other common neural networks. The calculation of PNN is more complicated. Meanwhile, because the form of network connection weighting and the parameter contained are random, the connection weighting function is very hard to be confirmed by the training, during which the learning sampling basis used has no common form of functions. A group of proper basis functions is brought in input space. Input functions are transformed into limited series according to the basis function by given precision. Meanwhile, network weighting functions are expressed as the expanded forms in the same group of basis functions, which can simplify the complexity of process neuron about time-aggregation operation. According to this algorithm, there are the same complexity between learning PNN and training traditional feed forward neural network. The application shows that this algorithm has not only simplified the operation of PNN but also increased the stability and convergence in network learning. Based on the predigesting algorithm mechanism, the algorithm of group training is employed to complete the calculation of errors. If there are P groups of training samplings, according to the gradient descent algorithm, the error in Fig.1 is obtained as:
In (24) Traditional gradient decent algorithm has some flaws in lower convergence speed and smallest in part etc, in practical applications. By simulation, "false saturation" and heavy oscillation are proved to happen often on networks, so it is very hard to obtain satisfying training results.
Adding momentum into the regulation of weighting can not only rise the convergence speed of network, but also prevent the oscillation when error curved surface is regulated. The regulation equation is 
Case study
Thirteen orders IMF components and a residue r were obtained by the EMD decomposition to the nonstationary random vibration signals of a spacecraft sampled during the flight. The first four orders IMF components and the residue were shown in fig2. It was shown that each order IMF component contained different time rule which made the character of the signal revealed at different distinguish rate. It was also known that the EMD was a method of principal component analysis and the decomposed result containing the main information of the origin signals. However the decomposed IMF was not a standard IMF containing only one component but a nonstandard IMF containing many components. The phenomenon was outstanding in the first three orders IMF components. Twenty orders PNN auto regression model was used to make time-varying parameter analysis to the first three orders IMF components and the time-varying auto-spectral density were obtained respectively, as the following fig3, fig4 and fig5. The energy of vibration signals mainly concentrated in the range from 230Hz to 260Hz. The change trend of the energy with the time was clearly displayed in this range. The conclusion that the vibration signals and the stimulation signals had much pertinence in the range obtained. Considered the relation between response and stimulation in kinetics system, the energy of stimulation signals mainly concentrated in this range also and the dynamic variation was also the same with the vibration response. The energy of signal at 130Hz was strong at beginning but decreased with time. Hence the signal at 130Hz might be disturbing signal. The energy of signal at 40Hz was relatively weak and was not dynamic variation throughout the time. Hence the signal at 40Hz might be a structure signal or a load signal The time-varying auto-spectral density could be reconstituted by linear superposing through the time-varying auto-spectral density of the first three order IMFs. As in the following fig6. A comparation between the power spectrum in fig6 and in fig7 obtained by the method of short-time Fourier transform had been made. It showed that the two spectrums both described the time-frequency character of signals realistically. Moreover the law of energy changing with time was also same. But there existed disturbance of the crossed signals and the distinguish rate of frequency in fig11 was much less clear than in fig10 .Hence the method to estimate time-varying AR model parameter and time-varying auto-spectral density by PNN is valid. The method avoids the correlative estimate by using the datum directly. So the method has the characters of less-workload and high-precision distinguish rate of frequency. Besides it can analyze a large-datum signal with less EMS memory by modulating the number of hide layers and neural cell according to real occasion.
Conclusions
The results indicate that it is perfectly to analyze some nonlinear amplitude modulation signals whose frequencies are very close through multi-component PPN based on EMD. The method has avoided greatly the inconsistency brought by the approximation of taking multi-component IMF as single-component IMF. Hence the method has improved distinguish rate of frequency and reduced random error.
