The primary aim of this chapter is to present an overview of the artificial neural network basics and operation, architectures, and the major algorithms used for training the neural network models. As can be seen in subsequent chapters, neural networks have made many useful contributions to solve theoretical and practical problems in finance and manufacturing areas. The secondary aim here is therefore to provide a brief review of artificial neural network applications in finance and manufacturing areas.
Introduction
Since the seminal work by Rumelhart, McClelland, and the PDP research group (1986) , artificial neural networks (ANNs) have drawn tremendous interest due to the demonstrated successful applications in pattern recognition (Fukumi, Omatu, & Nishikawa 1997) , image processing (Duranton, 1996) , document analysis (Marinai, Gori, & Soda, 2005) , engineering tasks (Jin, Cheu, & Srinivasan, 2002; Zhenyuan, Yilu, & Griffin, 2000) , financial modeling (Abu-Mostafa, 2001 ), manufacturing (Kong & Nahavandi, 2002) , biomedical (Nazeran & Behbehani, 2000) , optimization (Cho, Shin, & Yoo, 2005) , and so on. In recent years, there has been a wide acceptance of ANNs as a tool for solving many financial and manufacturing problems. In finance, domain notable applications are in (1) trading and forecasting including derivative-securities pricing and hedging (Steiner & Wittkemper, 1997) , (2) future price estimation (Torsun, 1996) , (3) stock performance and selection (Kim & Chun, 1998) , (4) foreign exchange rate forecasting (Kamruzzaman & Sarker, 2003) , (5) corporate bankruptcy prediction (Atiya, 2001) , (6) fraud detection (Smith & Gupta, 2000) , and so on. Many commercial software based on ANNs are also available today offering solutions to a wide range of financial problems. Applications in manufacturing includes (1) condition monitoring in different manufacturing operations such as metal forming (Kong & Nahavandi, 2002) , drilling (Brophy, Kelly, & Bryne, 2002) , turning (Choudhury, Jain, & Rama Rao, 1999) , and tool wearing and breaking (Choudhury, Jain, & Rama Rao, 1999; Huang & Chen, 2000) , (2) cost estimation (Cavalieri, Maccarrone, & Pinto, 2004) , (3) fault diagnosis (Javadpour & Knapp, 2003) , (4) parameter selection (Wong & Hamouda, 2003) , (5) production scheduling (Yang & Wang, 2000) , (6) manufacturing cell formation (Christodoulou & Gaganis, 1998) , and (7) quality control (Bahlmann, Heidemann, & Ritter, 1999) .
Although developed as a model for mimicking human intelligence into machine, neural networks have excellent capability of learning the relationship between input-output mapping from a given dataset without any knowledge or assumptions about the statistical distribution of data. This capability of learning from data without any a priori knowledge makes neural networks particularly suitable for classification and regression tasks in practical situations. In most financial and manufacturing applications, classification and regression constitute integral parts. Neural networks are also inherently nonlinear which makes them more practical and accurate in modeling complex data patterns as opposed to many traditional methods which are linear. In numerous real-world problems including those in the fields of finance and manufacturing, ANN applications have been reported to outperform statistical classifiers or multiple-regression techniques in classification and data analysis tasks. Because of their ability to generalize well on unseen data, they are also suitable to deal with outlying, missing, and/or noisy data. Neural networks have also been paired with other techniques to harness the strengths and advantages of both techniques.
Since the intention of this book is to demonstrate innovative and successful applications of neural networks in finance and manufacturing, this introductory chapter presents a broad overview of neural networks, various architectures and learning algorithms, and some convincing applications in finance and manufacturing and discussion on current research issues in these areas.
Individual Neuron
The individual processing unit in ANNs receives input from other sources or output signals of other units and produces an output as shown in Figure 1 . The input signals (x i ) are multiplied with weights (w ji ) of connection strength between the sending unit "i" and receiving unit "j". The sum of the weighted inputs is passed through an activation function. The output may be used as an input to the neighboring units or units at the next layer. Assuming the input signal by a vector x (x 1 , x 2 ,…, x n ) and the corresponding weights to unit "j" by w j (w j1 , w j2 ,…, w jn ), the net input to the unit "j" is given by Equation 1. The weight w j0 (=b) is a special weight called bias whose input signal is always +1. In general, a neural network is characterized by the following three major components:
• The computational characteristics of each unit, for example, activation function;
•
The network architecture; and
The learning algorithm to train the network.
Activation Function
The computed weighted sum of inputs is transformed into an output value by applying an activation function. In most cases, the activation function maps the net input between -1 to +1 or 0 to 1. This type of activation function is particularly useful in classification tasks. In cases where a neural network is required to produce any real value, linear activation function may be used at the final layer. A network with multiple layers using linear activation function at intermediate layers effectively reduces to a single-layer network. This type of network is incapable of solving nonlinearly separable problems and has limited capability. Since the most real-world problems are nonlinearly separable, nonlinearity in the intermediate layer is essential for modeling complex problems. There are many different activation functions proposed in the literature that are often chosen to be monotonically increasing functions. The followings are the most commonly used activation functions (see Table 1 ).
Network Architecture
Having defined an individual neuron, the next step is to connect them together. A neural network architecture represents a configuration indicating how the units are grouped together as well as the interconnection between them. There are many different architectures reported in the literature, however, most of these can be divided into two main broad categories: feed-forward and feedback. These architectures are shown in Figure 2 . In feed-forward architecture, the information signal always propagates towards the forward direction while in feedback architecture the final outputs are again fed back at the input 
Hyperbolic tangent layer. The first layer is known as input layer, the last as output layer, and any intermediate layer(s) as hidden layer (s) . A multiple feedforward layer can have one or more layers of hidden units. The number of units at the input layer and output layer is determined by the problem at hand. Input layer units correspond to the number of independent variables while output layer units correspond to the dependent variables or the predicted values.
While the numbers of input and output units are determined by the task at hand, the numbers of hidden layers and the units in each layer may vary. There are no widely accepted rules for designing the configuration of a neural network. A network with fewer than the required number of hidden units will be unable to learn the input-output mapping, whereas too many hidden units will generalize poorly of any unseen data. Several researchers attempted to determine the appropriate size of hidden units. Kung and Hwang (1988) suggested that the number of hidden units should be equal to the number of distinct training patterns while Arai (1989) concluded that N input patterns required N-1 hidden units in a single layer. However, as remarked by Lee (1997) , it is rather difficult to determine the optimum network size in advance. Other studies suggested that ANNs generalize better when succeeding layers are smaller than the preceding ones (Kruschke, 1989; Looney, 1996) . Although a two-layer network is commonly used in most problem solving approaches, the determination of an appropriate network configuration usually requires many trial and error methods. Another way to select network size is to use constructive approaches. In constructive approaches, the network starts with a minimal size and grows gradually during the training procedure (Fahlman & Lebiere, 1990; Lehtokangas, 2000) .
Learning Algorithms
A neural network starts with a set of initial weights and then gradually modifies the weights during the training cycle to settle down to a set of weights capable of realizing the input-output mapping with either no error or a minimum error set by the user. Learning 
Backpropagation Algorithm
A recent study (Wong, Lai, & Lam, 2000) has shown that approximately 95% of the reported neural network business applications utilize multilayer feed-forward neural networks with Backpropagation learning algorithm. Backpropagation (Rumelhart et al., 1986 ) is a feed-forward network as shown in Figure 2a that updates the weights iteratively to map a set of input vectors (x 1 ,x 2 ,…,x p ) to a set of corresponding output vectors (y 1 ,y 2 ,…,y p ). The input x p corresponding to pattern or data point "p" is presented to the network and multiplied by the weights. All the weighted inputs to each unit of the upper layer are summed up, and produce an output governed by the following equations:
where W o and W h are the output and hidden layer weight matrices, h p is the vector denoting the response of hidden layer for pattern "p", θ θ θ θ θ o and θ θ θ θ θ h are the output and hidden layer bias vectors, respectively and f(.) is the sigmoid activation function. The cost function to be minimized in standard Backpropagation is the sum of squared error defined as:
where t p is the target output vector for pattern "p". The algorithm uses gradient descent technique to adjust the connection weights between neurons. Denoting the fan-in weights to a single neuron by a weight vector w, its update in the t-th epoch is governed by the following equation: The parameters η and α are the learning rate and the momentum factor, respectively. The learning rate parameter controls the step size in each iteration. For a large-scale problem, Backpropagtion learns very slowly and its convergence largely depends on choosing suitable values of η and α by the user.
Scaled Conjugate Gradient Algorithm
The error surface in Backpropagation may contain long ravines with sharp curvature and a gently sloping floor, which causes slow convergence. In conjugate gradient methods, a search is performed along conjugate directions, which produces generally faster convergence than steepest descent directions (Hagan, Demuth, & Beale, 1996) . In steepest descent search, a new direction is perpendicular to the old direction. This approach to the minimum is a zigzag path and one step can be mostly undone by the next. In conjugate gradient methods, a new search direction spoils as little as possible the minimization achieved by the previous direction and the step size is adjusted in each iteration. The general procedure to determine the new search direction is to combine the new steepest descent direction with the previous search direction so that the current and previous search directions are conjugate. Conjugate gradient techniques are based on the assumption that, for a general nonquadratic error function, error in the neighborhood of a given point is locally quadratic. The weight changes in successive steps are given by the following equations: 
where d t and d t-1 are the conjugate directions in successive iterations. The step size is governed by the coefficient α t, and the search direction is determined by β t . In scaled conjugate gradient, the step size α t is calculated by the following equations:
where λ t is the scaling coefficient and H t is the Hessian matrix at iteration t. λ is introduced because, in case of nonquadratic error function, the Hessian matrix need not be positive definite. In this case, without λ, δ may become negative and a weight update may lead to an increase in error function. With sufficiently large λ, the modified Hessian is guaranteed to be positive (δ > 0). However, for large values of λ, step size will be smaller. If the error function is not quadratic or δ < 0, λ can be increased to make δ> 0. In case of δ < 0, Moller (1993) suggested the appropriate scale coefficient λ t to be:
Rescaled value − t δ of t δ is then be expressed as:
The scaled coefficient also needs adjustment to validate the local quadratic approximation. The measure of quadratic approximation accuracy, ∆ τ , is expressed by:
If ∆ t is close to 1, then the approximation is a good one and the value of λ t can be decreased (Bishop, 1995) . On the contrary, if ∆ t is small, the value of λ t has to be increased. Some prescribed values suggested in Moller (1993) are as follows:
Bayesian Regularization Algorithm
A desired neural network model should produce small error not only on sample data but also on out of sample data. To produce a network with better generalization ability, MacKay (1992) proposed a method to constrain the size of network parameters by regularization. Regularization technique forces the network to settle to a set of weights and biases having smaller values. This causes the network response to be smoother and less likely to overfit (Hagan et al., 1996) and capture noise. In regularization technique, the cost function F is defined as:
where E D is the same as E defined in Equation 4, E w = 2 / 2 w is the sum of squares of the network parameters, and γ (<1.0) is the performance ratio parameter, the magnitude of which dictates the emphasis of the training on regularization. A large γ will drive the error E D to small value whereas a small γ will emphasize parameter size reduction at the expense of error and yield smoother network response. One approach of determining optimum regularization parameter automatically is the Bayesian framework (Mackay, 1992) . It considers a probability distribution over the weight space, representing the relative degrees of belief in different values for the weights. The weight space is initially assigned some prior distribution. Let D = {x m , t m } be the data set of the input-target pair, m being a label running over the pair and M be a particular neural network model. After the data is taken, the posterior-probability distribution for the weight p(w|D,γ,M) is given according to the Bayesian rule.
where p(w|γ,M) is the prior distribution, p (D|w,γ,M) is the likelihood function, and p(D|γ,M) is a normalization factor. In Bayesian framework, the optimal weight should maximize the posterior probability p (w|D,γ,M) , which is equivalent to maximizing the function in Equation 15. Applying the Bayes' rule optimizes the performance ratio parameter.
If we assume a uniform prior distribution p(γ|M) for the regularization parameter γ, then maximizing the posterior probability is achieved by maximizing the likelihood function p (D|γ,M) . Since all probabilities have a Gaussian form it can be expressed as:
where L is the total number of parameters in the neural network (NN). Supposing that F has a single minimum as a function of w at w* and has the shape of a quadratic function in a small area surrounding that point, Z F is approximated as (Mackay, 1992) :
where H = γ∇ 2 E D + (1-γ)∇ 2 E W is the Hessian matrix of the objective function. Using Equation 19 in Equation 18, the optimum value of γ at the minimum point can be determined. Foresee and Hagan (1997) proposed to apply the Gauss-Newton approximation to the Hessian matrix, which can be conveniently implemented if the Lebenberg-Marquart optimization algorithm (More, 1977 ) is used to locate the minimum point. This minimizes the additional computation required for regularization. Figure 3 shows a radial basis function neural network (RBFNN). A radial-basis-function network has a hidden layer of radial units and a linear-output layer units. Similar to biological receptor fields, RBFNNs employ local receptor fields to perform function mappings. Unlike hidden layer units in preceding algorithms where the activation level of a unit is determined using weighted sum, a radial unit (i.e., local receptor field) is defined by its center point and a radius. The activation level of the i-th radial unit is: where x is the input vector, u i is a vector with the same dimension as x denoting the center, σ is width of the function and R i (.) is the i-th radial basis function. Typically R(.) is a Gaussian function:
Radial Basis Function Neural Network
or a logistic function:
The activation level of radial basis function h i for i-th radial unit is at its maximum when x is at the center u i of that unit. The i-th component of the final output y of a RBFNN can be computed as the weighted sum of the outputs of the radial units as:
where ω i is the connection weight between the radial unit i and the output unit, and the solution can be written directly as w t = R † y, where R is a vector whose components are the output of radial units and y is the target vector. The adjustable parameters of the network, that is, the center and shape of radial basis units (u i , σ i and ω i ) can be trained by a supervised training algorithm. Centers should be assigned to reflect the natural clustering of the data. Lowe (1995) proposed a method to determine the centers based on standard deviations of training data. Moody and Darken (1989) selected the centers by means of data clustering techniques like k-means clustering and σ's are then estimated by taking the average distance to the several nearest neighbors of u i 's. Nowlan and Hinton (1992) proposed soft competition among radial units based on maximum likelihood estimation of the centers.
Probabilistic Neural Network
In case of classification problem neural network learning can be thought of estimating the probability density function (pdf) from the data. In regression task, the output of the network can be regarded as the expected value of the model at a given point in input space. An alternative approach to pdf estimation is the kernel-based approximation and this motivates two types of networks that are similar to radial-basis-function networks: (a) probabilistic neural network (PNN) designed for classification task and (b) generalized regression neural network (GRNN). Specht (1990) introduced the PNN. It is a supervised NN that is widely used in the area of pattern recognition, nonlinear mapping, and estimation of the probability of class membership and likelihood ratios (Specht & Romsdahl, 1994) . It is also closely related to the Bayes classication rule, and Parzen nonparametric probability density function estimation theory (Parzen, 1962; Specht, 1990) . The fact that PNNs offer a way to interpret the network's structure in terms of probability-density functions is an important merit of this type of network. PNNs also achieve faster training than Backpropagation type feedforward neural networks.
The structure of an PNN is similar to that of feedforward NNs, although the architecture of an PNN is limited to four layers: the input layer, the pattern layer, the summation layer, and the output layer, as illustrated in Figure 4 . An input vector x is applied to the n input neurons and is passed to the pattern layer. The neurons of the pattern layer are divided into K groups, one for each class. The i-th pattern neuron in the k-th group computes its output using a Gaussian kernel of the form: neuron for each class. The summation layer of the network computes the approximation of the conditional class probability functions through a combination of the previously computed densities as per the following equation:
where M k is the number of pattern neurons of class k, and ω ki are positive coefficients satisfying,
Pattern vector x belongs to the class that corresponds to the summation unit with the maximum output.
The parameter that needs to be determined for an optimal PNN is the smoothing parameter. One way of determining this parameter is to select an arbitrary set of σ, train the network, and test on the validation set. The procedure is repeated to find the set of σ that produces the least misclassification. An alternative way to search the optimal smoothing parameter was proposed by Masters (1995) . The main disadvantages of a PNN algorithm is that the network can grow very big and become slow, especially when executing a large training set, making it impractical for a large classification problem.
Generalized Regression Neural Network
As mentioned earlier, a generalized regression neural network (GRNN) is also based on radial basis function and operates in a similar way to PNN but performs regression instead of classification tasks. Like PNN, GRNN architecture is comprised of four layers: the input, pattern, summation, and output layers. An GRNN represents each training sample as a kernel and establishes a regression surface by using a Parzen-window estimator (Parzen, 1962) with all the kernel widths assumed to be identical and spherical in shape. Assuming the function to be approximated by y = g(x) where x ∈ ℜ n is an independent variable vector and y ∈ ℜ is the dependent variable, regression in an GRNN is carried out by the expected conditional mean of y as shown in the following equation:
where g(x,y) is the Parzen probability density estimator, E[y|x)] is the expected value of y given x. When value of g(x,y) is unknown, it can be estimated from a sample of observations of x and y. For a nonparametric estimates of g(x,y), the class of consistent estimators proposed by Parzen (1962) and extended to the multidimensional case by Cacoullos (1966) (27) where (x i ,y i ) represents the i-th sample and m is the number of training samples. One of the main drawbacks of the GRNN is the extensive computational resources necessary for processing kernels and optimizing its width. Different approaches were also proposed to reduce the number of kernels in the GRNN.
The unsupervised learning algorithms like Adaptive Resonance Theory (ART), Self Organizing Map (SOM) are not so commonly used in financial and manufacturing applications and hence left out of discussion for the current chapter. Interested readers may consult works by Carpenter and Grossberg (1988) and Kohonen (1998) .
Neural Network Applications in Finance
One of the main applications of neural networks in finance is trading and financial forecasting. Successful applications of neural networks includes a wide range of real world problems, for example, future price estimation, derivative securities pricing and hedging, exchange rate forecasting, bankruptcy prediction, stock performance and selection, portfolio assignment and optimization, financial volatility assessment, and so on. Demonstrated results and novelty of neural network applications have attracted practitioners in this field. Some of these applications are briefly reviewed in the following section.
Bankruptcy Prediction
Bankruptcy prediction has been an important and widely studied topic. The prediction of the likelihood of failure of a company given a number of financial measures, how soon an "ill" business can be identified, possibility of identifying the factors that put a business at risk -these are of main interest in bank lending. Atiya (2001) and Vellido, Lisboa, and Vaughan (1999) conducted a survey on the use of neural networks in business applications that contains a list of works covering bankruptcy prediction. Supervised neural network models have been tested against a number of techniques, like discriminant analysis (Kiviluoto, 1998; Olmeda & Fernandez, 1997) ; regression (Fletcher & Goss, 1993; Leshno & Spector; ; decision trees (Tam & Kiang, 1992) ; k-nearest neighbor (Kiviluoto); multiple adaptive regression splines (MARS) (Olmeda & Fernandez) ; case-based reasoning (Jo, Han, & Lee, 1997) , and so on. In most cases, neural network models attained significantly better accuracy compared to other methods.
Credit Scoring
Credit scoring is another area of finance where neural network applications have been explored. From a bank lending point of view, it is important to distinguish a good debtor from a bad debtor by assessing the credit risk factor of each applicant. It can be distinguished from the past behavioral or performance scoring in which the repayment behavior of an applicant is analyzed to make a credit decision. The availability of data in this field is rather restricted (Desay, Crook, & Overstreet, 1996) . Hecht-Nielson Co. has developed a credit-scoring system that increased profitability by 27% by identifying good credit risk and poor credit risk (Harston, 1990) . Glorfeld and Hardgrave (1996) , Jagielska and Jaworski (1996) , Leigh (1995) , Piramuthu, Shaw, and Gentry (1994) , Torsun (1996) , among others, have also reported similar works on credit evaluation and scoring. A variety of data sizes, ranges of variables, and techniques to select appropriate variables were investigated in those studies.
Investment Portfolio
For every investment, there is a tradeoff between risk and return. So, it is necessary to ensure a balance between these two factors. Optimizing one's portfolio investment by analyzing those factors, maximizing the expected returns for a given risk, and rebalancing when needed is crucial for secure investment. Steiner and Wittkemper (1997) developed a portfolio structure optimization model on a day-to-day trading basis. While the stock decisions are derived from a nonlinear dynamic capital market model, the underlying estimation and forecast modules are based on the neural network model. Using German stock prices from 1990 to 1994, this model leads to a portfolio that outperforms the market portfolio by about 60%. Hung, Liang, and Liu (1996) proposed an integration of arbitrage pricing theory (APT) and an ANN to support portfolio management and report that the integrated model beats the benchmark and outperforms the traditional ARIMA model. Yeo, Smith, Willis, and Brooks (2002) also used k-means clustering and neural networks for optimal portfolio selection. Classification of policy holders into risk groups and predicting the claim cost of each group were done using k-means clustering while price sensitivity of each group was estimated by neural networks. Chapados and Bengio (2001) showed that a neural network-based asset allocation model can significantly outperform the benchmark market performance.
Foreign Currency Exchange Rates
Modeling foreign currency exchange rates is an important issue for the business community. The investment companies are dependent on the prediction of accurate exchange rates so that they may make investment decisions. This is quite a challenging job as the rates are inherently noisy, nonstationary, and deterministically chaotic. Yao & Tan (2000) developed a neural network model using six simple indicators to predict the exchange rate of six different currencies against the U.S. dollar. The ANN model demonstrated superior performance in comparison with the ARIMA-based model. Kamruzzaman and Sarker (2003) used three different neural network learning algorithms to predict exchange rates and found that all algorithms performed better than traditional methods when compared against with five different performance metrics. Medeiros, Veiga, and Pedreira (2001) proposed a novel flexible model called neurocoefficient smooth transition autoregression (NCSTAR), an ANN to test for and model the nonlinearities in monthly exchange rates.
Stock Market Analysis
Stock analysis has long been one of the most important applications of neural networks in finance. Most international investment bankers and brokerage firms have major stakes in overseas markets. Hence, this topic has attracted considerable attentions from the research community. There have been numerous research articles related to this topic. These include works by Chiang, Urban, and Baldridge (1996) , Kim and Chun (1998) , and Teixeira and Rodrigues (1997) on stock market index prediction; Barr and Mani (1994) and Yoon, Guimaraes, and Swales (1994) on stock performance/selection prediction; Wittkemper and Steiner (1996) on stock risk prediction; and Brook (1998), Donaldon and Kamstra (1996) , and Refenes and Holt (2001) on stock volatility prediction. In most cases, neural networks outperformed other statistical methods.
Other Applications
Other applications include detecting financial fraud; creating wealth; and modeling the relationship among corporate strategy, its financial status, and performance (Smith & Gupta, 2000) . Holder (1995) reports that Visa International deployed a neural networkbased fraud detection system that saved it an estimated $40 million within the first 6 months of its operation.
Apart from theoretical research, Coakely and Brown (2000) describe a number of ANNbased systems that are widely used in commercial applications. These are:
• FALCON, used by six of the ten largest credit card companies to screen transactions for potential fraud.
• Inspector, used by Chemical Bank to screen foreign currency transactions.
• Several ANNs used to assist in managing investments by making predictions about debt and equity securities, as well as derivative instruments. Fadlalla and Lin (2001) cited examples from companies like Falcon Asset management, John Deere and Co., Hyman Beck and Company, Multiverse Systems, Advanced Investment Technology, and Ward System who used neural network-based systems. It has been reported that a significant number of Fortune-1000 companies use neural networks for financial modeling.
• Several ANNs used for credit granting, including GMAC's Credit Adviser that grants instant credit for automobile loans.
• AREAS, used for residential property valuation.
For other financial applications and more detailed survey, interested readers are referred to the articles by Coakley and Brown (2000) , Fadlalla and Lin (2001) , Smith and Gupta (2000) , Vellido et al. (1999), and Wong, Lai, and Lam (2000) .
Neural Network Applications in Manufacturing
In this section, a brief review of ANN applications in manufacturing design, planning, and operations will be presented. The overall applications can be classified as condition monitoring, cost estimation, fault diagnosis, parameter selection, production scheduling, manufacturing cell formation, quality control, and others.
Condition Monitoring
In manufacturing, condition monitoring is a major application area for ANNs. These applications involve monitoring different manufacturing operations and/or operational conditions such as tool wearing and breaking, metal forming, and drilling and machining accuracy.
The process of metal forming involves several dies and punches used progressively to form a part. Tooling is critical in metal forming, as continual tool replacement and maintenance reduces productivity, raises manufacturing cost, and increases defective item production. The ANN models, taking data from an online condition monitoring system, can predict tool life that would help to generate an appropriate maintenance schedule. Kong and Nahavandi (2002) developed such a model for the forging process that uses a multilayer error back propagation network. The inputs of the model were force, acoustic emission signals, process parameters (such as tool temperature, stroke rates, and surface lubrication condition of in-feed material), and expected life. The model helps to predict the tool condition, maintenance schedule, and tool replacement. Similar techniques can be applied to other metal forming processes.
Turning is a common metal cutting operation in manufacturing. In turning operations, flank wear on the cutting tool directly affects the work piece dimension and the surface quality. Choudhury et al. (1999) developed a methodology in which an optoelectronic sensor was used in conjunction with a multilayered neural network for predicting the flank wear. The digitized sensor signal, along with the cutting parameters, formed the inputs to a three-layer feedforward fully connected neural network. The neural network used a Backpropagation algorithm. Results showed the ability of the neural network to accurately predict the flank wear. Huang and Chen (2000) developed an in-process tool breakage detection system using a neural network for an end mill operation. The inputs of the model were cutting force and machining parameters such as spindle speed, feed rate, and depth of cut. The output was to detect the tool breakage conditions. Per their report, the neural networks were capable of detecting tool condition accurately. Wu (1992) developed a neural network model to detect tool failure based on the level of cutting force and vibration or acoustic emission. Brophy et al. (2002) proposed a two-stage neural network model to detect anomalies in the drilling process. The network was used to classify drilling operations as normal or abnormal (e.g., tool breakage or missing tool). The network used spindle power signal (acquired over all or part of the operation) as the input. A limitation of the approach is that it requires the full signal before a classification is made.
Cost Estimation
The estimation of future production cost is a key factor in determining the overall performance of a new product's development and product redesigning process. Usually, the cost per unit of a given finished good is the sum of different resources such as raw materials, components, energy, machinery, and plants. The quantification of the use of each resource is extremely difficult. Cavalieri et al. (2004) proposed an ANN technique for the estimation of the unitary manufacturing costs of a new type of brake disks produced by an Italian manufacturing firm. The results seem to confirm the validity of the neural network theory in this application field, but not a clear superiority with respect to the traditional parametric approach. However, the ANN seems to be characterised by a better trade-off between precision and cost of development. Zhang, Fuh, and Chan (1996) illustrated the use of a neural network-based model for the estimation of the packaging cost based on the geometrical characteristics of the packaged product.
Fault Diagnosis
Identifying the cause of process abnormalities is important for process automation. Knapp and Wang (1992) studied the application of a Backpropagation network to fault diagnosis of a Computer Numerical Control (CNC) machine using vibration data. Knapp, Javadpour, and Wang (2000) presented a real-time neural network-based condition monitoring system for rotating mechanical equipment. There has been much effort recently in making a fusion of fuzzy logic and neural networks for better performance in decision making processes. The uncertainties involved in the input description and output decision are taken care of by the concept of fuzzy sets while the neural net theory helps in generating the required decision region. Javadpour and Knapp (2003) implemented a neural network model to diagnosis faults with high prediction accuracy in an automated manufacturing environment. Their model incorporated the fuzzy concept to capture uncertain input data.
Nondestructive testing for fault detection in welding technology is very expensive. However, the correct detection of welding faults is important to the successful detection of an automated welding inspection system. Liao, Triantaphyllou, and Chang (2003) investigated the performance of a multilayer perception neural networks in welding fault detection.
Parameter Selection
Machining-parameter selection is a crucial task in a manufacturing environment. In the conventional turning process, the parameters referred are cutting speed, feed rate, and depth of cut. The parameters play an important role in efficient utilization of machine tools and significantly influence the overall manufacturing cost. Wong and Hamouda (2003) used a feedforward neural network to predict optimum machining parameters under different machining conditions. Although they introduced a new type of artificial neuron, the Backpropagation algorithm was used to optimize the network component representation. Raj et al. (2000) developed a Backpropagation neural network to estimate the cutting forces based on speed, feed, and depth of cut for machining a mild-steel specimen with a high-speed steel (HSS) tool. In addition, they modeled the effect of tool geometry (i.e., rake angle, cutting edge location, and orientation of tool face) on cutting forces. Viharos, Monostori, and Markos (1999) applied a neural network to predict the cutting forces based on cutting parameters for an expected surface roughness.
Wang (2004) proposed a hybrid two-phase neural network approach for modeling a manufacturing process under a lack of observations, which is designed for determining cutting parameters in wire Electrical Discharge Machining (EDM). A combination of ANN and genetic algorithms was also used for determining cutting parameters in machining operations (Cus & Balic, 2003) and manufacturing-process parameters (Li, Su, & Chiang, 2003) . Zuperl, Cus, Mursec, and Ploj (2004) proposed a new hybrid technique for optimal selection of cutting parameters. The approach uses 10 technological constraints and is based on the maximum production rate criteria. It describes the multiobjective optimization of cutting conditions by means of an ANN and a routine (known as OPTIS) by taking into consideration the technological, economic, and organizational limitations. The analytical module OPTIS selects the optimum cutting conditions from commercial databases with respect to minimum machining costs. By selection of optimum cutting conditions, it is possible to reach a favorable ratio between the low machining costs and high productivity taking into account the given limitation of the cutting process. Experimental results show that the proposed optimization algorithm for solving the nonlinear constrained programming (NCP) problems is both effective and efficient, and can be integrated into an intelligent manufacturing system for solving complex machining optimization problems.
Production Scheduling
Production scheduling is the allocation of resources over time to perform a collection of tasks. Of all kinds of production scheduling problems, the job shop scheduling is one of the most complicated problems. It aims to allocate m machines to perform n jobs in order to optimize certain criteria. Fonseca and Navaresse (2002) developed a feedforward multilayered neural network through the back error propagation learning algorithm to provide a versatile job shop scheduling analysis framework. Yang and Wang (2000) Other Applications
Applications of neural network in other problems such as industrial pattern recognition (Yao, Freeman, Burke, & Yang, 1991) , identification of appropriate decision criteria (Chryssolouris, Lee, & Domroese, 1991) , agile and flexible manufacturing (Shimizu, Tanaka, & Kawada, 2004) and economic order quantity (Ziarati, 2000) have also been reported in the literature. To differentiate the pattern recognition problems from other disciplines, we would like to mention here that this problem in this context is to recognize industrial crews, bolts, and so on.
Conclusion
Artificial neural networks possess many desirable features that have made them suitable for practical financial and manufacturing applications. In this chapter, we have provided a brief description of ANN architectures and different learning algorithms that are most commonly used in these applications. Interested readers are also directed to more detailed descriptions of the algorithms for their relative advantages and disadvantages for further information. Specific areas in finance and manufacturing that have experienced remarkable results by modeling with neural networks are described and some of the important and relevant works are reported. The subsequent chapters of this book will present some of the recent developments of ANN applications in finance and manufacturing, and discuss various modeling issues.
