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Abstract.  
In this paper we investigate the applicability of neural-network based methods in 
predicting the values of multiple parameters, given the value of a single 
parameter within a particular problem domain. In this context the input 
parameter may be an important source of variation that is related to the 
remaining sources of variation within a multivariate distribution, with a complex 
mapping function. The definition of the relationship between the variables of a 
multivariate distribution and a single source of variation allows the estimation of 
the values of multiple variables given the value of the single variable, addressing 
in that way an ill-conditioned one-to-many mapping problem. As part of our 
investigation two problem domains are considered: predicting the values of 
individual stock shares, given the value of the general index and predicting the 
grades received by high school pupils, given the grade for a single course. With 
our work we compare the performance of standard neural network based methods 
and in particular Multilayer Perceptrons (MLPs) and Radial Basis Functions 
(RBFs) as well as Mixture Density Networks (MDNs) and a latent variable 
method, the General Topographic Mapping (GTM). According to the results, 
MLPs and RBFs outperform MDNs and the GTM for these one-to-many mapping 
problems. 
Keywords: Stock Price Prediction, Exam marks prediction, Neural Networks, 
Multivariate Statistics, One-to-Many Mapping. 
1   Introduction 
One-to-many mapping problems involve the estimation of the values of multiple 
parameters given the value of a single parameter within a specific problem 
domain. In general, one-to-many mapping problems are ill-conditioned, requiring 
the use of dedicated techniques that utilise prior knowledge related to the 
relationship between the input and output variables in an attempt to formulate an 
optimized mapping function that allows the estimation of the values of the output 
parameters with a reasonable accuracy. With our work we aim to investigate the 
use of different methods for defining a mapping associating a specific source of 
variation within a distribution and a given representation of this data distribution. 
As part of our performance evaluation framework we assess the performance of a 
number of one-to-many mapping methods in two case studies.  
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The first case study is related to the definition of the relationship between the 
index value of twenty stocks included in the FTSE 100 UK 
(www.ftse.com/Indices/UK_Indices/index.jsp) and the daily individual stock 
prices over a three year time period. We implement and test methods that learn the 
relationship between the daily general index value and the corresponding 
individual daily stock prices of twenty of the FTSE 100 UK stocks with largest 
volume that have available data for at least three consecutive years. Once the 
mapping is learned we attempt to predict the daily stock prices of each share given 
the value of the general index. This application can be very useful for efficient 
portfolio management. There are numerous studies [1-12]  investigating problems 
related to predicting stock prices based on neural networks methods due to the 
ability of neural networks to model nonlinear systems. However, the problem of 
finding the relationship between the general index and the prices of set of shares 
in the context of on-to-many mapping has to the best of our knowledge never been 
considered. 
The second case study is related to predicting the grades received by pupils in a 
number of different subjects, based on the grade received in a single subject or an 
average grade.  For the needs of the experiment we used the results of 
examinations taken by Cypriot high school graduates as part of a University 
admission process (all results are publicly available at 
http://www.moec.gov.cy/ypexams/apotelesmata.html). Each year about 10000 
candidates take these examinations but only a subset of all candidates is examined 
on the same set of four subjects according to the discipline in which candidates 
aim to purse a University Degree. For the needs of our experiments a popular 
combination of the subjects is selected: Modern Greek, Biology, Mathematics and 
Physics. The grades received by candidates are expressed in a 1 (lowest) to 20 
(highest) grade. As part of our experimental evaluation, we run one to many 
mapping experiments that aim to either use the average grade obtained by a 
candidate as the basis for predicting the grades for the remaining four courses or 
use the grade of a single subject as the basis for predicting the grade for the 
remaining three courses. The ability to predict the grades received by a pupil 
given his/her grade in a single subject can be used for assessing how the analytic 
knowledge and skills gained by a pupil in a single course can play a key role in 
his/her performance in other courses.  Research in predicting student’s grades or 
academic performance based on neural networks has been done in a number of 
studies (e.g. [13-15]) but not in the form of mapping a single subject grade to a set 
of several other grades.  
As part of our experimental evaluation process we investigate the following 
neural network-based methods: Multilayer Perceptron (MLP) [16], Radial Basis 
Functions [17], Mixture Density Networks (MDN) [18, 19] and the non-linear 
latent variable method Generative Topographic Mapping (GTM) [20]. The 
performance of the methods mentioned above is compared in the problems of 
stock share price prediction and student grade prediction, so that the applicability 
of each of the methods in one-to-many mapping problems is quantified. 
The rest of the paper is organised as follows: in section 2 we present an 
overview of the relevant literature; in section 3 we describe the case studies under 
investigation, the experiments performed and the visual and quantitative results 
obtained and in section 4 we present our conclusions.  
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2   Literature Review  
The problems of stock price prediction [1-12] and grade prediction [13-15] 
received considerable attention in the literature. However, in the case of stock-
price predictions, previous studies treat the problem as a typical many-to-one 
problem rather than as an one-to-many problem. Similarly previous studies on 
student grade prediction [13-15] has been used for predicting the overall 
performance of students rather than predicting the grade received by students in a 
number of courses.  
Saad et al. [21] performed a comparative evaluation of Time Delay, 
Probabilistic and Recurrent neural networks (TDNN, PNN and RNN respectively) 
in predicting stock market daily closing prices using time series data of the stock 
in question as input.  As they showed, all different NNs are equally feasible and 
they suggested that the primary preference should be the most convenient 
network.  Yudong and Lenan [2] integrated an improved bacterial chemotaxis 
optimisation into an MLP Artificial Neural Network (ANN) with the 
backpropagation learning algorithm for predicting the S&P 500 stock market 
index using time series data for the said index reporting good performance in 
terms of prediction accuracy and training time. Apart from the above a huge 
number of other researchers used time series data with ANNs for forecasting 
either the general index value of stock markets or of a value of a particular stock 
(see for example [3-12]); others used other factors like trading volume [22], while 
others attempted to forecast the volatility of the stock price index [23]. All of the 
above models which are either univariate (using previous time series data for 
constructing a predictor) or multivariate (using apart from past time series data, 
additional information for constructing a forecaster) are approaching the stock 
price prediction problem from a typical many-to-one point of view, which is 
diametrically different to our approach in this paper where we are treating the 
problem as an one-to-many problem.  
Hardgrave et al [13] and Gorr et al [15] use neural-network models for 
predicting the grade point average (GPA) obtained by graduate students, given the 
performance of students in several courses during their undergraduate studies and 
also given demographic data related to each student.  The problems considered by 
Hardgrave et al [13] and Gorr et al [15] are a typical many-to-one mapping 
scheme – a problem that is widely investigated by numerous researchers. 
Hardgrave et al [13] and Gorr et al [15] conclude that neural-network based 
approached have the potential to perform better than traditional statistical 
modeling techniques in the task of grade prediction. Along similar lines Sheel et 
al [24] train a neural network with inputs the high school GPA, the grade received 
at mathematics SAT and the final grade in an advanced algebra course. The output 
of the trained neural network predicts the optimum mathematics placement level. 
Sheel et al [24] prove that neural network approaches are more accurate in 
predicting the optimum mathematics placement class when compared with 
classical statistical approaches, such a discriminant analysis. More recently 
Paliwal and Kumar [14] investigate the use of neural network and regression 
techniques for predicting the performance of graduate Business School students, 
in an attempt to establish an accurate student admission procedure. In this context 
the aim is to classify students as successful or not based on a number of input 
parameters that include the undergraduate grade point average, test score of an 
admission test, work experience, age, gender, and metrics derived from the 
reference letters, group discussion and personal interview. According to the 
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results neural network methods outperform standard regression analysis methods.  
In contrast to the approaches reported in [13-15, 24] that involve a classical many-
to-one mapping problem, our work in the area of grade prediction takes the form 
of one-to-many mapping scheme where we aim to estimate the grades received by 
students in multiple subjects given the grade of a single subject.  
There exist well-established neural network methods for solving the mapping 
approximation problem such as the Multilayer Perceptron (MLP) [16] and Radial 
Basis Functions (RBF) [17]. The aim of the training in these methods is to 
minimize a sum-of-square error function so that the outputs produced by the 
trained networks approximate the average of the target data, conditioned on the 
input vector [18]. It is reported in [19] and [20], that these conditional averages 
may not provide complete description of the target variables especially for 
problems in which the mapping to be learned is multi-valued and the aim is to 
model the conditional probability distributions of the target variables [19]. In our 
case despite the fact that we have a multi-valued mapping we aim to model the 
conditional averages of the target data, conditioned on the input that represents a 
source of variation within this distribution.  The idea is that when we change the 
value of the input parameter, the mapping that is defined will give typical 
representation of the target parameters exhibiting the isolated source of variation. 
Bishop [18, 19] introduces a new class of neural network models called Mixture 
Density Networks (MDN), which combine a conventional neural network with a 
mixture density model. The mixture density networks can represent in theory an 
arbitrary conditional probability distribution, which provides a complete 
description of target data conditioned on the input vector and may be used to 
predict the outputs corresponding to new input vectors. Practical applications of 
feed forward MLP and MDN to the acoustic-to-articulatory mapping inversion 
problem are considered in [25]. In this paper, it is reported that the performance of 
the feed-forward MLP is comparable with results of other inversion methods, but 
that it is limited to modelling points approximating a unimodal Gaussian. In 
addition, according to [25], the MLP does not give an indication of the variance of 
the distribution of the target points around the conditional average. In the 
problems considered in [19] and [25], the modality of the distribution of the target 
data is known in advance and this is used in selecting the number of the mixture 
components of the MDN.  
Other methods that deal with the problem of mapping inversion and in 
particular mapping of a space with a smaller dimension to a target space with a 
higher dimension are based on latent variable models [26].  Latent variables refer 
to variables that are not directly observed or measured but can be inferred using a 
mathematical model and the available data from observations. Latent variables are 
also known as hidden variables or model parameters. The goal of a latent variable 
model is to find a representation for the distribution of the data in the higher 
dimensional data space in terms of a number of latent variables forming a smaller 
dimensional latent variable space. An example of a latent variable model is the 
well-known factor analysis, which is based on a linear transformation between the 
latent space and the data space [18]. The Generative Topographic Mapping 
(GTM) [20] is a non-linear latent variable method using a feed-forward neural 
network for the mapping of the points in the latent space into the corresponding 
points in the data space and the parameters of the model are determined using the 
Expectation-Maximization (EM) algorithm [27].  The practical implementation of 
the GTM has two potential problems: the dimension of the latent space has to be 
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fixed in advance and the computational cost grows exponentially with the 
dimension of the latent space [28].   
Density networks [29] are probabilistic models similar to the GTM. The 
relationship between the latent inputs and the observable data is implemented 
using a multilayer perceptron and trained by Monte Carlo methods. The density 
networks have been applied to the problem of modelling a protein family [29].  
The biggest disadvantage of the density networks is the use of the computer-
intensive sampling Monte Carlo methods, which do no not scale well when the 
dimensionality is increased.   
Even though the problems we consider in this paper bear similarities with the 
problem of sensitivity analysis with respect to neural networks, there are also 
distinct differences. In sensitivity analysis the significance of a single input 
feature to the output of a trained neural network is studied by applying that input, 
while keeping the rest of the inputs fixed and observing how sensitive the output 
is to that input feature (see for example [30] and references therein).  In the 
problems investigated in this paper, we do not have a trained neural network, but 
the index based on the values of 20 stocks in the first problem and in the second 
problem the average grade based on four subjects or the grade of one subject in 
relation to three other subjects. Based on our knowledge of the application, i.e., 
the index or one single subject/average grade, we isolate a specific source of 
variation and carry out an one-to-many mapping between that isolated source and 
the model (which is a multivariate data distribution). More specifically, the model 
refers to all the 20 stock values in the first case study and all four subject grades in 
the second case study. This allows us to analyse the variation of the isolated 
source within the model. 
3   Experiments and Results  
3.1 Experiments 
For the experiments related to stock price prediction described in this paper we 
have used the historical daily prices, expressed in pence, available at 
uk.finance.yahoo.com. Twenty stocks have been selected from those that have the 
largest volume and that have their daily prices between 16/12/2003 and 
10/12/2007. Precisely the set of selected stocks includes: BA, BARC, BLT, BP, 
BT, CW, FP, HBOS, HSBA, ITV, KGF, LGEN, LLOY, MRW, OML, PRU, 
RBS, RSA, TSCO and VOD. The daily index values for these 20 stocks have 
been calculated using the method described in [31] with a starting index point set 
to 1000. Among the 1019 available samples, 719 randomly selected samples are 
used for training and the remaining 300 samples are used for testing the 
performance of the methods.  
For the second case study related to the prediction of grades we run five 
different experiments predicting the grades of three of the selected subjects given 
the grade of a fourth subject or predicting the grades of the four subjects given the 
average grade between them. For example, we find the mapping between the 
grade of Modern Greek (subject code 1) and the grades of Biology (subject code 
21), Mathematics (subject code 37) and Physics (subject code 38). For our 
experiments we use 433 samples each one corresponding to the grades received 
by a candidate who was examined in the four subjects. The samples were split to 
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training set of 333 randomly selected samples and a testing set of 100 randomly 
selected. In order to produce experimental results for a large number of test cases, 
the process of formulating training and test sets was repeated four times using 
different randomly selected train and test sets and  the results presented here are 
averaged over the four trials.  
We first train neural network models using the MLP with the scaled conjugate 
gradient algorithm [32], the RBF and MDN methods. In the case of the stock price 
prediction problem, the inputs for the neural network model are the numerical 
values of the daily general index value and the output corresponds to the prices of 
the 20 stocks for the FTSE case study. In the case of the grade prediction problem 
the inputs for the neural network model are the values of one subject exam mark 
and the outputs are the values of the remaining subject exam marks. As part of the 
grade prediction problem, the mapping between the average of the four subject 
marks and the individual marks is also considered. In the MLP model, the 
network has one input node, one hidden layer with hyperbolic tangent (tanh) 
activation function and an output layer with linear activation function, since the 
problem we consider is a regression problem [33]. In the case of RBF similarly to 
the MLP, the input layer has one node, the output layer has linear outputs and the 
hidden layer consists of nodes (centres) with Gaussian basis functions. The 
Gaussian basis function centres and their widths are optimised by treating the 
basis functions as a mixture model and using the Expectation-Maximisation (EM) 
algorithm for finding these parameters.  The number of hidden nodes in the MLP 
and RBF networks and the learning rate in the MLP network are set empirically. 
We also set empirically the number of hidden nodes and kernel functions (mixture 
components) in the MDN model. Theoretically by choosing a mixture model with 
a sufficient number of kernel functions and a neural network with a sufficient 
number of hidden units, the MDN can approximate as closely as desired any 
conditional density. In the case of discrete multi-valued mappings the number of 
kernel functions should be at least equal to the maximum number of branches of 
the mapping. We performed experiments using up to five kernel functions.  
We have also carried out an experiment for isolating one latent variable using 
the GTM. The GTM models consist of an RBF non-linear mapping of the latent 
space density to a mixture of Gaussians in the data space of parameters (20 stock 
prices or a set of 3, 4 subjects). The models are trained using the EM algorithm. 
After training we use the RBF mapping to obtain the parameters corresponding to 
several values of the latent variable.  We show the variation of the latent variable 
reflected on the stock prices (stock problem) or on the individual grades for each 
subject (grades problem). 
3.2   Results 
In the following sections we present the results of the comparative evaluation 
procedure for the two case studies considered. 
 
3.2.1 Stock prices problem 
Table 1 represents the quantitative results for each method used, expressed as the 
mean error between actual and predicted stock prices in pence over the considered 
period of time. The last row of Table 1 gives the overall average percentage error 
between actual and predicted stock prices of all 20 shares. Figure 1 illustrates the 
graphical results for the actual and the model output prices of one of the stocks - 
ITV obtained with the MLP, RBF, MDN and GTM methods. These graphical 
7 
results show the variation of the index value against the predicted and actual 
prices of the ITV stock. The graphs indicate clearly that a single value of the input 
variable (stock index) may correspond to a range of values of the stock price. It is 
important that the methods used learn the most probable stock price index, among 
the candidate values. The visual results in figure 1 show that the MLP and RBF 
methods approximate in a reasonable way the variation in a single stock price 
given the value of a stock index.  
The quantitative results corresponding to the MLP and RBF models are 
comparable. The results obtained with the MDN method did not produce better 
representation of the data which again can be explained with the large 
dimensionality of the problem.  In the case of the GTM method, although the 
quantitative results are worse than those obtained with the other methods, the 
graphical results show that the general trend of the actual prices is captured, 
demonstrating therefore the potential of the GTM method for modeling the 
distribution of the stock prices in terms of one latent variable. In general the 
differences between the performance on the train and test sets are minimal, 
suggesting that the methods can generalize well on previously unseen data.  
Table 1.  Mean error between actual and predicted prices in pence of the 20 listed shares with different 
methods  
Share Method 
MLP RBF MDN GTM 
 train test train test train test train test 
BA 45.59 48.31 49.03 51.98 56.47 55.09 100.38 100.61 
BARC 41.67 40.82 44.05 43.03 51.80 52.37 78.73 84.28 
BLT 141.99 155.04 156.37 163.59 185.98 199.87 279.75 269.31 
BP 40.68 44.96 45.60 48.03 52.42 49.80 73.09 72.03 
BT 19.60 19.84 24.34 23.90 26.98 25.89 40.11 41.44 
CW 14.85 14.65 17.88 17.54 21.99 21.74 26.05 23.63 
FP 14.58 14.89 15.00 1.94 19.57 19.93 22.58 22.92 
HBOS 68.62 68.80 70.60 68.32 89.24 92.36 132.86 138.61 
HSBA 31.19 31.92 31.15 33.41 37.04 36.69 59.35 56.19 
ITV 4.65 4.90 5.07 5.02 7.41 8.01 10.46 9.54 
KGF 18.42 19.17 19.28 18.36 26.24 29.41 39.88 37.69 
LGEN 9.76 10.10 10.94 10.47 12.15 11.42 19.48 21.53 
LLOY 28.25 28.57 30.64 29.23 32.15 31.50 52.72 57.09 
MRW 23.51 23.77 28.35 28.58 31.33 30.41 48.61 52.07 
OML 14.95 16.53 15.48 15.99 19.13 18.83 33.61 34.98 
PRU 49.82 53.16 57.75 53.61 61.57 58.89 95.44 104.90 
RBS 26.58 25.89 28.72 25.63 35.56 37.19 52.56 55.49 
RSA 13.12 13.67 13.87 13.51 19.57 15.67 38.26 41.36 
TSCO 28.57 28.86 32.27 34.31 37.74 36.87 54.11 53.47 
VOD 8.07 8.61 8.37 8.49 10.94 12.03 24.35 24.77 
Average  
error 
  
32.22 33.62 35.24 35.40 41.58 42.20 64.12 65.10 
Average % 
error 
8.8 9.0 9.5 9.9 10.9 10.9 17.9 17.9 
 
The mean error = (Ʃi=1,n abs(yi – ai))/n, where yi is the predicted and ai is the actual 
price of the shares, n is the total number days over which the share prices are 
predicted. 
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Fig. 1. Sample graphical result for the variation of the index value reflected on the ITV stock price; the solid 
lines and the scattered dots indicate the predicted and actual stock prices respectively corresponding to the 
index values 
GTM - 50 hidden nodes  MDN - 20 hidden units, 5 mixture 
components 
  
MLP - 50 hidden nodes  
 
RBF – 50 hidden nodes 
  
 
3.2.2 Exam grades problem 
Tables 2, 3, 4, 5 and 6 represent the quantitative results for each method used, 
expressed as the mean error between actual and predicted subject mark over the 
train and test sets and the average percentage error. The Figures 2 and 3 illustrate 
the graphical results for the actual and the model output subject marks obtained 
with the MLP, RBF, MDN and GTM methods. 
Similar to the stock prices case study the graphical and quantitative results 
corresponding to the MLP and RBF models are comparable and the GTM method 
gives worse quantitative results but captures the general trend of the actual grades. 
The results obtained with the MDN method give also comparable representation 
of the data since in this case the problem is with smaller dimension. It is not a 
surprise that according to the results the most accurate prediction of individual 
grades is done when the average grade is used as an input. When the grades of a 
single subject are used, the most accurate predictions were observed in the cases 
that the grades for Biology (subject code 21)   and Physics (subject code 38), were 
used as the input.  
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Table 2. Predicting Subjects 1, 21, 37 given Subject 38 as input  
Subject Code Method 
MLP RBF MDN GTM 
 Train test train test train Test train test 
1 1.47 1.54 1.49 1.58 1.58 1.60 1.91 2.01 
37 1.94 2.13 1.98 2.10 2.15 2.15 2.69 2.81 
38 1.97 2.08 1.99 2.06 2.07 2.11 2.73 2.82 
Average Error 1.79 1.92 1.82 1.91 1.93 1.95 2.44 2.55 
Average % 
error 
9.0 9.6 9.1 9.6 9.7 9.8 12.2 12.8 
 
Table 3. Predicting Subjects 1, 21, 38 given Subject 37 as input 
Subject Code Method 
MLP RBF MDN GTM 
 Train test train test train Test train test 
1 1.45 1.49 1.45 1.51 1.47 1.56 2.00 1.98 
37 2.25 2.47 2.33 2.41 2.42 2.58 3.40 3.36 
38 1.89 1.99 1.94 1.97 2.03 2.06 3.19 3.21 
Average Error 1.86 1.98 1.91 1.96 1.98 2.07 2.86 2.85 
Average % 
error 
9.3 9.9 9.6 9.8 9.9 10.4 14.3 14.3 
 
Table 4. Predicting Subjects 1, 37, 38 given Subject 21 as input 
Subject Code Method 
MLP RBF MDN GTM 
 Train test train test train Test train test 
1 1.42 1.48 1.42 1.48 1.52 1.54 1.85 1.89 
37 2.13 2.30 2.13 2.27 2.42 2.57 3.07 3.14 
38 1.79 1.89 1.79 1.92 1.98 2.06 2.91 2.96 
Average Error 1.78 1.89 1.78 1.89 1.97 2.06 2.61 2.66 
Average % 
error 
8.9 9.5 8.9 9.5 9.9 10.3 13.1 13.3 
 
Table 5. Predicting Subjects 21, 37, 38 given Subject 1 as input 
Subject Code Method 
MLP RBF MDN GTM 
 Train test train test train Test train test 
21 2.64 2.85 2.70 2.83 2.93 3.11 1.85 3.49 
37 2.62 2.79 2.66 2.78 2.89 3.05 3.07 3.40 
38 2.54 2.67 2.55 2.67 2.79 2.83 2.91 3.33 
Mean Error 2.60 2.77 2.64 2.76 2.87 3.00 2.61 3.41 
Average % 
error 
13.0 13.9 13.2 13.8 14.4 15.0 13.1 17.1 
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Table 6. Predicting Subjects 1, 21, 37, 38 given the average as input  
Subject Code Method 
MLP RBF MDN GTM 
 Train test train test train Test train test 
1 1.17 1.25 1.17 1.28 1.20 1.28 1.83 1.77 
21 1.25 1.51 1.26 1.59 1.36 1.70 2.47 2.46 
37 1.32 1.41 1.34 1.52 1.45 1.57 2.57 2.76 
38 1.22 1.27 1.23 1.34 1.28 1.33 2.45 2.62 
Average Error 1.24 1.36 1.25 1.43 1.32 1.47 2.33 2.40 
Average % 
error 
6.2 6.8 6.3 7.2 6.6 7.4 11.7 12.0 
 
Fig. 2. Sample Graphical Results: Predicting Subjects 1, 21, 37 on the basis of Subject 38 as input. 
The figures show the results for Subject 1 
GTM - 50 hidden nodes  MDN - 15 hidden units, 5 mixture 
components 
  
MLP - 15 hidden nodes  
 
RBF – 15 hidden nodes 
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Fig. 3. Sample Graphical Results: Predicting Subjects 1, 21, 37, 38 on the basis of Average grade 
as input. The figures show the results for Subject 1 
 
GTM - 50 hidden nodes  MDN - 15 hidden units, 5 mixture 
components 
  
MLP - 15 hidden nodes  
 
RBF – 15 hidden nodes 
  
4   Conclusions 
The performance of different neural network paradigms in ill-conditioned one-to-
many multi-valued mapping problems is evaluated in this paper. The 'one' is a 
source of variation representing a quantity of interest within a multivariate data 
distribution of a problem domain and the 'many' represents the data distribution 
itself. In particular, we consider two one-to-many problems. The first problem 
relates to the definition of a mapping function relating the general index value 
among twenty shares, to the prices of the twenty individual shares 
themselves.  The second problem relates to the mapping of one grade or an 
average grade received by a high school graduate to the grades of three or four 
subjects respectively. The mapping function we aim for gives a typical 
representation of the data distribution exhibiting the variation of the specific 
quantity. Given that the target space in such a mapping has a higher dimension 
than the input space, it follows that the target output value from one input value is 
not unique.  The neural networks we evaluated for these one-to-many problems 
include MLPs, RBFs, MDNs and GTMs. 
The results of our experiments demonstrate the potential of using neural 
networks trained with the MLP and RBF methods for isolating sources of 
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variation and generating typical representations of the corresponding data 
distributions in the considered case studies. With the neural network approach we 
do not make any assumptions about the mapping function; the neural networks are 
learning the complex mapping between the desired attributes and the parameters 
related the specific applications. In both test cases the quantitative results obtained 
with the MLP and RBF are similar but the best result is achieved with the MLP 
method. The graphical results obtained with these methods are also similar. The 
MLP and RBF methods give the conditional averages of the target data 
conditioned on the input vectors and as expected they do not give a complete 
description of the target data reported in [19, 25]. For the problems we are 
addressing it is sufficient to define a mapping that generates typical samples of the 
data distribution (and not its entire variance) given specific values of the desired 
source of variation. This makes our results with the MLP and RBF (which are 
relatively simple methods, compared to MDN and GTM) not only acceptable but 
quite good for the type of inversion problems we are addressing, compared to the 
MLP results for the acoustic-to-articulatory inversion mapping reported in [25, 
34].  For this one-to-many problem considered and also the problem of 
reconstructing the same spectrum from different spectral line parameters [11], the 
entire variance of the distribution is required. It has to be noted also that for the 
one-to-many problems considered in our paper the training algorithm for the MLP 
does not have to be modified as suggested by Brouwer [35], resulting in increased 
complexity. To the best of our knowledge RBFs have not previously been 
specifically used for one-to-many problems. 
The MDN [18, 19] can give a complete description of the target data 
conditioned on the input vector provided that the number of mixture components 
is at least equal to the maximum number of branches of the mapping. The 
experiments carried out in the considered case studies demonstrate that in 
problems for which the modality of the distribution of the target data is very large 
and not known, the application of the MDN leads to a large number of mixture 
components and outputs. Therefore it does not provide the desired type of 
mapping, which explains the poor results obtained with the MDN method. In 
particular, these results do not show the desired variation of the quantity of 
interest in the stock prices case study, they do not show complete representation 
of the target data space. In the case of grade prediction where the number of 
variables are limited when compared to the stock price prediction problem, the 
performance of MDN is not much worse than the performance of MLP and RBF, 
indicating that when dealing with a small number of variables MDN can be more 
applicable.  
The GTM [20] is used to map points in the latent variable interval to points in 
the target data space and our results with this method actually show this mapping 
of one latent variable to the corresponding data spaces.  It has to be noted though, 
that in order to isolate a specific source of variation, we need to find all latent 
variables which leads to a problem that is not computationally feasible [28]. In the 
stock price case study the isolated latent variable might be a different source of 
variation and not necessarily the desired index value. When dealing with s 
distribution with fewer and more distinct degrees of freedom (like the grade 
prediction problem) the performance of GTM is close to the performance of the 
MLP and RBF, indicating that in the cases that computational complexity is not 
hindering the application of GTM, there is potential in using GTM and for one-to-
many mapping problems.   
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The framework presented in the paper can be potentially useful in various 
applications involving multivariate distributions.  With regards to the stock prices 
application, it is well established that trends of the general index can be easily 
predicted, unlike price fluctuations at share level. Therefore the ability to infer 
individual stock prices based on the general index value can be an invaluable tool 
for efficient portfolio management and prediction of the behavior of individual 
shares. In the case of the grades problem, the techniques described in this paper 
could be used for predicting the performance of students based on a single course 
enabling in that way the examination of candidates on a smaller number of 
courses and the determination of the grades for the remaining courses based on 
one-to-many mapping schemes. Analysis based on the framework described in 
this paper can also be useful for assessing the quality of a syllabus and delivery of 
a course. A well designed and well delivered course will provide to students the 
necessary analytical knowledge and training that will enable them to succeed in 
different courses hence the accuracy of the prediction  of the grades received by 
candidates in different courses, based on the grade received on a single subject, 
can be used for assessing the course itself.  
Our future work in this area will concentrate on three distinct directions: (i) 
evaluation of the usefulness of the results reported in real life-application related 
to portfolio management, performance evaluation of students and assessment of 
courses syllabi (ii) investigation of the performance of other methods in one-to-
many mapping problems (iii) applications to other problem domains where the 
proposed framework is applicable.  
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