This paper presents our comparing study on active and passive methods for compensating the phase error induced by the projector nonlinear gamma effect. The active method modifies the fringe patterns before their projection; and the passive method, in contrast, compensates for the phase error after capturing fringe patterns. Our study finds that the active method tends to provides more consistent high-quality fringe patterns regardless the amount of projector's defocusing; yet the effectiveness of the passive method is sensitive to the measurement conditions, albeit the passive method could provide equally good quality phase under the optimal calibration condition. Experimental results will be presented to compare these two different methods.
INTRODUCTION
High-speed and high-accuracy 3D optical metrology techniques have been successfully applied to numerous areas including manufacturing, medical sciences, homeland security, and entertainment. Over the past decades, numerous techniques 1 have been developed to recover 3D objects with different principles. 2, 3 These methods include the time of flight, laser triangulation, shape from focus and defocus, stereo vision, structured light, and digital fringe projection. Among these techniques, the digital fringe projection (DFP) techniques have been increasingly used due to their advantageous features including high speed and high accuracy. 4 It is well known that the success of accurate 3D shape measurement based on DFP method heavily relies on the generated phase quality. This is because the majority DFP system that uses single-camera and single-projector recovers 3D geometry directly from the phase: any noise or distortion on the phase will be reflected on the final 3D measurement. One of the major error sources of using the commercially available digital video projectors is nonlinear response to input intensity values of the images (purposely designed to accommodate human vision), which usually refers to nonlinear gamma effect. Using more fringe patterns [5] [6] [7] could reduce certain types of harmonics, and thus improve measurement quality, but sacrifices measurement speeds. For high-speed applications, such methods are usually not desirable. Using defocusing technology 8, 9 could also diminish the nonlinear influence, yet the defocusing technology yields lower signalto-noise ratio (SNR) patterns and thus increases noise influence.
The majority research focuses on calibrating the nonlinear response of the DFP system and then compensate for the associated error. Though there are quite a number of nonlinear gamma calibration and error compensation methods have been developed. Overall, these methods can be classified into two categories: actively modifying the fringe patterns before their projection, 10 or passively compensating the phase error after the fringe patterns are captured. [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] The majority research focused on estimating the gamma coefficients of the projector through different algorithms from the captured fringe patterns, and some by directly calibrating the gamma of the projector. Both active and passive methods have been proved successful in substantially reducing the nonlinearity error caused by the projector. However, to our knowledge, there is no study to compare the effectiveness of these two types of error compensation methods when the system is not operating under its calibrated conditions, i.e., when the projector has a different amount of defocusing, albeit Reference 17 mentioned the defocusing effect of the projector.
This paper thus presents a study examining the influence of projector defocusing on the effectiveness of these two different error compensation methods. Our study finds that the active method tends to provides more consistent highquality fringe patterns regardless the amount of defocusing; yet the effectiveness of the passive method is sensitive to the measurement conditions, albeit the passive method could provide equally good quality phase under its optimal calibration condition. This research finding coincides with our prior study on binary defocusing technique where the phase error varies with different amounts of defocusing, 16 and thus compensating the phase error passively in phase domain is more difficult than actively modifying the fringe patterns before their projection. Section 2 discusses the phase-shifting algorithm we used; and explains two different phase error compensation methods. Section 3 presents some experimental results, and Sec. 4 summarizes this paper.
PRINCIPLE
2.1 Three-step phase-shifting algorithm Phase-shifting algorithms have been extensively employed in optical metrology due to their speed, accuracy, and robustness to noise. 7 Even though there are numerous phase-shifting algorithms have been developed, a simple three-step phaseshifting algorithm is usually preferable for high-speed 3D shape measurement since this is the minimum number of patterns required to solve for the phase value pixel by pixel, albeit the random noise effect may be significant. A three-step phaseshifting algorithm with a phase shift of 2π/3 can be realized by capturing three fringe images with equal phase shifts; and these three images can be mathematically described as
Where I (x, y) is the average intensity, I (x, y) the intensity modulation, and φ (x, y) the phase to be solved for. The phase can be calculated by simultaneously solving these three equations,
Due to the nature of arctangent function, the phase is wrapped with a range from −π to π with a modulus of 2π. In order to obtain a continuous phase map, a spatial or temporal phase unwrapping algorithm is required. The phase unwrapping essentially detects and removes 2π discontinuities by adding or subtracting integer multiples of 2π . 24 Once the system is calibrated, (x, y, z) coordinates can be reconstructed from the phase. 25 
Nonlinear gamma model
Projector's nonlinear gamma was extensively believed to be a simple function in the form of
where I o is the output grayscale value for a given input value I i , a and b are constants, and γ is the unknown constant to be calibrated. For such a model, estimating the nonlinear effect of the digital video projector essentially is to determine γ. Constants a and b calibration will not affect the phase quality since they can be optimized by properly adjusting the camera settings. Estimating γ can be realized through least squares, statistical methods, or directly analyzing the phase error by comparing with the ideal phase map. Our research found that the nonlinear gamma of the majority projectors we have used in our lab does not precisely follow such a simple model. Instead, we found that modeling the projector's nonlinear gamma with a 7 − th-order polynomial function is sufficient and reliable for all the projectors we have. 10 That is, the gamma function equation can be mathematically described as
where c k (k = 0, 1, · · · , 7) are those constants to be calibrated.
Active error compensation method
Active error compensation has a lot involved because the calibration condition could be different from case to case; and the modeling should be generic to any sort of calibration data captured by the camera. In this paper, we uses the slightly modified method originally developed by Huang et al. 10 to improve its accuracy. This section discussed the method we use in this paper. Since the active calibration method requires modify the computer generated fringe patterns and pre-distort the fringe patterns before their projection, the calibration is actually to determine inverse function of the gamma. Instead of obtaining polynomial function using Eq. (6), we fit the inverse function with the output as the x axis. That is, the polynomial function here is actually
Here a k are constants that can be determined by using a set of calibration data.
The objective here is to determine desired grayscale value to be projected I d for a given value I g such that the projected image will be ideally sinusoidal. Mathematically, I d can be determined using
Where
is the modified given input value to consider the fact that the calibrated data range may not be 0 to 255. Here,
is the slope of the desired linear response with
Where min() and max() are minimum and maximum function, and c k are from the polynomial function determined using Eq. (6). Unlike proposed in Ref., 10 it is important to note that we calculate these values using the fitted polynomial function instead of the captured calibration data (i.e., I min co and I max co ) to reduce the noise influence. For the nonlinear gamma curve shown in Fig. 1(a), Figure 1 (b) depicts the projected sinusoidal wave. Once the distorted curve is modulated by the nonlinear gamma function fitted by Eq. (6), the output curve should be identical to the ideal sinusoidal wave. This simulation clearly shows that the projected curve perfectly, as expected, overlaps with the ideal sinusoidal wave.
Passive error compensation method
The passive error compensation method, in contrast, does not modify the projector's input fringe patterns, but rather determines the phase error from the calibrated gamma curve, and then compensate for the phase error in phase domain. It is a quite straightforward process to determine the phase error for each phase value using the following steps:
• Step 1: Compute the ideal phase-shifted fringe patterns. In our case, we use a three-step phase-shifting algorithm as described in Eqs. (1)- (3). To simplify the following analysis, it can simply use one period of fringe patterns and one cross section of the sinusoidal patterns.
• Step 2: Apply the nonlinear fitted gamma equation as described in Eq. (6) to generate the distorted curve with gamma effect. Figure 2(a) shows one of the distorted sinusoidal waves for the ideal sinusoidal wave with the nonlinear gamma influence shown in Fig. 1 (a).
• Step 3: Compute the ideal phase, Φ i , using the ideal sinusoidal waves. If we use one period, there is no phase unwrapping is required.
• Step 4: Compute the distorted phase, Φ d , using the distorted waves. Figure 2(b) shows the ideal phase and the distorted phase. It clearly shows that significant phase error is introduced by the nonlinear gamma.
• Step 5: Compute the phase error ∆Φ( Once the phase error for each distorted phase value is determined, it can be used to compensate for the phase error introduce by the nonlinear gamma effect. Since the error compensation is pixel by pixel for each measurement, the computational cost could be substantial. To reduce the computational cost, we proposed to use a look-up table (LUT) (e.g. 256 elements). 12 The generation of the LUT from the phase error map illustrated in Fig. 2(c) is essentially evenly sampling the curve and store the phase error values for each sample. It is important to note the x axis of the plot is distorted phase map Φ d . The compensation of the phase error can be done by locating the nearest LUT element or involving linear or nonlinear interpolation, and then adding ∆Φ to the phase value of that particular point.
EXPERIMENTS

Hardware system setup
We developed a hardware system to evaluate the performance of these nonlinear gamma calibration approaches. The system includes a digital-light-processing (DLP) projector (Samsung SP-P310MEMX) and a charge-coupled-device (CCD) camera (Jai Pulnix TM-6740CL). The camera is attached with a 16 mm focal length Mega-pixel lens (Computar M1614-MP) with F/1.4 to 16C. The projector resolution and the camera resolution are 800 × 600 and 640 × 480, respectively. A uniform flat white board was used as an imaging target for error analysis. It should be noted that the flat board and the camera remain untouched of all the experiments. The projector's nonlinear gamma curve was obtained by projecting a sequence of unique grayscale images (from 20 to 250) with a grayscale value increment of 5. The camera captures the sequence of images and the grayscale value for each input image is determined by averring a small area (5 × 5 pixels) in the center of each captured image. Figure 1(a) shows the gamma curve of the projector we use.
When ideal sinusoidal patterns are used, the phase error is significant. To demonstrate this, we projected ideal sinusoidal fringe patterns onto the white board and captured three phase-shifted fringe images while the projector is in focus. The phase was calculated by applying a phase wrapping and a temporal phase unwrapping algorithm. Figure 3(a) shows one cross section of the unwrapped phase map. To better visualize the phase error, the gross slope of the was removed. To quantify phase error, we took the difference between this phase map and the ideal phase map Φ i . The ideal phase map was obtained by using the squared binary phase-shifting method 9 with a fringe period of 18. The squared binary phase-shifting method can generate high-quality phase without the influence of the nonlinear gamma effect of the projector. In this research, a nine-step phase-shifting algorithm with the least square algorithm 26 and a temporal phase-unwrapping algorithm were used to obtain raw phase that was further smoothed by a Gaussian filter (size of 31 × 31 pixels). Figure 3(b) shows the ideal phase after removing its gross slope, which is very smooth, confirming that no obvious systematic error will be introduced by the ideal phase map, Φ i . The phase error map was calculated by taking the difference between the capture phase and the ideal phase (i.e., ∆Φ = Φ − Φ i ). Figure 4 (c) shows one cross section of the phase error map. If the nonlinear gamma is not considered, the phase error is very large, root-mean-square (rms) error of 0.116 rad.
Experimental results for in-focus projector
From the calibrated gamma curve, we pre-distorted the projected fringe patterns and projected these distorted patterns onto the white board and captured three phase-shifted fringe images. Figure 4(a) shows on cross section of the board after removing its gross slope. Comparing with the result shown in Fig. 3(a) , the phase error map does not have obvious structural error (the random noise was caused by the hardware components). Figure 4(b) shows one cross section of the phase error map with a phase root-mean-square (rms) error of 0.025 rad, proving that the effectiveness of the active error compensation approach. We captured the phase-shifted fringe patterns using exactly the same settings except the projector's input fringe patterns are ideal sinusoidal (the same images as those used in Fig. 3 ). Figure 4(c) shows the phase error after error compensation using the 512-element LUT. This experiment shows that the passive error compensation is also very effectively, reducing the phase rms error from 0.116 rad to 0.025 rad. Comparing with the active method, the passive method performs equally well.
We also measured a statue to visually compare the differences between each error compensation method. Figure 5 shows the experimental results. Unlike the previous flat board, the statue actually has certain depth variations. We use this complex shape to evaluate the effectiveness of the associated error compensation method. As shown in Fig. 5(b) and Fig. 5(e) , before error compensation, the structural error is very obvious. The actively error compensation method provides very high-quality 3D shape measurement without obvious error caused by the nonlinear gamma effect, as shown in Fig. 5(c) and Fig. 5(f) . Figure 5(d) and Fig. 5(g) show the results after applying the passive error compensation method. Even thought these results are fairly good, the quality is not as high as that of using the active method. We think this was caused by the fact that the object surface does not always stay in same amount of defocusing, even when the projector is in focus. These experiments visually demonstrated that the active method performs better than the passive method even when the measurement is close to the calibration condition. It should be noted that all the 3D rendered results were smoothed with a 3 × 3 Gaussian filter to suppress the most significant random noise.
Experimental results for defocused projector
Since in real measurement condition, the object may not be placed further away the calibration plane, meaning the projector may not be perfectly at the same amount of defocusing. To emulate this effect, we changed the focal plane of the projector, making the projected image blurred on the flat board. We then repeated the same analysis for the active and passive error compensation methods. Figure 6 shows the results. Comparing results shown in Fig. 6(a) and Fig. 4(c) , we can see that the phase error induced by the nonlinear gamma is reduced because of defocusing (rms 0.116 vs rms 0.080). It is interesting to notice that the active method still performs well [refer to Fig. 6(b) ], but the passive method has significant residual structural error [refer to Fig. 6(c) ]. This is because the defocusing effect actually changed the inherent structures of the fringe patterns if they are not ideal sinusoidal, but does not alter the pattern structures for ideal sinusoidal patterns. One may also notice that the overall phase error for the actively method is increased because of the lower contrast of fringe patterns. This coincides with our prior study 16 that demonstrated that the phase error is indeed different for one type of nonsinusoidal structured patterns (squared binary patterns).
Again, the statue was measured when the projector is out of focus. Figure 7 shows the results. Similarly, the results, shown in Fig. 7(a) and Fig. 7(d) , before applying any error compensation method were much better that those results shown in Fig. 5 when the projector is in focus. Figure 7 (b) and Fig. 7(e) indicates the active error compensation method still generated good-quality data. However, the passive error compensation method fails to produce high-quality results, as shown in Fig. 7(c) and Fig. 7(f) . These experimental results demonstrate that the active method works much better than the passive method when a different amount of defocusing is used for calibration and measurement.
CONCLUSIONS
This paper presents the comparing study on nonlinear gamma calibration for the passive and active methods. It reveals that under exactly the calibration condition, (e.g., the focus of projector is the same), both methods performed equally well. However, if the projector's focus is changed, the active method does not substantial change, yet, the passive method fails to effectively reduce the phase error caused by the projector's nonlinear gamma curve. Therefore, we suggest the use of active gamma calibration approach for 3D shape measurement system development.
