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Abstract This paper describes our preliminary study of facial expression 
recognition in order to extract user response information. We used Kinect to get 
real time facial expressions of the user to extract 6 facial expression categories 
(neutral, happiness, disgust, surprise, sadness, angry). As for the recognition 
process, we applied a multi-layer-perceptron to classify the face expressions.  
A total of 1,912 facial expression data sets were collected from 16 subjects. We 
performed holdout test using 80% of training data and 20% of test data. The 
recognition rate without “sadness” feature was around 90%, and the rate using 
every categories was around 80%. The positive results obtained shows this system 
as a proper one to measure user preferences in a visual test. 
Keywords Face recognition · Kinect · Neural net · Categorical classification 
1 Introduction* 
In our life, facial expression is an important role in communication. Therefore, 
observing listener’s facial expression by computer may have a potential to solve the 
problems, and we might be able to obtain accurate user feedbacks automatically. 
Face detection has been studied by many researchers, and latest powerful 
approaches are based on 3D images. However, face detection in video frames has 
not been extensively studied. Vinnetha et al. [5] described facial expression 
recognition using Kinect 3D features. A. Youssef et al. [6], described their attempt 
to recognize facial expressions using a 3D Kinect sensor. They constructed a 
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training data set containing time dimension. For individuals who did not 
participate in training the classifiers, the best accuracy levels were 38.8% (SVM) 
and 34.0% (k-NN). However, in case of closed test, the best accuracy levels that 
they obtained raised to 78.6% (SVM) and 81.8% (k-NN). 
Puica et al. [4] showed emotion recognition from facial expressions using 
Kinect sensor with the Face Tracking SDK. The accuracy of emotion recognition 
with data outside the training set was off 80%. 
However, the results of the systems described showed that the expression of 
sadness and disgust were more difficult than the others to recognize [5,6]. In order 
to solve this limitation, a facial expression detection is here performed by applying 
a trained neural net. The Kinect has been the tool to recognize the faces in video 
frames, using a multilayer perceptron to classify the different expressions detected 
in the users’ faces. The positive results obtained showed the accuracy of this 
system to detect sad or disgust expressions.  
Likewise, to evaluate some systems based on art, like music or visual art, an 
empirical test is usually performed. This test consists of a list of questions about 
several audio files or digital images where they give a punctuation of the quality 
of the art shown. However, in such situations the results obtained can differ from 
what listeners really feel when the sounds are played. Also, detailed subjective 
evaluation requires a lot of effort and time. Thus, a facial recognition application 
could be helpful to validate this kind of results more efficiently. 
Therefore, the contribution of this work is twofold. On the one hand, detect 
several sentiments expressed by the users is aimed using a neural net. On the other 
hand, an application is proposed to carry out some test for other subjects, such as 
musical listenings or work of art evaluations. 
This article is structured as follows. Section 2 contains the overall description 
of the system. Section 3 describes the experiments performed for the facial 
recognition. Section 4 explains the preliminary results obtained and Section 5 
presents the conclusions and future work.  
2 System Description 
An automatic face expression recognition system falls into the following steps: 
face detection and location in a practical scene, facial feature analysis, and facial 
expression pattern matching. The application requires the user to be seated in front 
of the Kinect Sensor. Then, the device detects the human body and estimates the 
position of his head, drawing a face on this position. Once the face is isolated, 17 
features are extracted to be the input of the multilayer perceptron. This classifier 
properly trained gives the facial expression of the user. This overall process is 
shown in Fig. 1. 
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sad faces, we develop one first system without sadness recognition, and then we 
added this feature in a more complex design. The number of hidden layers are also 
changed in order to study the classification accuracy. This system is able to 
recognize six different categories of facial expressions, namely, neutral, happy, 
disgust, surprise, sad and angry, equivalent to closed-eyes. 
 
Fig. 4 Basic architecture of multilayer-perceptron based classifier 
Figure 5 shows the flow chart of the MLP design. The training data are 
obtained from the kinect information collected. In this study, 80% of the data were 
used for the training, and 20% of the data were used for recognition validation. 
The MLP is trained with the corresponding data. The evaluation of the trained 
network is achieved by using the validation data. This data contains the AU values 
used as input for the MLP. Then, the results are compared with the expected ones 
and a measure of accuracy is obtained. This facial recognition accuracy depends 
on the number of hidden layers. Thus, we designed several iterations to change 
dynamically the number of hidden layers and select the best option according to 
the accuracy measure.  
 
Fig. 5 Flow chart of facial expression recognition system.  
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3 Experimental System Overview 
To train our network and evaluate our design, a preliminary experiment is 
performed.  16 subjects were participated in this study. They were asked to place 
their face 1.5 meter from the KinectV2 sensor. We captured for each individual 
120 images, 20 for each facial expression (happy, sad, disgust, angry, neutral and 
surprise), taken in twenty seconds. Thus, a total of 1,920 images are used to train 
and validate the system, with a set of 17 AU values for each image. We measure 
the accuracy by using the number of recognized faces against the number of 
analysed faces, according to the number of hidden layers and the number of 
training iterations of the neural network.  
The number of nodes N on each layer has been stablished following the next 
equation: 
N = a + c
2
 
Where a means the number of attributes measure (in this case, 17) and c are the 
number of classes to classify (in the present study, 5 or 6 classes). We obtain then 
a total of 11 nodes for each hidden layer. 
In order to separate the dataset in training and validation data, the images were 
randomized and 1536 (80%) were selected to train the system, while 384 (20%) 
were used to validate it. 
To measure the accuracy, the following equation is applied [2]:  
Acc = TP + TN
TP +TN + FP + FN
 
Where TP means True Positive values, TN True Negative rates, FP False 
Positive values and FN False Negative Values according to [2].  
4 Results and Discussion 
The results are plotted in Fig. 6 and 7. Horizontal axes represent the number of 
hidden layers applied in each execution. Vertical axes represent the recognition 
rate (accuracy) in percentages. Color lines represent the number of iterations used. 
Blue line indicates 500 iterations for each number of hidden layers. Likewise, 
orange lines corresponds to 1000 iterations, whereas grey lines mean 1500 
iterations are applied to the system.  
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Fig. 6 Recognition results in the case of 5 facial expression categories. Vertical axis 
represents the recognition rate in percentages. The horizontal axis represents the number of 
hidden layers. The color lines corresponds to different number of iterations for each number 
of hidden layers. 
 
Fig. 7 Recognition results in the case of 6 facial expression categories. Vertical axis 
represents the recognition rate in percentages. The horizontal axis represents the number of 
hidden layers. The color lines corresponds to different number of iterations for each number 
of hidden layers. 
During the system test operation, we noticed that the sadness facial expression 
seems confusable compare with other categories. Therefore, we decided to test both 
cases, i.e. 5 categories and 6 categories. Figure 6 shows the recognition results in the 
case of 5 facial expression categories, excluding “Sadness”. Figure 7 shows the ones 
in the case of 6 facial expression categories. The results showed that the classification 
accuracy is higher when the sad faces are excluded, although both cases have good 
recognition rates (above the 85% or recognition). As we can see, the classifier gives 
nice results when the number of hidden layers is above eleven. In the case of six faces 
classification, 11 layers is the best result obtained. In the first case, the best one 
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achieved has 14 hidden layers. Thus, we can state that the classifier using between 11 
and 13 layers seems good performance in any case.  
It is to note that the results show quite similar results independently of the 
number of training iterations. We only obtain some small deviations (more than 
5% in the recognition rate) in the case of fourteen hidden layers with six 
categories and in the case of eight hidden layers with five categories. Thus, we can 
conclude that the number of training iterations is not sensitive in terms of the 
recognition accuracy. 
Although our preliminary face expression classification experiment is a sort of 
initial step, we were able to confirm that the proposed system setting has a 
potential to get user feedbacks from the facial expressions. The use of facial 
recognition in videoframes can be very useful to capture immediate reactions 
along the time for specific events, such as visualization of a work of art, listening 
of musical pieces. For the users, this kind of recognition can be easier, as they can 
make natural movements, and not staying very quiet in front of a camera, which 
can also bias our final results.  
KinectV2 sensor with HD face API seems very powerful tool to make such 
facial expression recognition system in a short development period. In this study, 
we did not use the facial motion, however, facial motion information seems very 
important to be able to detect the detailed expression information.  
5 Conclusions 
This paper described our preliminary study of facial expression recognition in 
order to extract user response information. Kinect V2 HD face API is applied to 
solve our problem, and animation units (AU) were used to detect facial 
expressions of the user to extract 6 categories (neutral, happiness, disgust, 
surprise, sadness, angry). To recognize the different faces, a machine learning 
using neural network MLP is designed and trained. 
A total of 1,920 facial expression data sets were collected from 16 subjects. We 
performed a test using 80% of training data and 20% of validation data extracted 
from this images taking to the 16 individuals. 
The recognition rate without “sadness” feature was around 90%, and the rate 
using every categories was around 80%. This lead us to conclude as a good system 
to recognize different facial expressions accurately.  
As our next step, we plan to collect the facial expression data from the real 
audiences to be able to investigate the effective facial expression recognition 
process. Also, facial motion information needs to be tested to make the system 
more reliable.  
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