Dynamic Single Photon Emission Computed Tomography (dSPECT) is a technique which visualizes changing activity distributions in the human body, using dynamic emission data acquired during a single rotation of a standard SPECT camera system. The reconstruction process in dSPECT is based on nonlinear regularization and optimization techniques, and we presently compare a number of possible problem oriented figures of merit based on different spatial and temporal regularization techniques. The accuracy of dSPECT in terms of temporal and spatial resolution is tested in a simulated dynamic cardiac study and a dynamic renal patient study.
I. INTRODUCTION
Dynamic functional imaging with SPECT camera systems has been recognized as a promising new option for medical diagnostics, and several approaches to visualizing and quantifying dynamic parameters of time-varying processes in the body have recently been proposed (see [1, 2, 3, 4, 5, 6] ). Dynamic Single Photon Emission Computed Tomography (dSPECT) is one such modality, whose most important aspect is its ability to reconstruct time-varying activity distributions from dynamic data acquired on a standard protocol with a single rotation of the camera system (cf. [10] ). Image reconstruction in dSPECT is based on nonlinear regularization and optimization techniques (cf. [7, 8] ), but dynamic versions of the EM-algorithm have also been found and tested (see [5, 9] ). The way dSPECT deals with the problem of inconsistent projections was validated in a number of studies, including simulations, phantom and patient experiments.
It should be emphasized that casting dynamic SPECT as an ill-posed inverse problem points to several solution strategies via regularizing techniques, but does not stipulate a unique possible figure of merit. We therefore compare a Poisson and a Gaussian objective, both to be employed in tandem with suitable problem oriented regularizers. We validate our choices using a simulated dynamic cardiac study and a dynamic renal patient study.
The choice of the acquisition protocol may have a strong influence on the performance of the dSPECT method. Optimal acquisition protocols in clinically relevant situations have recently been proposed in [10] .
II. METHODS
Image reconstruction in dSPECT is no longer based on filtered backprojection or the well-known iterative methods. Instead, a large scale nonlinear optimization problem of the form subject to is an appropriate figure of merit function which attributes a cost to a possible dynamic image , is the attenuated dynamic Radon transform, and
detection, which has several new features compared to the method [8] we previously applied. In particular, the new approach gives a rapid estimation of the shape of the expected time profiles, and is used to establish good initial estimates for the main optimization routine, an important aspect, as we are facing large scale optimization problems.
A first figure of merit function tested in a number of situations includes the negative log-likelihood of a weighted Gaussian law
where
is a properly chosen regularizing or smoothing term derived e.g. from a prior Bayesian model of the space of dynamic images
. Typical examples will be presented and discussed in the next section.
An alternative figure of merit is obtained if the emission data are modelled by a Poisson statistic. Then the cost should be
where Y is summation over pixels (voxels), r over bins, and over angular positions (stops). The left-hand term in 0 is, up to constants, the negative log-likelihood of the Poisson law, while g is a smoothing term arising from a Bayesian approach as before.
A forerunner of dSPECT, first published in [11] , assumed a two-compartment model of the underlying tracer dynamics of a Tc99m-based fatty acid heart study. Here the nonlinear optimization model was
where the figure of merit could be chosen as above. It was shown in [6, 12] that this model is numerically difficult, and in many cases performs weaker than , even when the hypothesis of an underlying two-compartment model is correct. Notice that subject to some important modifications,
has recently been revived in a number of approaches (cf. [2, 3] ). In these approaches, the major differences from [11] are in particular the choice of the spatial basis functions, the model of the blood input function, and the fact that pixels Y , prior to reconstruction, were divided into a static and a dynamic part in order to reduce the number of unknown parameters
and } # 7
to be fitted.
III. SPATIAL AND DYNAMIC REGULARIZERS
The need to enhance image reconstruction methods by regularization techniques is widely recognized (cf. for instance [13] ). It applies to static SPECT or PET image processing just as to other reconstruction techniques originating from mathematically ill-posed problems. This points to a major drawback of most iterative techniques, like the EM-algorithm (and its variations), since they are basically in conflict with the need of spatial regularization. Namely, these methods hinge on the possibility to process pixels separately in the M-step (and its counterparts), while spatial regularization requires just the opposite, that is, mixing pixels when applying local filters. In our opinion, this is a strong point for using optimization techniques, even though some ideas to include spatial filtering into EM-like iterations do exist (see e.g. [9] ).
In dSPECT, we find it useful to insist on two types of regularization, spatial filtering, as already apparent in static SPECT or PET, and dynamic filtering applied to the time series in each dynamic pixel. We shall subsequently comment on some of the regularizers used in dSPECT reconstructions. For spatial regularizers, a rich literature in the domain of image processing is of course available. We refer to [13] for a presentation form an ECT point of view. On the other hand, dynamic filtering is a new issue in ECT, and successful figures will have to be established empirically.
A spatial filter useful to SPECT and dSPECT based on ideas from [14] is
Here is a spatial high pass filter with cutoff frequency . The second equality indicates that this regularizer may be conveniently implemented via 2D FFT and using Parseval's identity: choose a 2D lag window function d
The rationale of (3) is in the Fourier slice theorem: is the known spatial bandwidth of the sinogram), should be attributed to a noise source, as it could not originate from the data. Following the idea of regularization, we do not simply suppress high frequencies in the reconstructed images. Instead, a high cost (3) is attributed to these high frequencies, and the optimizer will therefore try to avoid them.
Naturally, in cases where attenuation may not be ignored, the Fourier slice theorem is only approximately correct, and some of the details of will be smoothed away in due to tissue attenuation and scatter. We then have to be conservative when choosing the cutoff bandwidth , which should be mildly above the known bandwidth of the sinogram. For all that, this filter works well in practice, and we strongly recommend its use here.
A variant to (3) is
where is now a 1D spatial high pass filter applied to the spatial spectrum of the sinogram. Here is the corresponding 1D cutoff function,
. Even though mathematically equivalent to (3) in the un-attenuated case, the two regularizers behave slightly different in practice (see [12] for more details).
It was shown in [15] that the 2D spectrum of the dynamic attenuated Radon transform, , is concentrated on a region of bowtie shape as shown in Figure 1 . This fact was previously known (cf. [17, 16] ) in the static case. Using a 2D cutoff function d k adapted to the bowtie shape, we are led to consider a regularizing term of the form
Here
and of horizontal width , where is again the spatial bandwidth of the sinogram (see [15] for details).
A numerical experiment to compare the spatial regularizers (3) and (5) is presented in Table 1 below. We consider the figure of merit . As introduced and used in our experiments, the spectral filters(3), (4) and (5) use the Euclidean norm, which is certainly the natural candidate. Notice however that in the case of Tychonov regularization,
, the 2-norm does often have too strong a smoothing effect. As a remedy, the following 1-norm term
has been proposed. It has been verified experimentally that (7) tends to privilege flat zones in reconstructed images. It may therefore be envisaged to use the 1-norm for the spectral filters as well. Notice that in each case, the implementation of the spatial gradient · uses finite difference approximations of the partial derivatives. In the case of (7), we have used the usual scheme shown in Figure 2 .
Temporal filters are needed in dSPECT reconstructions, and may be based on the same philosophy: use whatever type of prior information available to avoid unrealistic reconstructions , bearing in mind that in an ill-posed problem many unrealistic candidates will match the available data within an acceptable tolerance in the sense that they saturate the noise level:
(see Section IV). Here we shall limit ourselves to two examples, leaving the more straightforward adoptions of the above spatial filters to the reader.
Our first example is motivated by a dynamic physical phantom [19] built at the Vancouver Hospital. The phantom heart consists of several small cylindrical containers with a drain and an inflow. Each container is equipped with a mixing propeller to guarantee a homogeneous flow. Tuning the motor which steers the pump may, in principle, produce arbitrary activity profiles in the containers. Consider the situation of washout, where the container is initially filled with activity
The idea is now to avoid highly irregular curves
x ¦ x ½ B © by penalizing irregular behavior of the motor. In a sense, the most natural profile is flow with constant rate,
. In terms of , this leads to
. In the continuous model, the dynamic regularizer could therefore be chosen as
The rationale of (8), (9) is that if every cell acts similar to the macroscopic containers of the phantom heart, the optimizer ¦ § © will privilege uniform flow, and this will have the desired smoothing effect.
As a second example one may use the dynamic analogue of the spatial Fourier high pass filter (3) .
As already observed in [15] , this requires an additional step if applied to decreasing-only profiles, which are discontinuous signals in the space of periodic functions. Fourier filters, if applied directly to these curves, would bear the risk of blurring the signal at the initial times, due to the inherent discontinuity. To overcome this problem, [15] proposes to flip the discontinuous signal, and to apply a 1D Fourier filter to the doubled, and therefore continuous, time curves. The ideas are detailed in that reference.
IV. NOISE LEVEL AND STOPPING
A practical question related to the use of any of these regularizers is the correct choice of the penalty constant . A good rule of thumb is to use to steer the mean square error v Ê 0 0 towards its expected value
, where the latter assumes a Poisson statistic for the emission data. This works well in practice, and the correct value for a given setting is easily found.
V. PEAK DETECTION
Since we are interested in studies representing wash-in and washout periods of a dynamic tracer, the use of the shape constrained model
requires, prior to reconstruction, locating the peak position
In some cases, a rough estimate of the peak time may be obtained by inspecting the projection data, but this is not always a reliable indicator, in particular when attenuation is sizable and tends to affect the shape of the profiles. Here we propose a method of peak detection, which in our testing proved extremely fast and efficient. Using a variant of model
, we fit to each activity curve in each pixel , where
, and where
samples the continuous hat function at time`, we solve the optimization problem
. We subsequently outline one way in which the reconstruction based on hat-shaped functions (Figure 3 , left) may be used to decide whether the activity in pixel Y should be held constant or considered dynamic. We propose the following steps:
Firstly, for every pixel Y , we determine the amplitude
of the reconstructed curve in pixel Y . We arrange amplitudes in decreasing order,
, where s is the total number of pixels. Secondly, we require an (over)estimation of the percentage Ú of dynamic pixels in the image. In a cardiac study, this should be easily obtained by drawing a zone around the heart using a preliminary reconstruction (obtained e.g. via static EM). We then consider the first as dynamic, fixing the remaining as static. Clearly, as a by-product, the reconstruction using hat functions also finds the pixels outside the contour, since the reconstruction returns flat hats at value 0. Notice that the outlined method could be applied to any type of reconstruction not necessarily based on hat functions. The reason why we apply it to hat functions is the superior speed of model
If an estimation of
Ú is difficult to obtain, e.g. in a brain study, where almost every pixel might be dynamic, we may still choose a threshold to decide which pixels should be kept as dynamic. In the worst case, this may be the entire contour.
VII. COMPARTMENTAL MODELLING
It is well-known from PET and planar scintigraphic imaging that quantitative information about dynamics may be obtained by drawing regions of interest and fitting exponential models to the extracted curves. The driving idea behind the nonlinear least squares model
was to adopt compartmental modelling directly into the SPECT reconstruction process (cf. [11] , see also [2, 3] ). While this is an appealing idea, it becomes clear rather quickly that the instability inherent to fitting exponential models, well-known even in cases where the curves are already given, (cf. [18] ), will be even more disastrous when we have to reconstruct these curves. This Û numerical problem, in tandem with the more obvious criticism that compartmental models are merely heuristic or even purely descriptive approaches, made us dispense with compartmental models in the dSPECT image reconstruction . As we shall see, there is a more subtle way to use prior information included in a compartmental model of the tracer dynamics, by incorporating it in a special dynamic regularizer. We subsequently describe this approach in the case of a two compartment model. It will become clear in which way the idea would have to be changed when applied to models with more compartments.
Assuming a localized two compartment dynamic with constant input function, the expected discretized dynamic profiles are of the form
with parameters
. In practice there are two cases of major interest, profiles with decreasing activity, and the more complicated case of increasing-decreasing activities.
In order to circumvent the numerical difficulties of the exponential models, we observe that every bi-exponential curve
satisfies a difference equation of the form
where the five parameters
per pixel in (10) correspond to the five pieces of information
in (11). Clearly (11) also contains oscillatory solutions which are not of the form (10), but in the context of shape constraints in , oscillatory profiles are not feasible. It is therefore reasonable to use a regularizer of the form
Remark. Notice that fitting a model (10) to a given curve
via the equivalent form (11) is known as Prony's method. In its traditional form, one may ignore the implicit constraints, which force non-oscillatory solutions, because experience shows that even oscillatory curves will generally follow the overall shape of the given data. In contrast, in ' 4 Þ T # y 0 '
is difficult to solve in practice if the number of dynamic pixels is large. A relaxation which works sufficiently well in applications is to regard the variables Þ as parameters, and to make a limited number of consecutive updates of Þ and . This strategy has been used in our experiments.
If the influence of the bolus input function is still strongly felt during the initial time of the scan, the difference equation (11) , which assumes a constant input function, is only gradually correct, and the regularizer
may have to be used with care. One obvious way to proceed is to use
only during the later times of the scan, where the influence of the fast dynamics stemming from the bolus have settled down, and the eigen dynamic of the compartmental system prevails.
On the other hand, if prior information on the expected shape of the bolus function is available, this may be included into (11) , resulting in a refined regularizing term
. We emphasize, however, that even in the case where (11), due to a strong bolus, is not entirely correct, the mere fact that we are using the compartmental model only as a regularizer and do not impose it by forcing the form (10), makes our approach highly flexible. The presented clinical study seems to confirm this.
VIII. PATIENT STUDY
A renal Tc-99m DTPA GFR on a normal patient was determined via dSPECT using a Siemens E-cam camera with two heads at Table 2 Performance of the two optimization methods for patient study As outlined in Section I, the images are obtained using a complex procedure which starts with a static OS-EM reconstruction which despite the dynamic allows recognizing the overall shape. This reconstruction may already be used to determine the patient contour, and to estimate the percentage Ú of dynamic versus static pixels. In a second step we obtain a reconstruction via hat functions. This determines the peak in each pixel, and provides two dynamic zones shown in Figure 4 . The final step consists of running
with a limited number of dynamic pixels to obtain dynamic profiles of nearly bi-exponential shape, reflecting the approximately correct two compartment model. Notice that the shape of the curves we expect å is at least approximately known, since Tc99m-DTPA is used in planar imaging, and known to produce similar curves of bi-exponential shape.
IX. SIMULATED HEART STUDY
The simulation presented here is aimed at possible future clinical tests with Tc-99m Teboroxime or Thallium Tl-201 in order to assess the sanguine perfusion rate of the myocardium. See [1] and the references given there for related canine studies. We assume a myocardium slice with two dynamic zones showing different time profiles. The chosen ideal activities correspond to a realistic dose of a scan of 12 minutes duration, starting immediately after injection. The ideal projection data were obtained using a realistic attenuation map, and were noised according to a Poisson statistics. The activities were adjusted to produce realistic projection data as observed in comparable clinical situations.
The goal of the simulation was to test the capability of dSPECT to reconstruct the different time profiles in the two zones of the myocardium, to test their accuracy, and in particular, to identify the cross-over of the two curves shown in line 2, Figure 8 . As can be seen in Figure 8 right, dSPECT was in fact able to detect the cross-over of the curves from the two zones of the myocardium.
The simulation was based on a dynamic phantom image shown in Figure 6 line 1 at different times. The phantom heart was divided into two zones exhibiting different time behavior shown in Figure 8 left. The lungs spinal cord and background were given constant activities. A realistic attenuation map was used to generate ideal sinogram data shown in Figure 6 , line 2 left. The study corresponded to a double head camera at 90 degrees angle, each head rotating over 90 degrees. The image resolution is
, a camera cross section has 64 bins in a line, and the camera took 64 stops on a time scale of 15 minutes. The tissue attenuation map was supposed known on the same
grid, and included in the operator . The ideal sinogram was noised using Poisson statistics and assuming a realistic count rate in the projection data ( Figure 6 , line 2 right).
As a first step in the reconstruction process, the program
fitting hat functions was started and the result was used to detect peak times and to distinguish between static and dynamic pixels as outlined in Sections V and VI. The results for . The tests show that both models are capable to reconstruct, within an acceptable error margin, the changing activities from dynamic emission data acquired with slowly rotating SPECT cameras. In the presented cases, the Poisson objective needed less CPU. The spatial regularizer which performed best was (3), but the flat zone regularizer (7) also produced interesting results. The dynamic regularizer we recommend for studies with increasing decreasing activities is (12) , since it produced activity curves close to the bi-exponentials expected in regard of the prior information. 
