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Fig. 1. CNNPruner: (a) the Tree view helps to track different pruning plans; (b) the Statistics view presents model-critic statistics to
monitor the pruned models; (c) the Model view enables users to interactively conduct the pruning with informative visual hints from
different criteria; (d) the Filter view presents details of individual filters for users to investigate and interactively prune them.
Abstract— Convolutional neural networks (CNNs) have demonstrated extraordinarily good performance in many computer vision
tasks. The increasing size of CNN models, however, prevents them from being widely deployed to devices with limited computational
resources, e.g., mobile/embedded devices. The emerging topic of model pruning strives to address this problem by removing less
important neurons and fine-tuning the pruned networks to minimize the accuracy loss. Nevertheless, existing automated pruning
solutions often rely on a numerical threshold of the pruning criteria, lacking the flexibility to optimally balance the trade-off between
efficiency and accuracy. Moreover, the complicated interplay between the stages of neuron pruning and model fine-tuning makes this
process opaque, and therefore becomes difficult to optimize. In this paper, we address these challenges through a visual analytics
approach, named CNNPruner. It considers the importance of convolutional filters through both instability and sensitivity, and allows
users to interactively create pruning plans according to a desired goal on model size or accuracy. Also, CNNPruner integrates
state-of-the-art filter visualization techniques to help users understand the roles that different filters played and refine their pruning
plans. Through comprehensive case studies on CNNs with real-world sizes, we validate the effectiveness of CNNPruner.
Index Terms—visualization, model pruning, convolutional neural network, explainable artificial intelligence
1 INTRODUCTION
Convolutional neural networks (CNNs) have demonstrated extraordinar-
ily good performance in many applications, such as image classication,
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object detection, and speech recognition [11, 20, 21, 34, 35]. The re-
cent improvements of CNNs’ performance are often at the cost of
model sizes. It becomes increasingly more common now to see mod-
els with hundreds of layers and millions of parameters. For example,
VGG-16 [35] is a commonly used model for classification tasks. It
has ∼138.3 millions of parameters, and one forward pass of the model
needs ∼15.5 billions of floating-point operations. The ever increasing
size of CNNs, however, also prevents them from being widely deployed
to devices with limited resources, e.g., mobile/embedded devices.
Model pruning, i.e., compressing models’ size by removing decision-
irrelevant or less important parameters, aims to solve this problem. The
idea can be traced back to the 1990s, when LeCun et al. [23] first im-
proved the efficiency of their neural networks by removing unimportant
model parameters (weights) based on information theory metrics. In
general, model pruning algorithms can be divided into structured prun-
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Fig. 2. The iterative model pruning process of CNN models.
ing and unstructured pruning [17]. Compared to unstructured pruning,
which requires support from additional hardware to achieve excellent
performance, structured pruning has gradually dominated the recent
developments and has become a hot research topic. Most notably, filter
pruning is an effective structured pruning method, which directly prunes
filters that are less relevant to the prediction outcomes to reduce models’
size. There exist three key steps in a typical filter pruning pipeline: 1)
filters evaluation; 2) filters pruning; 3) model fine-tuning. Frequently,
the pipeline is executed in an automated yet iterative manner (Fig. 2),
where the filters are removed based on hard thresholds, and the models
are pruned multiple times to achieve the desired compression goal,
without significantly compromising the models’ accuracy.
Nevertheless, existing automated CNN pruning solutions lack the
flexibility to optimally balance the trade-off between pruning efficiency
and prediction accuracy. The automated pruning usually removes a
fixed number or a fixed percentage of convolutional filters in each prun-
ing. If too many filters are removed in one pruning iteration, the model
will be severely damaged and difficult to recover. Conversely, if too few
filters are deleted, the effectiveness of pruning will be significantly un-
dermined. In practice, the degree of “over-parameterization” is related
to the corresponding CNN’s size and the type of computer vision tasks,
and in turn, different models have different abilities to recover from the
damage caused by filter removal. Using a fixed numerical threshold
as the criterion to remove filters in each pruning iteration ignores the
characteristics of each model and may not lead to the optimal pruning
solution. Moreover, the complicated interplay between the stages of fil-
ter pruning and model fine-tuning makes this process difficult to control,
i.e., the automated pruning focuses solely on the accuracy of the pruned
model, but pays little attention to the intermediate state changes. As a
result, the anomalies accumulated in the iterative pruning process may
get enlarged, which will affect the pruning efficiency and eventually
impact the accuracy of the pruned model.
Focused on the above challenges, we propose CNNPruner, a visual
analytics system to help deep learning experts create interactive pruning
plans and evaluate the pruning process. CNNPruner contains four main
visualization components (Fig. 1): (a) the Tree View helps to overview
and track the altered models from iterative pruning stages; (b) the
Statistics View presents the loss/accuracy fluctuation, model recovery
capability, and recovery cost to help users adjust pruning strategy in
time; (c) the Model View, facilitated with two new metrics of instability
and sensitivity, evaluate the importance of different CNN filters and
enables users to interactively create pruning plans; (d) the Filter View
reveals the roles that different filters played in the prediction process
and helps users interpret and prune the CNN model. We conducted
case studies with CNNPruner on CNNs of real-world sizes to validate
its effectiveness. To sum up, the contributions of our work are:
• We design and develop a visual analytics system to help deep
learning experts progressively analyze the CNN pruning process
and introduce interactive intervention to the process on-demand.
• We introduce two metrics (instability and sensitivity) to assist
model designers in better estimating filters’ importance before
pruning, and three criteria (recovery capability, loss fluctuation,
and recovery cost) to evaluate the pruned model.
• We examine data instances, where the intermediate pruned models
behave differently, to study the critical filters and interpret the
internal working mechanism of CNNs.
2 RELATED WORKS
In this section, we introduce the concept of model pruning and its
development in the field of deep learning. Also, we review the visual
analytics works in interpreting and diagnosing deep learning models.
2.1 Model Pruning
Model pruning compresses deep learning models by removing less
important parameters and seeks a trade-off between model size and
prediction accuracy. To date, many works have achieved good perfor-
mance in neural network pruning, and we can roughly divide them into
two categories [17], weighted pruning and filter pruning.
Weight pruning is an unstructured pruning method that deletes
weights or compresses weights in a filter. Han et al. [15] proposed a
method to reduce the model size by removing the unimportant con-
nections. They applied this method to CNN models that are trained
for the ImageNet dataset, and reduced parameters about 89% for the
AlexNet model and about 92% for the VGG-16 model. Han et al. [14]
used weight sharing on the basis of removing the unimportant con-
nections [15], and employed the Huffman encoding to compress the
weight to maximize the compression rate. Their experiment shows
that through the compression of the VGG-16 model, the method can
reduce the memory consumption from 552 MB to 11.3 MB without
compromising the accuracy. Carreira-Perpinan et al. [6] proposed a
method to find unimportant weights by minimizing loss changes while
compressing those weights. Some other studies have achieved good
results through weight pruning [8,13,16,37,38,46], but weight pruning
may cause unstructured sparsities and requires support from additional
hardware to achieve excellent performance.
Filter pruning is a structured pruning method that directly removes
convolutional filters from CNNs. Luo et al. [28] proposed a frame-
work named ThiNet to help the user identify the unimportant filters by
computing the statistical information of adjacent layers. Li et al. [24]
proposed an acceleration method for CNNs by removing the filters and
their feature maps, which could reduce the computation to 34% of the
VGG-16 model. Molchanov et al. [31] proposed a new Taylor expan-
sion criterion to find the filters which have little influence on the loss
value and remove them to reduce the model size. Some other pruning
studies along this line also show good pruning results [9, 17, 18, 27, 43].
Filter pruning keeps the regular structure of the model but significantly
reduces the calculation and storage cost, making it a popular solution
for model compression. We focus on this approach in this work as well.
Most of the aforementioned model pruning studies focus on propos-
ing new pruning criteria and use a small fixed numerical threshold to
determine the number of filters to be removed. This is because they
mainly focus on the accuracy of the final model but concern less on the
intermediate pruning process. The small number of removal makes the
model recover easily from the pruning and often leads to an optimal
pruning result. However, it prolongs the pruning process, as more
pruning iterations will be needed to achieve the compression goal. The
process is usually not efficient and may incur a higher computational
cost to perform fine-tuning in each pruning.
2.2 Visual Analytics for Deep Neural Networks
Based on the taxonomy from [7, 26, 44], the visualizations for deep
neural networks (DNNs) interpretations can roughly be categorized
into three groups, targeting on model understanding [19, 26, 29, 41],
model debugging [25, 32, 33, 42, 45], and model refinement [5, 40].
To understand a DNN model, researchers usually use visualization
techniques to show the internal structure and state information of the
model. For example, CNNVis [26] uses directed acyclic graphs to
formulate the model architecture and help domain experts understand
CNN through visualization. GANViz [41] helps the user understand
the model by visualizing and comparing the internal model states (i.e.,
hidden activations) of the generative adversarial networks (GANs) [12]
over the training process. GAN Lab [19] is an interactive visualiza-
tion tool for non-experts to learn the GAN models, and it significantly
reduces the difficulty of understanding complex generative neural net-
works by using visualization techniques.
To debug/diagnose a DNN model, researchers usually define some
visual evaluation methods to assist in the analysis of the model. For
example, DeepEyes [32] helps the user diagnose a CNN model by
visualizing the convolutional layers and convolutional filters. Based on
the active level of different filters, this system improves the efficiency of
model design by optimizing the network structure. DGMTracker [25]
monitors and diagnoses the training process of deep generative models
through the visualization of a large amount of time-series information
over time.
For model improvement, researchers usually use visualizations to
help users identify the weakness of the model. For example, DQNViz
[40] exposes the details in the training process of deep Q-networks [30]
and uses visualization techniques to extract useful patterns of the model
to better control the training. Blocks [5] uses visualization techniques
to analyze the impact of class hierarchy on the training of CNN models.
Using the analysis results, the tool can accelerate model convergence
and alleviate the problem of overfitting.
These studies have proved the effectiveness of visualization and
visual analytics in the machine learning filed. Our work focuses on
CNN model pruning and uses visualization to help deep learning experts
to better understand and improve the pruning process of CNN models.
We believe that with visualization and visual analytics, our system can
effectively improve the efficiency of model pruning.
3 BACKGROUND AND CONCEPTS
This section introduces the basic concepts of model pruning and a state-
of-the-art filter visualization technique. Following them, we introduce
the metrics used in this work and propose a novel evaluation concept.
3.1 Pruning CNN Filters with Taylor Expansion
This section describes the details of each step in the filter pruning
process and introduces the Taylor expansion based filter evaluations.
3.1.1 Taylor Expansion Criterion
Our work uses the Taylor expansion criterion [31] for filter pruning.
Its idea is to remove filters and check how significant the removal
will impact the loss function, i.e., examine the importance of filters
by perturbation. The resulting importance values can then be used to
prioritize filters during pruning. Mathematically, this process can be
denoted as:
∆L( fi) = |L(D, fi = 0)−L(D, fi)| (1)
where D is the training data, L() is the loss function, and fi is the output
(i.e. feature map) produced from filter i, and L(D, fi) is the loss before
any model perturbation. L(D, fi = 0) is the loss when fi is removed.
Physically removing individual filters and recomputing the loss for
each removal is computationally expensive. But, the process can be
approximated through Taylor expansions, as demonstrated in [31], i.e.,
L(D, fi = 0) = L(D, fi)− ∂L∂ fi fi (2)
∆L( fi) can then be transformed as follows:
∆L( fi) = |L(D, fi)− ∂L∂ fi fi−L(D, fi)|= |
∂L
∂ fi
fi| (3)
In Equation 3, we need to calculate the product of the feature map
and the gradient (the loss function w.r.t. to the feature map) to get
the estimated cost of removing the corresponding filter, and this value
can be calculated through back-propagation. After the calculation,
l2−normalization is used to normalize the set of ∆L values resulted
from removing individual filters. With the normalized importance
values, we can prioritize all filters and prune the less important ones. We
call this process of choosing a proper importance criterion to prioritize
filters and decide the number of less important ones to remove as a
pruning plan. Our objective is to derive efficient and effective pruning
plans through interactive visual analytics.
3.1.2 Model Fine-Tuning
After removing the less important filters, the model structure is slightly
damaged, and its accuracy will drop. To recover the accuracy, we
need to retrain the model using the training dataset. As most of the
important filters are still retained in the model, the original accuracy can
be recovered with a few numbers of training epochs. This process, i.e.,
retrain the CNN model to recover its accuracy, is called fine-tuning.
As described in Fig. 2, filters evaluation, filters pruning, and fine-
tuning constitute one pruning iteration. Repeating the process multi-
ple times, we can generate the pruned CNN model.
3.2 Filter Visualization Through Guided Back-Propagation
Our primary goal in this work is to remove less important filters. There-
fore, we need a proper filter visualization technique to reveal what
individual features have been captured and to verify their importance.
Guided back-propagation [36], as one of the state-of-the-art filter visu-
alization technique, is adopted in our work.
Given an input image, this algorithm first performs a forward pass
to the target network-layer. It sets all activations of that layer to zero,
except the one extracted by the filter that we want to analyze. Next, the
algorithm propagates the non-zero activations back to the input image to
highlight what was extracted by the corresponding filter. Therefore, the
resulting filter visualization image will have the same size as the input
image and highlight what individual filters have captured. We adopt
this filter visualization technique, as it can work well in interpreting
filters in deeper CNN layers [36]. It has also been adopted by multiple
other model interpretation works [40].
Fig. 3 shows some filter visualization examples through this guided
back-propagation technique. Four filters from Layer 0 of a 6-layer
CNN is visualized, when taking a mountain image as input. From the
highlighted regions in the filter visualization result, Filter 0 and Filter 3
capture the silhouette features of the mountain, whereas Filter 1 and
Filter 2 capture the texture features of the mountain.
Fig. 3. An example of filter visualization. The input is a mountain image.
Filter 0 and Filter 3 capture the silhouette features of the mountain,
whereas Filter 1 and Filter 2 capture the texture features of the mountain.
3.3 Sensitivity and Instability
Based upon the Taylor expansion algorithm explained in Sect. 3.1.1,
we define one criterion and propose a new metric as another criterion
for filter pruning in our work.
The Sensitivity of a filter reflects the filter’s impact on the model’s
loss when being removed. It is calculated using L2-normalized ∆L
(Equation 3). A filter with a lower Sensitivity value should be removed
first to reduce the impact on the model.
Notice that repeating the sensitivity calculation for the same filter
multiple times may result in different sensitivity values of the filter,
due to the randomness inherited from the statistical parameter update
process. Specifically, the updates of CNN model parameters are often in
the unit of data batches. Feeding data batches into a CNN with shuffled
orders will result in different parameter update orders and scales. The
impact of this randomness is usually marginal to important filters, as
their sensitivity values are always large. However, for less important
ones, their sensitivity values are minimal and can be easily influenced
by this randomness. Therefore, for these less important ones, their
sensitivity orders may be very different from different calculations.
We introduce the metric Instability to accommodate the above issue,
which is defined as the mean absolute deviation of the filters’ ranks
from different calculations, i.e.,
Instability( f j) =
∑ni=0 |(Ranki( f j)−Rank( f j))|
n
(4)
where n is the total time that we computed the sensitivity for individual
filters, Ranki( f j) is the ranking of the jth filter in the ith computation,
and Rank( f j) is the average rankings for filter j. The instability of a
filter reflects the uncertainty of the removal order, and often, the filter
with a higher instability indicates it is less important. We set n=5 in
this work, but it can be adjusted on-demand.
3.4 Degenerated Instances and Improved Instances
Each pruning iteration improves and degenerates the model a little bit,
and its prediction accuracy also changes, i.e., some data instances in
the test data have different predictions results from the original and the
pruned model. To better index the subset of instances with different
predictions from the two models, we define the following two concepts:
Degenerated Instances are images that are correctly predicted in the
original model but incorrectly predicted by the pruned model, i.e., the
pruning hurts the model’s recognition ability on these images.
Improved Instances are images that are incorrectly predicted by the
original model but correctly predicted by the pruned model, i.e., the
pruning improves the model’s recognition ability on these images.
The test dataset used by a CNN model usually contains many images,
and it is difficult to analyze the effect of the pruning on every single
image. The degenerated instances and improved instances help users
to quickly locate the analysis target from the massive images, which
improves the analysis efficiency.
4 DESIGN REQUIREMENT
We worked with a couple of deep learning researchers and had some
discussions/interviews with them during the system design stages. Also,
we investigated the related works on model pruning to identify the
challenges that deep learning experts are facing with. From these
discussions and literature reviews, we found that proposing effective
pruning criteria is an important research topic, and the criteria are often
evaluated by the accuracy of the pruned model. Based on different
criteria, people often use a fixed number or a mathematical formula to
decide the amount of filters to be removed in each pruning iteration,
which lacks flexibility and is usually not efficient. For example, a
small removal count is often used to guarantee the model’s recovery
capability. However, the small number often leads to more pruning
iterations, which inevitably prolongs the pruning process, costing more
computing resources for model fine-tuning. Additionally, we noticed
that even if the original and pruned models have similar prediction
accuracy, their recognition power for different classes may be very
different. Revealing these details, along with other model-level details
(e.g., model architecture evolution, recovery capabilities from pruning)
are very important to understand the pruning process. Through the
responses from the experts and our studies of the existing works, we
have identified the following design requirements for CNNPruner.
• R1: Display different levels of information about the CNN
models during pruning. Many intermediate CNN models are
generated in the iterative process of model pruning, and our sys-
tem needs to track and display the details of those models. Dis-
playing these model information is the basis for understanding
and exploring the pruning process, which requires CNNPruner to:
– R1.1: track the intermediate models generated over the
pruning process and index the models effectively.
– R1.2: display the states of the pruned models and monitor
the evolution of these states over the pruning process.
– R1.3: visualize the internal structure of a selected CNN
model (e.g., the original/intermediate/final pruned model)
and its filters’ attributes.
• R2: Interactively analyze and decide the number of filters to
be removed in each pruning iteration. After each pruning, the
model needs to be fine-tuned, and its prediction accuracy will
change. The experts want to minimize the computational cost for
fine-tuning but restore the accuracy as much as possible. There-
fore, they expect CNNPruner to help them analyze the impact
of pruning and select the appropriate removal amount in each
pruning. We, therefore, design CNNPruner to be able to:
– R2.1: estimate the influence of a pruning plan on the model
before the pruning actually happens (i.e., pre-estimation).
– R2.2: evaluate the quality of the pruning plan and the
pruned model after each pruning (i.e., post-evaluation).
– R2.3: assist the user in better selecting or optimizing the
number of filters to be removed in each pruning iteration.
• R3: Understand model pruning process and refine the prun-
ing plan. The convolutional filters are the basic units to be re-
moved in each pruning. The in-depth analysis of them can help
the user better understand the pruning process and identify the
abnormal changes of the accuracy values for different classes of
the studied dataset. Therefore, CNNPruner needs to be able to:
– R3.1: visualize the filters of interest and help the user under-
stand the roles that different filters played during pruning.
– R3.2: interactively refine the pruning plan by adding or
removing filters to be pruned to reduce undesired changes
of the model over the pruning.
5 SYSTEM OVERVIEW
Fig. 4 shows the architecture of CNNPruner, which contains a back-end
powered by PyTorch [4], and a web-based front-end for visualization
and interaction. We use the Flask [3] library to support the communica-
tion between the back-end and the front-end.
Fig. 4. The architecture of CNNPruner, including a back-end powered by
PyTorch and a web-based font-end visualization interface.
CNNPruner takes a pre-trained CNN model as input and outputs the
pruned model. Users can flexibly interact with the four visualization
components from the font-end to complete the above process. In detail,
the Tree view layouts the pre-trained (tree root) and post-pruned CNN
(tree leaf), as well as all intermediate pruned models through a tree
structure (R1.1). An estimator (R2.3) is equipped in this view to
help users estimate a proper number of filters to be removed between
adjacent tree nodes (i.e., CNN models). The Statistics view (Fig. 1-
b) shows the evolution of the model’s statistics over the process of
pruning (R1.2), where users can evaluate the pruning scheme through
these statistics (R2.2). The Model view (Fig. 1c) presents the internal
structure and the filter attributes of a selected tree node (i.e., a CNN
model) from the Tree view (R1.3). It is the main component that
allows users to interactively prune the selected model and provides
immediate feedback to the pruning operation to guide users towards an
optimal pruning plan. The Filter view (Fig. 1d) presents details of the
individual filters to help users interpret them and interactively refine the
pruning plan (R3.1, R3.2). All of the four visualization components are
coordinated, and they work together to meet the objective of helping
experts understand, diagnose, and refine the pruning process of CNNs.
6 VISUAL ANALYTICS SYSTEM: CNNPRUNER
CNNPruner (Fig. 1) is composed of four visualization components,
demonstrating different levels of CNN information and the pruning
process. We provide the details of individual components in this section.
6.1 Tree View
The Tree view provides an overview of the iterative model pruning
process (R1.1). The root and leaves of the tree are the original and
the pruned models respectively. Each branch of the tree (connecting
the root to a leaf) chains a sequence of intermediate models from the
iterative pruning process. For each node, we use two horizontal filled
rectangles to denote the corresponding model’s prediction accuracy
and compression ratio, and one vertical rectangle to display the model
ID. The system automatically generates the ID, and the ID of the root
model is 0. The vertical position of a node is decided by the number
of filters in the corresponding model (see the left vertical axis). The
edges connecting a pair of parent-child nodes represent the fine-tuning
process, where we use gray and purple lines to indicate if the fine-
tuning process converged or not after reaching the user-specified stop
conditions (e.g., the maximum number of epochs). The Tree view can
track the whole pruning process, and each node in the tree represents a
model. When the mouse hovers over a node, a prompt bar will appear
to show the storage size of the corresponding model. The user can click
on individual nodes of the tree to update the data displayed in other
views. The node with the red border is the currently selected one.
The Tree view is also equipped with a pruning estimator, to help
users balance the trade-off between model size and prediction accuracy
(R2.3). It estimates the number of filters in a model and the model’s
prediction accuracy, by linearly interpreting these values from a pair of
most adjacent nodes from the tree. This rough linear estimation works
well based on our experiments, and we expect more sophisticated
interpolation algorithms to yield better results. The pruning estimator
node is only visible when users pressing the black box icon on the top
right corner of the tree view, and users can flexibly drag it vertically to
generate the estimations dynamically.
This view has two important parameters to be configured before any
pruning (using the buttons on the top of this view). One is the pruning
mode, which could be automated or manual pruning. The other is the
termination criteria for fine-tuning. They are explained as follows:
Auto/Manual-Pruning. For auto-pruning, users specify a fixed ratio
of the filters to be removed, e.g., 1/2, 1/3, or 1/4 of the total amount,
and CNNPruner will iteratively remove the specified amount of filters
(based on the pruning criteria) and fine-tune the model. The iterative
process runs until the pruned model fails to meet the desired need (e.g.,
the prediction accuracy no longer meets the requirement). This process
is automated but lack of pruning flexibility. Conversely, in manual-
pruning, users can flexibly specify the number of filters to be removed
(based on their distribution) in individual pruning iterations.
Termination Criteria for Fine-Tuning. CNNPruner has three termi-
nation criteria to finish the fine-tuning process, (1) Delta Loss, i.e., the
change of loss values, (2) the Target Accuracy, and (3) the Maximum
Epoch. The fine-tuning will be terminated if any of them is met.
6.2 Statistics View
The Statistics view (Fig. 1-b) is used to display detailed statistical
information of the CNNs (R1.2). When the user selects a model in the
Tree view, the system will find a path from the current node to the root
node where the models along the path form a pruning process. This
view shows statistical information from multiple dimensions over the
pruning process. There are five components in this view.
Confusion Matrix. Fig. 1-b1 shows the confusion matrix of the cur-
rent model (R1.2). Diagonal cells of the matrix represent the accuracy
of true-positive instances (i.e., the percentage of correctly predicted
images in one category). Non-diagonal cells represent the percentage
of incorrectly predicted images. Values (of the cells) from small to
large are mapping to colors from light blue to dark blue. Clicking any
cell of the matrix will show a line-chart presenting the value changes
for the corresponding cell during the pruning process (i.e., X-axis is the
pruning iterations, Y-axis is the cell values from different iterations).
The line-chart reflects the model’s prediction power for a particular
category across the pruning process.
Recovery Capability. This sub-view (Fig. 1-b2) reveals the model’s
recovery capability after each pruning (R1.2), i.e., how difficult it is
to learn the prediction power back over the fine-tuning process. The
X-axis is the model ID, and it represents different pruning iterations,
whereas the Y-axis denotes the model’s prediction accuracy from indi-
vidual iterations. The gray-curve connects the model’s final accuracy
values after the individual fine-tuning process. The rectangular color
stripe at each iteration shows the distribution of the accuracy values
from different epochs of the corresponding fine-tuning. A longer stripe
indicates a more significant accuracy change before and after the fine-
tuning. If the pruned filters have little effect on the model, the recovery
region will be very short, and the accuracy fluctuation will be very
small (i.e., a short strip with dark blue color). The information from
this sub-view is an important criterion to evaluate the pruning plan.
Loss Fluctuation. The Loss Fluctuation sub-view shows the loss
changes in the process of fine-tuning (R1.2). The X-axis in the chart is
the model ID, and the Y-axis is the loss value. The curve between the
two IDs represents the fluctuation of the training loss in the fine-tuning
process (between two models). The importance of a filter is estimated
based on how significantly the loss will change when removing it.
The loss values, quantifying the inconsistency between the predicted
label and the true label, can effectively monitor the model’s evolution.
If our pruning plan is good enough, the impact on the loss will be
small. Therefore, the fluctuation of loss is another important criterion
to measure the pruning plan, and this sub-view helps users analyze the
fine-tuning process by displaying the loss fluctuation.
Recovery Cost. The Recovery Cost sub-view shows the number
of epochs in the fine-tuning process through a bar chart (R1.2). The
X-axis of the chart is the model ID, and the Y-axis is the epoch count.
If the pruning plan has little effect on the model, then only a small
amount of training epochs is needed in the fine-tuning process to re-
cover the accuracy. Conversely, if over-pruning happens, even with a
lot of training epochs, it is still difficult to recover the accuracy. There-
fore, the recovery cost is also a criterion to evaluate the pruning plan.
Through this sub-view, the user can have an intuitive understanding of
the recovery cost in the pruning process.
Parameters and Computation. This sub-view displays the reduced
amount of the model parameters and the computational cost. As is
shown in Fig. 1-b5, the line chart displays the reduced number of pa-
rameters, and the histogram displays a reduced amount of computations
(R1.2). The pruning process removes filters from the network, thus
reducing the size of parameters. Meanwhile, the size of the parameters
is proportional to the amount of computation in the model. By calcu-
lating the amount of computation for the process of one image in the
test dataset, users can estimate the running efficiency of the model in
mobile/embedded devices. The user can verify if the pruned model
meets the computation requirements or not through this chart.
All sub-views, except the Confusion Matrix, can be scaled horizon-
tally to take the full space of the Statistics view (by double-clicking
the corresponding sub-view). This interaction helps to scale the system
when the pruning process is long or involves many pruning iterations.
It also reduces the information that users need to watch at once, helping
them to better focus on a single metric at a time (rather than over-
whelmed by all five statistical metrics).
6.3 Model View
The visualization of the internal information of a CNN model can help
users understand the state of CNN and make proper pruning plans.
As shown in Fig. 1-c, we designed the Model view to display the
architecture of the studied CNN model (Fig. 1-c1), the evaluation of
filters from the model (Fig. 1-c2), and the pruning plan (Fig. 1-c3).
The architecture of the model selected in the Tree view is displayed in
Fig. 1-c1 (R1.3, R2.1). Each box in the architecture diagram represents
a layer of the model. Different colors represent different types of layers.
In particular, we use the red box to represent the deleted filter, and the
width of this box to denote the percentage of the deleted filters in the
current convolutional layer. The height of each box is proportional to
the size of the feature map. The number on the box is the number of
filters in the corresponding convolutional layer.
The visualization of filter evaluation is shown in Fig. 1-c2, which
consists of a radar plot and a bubble plot (R1.3, R2.1). The radar plot
shows the impact of the pruning plan on the current model. There are
three dimensions of information in the radar chart, namely, the number
of filters, the remaining sensitivity percentage, and the remaining in-
stability percentage. The remaining percentage means the ratio of the
metric between the model after this pruning iteration and the current
model. The bubble plot on the right shows the sensitivity and instability
of each filter in each layer. In the bubble plot, each bubble represents a
filter, and different layers have different colors. The X-axis represents
the sensitivity value, and hence the bubbles closer to the right are the
filters with more impact on the loss (i.e., important ones that should
not be pruned). The size of the bubbles represents the corresponding
filters’ instability, i.e., bigger ones correspond to larger values.
The pruning plan is shown in Fig. 1-c3, and it shows the indices of
filters that each layer will be removed (R2.1). Each circle represents
one filter, and the number on the circle is the index of the filter. The
circles of different layers use different colors, which are consistent
with the bubble plot above. The multi-color line under the circles is
an overview of the number of filters to be removed in the pruning plan.
Different colors represent different convolutional layers, and the length
of the color segment represents the percentage of the removed filters in
the corresponding convolutional layer.
This view displays information of the model selected from the Tree
view. The icons (i.e., the layer legends) on the right of the model
architecture support the filtering of different layers. For example, when
clicking the icon for convolutional layers, other layers, e.g., pooling
and linear layers, will become transparent to help users better focus on
the layers in the analysis. There is a vertical slider in the bubble plot,
and users can drag it to specify the pruning threshold. The bubbles on
the left of the slider are shown in the pruning plan and represent the
filters that will be removed in the current pruning. Meanwhile, the radar
plot on the left shows the influence of pruning on the number of filters,
the sensitivity, and the instability (R2.1). Dragging the slider will also
change the width of the red boxes in the model architecture diagram
and the proportion of different colors in the multi-color segment of the
pruning plan (R2.1). Additionally, the system provides a set of buttons
on the right of the bubble plot to help users quickly move the slider to
certain positions. Users can scale the bubble plot horizontally along the
sensitivity axis to reduce the occlusion between bubbles. They can also
switch among different convolutional layers in the Filter view through
the convolutional buttons between the radar plot and the bubble plot.
6.4 Filter View
The Filter view allows the user to conduct an in-depth analysis of a
specific convolutional layer (R3.1, R3.2). As shown in Fig. 1-d, this
view consists of a scatter plot and a filter visualization matrix. The
points in the scatter plot represent the degenerated and the improved
instances in the test dataset, and the color represents the category of
the exemplars. We use the t-SNE [39] algorithm to process the image
instances, and display them in the scatter plot. Our system uses the
degenerated and improved instances to distinguish sensitive images,
which efficiently narrows down the analysis scope. The selected image
in the middle of the Filter view shows the point that the user clicked in
the scatter plot. There are two lines of texts at the bottom of the image.
The first line shows the image name and its true label. The second line
shows the labels of the image before and after the pruning, separated
by an arrow. In the filter visualization matrix, each item represents a
filter, and the items with red borders will be deleted in current pruning.
The image in each item is the visualization of the filter. The area chart
on the top right of the item shows the distribution of pixel values of the
filter visualization images. The blue and green bar below the area chart
represent the sensitivity and instability of the filter, respectively.
When the user selects a node in the Tree view, the system retrieves
the degenerated and improved data instances according to the selected
node and its child node. The user can switch the displayed convolutional
layer in the Layer view by clicking on the convolutional buttons in the
Model view (between the radar plot and the bubble plot). The scatter
plot supports the filtering of different types of data instances through
the icons on the upper right corner. After the user clicks one point in
the scatter plot, the selected image and the matrix view on the right will
be updated accordingly to reflect the selection. From the matrix view,
the user can double-click any item to add/delete the corresponding filter
to/from the current pruning plan.
7 CASE STUDIES
In this section, through three cases we present how CNNPruner can
assist pruning, improve pruning efficiency, and optimize pruning plans.
7.1 Automated Pruning: A Guiding Example with MNIST
The MNIST dataset [22] is a commonly used classification dataset. It
contains 60,000 images for training and 10,000 images for testing. We
train a two-layer CNN to perform this classification task. There are 32
filters in the first convolutional layer and 64 filters in the second. The
Fig. 5. The sensitivity and instability distribution of the root model. The
radar chart shows the influence of removing one third of the filters.
network structure is shown in Fig. 6-c1. The accuracy of the model is
98.74%, and its size is 240KB.
The goal of pruning in this case study is to obtain a pruned CNN
with an accuracy of more than 98.50%. The system supports auto-
mated pruning and manual pruning. For this simple CNN, we believe
automated pruning is enough to meet the compression goal.
After loading the model to CNNPruner, we need to set some nec-
essary parameters before the pruning. First, we configure the dataset
parameters to tell the system where the dataset is. Then, we set the
fine-tuning parameters (i.e., set the Delta Loss to 0.000001, the Target
Accuracy to 98.50%, the Maximum Epoch to 30, the Learning Rate
to 0.001, the Optimizer to Adam, and the Batch Size to 100). For the
setting of the Delta Loss, the Learning Rate, the Optimizer, and the
Batch Size, we suggest using the same parameters as the model training
stage. The Delta Loss, the Target Accuracy, and the Maximum Epoch
determine the termination of the fine-tuning process.
There is only one node in the Tree view after setting the above
parameters. By selecting this root node, we can observe the sensitivity
and instability distribution of the model in the Model view (Fig. 5). For
one pruning iteration, we want to minimize the impact of sensitivity
while maximally decreasing the instability and the number of filters.
From the estimated pruning results (in the radar chart), we see that
removing one-third of the filters will preserve 96% of the sensitivity,
and reduce 38% of the instability. We, therefore, believe we can use
the 1/3 auto-pruning strategy for this case and set the corresponding
auto-pruning parameters. Using the auto-pruning button in the Tree
view, we automatically prune the model and generate a pruning tree.
Fig. 6-a is the pruning tree for this auto-pruning process. It shows
that the number of CNN filters is reduced from 96 to 10 after six
pruning iterations. The prediction accuracy changes marginally in the
first five iterations, and the fine-tuning process converges well. The
pruned model from the sixth iteration failed to meet our requirement
(i.e., the accuracy dropped to 98.07%<98.50%) and the fine-tuning
process did not converge (indicated by the purple color of the line).
Fig. 6-b presents the statistics from CNNPruner for further analysis
of the auto-pruning process. Fig. 6-b1 shows the recovery ability and
the volatility of the six pruned models. As demonstrated by the short
and light blue bars, the “damage” introduced by the first three pruning
operations is small, and the pruned models can easily recover from it.
Starting from the fourth iteration, the resilience of the model decreases,
and the accuracy fluctuates more significantly. Fig. 6-b2 shows the
model’s loss function in the six fine-tuning iterations, which can reduce
to the same level after individual fine-tuning iterations. For Model
6, pruning has a large impact on the loss, and it cannot recover the
accuracy, even after 30 epochs re-training. Therefore, we think that the
parameters of Model 6 are not enough to support the original accuracy.
From the statistics in Fig. 6-b1 and 6-b2, we believe Model 5 is the
best candidate model to meet the compression goal. Fig. 6-b3 and 6-b4
show that the number of operations in one forward pass of Model 5
is ∼3 megaFLOPS, and the number of parameters is ∼6.3 thousand.
Therefore, the pruning reduced the model’s size by 87.58%, and the
computation cost by 97.12%.
The final pruned model (Model 5) is shown in Fig. 6-c2, which
has five and nine filters in the first and second convolutional layer
respectively. With CNNPruner, we can reveal model-pruning details,
such as model convergence, model accuracy, recovery ability, loss
fluctuation, and recovery cost. These details can help the user better
understand the state changes of the model in the pruning process and
evaluate the fine-tuning process.
Fig. 6. The result of CNN pruning. The system executed six prunings to
get six models. The Statistics view shows the information for Model 6.
Fig. 7. The Cat&Dog dataset and the CNN model architecture.
7.2 Manual Pruning: Flexible Intervention over Pruning
Our second study presents the case of using the Cat&Dog dataset [1]
to interactively achieve a pruning goal. The Cat&Dog dataset contains
25,000 images of cat or dog (the two classes). We randomly select
10,000 cat images and 10,000 dog images as the training dataset. The
rest of the images are used for testing. A CNN with six convolutional
layers is trained to differentiate cats from dogs, and its structure is
shown in Fig. 7. The original well-trained model before any compres-
sion can achieve a prediction accuracy of 92.76%. The model contains
2200 filters, which has 6.88 million parameters with a size of 26.30
MB. A single forward pass of the CNN needs 4.6 GFLOPs operations.
The desired pruning goal is to maximally shrink the model while
maintaining the prediction accuracy to be above 92.5%. CNNPruner
can help the user choose the optimal pruning solution by analyzing
the pruning process and revealing the pruning details, so as to improve
the pruning efficiency and ensures the accuracy of the pruned model.
To demonstrate this, we use manual+estimator pruning in this study,
which includes two major stages. The first stage relies on statistical
information and immediate visual feedback from the system to remove
the filters. The second stage uses the estimator to remove filters interac-
tively in much finer granularity. In addition, this section also compares
the manual+estimator pruning with the automated only pruning and
automated+estimator pruning to show its advantages.
Stage 1: Rough-Pruning with Interactive Estimation of Thresh-
olds (R2.2, R2.3). After setting the dataset parameters and fine-tuning
parameters, we use the bubble plot in the Model view to interactively
probe and determine the number of filters to be removed (Fig. 8). As
shown in Fig. 8-b, removing 50% of the filters does not seem to signif-
icantly impact the model’s sensitivity (change by 6%) and instability
(change by 85%). Therefore, we decided to remove 50% of the filters.
After one round of fine-tuning, we get Model 1 and the statistical in-
formation corresponding to this model, as shown in Fig. 8-e. These
statistics reflect the difficulty level of the fine-tuning process. For ex-
ample, although the accuracy of Model 1 meets the requirements, the
accuracy fluctuated significantly over fine-tuning (reflected by the long
strip in Fig. 8-e1). Also, the model’s training loss reduced a lot over the
fine-tuning process (Fig. 8-e2). With these observations, we decided to
Fig. 8. The first stage of manual pruning. The Statistics view is the
information corresponding to Model 8.
remove fewer filters in the next iteration to guarantee a quick recovery.
Note that, if the pruned model cannot be recovered after pruning 50%
of the filters, we should restart again from the root node.
In the second pruning iteration, we decided to delete 25% of the
filters (based on our observations of Model 1’s statistics). As expected,
the accuracy fluctuation and the training loss changed much less in
the pruning from Model 1 to Model 2 (i.e., the second pruning did not
damage the model as significantly as the first pruning iteration).
We repeat the above pruning process with on-demand human-
interventions until the model no longer meets the requirements. Over
this iterative process, we get a pruning tree, as shown in Fig. 8-a. With
the pruning process going forward, the instability of the model grad-
ually decreases (i.e., from Fig. 8-b, c, to d, the instability changes
from 15%, over 66% to 73%). Meanwhile, the accuracy fluctuation be-
comes more and more violent (i.e., from Model 2 to Model 8, the range
changes from 92%∼94% to 80%∼93%), the training loss changes be-
come larger, and the number of required epochs for model recovery
increases. As more and more parameters being removed, the over-
parameterization of the model becomes less severe. In addition, using
this progressive pruning and evaluation is conducive to manage the
model’s state change in real-time. Furthermore, users of CNNPruner
can directly control the pruning strategy to improve pruning efficiency
and prevent the model from being excessively damaged.
Stage 2: Fine-Pruning with a Real-Time Estimator (R2.3). From
the pruning tree obtained in the first stage (Fig. 8-a), we can see that the
number of filters in the target model should be between that of Model 7
and Model 8. At this stage, the estimator of CNNPruner can be used to
help the user better estimate the number of filters to be removed next.
In the first estimation, the target number of filters given by the estimator
is 182. Therefore, we prune Model 7 to Model 9, i.e., removed 19
(201-182) filters. Using the estimator again, we find that the number of
filters in the target model is 174 (Fig. 9). At this time, the gap of filter
numbers between the target model and the current model is only 8, so
we decided to terminate the pruning.
The pruning process reduced the storage of the model from 26.30
MB to 188 KB. The accuracy of the final pruned model is 92.64%
(92.96% for the cat and 92.32% for the dog, Fig. 9). The accuracy
is reduced by 0.12% compared with the root model. The parameters
of the model are reduced by 99.44%, and the computation needed for
processing an image is reduced by 98.58%.
Comparison of three pruning strategies. To highlight the prun-
ing efficiency of the manual+estimator pruning, we compare it with
another two pruning strategies, i.e., the automated pruning and auto-
mated+estimator pruning, as shown in Fig. 10. The automated pruning
in Fig. 10-a uses the 1/2 auto-pruning plan, i.e., removing half of the
filters in each pruning iteration. From the result, we can see that model
3 is the final pruned model, and the results are worse than the other two
strategies. If we use a smaller removal number, e.g., removing 1% fil-
Fig. 9. The second stage of manual+estimator pruning. The Statistics
view is the information corresponding to Model 9.
Fig. 10. Comparison of three pruning strategies, (a) automated pruning,
(b) automated+estimator pruning, (c) manual+estimator pruning.
ters in each pruning, we will get a better result, but it will also increase
the pruning iterations, costing more computing resources and making
the pruning less efficient. Therefore, automated pruning is inflexible
and difficult to achieve the best performance. The automated+estimator
pruning in Fig. 10-b contains two stages. The first stage uses the 1/2
auto-pruning plan and the second stage uses the estimator for finer
granularity pruning. From the result, we can see that the estimator pro-
vides guidance for fine-pruning to help the user get an optimal model.
But the large range between Model 3 and Model 4 is not preferable
to the second stage of estimation, as it may affect the estimator’s per-
formance. Besides the pruning strategy in Fig. 10-b used about 21%
((110− 91)/91, please check the total epoch numbers) of additional
time than that of the strategy in Fig. 10-c (manual+estimator pruning).
From these comparisons, we can clearly see how human intervention
in the pruning process can help improve the pruning efficiency.
As shown in [10], there should be an optimized sparse sub-network
structure in a complex DNN, which can use fewer parameters to get
the same accuracy. Model pruning is an effective way to find this kind
of sparse sub-network structure. Our system targets to detect whether
the sub-network has been damaged or not during pruning, and in turn,
improve the effectiveness and efficiency of model pruning.
7.3 Diagnose the Pruning Process
Our third study presents the case of using an image dataset of nature
scenes [2] to diagnose the pruning process. The dataset contains 17,034
images in 6 classes, 14,034 for training, and 3,000 for testing. The 6
categories are: ‘buildings’, ‘forest’, ‘glacier’, ‘mountain’, ‘sea’, and
‘street’. Example images from individual classes are shown in Fig. 11.
Fig. 11. Example images from the scene classification dataset.
A CNN classifier with six convolutional layers is used in this case,
and its structure is shown in Fig. 12-b. The original well-trained model
before any compression can achieve a prediction accuracy of 86.10%.
Our pruning goal is to maximally shrink the model while maintaining
the prediction accuracy at above 85.00%. We used CNNPruner to prune
the model and got the pruning tree in Fig. 12-a. After pruning, we
reduced the number of filters in the model to 130, and the changes in
the model structure are shown in Fig. 12-b,c,d. Model 6 is our final
pruned model, and its accuracy is 85.16%. By analyzing the confusion
matrix, we found the model’s recognition accuracy for ‘buildings’
dropped sharply from Model 4 to Model 6 (see Fig. 12-e2).
It is worth mentioning that a model’s recognition power for different
classes may not be equally important in various tasks. For example,
in autonomous driving, recognizing pedestrians around a car is far
more important than recognizing the mountains several miles away.
Therefore, in some model pruning tasks, domain experts care more
about maintaining models’ recognition power for certain classes. In
this case, we use CNNPruner to present an in-depth analysis of the
abnormal changes of the accuracy value, and demonstrate how the
system can help to refine the pruning plan to reduce its impact.
Refining Pruning Plan (R3.2). CNNPruner can be used to secure
the prediction accuracy for the ‘buildings’ class, while maximally
compressing the model. From Model 4 to Model 6, the model’s overall
accuracy descends by 0.3%, resulting in 168 degenerated images and
159 improved images. 40 out of the 168 degenerated images and 10 out
of the 159 improved images have the true label ‘buildings’.
We analyze the degenerated ‘buildings’ instances to find out why
pruning affects the recognition of this particular class. Fig. 13 shows
two degenerated instances of the class ‘buildings’. From the filter
visualization matrix, we can see that the system deletes the filters that
have the lowest sensitivity and highest instability, i.e., Filter 0 and Filter
5 (see the blue and green bar on the right of the filter visualization).
However, to the class of ‘buildings’, the features captured by these two
filters are not the least important. The area chart in the upper right of the
filter visualization displays the distribution of pixel values for the filter
visualization image (feature map). In general, the more concentrated
the distribution is, the sharper the features are extracted. Comparing the
eight distributions, Filter 1 and Filter 6 are the least important ones (for
‘buildings’). The pixel value distributions for these two filters are more
chaotic than others, and there are more noises in the corresponding
feature maps. The decision of deleting Filter 0 and 5, rather than Filter
1 and 6, reduces the model’s power in recognizing ‘buildings’, which is
hard to recover from the subsequent fine-tuning process.
Based on the above observation, we decided to refine the pruning
plan by removing Filter 1 and 6, but keep Filter 0 and 5. We set up a
new branch from Model 4 and pruned it with the refined plan to get
Model 7, and the result is shown in Fig. 1. The accuracy of Model 7 is
85.40% and 87.41% for the class ‘buildings’. Therefore, our system
optimized the pruning plan through this in-depth analysis of the filters.
To avoid the influence of randomness introduced during the fine-
turning process, we repeated the pruning multiple times to validate
if our refined pruning plan is indeed better. Specifically, we pruned
Model 4 20 times, 10 times of which used the original plan, the other
10 times used the refined plan. After pruning, we got 20 pruned models.
Fig. 12. The result after model pruning. (e2) The accuracy changes for
the class ‘buildings’. (e3) The accuracy changes for the class ‘mountain’.
Fig. 13. Examples of degenerated instances from Model 4 to Model 6.
Original Plan Refined Plan
All Categories
Degenerated 158.3 157.0
Improved 149.7 152.1
Accuracy 85.18% 85.30%
‘buildings’ Only
Degenerated 35.1 20.2
Improved 12.1 17.8
Accuracy 81.46% 86.17%
Table 1. The statistics of two pruning plans (averaged over 10 runs).
Their statistics are shown in Table 1. From the table, we can see that
the refined pruning plan can effectively reduce the decreasing trend of
the accuracy of class ‘buildings’ when pruning Model 4.
Interpreting Pruning Process (R3.1). From Model 4 to Model 6,
the accuracy for the class ‘mountain’ increased by 11.62% (Fig. 12-e3),
resulting in 20 degenerated instances and 81 improved instances for this
class. With CNNPruner, we can interpret what has contributed to the
model improvement over the pruning. As shown in Fig. 14, we selected
some images to analyze why the pruning plan improved the accuracy
of ‘mountain’. The image in Fig. 14-a was mis-classified as ‘sea’ by
the model initially. The pruning removed Filter 5, which extracted the
majority of the pixels for ‘sea’ in the image. As a result, the pruned
model believes the image is more like a ‘mountain’, rather than ‘sea’.
Similarly, in Fig. 14-b, Filter 5 mostly extracted the glacier features,
which is probably why the image was mis-classified as ‘glacier’ before
pruning. Removing these noisy features makes the model concentrate
more on the mountain and generate the correct prediction of ‘mountain’.
Fig. 14. Examples of the improved instances from Model 4 to Model 6.
Identify Confusing Images. Additionally, from the investigations
with the degenerated image instances (from Model 4 to Model 6) with
CNNPruner, we also found images with improper labels. For example,
the image in Fig. 15 is one of the degenerated instances with the true
label ‘buildings’. The original image contains both street and buildings,
and the street takes a major portion of the image. Although the image
is labeled as ‘buildings’, we feel ‘street’ is more proper for it. As this
image only confuses the model, we recommend removing it from the
test dataset, which can make our model evaluation more objective.
8 DISCUSSION AND DOMAIN EXPERTS’ FEEDBACK
We conducted open-ended interviews with two machine learning ex-
perts (E1, E2) to discuss the strengths, weaknesses, and potential exten-
sions of CNNPruner. The experts’ research interests are accelerating
deep neural networks, and model pruning is an important portion of
their research works. We first introduce the design goal of CNNPruner
Fig. 15. The confusing image example from Model 4 to Model 6.
and the individual visualization components to them (in about 30 min-
utes). With the experts’ background on model pruning, they can quickly
pick up the domain-related concepts and understand the functionality
of individual components, though it still took them some time to get
familiar with the visualization and interaction of the system (about 60
minutes). We then go through the cases presented in the Case Studies
and ask them to freely play with the system and provide feedback.
In general, both experts felt positive on CNNPruner, and they be-
lieved that the model pruning process can be clearly and intuitively
presented through visualization techniques. E1 likes the Tree view the
most, as it can reveal the evolution of the pruned model quickly and
allow users to reprocess the pruning interactively. The estimator in the
Tree view was very interesting to him, and he agreed that it could effec-
tively help users determine the pruning depth in the last pruning stage.
E2 appreciated the progressive pruning method proposed in CNNPruner.
Through the proposed criteria (i.e., recovery capability, loss fluctuation,
and recovery cost), domain experts can evaluate the pruning process
more objectively. Both E1 and E2 were glad to see the effectiveness of
the Filter view in interpreting CNNs and refining pruning plans. With
the existing techniques, it is still hard for them to thoroughly understand
the model pruning process from numerical statistics only. CNNPruner
provides a practical way for them to interpret individual filters visually
and understand their roles over the pruning process. Moreover, both
experts agreed that the concepts of degenerated and improved instances
are beneficial in effectively identifying images of interest.
The experts also pointed out several limitations of CNNPruner, as
well as some improvements that can be applied in the future. For ex-
ample, E1 mentioned that for models with many classes, the Confusion
Matrix view may not scale well. We plan to improve this view by sup-
porting the filtering of different classes in the future. Also, the experts
provided their domain feedback on how we can proceed further along
this research direction. E1 suggested that we can extend model pruning
to fully connected layers, as the parameters from these layers can take
a considerably large portion of the networks in many scenarios. E2
recommended us to enhance the system by supporting the comparisons
of different pruning criteria. As model pruning is still a fast-growing
topic, he believed more and more criteria will be proposed. With our
system, researchers can more intuitively compare different pruning
plans, which in turn, will help them optimize the pruning process.
9 CONCLUSION
In this work, we proposed CNNPruner, a visual analytics system to help
machine learning experts to understand, diagnose, and refine the CNN
pruning process. CNNPruner contains four visualization components
that work together to reveal model details on different levels over the
iterative pruning process. Two criteria and three metrics are used in
CNNPruner to estimate filters’ importance before pruning and evaluate
the pruned model’s quality after pruning. Both the pre-estimation and
post-evaluation facilitate users to make and refine their pruning plans.
Moreover, the capability of CNNPruner in thoroughly examining the
degenerated and improved data instances within one pruning iteration
plays an essential role in interpreting and diagnosing the pruned model.
Through multiple case studies on CNN models with real-world sizes,
we validated the effectiveness of CNNPruner.
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