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PARACONTROLLED CALCULUS AND FUNAKI-QUASTEL
APPROXIMATION FOR THE KPZ EQUATION
MASATO HOSHINO
Abstract. In this paper, we consider the approximating KPZ equation in-
troduced by Funaki and Quastel [3], which is suitable for studying invariant
measures. They showed that the stationary solution of the approximating
equation converges to the Cole-Hopf solution of the KPZ equation with extra
term 1
24
t. On the other hand, Gubinelli and Perkowski [5] gave a pathwise
meaning to the KPZ equation as an application of the paracontrolled calcu-
lus. We show that Funaki and Quastel’s result is extended to nonstationary
solutions by using the paracontrolled calculus.
1. Introduction
The KPZ equation is the stochastic PDE
∂th(t, x) =
1
2∂
2
xh(t, x) +
1
2 (∂xh(t, x))
2 + W˙ (t, x), t > 0, x ∈ R,(1.1)
where W˙ is a space-time white noise, which is a centered Gaussian system with the
covariance structure
E[W˙ (t, x)W˙ (s, y)] = δ(t− s)δ(x− y).
We consider the equation (1.1) on the torus T = R/Z, equivalently on the interval
[0, 1] with a periodic boundary condition.
The KPZ equation (1.1) was introduced by Kardar, Parisi and Zhang [9] as a
model for a growing interface represented by the height function h with fluctua-
tions. However, the equation (1.1) is ill-posed. Indeed, we can expect that h has a
regularity ( 12 − δ) for every δ > 0 in the spatial variable, but this suggests that the
non-linear term (∂xh)
2 would diverge. In order to cancel this singularity, we need
to introduce the renormalized form of (1.1), which would be given by
∂th =
1
2∂
2
xh+
1
2{(∂xh)2 −∞}+ W˙ .(1.2)
By formally applying Itoˆ’s formula, we can show that the solution h of (1.2) is given
by the Cole-Hopf transform h = logZ, where Z is the solution of the stochastic
heat equation with a multiplicative noise:
∂tZ =
1
2∂
2
xZ + ZW˙ .(1.3)
We call hCH = logZ the Cole-Hopf solution of the KPZ equation.
In order to link the equation (1.2) to the Cole-Hopf solution directly, we need
to consider an approximation scheme. A natural approach is to replace W˙ by a
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2 MASATO HOSHINO
smeared noise W˙ (t, x) = (W˙ (t) ∗ η)(x) defined by a mollifier η = −1η(−1·),
where η ∈ C∞0 (R) is even and satisfies
∫
η = 1, and to consider the equation
∂th
 = 12∂
2
xh
 + 12{(∂xh)2 − C}+ W˙ ,(1.4)
where C =
∫
R η
(x)2dx. By applying Itoˆ’s formula, we can show that Z = eh

solves the equation
∂tZ
 = 12∂
2
xZ
 + ZW˙ .
It is easy to see that the solution Z converges to that of (1.3) as  ↓ 0, therefore
the solution h of (1.4) also converges to the Cole-Hopf solution hCH. For example,
see Theorem 3.2 of [2].
In order to study the invariant measures of the KPZ equation, (1.4) is not a good
approximation. Instead, Funaki and Quastel [3] studied the approximation
∂th˜
 = 12∂
2
xh˜
 + 12{(∂xh˜)2 − C} ∗ η2 + W˙ ,(1.5)
where η2 = η
 ∗ η. They showed that the tilt process of the solution of (1.5) has
an invariant measure. Precisely, the distribution ν of ∇(B ∗ η) = {B ∗ η(x) −
B ∗ η(y) ;x, y ∈ T}, where B is a pinned Brownian motion on T, is invariant under
the tilt process ∇h˜ = {h˜(x) − h˜(y) ;x, y ∈ T}. Furthermore, they also showed
that the solution h˜ with initial distribution ∇h˜ ∼ ν converges to the process
hCH(t, ·) + 124 t in law sense.
Recently, Hairer [6] gave a pathwise meaning to the KPZ equation based on the
rough path theory. His method is a fixed point argument in a suitable Polish space
independent of probability spaces and a control of several explicit stochastic pro-
cesses. His work was extended to certain singular stochastic PDEs (e.g. dynamical
Φ4d model, parabolic Anderson model, etc.), by Hairer’s theory of regularity struc-
tures [7], and Gubinelli, Imkeller and Perkowski’s paracontrolled calculus [4]. In
this paper, we investigate the approximating equation (1.5) by the paracontrolled
calculus. As an application, we can show that the approximation (1.5) works well
for general initial values with positive regularity. Furthermore, the appearance of
the constant 124 is easily explained as computed in Lemma 6.5 of [6].
Our main result is formulated as follows. We denote by Cδ the Besov space Bδ∞,∞
on T, see Section 2 for the precise definition.
Theorem 1.1. Let ϕ ∈ C∞0 (R) satisfy ϕ(0) = 1 and ϕ(x) = ϕ(−x). Let η =
F−1ϕ and consider the mollifier η = −1η(−1·). For every initial value h0 ∈
C0+ = ∪κ>0Cκ, there exists a survival time T  ∈ (0,∞] such that (1.5) has a
unique solution h˜ on [0, T ] for every T < T  and lim↓0 T  = ∞ in probability.
Furthermore, h˜ converges to the process h(t) = hCH(t) +
1
24 t in C((0, T ], C
1
2−δ) in
probability for every δ > 0 and T < ∞, where hCH is the Cole-Hopf solution with
initial value h0.
Remark 1.2. Precisely, the convergence h˜ → h in probability considered here
means that
P(‖h˜ − h‖
C([t,T ],C 12−δ) > λ, T < T
) + P(T ≥ T )→ 0
for every 0 < t < T and λ > 0.
This result is an extension of [3] to non-stationary solutions and furthermore
shows the convergence in probabilistically strong sense instead of law sense. This
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theorem follows from the following proposition. Its proof is given after the statement
of Theorem 5.1.
Proposition 1.3. Let h and h˜ be the solutions of the renormalized equations
∂th
 = 12∂
2
xh
 + 12{(∂xh)2 − c}+ W˙ ,
∂th˜
 = 12∂
2
xh˜
 + 12{(∂xh˜)2 − c˜} ∗ η2 + W˙ 
with common initial value h0 ∈ C0+ , where
c = C − 112 +O(), c˜ = C.
Then both h and h˜ converge to the process hCH(t) +
1
24 t.
This paper is organized as follows. In Section 2, we summarize some notations
and results of paracontrolled calculus. In Section 3, we give a pathwise meaning to
the KPZ equation by paracontrolled calculus, and show the existence and unique-
ness of the solution. In Section 4, we discuss the approximation (1.5) by similar
arguments to those in Section 3. Section 5 is devoted to the probabilistic steps, i.e.
the control of the driving stochastic processes.
2. Paracontrolled calculus
In this section, we introduce some notations and recall some results from the
paracontrolled calculus. Some of their proofs are omitted here. For details, we
refer to [1], [4] and [12].
2.1. Notations. For two functions A = A(x) and B = B(x) of a variable x, we
write A . B if there exists a constant c > 0 independent of x, such that A ≤ cB.
We write A .y B if we want to emphasize the dependence of the proportional
constant c on another parameter y.
We denote by D = D(T) the space of smooth functions on T, and D′ its dual.
The Fourier transform of u ∈ D′ is given by
Fu(k) :=
∫
T
e−2piikxu(x)dx, k ∈ Z,
so that the inverse Fourier transform of a sequence {v(k)}k∈Z is given by F−1v(x) :=∑
k∈Z e
2piikxv(k). We use the same notations for the Fourier transform and its
inverse on R. We denote by S(R) the space of Schwartz functions on R. For
ϕ ∈ S(R), we write
Fϕ(ξ) :=
∫
R
e−2piixξϕ(x)dx, F−1ϕ(x) :=
∫
R
e2piixξϕ(ξ)dξ.
The Fourier multiplier of ϕ ∈ S(R) on D′ is given by ϕ(D)u = F−1(ϕFu) = η∗u,
where η = F−1ϕ. In particular, the heat semigroup {Pt}t>0 of the operator ∂t− 12∂2x
on (0,∞)× T is given by Pt = ht(D), where ht(k) = e−2pi2k2t.
2.2. Besov space. We now introduce the Besov space on T and recall some basic
properties. Besov spaces are defined via Littlewood-Paley theory. Let χ, ρ ∈ C∞0 (R)
be nonnegative and even functions on R such that
(1) supp(χ) ⊂ {x ∈ R ; |x| ≤ 43}, supp(ρ) ⊂ {x ∈ R ; 34 ≤ |x| ≤ 83},
(2) χ(·) +∑∞j=0 ρ(2−j ·) ≡ 1.
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We write ρ−1 = χ and ρj = ρ(2−j ·) for j ≥ 0. The first condition ensures that ρi
and ρj have disjoint supports if |i− j| ≥ 2.
Let ∆j = ρj(D). For α ∈ R and p, q ∈ [1,∞], the Besov space Bαp,q consists of
distributions u ∈ D′ such that the sequence {2jα‖∆ju‖Lp(T)}j≥−1 belongs to lq,
which is the usual sequence space if q <∞, but
l∞ = {(rj)j≥−1 ∈ C{−1}∪N ; lim
j→∞
rj = 0}
for q =∞. We define the norm
‖u‖Bαp,q := ‖{2jα‖∆ju‖Lp(T)}j≥−1‖lq .
By this definition, Bαp,q is separable and (Pt)t>0 is a strongly continuous semigroup
on Bαp,q even if q = ∞, see Proposition 2.8. For p = q = ∞, we simply write
Cα = Bα∞,∞ and ‖u‖α = ‖u‖Bα∞,∞ .
We define space-time function spaces as follows. For α ∈ R and T > 0, we
denote by CTCα = C([0, T ], Cα) the space of continuous functions equipped with
the supremum norm. For δ ∈ (0, 1], we denote by CδTCα = Cδ([0, T ], Cα) the Ho¨lder
space equipped with the seminorm
‖u‖CδT Cα := sup
0≤s<t≤T
‖ut − us‖α
|t− s|δ .
We define Lα,δT = CTCα ∩ CδTCα−2δ and ‖ · ‖Lα,δT := ‖ · ‖CT Cα + ‖ · ‖CδT Cα−2δ .
Weighted norms which allow explosions at t = 0 are useful. For η ≥ 0 and α ∈ R,
we denote by EηTCα the space of continuous functions u : (0, T ]→ Cα which satisfy
‖u‖EηT Cα := sup
0<t≤T
tη‖ut‖α <∞.
For δ ∈ (0, 1], we denote by Eη,δT Cα the space of continuous functions u : (0, T ]→ Cα
which satisfy
‖u‖Eη,δT Cα := sup0<s<t≤T s
η ‖ut − us‖α
|t− s|δ <∞.
we define Lη,α,δT = EηTCα ∩ CTCα−2η ∩ Eη,δT Cα−2δ and ‖ · ‖Lη,α,δT = ‖ · ‖EηT Cα + ‖ ·‖CT Cα−2η + ‖ · ‖Eη,δT Cα−2δ .
We recall basic results of Besov spaces from [1]. Although they are shown for
the spaces on R in [1], similar arguments hold on T.
Proposition 2.1 (Theorem 2.80 of [1]). Let α, β ∈ R. For every θ ∈ (0, 1), we
have the interpolation
‖u‖θα+(1−θ)β ≤ ‖u‖θα‖u‖1−θβ .
Proposition 2.2 (Theorem 2.71 of [1]). Let α ∈ R, 1 ≤ p1 ≤ p2 ≤ ∞ and
1 ≤ q1 ≤ q2 ≤ ∞. Then Bαp1,q1 is continuously embedded in Bα−(1/p1−1/p2)p2,q2 .
Proposition 2.3 (Proposition 2.78 of [1]). For every α ∈ R, the differential oper-
ator ∂x : Cα 3 f 7→ f ′ ∈ Cα−1 is continuous.
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2.3. Mollifier estimates. We need smoothing effects and approximation proper-
ties of a mollifier ϕ(D). The heat semigroup estimates are immediate consequences
of them.
Lemma 2.4 (Lemma A.5 of [4]). Let ϕ ∈ S(R). Then for every  ∈ (0, 1], α ∈ R
and δ ≥ 0, we have
‖ϕ(D)u‖α+δ .ϕ,δ −δ‖u‖α.
Lemma 2.5. Let ϕ ∈ S(R) satisfy ϕ(0) = 1 and ϕ′(0) = 0. Then for every  > 0,
α ∈ R and δ ∈ [0, 2], we have
‖(ϕ(D)− id)u‖α−δ .ϕ δ‖u‖α.(2.1)
Here id is the identity operator: idu = u.
proof. By assumption, we have the estimates
|∂kx(ϕ(·)− 1)(x)| . 2|x|2−k, k = 0, 1, 2.
Proposition 2.78 of [1] implies the estimate
‖(ϕ(D)− id)u‖α−2 . 2‖u‖α.
Since ϕ(D) − id is uniformly bounded on Cα from Lemma 2.4, we obtain the
estimate (2.1) from Proposition 2.1. 
We consider the heat semigroup Pt and the operator P

t = Ptϕ(D) defined by
a fixed ϕ ∈ S(R) such that ϕ(0) = 1 and ϕ′(0) = 0.
Corollary 2.6. For every T > 0, t ∈ (0, T ], α ∈ R and δ ≥ 0, we have
‖Ptu‖α+δ .δ,T t− δ2 ‖u‖α.
Furthermore, for every κ ∈ [0, 2] we have
‖P t u‖α+δ . t−
δ
2 ‖u‖α, ‖(P t − Pt)u‖α+δ . κt−
δ+κ
2 ‖u‖α.
Corollary 2.7. For every t > 0, α ∈ R and δ ∈ [0, 2], we have
‖(Pt − id)u‖α−δ . t δ2 ‖u‖α.
In order to solve parabolic equations, we need regularity estimates of t 7→ Ptu
and t 7→ ∫ t
0
Pt−sus. The following estimates are easily derived from Corollary 2.6.
Proposition 2.8. For every T > 0, α ≤ β and δ ∈ [0, 1], we have
‖P·u‖
L
β−α
2
,β,δ
T
. ‖u‖α.
proof. The estimates on E
β−α
2
T Cβ and L∞T Cα are derived from Corollary 2.6, indeed
‖Ptu‖α . ‖u‖α, ‖Ptu‖β . t−
β−α
2 ‖u‖α.
In order to show the continuity of t 7→ Ptu ∈ Cα, it is sufficient to show the
continuity at t = 0 by the semigroup property. From the proof of Proposition 2.78
of [1], the sequence 2jα‖∆j(Pt−id)u‖L∞ is bounded by 2jα‖∆ju‖L∞ uniformly over
t and tends to 0 as t ↓ 0 for each j. Since limj→∞ 2jα‖∆ju‖L∞ = 0 by definition,
we can show that
lim
t↓0
‖(Pt − id)u‖α = lim
t↓0
sup
j≥−1
2jα‖∆j(Pt − id)u‖L∞ = 0
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(See Remark 3.13 of [10]). Hence P·u ∈ CTCα. As for the Ho¨lder regularity, we
have
‖Ptu− Psu‖β−2δ = ‖(Pt−s − id)Psu‖β−2δ . (t− s)δs−
β−α
2 ‖u‖α
from Corollary 2.6. Hence P·u ∈ E
β−α
2 ,δ
T Cβ−2δ. 
In order to show the Schauder estimate of t 7→ ∫ t
0
Pt−sus, we use the inequality∫ t
s
r−θ1(t− r)−θ2dr . (t− s)1−θ1−θ2 , 0 ≤ s < t <∞,(2.2)
for θ1, θ2 ∈ (0, 1). If s = 0, (2.2) is obtained by computing the integral in [0, t2 ] and
[ t2 , t] separately. If s > 0, we can show (2.2) as follows.∫ t
s
r−θ1(t− r)−θ2dr =
∫ t−s
0
(t− r)−θ1r−θ2dr ≤
∫ t−s
0
(t− s− r)−θ1r−θ2dr
. (t− s)1−θ1−θ2 .
Proposition 2.9. Let T > 0, α ∈ R and η ∈ [0, 1). For a function u : (0, T ]→ Cα
which satisfies sup0<t≤T t
η‖ut‖α <∞, set
Ut =
∫ t
0
Pt−susds.
If γ ∈ [α, α− 2η + 2), β ∈ [γ, α+ 2), α < β and δ ∈ (0, β−α2 ], we have
‖U‖
L
β−γ
2
,β,δ
T
. T
α−2η+2−γ
2 sup
0<t≤T
tη‖ut‖α.(2.3)
Furthermore, set U t =
∫ t
0
P t−susds. Then for every κ ∈ (0, (α+ 2− β)∧ (α− 2η+
2− γ)) we have
‖U ‖
L
β−γ
2
,β,δ
T
. T
α−2η+2−γ
2 sup
0<t≤T
tη‖ut‖α,
‖U  − U‖
L
β−γ
2
,β,δ
T
. κT
α−2η+2−γ−κ
2 sup
0<t≤T
tη‖ut‖α.
proof. From Corollary 2.6 and (2.2), we have
t
β−γ
2 ‖Ut‖β . t
β−γ
2
∫ t
0
(t− s)− β−α2 ‖us‖αds . t
β−γ
2
∫ t
0
(t− s)− β−α2 s−ηds(2.4)
. t
β−γ
2 +1− β−α2 −η = t
α−2η+2−γ
2 ,
‖Ut‖γ .
∫ t
0
(t− s)− γ−α2 ‖us‖αds .
∫ t
0
(t− s)− γ−α2 s−ηds
. t1−
γ−α
2 −η = t
α−2η+2−γ
2 .
As for the Ho¨lder regularity, for 0 ≤ s < t ≤ T we have
Ut − Us =
∫ t
s
Pt−rurdr + (Pt−s − id)Us =: I1 + I2.
For I1, we use the similar arguments to (2.4). When
β−γ
2 < η we have
s
β−γ
2 ‖I1‖β−2δ .
∫ t
s
(t− r)− β−2δ−α2 r−(η− β−γ2 )dr
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. (t− s)1− β−2δ−α2 −(η− β−γ2 ) ≤ (t− s)δT α−2η+2−γ2 .
Otherwise, we have
s
β−γ
2 ‖I1‖β−2δ . s
β−γ
2 −η
∫ t
s
(t− r)− β−2δ−α2 dr
. T
β−γ
2 −η(t− s)1− β−2δ−α2 ≤ (t− s)δT α−2η+2−γ2 .
For I2, from (2.4) we immediately have
s
β−γ
2 ‖I2‖β−2δ . (t− s)δs
β−γ
2 ‖Us‖β . (t− s)δT
α−2η+2−γ
2 .
The estimate of U  is obtained by the same arguments because the operator P t
is uniformly bounded over . For the difference U  − U , since U  = ϕ(D)U from
Lemma 2.5 we have
‖U  − U‖
L
β−γ
2
,β,δ
T
. κ‖U‖
L
β−γ
2
,β+κ,δ
T
= κ‖U‖
L
(β+κ)−(γ+κ)
2
,β+κ,δ
T
. κT
α−2η+2−γ−κ
2 sup
0<t≤T
tη‖ut‖α,
where we used (2.3) for β + κ < α+ 2 and γ + κ < α− 2η + 2. 
2.4. Bony’s paraproduct. For u, v ∈ D′, the product uv is ill-defined in general.
We formally introduce the paraproduct
u4 v = ∑
i≤j−2
∆iu∆jv,
and the resonant
u v = ∑
|i−j|≤1
∆iu∆jv.
Littlewood-Paley decomposition u =
∑
∆juj suggests Bony’s decomposition
uv = u4 v + u v + u5 v,
at formal level. The basic estimates are given as follows.
Proposition 2.10 (Theorem 2.82 and 2.85 of [1]). For every α 6= 0 and β ∈ R, we
have
‖u4 v‖(α∧0)+β .α,β ‖u‖α‖v‖β .
If α+ β > 0, then we have
‖u v‖α+β .α,β ‖u‖α‖v‖β .
2.5. Commutator estimates. We recall useful properties of commutators. For
an operator A on D′ and u, v ∈ D′, we write
[A, u4]v = A(u4 v)− u4Av.
Lemma 2.11 (Lemma 5.3.20 of [12]). Let ϕ ∈ S(R), α < 1 and β ∈ R. Then for
every  > 0 and δ ≥ −1 we have
‖[ϕ(D), u4]v‖α+β+δ . −δ‖u‖α‖v‖β .
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Corollary 2.12. Let α < 1 and β ∈ R. Then for every t > 0 and δ ≥ −1 we have
‖[Pt, u4]v‖α+β+δ . t− δ2 ‖u‖α‖v‖β .
Consider the operator P t = Ptϕ(D) with ϕ ∈ S(R) such that ϕ(0) = 1 and
ϕ′(0) = 0. Then for every κ ∈ [0, 1] we have
‖[P t , u4]v‖α+β+δ . t− δ2 ‖u‖α‖v‖β ,
‖[P t − Pt, u4]v‖α+β+δ . κt− δ+κ2 ‖u‖α‖v‖β .
proof. The first assertion is obvious from Lemma 2.11. Replacing Pt by P

t , since
[P t , u4]v = [Pt, ϕ(D)u4]v + [ϕ(D), u4]Ptv
from Lemma 2.4 we have
‖[P t , u4]v‖α+β+δ ≤ ‖[Pt, ϕ(D)u4]v‖α+β+δ + ‖[ϕ(D), u4]Ptv‖α+β+δ
. t− δ2 ‖ϕ(D)u‖α‖v‖β + ‖u‖α‖Ptv‖β+δ
. t− δ2 ‖u‖α‖v‖β .
For the difference P t − Pt, from Lemma 2.5 we have
‖[P t − Pt, u4]v‖α+β+δ
≤ ‖[Pt, (ϕ(D)− id)u4]v‖α+β+δ + ‖[ϕ(D), u4]Ptv‖α+β+δ
. t− δ+κ2 ‖(ϕ(D)− id)u‖α−κ‖v‖β + κ‖u‖α‖Ptv‖β+δ+κ
. κt− δ+κ2 ‖u‖α‖v‖β .

Proposition 2.13 (Lemma 2.4 of [4]). Let α ∈ (0, 1), β+γ < 0 and α+β+γ > 0.
For u, v, w ∈ D, set
R(u, v, w) = (u4 v) w − u(v  w).
Then R is uniquely extended to a continuous trilinear operator R : Cα×Cβ ×Cγ →
Cα+β+γ .
3. Paracontrolled KPZ equation
We recall the well-posedness theory for the KPZ equation based on the paracon-
trolled calculus as in [5]. Our method is slightly different from that in [5], indeed
we do not use a modified paraproduct, which commutes with the differential oper-
ator L = ∂t − 12∂2x. Our formulation is based on that in [11], which simplifies the
arguments that allow the connection of local solutions.
3.1. Definition of the solution. In what follows, we write CCα instead of CTCα
when we need not emphasize the final time T . If the regularity is written as α− or
α+, then it can be replaced by α − δ or α + δ for every δ > 0. Let L = ∂t − 12∂2x.
We give a pathwise meaning to the KPZ equation
Lh = 12 (∂xh)2 + ξ
with a deterministic term ξ, which has the same regularity as the space-time white
noise. Since h is expected to have a regularity 12
−
in spatial variable, we cannot
define (∂xh)
2 directly. Indeed, the product uv of u ∈ Cα and v ∈ Cβ is ill-defined
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unless α + β > 0, but now we have ∂xh ∈ CC(− 12 )− . This suggests that (∂xh)2
would diverge, so we introduce a renormalization of the form “(∂xh)
2 − ∞”. In
order to justify this renormalization, we replace ξ by a smeared noise ξ = ξ ∗ η
defined by a mollifier η = −1η(−1), where η ∈ S(R) is even and satisfies ∫ η = 1,
and solve the approximating equation
Lh = 12{(∂xh)2 − 2c, ∂xh − (c, + c, + 2c, )}+ ξ.
Here c,◦ (◦ = , , , ) are generally diverging constants defined in Section 5.
(We can choose c, = 0 because η is even.) The first step is to divide h into some
terms which converge as  ↓ 0. Let X, be the solution of LX, = ξ with initial
value X,0 ∈ C
1
2
−
. Setting h = X, + h1, we have
Lh1 = 12{(∂xX, + ∂xh1)2 − 2c, (∂xX, + ∂xh1)− (c, + c, + 2c, )}
= 12{(∂xX, )2 − c, }+ {∂xh1∂xX, − c, (∂xX, + ∂xh1)− c, }
+ 12{(∂xh1)2 − c, }.
Let X, be the solution of LX, = 12{(∂xX, )2 − c, } with initial value X,0 ∈
C1− . Setting h1 = X, + h2, we have
Lh2 = (∂xX, + ∂xh2)∂xX, − c, (∂xX, + ∂xX, + ∂xh2)− c,
+ 12{(∂xX, + ∂xh2)2 − c, }
= (∂xX
, ∂xX
, − c, ∂xX, ) + {∂xh2∂xX, − c, (∂xX, + ∂xh2)− c, }
+ 12{(∂xX, )2 − c, }+ ∂xh2∂xX, + 12 (∂xh2)2.
Let X, be the solution of LX, = ∂xX, ∂xX, − c, ∂xX, with initial value
X,0 ∈ C
3
2
−
. Setting h2 = X
, + h3, we have
Lh3 = (∂xX, + ∂xh3)∂xX, − c, (∂xX, + ∂xh2)− c,
+ 12{(∂xX, )2 − c, }+ ∂xh2∂xX, + 12 (∂xh2)2.
In Section 5, we will show the convergences
X, → X ∈ CC 12− , X, → X ∈ CC1− , X, → X ∈ CC 32− ,
(∂xX
, )2 − c, → X ∈ CC0− ,
∂xX
,  ∂xX, − c, ∂xX, − c, → X ∈ CC0− ,
for suitable choices of initial values and renormalization constants. However only
the term ∂xh

3∂xX
, is still ill-posed. Indeed ∂xh

3 and ∂xX
, are expected to
converge in CC 12− and CC(− 12 )− respectively, but 12
−
+ (− 12 )− < 0. To make sense
of this term, we divide h3 into f
 + g, which solve
Lf  = ∂xh2 4 ∂xX, ,
Lg = (∂xX,  ∂xX, − c, ∂xX, − c, ) + (∂xf   ∂xX, − c, ∂xh2)
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+ ∂xg
  ∂xX, + ∂xh2 5 ∂xX,
+ 12{(∂xX, )2 − c, }+ ∂xh2∂xX, + 12 (∂xh2)2.
From the regularities of the right hand sides, f  and g are expected to converge in
CC 32− and CC2− , respectively. Thus ∂xg ∂xX, is well-posed, but ∂xf  ∂xX,
is not. We show that the renormalization ∂xf
  ∂xX, − c, ∂xh2 converges in
CC0− by using the following structure of the solution and Proposition 2.13.
Lemma 3.1. Let 13 < β < α <
1
2 , −β < γ ≤ β and T > 0. Let (X ,X ) ∈
CTCα × CTCα+1 be a pair which satisfies
LX = ∂xX .
For u ∈ Eβ−γT Cβ ∩ E
β−γ
2
T C
β+γ
2 ∩ Eβ−γ, 14T Cβ−
1
2 and f0 ∈ Cγ+1, let f be the solution of
Lf = u4 ∂xX , f(0, ·) = f0.(3.1)
Then we have ∂xf − u4 ∂xX ∈ C((0, T ], C1−β). Precisely, we have the estimates
‖C1(t)‖1−β .α,β,γ,T t−
1−β−γ
2 (‖f0‖γ+1 + ‖u‖
E
β−γ
2
T C
β+γ
2
‖X0‖α+1),
‖C2(t)‖1−β .α,β,γ,T t−(β−γ)‖u‖Eβ−γT Cβ∩Eβ−γ,
1
4
T Cβ−
1
2
(‖X ‖CT Cα + ‖X ‖CT Cα+1),
where
C1(t) = ∂x(Ptf0 − ut 4 PtX0 ), C2(t) = ∂xft − ut 4 ∂xXt − C1(t).
proof. If f solves (3.1), then we have
ft = Ptf0 +
∫ t
0
Pt−s(us 4 ∂xXs)ds
= Ptf0 + ut 4 ∫ t
0
Pt−s∂xXsds+R1(t) +R2(t),
where
R1(t) = −
∫ t
0
(ut − us)4 Pt−s∂xXsds, R2(t) = ∫ t
0
[Pt−s, us4]∂xXsds.
Since
∫ t
0
Pt−s∂xXsds = Xt − PtX0 , we have
ft − ut 4Xt = R1(t) +R2(t) +R3(t),
where R3(t) = Ptf0−ut4PtX0 . Since the paraproduct 4 satisfies the Leibniz rule
for the spatial derivative ∂x, we have
∂xft − ut 4 ∂xXt = 3∑
i=1
∂xRi(t) +R4(t),
where R4(t) = −∂xut 4Xt .
Next we consider the regularities of Ri for i = 1, 2, 3, 4. From the Ho¨lder conti-
nuity of u, we have
‖R1(t)‖2−β .
∫ t
0
‖ut − us‖β− 12 ‖Pt−s∂xXs‖ 52−2βds
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. ‖u‖
Eβ−γ,
1
4
T Cβ−
1
2
‖X ‖CT Cα
∫ t
0
s−(β−γ)(t− s) 14 (t− s)− 7/2−α−2β2 ds
. t
α+2β−1
2 −(β−γ) . t−(β−γ).
From Corollary 2.12, we have
‖R2(t)‖2−β .
∫ t
0
(t− s)− 3−α−2β2 ‖us‖β‖∂xXs‖α−1ds
. ‖u‖Eβ−γT Cβ‖X ‖CT Cα
∫ t
0
(t− s)− 3−α−2β2 s−(β−γ)ds
. t
α+2β−1
2 −(β−γ) . t−(β−γ).
As for R1 and R4, we easily have
‖R4(t)‖1−β . ‖R4(t)‖α+β . ‖∂xut‖β−1‖Xt ‖α+1
. ‖u‖Eβ−γT Cβ‖X ‖CT Cα+1t
−(β−γ)
and
‖R3(t)‖2−β . ‖Ptf0‖2−β + ‖ut‖ β+γ
2
‖PtX0‖2−β
. ‖f0‖γ+1t−
1−β−γ
2 + ‖u‖
E
β−γ
2
T C
β+γ
2
‖X0‖α+1t−
β−γ
2 t−
1−α−β
2
. t−
1−β−γ
2 .
Now the proof is completed if we set C1 = ∂xR3 and C2 = ∂x(R1 +R2) +R4. 
Since f  solves (3.1) with u = ∂xh

2, we have the representation
∂xf
 = ∂xh

2 4 ∂xX, + (C 12+).
Hence it is sufficient to consider (∂xh

2 4 ∂xX, ) ∂xX, . From Proposition 2.13,
we can decompose this term into
(∂xh

2 4 ∂xX, ) ∂xX, − c, ∂xh2
= ∂xh

2(∂xX
,  ∂xX, − c, ) +R(∂xh2, ∂xX, , ∂xX, ).
Therefore, by assuming
∂xX
,  ∂xX, − c, → X ∈ CC0− ,
we can define all the terms involved in the KPZ equation.
We summarize the above arguments. We fix the final time T > 0 and parameters
1
3 < β < α <
1
2 , −β < γ ≤ β.(3.2)
Definition 3.1. We call the set of distributions
X = (X ,X ,X ,X ,X ,X ,X )
∈ CCα × CC2α × Lα+1, 14 × CC2α−1 × CC2α−1 × CCα+1 × CC2α−1
which satisfies LX = ∂xX the driving term of the para-KPZ equation. We denote
by Xkpz the set of all driving terms. For every X ∈ Xkpz and T > 0, we define
|||X|||T := ‖X ‖CT Cα + ‖X ‖CT C2α + ‖X ‖Lα+1, 14T
+ ‖X ‖CT C2α−1
12 MASATO HOSHINO
+ ‖X ‖CT C2α−1 + ‖X ‖CT Cα+1 + ‖X ‖CT C2α−1 .
Definition 3.2. We define DT = L
β−γ
2 ,β+1,
1
4
T × L
β−γ,2β+1, 14
T and
‖(f, g)‖DT := ‖f‖L β−γ2 ,β+1, 14T
+ ‖g‖
Lβ−γ,2β+1,
1
4
T
.
We say (f, g) ∈ DT solves the para-KPZ equation if
Lf = u4 ∂xX ,
Lg = X + uX +R(u, ∂xX , ∂xX ) + (∂xf − u4 ∂xX ) ∂xX
+ ∂xg  ∂xX + u5 ∂xX +X + u∂xX + 12u2,
where u = ∂x(X + f + g).
3.2. Local well-posedness. For X ∈ Xkpz, we define the map
M(=MX) : DT 3 (f, g) 7→ (fˆ , gˆ) ∈ DT
by
fˆt = Ptf0 +
∫ t
0
Pt−sF (s, us)ds,
gˆt = Ptg0 +
∫ t
0
Pt−sG(s, us, fˆs, gs)ds,
where u = ∂x(X + f + g) and
F (s) = us 4 ∂xXs,
G(s) = Xs + usXs +R(us, ∂xXs , ∂xXs) + (∂xfˆs − us 4 ∂xXs )  ∂xXs
+ ∂xgs  ∂xXs + us 5 ∂xXs +Xs + us∂xXs + 12u2s.
Lemma 3.2. Let X ∈ Xkpz and (f, g) ∈ DT . For every t ≤ T , we have
‖M(f, g)‖Dt . ‖f0‖γ+1 + ‖g0‖2γ+1 + t
α−β
2 (1 + |||X|||3T )(1 + ‖(f, g)‖2Dt).(3.3)
Furthermore let X, X¯ ∈ Xkpz and (f, g), (f¯ , g¯) ∈ DT . For every t ≤ T , we have
(3.4) ‖MX(f, g)−MX¯(f¯ , g¯)‖Dt . ‖f0 − f¯0‖γ+1 + ‖g0 − g¯0‖2γ+1
+ t
α−β
2 (1 +M2)(|||X− X¯|||T + ‖(f, g)− (f¯ , g¯)‖Dt),
where we assume that
|||X|||T ∨ |||X¯|||T ∨ ‖(f, g)‖Dt ∨ ‖(f¯ , g¯)‖Dt ≤M
for some M > 0.
proof. By assumption, we have
‖ut‖β ≤ ‖Xt ‖α+1 + ‖ft‖β+1 + ‖gt‖2β+1 . t−(β−γ)(|||X|||T + ‖(f, g)‖Dt),
‖ut‖ β+γ
2
≤ ‖Xt ‖α+1 + ‖ft‖β+1 + ‖gt‖β+γ+1 . t−
β−γ
2 (|||X|||T + ‖(f, g)‖Dt)
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and ‖u‖
Eβ−γ,
1
4
t Cβ−
1
2
. |||X|||T + ‖(f, g)‖Dt , so that u satisfies the assumption of
Lemma 3.1. We easily have
‖F (s)‖α−1 . ‖us‖ β+γ
2
‖∂xXs‖α−1 . s−
β−γ
2 (1 + |||X|||2T )(1 + ‖(f, g)‖Ds).
We decompose G into G =
∑4
i=1Gi as follows.
G1(s) = Xs + usXs +R(us, ∂xXs , ∂xXs) + ∂xgs  ∂xXs + us 5 ∂xXs
+Xs + us∂xXs +
1
2 (∂xXs )
2 + (∂xfs + ∂xgs)∂xXs ,
G2(s) = ∂x(Psf0 − us 4 PsX0 )  ∂xXs,
G3(s) = {∂xfs − us 4 ∂xXs − ∂x(Psf0 − us 4 PsX0 )} ∂xXs,
G4(s) =
1
2 (∂xfs + ∂xgs)
2.
For G1, we easily have
‖G1(s)‖α+β−1 . s−(β−γ)(1 + |||X|||3T )(1 + ‖(f, g)‖Ds).
The estimates
‖G2(s)‖α−β . s−
1−β−γ
2 (1 + |||X|||2T )(1 + ‖(f, g)‖Ds),
‖G3(s)‖α−β . s−(β−γ)(1 + |||X|||2T )(1 + ‖(f, g)‖Ds)
are obtained by Lemma 3.1. For G4, since
‖∂xfs‖β + ‖∂xgs‖β+γ . s−
β−γ
2 ‖(f, g)‖Ds ,
the estimate ‖G4(s)‖L∞ . s−(β−γ)‖(f, g)‖2Ds follows. Now (3.3) is obtained from
Propositions 2.8 and 2.9, indeed
‖fˆ‖
L
β−γ
2
,β+1, 1
4
t
. ‖f0‖γ+1 + t
α−β
2 sup
0<s≤t
s
β−γ
2 ‖F (s)‖α−1,
‖gˆ‖
Lβ−γ,2β+1,
1
4
t
. ‖g0‖2γ+1 + t
α−β
2 sup
0<s≤t
sβ−γ‖G1(s) +G3(s) +G4(s)‖α+β−1
+ t
α−γ
2 sup
0<s≤t
s
1−β−γ
2 ‖G2(s)‖α−β .
(3.4) follows from the similar arguments because of the multilinearity of F and
G with respect to (f, g,X). 
Theorem 3.3. There exist constants C1, C2 > 0 which depend only on α, β, γ, T
such that, for every (f0, g0) ∈ Cγ+1 × C2γ+1 and X ∈ Xkpz, there exists a unique
solution (f, g) ∈ DT∗ of the para-KPZ equation on [0, T∗], where
T∗ = C2(1 + ‖f0‖γ+1 + ‖g0‖2γ+1 + |||X|||3T )−
2
α−β ∧ T,
and this solution satisfies
‖(f, g)‖DT∗ ≤ C1(1 + ‖f0‖γ+1 + ‖g0‖2γ+1 + |||X|||3T ).
Furthermore, let (f 0 , g

0) ∈ Cγ+1 × C2γ+1 and X ∈ Xkpz be sequences such that
lim
↓0
‖f 0 − f0‖γ+1 = lim
↓0
‖g0 − g0‖2γ+1 = lim
↓0
|||X − X|||T = 0,
and (f , g) ∈ DT ∗ be the corresponding solution. Then we have
lim
↓0
‖(f , g)− (f, g)‖DT∗∧T∗ = 0.
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proof. First we show the existence of the solution. For t ∈ (0, T ] and M > 0, we
set
Bt,M = {(f, g) ∈ Dt ; ‖(f, g)‖Dt ≤M, (f(0), g(0)) = (f0, g0)}.
From (3.3) in Lemma 3.2, there exists C > 0 such that for every (f, g) ∈ Bt,M we
have
‖M(f, g)‖Dt ≤ C(‖f0‖γ+1 + ‖g0‖2γ+1 + t
α−β
2 (1 + |||X|||3T )(1 +M2)).
If we choose M = 2C(1 + ‖f0‖γ+1 + ‖g0‖2γ+1 + |||X|||3T ), we have
‖M(f, g)‖Dt ≤ 12M{1 + t
α−β
2 (1 +M2)}.
This shows that M maps Bt,M into itself if tα−β2 ≤ (1 + M2)−1. From (3.4) in
Lemma 3.2, there exists C¯ ≥ 1 such that for every (f, g), (f¯ , g¯) ∈ Bt,M we have
‖M(f, g)−M(f¯ , g¯)‖Dt ≤ C¯t
α−β
2 (1 +M2)‖(f, g)− (f¯ , g¯)‖Dt .
If t
α−β
2 ≤ {2C¯(1+M2)}−1, thenM is a contraction on Bt,M . Therefore there exists
a unique fixed point (f, g) ∈ BT∗,M of M, where T∗ = {2C¯(1 + M2)}−
2
α−β ∧ T .
This (f, g) is the solution of the para-KPZ equation.
Next we show the uniqueness of the solution on [0, T∗]. Let (f, g), (f¯ , g¯) ∈ DT∗
be the solutions with common initial value. Let
L = ‖(f, g)‖DT∗ ∨ ‖(f¯ , g¯)‖DT∗ .
From (3.4), we can choose TL(≤ T∗) depending on L such that M is a contraction
on BTL,L. This means that (f, g) ≡ (f¯ , g¯) on [0, TL]. Let σTL be the shift operator
defined by σTL(f, g)(·) := (f, g)(TL+ ·). We can iterate this argument for σTL(f, g)
and σTL(f¯ , g¯), which are solutions with common initial value (f, g)(TL), and obtain
that (f, g) ≡ (f¯ , g¯) on [TL, 2TL ∧ T ]. Here note that σTL(f, g) and σTL(f¯ , g¯) satisfy
L ≥ ‖σTL(f, g)‖DT∗−TL ∨ ‖σTL(f¯ , g¯)‖DT∗−TL ,
since for example
‖f(TL + ·)‖
E
β−γ
2
T∗−TLCβ+1
= sup
TL<t≤T∗
(t− TL)
β−γ
2 ‖f(t)‖Cβ+1
≤ sup
TL<t≤T∗
t
β−γ
2 ‖f(t)‖Cβ+1 ≤ ‖f‖E β−γ2T∗ Cβ+1
.
By iterating this argument on [kTL, (k + 1)TL ∧ T ] for k = 1, 2, . . . , we can obtain
(f, g) ≡ (f¯ , g¯) on [0, T ].
We can also show the stability of the solution with respect to initial values or
driving terms by similar arguments. 
Remark 3.4. Theorem 3.3 interpolates Theorems 4.2 and 6.13 in [5]. If γ = β,
it yields the local well-posedness of the solution in the space L 32−, 14 × L2−, 14 . If
γ is close to −β, it shows that the regularities of initial values are weakened by
(f0, g0) ∈ C 12+ × C0+ .
We can obtain the unique local solution (f¯ , g¯) on [T∗, T∗∗] starting at (f, g)(T∗) ∈
Cβ+1 × C2β+1. By gluing local solutions, we obtain the maximal solution (f, g) ∈
supT<Tsur DT until the survival time
Tsur = sup{t > 0 ; There exists a solution (f, g) ∈ Dt starting at (f0, g0)}.
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The uniqueness of the solution on [0, Tsur) is obtained by similar argument to that
in Theorem 3.3. The lower semi-continuity of (f0, g0,X) 7→ Tsur ∈ (0,∞] follows
from the continuity of (f0, g0,X) 7→ T∗. In fact, we obtain the following result.
Lemma 3.5. Let γ ∈ (−β, α−12 ]. For a solution (f, g) ∈ Dt of the para-KPZ
equation driven by X ∈ Xkpz, set
h = X +X +X + f + g.
If Tsur <∞, then we have
lim
t↑Tsur
‖h‖CtC2γ+1 =∞.
Remark 3.6. The condition γ ≤ α−12 is not essential. It only guarantees h ∈
CC2γ+1 instead of Cα or Cγ+1.
proof. We assume supt<Tsur ‖h‖CtC2γ+1 < ∞. Then since supt<Tsur ‖∂x(X + f +
g)‖CtC2γ < ∞, we have ‖f‖CtC2γ+β+1 < ∞ from the proof of (3.3). Hence we also
have supt<Tsur ‖g‖CtC2γ+1 <∞. Therefore for sufficiently small δ > 0, there exists a
solution on [Tsur− δ, Tsur + δ] starting at (f, g)(Tsur− δ), which implies the survival
time can be extended at least until Tsur + δ. This is a contradiction. 
The fact that Tsur =∞ is shown by Gubinelli and Perkowski in Corollaries 4.10
and 7.4 of [5]. Their formulation is different but almost equivalent to ours.
Theorem 3.7. For every (f0, g0) ∈ Cγ+1 × C2γ+1 and X ∈ Xkpz, there exists a
unique solution of the para-KPZ equation on [0,∞). For every T <∞, the solution
map ST : (f0, g0,X) 7→ (f, g)|[0,T ] ∈ DT is continuous.
We denote by S(f0, g0,X) the unique solution on [0,∞).
3.3. Renormalized equation. We consider the approximating equation with a
smeared noise W˙  = W˙ ∗η = ϕ(D)W˙ , where ϕ ∈ C∞0 (R) is an even function such
that ϕ(0) = 1 and ϕ = Fη. We define the processes X, , X, , X, and X, by
LX, = W˙ ,
LX, = 12{(∂xX, )2 − c, },
LX, = ∂xX, ∂xX, − c, ∂xX, ,
LX, = ∂xX,
(3.5)
with suitable initial values (X,0 , X
,
0 , X
,
0 , X
,
0 ) ∈ Cα × C2α × Cα+1 × Cα+1 and
constants c, and c, . Furthermore we define
X, = 12{(∂xX, )2 − c, },
X, = ∂xX
,  ∂xX, − c, ∂xX, − c, ,
X, = ∂xX
,  ∂xX, − c,
(3.6)
with suitable constants c, and c, . Now we set
X = (X, , X, , X, , X, , X, , X, , X, ).
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By tracing the argument in Section 3.1, we have the following result.
Proposition 3.8. Let (f 0 , g

0) ∈ Cγ+1 × C2γ+1 and (f , g) = S(f 0 , g0,X). Then
h = X, +X, +X, + f  + g solves the equation
∂th
 = 12∂
2
xh
 + 12{(∂xh)2 − 2c, ∂xh − (c, + c, + 2c, )}+ W˙ (3.7)
with the initial value h0 = X
,
0 +X
,
0 +X
,
0 + f

0 + g

0.
4. Funaki-Quastel approximating equation
4.1. Solution map for the approximating equation. We consider the equation
Lh˜ = 12{(∂xh˜)2 − 2c˜, ∂xh˜ − (c˜, + c˜, + 2c˜, )} ∗ η2 + ξ.
Although there is the operator ∗η2 in the nonlinear term, we can perform similar
arguments to those in Section 3. In the end, we get the decomposition h˜ =
X˜, + X˜, + X˜, + f˜  + g˜ and the system
Lf˜  = F (s, u˜) ∗ η2,
Lg˜ = G(s, u˜, f˜ s , g˜s) ∗ η2 (u˜ = ∂x(X˜, + f˜  + g˜)).
(4.1)
Here X˜, , X˜, and X˜, are defined by the same ways as before with the convo-
lution with η2 (see (4.6)). This formulation yields the fixed point problem of the
map
M : DT 3 (f, g) 7→ (fˆ , gˆ) ∈ DT ,
defined by
fˆt = Ptf˜

0 +
∫ t
0
P t−sF (s, us)ds,
gˆt = Ptg˜

0 +
∫ t
0
P t−sG(s, us, fˆs, gs)ds (u = ∂x(X˜
, + f + g)),
where P t = ϕ
2(D)Pt (ϕ = Fη). The only difference to Section 3.2 is that Pt−s is
replaced by P t−s. The aim of this section is to show the existence and uniqueness of
the solution of (4.1) and its convergence to the solution of the para-KPZ equation
as  ↓ 0.
For each fixed , Lemma 3.2 and Theorem 3.3 hold without any significant
changes because P t is uniformly bounded over  from Corollary 2.6. The only
nontrivial replacement is the following approximating version of Lemma 3.1. We
fix the final time T > 0, and parameters α, β, γ as in (3.2).
Lemma 4.1. Let (X˜, , X˜, ) ∈ CTCα × CTCα+1 be a pair which satisfies
LX˜, = ∂xX˜, ∗ η2.
For u˜ ∈ Eβ−γT Cβ ∩ E
β−γ
2
T C
β+γ
2 ∩ Eβ−γ, 14T Cβ−
1
2 and f˜ 0 ∈ Cγ+1, let f˜  be the solution
of
Lf˜  = (u˜ 4 ∂xX˜, ) ∗ η2, f˜ (0, ·) = f˜ 0 .
Then we have the following estimates.
‖C1(t)‖1−β . t−
1−β−γ
2 (‖f˜ 0‖γ+1 + ‖u˜‖E β−γ2T C β+γ2
‖X˜,0 ‖α+1),
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‖C2(t)‖1−β . t−(β−γ)‖u˜‖Eβ−γT Cβ∩Eβ−γ,
1
4
T Cβ−
1
2
(‖X˜, ‖CT Cα + ‖X˜, ‖CT Cα+1),
where
C1(t) = ∂x(Ptf˜

0 − u˜t 4 PtX˜,0 ), C2(t) = ∂xf˜ t − u˜t 4 ∂xX˜,t − C1(t).
Furthermore, in the setting of Lemma 3.1, we can compare Ci and C

i (i = 1, 2) by
‖C1(t)− C1(t)‖1−β . t−
1−β−γ
2 (1 +M)(‖f˜ 0 − f0‖γ+1
+ ‖u˜ − u‖
E
β−γ
2
T C
β+γ
2
+ ‖X˜,0 −X0‖α+1)
and
‖C2(t)− C2(t)‖1−β . t−(β−γ)(1 +M2)(κ + ‖u˜ − u‖Eβ−γT Cβ∩Eβ−γ,
1
4
T Cβ−
1
2
+ ‖X˜, −X ‖CT Cα + ‖X˜, −X ‖CT Cα+1)
for sufficiently small κ > 0, where we assume that the corresponding norms of all
of X˜, , X˜, , f˜ 0 , u˜
, X ,X , f0, u are bounded by M > 0.
proof. Similarly to the proof of Lemma 3.1, we have
f˜ t = Ptf˜

0 +
∫ t
0
Pt−s{(u˜s 4 ∂xX˜,s ) ∗ η2}ds
= Ptf˜

0 + u˜

t 4 ∫ t
0
Pt−s∂xX˜,s ∗ η2ds+R1(t) +R2(t)
= u˜t 4 X˜,t + (Ptf˜ 0 − u˜t 4 PtX˜,0 ) +R1(t) +R2(t),
where
R1(t) = −
∫ t
0
(u˜t − u˜s)4 P t−s∂xX˜,s ds, R2(t) = ∫ t
0
[P t−s, u˜

s4]∂xX˜,s ds.
So it suffices to show that
‖R1(t)‖2−β . t−(β−γ)‖u˜‖Eβ−γ, 14T Cβ− 12
‖X˜, ‖CT Cα ,(4.2)
‖R2(t)‖2−β . t−(β−γ)‖u˜‖Eβ−γT Cβ‖X˜
, ‖CT Cα ,(4.3)
‖R1(t)−R1(t)‖2−β . t−(β−γ)(1 +M2)(4.4)
× (κ + ‖u˜ − u‖
Eβ−γ,
1
4
T Cβ−
1
2
+ ‖X˜, −X ‖CT Cα),
‖R2(t)−R2(t)‖2−β . t−(β−γ)(1 +M2)(4.5)
× (κ + ‖u˜ − u‖Eβ−γT Cβ + ‖X˜
, −X ‖CT Cα).
(4.2) and (4.3) are easily obtained from Corollaries 2.6 and 2.12. (4.4) and (4.5)
are obtained from the estimate of P t − Pt. For example,∥∥∥∥∫ t
0
[P t−s − Pt−s, us4]∂xXsds∥∥∥∥
2−β
.
∫ t
0
κ(t− s)− 3−α−2β+κ2 ‖us‖β‖∂xXs‖α−1ds
. κ
∫ t
0
(t− s)− 3−α−2β+κ2 s−(β−γ)M2ds
. κt
α+2β−1−κ
2 −(β−γ)M2 . κt−(β−γ)M2.
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
We define the driving term and the solutions similarly to Section 3.
Definition 4.1. We call the set of distributions
X˜ = (X˜, , X˜, , X˜, , X˜, , X˜, , X˜, , X˜, )
∈ CCα × CC2α × Lα+1, 14 × CC2α−1 × CC2α−1 × CCα+1 × CC2α−1
which satisfies LX˜, = ∂xX˜, ∗ η2 the driving term of the -approximating para-
KPZ equation. We denote by X kpz the set of all driving terms. We define the norm
|||X˜|||T as in Definition 3.1.
Recall that the space DT is defined in Definition 3.2.
Definition 4.2. We say (f˜ , g˜) ∈ DT solves the -approximating para-KPZ equa-
tion if
Lf˜  = (u˜ 4 ∂xX˜, ) ∗ η2,
Lg˜ = {X˜, + u˜X˜, +R(u˜, ∂xX˜, , ∂xX˜, ) + (∂xf˜  − u˜ 4 ∂xX˜, )  ∂xX˜,
+ ∂xg˜
  ∂xX˜, + u˜ 5 ∂xX˜, + X˜, + u˜∂xX˜, + 12 (u˜)2} ∗ η2,
where u˜ = ∂x(X˜
, + f˜  + g˜).
For each fixed , we obtain the local well-posedness of the -approximating equa-
tion similarly to Theorem 3.3. However, we cannot use the same discussion as in
[5] for the global well-posedness.
Theorem 4.2. For every (f˜ 0 , g˜

0) ∈ Cγ+1 × C2γ+1 and X˜ ∈ X kpz, there exists a
unique survival time T sur ∈ (0,∞] such that there exists a unique solution (f˜ , g˜) of
the -approximating para-KPZ equation on [0, T ] for every T < T sur. If T

sur < ∞,
we have
lim
t↑T sur
‖h˜t‖α∧(γ+1)∧(2γ+1) =∞,
where h˜ = X˜, +X˜, +X˜, + f˜ + g˜. Furthermore, the map T sur : (f˜

0 , g˜

0, X˜) 7→
(0,∞] is lower semi-continuous, and the solution map ST : (f˜ 0 , g˜0, X˜) 7→ (f˜ , g˜)|[0,T ]
is continuous on the set {T sur(f˜ 0 , g˜0, X˜) > T}.
We denote by S(f˜ 0 , g˜

0, X˜) the unique solution on [0, T sur).
4.2. Convergence to the para-KPZ equation. We show that the solution of
the -approximating equation converges to that of the para-KPZ equation as  ↓ 0.
Since the map M (or M) is multilinear not only for (f, g,X) but also for P (or
P ), we can show the following lemma similarly to Lemma 3.2, by using Proposition
2.9 for occurrences of the difference P  − P .
Lemma 4.3. Let X ∈ Xkpz, X˜ ∈ X kpz and (f, g), (f˜ , g˜) ∈ DT . Then the estimate
(3.3) holds for M uniformly over . Furthermore, for every t ≤ T and sufficiently
small κ > 0, we have
‖M(f, g)−M(f˜ , g˜)‖Dt . ‖f0 − f˜ 0‖γ+1 + ‖g0 − g˜0‖2γ+1
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+ t
α−β
2 (1 +M2)(κ + |||X− X˜|||T + ‖(f, g)− (f˜ , g˜)‖Dt),
where we assume that
|||X|||T ∨ |||X˜|||T ∨ ‖(f, g)‖DT ∨ ‖(f˜ , g˜)‖DT ≤M
for some M > 0.
The first assertion of the above Lemma shows that Theorem 3.3 holds for -
approximating equation with the same constants C1, C2 > 0, in particular the
solution (f˜ , g˜) exists up to the time T ∗ . The second assertion shows that T

∗ → T∗
and (f˜ , g˜) → (f, g) as  ↓ 0, where (f, g) ∈ DT∗ is the local solution of the para-
KPZ equation given in Theorem 3.3. By gluing the local solutions, we obtain the
lower semi-continuity of T sur as  ↓ 0. Since Tsur = ∞ for the KPZ equation,
therefore we have lim↓0 T sur =∞.
Theorem 4.4. For every (f0, g0), (f˜

0 , g˜

0) ∈ Cγ+1×C2γ+1, X ∈ Xkpz and X˜ ∈ X kpz
such that
lim
↓0
‖f˜ 0 − f0‖γ+1 = lim
↓0
‖g˜0 − g0‖2γ+1 = lim
↓0
|||X˜ − X|||T = 0,
we have lim↓0 T sur =∞ and
lim
↓0
1{T sur>T}‖S(f˜ 0 , g˜0, X˜)− S(f0, g0,X)‖DT = 0
for every T > 0.
4.3. Renormalized equation. Similarly to those in Subsection 3.3, we define the
processes X˜, , X˜, , X˜, and X˜, by
LX˜, = W˙ ,
LX˜, = 12{(∂xX˜, )2 − c˜, } ∗ η2,
LX˜, = (∂xX˜, ∂xX˜, − c˜, ∂xX˜, ) ∗ η2,
LX˜, = ∂xX˜, ∗ η2
(4.6)
with suitable initial values (X˜,0 , X˜
,
0 , X˜
,
0 , X˜
,
0 ) ∈ Cα × C2α × Cα+1 × Cα+1 and
constants c˜, and c˜, . Furthermore we define
X˜, = 12{(∂xX˜, )2 − c˜, },
X˜, = ∂xX˜
,  ∂xX˜, − c˜, ∂xX˜, − c˜, ,
X˜, = ∂xX˜
,  ∂xX˜, − c˜,
(4.7)
with suitable constants c˜, and c˜, . Now we set
X˜ = (X˜, , X˜, , X˜, , X˜, , X˜, , X˜, , X˜, ).
The following renormalized equation is derived by similar computations to those in
Section 3.
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Proposition 4.5. Let (f˜ 0 , g˜

0) ∈ Cγ+1 × C2γ+1 and (f˜ , g˜) = S(f˜ 0 , g˜0, X˜). Then
h˜ = X˜, + X˜, + X˜, + f˜  + g˜ solves the equation
∂th˜
 = 12∂
2
xh˜
 + 12{(∂xh˜)2 − 2c˜, ∂xh˜ − (c˜, + c˜, + 2c˜, )} ∗ η2 + W˙ (4.8)
with the initial value h˜0 = X˜
,
0 + X˜
,
0 + X˜
,
0 + f˜

0 + g˜

0.
5. Driving terms
In this section, we show the convergences of stochastic driving terms X and
X˜. Our method is based on Section 9 of [5], so we apply the Fourier transform
in the time variable. This section is organized as follows. In Section 5.1, we give
the precise definitions of the stochastic driving terms and the proof of Proposition
1.3. In Sections 5.2-5.4, we prepare some notations and useful results to compute
the regularities of the driving terms efficiently. We will determine their regularities
in Sections 5.5-5.12. In Section 5.13, we calculate the values of renormalization
constants.
5.1. Definition of driving terms. We give precise definitions of the driving terms
X and X˜ defined in Sections 3.3 and 4.3 without specifying initial values and
renormalization constants. In order to consider stationary processes, we extend the
domain of the space-time white noise W˙ into R × T3. We fix an even function
ϕ ∈ C∞0 (R) such that ϕ(0) = 1 and set P t = Ptϕ2(D).
Let Π0 be the orthogonal projection onto constant functions in L
2, and Π⊥0 =
id−Π0. For the terms (3.5) and (4.6), we consider stationary solutions for the
components on Π⊥0 L
2, and solutions starting at zero for the components on Π0L
2.
Let X,◦ = Y ,◦+Z,◦ and X˜,◦ = Y˜ ,◦+Z˜,◦ be decompositions onto Π⊥0 L
2⊕Π0L2
for ◦ = , , , . For Y ◦, we define the processes on the whole line t ∈ (−∞,∞).
Let
Y ,t =
∫ t
−∞
Pt−sΠ⊥0 W˙

sds,
Y ,t =
∫ t
−∞
Pt−s∂xY ,s ds,
Y ,t =
1
2
∫ t
−∞
Pt−sΠ⊥0 (∂xY
,
s )
2ds,
Y ,t =
∫ t
−∞
Pt−sΠ⊥0 (∂xY
,
s ∂xY
,
s − c, ∂xY ,s )ds
and
Y˜ ,t = Y
,
t ,
Y˜ ,t =
∫ t
−∞
P t−s∂xY
,
s ds,
Y˜ ,t =
1
2
∫ t
−∞
P t−sΠ
⊥
0 (∂xY
,
s )
2ds,
Y˜ ,t =
∫ t
−∞
P t−sΠ
⊥
0 (∂xY˜
,
s ∂xY
,
s − c˜, ∂xY ,s )ds,
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where
c, = E(∂xY ,  ∂xY , ), c˜, = E(∂xY˜ ,  ∂xY , ),
which turn out to be independent of (t, x) (equal to 0) in Section 5.8. For Z◦, we
define the processes on the half line t ∈ [0,∞). Let
Z,t =
∫ t
0
Π0W˙sds, Z˜
,
t = Z
,
t ,
Z,t = 0, Z˜
,
t = 0,
Z,t =
1
2
∫ t
0
Π0{(∂xY ,s )2 − c, }ds, Z˜,t = Z,t ,
Z,t =
∫ t
0
Π0(∂xY
,
s ∂xY
,
s )ds, Z˜
,
t =
∫ t
0
Π0(∂xY˜
,
s ∂xY
,
s )ds,
where
c, =
∫
R
ϕ(x)2dx = −1
∫
R
ϕ(x)2dx.
For the terms (3.6) and (4.7), we define them by setting
c, = E(∂xY , )2, c˜, = E(∂xY˜ , )2,
c, = E(∂xY ,  ∂xY , ), c˜, = E(∂xY˜ ,  ∂xY , ),
which turn out to be independent of (t, x) in Section 5.13.
The aim of this section is to show the following theorem.
Theorem 5.1. For every α ∈ ( 13 , 12 ), there exists an Xkpz-valued random variable
X such that, for every p > 1 and T > 0 we have
E|||X|||2pT <∞, lim
↓0
E|||X− X|||2pT = lim
↓0
E|||X− X˜|||2pT = 0.
The constants c,◦ and c˜,◦ (◦ = , , ) are independent of (t, x). Furthermore
we have c, = c˜, = 0 and
c, + 2c, = − 112 +O(), c˜, + 2c˜, = 0.
Now we can show the main theorem of this paper.
proof of Proposition 1.3. Since X, X˜ → X in probability, for every subse-
quence n ↓ 0, there exists a subsequence nk ↓ 0 such that Xnk , X˜nk → X almost
surely. Let (f , g) = S(f 0 , g

0,X) and (f˜ , g˜) = S(f˜ 0 , g˜0, X˜) be the correspond-
ing solutions with initial values f 0 = f˜

0 = 0 and
g0 = h0 −X,0 −X,0 −X,0 , g˜0 = h0 − X˜,0 − X˜,0 − X˜,0 .
From Theorems 3.7 and 4.4, (f nk , gnk ) and (f˜ nk , g˜nk ) converge to the same
(f, g) ∈ DT almost surely for every T <∞. Precisely, the latter convergence means
that T
nk
sur →∞ and
1{T<T nksur }‖(f˜
nk , g˜nk )− (f, g)‖DT → 0 (nk ↓ 0)
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almost surely. From Propositions 3.8 and 4.5, hnk and h˜nk converge to h almost
surely in the space Eβ−γT Cα, where h and h˜ are the solutions of the renormalized
equations
∂th
 = 12∂
2
xh
 + 12{(∂xh)2 − c}+ W˙ ,
∂th˜
 = 12∂
2
xh˜
 + 12{(∂xh˜)2 − c˜} ∗ η2 + W˙ ,
respectively, with initial value h0 and
c = c, − 112 +O(), c˜ = c, .
Since c, = ‖ϕ(·)‖2L2 = ‖η‖2L2 , the first equation has an extra term− 112 compared
with (1.4). This implies h(t) = hCH(t)+
1
24 t. Furthermore, these convergences yields
that h and h˜ converge to h in probability as  ↓ 0. For the latter one, this means
that T sur →∞ and
1{T<T sur}‖h˜ − h‖Eβ−γT Cα → 0 ( ↓ 0)
in probability. 
5.2. Wiener chaos expansions. For the control of driving terms, multiple Wiener-
Itoˆ integral representations are useful. The Fourier transform FW˙ (t, ·)(k) of W˙ (t, ·)
is a complex-valued centered Gaussian white noise such that
FW˙ (t, ·)(k) = FW˙ (t, ·)(−k)
and
E[FW˙ (t, ·)(k)FW˙ (s, ·)(l)] = 1k+l=0δ(t− s).(5.1)
Let M = R×Z. We denote by dm the product measure on M of Lebesgue measure
and counting measure. We define the Wiener integral of f ∈ L2(M) by
I(f) :=:
∫
M
f(m)dŴ (m) :=
∑
k∈Z
∫
R
f(t, k)FW˙ (t, ·)(k)dt.
Since (5.1) implies the formulas
E[I(f)I(g)] =
∑
k∈Z
∫
R
f(s, k)g(s,−k)ds =
∫
M
f(m1)g(m−1)dm1,
E[I(f)I(g)] =
∑
k∈Z
∫
R
f(s, k)g(s, k)ds =
∫
M
f(m1)g(m1)dm1,
we can apply Wiener-Itoˆ chaos expansion on the Hilbert space H = L2(M), as in
[8]. In the last equality, we simplify the notation involving the integration on M .
Precisely, we use symbols as follows.
Notation 5.1. Let I be the set of symbols [i1 . . . in] with n ∈ N and i1, . . . , in ∈ Z.
We write i = [i] and −[i1 . . . in] = [(−i1) . . . (−in)]. Typical element of M is written
by mi = (si, ki) or µi = (σi, ki) with i ∈ I. For every i ∈ I, we define
m−i = (si,−ki), µ−i = (−σi,−ki).
For every i1, . . . , in ∈ Z, we postulate that
◦[i1...in] = ◦i1 + · · ·+ ◦in (◦ = µ, σ, k).
PARACONTROLLED CALCULUS AND FUNAKI-QUASTEL APPROXIMATION FOR THE KPZ EQUATION 23
For every i1, . . . , in ∈ Z, we define
◦i1...in = (◦i1 , . . . , ◦in), d◦i1...in = d ◦i1 . . . d ◦in (◦ = s, σ,m, µ).
It is useful to define the length |µ|∗ of µ ∈ M with parabolic scaling: the
heat kernel p(t, x) of the parabolic operator ∂t − 12∂2x has the scaling property
p(λ−2t, λ−1x) = λp(t, x), and this property is inherited by its space-time Fourier
transform Q(σ, k). In order to avoid the singularity at k = 0, we add the bottom
up constant 1.
Notation 5.2. For µ = (σ, k) ∈M , we define
|k|∗ = |k|+ 1, |µ|∗ = |σ| 12 + |k|∗.
We return to the chaos decomposition. H = L2(M) is regarded as a closed
subspace of L2(Ω,P) by the isometry I. Then L2(Ω,P) is decomposed into the
direct sum ⊕n=0H⊗sn of n-th symmetric tensor products H⊗sn (Theorems 2.6 and
4.1 of [8]), which is the space H⊗n quotiented by the equivalence relation
f1 ⊗ · · · ⊗ fn ∼ fσ(1) ⊗ · · · ⊗ fσ(n)
for every permutations σ of {1, . . . , n}. Denote by f1⊗s · · · ⊗s fn its representative
element. The space H⊗sn is called the n-th homogeneous Wiener chaos, and the
direct sum ⊕nm=0H⊗sm is called the n-th inhomogeneous Wiener chaos.
We define the multiple Wiener-Itoˆ integral. For f ∈ L2(Mm) and g ∈ L2(Mn),
we define the direct product f ⊗ g ∈ L2(Mm+n) by
(f ⊗ g)(m1...(m+n)) = f(m1...m)g(m(m+1)...(m+n)).
Let L2sym(M
n) be the subspace of symmetric functions in L2(Mn). There exists a
natural isometry (except the factor n!) Iˆn : L
2
sym(M
n)→ H⊗sn such that
Iˆn :
1
n!
∑
σ∈Sn
fσ(1) ⊗ · · · ⊗ fσ(n) 7→ f1 ⊗s · · · ⊗s fn, f1, . . . , fn ∈ H,
where Sn is the n-th symmetric group. This map yields the bounded linear map
In : L
2(Mn)→ H⊗sn such that
E|In(f)|2 ≤ n!
∫
Mn
|f(m1...n)|2dm1...n, f ∈ L2(Mn),
where the equality holds if f ∈ L2sym(Mn). For f ∈ L2(Mn), we write
In(f) =
∫
Mn
f(m1...n)dŴ (m1...n).
We recall the product formula. Let S(m,n) be the set of graphs consisting of
disjoint edges (i, j) ∈ {1, . . . ,m}×{m+ 1, . . . ,m+n}. For γ ∈ S(m,n), we denote
by |γ| the number of pairs contained in γ. For γ = {(ik, jk)}rk=1 ∈ S(m,n) and
h ∈ L2(Mm+n), we define the contraction Cγ(h) ∈ L2(Mm+n−2r) by
Cγ(h)(m1...(m+n)\i1...irj1...jr ) =
∫
Mr
h(m1...(m+n))|j1=−i1,...,jr=−irdmi1...ir .
Here 1 . . . (m + n) \ i1 . . . irj1 . . . jr denotes the sequence of integers obtained by
erasing i1, . . . , ir, j1, . . . , jr from 1, . . . ,m+ n.
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Proposition 5.2 (Theorem 7.33 of [8]). For f ∈ L2(Mm) and g ∈ L2(Mn), we
have
Im(f)In(g) =
∑
γ∈S(m,n)
Im+n−2|γ|(Cγ(f ⊗ g)).
5.3. Besov regularities of driving terms. We show some estimates to obtain
the regularities of random fields. Recall that {ρj}j≥−1 is the dyadic partition of
unity defined in Section 2.2.
Lemma 5.3. Fix n ∈ N. Let {{∆ju(x)}x∈T}j≥−1 be a set of random fields which
take value in the inhomogeneous n-th Wiener chaos and such that F(∆ju) is sup-
ported in supp(ρj). Let α ∈ R and p > 1. If
Cα,p :=
∑
j≥−1
2(2αp+1)j
(
sup
x∈T
E|∆ju(x)|2
)p
<∞,
then u =
∑
j ∆ju converges in the space Cα in L2p(P) and we have the estimate
E‖u‖2pα . Cα,p.
proof. By Lemma 2.69 of [1], we have
E‖u‖2p
Bα+
1
2p
2p,2p
.
∑
j≥−1
22(α+
1
2p )jpE‖∆ju‖2pL2p .
By the hypercontractivity of Wiener chaos (Theorem 5.10 of [8]), we have
E‖∆ju‖2pL2p =
∫
T
E|∆ju(x)|2pdx .
(
sup
x∈T
E|∆ju(x)|2
)p
.
Hence E‖u‖
Bα+
1
2p
2p,2p
. Cα,p < ∞. Since Bα+
1
2p
2p,2p is continuously embedded in Cα
(Proposition 2.2), we obtain the required estimate. 
Remark 5.4. For a function U ∈ L2(Rn)Zn (i.e. U(m1...n) belongs to L2(Rn) for
each fixed (k1, . . . , kn) ∈ Zn, but U may not belong to L2(Mn)), the random field
formally given by
u(x) =
∫
Mn
e2piik[1...n]xU(m1...n)dŴ (m1...n)
is understood as a sum u =
∑
j ∆ju, where ∆ju is defined by replacing U(m1...n)
by ρj(k[1...n])U(m1...n) ∈ L2(Mn).
We are concerned with a random field {X (t, x)}t∈R,x∈T defined by
X (t, x) =
∫
Mn
e2piik[1...n]xHt(m1...n)dŴ (m1...n),(5.2)
with Ht ∈ L2(Rn)Zn . We assume that there exists Q ∈ L1(Rn)Zn such that∫
Rn
Ht(m1...n)Ht¯(m1...n)ds1...n =
∫
Rn
e−2pii(t−t¯)σ[1...n]Q(µ1...n)dσ1...n.(5.3)
Similarly we consider the approximation {X (t, x)}t∈R,x∈T with a kernel H as in
(5.2), and assume that δH = H −H also satisfies (5.3) with δQ instead of Q.
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Lemma 5.5. Assume that there exist β > 2 and λ > 0 such that∫
µ[1...n]=µ
|Q(µ1...n)| . |µ|−β∗ ,
∫
µ[1...n]=µ
|δQ(µ1...n)| . λ|µ|−β∗ .
Here the integrals run over the hyperplane µ[1...n] = µ with fixed µ. Then for every
α < β−32 , δ ∈ (0, β−24 ∧ 1), p > 1 and T > 0, we have
E‖X‖2pLα,δT <∞, E‖X − X
‖2pLα,δT . 
λp.
proof. We use the estimate
∫
R |µ|−α∗ dσ . |k|2−α∗ for α > 2 (Lemma 9.9 of [5]).
First we show X (t, ·) ∈ Cα for each t. By assumption we have
E|∆jX (t, x)|2 ≤ n!
∫
Mn
ρj(k[1...n])
2|Ht(m1...n)|2dm1...n
= n!
∫
Mn
ρj(k[1...n])
2Q(µ1...n)dµ1...n
.
∫
M
ρj(k)
2|µ|−β∗ dµ .
∑
k
ρj(k)
2|k|−β+2∗ . 2(−β+3)j .
From Lemma 5.3, if α < β−32 then for sufficiently large p > 1 we have
E‖X (t)‖2pα .
∑
j≥−1
2((2α−β+3)p+1)j <∞.
As for the Ho¨lder regularity, for 0 ≤ t¯ < t ≤ T we have
E|∆jX (t, x)−∆jX (t¯, x)|2
≤ 2n!
∫
Mn
ρj(k[1...n])
2{1− cos((t− t¯)σ[1...n])}Q(µ1...n)dµ1...n.
By using the estimate |1 − cos((t − t¯)σ)| . |t − t¯|2δ|σ|2δ ≤ |t − t¯|2δ|µ|4δ∗ for δ ∈
(0, β−24 ∧ 1), we have
E|∆jX (t, x)−∆jX (t¯, x)|2 . |t− t¯|2δ2(4δ−β+3)j
as above. From Lemma 5.3, if δ+ 2α−β+34 < δ
′ < δ then for sufficiently large p > 1
we have
E‖X (t)−X (t¯)‖2pα−2δ′ . |t− t¯|2δp
∑
j≥−1
2((2α+4(δ−δ
′)−β+3)p+1)j . |t− t¯|2δp.
By Kolmogorov’s continuity theorem, if p > 1 is so large that δ′ < δ − 12p , we have
E‖X‖2p
Cδ
′
T Cα−2δ′
< ∞. Since δ′ can be sufficiently close to β−24 ∧ 1, the required
estimate holds. The convergence results are obtained by similar arguments. 
For the Fourier 0th-mode Z◦ (◦ = , , ), Lemma 5.5 is not satisfactory. Instead,
we need the result for a process {Z(t)}t≥0 defined by
Z(t) =
∫
Mn
(∫ t
0
1k[1...n]=0Gu(m1...n)du
)
dŴ (m1...n),(5.4)
with G ∈ C([0,∞), L2(Rn)Zn). We again assume that there exists P ∈ L1(Rn)Zn
such that∫
Rn
Gu(m1...n)Gu¯(m1...n)ds1...n =
∫
Rn
e−2pii(u−u¯)σ[1...n]P(µ1...n)dσ1...n.(5.5)
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Similarly we consider the approximation {Z(t)}t≥0 with a kernel G as in (5.4),
and assume that δG = G − G also satisfies (5.5) with δP instead of P.
Lemma 5.6. Assume that there exist β > 0 and λ > 0 such that∫
µ[1...n]=µ
|P(µ1...n)| . |µ|−β∗ ,
∫
µ[1...n]=µ
|δP(µ1...n)| . λ|µ|−β∗ .
Then for every δ ∈ (0, β+24 ∧ 1), p > 1 and T > 0, we have
E‖Z‖2p
Cδ([0,T ])
<∞, E‖Z − Z‖2p
Cδ([0,T ])
. λp.
proof. For 0 ≤ t¯ < t ≤ T , we have
E|Z(t)−Z(t¯)|2 ≤ n!
∫
Mn
∣∣∣∣∫ t
t¯
1k[1...n]=0Gu(m1...n)du
∣∣∣∣2 dm1...n
= n!
∫
Mn
1k[1...n]=0
∫ t
t¯
du
∫ t
t¯
du¯ e−2pii(u−u¯)σ[1...n]P(µ1...n)dµ1...n.
We can see that for every δ ∈ (0, 1),∣∣∣∣∫ t
t¯
du
∫ t
t¯
du¯ e−2pii(u−u¯)σ
∣∣∣∣ . |t− t¯|2δ(|σ|+ 1)2δ−2,
by interpolating two bounds |t− t¯|2 and (|σ|+ 1)−2. Thus for δ < β+24 we have
E|Z(t)−Z(t¯)|2 . |t− t¯|2δ
∫
M
1k=0(|σ|+ 1)2δ−2|µ|−β∗ dµ
= |t− t¯|2δ
∫
R
(|σ|+ 1)2δ− β2−2dσ . |t− t¯|2δ.
Similar arguments to those in Lemma 5.5 imply δ-Ho¨lder continuity of Z. 
5.4. Basic formulas. Our interest is in the computations of kernels H and G,
which are written as products and integrals of the heat kernel. First we introduce
some brief notations. For k ∈ Z and t ∈ R we write
Ht(k) = 1k 6=0,t>0e−2pi
2k2t, ht(k) = (2piik)Ht(k).(5.6)
For µ = (σ, k) ∈M we write
Q(µ) = 1k 6=0
1
2pi2k2 − 2piiσ , q(µ) = (2piik)Q(µ).
Obviously, (FHt−·(k))(σ) = e−2piiσtQ(µ) and (Fht−·(k))(σ) = e−2piiσtq(µ).
In order to avoid the troublesome numerical formulas, we use graphical repre-
sentations as follows.
Notation 5.3. We use two kinds of dots ( , ), and four kinds of vectors
(A) , (B) , (C) , (D) .
Each dot represents a point in R, i.e. time variable. The black dot keeps track of
the time variable which is not integrated out, while the white dot means that its
variable is integrated out. Each vector (A) or (B) has a label in Z and two dots at
its ends. Denote by
Ht−s(k) = t s
k
, ht−s(k) = t s
k
.
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Each vector (C) or (D) has a label in M without dots. Denote by
Q(µ) =
µ
, q(µ) =
µ
.
When the vector (C) or (D) points to a dot with label t, it means the occurrence of
the factor e−2piiσt, i.e.
e−2piiσtQ(µ) = t
µ
, e−2piiσtq(µ) = t
µ
.
We can see how the kernels Q (or P) are derived from the graphical representa-
tions of H (or G) by the following two easy results.
Lemma 5.7. For every t, s ∈ R and k ∈ Z, we have∫
R
t u
s
k −k
du =
∫
R
t s
µ −µ
dσ,∫
R
t u
s
k −k
du =
∫
R
t s
µ −µ
dσ.
proof. By the Plancherel’s theorem, we have∫
R
Ht−u(k)Hs−u(−k)du =
∫
R
Ht−u(k)Hs−u(k)du
=
∫
R
e−2piiσtQ(µ)e−2piiσsQ(µ)dσ
=
∫
R
e−2piiσtQ(µ)e2piiσsQ(−µ)dσ.
The second equality is similarly obtained. 
Lemma 5.8. For every t ∈ R and µ1, µ2 ∈M , we have∫
R t u
k1 µ1
du =
t
µ1 µ1
,∫
R t u
k1 µ1
du =
t
µ1 µ1
,
∫
R t u
k[12]
µ1
µ2
du =
t
µ[12]
µ1
µ2
,
∫
R t u
k[12]
µ1
µ2
du =
t
µ[12]
µ1
µ2
.
proof. These are obvious from the definition of H (or h) and Q (or q). 
The bounds of Q or P are obtained by the similar arguments to those in Section
9.5 of [5]. By definition, it is obvious that
|Q(µ)| . |µ|−2∗ , |q(µ)| . |k||µ|−2∗ . |µ|−1∗ .(5.7)
(If k 6= 0, since |µ| ≥ 1 we have |µ|∗ = 1 + |µ| . |µ|. Otherwise Q(µ) = q(µ) = 0.)
By interpolating the two bounds of |q(µ)| we have
|q(µ)| . |k|θ|µ|−1−θ∗(5.8)
for every θ ∈ [0, 1].
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Lemma 5.9 (Lemma 9.8 of [5]). If α, β ∈ (0, 3) and α+ β > 3, we have∫
M
|µ1|−α∗ |µ2 − µ1|−β∗ dµ1 . |µ2|−α−β+3∗ .
If β ≥ 3, α ∈ (0, β] and ι > 0, we have∫
M
|µ1|−α∗ |µ2 − µ1|−β∗ dµ1 . |µ2|ι−α∗ .
In order to consider the resonant terms, we need the estimate of
ψ◦(k, l) =
∑
|i−j|≤1
ρi(k)ρj(l).
Lemma 5.10. The function ψ◦ is bounded and supported in the set {(k, l) ; C−1|l|∗ ≤
|k|∗ ≤ C|l|∗} for some C > 0. Furthermore, we have
|ψ◦(k, l)| . |k|−θ∗ |l|θ∗
for every θ > 0.
proof. Boundedness is obvious. If ψ◦(k, l) > 0, then there exists a pair (i, j) with
|i − j| ≤ 1 such that k ∈ supp(ρi) and l ∈ supp(ρj). Since |k|∗, |l|∗ ≥ 1, we easily
have |k|∗ ∼ |l|∗. The last assertion is easily obtained because |l|∗/|k|∗ & 1 for
(k, l) ∈ supp(ψ◦). 
The following estimate is also useful.
Lemma 5.11. If α1, α2, β ∈ (0, 3) and α1 ∧ α2 + β ≤ 3, then for every ι ∈
(3− α1 ∨ α2 − β, α1 ∧ α2) we have∫
M
|µ[13]|−α1∗ |µ[23]|−α2∗ |µ3|−β∗ dµ3 . |µ1 − µ2|ι−α1∧α2∗ .
proof. Without loss of generality, assume α1 ≤ α2. Since |µ1−µ2|α1−ι∗ . |µ[13]|α1−ι∗ +
|µ[23]|α1−ι∗ , it is sufficient to show∫
M
|µ[13]|−ι∗ |µ[23]|−α2∗ |µ3|−β∗ dµ3 +
∫
M
|µ[13]|−α1∗ |µ[23]|−(α2−α1+ι)∗ |µ3|−β∗ dµ3 . 1.
Since α2 + β + ι > 3, we have∫
M
|µ[13]|−ι∗ |µ[23]|−α2∗ |µ3|−β∗ dµ3
.
∫
M
(|µ[13]|−α2−ι∗ + |µ[23]|−α2−ι∗ )|µ3|−β∗ dµ3 . |µ3|3−α2−β−ι∗ . 1.
The second term is similarly estimated. 
The convergences of δQ and δP are obtained by similar arguments to the
bounds of Q and P, from the following estimates.
Notation 5.4. For i1, . . . , in ∈ I, we write
ϕi1...in = ϕ(ki1) . . . ϕ(kin).
When there are some overlapping indexes, we write their times by exponents like
the usual notation of multiplication, for example ϕ11122 = ϕ1322 .
Lemma 5.12. For every λ ∈ (0, 1), we have
|1− ϕi1...in | . λ(|ki1 |λ + · · ·+ |kin |λ).
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proof. Obvious from the inequality |1− ϕ(x)| . |x|λ. 
5.5. Convergence of X . We will determine the regularities of the random fields
X◦ for ◦ = , , , , , , in Sections 5.5-5.12. First we consider X, . Since Z,
is a 1-dimensional Brownian motion, it is sufficient to consider Y , , which is given
by
Y , (t, x) =
∫
M
e2piik1xH,t (m1)dŴ (m1), H,t (m1) = ϕ(k1) t s1
k1
.
If we define
Ht(m1) = t s1
k1
,
then from Lemma 5.7 we have∫
R
Ht(m1)Ht¯(m1)ds1 =
∫
R
t s1
t¯
k1 −k1
ds1 =
∫
R
t t¯
µ1 −µ1
dσ1
=
∫
R
e−2pii(t−t¯)σ1Q (µ1)dσ1,
where Q (µ1) = |Q(µ1)|2. By similar computations, δH, = H −H, also satisfies
(5.3) with δQ, (µ1) = (1 − ϕ(k1))2Q (µ1). The following lemma is obvious from
the estimate (5.7) and Lemma 5.12.
Lemma 5.13. For every λ ∈ (0, 1) we have
|Q (µ1)| . |µ1|−4∗ , |δQ, (µ1)| . 2λ|µ1|2λ−4∗ .
Lemma 5.5 implies that X, → X in CC 12− , where
X (t, x) =
∫
M
e2piik1xHt(m1)dŴ (m1) + Z (t).
5.6. Convergence of X . X, and X˜, are given by
X, (t, x) =
∫
M
e2piik1xH,t (m1)dŴ (m1),
X˜, (t, x) =
∫
M
e2piik1xH˜,t (m1)dŴ (m1),
where
H,t (m1) = ϕ1
∫
R
t u
s1
k1 k1
du,
H˜,t (m1) = ϕ13
∫
R
t u
s1
k1 k1
du.
If we define
Ht (m1) =
∫
R
t u
s1
k1 k1
du,
then from Lemmas 5.7 and 5.8 we have∫
R
Ht (m1)Ht¯ (m1)ds1 =
∫
R3 t u s1 t¯u¯
k1 k1 −k1−k1
dudu¯ds1
=
∫
R t t¯
µ1 µ1 −µ1−µ1
dσ1
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=
∫
R
e−2pii(t−t¯)σ1Q (µ1)dσ1,
where Q (µ1) = |Q(µ1)|2|q(µ1)|2. Similarly δH, = H −H, and δH˜, = H −
H˜, also satisfy (5.3) with
δQ, (µ1) = (1− ϕ1)2Q (µ1), δQ˜, (µ1) = (1− ϕ13)2Q (µ1).
The following lemma is obvious from the estimate (5.7) and Lemma 5.12.
Lemma 5.14. For every λ ∈ (0, 1) we have
|Q (µ1)| . |µ1|−6∗ , |δQ, (µ1)|+ |δQ˜, (µ1)| . 2λ|µ1|2λ−6∗ .
Lemma 5.5 implies that X, , X˜, → X in CC 32− , where
X (t, x) =
∫
M
e2piik1xHt (m1)dŴ (m1).
5.7. Convergence of X . X, and X˜, are given by
X, (t, x) =
∫
M2
e2piik[12]xH,t (m12)dŴ (m12),
X˜, (t, x) =
∫
M2
e2piik[12]xH˜,t (m12)dŴ (m12),
where
H,t (m12) = ϕ12ψ◦(k1, k2)
∫
R t
u s1
s2
k1
k1
k2
du,
H˜,t (m12) = ϕ132ψ◦(k1, k2)
∫
R t
u s1
s2
k1
k1
k2
du.
If we define
Ht (m12) = ψ◦(k1, k2)
∫
R t
u s1
s2
k1
k1
k2
du,
then we have∫
R2
Ht (m12)Ht¯ (m12)ds12
= ψ◦(k1, k2)2
∫
R4 t
u
s1
s2
t¯
u¯
k1
k1
k2
−k1
−k1
−k2
dudu¯ds12
= ψ◦(k1, k2)2
∫
R2 t t¯
µ1
µ1
µ2
−µ1
−µ1
−µ2
dσ12 =
∫
R2
e−2pii(t−t¯)σ[12]Q (µ12)dσ12,
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where
Q (µ12) = ψ◦(k1, k2)2|q(µ1)|4|q(µ2)|2.
Similarly δH, = H −H, and δH˜, = H − H˜, also satisfy (5.3) with
δQ, (µ12) = (1− ϕ12)Q (µ12), δQ˜, (µ12) = (1− ϕ132)Q (µ12).
Lemma 5.15. For every ι > 0 and λ ∈ (0, 1) we have∫
µ[12]=µ
|Q | . |µ|ι−3∗ ,
∫
µ[12]=µ
|δQ, |+ |δQ˜, | . 2λ|µ|2λ+ι−3∗ .
proof. Since |q(µ2)| . |k2|1/2|µ2|−3/2∗ by (5.8), from Lemmas 5.9 and 5.10 we have∫
µ[12]=µ
|Q (µ12)| .
∫
µ[12]=µ
ψ◦(k1, k2)2|µ1|−4∗ |k2|∗|µ2|−3∗
.
∫
µ[12]=µ
|k1|∗|k2|−1∗ |µ1|−4∗ |k2||µ2|−3∗
.
∫
µ[12]=µ
|µ1|−3∗ |µ2|−3∗ . |µ|ι−3∗ .
The convergence results are obtained by similar arguments. 
Lemma 5.5 implies that X, , X˜, → X in CC0− , where
X (t, x) =
∫
M2
e2piik[12]xHt (m12)dŴ (m12).
5.8. Renormalization by c . In this section, we consider the values of constants
c, and c˜, and how we use them in the renormalizations. Note that
ψ◦(k,−k) =
∑
|i−j|≤1
ρi(k)ρj(−k) =
∑
i,j
ρi(k)ρj(−k) = 1.
c, and c˜, are given by
c, =
∫
M
∫
R
ϕ(k1)
2
t
u
s1
k1 k1
−k1
dudm1
=
∫
M
ϕ(k1)
2
t
µ1 µ1
−µ1
dµ1 =
∑
k1
ϕ(k1)
2
∫
R
q(µ1)|q(µ1)|2dσ1,
c˜, =
∫
R
ϕ(k1)
4
t
u
s1
k1 k1
−k1
dudm1 =
∑
k1
ϕ(k1)
4
∫
R
q(µ1)|q(µ1)|2dσ1.
Since q(µ1) is odd in k1 and ϕ(·) is even, we have
c, = c˜, = 0.
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Although they vanish in our setting, their graphical representations are important
to renormalize the following kernels.
V ,t (k1) =
∫
M
ϕ22
∫
R
t
u
0
s2
k[12] k1
−k2 k2 dudm2,
V˜ ,t (k1) =
∫
M
ϕ22[12]2
∫
R
t
u
0
s2
k[12] k1
−k2 k2 dudm2,
V ,t (k1) =
∫
M
ϕ22ψ◦(k[12], k2)
∫
R
t
u
0
s2
k[12] k1
−k2 k2 dudm2,
V˜ ,t (k1) =
∫
M
ϕ22[12]2ψ◦(k[12], k2)
∫
R
t
u
0
s2
k[12] k1
−k2 k2 dudm2.
For example, the Fourier transform of V ,t−· is given by∫
R
V ,t−s (k1)e
−2piisσ1ds =
∫
R
∫
M
ϕ(k2)
2
∫
R
t
u s
s2
k[12] k1
−k2 k2 dudm2e
−2piisσ1ds
=
∫
M
ϕ(k2)
2
∫
R
t
uk[12] µ1
−µ2 µ2 dudµ2
=
∫
M
ϕ(k2)
2
t
µ[12] µ1
−µ2 µ2 dµ2
= e−2piitσ1q(µ1)
∫
M
ϕ(k2)
2q(µ[12])|q(µ2)|2dµ2.
Since |q(µ[12])||q(µ2)|2 . |µ[12]|−1∗ |µ2|−2∗ , we cannot conclude that this integral abso-
lutely converges from the above form. Instead, we define the renormalized versions
as follows.
RV ,t (k1) = V
,
t (k1)− c, ht(k1),
RV˜ ,t (k1) = V˜
,
t (k1)− c˜, ht(k1),
RV ,t (k1) = V
,
t (k1)− c, ht(k1),
RV˜ ,t (k1) = V˜
,
t (k1)− c˜, ht(k1).
Lemma 5.16. We have the Fourier transforms
F(RV ,t−· (k1))(σ1) = e−2piitσ1V, (µ1),
F(RV˜ ,t−· (k1))(σ1) = e−2piitσ1 V˜, (µ1),
F(RV ,t−· (k1))(σ1) = e−2piitσ1V, (µ1),
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F(RV˜ ,t−· (k1))(σ1) = e−2piitσ1 V˜, (µ1),
with some V, , V˜, ,V, , V˜, ∈ L2(R)Z. Now let us define
V (µ1) =
∫
M
(q(µ[12])− q(µ2))|q(µ2)|2q(µ1)dµ2,
V (µ1) =
∫
M
(ψ◦(k[12], k2)q(µ[12])− q(µ2))|q(µ2)|2q(µ1)dµ2.
Then for ι > 0 and λ ∈ (0, 1) we have
|V (µ1)| . |µ1|ι−1∗ , |δV, (µ1)|+ |δV˜, (µ1)| . 2λ|µ1|2λ+ι−1∗ ,
|V (µ1)| . |µ1|ι−1∗ , |δV, (µ1)|+ |δV˜, (µ1)| . 2λ|µ1|2λ+ι−1∗ ,
where δV, = V − V, , δV˜, = V − V˜, , δV, = V − V, and δV˜, =
V − V˜, .
proof. The Fourier transform of RV ,t−· (k1) is obtained as follows.∫
R
RV ,t−s (k1)e
−2piisσ1ds
=
∫
R
∫
M
ϕ(k2)
2
∫
R
(
t
u s
s2
k[12] k1
−k2 k2 −
t
s2 u
s
k2−k2
k2
k1 )
dudm2e
−2piisσ1ds
=
∫
M
ϕ(k2)
2
(
t
µ[12] µ1
−µ2 µ2 −
t
µ2−µ2
µ2
µ1 )
dµ2
= e−2piitσ1
∫
M
ϕ(k2)
2(q(µ[12])− q(µ2))|q(µ2)|2q(µ1)dµ2
=: e−2piitσ1V, (µ1).
The other computations are similar to above.
Next we consider the bound of V . Let χ ∈ C∞(R2) be such that
0 ≤ χ ≤ 1, χ(µ) = 0 (|µ| ≤ 14 ), χ(µ) = 1 (|µ| ≥ 34 ),
where |µ| = |σ| 12 + |k|, and extend q(µ) to a function of µ = (σ, k) ∈ R2 by setting
q(µ) = χ(µ)
2piik
2pi2k2 − 2piiσ .
Then we easily have the estimates
|∂σq(µ)| . |µ|−3∗ , |∂kq(µ)| . |µ|−2∗ .
(If χ ≡ 1, we only have |∂σq(µ)| . |µ|−3 and |∂kq(µ)| . |µ|−2. We put χ in
order to extinguish the singularity at µ = 0.) For µ ∈ M and τ ∈ [0, 1], we write
τ sµ = (τ2σ, τk). Then we have
|q(µ[12])− q(µ1)| =
∣∣∣∣∫ 1
0
d
dτ
q(µ2 + τ
sµ1)dτ
∣∣∣∣
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≤ 2|σ1|
∫ 1
0
τ |∂σq(µ2 + τ sµ1)|dτ + |k1|
∫ 1
0
|∂kq(µ2 + τ sµ1)|dτ
. |σ1|
∫ 1
0
τ |µ2 + τ sµ1|−3∗ dτ + |k1|
∫ 1
0
|µ2 + τ sµ1|−2∗ dτ.
We can prove that Lemma 5.9 holds for τ sµ1 ∈ R2 by similar arguments. Thus for
ι > 0 we have∫
M
|q(µ[12])− q(µ1)||q(µ2)|2dµ2 . |σ1|
∫ 1
0
τ |τ sµ1|ι−2∗ dτ + |k1|
∫ 1
0
|τ sµ1|ι−1∗ dτ.
Since |τ sµ1| = |τ2σ1| 12 + |τk1|+ 1 ≥ τ |µ1|∗ for every τ ∈ [0, 1], we have
|σ1|
∫ 1
0
τ |τ sµ1|ι−2∗ dτ + |k1|
∫ 1
0
|τ sµ1|ι−1∗ dτ . |µ|ι∗
∫ 1
0
τ ι−1dτ . |µ|ι∗.
Hence we have |V (µ1)| . |µ1|ι∗|q(µ1)| . |µ1|ι−1∗ . For the bounds of V , we need
the estimate
sup
l
|∂k{ψ◦(k, l)q(k)}| . |µ|ι−2∗
for every ι > 0. This is obtained as follows. Since ρ is rapidly decreasing, for every
θ < 1 we have
|∂kψ◦(k, l)| ≤
∑
|i−j|≤1
2−i|ρ′(2−ik)||ρj(l)| .
∑
i
2−i|ρ′(2−ik)|
.
∑
i
2−i|2−ik|−θ∗ .
∑
i
2−i(1−θ)|k|−θ∗ . |k|−θ∗ .
Hence for every ι > 0, by using (5.7) we have
|∂k{ψ◦(k, l)q(k)}| ≤ |∂kψ◦(k, l)||q(k)|+ |ψ◦(k, l)||∂kq(k)|
. |k|ι−1∗ |k||µ|−2∗ + |µ|−2∗ . |µ|ι−2∗ .

Now we define
RVt (k1) :=
∫
R
e−2piitσ1V (µ1)dσ1, RVt (k1) :=
∫
R
e−2piitσ1V (µ1)dσ1.
Notation 5.5. We write RV and V as follows.
RVt−s(k) = t s
k
, RVt−s(k) = t s
k
,
e−2piitσV (µ) = t µ , e−2piitσV (µ) = t µ .
Furthermore, we write approximating kernels as follows.
RV ,t−s (k) = t s
k
, RV˜ ,t−s (k) = t s
k
,
RV ,t−s (k) = t s
k
, RV˜ ,t−s (k) = t s
k
,
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5.9. Convergence of X . We consider the random fields Z and Y separately.
We will show that X, → X = Z + Y in CC1− , where
Z (t) =
∫
M2
(∫ t
0
1k[12]=0Gu (m12)du
)
dŴ (m12)− 1
2
t,
Y (t, x) =
∫
M2
e2piik[12]xHt (m12)dŴ (m12),
with kernels defined below.
5.9.1. Convergence of Z . Z, is given by
Z, (t) =
∫
M2
(∫ t
0
1k[12]=0G,u (m12)du
)
dŴ (m12) +D
, (t),
where
G,u (m12) =
1
2
ϕ12 u
s1
s2
k1
k2
, D, (t) =
1
2
∫ t
0
{E(∂xY ,s )2 − c, }ds.
We will show that D, (t) → − 12 t as  ↓ 0 in Section 5.13.1. For the first term, if
we define
Gu (m12) =
1
2 u
s1
s2
k1
k2
,
then we have∫
R2
Gu (m12)Gu¯ (m12)ds12 =
1
4
∫
R2
u
s1
s2
u¯
k1
k2
−k1
−k2
ds12
=
1
4
∫
R2
u u¯
µ1
µ2
−µ1
−µ2
dσ12
=
∫
R2
e−2pii(u−u¯)σ[12]P (µ12)dσ12,
where
P (µ12) = 14 |q(µ1)|2|q(µ2)|2.
Similarly δG, = G − G, also satisfies (5.5) with
δP, (µ12) = (1− ϕ12)2P (µ12).
Lemma 5.17. For every λ ∈ (0, 1) we have∫
µ[12]=µ
|P | . |µ|−1∗ ,
∫
µ[12]=µ
|δP, | . 2λ|µ|2λ−1∗ .
proof. We have∫
µ[12]=µ
|P (µ12)| .
∫
µ[12]=µ
|µ1|−2∗ |µ2|−2∗ . |µ|−1∗ .

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5.9.2. Convergence of Y . Y , and Y˜ , are given by
Y , (t, x) =
∫
M2
e2piik[12]xH,t (m12)dŴ (m12),
Y˜ , (t, x) =
∫
M2
e2piik[12]xH˜,t (m12)dŴ (m12),
where
H,t (m12) =
∫
R
Ht−u(k[12])G,u (m12)du,
H˜,t (m12) = ϕ[12]2
∫
R
Ht−u(k[12])G˜,u (m12)du.
If we define
Ht (m12) =
∫
R
Ht−u(k[12])Gu (m12)du
then we have∫
R2
Ht (m12)Ht¯ (m12)ds12
=
∫
R4
Ht−u(k[12])Ht¯−u¯(k[12])e−2pii(u−u¯)σ[12]P (µ12)dudu¯dσ12
=
∫
R2
e−2pii(t−t¯)σ[12]Q (µ12)dσ12,
where
Q (µ12) = |Q(µ[12])|2P (µ12).
Similarly δH, = H −H, and δH˜, = H − H˜, also satisfy (5.3) with
δQ, (µ12) = (1− ϕ12)2Q (µ12), δQ˜, (µ12) = (1− ϕ12[12]2)2Q (µ12).
The following lemma is obvious from Lemma 5.17.
Lemma 5.18. For every λ ∈ (0, 1) we have∫
µ[12]=µ
|Q | . |µ|−5∗ ,
∫
µ[12]=µ
|δQ, |+ |δQ˜, | . 2λ|µ|2λ−5∗ .
5.10. Convergence of X . We consider the random fields Z and Y separately.
We will show that X, , X˜, → X = Z + Y in L 32−,1− , where
Z (t) =
∫
M3
(∫ t
0
1k[123]=0Gu (m123)du
)
dŴ (m123),
Y (t, x) =
∫
M3
e2piik[123]xHt (m123)dŴ (m123) + 2
∫
M
e2piik1xHt (m1)dŴ (m1),
with kernels defined below. The temporal regularity “1−” is greater than the re-
quired one, i.e. 14 .
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5.10.1. Convergence of Z . Z, and Z˜, are given by
Z, (t) =
∫
M3
(∫ t
0
1k[123]=0G,u (m123)du
)
dŴ (m123),
Z˜, (t) =
∫
M3
(∫ t
0
1k[123]=0G˜,u (m123)du
)
dŴ (m123),
where
G,u (m123) =
1
2
ϕ123
∫
R u
v
s3
s1
s2
k[12]
k3
k1
k2
dv,
G˜,u (m123) =
1
2
ϕ123[12]2
∫
R u
v
s3
s1
s2
k[12]
k3
k1
k2
dv.
We note that the first order chaos terms of Z, and Z˜, vanish because
1k[12(−2)]=0G,u (m12(−2)) = 1k[12(−2)]=0G˜,u (m12(−2)) = 0.
If we define
Gu (m123) =
1
2
∫
R u
v
s3
s1
s2
k[12]
k3
k1
k2
dv,
then we have
∫
R3
Gu (m123)Gu¯ (m123)ds123 =
1
4
∫
R5 u
v
s3
s1
s2
u¯
v¯
k[12]
k3
k1
k2 −k[12]
−k3
−k1
−k2
dvdv¯ds123
=
1
4
∫
R3 u u¯
µ[12]
µ3
µ1
µ2 −µ[12]
−µ3
−µ1
−µ2
dσ123 =
∫
R3
e−2pii(u−u¯)σ[123]P (µ123)dσ123,
where
P (µ123) = 14 |q(µ[12])|2|q(µ1)|2|q(µ2)|2|q(µ3)|2.
Similarly δG, = G − G, and δG˜, = G − G˜, also satisfy (5.5) with
δP, (µ123) = (1− ϕ123)2P (µ123),
δP˜, (µ123) = (1− ϕ123[12]2)2P (µ123).
Lemma 5.19. For every ι > 0 and λ ∈ (0, 1) we have∫
µ[123]=µ
|P | . |µ|ι−2∗ ,
∫
µ[123]=µ
|δP, |+ |δP˜, | . 2λ|µ|2λ+ι−2∗ .
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proof. We have∫
µ[123]=µ
|P (µ123)| .
∫
µ[123]=µ
|µ[12]|−2∗ |µ1|−2∗ |µ2|−2∗ |µ3|−2∗
.
∫
µ[43]=µ
|µ4|−3∗ |µ3|−2∗ dµ4 . |µ|ι−2∗ .

5.10.2. Convergence of Y . Y , and Y˜ , are given by
Y , (t, x) =
∫
M3
e2piik[123]xH,t (m123)dŴ (m123) + 2
∫
M
e2piik1xH,t (m1)dŴ (m1),
Y˜ , (t, x) =
∫
M3
e2piik[123]xH˜,t (m123)dŴ (m123) + 2
∫
M
e2piik1xH˜,t (m1)dŴ (m1),
where
H,t (m123) =
∫
R
Ht−u(k[123])G,u (m123)du,
H˜,t (m123) = ϕ[123]2
∫
R
Ht−u(k[123])G˜,u (m123)du,
and
H,t (m1) =
1
2
ϕ1
∫
M
ϕ22
∫
R2
t
u1 u2
s1
s2
k1 k[12] k1
−k2 k2
du12dm2
− 1
2
c, ϕ1
∫
R t u1 s1
k1 k1
du1 =
1
2
ϕ1
∫
R t u1 s1
k1 k1
du1,
H˜,t (m1) =
1
2
ϕ13
∫
M
ϕ22[12]2
∫
R2
t
u1 u2
s1
s2
k1 k[12] k1
−k2 k2
du12dm2
− 1
2
c˜, ϕ13
∫
R t u1 s1
k1 k1
du1 =
1
2
ϕ13
∫
R t u1 s1
k1 k1
du1.
5.10.2.1. Convergence of H . If we define
Ht (m123) =
∫
R
Ht−u(k[123])Gu (m123)du,
then we have∫
R3
Ht (m123)Ht¯ (m123)ds123
=
∫
R5
Ht−u(k[123])Ht¯−u¯(k[123])e−2pii(u−u¯)σ[123]P (m123)dudu¯dσ123
=
∫
R3
e−2pii(t−t¯)σ[123]Q (µ123)dσ123,
where
Q (µ123) = |Q(µ[123])|2P (µ123).
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Similarly δH, = H −H, and δH˜, = H − H˜, also satisfy (5.3) with
δQ, (µ123) = (1− ϕ123)2Q (µ123),
δQ˜, (µ123) = (1− ϕ123[12]2[123]2)2Q (µ123).
The following lemma is obvious from Lemma 5.19.
Lemma 5.20. For every ι > 0 and λ ∈ (0, 1) we have∫
µ[123]=µ
|Q | . |µ|ι−6∗ ,
∫
µ[123]=µ
|δQ, |+ |δQ˜, | . 2λ|µ|2λ+ι−6∗ .
5.10.2.2. Convergence of H . If we define
Ht (m1) =
1
2
∫
R t u1 s1
k1 k1
du1,
then we have∫
R
Ht (m1)Ht¯ (m1)ds1 =
1
4
∫
R3 t u s1 t¯u¯
k1 k1 −k1−k1
dudu¯ds1
=
1
4
∫
R t t¯
µ1 µ1 −µ1−µ1
dσ1
=
∫
R
e−2pii(t−t¯)σ1Q (µ1)dσ1,
where
Q (µ1) = 14 |Q(µ1)|2|V (µ1)|2.
Similarly, δH, = H −H, and δH˜, = H − H˜, also satisfy (5.3) with
δQ, (µ1) = 14 |Q(µ1)|2|δV, (µ1)|2 + (1− ϕ1)2|Q(µ1)|2|V, (µ1)|2,
δQ˜, (µ1) = 14 |Q(µ1)|2|δV˜, (µ1)|2 + (1− ϕ13)2|Q(µ1)|2|V˜, (µ1)|2.
The following lemma is obvious from the estimate (5.7) and Lemma 5.16.
Lemma 5.21. For every ι > 0 and λ ∈ (0, 1) we have
|Q (µ1)| . |µ1|ι−6∗ , |δQ, (µ1)|+ |δQ˜, (µ1)| . 2λ|µ1|2λ+ι−6∗ .
5.11. Convergence of X . X, and X˜, are given by
X, (t, x) =
∫
M4
e2piik[1234]xH,t (m1234)dŴ (m1234)
+ 4
∫
M2
e2piik[12]xH,t (m12)dŴ (m12),
X˜, (t, x) =
∫
M4
e2piik[1234]xH˜,t (m1234)dŴ (m1234)
+ 4
∫
M2
e2piik[12]xH˜,t (m12)dŴ (m12),
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where
H,t (m1234) =
1
8
ϕ1234
∫
R2
t
u1
u2
s1
s2
s3
s4
k[12]
k[34]
k1
k2
k3
k4
du12,
H˜,t (m1234) =
1
8
ϕ1234[12]2[34]2
∫
R2
t
u1
u2
s1
s2
s3
s4
k[12]
k[34]
k1
k2
k3
k4
du12,
H,t (m12) =
1
8
ϕ12
∫
M
ϕ32
∫
R2
t
u1
u2
s1
s3
s2
k[13]
k[2(−3)]
k1
k3
−k3
k2
du12dm3,
H˜,t (m12) =
1
8
ϕ12
∫
M
ϕ32[13]2[2(−3)]2
∫
R2
t
u1
u2
s1
s3
s2
k[13]
k[2(−3)]
k1
k3
−k3
k2
du12dm3.
We will show that X, , X˜, → X in CC0− , where
X (t, x) =
∫
M4
e2piik[1234]xHt (m1234)dŴ (m1234)
+ 4
∫
M2
e2piik[12]xHt (m12)dŴ (m12),
with kernels defined below.
5.11.1. Convergence of H . If we define
Ht (m1234) =
1
8
∫
R2
t
u1
u2
s1
s2
s3
s4
k[12]
k[34]
k1
k2
k3
k4
du12,
then we have∫
R4
Ht (m1234)Ht¯ (m1234)ds1234
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=
1
64
∫
R8
t
u1
u2
s1
s2
s3
s4
t¯
u¯1
u¯2
k[12]
k[34]
k1
k2
k3
k4
−k[12]
−k[34]
−k1
−k2
−k3
−k4
du12du¯12ds1234
=
1
64
∫
R4 t t¯
µ[12]
µ[34]
µ1
µ2
µ3
µ4
−µ[12]
−µ[34]
−µ1
−µ2
−µ3
−µ4
dσ1234 =
∫
R4
e−2pii(t−t¯)σ[1234]Q (µ1234)dσ1234,
where
Q (µ1234) = 164 |q(µ[12])|2|q(µ[34])|2|q(µ1)|2|q(µ2)|2|q(µ3)|2|q(µ4)|2.
Similarly δH, = H − H, and δH˜, = H − H˜, also satisfy (5.3)
with
δQ, (µ1234) = (1− ϕ1234)2Q (µ1234),
δQ˜, (µ1234) = (1− ϕ1234[12]2[34]2)2Q (µ1234).
Lemma 5.22. For every ι > 0 and λ ∈ (0, 1) we have∫
µ[1234]=µ
|Q | . |µ|ι−3∗ ,
∫
µ[1234]=µ
|δQ, |+ |δQ˜, | . 2λ|µ|2λ+ι−3∗ .
proof. We have∫
µ[1234]=µ
|Q (µ1234)| .
∫
µ[1234]=µ
|µ[12]|−2∗ |µ[34]|−2∗ |µ1|−2∗ |µ2|−2∗ |µ3|−2∗ |µ4|−2∗
.
∫
µ[56]=µ
|µ5|−3∗ |µ6|−3∗ . |µ|ι−3∗ .

5.11.2. Convergence of H . If we define
Ht (m12) =
1
8
∫
M
∫
R2
t
u1
u2
s1
s3
s2
k[13]
k[2(−3)]
k1
k3
−k3
k2
du12dm3,
then we have∫
R2
Ht (m12)Ht¯ (m12)ds12
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=
1
64
∑
k3,k4
∫
R8
t
u1
u2
s1
s3
s2
t¯
u¯1
u¯2
s4
k[13]
k[2(−3)]
k1
k3
−k3
k2
−k[14]
−k[2(−4)]
−k1
−k4
k4
−k2
du12du¯12ds1234
=
1
64
∑
k3,k4
∫
R4
t t¯
µ[13]
µ[2(−3)]
µ1
µ3
−µ3
µ2
−µ[14]
−µ[2(−4)]
−µ1
−µ4
µ4
−µ2
dσ1234
=
∫
R2
e−2pii(t−t¯)σ[12]Q (µ12)dσ12,
where Q (µ12) =
∫
M2
Qµ34(µ12)dµ34 and
Qµ34(µ12) = 164 |q(µ1)|2|q(µ2)|2
× q(µ[13])q(µ[2(−3)])|q(µ3)|2q(−µ[14])q(−µ[2(−4)])|q(µ4)|2.
Similarly, δH, = H − H, and δH˜, = H − H˜, also satisfy (5.3)
with
δQ, (µ12) =
∫
M2
(1− ϕ1232)(1− ϕ1242)Qµ34(µ12)dµ34,
δQ˜, (µ12) =
∫
M2
(1− ϕ
1232[13]2
[2(−3)]2
)(1− ϕ
1242[14]2
[2(−4)]2
)Qµ34(µ12)dµ34.
Lemma 5.23. For every ι > 0 and λ ∈ (0, 1) we have∫
µ[12]=µ
|Q | . |µ|ι−3∗ ,
∫
µ[12]=µ
|δQ, |+ |δQ˜, | . 2λ|µ|2λ+ι−3∗ .
proof. Since
|Qµ34(µ12)| . |µ1|−2∗ |µ2|−2∗ |µ[13]|−1∗ |µ[2(−3)]|−1∗ |µ3|−2∗ |µ[14]|−1∗ |µ[2(−3)]|−1∗ |µ4|−1∗
and for every ι > 0∫
M
|µ[1i]|−1∗ |µ[2(−i)]|−1∗ |µi|−2∗ dµi . |µ[12]|ι−1∗ (i = 3, 4)
from Lemma 5.11, we have∫
µ[12]=µ
|Q (µ12)| .
∫
µ1,µ2,µ3,µ4
µ[12]=µ
|Qµ34(µ12)|
.
∫
µ[12]=µ
|µ[12]|2ι−2∗ |µ1|−2∗ |µ2|−2∗ . |µ|2ι−3∗ .

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5.12. Convergence of X . X, and X˜, are given by
X, (t, x) =
∫
M4
e2piik[1234]xH,t (m1234)dŴ (m1234)
+
∫
M2
e2piik[12]x(2H,t +H,t + 2H,t )(m12)dŴ (m12),
X˜, (t, x) =
∫
M4
e2piik[1234]xH˜,t (m1234)dŴ (m1234)
+
∫
M2
e2piik[12]x(2H˜,t + H˜,t + 2H˜,t )(m12)dŴ (m12),
where
H,t (m1234) =
1
2
ϕ1234ψ◦(k[123], k4)
∫
R2 t
u1
s4
u2
s3
s1
s2k[123]
k4
k[12]
k3
k1
k2
du12,
H˜,t (m1234) =
1
2
ϕ
1234[12]2
[123]2
ψ◦(k[123], k4)
∫
R2 t
u1
s4
u2
s3
s1
s2k[123]
k4
k[12]
k3
k1
k2
du12,
and
H,t (m12) =
1
2
ϕ12
∫
M
ϕ32ψ◦(k[123], k3)
∫
R2 t u1
s3 u2
s2
s1
k[123]
−k3 k[13]
k2
k1k3
du12dm3,
H˜,t (m12) =
1
2
ϕ12
∫
M
ϕ
32[13]2
[123]2
ψ◦(k[123], k3)
∫
R2 t u1
s3 u2
s2
s1
k[123]
−k3 k[13]
k2
k1k3
du12dm3,
H,t (m12) =
1
2
ϕ12
(∫
M
ϕ32ψ◦(k[123], k3)
∫
R2
t
u1
s3
u2
s1
s2
k[123]
−k3
k[12]
k3
k1
k2
du12dm3
− c,
∫
R t u
s1
s2
k[12]
k1
k2
du
)
=
1
2
ϕ12
∫
R t u
s1
s2
k[12]
k1
k2
du,
H˜,t (m12) =
1
2
ϕ12[12]4
(∫
M
ϕ32[123]2ψ◦(k[123], k3)
×
∫
R2
t
u1
s3
u2
s1
s2
k[123]
−k3
k[12]
k3
k1
k2
du12dm3 − c˜,
∫
R t u
s1
s2
k[12]
k1
k2
du
)
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=
1
2
ϕ12[12]4
∫
R t u
s1
s2
k[12]
k1
k2
du,
H,t (m12) =
1
2
ϕ12ψ◦(k1, k2)
∫
R t
u s1
s2
k1
k1
k2
du,
H˜,t (m12) =
1
2
ϕ132ψ◦(k1, k2)
∫
R t
u s1
s2
k1
k1
k2
du.
We will show that X, , X˜, → X in CC0− , where
X, (t, x) =
∫
M4
e2piik[1234]xH,t (m1234)dŴ (m1234)
+
∫
M2
e2piik[12]x(2H,t +H,t + 2H,t )(m12)dŴ (m12),
with kernels defined below.
5.12.1. Convergence of H . If we define
Ht (m1234) =
1
2
ψ◦(k[123], k4)
∫
R2 t
u1
s4
u2
s3
s1
s2k[123]
k4
k[12]
k3
k1
k2
du12,
then we have∫
R4
Ht (m1234)Ht¯ (m1234)ds1234
=
1
4
ψ◦(k[123], k4)2
∫
R8
t
u1
s4
u2
s3
s1
s2
t¯
u¯1
u¯2
k[123]
k4
k[12]
k3
k1
k2
−k[123]
−k4
−k[12]
−k3
−k1
−k2
du12du¯12ds1234
=
1
4
ψ◦(k[123], k4)2
∫
R4
t t¯
µ[123]
µ4
µ[12]
µ3
µ1
µ2
−µ[123]
−µ4
−µ[12]
−µ3
−µ1
−µ2
dσ1234
=
∫
R4
e−2pii(t−t¯)σ[1234]Q (µ1234)dσ1234,
where
Q (µ1234) = 14ψ◦(k[123], k4)2|q(µ[123])|2|q(µ[12])|2
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× |q(µ1)|2|q(µ2)|2|q(µ3)|2|q(µ4)|2.
Similarly, δH, = H −H, and δH˜, = H− H˜, also satisfy (5.3) with
δQ, (µ1234) = (1− ϕ1234)2Q (µ1234),
δQ˜, (µ1234) = (1− ϕ1234[12]2[123]2)2Q (µ1234).
Lemma 5.24. For every ι > 0 and λ ∈ (0, 1) we have∫
µ[1234]=µ
|Q | . |µ|ι−3∗ ,
∫
µ[1234]=µ
|δQ, |+ |δQ˜, | . 2λ|µ|2λ+ι−3∗ .
proof. Since |q(µ4)| . |k4|1/2|µ4|−3/2∗ by (5.8), from Lemmas 5.9 and 5.10 we have∫
µ[1234]=µ
|Q (µ1234)|
.
∫
µ[1234]=µ
ψ◦(k[123], k4)2|µ[123]|−2∗ |µ[12]|−2∗ |µ1|−2∗ |µ2|−2∗ |µ3|−2∗ |k4||µ4|−3∗
.
∫
µ[534]=µ
ψ◦(k[53], k4)2|µ[53]|−2∗ |µ5|−3∗ |µ3|−2∗ |k4||µ4|−3∗
.
∫
µ[64]=µ
ψ◦(k6, k4)2|µ6|ι−4∗ |k4||µ4|−3∗
.
∫
µ[64]=µ
|k6|∗|k4|−1∗ |µ6|ι−4∗ |k4|∗|µ4|−3∗ .
∫
µ[64]=µ
|µ6|ι−3∗ |µ4|−3∗ . |µ|2ι−3∗ .

5.12.2. Convergence of H . If we define
Ht (m12) =
1
2
∫
M
ψ◦(k123, k3)
∫
R2 t u1
s3 u2
s2
s1
k[123]
−k3 k[13]
k2
k1k3
du12dm3,
then we have∫
R2
Ht (m12)Ht¯ (m12)ds12
=
1
4
∑
k3,k4
ψ◦(k[123], k3)ψ◦(k[124], k4)
×
∫
R8
t u1
s3 u2
s2
s1
t¯u¯1
s4u¯2
k[123]
−k3 k[13]
k2
k1k3
−k[124]
k4−k[14]
−k2
−k1 −k4
du12du¯12ds1234
=
1
4
∑
k3,k4
ψ◦(k[123], k3)ψ◦(k[124], k4)
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×
∫
R4
t t¯
µ[123]
−µ3 µ[13]
µ2
µ1µ3
−µ[124]
µ4−µ[14]
−µ2
−µ1 −µ4
dσ1234
=
∫
R2
e−2pii(t−t¯)σ[12]Q (µ12)dσ12,
where Q (µ12) =
∫
M2
Qµ34(µ12)dµ34 and
Qµ34(µ12) = 14ψ◦(k[123], k3)ψ◦(k[124], k4)|q(µ1)|2|q(µ2)|2
× q(µ[13])q(µ[123])|q(µ3)|2q(−µ[14])q(−µ[124])|q(µ4)|2.
Similarly, δH, = H −H, and δH˜, = H − H˜, also satisfy (5.3) with
δQ, (µ12) =
∫
M2
(1− ϕ1232)(1− ϕ1242)Qµ34(µ12)dµ34,
δQ, (µ12) =
∫
M2
(1− ϕ
1232[13]2
[123]2
)(1− ϕ
1242[14]2
[124]2
)Qµ34(µ12)dµ34.
Lemma 5.25. For every ι > 0 and λ ∈ (0, 1) we have∫
µ[12]=µ
|Q | . |µ|ι−3∗ ,
∫
µ[12]=µ
|δQ, |+ |δQ˜, | . 2λ|µ|2λ+ι−3∗ .
proof. Since
|Qµ34(µ12)| . |µ1|−2∗ |µ2|−2∗ |µ[13]|−1∗ |µ[123]|−1∗ |µ3|−2∗ |µ[14]|−1∗ |µ[124]|−1∗ |µ4|−1∗
and ∫
M
|µ[1i]|−1∗ |µ[12i]|−1∗ |µi|−2∗ dµi . |µ2|ι−1∗ (i = 3, 4)
from Lemma 5.11, we have∫
µ[12]=µ
|Q (µ12)| .
∫
µ1,µ2,µ3,µ4
µ[12]=µ
|Qµ34(µ12)| .
∫
µ[12]=µ
|µ1|ι−3∗ |µ2|ι−3∗
. |µ|2ι−3∗ .

5.12.3. Convergence of H . If we define
Ht (m12) =
1
2
∫
R t u
s1
s2
k[12]
k1
k2
du,
then we have∫
R2
Ht (m12)Ht¯ (m12)ds12 =
1
4
∫
R4 t u
s1
s2 t¯u¯
k[12]
k1
k2
−k[12]
−k1
−k2
dudu¯ds12
=
1
4
∫
R2 t t¯
µ[12]
µ1
µ2
−µ[12]
−µ1
−µ2
dσ12
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=
∫
R2
e−2pii(t−t¯)σ[12]Q (µ12)dσ12,
where
Q (µ12) = 14 |V (µ[12])|2|q(µ1)|2|q(µ2)|2.
Similarly, δH, = H −H, and δH˜, = H − H˜, also satisfy (5.3) with
δQ, (µ12) = 14 |δV, (µ[12])|2|q(µ1)|2|q(µ2)|2
+ 14 (1− ϕ12)2|V, (µ[12])|2|q(µ1)|2|q(µ2)|2,
δQ˜, (µ12) = 14 |δV˜, (µ[12])|2|q(µ1)|2|q(µ2)|2
+ 14 (1− ϕ12[12]4)2|V˜, (µ[12])|2|q(µ1)|2|q(µ2)|2.
Lemma 5.26. For every ι > 0 and λ ∈ (0, 1) we have∫
µ[12]=µ
|Q | . |µ|ι−3∗ ,
∫
µ[12]=µ
|δQ, |+ |δQ˜, | . 2λ|µ|2λ+ι−3∗ .
proof. We have∫
µ[12]=µ
|Q (µ12)| .
∫
µ[12]=µ
|µ[12]|ι−2∗ |µ1|−2∗ |µ2|−2∗ . |µ|ι−3∗ .

5.12.4. Convergence of H . If we define
Ht (m12) =
1
2
ψ◦(k1, k2)
∫
R t
u s1
s2
k1
k1
k2
du,
then we have
∫
R2
Ht (m12)Ht¯ (m12)ds12 =
1
4
ψ◦(k1, k2)2
∫
R4
t
u
s1
s2
t¯
u¯
k1
k1
k2
−k1
−k1
−k2
dudu¯ds12
=
1
4
ψ◦(k1, k2)2
∫
R2
t t¯
µ1
µ1
µ2
−µ1
−µ1
−µ2
dσ12
=
∫
R2
e−2pii(t−t¯)σ[12]Q (µ12),
where
Q (µ12) = 14ψ◦(k1, k2)2|V (µ1)|2|q(µ1)|2|q(µ2)|2.
Similarly, δH, = H −H, and δH˜, = H − H˜, also satisfy (5.3) with
δQ, (µ12) = 14ψ◦(k1, k2)2|δV, (µ1)|2|q(µ1)|2|q(µ2)|2
+ 14 (1− ϕ12)2ψ◦(k1, k2)2|V, (µ1)|2|q(µ1)|2|q(µ2)|2,
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δQ˜, (µ12) = 14ψ◦(k1, k2)2|δV˜, (µ1)|2|q(µ1)|2|q(µ2)|2
+ 14 (1− ϕ132[12]2)2ψ◦(k1, k2)2|V˜, (µ1)|2|q(µ1)|2|q(µ2)|2.
Lemma 5.27. For every ι > 0 and λ ∈ (0, 1) we have∫
µ[12]=µ
|Q | . |µ|ι−3∗ ,
∫
µ[12]=µ
|δQ, |+ |δQ˜, | . 2λ|µ|2λ+ι−3∗ .
proof. Since |Q (µ12)| . |µ1|ι−4∗ |k2||µ2|−3∗ , we have∫
µ[12]=µ
|Q (µ12)| .
∫
µ[12]=µ
ψ◦(k1, k2)2|µ1|ι−4∗ |k2||µ2|−3∗
.
∫
µ[12]=µ
|k1|∗|k2|−1∗ |µ1|ι−4∗ |k2||µ2|−3∗
.
∫
µ[12]=µ
|µ1|ι−3∗ |µ2|−3∗ . |µ|2ι−3∗
from Lemma 5.10. 
5.13. Values of constants. In this section, we study the values of renormalization
constants. First we show some useful lemmas. In the following computations, we
define Ht(k) and ht(k) by (5.6) and use Notation 5.3 even if k ∈ R \ {0}.
Lemma 5.28. For every k1, k2 ∈ R \ {0}, we have
t s
k1
k2
= t s
√
k21 + k
2
2
.
proof. This equation is obvious from the definition of Ht(k). 
Lemma 5.29. For every k1, k2 ∈ R \ {0}, we have∫
R
t u
s
k1 k2
du = − 2k1k2
k21 + k
2
2
(
t s
k1
+ 1t=s + t s
k2
)
.
proof. We have∫
R
ht−u(k1)hs−u(k2)du = (2piik1)(2piik2)
∫ t∧s
−∞
e−2pi
2k21(t−u)−2pi2k22(s−u)du
= − 2k1k2
k21 + k
2
2
e−2pi
2k21(t−t∧s)−2pi2k22(s−t∧s)
= − 2k1k2
k21 + k
2
2
×

e−2pi
2k21(t−s) t > s
1 t = s
e−2pi
2k22(s−t) s > t
.

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5.13.1. Convergence of D . We show the convergence of D, (t). From Lemma
5.29, we have
E(∂xY , )2 =
∫
M
ϕ(k1)
2 t s1
k1
−k1
dm1 =
∑
k1 6=0
ϕ(k1)
2.
If we add ϕ(0)2 = 1 to the above sum, then the series
∑
k∈Z ϕ(k)
2 agrees with the
integral c, =
∫
R ϕ(x)
2dx with an error O() from Lemma 6.3 of [6]. Hence we
have
D, (t) =
1
2
∫ t
0
{E(∂xY ,s )2 − c, }ds =
1
2
∫ t
0
(−1 +O())ds = −1 +O()
2
t.
5.13.2. Divergence of c . c, and c˜, are given by
c, =
∫
M2
ϕ1222Ct (m12)dm12, c˜, =
∫
M2
ϕ1222[12]4Ct (m12)dm12,
where
Ct (m12) =
1
2
∫
R2
t
u1
s2
u2
s1
k[12]
−k[12]
k2
−k2
k1
−k1
du12.
From Lemmas 5.28 and 5.29, we have∫
R2
Ct (m12)ds12 =
1
2
∫
R2
(
t
u1
u2
√
k21 + k
2
2
k[12]
−k[12]
+ t
u1
u2
√
k21 + k
2
2
k[12]
−k[12]
)
du12
=
∫
R2
t
u1
u2
√
k21 + k
2
2
k[12]
−k[12]
du12
=
1
2pii
√
k21 + k
2
2
∫
R2
t
u1
u2
√
k21 + k
2
2
k[12]
−k[12]
du12
=
1
2pii
√
k21 + k
2
2
−2k[12]
√
k21 + k
2
2
k21 + k
2
2 + k
2
[12]
∫
R
t u2
k[12]
−k[12]
du2
=
1
2pi2(k21 + k
2
2 + k
2
[12])
∫
R
t u2
k[12]
−k[12]
du2
=
1
2pi2(k21 + k
2
2 + k
2
[12])
.
Proposition 5.30. We have
c, =
∑
k1,k2,k[12] 6=0
ϕ(k1)
2ϕ(k2)
2
2pi2(k21 + k
2
2 + k
2
[12])
,
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c˜, =
∑
k1,k2,k[12] 6=0
ϕ(k1)
2ϕ(k2)
2ϕ(k[12])
4
2pi2(k21 + k
2
2 + k
2
[12])
.
5.13.3. Divergence of c . c, and c˜, are given by
c, =
∫
M2
ϕ1222Ct (m12)dm12 −
1
2
(c, )2,
c˜, =
∫
M2
ϕ1422[12]2Ct (m12)dm12 −
1
2
(c˜, )2,
where
Ct (m12) =
∫
R2 t u1
s1 u2
s2
k1
−k1 k[12]
−k2
k2
k1
du12.
Note that the integrand is supported in {t > u1 > u2}. From Lemmas 5.28 and
5.29 we have
∫
R2
Ct (m12)ds12 =
∫
R2
t
u2
u1
k1
k1
k[12] k2 du12
= 2piik[12]
∫
R2
t
u2
u1
√
k22 + k
2
[12]
k1
k1
du12
=
2piik[12]
(2piik1)(2pii
√
k22 + k
2
[12])
∫
R2
t
u2
u1
√
k22 + k
2
[12]
k1
k1
du12
=
k[12]
2piik1
√
k22 + k
2
[12]
−2k1
√
k22 + k
2
[12]
k21 + k
2
2 + k
2
[12]
∫
R
t u1
k1
k1
du1
= − k[12]
2pi2k1(k21 + k
2
2 + k
2
[12])
∫
R
t u1
−k1
k1
du1
= − k[12]
2pi2k1(k21 + k
2
2 + k
2
[12])
.
Proposition 5.31. We have
c, = −
∑
k1,k2,k[12] 6=0
k[12]ϕ(k1)
2ϕ(k2)
2
2pi2k1(k21 + k
2
2 + k
2
[12])
,
c˜, = −
∑
k1,k2,k[12] 6=0
k[12]ϕ(k1)
4ϕ(k2)
2ϕ(k[12])
2
2pi2k1(k21 + k
2
2 + k
2
[12])
.
5.13.4. Convergence of c + 2c . The fact that c + 2c is finite in both cases
completes Theorem 5.1.
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Proposition 5.32. We have
c, + 2c, = − 1
12
+O(), c˜, + 2c˜, = 0.
proof. For the first case, we have
c, + 2c, =
∑
k1,k2,k[12] 6=0
ϕ(k1)
2ϕ(k2)
2
2pi2(k21 + k
2
2 + k
2
[12])
(
1− 2k[12]
k1
)
= −
∑
k1,k2,k[12] 6=0
ϕ(k1)
2ϕ(k2)
2
2pi2(k21 + k
2
2 + k
2
[12])
k1 + 2k2
k1
.
By replacing k1 and k2 with each other in the above sum, we have
2(c, + 2c, ) = −
∑
k1,k2,k[12] 6=0
ϕ(k1)
2ϕ(k2)
2
2pi2(k21 + k
2
2 + k
2
[12])
(
k1 + 2k2
k1
+
2k1 + k2
k2
)
= −
∑
k1,k2,k[12] 6=0
ϕ(k1)
2ϕ(k2)
2
2pi2k1k2
= −
∑
k1,k2 6=0
ϕ(k1)
2ϕ(k2)
2
2pi2k1k2
+
∑
k1,k2 6=0,k[12]=0
ϕ(k1)
2ϕ(k2)
2
2pi2k1k2
=: I1 + I2.
Since ϕ(k) is even in k, we have
I1 = − 1
2pi2
∑
k1 6=0
ϕ(k1)
2
k1
∑
k2 6=0
ϕ(k2)
2
k2
= 0.
For the second term, we have
I2 = −
∑
k 6=0
ϕ(k)4
2pi2k2
↓0−→ − 1
2pi2
∑
k 6=0
1
k2
= −1
6
.
Here the error is estimated as
∑
|k|&−1
1
k2 ∼ . Hence we have the first result.
For the second case, since
c˜, = −
∑
k1,k2,k[12] 6=0
k[12]ϕ(k1)
4ϕ(k2)
2ϕ(k[12])
2
2pi2k1(k21 + k
2
2 + k
2
[12])
= −
∑
k3−k2,k2,k3 6=0
k3ϕ((k3 − k2))4ϕ(k2)2ϕ(k3)2
2pi2(k3 − k2)((k3 − k2)2 + k22 + k23)
= −
∑
k2,k3,k[23] 6=0
k3ϕ(k[23])
4ϕ(k2)
2ϕ(k3)
2
2pi2k[23](k
2
[23] + k
2
2 + k
2
3)
= −
∑
k1,k2,k[12] 6=0
k1ϕ(k[12])
4ϕ(k1)
2ϕ(k2)
2
2pi2k[12](k
2
[12] + k
2
1 + k
2
2)
,
we have
c˜, + 2c˜, =
∑
k1,k2,k[12] 6=0
ϕ(k1)
2ϕ(k2)
2ϕ(k[12])
4
2pi2(k21 + k
2
2 + k
2
[12])
(
1− 2k1
k[12]
)
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=
∑
k1,k2,k[12] 6=0
ϕ(k1)
2ϕ(k2)
2ϕ(k[12])
4
2pi2(k21 + k
2
2 + k
2
[12])
k2 − k1
k[12]
.
By similar arguments to those of c, + 2c, , we have
2(c˜, + 2c˜, ) =
∑
k1,k2,k[12] 6=0
ϕ(k1)
2ϕ(k2)
2ϕ(k[12])
4
2pi2(k21 + k
2
2 + k
2
[12])
(
k2 − k1
k[12]
+
k1 − k2
k[12]
)
= 0.

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