Abstract. We study Wilf's conjecture for numerical semigroups S such that the second least generator a 2 of S satisfies a 2 > c(S)+µ(S) 3
Introduction and preliminaries
A numerical semigroup is a subset S ⊆ N that contains 0, is closed under addition and such that the complement N \ S is finite. In particular, there is a largest integer not contained in S, which is called the Frobenius number of S and is denoted by F (S). The conductor of S is defined as c(S) := F (S) + 1, and it is the minimal integer x such that x + N ⊆ S. Calculating F (S) is a classical problem (called the Diophantine Frobenius problem), introduced by Sylvester [10] ; see [7] for a general overview.
Given coprime integers a 1 < . . . < a n , the numerical semigroup generated by a 1 , . . . , a n is the set a 1 , . . . , a n := {λ 1 a 1 + · · · + λ n a n | λ i ∈ N}.
Conversely, if S is a numerical semigroup, there are always a finite number of integers a 1 , . . . , a n such that S = a 1 , . . . , a n ; moreover, there is a unique minimal set of such integers, whose cardinality, called the embedding dimension of S, is denoted by ν(S). The integer a 1 , the smallest minimal generator of S, is called the multiplicity of S, and is denoted by µ(S).
In 1978, Wilf [11] suggested a relationship between the conductor and the embedding dimension of S. More precisely, set holds for every numerical semigroup S; this question is known as Wilf 's conjecture. The conjecture is still unresolved in the general case, although there have been several partial results: for example, it has been proven that Wilf's conjecture holds when ν(S) ≤ 3 [10, 3] , when |N \ S| ≤ 60 [4] , when c(S) ≤ 3µ(S) [5, 2] and when ν(S) ≥ µ(S)/2 [9] .
In this paper, we study Wilf's conjecture when a 2 , the second smallest generator of S, is large, in the sense that a 2 > c(S) + µ(S) 3 .
In Section 2 we prove some bounds that this condition imposes on S, while in Section 3 we estimate the cardinality of L(S); finally, in Section 4 we show that for these semigroups Wilf's conjecture holds when ν is large and the multiplicity is smaller than a quadratic function of the embedding dimension (Theorem 4.5). The basic idea is to split the generators of S according to whether they are smaller or bigger than
, and using this division to estimate the cardinality of L(S). For general information and results about numerical semigroups, the reader may consult [8] .
Splitting the generators
From now on, S will be a numerical semigroup, µ := µ(S) its multiplicity, ν := ν(S) its embedding dimension, and c := c(S) its conductor. We denote by Ap(S) the Apéry set of S with respect to its multiplicity, i.e., Ap(S) := {i ∈ S | i − µ / ∈ S}.
We recall that, for every t ∈ {0, . . . , µ−1}, there is a unique x ∈ Ap(S) such that x ≡ t mod µ; in particular, Ap(S) has cardinality µ. Note also that, since c(S) is the maximal integer not belonging to S, every element of Ap(S) is smaller than c + µ. Let now P := {a 1 , . . . , a ν } be the set of minimal generators of S, with µ = a 1 < a 2 < · · · < a ν . We shall always suppose that a 2 > c+µ 3 . Since each x ∈ P \ {µ} belongs to Ap(S), we can subdivide P \ {µ} into the following three sets:
We set q i := |P i |, for i ∈ {1, 2, 3}. Let π : Z −→ Z/µZ be the canonical quotient map, and let A := π(P ), A i := π(P i ). Given two subsets X, Y ⊆ Z/µZ, the sumset of X and Y is X + Y := {x + y | x ∈ X, y ∈ Y }. . Then,
Proof. Let x ∈ Ap(S), x = 0. Then, x < c + µ and x is a sum of elements of P \ {µ} (since x − nµ / ∈ S for n > 0). The sum of three elements of P \ {µ} is bigger than c + µ, and thus cannot be equal to x; likewise, x cannot be the sum of two elements of P 2 ∪ P 3 , and it also cannot be the sum of an element of P 1 and an element of P 3 . Hence, the unique possibilities are x ∈ P , x ∈ P 1 + P 1 , or x ∈ P 1 + P 2 . The claim follows by projecting onto Z/µZ.
Using the previous proposition, we can relate quantitatively µ, ν, q 1 and q 2 .
. Then:
Proof. By Proposition 2.1, we have
(a) now follows from the inequalities |A| = ν, |A 1 + A 1 | ≤ q 1 (q 1 + 1)/2 (by symmetry) and
Using the previous point and the fact that q 1 + q 2 ≤ ν − 1, we have
and thus
Moreover, since µ and ν are integers, so is
, and thus we can discard the 1 8 . This proves (b). Part (a) of Proposition 2.2 can be represented in a graphical way. Fix two integers, µ and ν. The inequalities
• q 1 , q 2 ≥ 0;
define a subset of the plane q 1 q 2 , which is bounded by two lines and an hyperbola; we denote it by A(µ, ν), or simply A if there is no danger of confusion. The set is pictured in Figure 1 . Then, if S is a semigroup with multiplicity µ, embedding dimension ν and a 2 > c(S)+µ(S) 3
, then the lattice points (q 1 , q 2 ) in A(µ, ν) correspond to the possible cardinalities of the sets P 1 and P 2 .
Estimates on |L(S)|
Lemma 3.1. Let x, y, b, p be real numbers, with p > 0 and x < y, and let A := b + pZ := {b + pn | n ∈ Z}. Then:
. Then,
since y / ∈ A, then x + kp = y, and thus the interval [x + kp, y) is nonempty and contains exactly one element of A (namely, x + kp). Hence, |A ∩ [x, y)| = k + 1.
Our goal is to estimate the cardinality of L := L(S). To this end, we introduce the following notation: if x is an integer, let
Proof. We have
, and by Lemma 3.1
and if x ∈ P 2 then
Hence,
Furthermore, applying again Lemma 3.1, for every x ∈ {0} ∪ P 1 ∪ P 2 , except possibly one (namely, the x such that c ≡ x mod µ), there is a further element in L x ∩ [x, c); hence, we can add q 1 + q 2 to the quantity on the right hand side. The claim follows.
We can get a slightly better version by considering also the relationship between the elements of P 1 and P 2 ; for this, we shall modify an idea introduced by S. Eliahou in [1] . Say that a pair (a, b) ∈ P 1 × P 2 is an Apéry pair if a + b ∈ Ap(S): then, a + b < c + µ, and applying Lemma 3.1 we get
Since |L x |+|L y | is an integer, and the inequality is strict, we have |L x |+ |L y | ≥ c µ which we would get by considering the two estimates separately. Let Σ be the set of Apéry pairs. We say that a subset
Denoting by σ the maximal cardinality of an independent set of Apéry pairs, we obtain a slightly better version of Proposition 3.2.
Proof. Take σ independent Apèry pairs {(a t , b t )} σ i=1 , and write
Using the estimates in the proof of Proposition 3.2 and the inequality (3) we get our claim. : if this bound is at least 1, then Wilf's conjecture holds for the semigroup S. One problem lies in the floor functions appearing in (2) and (4); the simplest way to get rid of them is to use the inequality ⌊x⌋ ≥ x − 1. However, with some additional work we can obtain better estimates.
Indeed, observe that, if c = (6k − 1)µ (where k is an integer), then the quantities appearing in (4) are integers; this suggests to write c as (6k −1)µ+θµ, where k is an integer and θ ∈ [0, 6) is a rational number. In this way, we have
Thus, when we multiply (4) by ν c
we obtain
We can write the right hand side of the previous inequality as
where α, β, γ are rational numbers depending on c and µ. By [2], Wilf's conjecture holds when c ≤ 3µ; hence, we can suppose, from now on, that c > 3µ. Let now . Therefore,
If k > −l, the function x → x − k x + l is increasing for x > −l; hence, in the interval [k, k + 1) it is bounded above by its value at x = k + 1. Thus,
A completely analogous reasoning can be used to estimate β and γ, although in this case the calculations must consider the residue class of ⌊θ⌋ modulo 2 and 3 (for β and γ, respectively). We obtain the following inequalities. We now use this estimates to specialize (4) to each possible ⌊θ⌋.
Wilf's conjecture for large second generator
Proposition 3.3 isn't really better than Proposition 3.2 if we don't have a way to estimate σ. We do it in the following proposition, using a graph-theoretic method; see e.g. [6] for the terminology used in the proof. The proof is inspired by [1] . Proof. Define a graph G by taking the disjoint union P 1 ⊔ P 2 as the set of vertices and Σ as the set of edges. Then, an independent subset of Σ is exactly an independent subset of edges of G, that is, a matching, and σ is exactly the matching number of G. Moreover, G is a bipartite graph, and thus (by König's theorem, see e.g. [6, Theorem 1.1.1]) the matching number of G is equal to the its point covering number, i.e., to the cardinality of the smallest set S ⊆ V (G) such that every edge of G has a vertex in S.
For every v ∈ V (G), the number of edges incident to v is at most q 1 if v ∈ P 2 and at most q 2 if v ∈ P 1 ; hence, the point covering number of G is at least |E(G)|/ max{q 1 , q 2 }. The claim follows.
We also obtain a slightly better version of Proposition 2.2(a). , and let σ as above. Then,
Proof. Following the proof of Proposition 2.1, we see that if x ∈ Ap(S)∩ (P 1 + P 2 ) then x = a 1 + b 1 for some Apéry pair (a 1 , b 1 ) ∈ Σ; hence,
with the last inequality coming from Proposition 4.1. The claim now follows using the proof of Proposition 2.2(a).
Before presenting the main theorem, we prove a lemma. 
Proof. Since f is a linear function, and the components of its gradient are positive, the (eventual) minimum of f on Ω can be reached only on its border I, which is formed by a subset of an hyperbola (say I ′ ) and a subset of the x-axis. Moreover, f is monotone increasing on the x-axis, and thus the minimum can only be reached on I ′ . On it, f becomes a quadratic function such that f → ∞ when x → 0 (since y → ∞); therefore, f has actually a minimum on I ′ , and the point (x 0 , y 0 ) where it is reached satisfies, by Lagrange multipliers,
Substituting in f , we have
for every (x, y) ∈ Ω. We thus must solve an inequality in the form
or equivalently (since ν > 0)
In our hypothesis, ζ = α − γ 2 ≤ α ≤ 1 and µ > ν; hence, the right hand side is positive and we can square both sides, obtaining
or, equivalently,
Suppose µ = 2ν: then, the left hand side of (8) is equal to
which is negative for ν >
Hence, under this condition the left hand side of (8) has two roots, µ − < µ + , and µ − < 2ν. On the other hand,
as a Taylor series we have
where R 2 is the remainder and x =
, and thus it is bigger than −ǫ for every ν ≥ ν 0 (ǫ) (for any ǫ > 0). Hence, for ν ≥ ν 0 (ǫ) (7) holds for µ − ≤ µ ≤ µ + , with
Substituting ζ and ξ with their definitions we have our claim.
Remark 4.4. The remainder of the Taylor series can actually be estimated fairly simply. Indeed, using
(1−x) 5/2 and Taylor's theorem, we obtain, putting λ :=
As a function of ν, the quantity on the right hand side is decreasing for ν > λ; for example, for ν ≥ 2λ we have
We will use this estimate in Proposition 4.6.
We are now ready to prove the main theorem.
Theorem 4.5. For every ǫ > 0 there is a ν 0 (ǫ) such that, if S = a 1 , a 2 , . . . , a ν is a numerical semigroup such that:
Proof. By [2] , we need only to consider semigroups S such that c > 3µ. Write c = (6k − 1)µ + θµ, where k an integer and θ ∈ [0, 6). By the discussion in Section 3, for every i := ⌊θ⌋ there is a linear function ℓ i (q 1 , q 2 , σ), not depending on S, such that
We distinguish two cases.
Suppose q 1 ≥ q 2 . By Corollary 4.2, we have
+ σq 1 + ν ≥ µ; equivalently, the point (q 1 , σ) belongs to the set A(ν, µ) defined at the end of Section 2. Since q 2 ≥ σ, we have ℓ i (q 1 , q 2 , σ) ≥ ℓ i (q 1 , σ, σ) =: ℓ and smaller than every other A i ; hence, there is a ν
≥ 1 for all semigroups S with
Since the condition
≥ 1 is equivalent to S satisfying Wilf's conjecture, the claim follows substituting A 5 , B 5 and C 5 with their value.
Suppose q 1 ≤ q 2 ; by Corollary 4.2,
As in the proof of Lemma 4.3, the minimum of ℓ i on Ω ′ can only belong to the hyperboloid
+ yz = µ − ν ; by Lagrange multipliers, the minimum (x 0 , y 0 , z 0 ) of ℓ i on the hyperboloid satisfies
Since γ i > δ i for each i, we must have z 0 > y 0 , which however implies that (x 0 , y 0 , z 0 ) / ∈ Ω ′ ; hence, the minimal point of ℓ i in Ω ′ must belong on the intersection between the hyperboloid and one of the planes {x = z} and {x = y}. If it is on the latter, we have q 1 = q 2 , and we fall back to the case q 1 ≥ q 2 ; if it is on the former, then we have to find the minimum of ℓ
This set is contained in the domain Ω of Lemma 4.3; hence, we can apply the lemma and, as in the proof of the case q 1 ≥ q 2 , we obtain that
≥ 1 for all semigroups S with ν(S) ≥ ν 0 (ǫ) and µ(S) ≤ A j ν 2 + B j ν + C j − ǫ (where ν 0 (ǫ), A j , B j , C j are different from the previous case). However, a direct calculation shows that all A i are strictly bigger than 8 25 ; hence, this case does not give any further restriction on the semigroups on which Wilf's conjecture holds (except perhaps the need to pass from ν 0 (ǫ) to a larger number). Hence, the claim holds.
The same reasoning can yield a more explicit version. Proof. The proof is akin to the one of Theorem 4.5; we employ the same notation. Suppose q 1 ≥ q 2 , and let A i , B i , C i be the coefficients of the polynomial in ν which is on the right hand side of (7) In the case q 1 ≤ q 2 the functions ℓ ′ i we obtain putting q 1 = σ are always bigger than the corresponding functions for the case q 1 ≥ q 2 ; hence, also in this case Wilf's conjecture holds when ν ≥ 10 and µ verifies the above inequality. The claim is proved.
To conclude the paper, we give three variants of Theorem 4.5 that can be proved with arguments very similar to the proof of the theorem. The first one looks at case c ≡ 0 mod µ, the second one strengthens the coefficients 8 25 and the third one weakens Wilf's conjecture. 
