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value problems for a class of higher order Volterra integro-differential equations using function
approximation. The properties of Legendre wavelets together with the Gaussian integration method
are used to reduce the problem to the solution of nonlinear algebraic equations. Also a reliable
approach for convergence of the Legendre wavelet method when applied to a class of nonlinear Vol-
terra equations is discussed. Illustrative examples have been discussed to demonstrate the validity
and applicability of the technique and the results obtained by Legendre wavelet method is very
nearest to the exact solution. The results demonstrate reliability and efﬁciency of the proposed
method.
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Integro-differential equation (IDE) is an equation that the un-
known function appears under the sign of integration and it
also contains the derivatives of the unknown function.
Mathematical modeling of real-life problems usually results
in functional equations, e.g. partial differential equations, inte-2 264101x108; fax: +91 4362
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07gral and integro-differential equations, stochastic equations
and others. Many mathematical formulations of physical phe-
nomena contain integro-differential equations, these equations
arise in ﬂuid dynamics, biological models and chemical kinet-
ics. In the past several decades, many effective methods for
obtaining approximation/numerical solutions of linear/nonlin-
ear differential equations have been presented, such as Adomi-
an decomposition method [1], variational iteration method
[2,3], homotopy perturbation method [4–6], He’s homotopy
perturbation method [7–10], homotopy analysis method [11],
and wavelet methods [12–14,4,5].
The literature of numerical analysis contains little on the
solution of the boundary value problems for higher-order inte-
gro-differential equations. The boundary value problems for
higher-order integro-differential equations had been investi-
gated by Morchalo [16,17] and Agarwal [18] among others.
Agarwal [18] discussed the existence and uniqueness of the
solutions for these problems. The following gives the detailsier B.V. All rights reserved.
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lower order.
Ghasemi et al. [10] presented He’s homotopy perturbation
method for solving nonlinear integro-differential equations.
Zhao and Corless [19] adopted ﬁnite difference method for
integro-differential equations. Yusufoglu (Agadjanov) [20]
had solved initial value problem for Fredholm type linear inte-
gro-differential equation system. Seyed Alizadeh et al. [21] dis-
cussed an Approximation of the analytical solution of the
linear and nonlinear integro-differential equations by Homot-
opy Perturbation Method. Wazwaz [22] gave a reliable
algorithm for solving boundary value problems for higher-or-
der integro-differential equations. Lepik [23] had solved the
nonlinear integro-differential equations using Haar wavelet
method. Ghasemi et al. [4] discussed the comparison between
wavelet Galerkin method and homotopy perturbation method
for the nonlinear integro-differential equations. Ghasemi et al.
[15,5] established numerical solution of linear integro-
differential equations by using sine–cosine wavelet method
and they have also compared with homotopy perturbation
method.
In recent years, wavelets have found their way into many dif-
ferent ﬁelds of science and engineering. Many researchers
started using variouswavelets [12–14,4,5,13] for analyzing prob-
lems of greater computational complexity and proved wavelets
to be powerful tools to explore new direction in solving differen-
tial equations. Legendre wavelet based approximate solution of
Lane-Emden type was studied by Youseﬁ [24] recently.
In the present article, we apply Legendre wavelet method
(LWM) to ﬁnd the approximate solution of mth order inte-
gro-differential equation [22] of the form
yðmÞðxÞ ¼ fðxÞ þ
Z x
0
Kðx; tÞFðyðtÞÞdt; 0 < x < b ð1Þ
With the boundary conditions
yðjÞð0Þ ¼ aj; j ¼ 0; 1; 2; . . . ; ðr 1Þ
yðjÞðbÞ ¼ bj; j ¼ r; ðrþ 1Þ; . . . ; ðm 1Þ
where y(m) (x) indicates the mth derivative of y(x), and F(y(x))
is a nonlinear function. In addition, the kernel K(x, t) and f(x)
are given in advance. It is of interest to point out that y(x) and
f(x) are assumed real and as many times differentiable as re-
quired for x e [0,b], and aj, 0 6 j 6 ðr 1Þ and bj; r 6 j 6
ðm 1Þ are real ﬁnite constants.
The Legendre wavelet method (LWM) consists of conver-
sion of integro-differential equations into integral equations
and expanding the solution by Legendre wavelets with un-
known coefﬁcients. The properties of Legendre wavelets to-
gether with the Gaussian integration formula are then
utilized to evaluate the unknown coefﬁcients and ﬁnd an
approximate solution to Eq. (1).
The organization of the paper is as follows: In Section 2, we
describe the basic formulation of wavelets and Legendre wave-
lets required for our subsequent development. Section 3 is de-
voted to the solution of Eq. (1) by using integral operator and
Legendre wavelets. Convergence analysis and the error estima-
tion for the proposed method have been discussed in Section 4.
In Section 5, we report our numerical ﬁnding and demonstrate
the accuracy of the proposed scheme by considering numerical
examples with error calculations. Concluding remarks are gi-
ven in the ﬁnal section.2. Properties of Legendre wavelets
2.1. Wavelets and Legendre wavelets
Wavelets constitute a family of functions constructed from
dilation and translation of a single function called the mother
wavelet. When the dilation parameter a and the translation
parameter b vary continuously, we have the following family
of continuous wavelets as:
wa;bðtÞ ¼ jaj
1
2w
t b
a
 
; a; b 2 R; a–0:
If we restrict the parameters a and b to discrete values as
a ¼ ak0 ; b ¼ nb0ak0 ; a0 > 1; b0 > 0, n and k are positive inte-
gers, we have the following family of discrete wavelets:
wk;nðtÞ ¼ jaj
1
2w ak0t nb0
 
where wk,n(t) form a basis of
L2(R). In particular, when a0 = 2 and b0 = 1 then wk,n(t)
forms an orthonormal basis.
Legendre wavelets wnmðtÞ ¼ wðk; n^;m; tÞ have four argu-
ments: n^ ¼ 2n 1, n ¼ 1; 2; 3 . . . ; 2k1, k can assume any posi-
tive integer, m is the order of Legendre polynomials and t is the
normalized time. They are deﬁned on the interval [0,1) as
wnmðtÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mþ 1
2
q
2
k
2Pmð2kt n^Þ; for n^12k 6 t 6 n^þ12k ;
0; otherwise
(
ð2Þ
where m= 0,1,2, . . .,M  1, n= 1,2,3, . . ., 2k1. The coefﬁ-
cient
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mþ 1
2
q
is for orthonormality, the dilation parameter is
a= 2k and translation parameter is b ¼ n^2k.
Here Pm(t) are well-known Legendre polynomials of order
m which are deﬁned on the interval [1,1], and can be deter-
mined with the aid of the following recurrence formulae:
P0ðtÞ ¼ 1; P1ðtÞ ¼ t
Pmþ1ðtÞ ¼ 2mþ 1
mþ 1
 
tPmðtÞ  m
mþ 1
 
Pm1ðtÞ;
m ¼ 1; 2; 3; . . .2.2. Function approximation
A function f(t) deﬁned over [0,1) may be expanded as
fðtÞ ¼
X1
n¼1
X1
m¼0
cnmwnmðtÞ ð3Þ
where cnm = Æf(t), wnm(t)æ, in which Æ., .æ denotes the inner
product. If the inﬁnite series in Eq. (3) is truncated, then Eq.
(3) can be written as
fðtÞ ﬃ
X2k1
n¼1
XM1
m¼0
cnmwnmðtÞ ¼ CTwðtÞ;
where C and w(t) are 2k1M · 1 matrices given by
C ¼ ½c10; c11; . . . c1M1; c20; . . . ; c2M1; . . . ; c2k10; . . . ; c2k1M1T; ð4Þ
wðtÞ ¼½w10ðtÞ;w11ðtÞ; . . . ;w1M1ðtÞ;w20ðtÞ; . . . ;w2M1ðtÞ; . . . ;
w2k10ðtÞ; . . . ;w2k1M1ðtÞT: ð5Þ
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Consider the integro differential equation given in Eq. (1)
Let us define L ¼ d
m
dxm
; L1 ¼
Z x
0
Z x
0
. . .
Z x
0
dxdx . . . dx|ﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄ}
m times
Operating with L1 on both sides of Eq. (1)
L1½ymðxÞ ¼ L1½fðxÞ þ L1
Z x
0
Kðx:tÞFðyðtÞÞdt
 	
yðxÞ ¼ gðxÞ þ hðxÞ þ L1
Z x
0
Kðx:tÞFðyðtÞÞdt
 	
where h(x) = L1[f(x)] and g(x) is a function of x along with
constants.
yðxÞ ¼ NðxÞ þ
Z x
0
ðx tÞmKðx; tÞFðyðtÞÞdt ð6Þ
where N(x) = g(x) + h(x)
Let yðxÞ ¼ CTwðxÞ: ð7Þ
Therefore we have
CTwðxÞ ¼ NðxÞ þ
Z x
0
ðx tÞmKðx; tÞFðCTwðtÞÞdt: ð8Þ
We now collocate Eq. (8) at 2k1M points xi as
CTwðxiÞ ¼ NðxÞ þ
Z x
0
ðx tÞmKðx; tÞFðCTwðxiÞÞdx: ð9Þ
Suitable collocation points are zeros of Chebyshev
polynomials
xi ¼ cosðð2iþ 1Þp=2kMÞ; i ¼ 1; 2; . . . ; 2k1M:
In order to use the Gaussian integration formula for Eq.
(9), we transfer the intervals [0,xi] into the interval [1,1] by
means of the transformation
s ¼ 2
xi
t 1:
Eq. (9) may then be written as
CTwðxiÞ ¼NðxiÞ þ xi
2
Z 1
1
x xi
2
ðsþ 1Þ

 m
K x;
xi
2
ðsþ 1Þ

 
 F CTw xi
2
ðsþ 1Þ

 
 
ds
By using the Gaussian integration formula, we get
CTw xið Þ ¼NðxiÞ þ xi
2
Xs
j¼1
wj x xi
2
ðsj þ 1Þ

 m
 K x; xi
2
ðsj þ 1Þ

 
F CTw
xi
2
ðsj þ 1Þ

 
 
ds ð10Þ
where s is s zeros of Legendre polynomials Ps+1 and wj are the
corresponding weights. The idea behind the above approxima-
tion is the exactness of the Gaussian integration formula for
polynomials of degree not exceeding 2s+ 1. Here the weight
wj can be identiﬁed with the help of the formula
wj ¼
R 1
1
Qs
j¼0;j–ið ssjsisjÞds. Eq. (10) gives 2
k1M nonlinear equa-
tions which can be solved for the elements of C in Eq. (7) using
Newton’s iterative method.4. Convergence analysis
In this section, we provide the theorem on convergence analy-
sis and error estimation of our proposed method.
Theorem. The series solution Eq. (3) of problem (1) using LWM
converges towards u(x).
Proof. Let L2(R) be the Hilbert space and let
wk;nðtÞ ¼ jaj
1
2wðak0t nb0Þwhere wk,n(t) form a basis of L2(R).
In particular, when a0 = 2 and b0 = 1, wk,n(t) forms an ortho-
normal basis.
Let uðxÞ ¼PM1i¼1 C1iw1iðxÞ where C1i = Æu(x), w1i(x)æ for
K= 1 and Æ., .æ represents an inner product.
uðxÞ ¼
Xn
i¼1
huðxÞ;w1iðxÞiw1iðxÞ
Let us denote w1i(x) as w(x).
Let aj = Æu(x), w(x)æ
Deﬁne the sequence of partial sums {Sn} of (ajw(xj)); let Sn
and Sm be arbitrary partial sums with nP m. We are going to
prove that {Sn} is a Cauchy sequence in Hilbert space.
Let Sn ¼
Xn
j¼1
ajwðxjÞ
huðxÞ;Sni ¼ huðxÞ;
Xn
j1
ajwðxjÞi ¼
Xn
j¼1
ajhuðxÞ;wðxjÞi ¼
Xn
j1
ajaj
¼
Xn
j1
jajj2
We will claim that kSn  Smk2 ¼
Pn
j¼mþ1jajj2 forn > m. Now
Xn
j¼mþ1
ajwðxjÞ


2
¼
Xn
i¼mþ1
aiwðxiÞ;
Xn
j¼mþ1
ajwðxjÞ
* +
¼
Xn
i¼mþ1
Xn
j¼mþ1
aiajhwðxiÞ;wðxjÞi
¼
Xn
j¼mþ1
ajaj ¼
Xn
j¼mþ1
jajj2
i:e:kSn  Smk2 ¼
Xn
j¼mþ1
jajj2 for n > m:
From Bessel’s inequality, we have
P1
j¼1jajj2 is convergent and
hence kSn  Smk2ﬁ 0 as m, nﬁ1, i.e. kSn  Smkﬁ 0 and
{Sn} is a Cauchy sequence and it converges to say ‘s’.
We assert that u(x) = s. Now
hs uðxÞ;wðxjÞi ¼ hs;wðxjÞi  huðxÞ;wðxjÞi
¼ hLtn!1Sn;wðxjÞi  aj
¼ Ltn!1hSn;wðxjÞi  aj
¼ aj  aj ) hS uðxÞ;wðxjÞi ¼ 0
Hence u(x) = s and
Pn
j¼1ajwðxjÞ converges to u(x).
Hence the theorem is proved. h
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In this part, an error estimation for the approximate solution
of Eq. (6) is discussed and this approach is based on the tech-
nique presented in [25].
Let us consider enðxÞ ¼ uðxÞ  uðxÞ as the error function of
the approximate solution uðxÞ for u(x), where u(x) is the exact
solution of Eq. (6).
uðxÞ ¼ NðxÞ þ
Z x
0
ðx tÞmKðx; tÞFðyðtÞÞdtþHnðxÞ
where Hn(x) is the perturbation term.
HnðxÞ ¼ uðxÞ NðxÞ 
Z x
0
ðx tÞmKðx; tÞFðyðtÞÞdt: ð11Þ
We proceed to ﬁnd an approximation enðxÞ to the error func-
tion en(x) in the same way as we did before for the solution of
the problem. Subtracting Eq. (11) from Eq. (6), the error func-
tion en(t) satisﬁes the problem
enðxÞ þ
Z x
0
ðx tÞmKðx; tÞFðyðtÞÞdt ¼ HnðxÞ ð12Þ
It should be noted that in order to construct the approximate
enðxÞ to en(x), only Eq. (12) needs to be recalculated in the
same way as we did before for the solution of Eq. (7).
We ensure the stability of LWM through this convergence
and error estimation.
5. Illustrative examples
In the examples that follow, the Legendre wavelet method will
be tested by discussing three boundary-value problems of
fourth-order integro-differential equations presented in [22].
Example 1. We ﬁrst consider the linear boundary value
problem for the integro-differential equation
y
0000 ðxÞ ¼ xð1þ exÞ þ 3exþ yðxÞ 
Z x
0
yðtÞdt; 0< x< 1 ð13ÞTable 1 The errors for Example 1 at M= 4,10,15.
M x Exact
4 0.0 1
0.2 1.2442805
0.4 1.5967298
0.6 2.0932712
0.8 2.7804327
1.0 3.7182818
10 0.0 1
0.2 1.2442805
0.4 1.5967298
0.6 2.0932712
0.8 2.7804327
1.0 3.7182818
15 0.0 1
0.2 1.2442805
0.4 1.5967298
0.6 2.0932712
0.8 2.7804327
1.0 3.7182818subject to the boundary conditions
yð0Þ ¼ 1; y0ð0Þ ¼ 1; yð1Þ ¼ 1þ e; y0ð1Þ ¼ 2e ð14Þ
We apply the method presented in this paper and solve Eq.
(13) with k= 1 and M= 4.
Applying L1 on both sides of Eq. (13), we get
L1½y0000 ðxÞ ¼ L1½xð1þ exÞ þ L1½3ex þ L1½yðxÞ  L1
Z x
0
yðtÞdt
 	
yðxÞ ¼ 1þ xþ Ax
2
2!
þ Bx
3
3!
þ x
5
5!
þ L1½xex þ 3ex þ L1½yðxÞ
 L1
Z x
0
yðtÞdt
 	
where A= y00(0); B ¼ y000(0).
yðxÞ ¼ 1þ xþAx
2
2!
þBx
3
3!
þ x
5
5!
þ 12x2ex  42xex 2x3  15x2
þ 6ex  6þ
Z x
0
ðx tÞ3yðtÞdt
Z x
0
ðx tÞ4yðtÞdt
Replacing y(x) by CTw(x), we get
CTwðxÞ ¼ 1þ xþ Ax
2
2!
þ Bx
3
3!
þ x
5
5!
þ 12x2ex  42xex
 2x3  15x2 þ 6ex  6þ
Z x
0
ðx
 tÞ3CTwðtÞdt
Z x
0
ðx tÞ4CTwðtÞdt ð15Þ
On solving Eq. (15), we get
C10 ¼ B 7ð2Aþ BÞ
24
; C11 ¼ 4 ð2Aþ BÞ
4
ﬃﬃﬃ
3
p ; C12
¼ 2Aþ B
24
ﬃﬃﬃ
5
p ; C13 ¼ B
120
ﬃﬃﬃ
7
p
By applying the boundary conditions, we ﬁnd that A= 2;
B= 3.
Using Eq. (7), we get y(x) = c10w10 + c11w11 + c12w12
+ c13w13.LWM solution LWM solution-error
1 0
1.244 2.8055e04
1.592 4.7299e04
2.068 0.02527
2.696 0.08443
3.5 0.21828
1 0
1.2443 0.0000195
1.5967 3e10
2.0933 1.772e8
2.7804 3.214e7
3.7183 0.0000182
1 0
1.2443 0.0000195
1.5967 0.0000298
2.0933 0.0000288
2.7804 0.0000327
3.7183 0.00001182
Table 2 The errors for Example 2 at M= 4,10,15.
M x Exact LWM LWM solution-error
4 0.0 1 1 0
0.2 1.2214027 1.2213 0.0001027
0.4 1.4918246 1.4907 0.0011246
0.6 1.8221188 1.8160 0.0061188
0.8 2.2255409 2.2053 0.0202409
1.0 2.7182818 2.6667 0.0512818
10 0.0 1 1 0
0.2 1.2214027 1.2214 0.0000027
0.4 1.4918246 1.4918 0.0000246
0.6 1.8221188 1.8221 0.0000188
0.8 2.2255409 2.2255 0.0000409
1.0 2.7182818 2.7183 0.0000182
15 0.0 1 1 0
0.2 1.2214027 1.2214 0.0000027
0.4 1.4918246 1.4918 0.0000246
0.6 1.8221188 1.8221 0.0000188
0.8 2.2255409 2.2255 0.0000409
1.0 2.7182818 2.7183 0.0000182
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2
2!Þ.
Therefore, we have y(x) = 1 + xex which is the exact
solution. Table 1 depicts the error for Example 1 for different
values of M with exact solution.
Example 2. We next consider the nonlinear boundary value
problem for the integro-differential equation
y
0000 ðxÞ ¼ 1þ
Z x
0
exy2dx; 0 < x < 1 ð16Þ
subject to the boundary conditions
yð0Þ ¼ 1; y0ð0Þ ¼ 1; yð1Þ ¼ e; y0ð1Þ ¼ e:
We solve Eq. (16) with k= 1 and M= 4.
Applying L1 on both sides of Eq. (16), we get
L1½y0000 ðxÞ ¼ L1½1 þ L1
Z x
0
exy2dx
 	
Simplifying we get,
yðxÞ ¼ 1þ xþ Ax
2
2!
þ Bx
3
3!
þ x
4
4!
þ L1
Z x
0
exy2dx
 	
where A ¼ y00ð0Þ; B ¼ y00ð0Þ
yðxÞ ¼ 1þ xþ Ax
2
2!
þ Bx
3
3!
þ x
4
4!
þ
Z x
0
ðx tÞ4etyðtÞ2dt
Replacing y(x) by CTw(x) and solving we get
C10 ¼ B 7ð2Aþ BÞ
24
; C11 ¼ 4 ð2Aþ BÞ
4
ﬃﬃﬃ
3
p ;
C12 ¼ 2Aþ B
24
ﬃﬃﬃ
5
p ; C13 ¼ B
120
ﬃﬃﬃ
7
p
By applying the boundary conditions, we ﬁnd that A= 1;
B= 1
Using Eq. (7), we get y(x) = c10w10 + c11w11 + c12w12
+ c13w13.
Hence yðxÞ ¼ 1þ xþ x22! þ x
3
3! and in closed form by
y(x) = ex, which is the exact solution. Table 2 shows the error
for Example 2 for different values of M with exact solution.
Example 3. Consider the nonlinear boundary value problem
for the integro-differential equations related to the Blasius
problem [22].
y00ðxÞ ¼ a 1
2
Z x
0
yðtÞy00ðtÞdt; 1 < x < 0 ð17Þ
subject to the boundary conditions y(0) = 1, y0(0) = 1 and
y0(x) = 0 when xﬁ 1.
We solve Eq. (17) with k= 1 and M= 6.
Applying L1 on both sides of Eq. (17), we get
L1½y00ðxÞ ¼ L1½a  1
2
L1
Z x
0
yðtÞy00ðtÞdt
 	
Simplifying we get,
yðxÞ ¼ xþ a x
2
2
 1
2
L1
Z x
0
yðtÞy00ðtÞdt
 	yðxÞ ¼ xþ a x
2
2
 1
2
Z x
0
ðx tÞ2yðtÞy00ðtÞdt
 	
Replacing y(x) by CTw(x) and solving we get
yðxÞ ¼ xþ 1
2
ax2  1
48
ax4  1
240
a2x5 þ   which is the exact solu-
tion reported in [22].
The solution obtained by means of LWM is an inﬁnite
power series for appropriate initial approximation, which
can be, in turn, expressed in closed form of exact solution.
i.e. the inﬁnite series solution is obtained for each problem
by increasing the value ofM, which in turn converges to closed
form of exact solution, the error tends to zero and ensures
stability.
6. Conclusion
In this work, we have proposed the Legendre wavelet meth-
od (LWM) for solving the boundary value problems for a
class of higher order nonlinear Volterra integro-differential
equations. The properties of the Legendre wavelets together
with the Gaussian integration method are used to reduce the
problem to the solution of nonlinear algebraic equations.
Also the convergence of the Legendre wavelet method is
proved for the given function approximation. Illustrative
examples are included to demonstrate the validity and appli-
cability of the technique and the tables reveal that the error
decreases when the degree of approximation increases. Fur-
thermore, since the basis of Legendre wavelets are polyno-
mial, the values of integrals for the nonlinear integral
equations of the form in Eq. (6) are calculated as approxi-
mately close to the exact solutions.Acknowledgments
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