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We prove that the power function of the likelihood ratio test for MANOVA
attains its minimum when the rank of the location parameter matrix G decreases
from s to 1. This provides a theoretical justification of a result that is known in the
literature based only on numerical studies. © 2002 Elsevier Science
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1. INTRODUCTION
Suppose X: r×p is a random matrix whose rows are independently dis-
tributed as multivariate normal with common covariance matrix S: p×p,
and let E(X)=G. Let the random matrix S: p×p be independent of X and
have the Wishart distribution Wp(S, n), where S is positive definite and
n \ p. Consider the problem of testing the hypothesis
H0: G=O against H1: G ] O. (1)
This is the canonical form of the MANOVA problem. This testing problem
remains invariant under all transformations of the type
(X, S)Q (CXPŒ, PSPŒ), (2)
where C: r×r is an orthogonal matrix, and P: p×p is a nonsingular real
matrix. Let al \ a2 \ · · · \ at > 0 be the ordered t=min(r, p) largest
eigenvalues of XS−1XŒ and d1 \ d2 · · · \ ds > 0 be those of W=G S−1GŒ,
where s=rank G. A maximal invariant statistic under this group of trans-
formations is (a1, a2, ..., at), with (d1, d2, ..., ds) being a maximal invariant
parameter. The four well-known tests for the above testing problem with
their acceptance regions are given below.
1. Roy’s maximum root test:
K1={(X, S): a1 [ k1}, k1 > 0,
2. Lawley–Hotelling trace test:
K2=3(X, S): Ct
i=1
ai [ k2 4 , k2 > 0,
3. Likelihood ratio test (LRT):
K3=3(X, S): Dt
i=1
(1+ai) [ k3 4 , k3 > 1,
4. Pillai’s trace test:
K4=3(X, S): Ct
i=1
ai/(1+ai) [ k4 4 , 0 < k4 < 1.
A number of theoretical results explaining how the power functions of
these four tests behave with respect to the non-centrality parameters
d1, ..., ds have been derived in the literature. Perlman and Olkin (1980)
proved that any test with increasing rejection region in the space of
a1, ..., at, i.e., a region of the form {g(a1, ..., at) \ k}, where g is non-
decreasing in each argument, is unbiased, from which it follows that all of
these four tests are unbiased. Let the power function of a test with the
acceptance region K be defined as follows
pK(D, r, n, p)=PG, S{(X, S) ¥Kc}, (3)
where Kc is the complement of K and D=diag(d1, ..., ds). Das Gupta
et al. (1964) proved that if K is convex in each row of X when S and the
remaining rows of X are fixed and if it remains invariant under all the
transformations defined in (2), then the corresponding power function is
increasing in each component di, i=1, ..., s. Eaton and Perlman (1974)
noticed that the acceptance regionsK1 of Roy’s maximum root test andK2 of
the Lawley–Hotelling trace test are convex in (X, S), and they remain
invariant under all the transformations mentioned in (2). Using a result of
Mudholkar (1966), they proved that for an invariant convex acceptance
region of this type, the power function is Schur-convex in (`d1 , ...,`ds ).
Thus, for fixed ; su=1 `di , the power functions of Roy’s maximum root
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test and the Lawley–Hotelling trace test increase as (`d1 , ...,`ds )
increases with respect to the majorization partial ordering. The same
monotonicity result, however, cannot be established for the likelihood ratio
test or Pillai’s trace test using the result of Eaton and Perlman (1974) as
neither K3 nor K4 is a convex set in (X, S). Das Gupta and Perlman (1973)
proved that the power of the likelihood ratio test strictly decreases with p
and s. What is conjectured about these tests in the literature based on
numerical studies (Fujikoshi, 1970) is that for fixed trD=; si=1 di their
power functions decrease as the rank of G decreases from s to 1. This
article provides a partial theoretical support to this conjecture for the
likelihood ratio test. More specifically, we prove theoretically that the
power function of this test, when ; si=1 di is constant, attains its minimum
when the rank of D is 1.
2. THE POWER FUNCTION OF THE LIKELIHOOD RATIO TEST
Let us denote the likelihood ratio test statistic by U and the lower 100a%
point of the null distribution of U by Ua(p, r, n). Let Co(D) denote the
zonal polynomial of D for the partition o=(k1, ..., ks), k1 \ · · · \ ks \ 0,
of the integer k. Let Zi’s be mutually independent random variables, where
Zi=˛Beta 5n−i+12 , r/2+ki6 , i=1, ..., s,
Beta 5n−i+1
2
, r/26 , i=s+1, ..., p.
We denote the product <pi=1 Zi by Up, o(r, n) and write Up, 0(r, n) simply as
Up(r, n). Sarkar (1984) has proved that
U ’ EKUp, K(r, n), (4)
where the expectation is taken with respect to K having the following
probability mass function at o
P(o, D)=e−trD/2
Co(D/2)
k!
. (5)
Let Vs(r, n)=< si=1 Zgi , where conditionally given K=o, Zgi ’s are inde-
pendently distributed as Beta[n+r−i+12 , ki], i=1, ..., s respectively. It is
assumed that Beta[n, 0]=1 with probability one. As defined before
o=(k1, k2, ..., ks), where k1 \ k2 \ · · · ks \ 0, and k=; si=1 ki. If all the
ki’s are not strictly positive then there exists a positive integer l(1 [ l < s),
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such that k1 \ k2 \ · · · \ kl > 0 and kl+1=·· ·=ks=0. From a property
of the beta distribution (Rao, 1973, p. 168), it follows that
U ’ Vs(r, n) ·Up(r, n). (6)
Now we will define a sequence of random variables Ygi ’s from Z
g
i ’s to
construct a new random variableVgl with the property that it is stochastically
larger than Vs. To this end, let us consider
Ygi ’ Beta 1n+r−i2 +ki+1, C
i
j=1
kj 2 , i=1, 2, ..., l−1, (7)
and then define
Vgi=Y
g
i−1Z
g
i , i=1, ..., l,
with Yg0=1. In the following, the inequalities between random variables
are referred to as stochastic inequalities. Note that
Vgi=Beta 1n+r−i+12 , C
i
j=1
kj 2
[ Beta 1n+r−i
2
+ki+1, C
i
j=1
kj 2
=Ygi , i=1, ..., l−1.
The second inequality above holds from the fact that ki+1 \ 1, i=
1, 2, ..., l−1, and that a beta random variable Beta(p, q) stochastically
increases with p. Thus we have
Vs=D
s
i=1
Zgi=D
l
i=1
Zgi
[ Yg1 D
l
i=2
Zgi=V
g
2 D
l
i=3
Zgi
[ Yg2 D
l
i=3
Zgi=V
g
3 D
l
i=4
Zgi
[ · · · [ Vgl . (8)
In other words, we have Vgl ’ Beta(n+r−l+12 ,; li=1 ki)=Beta(n+r−l+12 , k)
which is stochastically larger than Vs(r, n). Also note that V
g
l is stochasti-
cally smaller than V1 ’ Beta(n+r2 , k) as l \ 1. Using ;o Co(D)=(trD)k we
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now see that the power function, say ps(D), of the likelihood ratio test for
MANOVA satisfies the following
ps(D)=P(U [ Ua(p, r, n))
=P(VsUp(r, n) [ Ua(p, r, n))
\ P(Vgl Up(r, n) [ Ua(p, r, n))
\ P(V1Up(r, n) [ Ua(p, r, n))
=C
.
k=0
C
o
e−trD/2
Co(D/2)
k!
P(V1Up(r, n) [ Ua(p, r, n))
=C
.
k=0
e−trD/2
(trD/2)k
k!
P(V1Up(r, n) [ Ua(p, r, n))
=p1(trD). (9)
Thus, the power function of the likelihood ratio test for MANOVA, for
fixed trD, attains its minimum at s=1. This proves our main result.
Remark 1. From a computational point of view, the extreme right-
hand side of (9) is very useful. It provides a first-hand approximation to the
power function of the likelihood ratio test for MANOVA which, being
based on the Poisson distribution as opposed to the more complicated
distribution involving zonal polynomials, could be computed relatively
easily.
It is important to point out that in (9) we have only proved that the
power of the likelihood ratio test for MANOVA at D=(d1, ..., ds) is more
than that at D0=(trD, 0, ..., 0). Although D0 majorizes D, the current
result cannot be generalized to make a claim that whenever any D is
majorized by D0, the power of the likelihood ratio test for MANOVA at D
is more than D0, or in other words, the power function is Schur-concave.
Also, the current technique does not work to study the similar property of
the power function of Pillai’s trace test.
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