Abstract. For many typical instances where Monte Carlo methods are applied attempts were made to nd unbiased estimators, since for them the Monte Carlo error reduces to the statistical error. These problems usually take values in the scalar eld. If we study vector valued Monte Carlo methods, then we are confronted with the question whether there can exist unbiased estimators. This problem is apparently new. Below it is settled precisely. Partial answers are given, indicating relations to several classes of linear operators in Banach spaces.
Introduction, Notation
In many practical applications the program designer is confronted with the "curse of dimensionality", an exponential dependence on the dimension, which is inherent in most error estimates provided by classical numerical analysis, see e.g. TWW88] for a sample of typical numerical problems and the respective error estimates. Often this can be overcome by choosing Monte Carlo methods, i.e., numerical methods involving random parameters in the computational process, see HH64] for an excellent, by now classical treatment on the applicability of Monte Carlo methods. Within the classical theory one prefers unbiased Monte Carlo estimators, since they are self-focusing if the numerical simulation is repeated. Such unbiased estimators are often hard to nd, see KW86, ENS89] . In statistics, the problem whether there are unbiased estimates (in statistical sense) has also been attractive, recently. While it has been known since 1956 that there cannot exist such unbiased estimates for density estimation, see Ros56] , advantage has been made by LB93]. They developed a machinery which enables to prove that there are no unbiased l-informative estimates for singular problems. Within our framework, the notion of l-informativity corresponds to the requirement of nite errors. On the other hand, all problems studied below are not singular in their sense. This may express that our arguments are completely di erent, indicating geometric properties of the target space, where the error is measured. Below we are concerned with vector valued Monte Carlo methods for the randomized approximation of linear mappings. The classical results extend easily from real valued Monte Carlo methods to a nite number of them, if we gather unbiased estimates for each component. The problem is how far one can proceed by this: Are there in nite dimensional problems, which admit unbiased Monte Carlo estimators? As an illustration let us brie y and informally introduce the following Example 1. Let f be any periodic function de ned on the interval 0; 2 ], which has a (generalized) derivative inL 2 (0; 2 ), the space of all periodic square integrable functions. It is well known that any such function expands into a Fourier series (converging iñ L 2 (0; 2 )), which means, that we have 
for functions with square integrable derivative, see Pie87]. The above example can be considered as a special instance of approximating a diagonal mapping in the space l 2 of square summable sequences. To see this we switch from the spaces of functions to the respective spaces of Fourier coe cients in the following way.
Assign any function f the sequence x k := k k (f); k 2 N. Then the approximation of f is replaced by the approximation of ( k (f)) k2N . The di erentiability assumption ensures that P 1 k=1 jx k j 2 < 1. This means that we assign every sequence (x k ) k2N the sequence 
while the overall performance is given by e(S; P) := sup kxk X 1 e(S; P; x):
We agree to denote by a mc n (S) := inf
the nth Monte Carlo approximation number of the linear operator S : X ! Y , see Mat91] for more information on that topic. We shall make use of the following submultiplicativity property a mc n (RST) kRka mc n (S)kTk; (4) whenever the product is correctly de ned.
If a Monte Carlo method P has a nite error for some linear operator S, i.e., e(S; P) < 1, then the function S P (x) := Z u ! (x)dP(!) exists and denotes the respective expectation. From now on we make the assumption that sup
ensuring that e(0; P) < 1, where 0 denotes the zero operator. It is the aim of this paper to study properties of S P .
De nition 2. An operator S 2 L(X; Y ) admits an unbiased Monte Carlo method if there is a Monte Carlo method P with MC-card(P) < 1;
(1) sup
and S(x) = S P (x); x 2 X:
If S 2 L(X; Y ) admits an unbiased Monte Carlo method then we let
This turns into a norm and we have kS : X ! Y k u(S). As explained above, property (2) is equivalent to the statement that P has a nite error for some bounded operator acting between X and Y . Within this framework it is immediate that any nite rank operator L admits an unbiased Monte Carlo method by letting P be choosing L with probability 1. However, there are di erent ways of representing a given nite dimensional mapping, leading to di erent Monte Carlo methods. where " 1 ; : : : ; " m denotes a Bernoulli sequence, see Remark 2 below. Observe that it is much more elaborate to nd unbiased Monte Carlo methods with prescribed properties. We will not turn to that problem. Observe that we can identify for any 1 p < 1 the classical sequence spaces l p with l p;p , while we denote by c 0 the space l 1;1 and by l 1 the space of all bounded sequences equipped with the supremum norm. We begin our study with the consideration of a speci c class of diagonal operators. which is equal to 2 m?1 , and from which the proof can be completed. Remark 2. The above lemma is well known. The reader familiar with probability theory will recognize that the distribution of h!; ai is the distribution of the sum P m j=1 " j he j ; ai, where the " j are independent numbers taking values +1 and ?1 with equal probability,
i.e., they form a Bernoulli sequence. n :
For the convenience of the reader we shall provide a proof, di erent from the one given previously in Mat91, Hei94] , thereby using the construction outlined above. We need a geometric property of Banach spaces.
De nition 3. A Banach space Y has type p; 1 p 2, if there is a constant C < 1, such that for all probability spaces ; F; P], k 2 N and independent random elements 1 ; : : :; k in L 2 ( ; F; P; Y ), for which R j (!)dP(!) = 0; j = 1; : : : ; k, we have 0
The smallest constant satisfying the above inequality shall be called the type-p-constant and is denoted by T p (Y ).
Remark 3. The notion of a type of a Banach space was originally introduced in MP76], where this de nition was given in terms of Rademacher sequences. But, as can be seen easily, it can be extended to the above situation, albeit the type-p-constant is di erent by a factor of at most 2, see LT91, Chapt. 9.2], but also HJ74]. It can be seen that T 2 (R) = 1. Moreover, every nite-dimensional Banach space has type p; 1 p 2, although the respective constant may depend on the dimension, cf. TJ88, Ch. 1, x4]. We turn to the question whether there are non-trivial necessary conditions to be imposed on an operator in order to admit an unbiased Monte Carlo method. In terms of the Monte Carlo approximation numbers a fairly general condition can be given, provided the target space has some type p. Indeed, the sample mean construction from the proof of Proposition 1 implies We shall introduce this class of operators below. The assertion of the corollary follows from the fact that the ideal of the nuclear operators is the smallest normed ideal. However, a direct proof of the corollary could also be given using the trivial unbiased representation known from the introductory example. Next we shall see that the class of operators admitting an unbiased Monte Carlo method can be enlarged considerably in many situations. We shall exemplify this by introducing the ideal of (r; p; q)-nuclear operators. The largest ideal of this type which admits unbiased Monte Carlo methods is obtained as N (1;1;2) . For operators acting between Hilbert spaces H and K it is readily checked that N (1;1;2) (H; K) = N (2;2;2) (H; K) and we obtain the Hilbert -Schmidt operators once more, see Pie80, 18.5.4].
