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ABSTRACT 
AN ITEM MODELING APPROACH TO DESCRIPTIVE SCORE REPORTS 
MAY 2003 
KRISTEN L. HUFF, B.A., UNIVERSITY OF NORTH CAROLINA at GREENSBORO 
M.Ed., UNIVERSITY OF NORTH CAROLINA at GREENSBORO 
Ed.D., UNIVERSITY OF MASSACHUSETTS AMHERST 
Directed by: Professor Stephen G. Sireci 
One approach to bridging the gap between cognitively principled assessment, 
instruction, and learning is to provide the score user with meaningful details about the 
examinee’s test performance. Several researchers have demonstrated the utility of 
modeling item characteristics, such as difficulty, in light of item features and the 
cognitive skills required to solve the item, as a way to link assessment and instructional 
feedback. 
The next generation of the Test of English as a Foreign Language (TOEFL) will 
be launched in 2005, with new task types that integrate listening, reading, writing and 
speaking - the four modalities of language. Evidence centered design (ECD) principles 
are being used to develop tasks for the new TOEFL assessment. ECD provides a 
framework within which to design tasks, to link information gathered from those tasks 
back to the target of inference through the statistical model, and to evaluate each facet of 
the assessment program in terms of its connection to the test purpose. One of the primary 
goals of the new exam is to provide users with a score report that describes the English 
language proficiencies of the examinee. 
vi 
The purpose of this study was to develop an item difficulty model as the first step 
in generating descriptive score reports for the new TOEFL assessment. Task model 
variables resulting from the ECD process were used as the independent variables, and 
item difficulty estimates were used as the dependent variable in the item difficulty model. 
Tree-based regression was used to estimate the nonlinear relationships among the item 
and stimulus features and item difficulty. The proposed descriptive score reports 
capitalized on the item features that accounted for the most variance in item difficulty. 
The validity of the resulting proficiency statements were theoretically supported by the 
links among the task model variables and student model variables evidenced in the ECD 
task design shells, and empirically supported by the item difficulty model. Directions for 
future research should focus on improving the predictors in the item difficulty model, 
determining the most appropriate proficiency estimate categories, and comparing item 
difficulty models across major native language groups. 
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There is a rally in the measurement community to integrate principles of 
cognitive psychology with test theory for the purpose of creating more instructionally 
relevant assessments (Feltovich, Spiro, & Coulson, 1993; Messick, 1984; Mislevy, 
1996; Nichols, 1993; Snow & Lohman, 1989; National Research Council, 2001). The 
appeal for making test scores more useful is not unrelated to the campaign in 
assessment to use more complex, performance-based tasks rather than the exclusive use 
of conventional multiple-choice items, as the former are believed to tap higher-order 
cognitive skills. Additionally, there are a growing number of measurement experts who 
propose that more cognitively principled test design, whether composed of multiple 
choice or performance-based tasks (or both), results in better construct representation 
and lends itself more readily to instructionally relevant feedback than traditionally 
designed tests and items (see Bennett, 1999; Mislevy, Steinberg, & Almond, 1999; 
National Research Council, 2001). 
One approach to bridging the gap between cognitively principled assessment, 
instruction, and learning is to provide the score user with more information about the 
examinee’s test performance than a single score or percentile rank. For example, many 
standardized tests that were designed primarily for rank-ordering examinees (e.g., SAT) 
or assigning pass/fail status (e g., PRAXIS) report subscores or number correct on items 
grouped by a common content or format. To meet the demands of score users for more 
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instructionally relevant information, the PSAT/NMSQT recently incorporated a skills- 
based scoring model to provide individualized diagnostic profiles on the PSAT/NMSQT 
Score Report Plus™ (DiBello & Crone, 2001). Criterion-referenced assessments, such 
as the National Assessment of Educational Progress (NAEP) or the state-mandated 
Massachusetts Comprehensive Assessment System (MCAS), rely primarily on 
reporting achievement levels (e.g., Basic, Proficient, Advanced) to convey score 
meaning. Typically, each achievement level is described in terms of what students at 
that level know and can do. 
There are several challenges to providing descriptive score reports. First and 
foremost, the intended purpose for which the assessment was designed must be 
considered. For example, there is much concern in the profession regarding the 
common practice of using one test for both classroom instructional feedback and high- 
stakes decisions such as school funding (Baker, O’Neil, & Linn, 1993; Mehrens, 1992; 
Resnick, 1999), as the features of a test designed for accountability purposes are 
typically at odds with the features of a test designed for diagnostic purposes. Though 
Luecht and Clauser (2002) encourage test developers to use technology to its fullest 
extent in designing and scoring complex assessments, they emphasize that 
The principal consideration is developing the assessment to support the intended 
inferences and interpretations. The design of the computerized exercises, the 
methods used for data collection and scoring, and the selection of an appropriate 
psychometric scaling model should directly relate to the test purpose. 
(p. 69) 
For example, a test that is designed primarily for certification (e.g., a pass/fail decision) 
may not lend itself well to reporting reliable subscores as certification tests tend to 
cover a broad range of content (Luecht, 1996). On the other hand, the PSAT/NMSQT 
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was not designed as a diagnostic assessment, although extensive research by the 
College Board and Educational Testing Service (ETS) indicated that it was possible to 
extract useful information on the cognitive processes used by examinees for the purpose 
of descriptive score reports (Buck, et al. 1998; DiBello & Crone, 2001). Test 
developers are clearly motivated to provide score users with useful and meaningful 
information on test performance, but must balance the inherent tensions among test 
design, score use, and detailed feedback. 
A second major challenge to developing meaningful descriptive score reports is 
to provide understandable information to the score user, so that appropriate score 
interpretations can be made. In light of conclusions from several studies that indicated 
many of the intended audience do not correctly interpret national and state assessment 
results (see Jaeger, 1992; Koretz & Deibert, 1993; and Linn & Dunbar, 1992, as cited in 
Hambleton & Slater, 1995), Hambleton and Slater investigated how well a wide variety 
of policymakers, educators, and media representatives understood NAEP score reports. 
In a report delivered to the 1995 Joint Conference on Standard Setting for Large-Scale 
Assessments, Hambleton and Slater conclude 
... [T]he burden is on the reporting agency to ensure that the reporting scales 
used are meaningful to the intended audiences and that the reported scores are 
valid for the recommended uses. At the same time, reporting agencies need to 
focus considerable attention on the way in which scores are reported to 
minimize confusion as well as misinterpretations and to maximize the likelihood 
that the intended interpretations are made. (p. 341) 
Hence, the intended audience must be able to understand descriptive score reports, as 
confusion could lead to invalid inferences or cause the score reports to be ignored. 
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Finally, the intended purpose of the subscores or diagnostic feedback must also 
be considered, as such ancillary information may not be nearly as reliable as the 
primary result of the assessment (e.g., a pass/fail decision or a total scaled score). The 
reliability and validity of additional information circumscribes its use. For example, 
since the skill mastery classifications reported on the PSAT/NMSQT are intended only 
for aid in instructional planning, the reliability estimates (kappa) for the skill mastery 
classifications (range .00 to .62; see Huff, Laitusis, & Ewing, 2002) were deemed 
acceptable for the intended use. 
Providing score users with understandable information that lends itself to 
appropriate interpretations can help to bridge the gap between assessment and learning. 
In the case of large-scale standardized tests that are used primarily for admission 
purposes, such as the SAT, GRE, or TOEFL, meaningful descriptive score reports have 
the potential to enhance the validity of using scores as admission tools, as institutions 
will better understand the kind of performance that each score represents. Furthermore, 
if the descriptive score information reflects the skills required to successfully respond to 
items, then results from the assessment can be used as a learning tool. However, for 
descriptive score reports to realize their potential as an important and useful source of 
information about examinee performance, they must be understandable to the score 
user, and they must be valid and reliable for their intended purpose. There are several 
ways to provide more information in the score report than simply a total score, a 
percentile rank, or a proficiency category; testing programs have used a variety of 
strategies that range in degree of specificity, from subscores to diagnostic profiles. 
* 
However, there is trade-off: the more detailed and specific the information, typically, 
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the less reliable the information. Thus, test developers are currently challenged to give 
the score users useful, detailed feedback for which the reliability and validity are 
appropriate for the intended purpose(s). 
1.2 Statement of problem 
Over a decade of research has informed the revision of the Test of English as a 
Foreign Language (TOEFL). The next generation of TOEFL will be launched 
operationally in 2005, with new task types that integrate listening, reading, writing and 
speaking - the four modalities of language. All but four tasks on the exam are part of a 
larger set (e.g., passage-based item sets), and each task set mirrors communicative 
activities in which a student on an English-speaking university campus must engage in 
order to succeed. The integration of tasks across modalities, the use of task sets, and the 
academic setting of tasks, reflect principles of communicative language theory, which 
postulate that all communication is purposeful and situational, and language proficiency 
cannot be fully evaluated by discrete, context-free tasks. In keeping with the movement 
towards more cognitively principled test design, evidence centered design (ECD) 
principles are being used to develop tasks for the new TOEFL assessment (Mislevy, 
Almond, Yan, & Steinberg, 1999; Mislevy, Steinberg, & Almond, in press). ECD 
provides a framework within which to design tasks, to link information gathered from 
those tasks back to the target of inference through the statistical model, and to evaluate 
each facet of the assessment in terms of its connection to the test purpose. 
One of the primary goals of the new exam is to provide users with descriptive 
score reports that describe the strengths and weaknesses of English language 
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proficiency evidenced by the examinee’s performance. Currently, the computer- 
adaptive TOEFL (CBT TOEFL) and the paper-and-pencil TOEFL (PPT TOEFL) report 
only scaled scores for each test section and the total battery. There is a wealth of 
information in the language proficiency literature about how to develop and evaluate 
rating scales for productive tasks (e.g., as for oral proficiency interviews), and how to 
develop language proficiency scales, where the focus of the research is to address 
questions like: “What specific skills must one possess to be proficient versus advanced 
in a language?”. However, most current research in language testing is intended to 
inform and advance language testing theory and to improve language assessment in 
general, rather than to inform the development and evaluation of large-scale language 
testing programs. Thus, any focus on the methodology required to move from the 
assessment of language to providing proficiency descriptors is largely limited to Rasch- 
based models typically used when spoken language tasks are assessed by one or more 
raters. Thus, the many measurement issues that must be addressed in a large-scale 
operational context, where proficiency descriptions are to be developed from 
performance on objectively scored tasks as well as rater scored productive tasks, are not 
discussed. One must turn to the measurement literature to find information on how to 
validly and reliably report “more than scores” to test users. 
When one does turn to the measurement literature, there is a great deal of 
information on different methods designed to provide the score user with descriptive 
score reports. For example, Beaton and Allen (1992) provide a methodology for 
anchoring scales; Mislevy (1998) describes a method for “market-basket” score 
reporting; Carroll (1993) suggests more than one approach for behavioral scaling; and 
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Sheehan (1997) offers a method for providing proficiency scales. There are also 
various diagnostic reporting methods discussed in the literature (DiBello, Stout, & 
Roussos, 1995; Leighton, Gierl, & Hunka, 2002; and Tatsuoka, 1983, 1995). As a way 
to link testing and instructional feedback, several researchers have demonstrated the 
utility of modeling item characteristics, such as difficulty, in light of item features and 
the cognitive skills required to solve the item (see Embretson, 1999; Sheehan, 1997; and 
Wainer, Sheehan, &Wang, 2000). However, there is no clear answer to which 
methodology is appropriate for the new TOEFL. For TOEFL, there are several 
challenging criteria: (1) TOEFL is a large-scale testing program that requires a 
methodology amenable to its demanding, monthly operational schedule; (2) TOEFL 
descriptions of English language proficiency must be in keeping with the kind of 
proficiency statements that are used in the language testing field, e.g., “can do” 
statements; (3) such statements must be theoretically and empirically linked to 
examinee performance; (4) TOEFL descriptive score reports must be valid for their 
intended purpose; and (5) the resulting score reports must be understandable and 
provide meaningful information to the score user. 
1.3 Purpose of study 
Descriptive score reports provide the score user with detailed information about 
examinee performance in relation to what the test claims to measure. Descriptive score 
reports are important for large-scale standardized tests because the value of providing 
score users with only a rank-ordered score or a proficiency category has been, and 
continues to be, questioned. 
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The purpose of this study is to use the results of an item difficulty model to 
create descriptive score reports. Tree-based regression will be used to model item 
difficulty. Task model variables outlined in the ECD process will be used as 
independent variables in the model, and the relationships among task model variables 
and examinee model variables made explicit in the ECD task design shells will provide 
the framework within which to expand the results of the item difficulty model into 
descriptive score reports. The score descriptions will be in the form of “can do” 
statements regarding aspects of English language proficiency that are purportedly 
measured by the new assessment, and will be developed from the examinee model 
variables defined in the ECD process. The validity of the resulting descriptive score 
reports will be evaluated by examining the relationship between the “can do” statements 
and external criteria data, e.g., examinee self-assessment data and feedback from 
instructors. 
1.4 Significance of problem 
The significance of using an item difficulty model and information from the 
ECD process to provide descriptive score reports is threefold. The primary advantage 
of using these resources is that the resulting descriptions will be theoretically supported 
a priori by a validation argument and empirically supported by existing data. Thus, by 
distilling valid pieces of information from test performance and presenting this 
information in an understandable format, the validity of score interpretation will be 
greatly enhanced. Messick (1989) states quite clearly, “Construct validity is based on 
an integration of any evidence that bears on the interpretation or meaning of the test 
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scores (p. 17).” Consequently, the more meaningful and understandable the first 
interface of user with scores (e.g., the score report), the more likely that interpretations 
and inferences made from those scores will be valid. 
Secondly, because the methodology proposed here incorporates information 
from the ECD process, the results of this study will help establish the utility of the ECD 
framework for designing complex performance assessments. The essence of valid test 
practice has always been to ensure that the items measure skills that are samples from 
the domain of the construct of interest. However, the value of explicitly linking the 
claims, evidence, and item features has not been well documented since the emergence 
of ECD in the literature. 
Lastly, descriptive score reports developed in this manner can be used to bridge 
the gap between cognitively principled assessment, instruction, and learning. The 
information provided to score users will help them to make valid interpretations of and 
inferences from the scores, and will be detailed enough to be used as collateral 
information in instructional planning. 
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CHAPTER 2 
REVIEW OF LITERATURE 
The purpose of this section is to frame a novel approach to providing descriptive 
score reports by reviewing relevant literature. First, common approaches to providing 
descriptive score reports are discussed. Next, the process of modeling item difficulty is 
introduced, as item modeling has been touted as a useful tool in developing diagnostic 
score reports and proficiency scales. Two detailed examples of item modeling using 
tree-based regression for the purpose of developing descriptive score reports are 
described. Next, the tenets of evidence centered design (ECD) are presented, as the 
results from the ECD process will be discussed in detail in Chapter 3 as part of the 
proposed methodology for this study. Finally, results of recent studies of TOEFL test 
dimensionality, and recent investigations of item difficulty of TOEFL or other English 
language assessments, are reviewed. This chapter is organized into five major sections: 
common descriptive score reports, recent developments in item modeling, tree-based 
regression in measurement, ECD in test development, and selected previous research. 
2.1 Introduction 
Providing descriptive score reports for large-scale assessments is not pioneering 
work. Many testing programs have long made efforts to provide score users with 
additional information to enhance score meaning, whether in the form of subscores, 
performance standards, or other criterion-referenced and norm-referenced data. 
* 
Nonetheless, recent years have produced several advances in both educational 
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measurement and English as a second language (ESL) testing, and such advancements 
should be capitalized upon in designing descriptive score reports for the new generation 
of TOEFL assessments. Particularly, educational measurement professionals have 
begun to follow the advice of many psychometric theorists, such as Cronbach (1957), 
Messick (1989), and Mislevy (1996), by incorporating principles of cognitive 
psychology in the assessment of latent ability, even in large-scale testing programs. 
Similarly, the ESL testing community has made strides to improve measurement by 
recent, and relatively rapid, developments in the theory of language proficiency and 
language assessment. Before discussing how these advancements can be applied to 
providing reliable, valid, and understandable descriptive score reports for new TOEFL, 
a review of common descriptive score reports is presented. 
2.2 Common descriptive score reports 
As mentioned previously, there are many approaches to providing information 
to the score user that potentially increase score meaning. However, each method has 
advantages and disadvantages. Three common methods to providing additional 
information to score users are outlined below, with particular attention to aspects that 
could be improved. 
2.2.1 Performance standards 
Perhaps the most well known large-scale assessment that provides score reports 
in terms of performance standards is the National Assessment of Educational Progress 
* 
(NAEP), though most state-level performance assessments, such as the Massachusetts 
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Comprehensive Assessment System (MCAS) or the Maryland State Performance 
Assessment Program (MSPAP), also employ performance standards. Performance 
standards are a tool of criterion-referenced testing (Glaser, 1963), where the goal is to 
report what the examinee can and cannot do in terms of the criterion (e.g., 4th grade 
mathematics curriculum), rather than in terms of performance relative to other 
examinees, as in norm-referenced testing. The challenge to providing performance 
standards is threefold. First, the number of performance levels that can be determined 
from the assessment must be established. For example, is there enough information to 
divide examinees into four groups, Below Basic, Basic, Proficient, and Advanced? Or, 
does the assessment reliably discriminate at only three levels, Basic, Intermediate, and 
Advanced? Next, the cut points along the scale that correspond to the performance 
levels must be determined. Finally, the required performance to meet a certain level, or 
standard, must be ascertained. As noted by Linn and Gronlund (2000), the National 
Education Goals Panel (1991) stated that performance standards should 
indicate both the nature of the evidence (such as an essay, mathematical proof, 
scientific experiment, project, exam, or combination of these) required to 
demonstrate that content standards have been met and the quality of student 
performance that will be deemed acceptable (what merits a passing or an ‘A’ 
grade), (p. 22) 
Hence, the development of performance standards combines both a subjective 
evaluation of the content and assessment, and empirical evidence of examinee 
performance. 
There are many approaches to developing performance standards, and all require 
the use of expert judgment. How that expert judgment is captured and applied is subject 
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to criticism. Hambleton et al. (2000) summarized the NAEP performance standard 
setting process as a balance of policy and methodology: 
[T]he ALS1 process begins with the development of policy definitions for the 
achievement levels and ends when NAGB [the National Assessment Governing 
Board] accepts the cut scores on the NAEP scale and exemplar items for use in 
reporting NAEP results. In between these two policy components, achievement 
level content descriptions are developed, a formal standard setting methodology 
is implemented, and statistical procedures are used to compute cut scores on the 
NAEP reporting scale, (p. 11) 
Even so, NAEP performance standards have been criticized for the process used to 
develop them (see Hambleton, et al. 2000; Pellegrino, 2000; and Pellegrino, Jones, & 
Mitchell, 1999 for discussion). 
Some critics, however, do not take issue with the process used to develop 
performance standards, but with the validity of the resulting score interpretations. For 
example, Forsyth (1991) described how the NAEP proficiency scale 
“invites...inappropriate inferences (p. 3)” by, among other things, combining different 
levels of performance across more than one dimension (or latent trait). In another 
review of the validity of NAEP performance standards, Linn (1998) evaluated 
discrepancies between the evidence and common interpretations, and concluded that 
changes in NAEP proficiency scaling during the 1990s led to more valid, though 
restricted, inferences about student performance. Several studies have shown that a 
plausible reason for invalid interpretations of NAEP performance standards is simply 
that score users do not understand the score reports (Hambleton & Slater, 1995). 
1 The performance standard setting process is typically referred to as achievement level setting (ALS) in 
regard to NAEP. 
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Performance standards have the potential to be a useful and valid way to report 
examinee test performance. However, reporting examinee performance in this manner 
is open to criticism, mainly in regard to the process of developing performance 
standards and the presentation of the results. Another drawback for large-scale testing 
programs to providing performance standards is the impracticality of conducting 
performance standard setting for several new test forms annually. Equating 
performance standards across forms, which alleviates the need for setting new standards 
for each new form, is feasible only when a common item equating design or a random 
groups equating design is used; neither of which is optimal for a high-stakes 
assessment, like new TOEFL, that uses complex, case-based performance items. 
Finally, providing performance standards (e.g., Basic, Intermediate, Advanced, etc.) to 
students, teachers, parents, and other educators has not proved to be an extremely useful 
way to bridge assessment and instruction (Forsyth, 1991; Linn, 1998). In light of these 
drawbacks, it is worthwhile to consider other means of providing descriptive score 
reports to examinees. 
2.2.2 Scale anchoring 
Another approach to providing additional information to score users, and one 
that has been used in conjunction with performance standards (e.g., with NAJEP) is scale 
anchoring2. Scale anchoring refers to the process of choosing exemplar items that 
represent what examinees at particular score points know and can do. Beaton and Allen 
(1992) describe how this approach was developed for NAJEP. Briefly, discrete points 
2 Scale anchoring is also referred to as item mapping or behavioral scaling. 
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along the score scale are chosen as anchors, then specific items are presented in the 
score report as exemplars for these anchor points. For NAEP score reports, exemplar 
items are coupled with lengthy descriptions of the criteria for item content at each 
performance standard. 
At first blush, using scale anchors seems to be a direct way to depict examinee 
performance. However, several shortcomings of this method have been discussed 
(Beaton & Allen, 1992; Forsyth, 1991; Linn, 1998; Mislevy, 1998). For instance, 
selecting the scale points for anchoring is somewhat arbitrary, and levels chosen for 
policy-based reasons may not be amenable to anchoring. Beaton and Allen (1992) 
summarize the challenges to choosing scale points to anchor as follows: 
A test that is well designed for its intended purpose may not have sufficient 
information available to differentiate among the selected scale levels, perhaps 
because of multidimensionality. In some cases, it may be possible to select 
different scale levels that are anchorable. In other cases, no scale levels will 
have sufficient numbers of items anchoring at them to provide an adequate 
description of what students at those levels can do. It may also be true that the 
items at an anchor level may be so dissimilar as to be uninterpretable, (p. 193) 
A related criticism noted by Forsyth (1991) is that the criteria for choosing an item as an 
exemplar for a particular scale point (i.e., that 65% to 80% of the examinees at or above 
that score point must have responded correctly to the item, and that substantially fewer 
examinees at the next lower level must have responded correctly), ignores the 
relationship between the content and skills purportedly measured by that item and the 
proficiency level it supposedly represents. Similarly, Linn (1998) pointed out that even 
given the criteria for item selection, some of the exemplar items chosen to represent the 
proficient level in the 1992 NAEP mathematics assessment were answered correctly by 
as few as 36% of examinees at that level. Finally, Zwick, et al. (2001) noted that even 
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though the value of 50% is frequently used for NAEP, a survey of content experts 
indicated that most expected at least 70% of examinees to have responded correctly to 
the item before it was used as an exemplar. 
In theory, scale anchoring has the potential to be a very useful tool in creating 
meaningful descriptive score reports. The shortcomings outlined here have sparked 
creative suggestions by researchers (e.g., see article on “market-basket” score reporting 
by Mislevy, 1998) and generated recent improvements in NAEP score reporting (Linn, 
1998). 
2.2.3 Diagnostic score reports 
With the recent advent of PSAT/NMSQT Score Report Plus™, skills-based3 
diagnostic score reporting has made its debut into large-scale standardized testing. 
Though diagnostic testing has a long history in psychological and educational 
measurement, diagnostic score reporting may soon begin a life of its own given that 
recent studies have shown that a test need not be developed specifically to yield 
diagnostics, but may be “retrofitted” to produce diagnostic score reports (Buck, et al. 
1998; DiBello & Crone, 2001). This approach is vulnerable to many criticisms, 
including the questionable reliability and validity of the resulting data, the subjective 
process of retrofitting a cognitive model to a test designed for another purpose, and the 
incredible burden of producing individualized score reports for each examinee in a 
large-scale operational testing program (DiBello & Crone, 2001; Huff et al., 2002). 
* 
3 In this context, the term skill is used to refer to the cognitive skills and/or cognitive processes that are 
believed to be measured. Typically, an item requires one or more skills and/or processes in order to be 
answered correctly. 
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Despite these criticisms, test developers must strive to meet the score users’ demand for 
more descriptive, instructionally relevant feedback from assessments. The demand to 
integrate assessment, cognitive principles, and instruction comes not only from score 
users, but also from within the respective professions as well. The emphasis on such 
integration is evident throughout the extensive, recent report submitted to the National 
Research Council’s Board on Testing and Assessment (2001) from the Committee on 
the Foundations of Assessment, in which several sections are dedicated to the 
intersection of psychometrics and cognitive psychology (i.e., incorporation of cognitive 
elements in existing measurement models (pp. 134 - 146), adding cognitive structure to 
measurement models (pp. 147 - 152), generalized approaches to psychometric 
modeling of cognitive structures (pp. 152 - 165), etc.). In fact, the overarching theme 
of the report is the integration of cognitive theory and measurement practice through 
revised principles of assessment design and performance modeling. All twelve of the 
Committee’s concluding recommendations reiterate the need for such integration, either 
explicitly or implicitly. The use of cognitive scoring models, which result in skills- 
based diagnostic feedback, is a big step in this direction. 
The adaptation of Tatsuoka’s rule space model (Tatsuoka, 1983, 1995) that was 
implemented with the PSAT/NMSQT Score Report Plus (DiBello & Crone, 2001) is the 
first example of a cognitive scoring model in use operationally for a large-scale testing 
program. Recent work on cognitive skills-based models by Leighton, Gierl, and Hunka 
(2002) and Hartz, Roussos, and Stout (2002) also build upon earlier work by Tatsuoka 
and DiBello, Stout, and Roussos (1995), and are potentially useful to large-scale testing 
programs. However, two challenges still persist. First, cognitive skills-based models 
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work best when the test is designed specifically to measure certain skills, and diagnostic 
test design may not be feasible for most large-scale testing programs, such as 
achievement or admission tests. For example, consider the challenge of building 
parallel test forms at the skill level. Second, the primary result from cognitive skills- 
based scoring models, including all the ones mentioned above, as well as others, such as 
latent class models (Gitomer & Yamamoto, 1991; Haertel, 1984) and Bayes nets 
(Mislevy & Gitomer, 1996), are in the form of probabilities of skill mastery. 
Probabilities of skill mastery are problematic because either the test developer must 
define the cut score for non-mastery vs. mastery for each skill (e.g., is .60 mastery? .75? 
.80?), or the score user is left to decide for herself. (Which begs the question: how 
valuable is a set of skill mastery probabilities to the typical score user?). Setting cut 
points along a continuous scale is by no means an unusual job for test developers; 
however, the task increases exponentially in complexity when cut points must be made 
for each cognitive skill assessed. Furthermore, if the test were not designed specifically 
for a cognitive skills-based model, there may be very few items that measure the skill, 
which may affect the resulting probability or mastery classification (Huff et al., 2002). 
Thus, much work remains in this area, especially in regard to validating the diagnostic 
feedback that results from cognitive skills-based scoring models. And, as Huff and 
Sireci (2001) point out, conventional validation methods that were developed for use 
with item responses or test scores as the unit of measurement may not be applicable 
with skill-level data. 
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2.2.4 Summary 
Common approaches to providing descriptive score reports and their respective 
advantages and disadvantages were discussed in the previous three sections. Criticisms 
included the process used to arrive at the score reports, as well as the validity of 
inferences that can be made from the reported score descriptions. Next, an approach to 
providing descriptive score reports that has the potential to provide meaningful 
information that facilitate valid inferences about examinee performance is presented. 
2.3 Modeling item features 
Item modeling is the process of explaining the variance of an item’s 
psychometric properties, such as difficulty or discrimination, with the features of the 
item, such as its content specification, format, or the cognitive skill(s) and/or 
process(es) required to solve the item. The mathematical modeling of the cognitive 
skill(s) and/or process(es) that underlie task performance is known as cognitive 
component analysis in the field of cognitive psychology, and there exists a large body 
of research therein. Thus, the use of item modeling in testing and measurement is, in 
and of itself, a bridge between the two disciplines. This section begins with an 
overview of item modeling, followed by an introduction to tree-based regression, which 
is an item modeling technique that has been used to develop descriptive score reports. 
2.3.1 Overview of item modeling 
A common approach to item modeling is multiple linear regression analysis, 
* 
where the item property to be explained or predicted (e.g., typically a measure of item 
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difficulty) is used as the dependent variable, and item features believed to influence 
item difficulty are used as independent variables. This approach has been used 
extensively in reading comprehension research, where both item and text features are 
used to explain item difficulty (see Freedle & Kostin, 1991, 1992, 1993 for research 
studies using data from large-scale testing programs). Bayes inference networks 
(Mislevy, Almond, Yan, & Steinberg, 1999) and neural nets (Boldt & Freedle, 1996) 
are two nonlinear approaches that have been used to model item difficulty. 
Scheiblechner (1972) and others (e.g., Fischer, 1973; Spada, Fischer, & Heyner, 
1974, as cited in Fischer & Formann, 1982) developed a Rasch item response model 
with constraints on the item parameters, the logistic latent trait model (LLTM), to 
model the cognitive complexity of items by estimating the difficulty parameter with 
variables believed to represent the cognitive processes required to correctly respond to 
the item. The novelty of this approach was the combination of a mathematical model of 
A 
item complexity and an item response model that estimated a person parameter (i.e., 6). 
In their review of applications of the LLTM, Fischer and Formann note that one 
important conclusion from these first studies of item modeling was that good model- 
data fit was elusive unless “the item material was constructed carefully and deliberately, 
with an eye to the model (p. 401).” This observation inspired a series of studies (e.g., 
Formann, 1973; Formann & Piswanger, 1979, as cited in Fischer & Formann) where 
item features were systematically varied and various hypotheses regarding item 
difficulty variance were tested. 
Though the notion of validity was not absent from the aforementioned LLTM 
research, Embretson’s 1983 publication in the Psychological Bulletin persuasively 
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argued, construct representation refers to the relative dependence of task responses on 
the processes, strategies, and knowledge stores that are involved in performance (p. 
180),” thus reconfirming the relationship between cognitive psychology and test 
validity. In fact, Messick (1989) notes explicitly: 
As cognitive psychology in general and information-processing models of 
cognition in particular have advanced over the years, producing powerful 
experimental and quantitative techniques of task decomposition, this 
modeling approach has become much more salient in measurement circles. 
Although in one form it has only recently been incorporated into the validity 
literature under the rubric of construct representation (Embretson, 1983), the 
explicit probing of the processes productive of performance has long been 
part of the validation repertoire (Cronbach, 1971; Cronbach & Meehl, 1955). 
(p. 27) 
Embretson proposed that her approach to construct representation can be useful for both 
item banking and test design, but the thesis of her work illustrates how task 
decomposition, or item modeling, can serve to evaluate construct validity. 
Forms of item modeling have been used in other applications as well. For 
example, Mislevy (1988) described how information about item features can improve 
parameter estimation, and Mislevy, Sheehan, and Wingersky (1993) illustrated how the 
results of item modeling can facilitate equating test forms when there is little (or no) 
linking data. Another example is Embretson’s (1999) cognitive design system 
approach, which illustrated how item modeling can be used to ground item design in 
cognitive theory, improve psychometric modeling, and investigate construct validity. 
Potential uses of this system are online generation of items with moderately predicted 
properties and items with targeted properties, the latter through the use of a newly 
developed IRT model. A final advantage of applying a cognitive model in item 
development is that construct validity is assessed at the item level. In order to establish 
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a cognitive model for each item type, all features of that item type need to be identified 
(e.g., cognitive item features for a pictorial abstract reasoning test were number of rules 
vs. abstract correspondence, and perceptual item features were overlay, fusion, or 
distortion; see Table 1, p. 412 of Embretson, 1999), the cognitive complexity of each 
feature needs to be determined, and each item feature needs to be linked back to the 
construct of interest through theoretical and empirical evidence. In other words, the 
cognitive model describes the relationship between each item feature and the cognitive 
components related to each feature. Cognitive components represent a cognitive 
process or series of processes required to solve the task. According to Embretson, “The 
identified components, along with their associated item stimulus features, are the basis 
for the item specifications. These design principles predict not only task difficulty but 
also the specific source of cognitive complexity in each item (p. 409).” In this way, 
items designed from a cognitive model support the theoretical argument for construct 
validity. 
To summarize, there are many approaches to item modeling, and many uses of 
item features in test design and validation, especially construct validation from a 
cognitive perspective. One approach to item modeling not discussed thus far is tree- 
based regression. The following section describes this method, and illustrates how 
modeling item features with tree-based regression can serve as a means to develop 
descriptive score reports. 
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2.3.2 Tree-based regression in measurement 
Tree-based regression (TBR) 4 is a nonparametric statistical approach to 
classifying data. Although used frequently as a data mining technique in market and 
medical research, examples from psychometrics include an application of TBR in 
computerized adaptive testing (Holland, Ponte, Crane, & Malberg, 1998), in modeling 
rater performance (Bejar, Yepes-Baraya, & Miller, 1997), and in the automated scoring 
of constructed response items (Williamson, Hone, Miller & Bejar, 1998). However, the 
work of Kathleen Sheehan and colleagues provides the lion’s share of the corpus for 
TBR in educational measurement (Enright, Morley, & Sheehan, 1999; Sheehan, 1997; 
Sheehan & Ginther, 2001; Sheehan, Ginther, & Schedl, 1999; Sheehan & Mislevy, 
1994; Wainer, Sheehan, & Wang, 2000). Sheehan’s work has shown TBR to be useful 
tool for modeling item statistical properties, like difficulty and discrimination, with item 
features, such as content classification or format. Detailed examples of using TBR to 
model item difficulty, and to inform the development of proficiency scales, follow a 
description of the TBR methodology. 
TBR is a classification technique that is similar to classical regression analysis 
because it provides a method to predict values of the dependent variable, y, from a set 
of independent variables, x. However, TBR provides predicted values of y for groups 
of similar observations; the observations are classified into homogenous groups 
according to values of x. 
The advantage of TBR lies in its use of a recursive partitioning algorithm to 
select the optimal variable on which to split the observations into two groups (Breiman, 
% 
4 When the dependent variable is categorical, this analysis is referred to as a classification tree. 
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Friedman, Olshen, & Stone, 1984). In other words, at each stage, TBR evaluates every 
possible split in light of all independent variables. The optimal split is defined as the 
one that maximizes the decrease in deviance between the “parent node” deviance and 
the sum of the deviance of the two potential “child nodes” (referred to as left (L) and 
right (R) child nodes). In turn, each child node is treated as a parent node, and the 
optimal split is found for that node. This procedure starts with all items in one node 
where 0% of variance in the dependent variable is explained by the independent 
variables, and continues until each item defines its own node where 100% of variance in 
the dependent variable is explained by the independent variables. The best 
classification solution can be selected by evaluating the gain in explained variance of 
each successive split, and by combining nodes that have too few observations to be 
useful. The final nodes in the classification solution are referred to as terminal nodes. 
Deviance is defined as the sum of the squared differences between each 
observation and the expected value of the dependent variable (and is equivalent to the 
numerator in the standard formula for sample variance). Equation 2.1 provides the 
formula for deviance, and Equation 2.2 provides the formula for maximizing deviance 





AD = D(y,y)~ Dspll, (y,yL,yR) Equation 2.2 
where 
24 
D,Pm (y>yL’y*) = D(y,yl)+D(y,ylt) Equation 2.2 a 
9l)-^,(yl ~yl) Equation 2.2b 
L 
and 
= ->*)2 Equation 2.2c 
R 
The results from the TBR item difficulty model can be depicted graphically as a 
classification tree, where the x-axis represents the dependent variable, and the y-axis 
represents percent of variance (of the dependent variable) explained by the independent 
variables chosen for the optimal splits. Typically, the first parent node, where all items 
are clustered together and 0% variance is explained, is depicted at the top of the graph. 
2.3.3 Examples of TBR for descriptive score reports 
Two examples of using TBR to produce descriptive score reports are described 
in this section. In the first instance, Sheehan (1997) introduced TBR as a method to 
develop instructionally relevant feedback at either the student-level or the group-level 
(both terms are defined below). The second example is an application of TBR to 
produce descriptive score reports for the TOEFL Reading Comprehension test 
(Sheehan, Ginther, & Shedl, 1999). 
Sheehan (1997) distinguishes between student-level descriptive score reports 
and group-level score reports by describing the former as diagnostic feedback and the 
latter as proficiency scales. The main distinction is that diagnostic feedback is tailored 
according to the examinee’s response pattern, so that two examinees with the same total 
score may receive different diagnostic reports, whereas proficiency scales provide the 
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same feedback for all examinees at a given score or score range. Sheehan argues 
effectively that both kinds of score reports are useful, and draws on the distinction 
between how each kind of score report is produced in her rationale of the TBR method. 
That is, one approach to constructing group-level score reports is to first generate 
student-level diagnostics, then aggregate to the group-level (Sheehan cites Tatsuoka, 
1995 and Tatsuoka, Birenbaum, Lewis, & Sheehan, 1993 as examples). However, 
Sheehan notes that the validity of the resulting group-level reports depends upon the 
validity of the student-level diagnostics; and, as discussed in section 2.2.3 of this report, 
diagnostic score reports are vulnerable to many sources of inaccuracy. Therefore, 
Sheehan proposes creating group-level score reports 
.. .by modeling the complex nonlinear ways in which required skills interact 
with different item features to produce differences in item difficulty. The 
resulting item difficulty model is translated into a student proficiency model by 
estimating the probability that students at specified score levels will respond 
correctly to items requiring specified combinations of skills. The skill 
combinations considered in the student proficiency model are those that were 
shown to have the greatest impact on performance, as evidenced in the item 
difficulty model, (pp. 335 -336) 
To illustrate, Sheehan (1997) used data from the SAT I Verbal Reasoning test 
for which there were 40 passage-based reading comprehension items, 19 analogies, and 
19 sentence completion items. Item difficulty estimates from the 3-parameter logistic 
(3PL) IRT model were used as the dependent variable, y. For the matrix of independent 
variables, x, each item was coded (0 = not in category and 1= in category) in regard to 
membership in schemas and skills required to solve the item, where items within a 
particular schema are characterized by requiring the same “planning and goal setting 
% 
techniques (p. 338),” but may require different skills or have different features that 
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affect difficulty. The four schemas into which items were grouped for this study were 
(the skills required and/or item features coded within that schema are noted in 
parentheses): vocabulary in context (standard word usage or poetic/unusual word 
usage); main idea and explicit statement (relatively simple passage or complex 
passage5); inference (specific purpose or attitude/technique); and 
application/extrapolation (no further skill and/or feature codes). In this application, 
Sheehan began with a user-specified split that required the TBR algorithm to first group 
the items according to the four schemas, which accounted for approximately 20% of the 
variance in item difficulty. The TBR algorithm successively partitioned the groups of 
items until each item was in a distinct “group”, and 100% of the variance in item 
difficulty was explained. Sheehan drew upon the literature in reading comprehension to 
choose the TBR solution that explained sufficient variance while at the same time 
grouping items according to instructionally relevant skills and item features. 
Additional procedures were used to transform the results of the TBR into 
descriptive score reports. First, a nonparametric smoothing technique (locally weighted 
scatterplot smoothing; see Cleveland, 1979) was used to model the relationship between 
the observed percent correct score per item group and the total scaled score for Reading 
Comprehension, the results of which were used to produce group-level descriptive 
reports. Sheehan (1997) gives an example of a group-level descriptive score report in 
Table 2, where for each skill, the expected percent of students who have mastered that 
skill at discrete score points are provided. For example, for examinees who receive a 
Reading Comprehension scaled score of 400, the expected skill mastery probability is 
5 Items coded as referring to a “complex passage” were further categorized by the kind of distracters and 
keys associated with the item. 
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.83 for the skill “analyze surrounding text to determine the precise meaning intended by 
an author for a word which could have different meanings when used in different 
contexts”; likewise, for score level 450, the probability increases to .89; and for score 
level 500, the probability increases again to .92 (p. 345). Next, a Bayesian approach to 
model-data fit was used to produce diagnostic reports for individual examinees, and an 
example of a score report depicted an individual’s performance in relation to the 
performance of the rest of the examinees for each skill (see Figure 4 in Sheehan). 
Sheehan, Ginther, and Schedl (1999) used TBR to provide group-level 
descriptive score reports (the authors refer to the group-level reports as a proficiency 
scale) for the TOEFL Reading Comprehension test. Items from eight operational forms 
were divided into one of thirteen exclusive categories. There were sufficient numbers 
of items in six of the categories; an item model was developed separately for each. The 
categories were Pronoun Reference items, Explicit items, Not/Except items, Main Idea 
items, Implicit items, and Purpose of Text items. Different cognitive skill and item 
feature variables were coded for each model. For instance, three variables were coded 
for Pronoun Reference items: (1) Type of Chain (i.e., the relationship between key and 
stem): a categorical variable with three values; (2) Type of Distracter: a categorical 
variable with five values; and (3) Number of Words: a continuous variable representing 
the number of words in the text between pronoun and antecedent. 
Two examples of descriptive score reports for TOEFL Reading Comprehension 
are provided in Sheehan et al. (1999). The first example is very similar to the one 
described previously for Sheehan (1997), where skill mastery probabilities are provided 
for discrete points along the total score scale (see Table 12, p. 75 of Sheehan et al.). 
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The use of skill mastery probabilities is avoided in the second example, where the 
following form is used for the Explicit items descriptive score report: “If your score is 
at least xxx, then you can use a literal feature matching strategy to retrieve requested 
information (taken from Figure S-l, p. 116).” A sample item with corresponding 
distracters and key, and the portion of the text related to the item, is also presented for 
each scale point selected for the score report. 
There are many advantages to providing descriptive score reports that 
incorporate an item modeling component. First, as discussed previously, by modeling 
item difficulty with the required skills and the item features that affect difficulty, 
construct representation can be evaluated. Next, since TBR is a nonlinear approach, the 
effects of skills on item difficulty can be modeled in a meaningful way. In regard to the 
resulting TBR item model, where different skills explained significance variance in 
each schema, Sheehan (1997) concludes, “This suggests that the SAT reading 
comprehension data would not be well fit by a linear model which required each skill to 
have the same effect on item difficulty, regardless of the item’s schema classification 
(p. 341).” Finally, Sheehan’s TBR approach allows for the creation of both group-level 
and student-level descriptive score reports. Despite these qualities, the utility of this 
approach for a large-scale testing program that tests hundreds of thousands examinees 
annually, with several new form administrations per year, is questionable. Also, the 
arbitrary nature of the score levels chosen for the report, and the accompany 
probabilities of skill mastery, brings into question how understandable and meaningful 
this type of score report would be for the typical score user. Finally, the finer the 
distinctions made among the items (in regard to the number of independent variables), 
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the better, from a theoretical standpoint, because the resulting model will be more 
informative; however, the finer the distinctions, the more risk that there will be 
insufficient items in each category. 
2.4 Test development using evidence centered design 
Mislevy, Steinberg, and Almond (1999; see also 2000; in press) contend that the 
convergence of insights from cognitive psychology and advances in technology have 
permitted us to gather rich, authentic information in our assessments, but without a way 
to make sense of this information, resources are wasted. Examples of potentially useful 
information include the processes and strategies examinees use to acquire knowledge 
and how the structure of knowledge differs for examinees of differing abilities. The 
authors offer a conceptual framework in which to design complex assessments from an 
evidentiary reasoning perspective (see Mislevy, 1994; Mislevy & Gitomer, 1996), in 
hopes that information obtained through innovative methods is precise and useful. 
Evidence centered design (ECD) provides a way to conceptualize the 
interconnectedness of the information observed from examinees, the setting in which 
the observations are gathered, and what is inferred from the observations. ECD is a 
structure, or framework, used to design assessments. The authors present ECD as a 
corollary of Messick’s construct-centered approach (1992, p. 17, as cited in Mislevy et 
al., 1999). There are many ways to use ECD to design an assessment. For example, 
Mislevy (1999) describes how ECD software was created (Portal™), and how that 
software was used to develop (and implement) the prototypical assessment for the 
% 
Dental Interactive Simulation Corporation. Quite a different example of how ECD can 
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be used to design assessments is the process in which TOEFL test developers are 
currently engaged. TOEFL test developers have been trained in the meaning of the 
ECD models (explained below), and how the relationships among these models are the 
foundation of a valid assessment. With this understanding, each task for the new 
assessment is developed by explicitly documenting the rationale for the task design in 
terms of the ECD models. This departs from conventional approaches to test 
development, where items and forms are examined in regard to content coverage, and 
items are checked individually for model fit or other statistical criteria. 
ECD consists of three models: the examinee model, the evidence model, and the 
task model. Mislevy et al. (1999) emphasize that these models are present, if only 
implicitly, in any valid assessment program. However, 
Making this structure explicit helps an assessment designer organize the issues 
that must be addressed in creating a new assessment. Retrospectively, it helps 
clarify how pervasive design issues have been managed in successful 
assessments in the past, or overlooked in failures, (p. 5) 
The examinee model is comprised of the variables that represent the targets of 
inference about examinees. Typically, these variables are not directly observable. A 
single variable (e.g., a specified level of theta or raw score sum) used to donate 
proficiency in a specified domain, such as Reading Comprehension on TOEFL, is an 
example of an examinee model variable. In other words, the examinee model makes 
explicit the claims about an examinee’s proficiency that can be made based on the 
assessment. Sometimes more than one claim is made about an examinee’s proficiency 
in a given area (e.g., technical writing skill versus creative writing skill) from a single 
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sample of performance; the expected level of performance at a given level of 
proficiency would be made explicit in the examinee model. 
The evidence model describes how examinee model variables are observable via 
certain performances or tasks. This model provides observable variables and the 
rationale linking these observable variables to the examinee model (unobservable) 
variables. Observable variables include responses to multiple choice items or portfolios 
of examinee work, and are linked to the examinee model variables (e.g., theta) through 
statistical modeling. Common statistical models are classical test theory, item response 
theory, and Bayesian inference networks (BINs). The developers of ECD promote the 
use of BINs, and in many of their published reports, BINs are used as the statistical 
model in descriptions and examples of ECD. 
The task model describes the task6 features (each feature is a variable) to be 
specified when a task is created. Task model variables include features of task 
construction, complexity, and presentation; task models also describe how the value of 
each task feature is assessed, and finally, how the response from the examinee (to the 
task) will be captured. Examples of task model variables for the new TOEFL 
assessment include the difficulty of the passage presented to examinees, the item format 
(multiple choice, productive response, or other selective response), and the language 
ability or skill purportedly tapped by the item. 
The clarity afforded by ECD can contribute invaluably to the evaluation of the 
validity of new or revised assessments by providing a framework within which to 
design tasks, to link information gathered from those tasks back to the target of 
% 
6 Here, the terms task and item are used interchangeably. 
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inference (unobservable examinee characteristics), and to evaluate each facet of the 
assessment program in terms of its connection to the test purpose. The TOEFL program 
is using ECD as a framework within which to design tasks for the new assessment. A 
primary tool of ECD is the item (or task) design shell. Test developers use the item 
design shell to explicitly link variables from the three models for any given item type. 
Table 2.1 defines each element of the item design shell (from Pearlman, 2002). 
With the item design shell, each task feature is linked to claims about examinee 
proficiency through the evidence model. This explicit link is the theoretical scaffolding 
that gives meaning to the empirical evidence that connects task features to examinee 
proficiency. This aspect of ECD is not unlike what Embretson (1983) thought of as 
construct representation: 
Test specifications are built from prior theory on the task, and further, the 
implications of these specifications for item difficulty are studied empirically. 
Thus, construct representation is a research phase of the construct validation 
process. The item specifications are truly considered a theory of a task, and the 
theory is tested by mathematical models that operationalize the constructs, (pp. 
194-195) 
Thus, ECD provides a means by which to build a validation argument into task design, 
































2.5 Selected previous research 
In addition to the literature presented thus far, there are results from other studies 
that are informative for the purpose of this study. First, results from recent studies on the 
dimensionality of TOEFL test data are presented. Next, results from four item difficulty 
modeling studies using TOEFL or other English language assessment data are 
summarized. 
Oltman, Strieker, and Barrows (1990) and Oltman and Strieker (1991) used 
multidimensional scaling (MDS) coordinates as input to an hierarchical cluster analysis 
(HCA). In the earlier study, the 4-dimensional MDS solution was deemed most 
appropriate, and in the later study, the 3-dimensional MDS solution was deemed most 
appropriate. In both cases, the MDS solutions and cluster solutions corresponded with 
the three TOEFL PPT test sections. Similar results were found in a study using 
multidimensional IRT (MERT). McKinley and Way (1992) analyzed several forms of 
TOEFL PPT data using exploratory and confirmatory MIRT. Although three latent 
dimensions were consistently found to fit better than 2- or 4-dimensional solutions, the 
authors could find no clear, consistent content-related interpretation of the solutions. The 
best fitting model was one where the first dimension was identified as a general ability 
factor, the second dimension was identified as a Listening Comprehension factor, and the 
third dimension was identified as a combination of Structure/Written Expression and 
Reading Comprehension. The authors suggested that further research explore models 
that do not require that all items load first on a general ability factor, to see if a three- 
dimensional solution that corresponds to the three test sections could be interpreted. 
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Freedle and Kostin (1993, 1996) conducted two in depth studies of TOEFL item 
difficulty, as measured by equated delta, using multiple regression. In their study of 
Reading item difficulty, Freedle and Kostin (1993) developed a model that explained 
58% of the variance in item difficulty. For Listening (1996), Freedle and Kostin were 
able to build a model that explained 35% of variance. In another study of item difficulty 
using Reading Comprehension and Listening Comprehension items from a computerized 
English language assessment, Rupp, Garcia, and Jamieson (2001) combined items from 
across modalities, and found that modality was not a significant predictor of item 
difficulty. Thus, Rupp, Garcia, and Jamieson developed two models to explain item 
difficulty, as measured by proportion correct, for the total group of items. The first 
model used multiple regression, and explained 35% of the variance in item difficulty, 
whereas the second model used TBR, and explained 51% of the variance in item 
difficulty. Sheehan and Ginther (2001) were extremely successful in modeling TOEFL 
Reading item difficulty with TBR: 87% of variance was explained using variables that 
described features of the key, distracters, and overlap among key and stimulus. The level 
of detail captured in the variables used by Sheehan and Ginther far surpass the item and 
stimulus codes available for this study or the other studies noted on Table 2.2. Although 
such detailed variables do improve the modeling of item difficulty, the level of expert 
resources required to code items in this manner is extensive; thus, a promising area for 
future research is the development of software that can automate the variable creation 
process7. Table 2.2 summarizes the independent variables, methodology, and results of 
four item difficulty studies that used either TOEFL test data or test data from an English 
7 In fact, such a research effort is underway at ETS and is being led by K. Sheehan. 
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language assessment. Many significant variables from the four studies related to passage 
or aural stimulus characteristics. Variables related to overlap between item stem or key 
and the passage or aural stimulus were frequently significant predictors as well. 
2.6 Summary of review of literature 
In this chapter, literature relevant to the purpose of this study was discussed. The 
advantages and disadvantages of common descriptive score reports were reviewed, and it 
was determined that even if score descriptions are theoretically and empirically 
supported, they are not valid unless they can be interpreted appropriately by the score 
user. Next, item difficulty modeling was introduced as a way to empirically validate the 
construct theory of tasks, and TBR was reviewed in the context of modeling item 
difficulty as a means to provide descriptive score reports. Evidence centered design was 
then discussed as a framework within which to explicitly link claims about examinee 
proficiency with task characteristics. The following section outlines how TBR was used 
in the context of ECD to develop descriptive score reports that are theoretically and 
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2.7 Purpose of study 
The purpose of this study was to model item difficulty as the first step in 
generating descriptive score reports for the new TOEFL assessment. Task model 
variables were used as the independent variables, and item difficulty estimates were 
used as the dependent variable in the item difficulty model. TBR was used to estimate 
the nonlinear relationships among the item features and item difficulty. The descriptive 
score reports capitalized on the item features that accounted for the most variance in 
item difficulty. The relationships among item features and the proficiency claims were 
made explicit in the ECD task design shells, so once the salient item features were 
defined with TBR, then the appropriate claims about examinee proficiency were 
selected. Claims about examinee proficiency were rephrased as “can do” statements, 
and used as the basis of the descriptive score reports. Since the descriptive score reports 
were phrased in prose, in contrast to probability values or exemplar items, the 
inferences made on behalf of the score user are more likely to be valid. Although the 
construct validity of the resulting proficiency statements was theoretically supported by 
the links among the task model variables and examinee model variables evidenced in 
the ECD shells, and empirically supported by the item difficulty model, the validity of 
the descriptive score reports was further evaluated by examining the relationships 
among the “can do” statements and external validity criteria. To summarize, the 
specific goals of this study were to: 
(1) use task model variables as independent variables in an item difficulty 
model; 
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(2) illustrate how results of the item difficulty model, which were interpreted 
in regard to the links between task model variables and examinee model 
variables made explicit in the task design shells, can be used to generate 
descriptive score reports that are (a) empirically based; and (b) reflect the 
TOEFL ECD validation framework; and 
(3) validate the resulting score descriptions, or “can do” statements, with 
external criteria, e.g., self-assessment ratings and instructor ratings of the 
academic English language proficiency of examinees. 
Results of each step, as well as illustrative score reports based on actual examinee 
performance, were presented. 
CHAPTER 3 
METHODOLOGY 
In this chapter, the methodology for the study is presented. The chapter is 
divided into six sections: description of the assessment, data, cluster and 
multidimensional scaling analyses, estimation of item and ability parameters, item 
difficulty model, and development of score descriptions. 
3.1 Description of the assessment 
The test specifications for the new TOEFL assessment were developed with 
respect to construct representation, practical constraints, and user needs. The intended 
construct of the new TOEFL assessment is communicative language ability within an 
academic (university-level) context. The primary challenge with measuring 
communicative language ability is twofold: first, there are several competing 
multicomponent models of the construct (e.g., Bachman, 1990; Canale & Swain, 1980; 
Hymes, 1972; see McNamara, 1995 for review); and second, there is little empirical 
evidence to illuminate how the various components of the models relate. The new 
TOEFL frameworks were developed primarily on Bachman’s model of communicative 
language ability (see Figures 4.1 and 4.2, p. 85-87 of Bachman, 1990). Bachman 
summarized his model over a decade ago as follows: 
Communicative language ability consists of language competence, strategic 
competence, and psychophysiological mechanisms. Language competence 
includes organizational competence, which consists of grammatical and textual 
competence, and pragmatic competence, which consists of illocutionary and 
sociolinguistic competence. Strategic competence is seen as the capacity that 
relates language competence, or knowledge of language, to the language user’s 
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knowledge structures and the features of the context in which communication 
takes place. Strategic competence performs assessment, planning, and execution 
functions in determining the most effective means of achieving a communicative 
goal. Psychophysiological mechanisms involved in language use characterize 
the channel (auditory, visual) and mode (receptive, productive) in which 
competence is implemented, (pp. 107-108) 
A true measure of one’s communicative competence would require a multi¬ 
faceted, interactive, lengthy assessment. The practical constraints of a large-scale 
testing environment do not permit such an assessment. However, the frameworks for 
the new TOEFL require candidate performance on all four language modalities 
(listening, speaking, reading, and writing), with some integrated tasks that attempt to 
reflect the integration of language skills present in models of communicative language 
ability. Integrated tasks include a Listening/Speaking task, a Listening/Writing task, a 
Reading/Speaking task, and a Reading/Writing task. The proposed scoring procedure 
for the new assessment provides scores on the four modalities, with the integrated tasks 
contributing only to the productive modality scores (see Table 3.1 below). Note: 
“selected response” items include both dichotomous and polytomous item types that are 
scored automatically, whereas “constructed response” (or productive) tasks require 
scores assigned by trained raters. 
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Table 3.1. Prototypical form design of new TOEFL assessment. 
Reported 
Score Stimuli Language Abilities Tasks 
Listening 
25 min time 
limit 
Six audio stimuli: 










































Reporting scores separately for the four modalities of language may not reflect 
the construct of communicative language ability as well as alternate ways of reporting 
scores. Preliminary results from a study of alternative scoring for new TOEFL (Rizavi 
& Huff, in progress) suggest that relative efficiency is increased when scores are 
reported by language ability (see column 3 of Table 3.2) rather than modality (see 
column 1 of Table 3.2). Hence, the proposed scoring plan, where scores are provided 
by modality, will inform, but not necessarily dictate, the design of the descriptive score 
reports for the present study. 
The last phase of test development started in April 2002. Test developers began 
using evidence centered design (ECD) principles to specify the final task and form 
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designs for the new TOEFL assessment, which will be launched operationally in 2004. 
An example of the tangible results from the ECD process is illustrated in Table 3.2. 
Table 3.2 is an item design shell for an integrated Reading/Speaking task. 
Table 3.2. Task design shell for Reading/Speaking task. 
Claims about Evidence Structure Evidence Evidence 
Proficiency Structure: Structure: List of 
Variable Elements variants for each 
(Examinee Model (Evidence Model Variable Element 
Variables) Variables) (Task Model 
Variables) (Item Features) 
1. Can restate 1. Completeness 1. Topic/subje la. Physical Science 
information just read 2. Accuracy ct matter lb. Life Science 
from an academic text 3. Coherence lc. Social Science 
accurately, completely, 4. Cohesiveness Id. Humanities 
with logical coherence, 5. Use of own le. Arts 
and appropriate words 
discourse connectors 6. Length or 2. Rhetorical 2a. 
to an audience that has sufficiency of Style Compare/contrast 










Many Reading/Speaking tasks that elicit evidence (2nd column) of the proficiency claim 
(1st column) can be created by combining the item features (4th column) in various 
ways. Additionally, the evidence structure criteria (2nd column) will form the basis of 
the scoring rubric for evaluating the spoken responses. The ECD process will yield a 
item design shell for each task type used in the new TOEFL assessment. 
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3.2 Data 
Two prototypical forms were designed in light of the new TOEFL frameworks 
and were field tested in Spring 2002. Data were collected from over 3,000 examinees. 
Examinees were recruited both domestically and internationally. Tables 3.3 and 3.4 
present the native language and sex distribution, respectively, for the TOEFL 
population and the field study sample. Results indicate that the native language and sex 
distributions of the field test examinees mirrored those of the operational TOEFL 
population. Although the top six native languages represented in the TOEFL 
population, Chinese, Spanish, Arabic, Korean, Japanese, and French, were also the top 
six native languages represented in the field study, there were some cases of under and 
over representation. The field study sample under represented native speakers of 
Chinese (18% of field study compared to 23% in population), Korean (7% of field study 
compared to 12% in population), and Japanese (5% in field study compared to 13% in 
population), and over represented Spanish (13% in field study compared to 5% in 
i 
population). Of the 16 other native languages represented in the field study, the 
frequency ranged from .01 to .03 of the total field study sample, which also reflects the 
representativeness typical of these groups in the TOEFL population. The frequency of 
examinees who did not report their native language in the field study (19%) was greatly 
inflated due to a technical difficulty with this variable. As for sex distribution, the 
percent of male and female examinees are about equal for both TOEFL PPT and 
TOEFL CBT, and the same distribution was observed with the field study data. 
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Table 3.3. Native language distribution for 2002 field study (n = 2.703) compared to 
TOEFL 2000 - 2001 population. 
Native Language Percent in Field Study Percent in TOEFL 
Population3 
Chinese 18 23 
Spanish 13 5 
Arabic 7 5 
Korean 7 12 
Japanese 5 13 
French 4 2 
Indonesian 3 1 
Latvian 3 <1 
Thai 2 2 
Hindi 2 2 
German 2 2 
Turkish 1 2 
Malay 1 <1 
Vietnamese 1 <1 
Telugu 1 2 
Russian 1 1 
Gujarati 1 1 
Tamil 1 1 
Urdu 1 2 
Portuguese 1 1 
Marathi 1 <1 
Armenian 1 <1 
Not Reported 23 23 
Total 100% 100% 
aBased on 703,021 examinees seeking admission to institutions in the United States or 
Canada who took TOEFL CBT or PPT between July 2000 and June 2001. 
Table 3.4. Sex distribution for 2002 field study (n - 2.703) compared to TOEFL 1999 - 
2000 population. 








Male 51% 51% 53% 
TOTAL 100% 100% 100% 
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In the field study, each examinee was administered at least one of the prototype 
forms, a retired PPT TOEFL, a background questionnaire, a self-assessment 
questionnaire, and a post-test survey. Examinees were also asked to have two faculty 
members complete surveys regarding their in-class English language performance. The 
background questionnaire surveyed examinees on their native language, sex, and 
whether they planned to study for a degree in the USA or Canada. The self-assessment 
survey was extensive, and asked examinees, for example, to rate their ability to 
understand the main idea of lectures and conversations when listening in English. The 
post-test questions elicited examinees’ opinions regarding the authenticity of the tasks 
on the prototypical assessment through items such as, “Do you agree or disagree with 
this statement? Writing about a lecture was a good way to demonstrate my ability to 
write in English,” followed by a 4-point “agree” scale. The faculty surveys were 
comprised of 8 Likert-type items that asked faculty members to rate examinee’s English 
language abilities in the context of ESL courses. In addition, a small sample of the field 
test examinees (n = 284) took both prototype forms in counterbalanced fashion. 
The present study will use performance data from the recent field test to develop 
item difficulty models. Form 1 and Form 2 were designed to be parallel, and empirical 
data from the field study supported their parallelism. The alternate forms reliability 
estimates for the Listening and Reading sections were .82 and .81, respectively, and the 
alternate forms reliability estimates for the Speaking and Writing sections were a bit 
lower at .79 and .67, respectively (Educational Testing Service, 2002). The total 
number of examinees with scores for Listening and Reading were 1,372 for Form 1, and 
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1,331 for Form 2. Data from the 8 Speaking and Writing items on each form will not be 
included in the analyses8. 
The self-assessment and faculty ratings collected from field examinees are 
considered external validation criteria. Powers, Cline, and Rock (2002) reviewed 
several studies that evaluated the utility of self-assessment data as validity criteria, and 
examined the relationship between self-assessment statements and performance data on 
prototypical tasks for new TOEFL. Their results demonstrated that self-assessment data 
holds promise for use as validation criteria for assessments of English language 
proficiency. In fact, the Powers et al. study was a precursor to the self-assessment and 
faculty ratings used in the field test and described here. Results of the self-assessment 
data and faculty ratings from the field study are reprinted from Powers, Roever, and 
Huff (in progress) in Appendix A. The analyses that used the self-assessment and 
faculty rating data are described in Section 3.6. 
The ECD test development effort that began in April 2002 and is still underway 
as of March, 2003, used the field test items as guidance to develop ECD task design 
shells. For this study, task design shells for Reading were available, but task design 
shells for Listening items were not available. Thus, although the Reading task design 
shells were developed in light of the particular items used in the field test, many item 
features associated with tasks on the prototypical forms were not mentioned by test 
development staff in the ECD task design shells, and visa versa: some item features 
mentioned in the task design shells were not represented on the prototypical forms. 
% 
% 
8 Ratings on the Speaking and Writing items were available for only 841 Form 1 examinees and 284 
Form 2 examinees. Dimensionality and cluster analyses using Form 1 data with and without the 8 
Speaking and Writing items demonstrated that interpretations regarding the dimensionality of the data 
were not affected by excluding the 8 Speaking and Writing items. 
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Consequently, there were three possible outcomes. First, the coincidence of item 
features for the items used in the field study and the existing Reading ECD task design 
shells would provide an explicit link between items and proficiency claims. Second, 
items features that were represented on the prototypical forms and explained significant 
variance in the item difficulty model were not included on the Reading ECD task design 
shells. The third potential outcome involves item features that did not affect difficulty, 
but were mentioned explicitly in the Reading ECD task design shells. All three results 
have great potential to inform the Reading ECD task design shells, as they will be 
continually revised in light of empirical evidence. In the same way, results of the item 
difficulty models can inform the development of the Listening ECD task design shells. 
The item features that will be coded and used as independent variables in the item 
difficulty models relate to item format, content/skill, and the audio or text stimulus the 
item references (see Section 3.5.1 for more detail). 
3.3 Cluster and multidimensional scaling analyses 
Hierarchical cluster analysis (HCA) and non-metric multidimensional scaling 
(MDS) were used as complementary methods to determine how to group items for 
separate item difficulty models. Results were used to identify the item features that 
were the basis of clusters or dimensions on each prototypical form. These item features 
were then used to form mutually exclusive item groups; item difficulty was modeled 
separately for each item group. It was hypothesized that modeling difficulty separately 
for groups of items identified as similar by HCA and MDS would result in item 
modeling solutions that were substantively interpretable. Alternatives included building 
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an item model that included all 143 Reading and Listening items under study, or 
building separate item models for items grouped by a priori distinctions, such as 
modality (test section). For example, were it found that vocabulary items, regardless of 
modality, formed a cluster or dimension, then these items would be grouped and an item 
difficulty model would be built separately for these items. 
Using MDS and HCA as complementary approaches to appraise dimensionality 
and group observations has been successful in empirically analyzing the content 
structure of tests using both item response data (Enright & Oltman, 1996) and direct 
similarity data from subject matter experts (Sireci & Geisinger, 1992, 1995). MDS has 
emerged relatively recently as a viable alternative to linear and non-linear factor 
analytic methods for evaluating the dimensionality of test structure (Davison, 1985; 
Meara, Robin, & Sireci, 2000). Davison (1985) and Davison and Skay (1991) present 
compelling arguments that MDS often provides more parsimonious results that factor 
analytic techniques, and more meaningful results for task analyses since the general 
factor is removed and the focus is on modeling task variation rather than person 
variation. 
In this study, correlations among the item response data were input directly into 
HCA. The results were analyzed. Next, the correlations were used as input into a non¬ 
metric MDS, and the appropriate ^-dimensional solution was chosen. Finally, the 
coordinates from the appropriate MDS solution were used as input to the HCA, and 
those results were analyzed and compared to the first round of HCA results. 
Data. The Form 1 sample of n = 1,372 examinees were randomly divided into 
two subsamples (Sample A = 686 and Sample B = 686) so that the HCA and MDS 
50 
analyses could be replicated. Form 2 analyses were conducted on the full sample (n = 
1,331). Tetrachoric correlations (among binary item responses) and polychoric 
correlations (among categorical or between binary and categorical item responses) were 
used as input to most HCA analyses and all MDS analyses. Tetra-polychoric 
correlations estimate the degree of linear relationship among discrete variables with the 
assumption that the underlying variable is continuous. PRELIS 2.20 (Joreskog & 
Sorbom, 1998) was used to compute the tetra-polychoric correlations among the 68 
dichotomously scored items and the 3 polytomously scored items for each subsample of 
Form 1 examinee responses. Similarly, the tetra-poly correlation matrix was computed 
for Form 2, which consists of 68 dichotomously scored items and 4 polytomously 
scored items. In each case, both Listening and Reading items contributed to the same 
correlation matrix. 
HCA. For each sample, the tetra-poly correlation matrix was used as input to a 
HCA. There are several methods from which to choose to cluster the data (see 
Milligan, 1995 for a review). Ward’s method (1963), which minimizes the squared 
Euclidean distance among items within each cluster, was used to cluster the items. 
Ward’s method was chosen as appropriate for these analyses as research has shown that 
this method is robust to errors and outliers in the data (Milligan, 1995). Milligan (1995) 
reviewed 11 studies that used simulated data to evaluate five different clustering 
methods, and, overall, Ward’s method was one of the two methods shown to have the 
most advantages. HCA begins with each item in its own “cluster” and continues until 
all items are in the same cluster. Between these two extremes lies an appropriate 
% 
% 
clustering result. Like MDS, one of the main criteria for choosing the appropriate result 
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is the ability to interpret the solution. In addition, there are several empirical tools that 
can aid in choosing the best clustering solution. 
Results from the HCA were evaluated in three ways to determine the best 
clustering result for the purpose of this study. First, the amalgamation coefficient for 
each cluster, which is the distance between the two most dissimilar items of the two 
clusters being combined, were plotted along the x-axis against the corresponding 
number of clusters along the y-axis. Aldenderfer and Blashfield (1984) suggest, “[a] 
marked ‘flattening’ in this graph suggests that no new information is portrayed by the 
following mergers of clusters (p. 54-55).” The second way that the HCA solutions were 
evaluated was by examining the results from the two random samples. Replication has 
shown to be useful in determining the appropriate number of clusters in 
multidimensional data (Overall & Magee, 1992). In addition to these two empirically 
based evaluation techniques, the interpretability of the solution will drive the selection 
of the appropriate solution, as “[t]he bottom line is that any clustering or classification 
will be useful only if the results can be substantively interpreted (Milligan, 1995, p. 
369).” 
MDS. Each matrix of tetra- polychoric correlations were rescaled into 
dissimilarities for input to the MDS. The formula in Equation 3.1 (Davison, 1983) is 
used for transforming the correlations (r^) into dissimilarities (Si;-): 
Equation 3.1 
Coordinates (xja and xja) for each solution of n dimensions were computed for each 
% 
dissimilarity matrix by calculating the squared Euclidean distance (d) between each pair 
of items (i,j): 
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Equation 3.2 - Xja ) 
Two criteria were used to evaluate the fit of each n dimensional solution to the 
dissimilarity data, R-squared (R ) and Stress. Each is an index of the distortion between 
the dissimilarities data and the coordinates of the solution. Specifically, R2 values 
indicate the proportion of variance in the optimally scaled dissimilarity data that can be 
accounted for by the given MDS solution. Conversely, Stress indicates the extent to 
which the dissimilarity matrix has been distorted in a given solution, with a value of 0 
indicating no distortion, or perfect recovery of the rank order of the dissimilarities, and 
a value of 1 indicating that the given solution reflects only random agreement with the 
dissimilarities. Typically, the solution that results in the greatest increase in R (and 
corresponding decrease in Stress) relative to the other solutions is considered 
appropriate. Additional dimensions will always improve fit, so the ability to 
substantively interpret the dimensions is vital in choosing the appropriate solution. 
Evaluating results from the two random samples lends further support to subjective 
decisions regarding the appropriate solution. For example, if four dimensions are 
interpretable in one sample, but only three dimensions are interpretable in the second, 
then the lower dimensional solution should be chosen. Substantive interpretations were 
aided by correlating dimensional coordinates with coded item features. 
To summarize, HCA was used first to analyze the tetra-poly correlation matrix. 
Next, the tetra-poly correlation matrix was used as input to MDS. The coordinates form 
% 
the appropriate MDS solution were also input to HCA. The intention of the HCA and 
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MDS analyses was to identify item features that would be the basis of the item 
groupings, so that separate item difficulty models could be developed for each item 
group. 
3.4 Estimation of item and ability parameters 
Once it was determined how items would be grouped for the difficulty 
modeling, items were grouped within form for the purpose of calibration. Then, Form 1 
and Form 2 item groups were calibrated separately such that item parameter estimates 
were obtained for all items and ability estimates were obtained for all field test 
examinees. Item difficulty parameter estimates, b , were estimated by the three- 
parameter logistic model (3PL, Hambleton & Swaminathan, 1985; Lord, 1980) for 
dichotomously scored items and the graded response model (GRM, Samejima, 1969) 
for polytomously-scored items. Results were analyzed to ensure that the models fit the 
data, and then ability and item parameter estimates from the separate calibrations were 
placed on the same metric so that similar item groups could be combined across forms. 
Model-data fit. Examining model-data fit entails gathering empirical evidence 
to demonstrate that the assumptions of the ERT model are upheld in the particular 
application. Essential unidimensionality and local item independence was investigated 
for this study by evaluating results of principal components analysis for each set of 
calibrated data, evaluating results of a speededness analyses conducted on each timed 
section, and comparing internal consistency reliability estimates with and without 
taking item sets into account. 
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The degree of model-data fit was also investigated by examining the magnitude 
of the differences between expected and observed probabilities, or the residuals. The 
residuals are typically examined in the form of standardized residuals (SRs). The 
formula for SR in the polytomous case is: 
Equation 3.3 
Where i refers to items, 
j refers to ability category, 
h refers to score category (0 to nij), and 
Ny refers to the number of persons in category j for item i. 
For dichotomous items, Equation 3.3 reduces to the simple case of SRjj, Py, and Nj. 
Typically, the associated test statistic is the chi-square, x2- The x2 statistic was not used 
to evaluate the degree of fit in this application, as controversy exists in regard to both 
whether the SRs are truly distributed as a x2, and to the associated degrees of freedom. 
Furthermore, as with all ^ statistics, this test is prone to Type I errors when sample 
sizes are large. When the model fits the data, the SRs are normally distributed with a 
mean of 0 and a standard deviation of 1; thus, an acceptable range for a majority of the 
SRs (e.g., about 95%) is -2.0 to +2.0. The computer program PolyFit (Rogers, 2001) 
was used to calculate the SRs resulting from fitting the 3PL and GRM to each set of 
calibrated data. 
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Common metric. Parameter estimates from separate calibrations were placed 
onto the same metric by obtaining the linear transformation constants A and B 
(described below), and applying the following set of linear transformations: 
b* = Ab + B Equation 3.4 
a* = a /A Equation 3.5 
c* = c Equation 3.6 
0* = A0 + B. Equation 3.7 
Since there were no common items on the two forms, the transformation 
constants A and B had to be derived from the ability parameter estimates. This process 
is acceptable when there are no common items and when the examinee groups are 
randomly equivalent. As described previously, the two prototypical forms were 
randomly assigned within each test center, which resulted in randomly equivalent 
groups. Evidence of the comparability of the two randomly equivalent groups included 
similar native language distributions, similar performance on the TOEFL PPT, and 
similar performance on the prototypical forms after the forms were equated. The 
transformation constants were obtained by estimating ability parameters for each 
calibrated set, then computing the mean (X) and standard deviation (SD) of each 
ability estimate distribution. The following formulas were used to obtain the 
transformation constants A and B: 
en 
A =-D™L Equation 3.8 
SD Form! 





X Form 2 Equation 3.9 
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3.5 Item difficulty model 
Tree-based regression (TBR) was used to model item difficulty for each item 
cluster identified in the dimensionality analyses. CART (California Statistical 
Software, Inc., 1997) software was used. In this study, all the values of y (item 
difficulty) were estimated, so TBR was used for its power to classify observations (i.e., 
items) into terminal nodes rather than to predict unknown values of y from the resulting 
model. For this study, the dependent variable, y, in the TBR model is item difficulty. 
For polytomously-scored items, the difficulty (or threshold) parameter estimate for each 
of k categories will be used as the estimate of item difficulty. IRT was used to estimate 
item difficulty to ensure that proficiency estimates (0) and difficulty estimates were on 
the same scale. 
The independent variables, x, in the TBR item difficulty models were values of 
the task model variables, that is, the item and passage features, associated with each 
item. In TBR, x can consist of binary, categorical, and continuous variables. All three 
types were used. The independent variables are described in detail in section 3.5.1. 
There were three phases of development, or “pruning,” for each item difficulty 
model. As described in Chapter 2, in TBR, all items start in one node where 0% of the 
variance is explained, and are successively partitioned until each item is in its own node 
and 100% of the variance is explained. The best solution lies somewhere in between, 
and is selected by evaluating the gain in explained variance in each successive split, and 
by ignoring splits that may increase explained variance but result in nodes with few too 
items. The final nodes are referred to as terminal nodes. First, an exploratory item 
difficulty model was developed and an empirically based stopping rule was imposed so 
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that the TBR analysis would terminate before each item was in a separate node. The 
stopping rule used in these analyses was the ratio of the reduction in error variance to 
the increase in the number of terminal nodes, which was calculated at each new split. 
When this value reached .000, the TBR analysis stopped. Next, the optimal number of 
terminal nodes were chosen based on consideration of the overall R2 and the parsimony 
of the model. In other words, if a tree with 6 terminal nodes explained 60% of the 
variance, and next smallest tree with 5 terminal nodes explained 59% of variance, the 
more parsimonious solution was selected as optimal. Finally, the characteristics of each 
terminal node in the optimal solution were examined in detail to determine if similar 
nodes could be collapsed for a more parsimonious model. For example, if a node were 
split into two terminal nodes based on item format (i.e., all MC items were separated 
from all other types of format) then the items were recombined into one group and the 
correlations among item characteristics and item difficulty were calculated. If the 
correlation coefficient between item format and item difficulty was not statistically 
significant, and the split did not result in a relatively large improvement in R , then the 
two nodes were collapsed for a more parsimonious model. 
3.5.1 Item features 
TOEFL test developers coded every item used in the field test according to 
format and several content or skill related variables. Recall that most items on both 
forms (except for three Speaking items and one Writing item on each form) are part of 
item sets; items in a set are in relation to a common aural stimulus in the Listening 
section, or a common passage in the Reading section. Consequently, each aural stimuli 
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and text passage was also coded by TOEFL test developers according to several topic 
and difficulty related characteristics. These item and passage codes are listed as task 
model variables in the item design shells (see 4th column of Table 3.2). These features 
were used as the independent variables in the item difficulty model, and are described in 
detail below. 
Several item types were developed for new TOEFL and were field tested on the 
prototype forms. Although the conventional 4-option multiple choice (MC) format 
accounted for over two-thirds of items on each form, other item types included 4-option 
MC where two correct options had to be selected to receive 1 point. Another item type 
was the grid item, where the candidate had to select, for example, three correct options 
from a 3-by-2 matrix of options. In the Listening section, some items employed stems 
that were presented aurally. The Reading section included items where the examinee 
had to insert a sentence into the text, or, for example, choose 5 sentences from 9 
choices, then place those sentences in one of two categories (the latter item type is 
referred to as a “table” item). Table 3.5 presents the number of items per type for 
Listening and Reading, for both forms used in the field test. 
Table 3.5. Number of items per format by modality and form. 
Item Type 
Both 










54 5 4 2 3 3 
Form 
2 56 5 
3 2 3 3 
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For over a decade, the test development staff at ETS has worked with experts in 
applied linguistics and language testing worldwide to develop the appropriate tasks to 
measure the construct of ESL communicative ability for academic purposes (Jamieson, 
Jones, Kirsch, Mosenthal, & Taylor, 2000). For each item, there are several 
categorizations related to language ability or skill being measured by the item, and how 
the key relates to the stem, distracters, or stimulus. (See Bejar, Douglas, Jamieson, 
Nissan, & Turner, 2000; Butler, Eignor, Jones, McNamara, & Suomi, 2000; Cumming, 
Kantor, Powers, Santos, & Taylor, 2000; & Enright, et al. 2000 for an extensive 
rationale for each item category.) The list of item codes for Reading is presented in 
Table 3.6, and the list of item codes for Listening is presented in Table 3.7. 
Table 3.6. Item classifications for Reading. 







Vocabulary MC — 10 10 
! Fact2 MC No Match 1 1 
Word Match 4 4 
Word Meaning Match 7 6 i 
Inference MC Global 1 
Local 1 3 
Insert Textb Insert Text Grammatical 1 
Lexical 2 2 
Logical 1 
Not/except MC Alternative Context 1 2 
Pronoun Reference MC Common Pronoun 2 2 
Rhetorical Purpose MC Not Marked 2 1 1 
Sentence Simplification MC — 3 3 
Prose Summary Table One 2 
Reading to Leam Table One 1 2 
Table 1 
Total 37 39 
a All Reading items not categorized as Vocabulary or Fact are referred to collectively as 
Reading Other items. 
bInsert Text items are dichotomously scored and are primarily considered a type of skill 
rather than a type of format. 
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Gist Content Abstract Explicit MC 1 2 
Implicit MC 1 




Implicit MC 1 
Gist Purpose Abstract Explicit MC 1 1 
Implicit MC 1 
Concrete Explicit MC 1 
Pragmatic 
Function Detail Concrete Explicit MC 
1 
Function Direct Assertion MC 1 
Audio 1 
Indirect Assertion MC 2 2 
Audio 4 1 
Inquiry Audio 1 
Stance Direct Certain MC 1 
N/A N/A MC 1 
Connecting 
Information 





Audio * 1 




Organization Abstract Identify MC 1 2 
Concrete Identify MC 1 1 
Total 34 33 
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The construct of communicative language ability postulates that all language is 
purposeful and occurs within a context; therefore, specifications for the new TOEFL 
assessment require that all items are part of an item set that refer to either an aural 
stimuli (as in the Listening section) or a text stimuli (as in the Reading section). 
Characteristics of the stimuli can affect the difficulty of the accompanying items 
(Enright, et al. 2000). For example, regardless of how “easy” an item is designed to be, 
if the text to which it refers is difficult to comprehend, then the item will also be 
difficult to answer. Therefore, several variables that represent the difficulty of the aural 
and text stimuli will be used as independent variables in the item difficulty models. For 
the variables presented in Table 3.8 and Table 3.9, every item within a set will have the 
same values. 
Nine continuous measures of reading ease were available for both aural and text 
stimuli. (Aural stimuli were transcribed, then evaluated as written text to obtain the 
“readability” indices.) The Flesch Readability index scales a combination of average 
sentence length and average word length (i.e., as measured by number of syllables) to 
range from 0 (harder) to 100 (easier). The other continuous measures of reading ease 
relate to tokens and types. Tokens refer to individual letters and combinations of letters, 
and types refer to words. The frequency of each token and type used in the text is 
referenced against three word list corpora: Word List One contains the 1,000 most 
frequent words in academic texts; Word List Two contains the 1,000 second most 
frequent words in academic texts; and Word List Three contains the 1,000 third most 
frequent words in academic texts. The more frequently a word occurs in texts, the more 
easily the target text is understood. The number of tokens and types not included on the 
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word lists, respectively, are two additional variables. The categorical passage aural 
stimuli variables for Reading and Listening, respectively, are presented in Tables 3.8 
and 3.9. 













Life Sciences 1(13) 




Total 3 (37) 3(39) 








Conversation Life Science ‘(5) 
Campus/Class 2(10) 1(5) 







Arts 1(6) 1(5) 
Total 6(34) r 6 (33) 
Using the variables presented in Tables 3.6, 3.7, 3.8 and 3.9, a TBR item 
difficulty model was developed for each of the item clusters defined in the cluster and 
dimensionality analyses. 
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3.6 Development of score descriptions 
In this approach to providing descriptive score reports, each examinee will 
receive a numerical score (e.g., a theta estimate converted to a scaled score) for each 
test section (Listening, Reading, Writing, and Speaking), and an accompanying 
description of proficiency for each test section. (Recall that only Listening and Reading 
items were used in this study, so descriptions of Listening and Reading proficiency only 
were developed.) Proficiency descriptions were developed based on the terminal nodes 
in the item difficulty models. For Reading, the proficiency descriptions were developed 
by translating the empirical results of the item difficulty model in light of the ECD 
models (i.e., examinee, evidence, and task) made explicit in the Reading task design 
shells. For Listening, only the results of the item difficulty model were used to develop 
the proficiency descriptions. First, the terminal nodes of the final item difficulty model 
(or optimal TBR solution) were described in detail. Next, proficiency estimate 
categories were developed such that the terminal nodes from the item difficulty model 
could be linked to specific ranges of examinee proficiency. The proficiency estimate 
categories were evaluated based on actual test performance and external validity criteria 
in the form of self-assessment and faculty ratings. The terminal node descriptions (and 
for Reading, the ECD models) were then translated to describe examinee performance 
in the appropriate proficiency estimate categories. Finally, example score reports were 
developed. These steps are outlined in more detail below. 
Terminal node descriptions. Once the final item difficulty model was chosen, 
the terminal nodes were described in detail. The number of items in each node, the 
difficulty range of items in the node, and the item and stimulus features that 
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distinguished that node from other nodes were determined. These descriptions were the 
basis of the proficiency descriptions, or “can do” statements, used for the descriptive 
score reports. For example, for a terminal node that contained Reading Vocabulary items 
for Social Sciences passages with high indices of readability, the resulting “can do” 
statement might be “Examinees in this proficiency estimate category can correctly 
identify vocabulary in Social Science texts that are fairly easy to read for most college- 
bound students. Examinees in this category have trouble identifying vocabulary in more 
difficult texts, such as those from Physical and Life Science passages.” 
Proficiency estimate categories. The next step was to establish a link between 
each terminal node and the examinee model variable, or the estimate of examinee 
A 
proficiency, 6. For this study, the link was established by matching the minimum and 
maximum item difficulty estimates in each terminal node with estimated thetas in the 
same range. This was possible because the IRT item difficulty estimates were on the 
same scale as estimates of examinee proficiency. Thus, for each item difficulty model, 
examinees were clustered into groups that corresponded to the terminal nodes. For 
example, if two terminal nodes, A and B, for an item difficulty model had item difficulty 
A 
ranges of-1.0 to 0 and 1.0 to 2.0, respectively, then examinees with 6 = -1.0 to 0 would 
A 
receive the “can do” statements associated with terminal node A, and examinees with 0 
= 1.0 to 2.0 would receive the “can do” statements associated with terminal node B. 
A 
The major challenge to appropriately linking item difficulty estimates and 6 
A 
stems from the fact that item difficulty estimates represent the point on the 6 scale for 
which the probability of a correct response is only 50%. For items estimated with the 
3PL model, the probability of a correct response is a bit higher due to the adjustment for 
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the psuedo-guessing parameter. For items estimated with the GRM, b(X) represents the 
point at which an examinee is expected to respond in category x or higher. By selecting 
/V 
examinees with 0 that correspond directly to item difficulty ranges to receive 
the corresponding “can do” statements, it is possible for the statement(s) to 
represent a group of items for which a particular candidate has a low chance of 
responding correctly. Thus, the expected percent correct was calculated for each 
terminal node for the corresponding categories of examinees. For those item groups for 
which the expected percent correct was less than 50% for the corresponding group of 
examinees, the proficiency statements were written not as “can do” statements but as 
“needs improvement” statements. Although a minimum 50% probability of responding 
correctly to an item or group of items does not necessarily indicate mastery, it is a 
function of using the terminal nodes as the basis of descriptive score reports. 
Evaluation criteria. The assignment of proficiency statements to particular 
groups of examinees was evaluated with external data by comparing the responses to 
A 
the self-assessment and faculty ratings across examinees grouped by 0. It was 
expected that the ratings for particular language skills would be lower for examinees 
with “needs improvement” statements than for examinees with “can do” statements in 
relation to those skills. 
Examples of descriptive score reports. In addition to presenting the results from 
each step described above, samples of descriptive score reports will be produced based 




Results of the methodology outlined in the previous chapter are presented here 
in five main sections. First, there are the results of the dimensionality and cluster 
analyses, and then a description of the estimation of item and ability parameter 
estimates. Next, the results of item difficulty modeling are presented. Following are 
results of the evaluation. The chapter concludes with examples of descriptive score 
reports based on actual examinee cases from the field study. 
4.1 Cluster and MDS analyses 
The purpose of the cluster and MDS analyses was to allow empirical evidence to 
suggest large, homogeneous item groups as input to the item modeling process, rather 
than a priori item groups, such as items grouped by modality (i.e., test section). Several 
steps were used to evaluate the data. Analyses were performed separately for Form 1 
and Form 2. 
Form 1 samples. As described in Chapter 3, one criterion for evaluating 
dimensionality results is to evaluate the replicability of results across comparable 
samples. Form 1 examinees (n = 1,372) were randomly divided into two groups. 
Sample A (n = 686) and Sample B (n = 686) using the random sample module in SPSS 
11.0. The two samples were comparable in ability as measured by the Listening and 
Reading sections of the prototypical Form 1. Table 4.1 presents the mean and standard 
deviation on the Listening and Reading sections for each sample. Independent samples 
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t-tests for each Listening and Reading showed that the null hypothesis was tenable at a 
= .005. In each case, the t-value = 0.00 with 1,372 degrees of freedom. 
Table 4.1. Listening and Reading means (SD) for Form 1 random samples. 
Sample 0 (n = 686) Sample 1 (n = 686) 
Listening 16.08 (5.86) 16.06 (5.74) 
Reading 14.47 (5.99) 14.34 (5.67) 
For each sample, the inter-item correlations were computed for all 71 Listening and 
Reading items. The tetrachoric correlation was computed among dichotomous items, 
and the polychoric correlation was computed among dichotomous and polytomous 
items. These correlations were obtained using LISREL 8.5. 
Initial HCA results. Hierarchical cluster analyses (HCA) were performed 
directly on the tetra-polychoric correlation matrix for each Form 1 random sample, 
Sample A and Sample B. The amalgamation plots were examined to determine 
the appropriate number of clusters. The amalgamation plots for each 
sample is presented in Figures 4.1 and 4.2, respectively. According to the 
“jumps” in the plot for Sample A, the 1-cluster solution is grouping items 
that are not similar, which indicates that either the 2-cluster or 3-cluster is 
most likely the best solution. The same result was observed for Sample B. 
Next, an attempt was made to substantially interpret the 2- and 3-cluster 
solutions based on known item characteristics. 
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Amalgamation Coefficient 
Figure 4.1. Sample A amalgamation plot. 
Amalgamation Coefficient 
Figrure 4.2. Sample B amalgamation plot. 
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Table 4.2 presents the characteristics of items within each cluster for the 2- and 
3-cluster HCA solutions for each Form 1 sample. For the 2-cluster solutions, there is no 
apparent pattern of Listening versus Reading, or items grouping by skill. For the 3- 
cluster solution, there appears to be a tendency for a cluster of mostly Listening items, a 
cluster of mostly Reading items, and a mixed cluster. As discussed in Chapter 3, some 
researchers have had better success in defining clusters when MDS coordinates were 
used as input to cluster analysis procedures than when correlation coefficients were 
used as input. Since these HCA solutions were not clearly interpretable, the next two 
sections describe the results of using MDS coordinates as input to cluster analysis 
procedures. 
Table 4.2. Characteristics of 2- and 3-cluster HCA solutions. 
Number and type of item 
2 Cluster Solution 
Cluster 1 Cluster 2 
Sample A 
HCA 
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! Listening Cluster ! | Reading Cluster Other Cluster j 
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HCA 




















23 L items 6 R items 0 L items 12 R items 11 L items 19 R items 
12 BU 
5 Cl 











Note: L = Listening; R = Reading; BU = Basic Understanding; Cl = Connecting 
Information; P = Pragmatic Function; F = Fact; V = Vocabulary; and RO = Other 
Reading items. 
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Multidimensionality results. For each sample, the 71 by 71 correlation matrix 
was used as input to a nonmetric multidimensional scaling (MDS) analysis using SPSS 
11.0. For each sample, the R2 and Stress values for the 1-dimensional (Id) through 6- 
dimensional (6d) solutions were compared in order to choose the appropriate n- 
dimensional solution. Figure 4.3 presents the R2 and Stress charts for Sample A and 
Sample B. The increases in R and corresponding decreases in Stress for dimensional 
solutions greater than 1 indicated that multidimensional solutions were reasonable for 
these two samples. 
For Sample A, the greatest increase in R was between the 1-dimensional 
solution and the 2-dimensional solution (.12), and the next greatest increase in R2 was 
between the 2-dimensional solution and the 3-dimensional solution (.10). As expected, 
R increased as each successive dimension was added to the solution, but the increases 
in R were relatively small (about .03). The decreases in the Stress indices 
corresponded to the increases in the R indices. According to these criteria, it appeared 
that the 3-dimensional solution, which accounted for 59% of the variance of the 
dissimilarity matrix, was the most appropriate solution. Next, the replicability and 
interpretability of the 3-dimensional solution was assessed. 
The MDS results from Sample B were somewhat similar to the results from 
Sample A. For Sample B, by far the largest increase in R was between the 1- 
dimensional solution and the 2-dimensional solution (. 18), and the second largest 
increase was between the 2-dimensional solution and the 3-dimensional solution (.07). 
The successive increases in R2 ranged from .04 to .06, suggesting that either the 2- 
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dimensional or 3-dimensional solution was the appropriate solution. Next, the 
interpretability of the solutions was assessed. 
Interpretations of the MDS solutions. Coordinates from the various solutions 
were plotted in 2- and 3-dimensional space to aid in the interpretation of the solutions. 
To further investigate the interpretability of the solutions, several categorical item 
characteristics were dummy coded and correlated with the coordinates from the MDS 3- 
dimensional solution (Sample A) and 2-dimensional and 3-dimensional solution 
(Sample B). The following item format and content categories were coded 0 (does not 
apply) or 1 (applies): Section (0 = Listening, 1 = Reading); innovative item format; 
Basic Understanding; Pragmatic Function; Connecting Information; Vocabulary; Fact; 
and Other Reading item type. Item difficulty (b), discrimination (a), and pseudo¬ 
guessing parameter estimates (c)9 were also correlated with the MDS coordinates. The 
IRT parameter estimates were based on the full 1,372 sample to obtain stable estimates. 
Correlations between the item parameter estimates based on the full sample and 
classical item statistics calculated separately from the two random samples indicated 
that the parameter estimates were very similar to the classical item statistics (e.g., the 
correlation between difficulty estimates and p-values for both samples was -0.94). 
Table 4.3 presents the correlation coefficients among the item characteristics and the 
selected MDS coordinates for Sample A and Sample B. 
9 Item difficulty was estimated with the 3PL item response model for dichotomous items and with the 
GRM model for polytomous items. For polytomous items, b(X) was used as an index of average difficulty. 
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a) Sample A 
- o.i 
Id 2d 3d 4d 5d 6d 
— ♦- - * R2 0.37352 0.49161 0.5901 0.62615 0.65869 0.6945 
-■-Stress 0.47456 0.32374 0.24716 0.20411 0.17526 0.15278 
b) Sample B 
r 0.7 
0.1 
Id 2d 3d 4d 5d 6d 
— —R2 0.2567 0.43882 0.50835 0.56541 0.6142 0.65985 
-■-Stress 0.51106 0.32885 0.25761 0.20978 0.17654 0.15134 
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For Sample A, the coordinates of dimension 1 (3d_1) correlated strongly with 
item difficulty (b, .63) and with Section (.65). The strength of rest of the correlations for 
Sample A were moderate at best. Figures 4.4 and 4.5 contain the plots of the coordinates 
from the 3-dimensional solution plotted in 3-dimensional space, and labeled by Section 
(Figure 4.4) and item skill (Figure 4.5). The figures do not aid in interpretation of the 
results beyond the general tendency for Reading items to cluster and for Listening items 
to cluster as depicted in Figure 4.4. 
For Sample B, all correlations among item characteristics and dimensional 
coordinates were low or moderate. Two of the highest correlations were between the 
coordinates of the first dimension from the 3-dimensional solution (3d_l) and test section 
(-.46) and item difficulty (-.54). Given the R2 and Stress values for the 3-dimensional 
solution, the fair replicability across Samples A and B, and the modest interpretation of 
the solution (Listening vs. Reading), the 3-dimensional solution was chosen as the most 
appropriate MDS solution. Coordinates from the 3-dimensional solution were used as 






Figure 4.4. Plot of S-dimensional coordinates for Sample A with Section labels. 
Note: L=Listemng and R=Reading. 
"6 
3 
Figure 4.5. Plot of 3-dimensional coordinates for Sample A with skill labels (rotated). 
Note: BU=Basic Understanding; P=Pragmatic Functioning; 
CI=Connecting Information; V=Vocabulary; F=Fact; RO=Other Reading. 
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Cjuster analyses using MDS coordinates as input. The next step of the analyses 
was to submit the coordinates from the appropriate MDS solution to cluster analysis 
procedures to determine homogenous item groups within the ^-dimensional space10. As 
described above, the 3-dimensional MDS solution was chosen as the most appropriate 
solution. The coordinates from the Sample A solution were submitted to a hierarchical 
cluster analysis (HCA) procedure, and the amalgamation plots were examined to 
determine the appropriate number of clusters. The amalgamation plot for Sample A is 
illustrated in Figure 4.6. According to the “jumps” in this plot, the 2-cluster and 1-cluster 
solutions are grouping items that are not similar; therefore, the 3-cluster solution is most 
likely the most appropriate. Like MDS solutions, the most appropriate solution is one 
that can be replicated with another sample, and, more importantly, substantively 
interpreted. The next steps in the cluster analyses was to replicate the results with 
Sample B, and to attempt to interpret the 3-cluster solution based on known item 
characteristics. 
Replication and interpretation of the cluster analyses. Coordinates from the 3- 
dimensional MDS solution from Sample B were used as input to HCA. Like Sample A, 
the amalgamation plot indicated that the 2-cluster solution was combining items that were 
not similar, indicating that the 3-cluster solution was the most appropriate. For both 
Sample A and Sample B the 3-cluster solution was best interpreted as including one 
cluster that was comprised of mostly Listening items, one cluster that was comprised of 
mostly Reading items, and one mixed cluster. Table 4.4 presents the item characteristics 
associated with the 3-cluster solutions for Sample A and Sample B. Other than the 
% 
10 In addition to HCA, several types of K-means cluster analysis procedures were conducted, but the results 
were less clear. See Appendix B for a summary of results. 
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general trend for Listening items to cluster and for Reading items to cluster, no other 
patterns emerged that could be meaningfully interpreted for the 3-cluster solutions. 
Additionally, the same pattern described for the 3-cluster solutions emerged for the 
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Figure 4.6. Sample A amalgamation plot with 3-dimensional MDS coordinates. 
Table 4.4. Item characteristics of Form 1 HCA 3-cluster solutions. 
Number and type of item 
' Listeninj l Cluster Reading Cluster Other Cluster 
24 L items 7 R items 1 L item 23 R items 9 L items 7 R items 
Sample A 12 BU 
6 V 
1 RO 
8 F 5 Cl • 4 F 
3 RO 
HCA 4 Cl 1 BU 4 V 3 BU 
8 P 11 RO 1 P 
16 L items 4 R items 2 L items 25 R items 16 L items 8 R items 
Sample B 6 BU 
1 F 1 BU 
1 Cl 
10 F 9 BU 1 F 
HCA 4 Cl 2 V 4 Cl 1 V 
6 P 
3 V 
13 RO 3 P 2 RO 
Note: L=Listening; R=Reading; BU=Basic Understanding; P=Pragmatic Functioning; 
CI=Connecting Information; V=Vocabulary; F=Fact; RO-Other Reading. 
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Form 2 Cluster and MDS results. All of the analyses described above were 
repeated with item response data from Form 2, and the conclusions were largely the same 
as for Sample A and Sample B of Form 1. The amalgamation plot from the first cluster 
analysis, where the tetra-poly correlation matrix was used as input to HCA, indicated that 
either the 2- or 3-cluster solution was the appropriate solution (see Figure 4.7). Neither 
the 2- or 3-cluster solution was clearly interpretable. The 2-cluster solution resulted in 
two clusters that contained both Listening and Reading items in no discemable pattern. 
Similar to the Form 1 results, the 3-cluster solution contained one cluster that was mostly 
Listening items, one cluster of mostly Reading items, and one mixed cluster. In attempt 
to obtain a more interpretable clustering solution, MDS coordinates were used as input 
for HCA. 
MDS analyses were conducted using the tetra-poly correlation matrix from Form 
'y 
2 as input. The R and Stress values from the 1-dimensional through 6-dimensional MDS 
solutions indicated that the greatest improvement in fit was between the 1-dimensional 
and 2-dimensional solution, with R increasing from .55 to .66, and the next largest 
increase in R2 (.08) was from adding a 3rd dimension. As expected, fit improved with 
each additional dimension that was added, but relatively small increases in R were 
observed (.02 to .05). 
The coordinates from the 3-dimensional solution were correlated with dummy 
coded item characteristics and item parameter estimates to aid in interpretability. First 
dimension coordinates correlated strongly with Section (-.6811) and difficulty (-.68), so it 
was determined that this dimension could be interpreted as either Listening vs. Reading, 
11 All correlation coefficients reported in this section are statistically significant at the a = .05 level. 
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or as difficulty. All other correlations were low to moderate. Thus, the interpretation of 
the3-dimensional solution of Form 2 data was somewhat similar to the interpretation of 
the 3-dimensional solution from both samples of Form 1 data. 
20 
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Figure 4.7. Form 2 amalgamation plot. 
Given the values of the R indices and the interpretability of the dimensions, the 
3-dimensional solution was chosen as the most appropriate solution for the Form 2 data. 
These coordinates were used as the input variables to HCA, and the amalgamation plot in 
Figure 4.8 was obtained. As with data from Sample A and Sample B of Form 1, 
combining items into three or less clusters is not recommended. Table 4.5 presents the 
numbers and types of items in each of the three clusters from the HCA solution. Note 
that there is one cluster with mostly Listening items, and two clusters with mostly 















sufficiently similar to Form 1 to warrant combining items from the two forms for the 
purpose of item modeling. 
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Figure 4.8. Form 2 amalgamation plot with 3-dimensional MDS coordinates. 
Table 4.5. Numbers and types of items in each of three clusters from HCA (Form 2). 
Number and type of item 
Listening Cluster Reading Cluster 2nd Reading Cluster 
29 L items 5 R items 2 L item 24 R items 2 L items 10 R items 






HCA 8 Cl 2 V 5 V 3 V 
7 P 1 RO 13 RO 4 RO 
Note: L=Listening; R=Reading; BU=Basic Understanding; P=Pragmatic Functioning; 
CI=Connecting Information; V=Vocabulary; F=Fact; RO=Other Reading. 
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Summary of dimensionality and cluster analyses. Overall, the results of the 
dimensionality and cluster analyses did not produce a compelling empirical argument on 
which to group items for the item modeling procedure. The most pragmatic approach 
was to use a priori item groups; that is, to group items by test section: Listening items and 
Reading items. Although the results presented thus far do not support clear, consistent 
divisions between Listening and Reading items, the results do clearly indicate strong 
tendencies for Listening items to group together and for Reading items to group together. 
In absence of further empirical evidence regarding item characteristics, the item difficulty 
modeling will be based on test section (modality). The items from the Reading sections 
of Form 1 and Form 2 will be used as input to one item difficulty model, and the items 
from the Listening sections of Form 1 and Form 2 will be used as input to a second item 
difficulty model. 
4.2 Item and ability parameter estimation 
As described in Chapter 3, item parameter estimates (i.e., difficulty, 
discrimination, and pseudo-guessing) and ability estimates (i.e., theta) were obtained by 
using the 3PLIRT model for dichotomous items and the GRM model for polytomous 
items. The following two sections describe the model fit analysis and the placing of 
parameter and ability estimates onto a common metric. 
Examining model-data fit. Examining model-data fit entails gathering empirical 
evidence to demonstrate that the assumptions of the IRT model (i.e., essential 
unidimensionality, local item independence, and invariance) are upheld in the particular 
application. Typically, the first step is to ensure that the test data are essentially 
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unidimensional, or that one dominant trait is being measured by the test items. For each 
set of data (Form 1 Listening, Form 2 Listening, Form 1 Reading, and Form 2 Reading), 
SPSS 11.0 was used to conduct a principal components factor analysis (PCA). Table 4.6 
presents the percent of total variance explained by the first two component eigenvalues 
for each set of test data. Notice that for each set of test data, the eigenvalue of the first 
component accounts for about 20% of total variance, while the second eigenvalue 
accounts for considerably less. It is convention to conclude that the assumption of 
essential unidimensionality has not been violated when the first eigenvalue accounts for 
at least 20% of the variance and the second eigenvalue accounts for substantially less 
(Reckase, 1979). The essential unidimensionality of these test data may explain why 
interpretation of the MDS solutions, which essentially ignore the general factor (Davison, 
1985), was difficult. 
Table 4.6. Percent of total variance explained by component eigenvalues (X). 
X % Total Variance Explained 
Listening Form 1 
7.2 21.1 
^2 1.6 4.6 
Listening Form 2 
7.3 22.1 
^2 1.5 4.5 
Reading Form 1 
8.3 22.5 
'Xl 1.4 3.7 
Reading Form 2 
Xi 7.4 19.0 
^2 1.4 3.7 
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Other ways to investigate essential unidimensionality are to analyze the test data 
for evidence of speededness or local item dependence. Speededness was investigated for 
these test data, and does not appear to have been a factor, as over 98% of examinees 
completed each the Listening and Reading sections on both forms (Educational Testing 
Service, 2002). Evidence of local item dependence was investigated for these data by 
comparing the internal consistency reliability estimates (alpha) with and without taking 
the passage-based nature of the test sections into account (see Sireci, Thissen, and 
Wainer, 1991 for a review of this procedure). The decreases in the reliability estimates 
for each set of test data were minimal. For example, when the passage-based nature of 
the exam was accounted for, reliability estimates decreased from .89 to .88 and from .87 
to .86, respectively, for Reading Form 1 and Form 2; similarly, reliability estimates 
decreased from .88 to .86 for both Listening forms when the set-based nature of the 
assessment was taken into account (see Huff & Rizavi, 2003 for details of analyses). 
Thus, the assumption of local item independence was supported. 
For each set of test data, the SRs were normally distributed with means close to 
zero and standard deviations close to 1. Table 4.7 presents the means and standard 
deviations of each set of SRs, and the percent of SRs that were greater than |2.00|. Note 
that the Listening Form 1 SRs were a bit out of range in terms of the mean, standard 
deviation, and percent of SRs greater than |2.00|. The item that produced the nine SR 
outliers12, Item 8, had a p-value greater than .90 (b = -2.7), and, therefore, met one of 
the common statistical criteria to be dropped from scoring. However, during the 2002 
12 Without the 9 outliers, the mean (sd) of Listening Form 1 SRs - .09 (.97). 
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field test, this item was brought to the attention of the Lead test developer for TOEFL 
Listening, and the item was not dropped as it was not flawed and it contributed to domain 
coverage (S. Nissan, personal communication, April, 2002). Thus, the item was not 
dropped from calibration, as it did not cause an egregious degree of misfit for Listening 
Form 1. 
Table 4.7. Mean, standard deviation (SDL and percent of SRs greater than |2.00|. 
Mean SR SD %> 2.00 
Listening Form 1 -.17 2.2 7.4 
Listening Form 2 .08 .98 4.9 
Reading Form 1 .10 .93 3.7 
Reading Form 2 .13 .96 4.0 
Placing parameters on a common metric. The difficulty parameter estimates for 
all the items in each item model must be on the same metric in order to be comparable. 
Thus, after the item parameter and ability estimates were calibrated separately for Form 1 
Listening, Form 2 Listening, Form 1 Reading, and Form 2 Reading, the parameter 
estimates from the two Form 2 sections were transformed to the same metric as the two 
Form 1 sections, respectively. Table 4.8 presents the mean and SD of each ability 
estimate distribution, and the resulting transformation constants. 
The mean and SD of the item parameter estimates for Listening items and 
Reading items are presented in Table 4.9. In each case, the Form 2 item parameter 
estimates have been converted to the Form 1 metric. 
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Table 4.8 Mean and SD of ability estimate distributions and values of transformation 
constants. 
Mean (X) SD A B 
Form 1 
Listening -.0978 .98942 
Form 2 
Listening -.0417 .94825 1.04 -.05 
Form 1 
Reading -.0258 .95988 
Form 2 
Reading 
-.0021 .93782 1.02 -.02 
Table 4.9. Min, Max, Mean and SD of item parameter estimates. 
A b c 
Listening (n = 67) 
Min, Max .32, 1.97 -2.73, .82 .00, .93 
Mean (SD) .93 (.29) -.59 (.91) .19 (.13) 
Reading (n = 76) 
Min, Max .34, 1.68 -2.95, 2.56 .00, 42 
Mean (SD) .97 (.33) -.07 (.89) .19 (.10) 
4.3 Item difficulty models 
The results of the item difficulty models for each Reading and Listening are 
presented separately in the following sections. For each Reading and Listening, the 
results of the exploratory13 item difficulty model are presented first, followed by the 
results of the optimal item difficulty model. 
13 Here, exploratory means that all items were used in the item modeling analyses, rather than dividing the 
items into groups for cross-validation analyses. In neither case, Reading or Listening, were there enough 
items to support cross-validation techniques. 
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4.3.1 Reading 
Exploratory Reading item difficulty model. Item difficulty was modeled using 
nonlinear tree-based regression (TBR). CART software (California Statistical Software, 
Inc., 1997) was used to conduct the analyses. The dependent variable was item difficulty, 
which was estimated with the 3PL model for dichotomous items, and with GRM for 
polytomous items. For polytomous items, the parameter estimate b(X) was used as an 
index of average item difficulty. The independent variables in the model were the item 
and stimulus features described in Chapter 3. Given that there were nine indices of 
passage difficulty available, and that the Flesch Reading Ease index could be considered 
a proxy for the other eight indices, two exploratory TBRs were conducted and compared. 
In addition to all of the item and passage variables, the first TBR used only the Flesch 
Reading Ease index as a measure of passage difficulty, and the second TBR used the 
eight indices based on tokens and types as measures of passage difficulty. The TBR that 
used the single index explained slightly more variance (65%) than the TBR that used the 
eight complimentary indices (64%), so the more parsimonious item model was chosen for 
further analysis. 
The exploratory TBR explained 65% of the variance in item difficulty for the 76 
Reading items. This represents an improvement of approximately 24% over a 
conventional linear regression model with the same independent variables: R =41% 
(Fi9,53= 1.218, p=.30). The exploratory TBR model resulted in 17 terminal nodes. As 
described in Chapters 2 and 3, the maximum possible number of terminal nodes equals 
the number of cases; in this case, the maximum possible number of terminal nodes equals 
the number of items, 76. The CART software allows the user to impose an empirically- 
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based limit on the maximum number of terminal nodes. Using a stopping rule to limit the 
number of terminal nodes is efficient, as it saves the user time in “pruning” the TBR for 
the optimal solution. For this analysis, when the ratio of the reduction in error variance to 
the increase in the number of terminal nodes reached .000, the TBR analysis stopped14. 
A TBR solution with 17 nodes was still too large to be useful for the purposes of 
this study. For example, the number of items per node ranged from a minimum of 1 to a 
maximum of 9. To choose the optimal solution, the increase in error variance, or the loss 
in explained variance, resulting from collapsing terminal nodes was examined. The 
percent of variance explained for solutions with 3, 5, 6, 8, 10, 11, 12, 14, 15, and 17 
nodes is presented in Figure 4.9. The 7 node solution, as well as the 4 node, 9 node, 13 
node, and 16 node solution, are not depicted in Figure 4.9 because these results are 
particular to the “growth” of the 17 node solution, as not every possible solution is 
recovered in the growth of a single exploratory tree. Both R and Rho-squared are 
presented; where Rho-squared represents the proportion of variance explained by the 
model over and above the variance that is explained when the expected value of the 
dependent variable is used as the sole predictor. Although not depicted in Figure 4.9, the 
TBR solution with 7 nodes was chosen as the optimal tree given the amount of variance 
explained and the potential simplicity of the model. To obtain the 7 node solution, the 
TBR analyses was conducted again by imposing an explicit limit on the maximum 
number of terminal nodes. 
14 Steinberg and Colla (1997) refer to this ratio as relative complexity. The criterion for stopping relative 
complexity can be set to any value and this value is referred to as the complexity parameter. The default 




















Figure 4.9. Percent of variance explained by selected TBR solutions. 
Optimal TBR solution for Reading. The TBR solution with 7 terminal nodes 
explained 58% (R ) of the variance in item difficulty. The graphical representation of 
this solution is presented in Figure 4.10, and the item and passage characteristics of the 
terminal nodes are outlined in Table 4.10. The TBR solution begins with all 76 items in a 
single node with 0% variance explained by the set of independent variables. The first 
split was based on item content, where items that were categorized as Vocabulary (n = 
20) or Prose Summary (n = 2) were distinguished from all other Reading items. These 22 
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Note: Item content and skill abbreviations are F—Fact; I—Inference; I Insert Text, 
NE=Not/Except; PR=Pronoun Reference; PS=Prose Summary; T=Table; 
RP=Rhetorical Purpose; SS=Sentence Simplification; V=Vocabulary. Item Key 
abbreviations are AC=Altemate Context; CP=Common Pronoun; G—Grammatical Link, 
GL = Global; LC=Local; LG=Logical; LX=Lexical; NM=Not Marked; NMT=No Word 
Meaning Match; WM=Word Match; WMM=Word Meaning Match. 
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First, items based on Life Science passages (n = 3 in Terminal Node 3) were 
distinguished from items based on all other topics (n = 19 in Node 3). Then, the 19 
items in Node 3 were split into two terminal nodes: items based on Arts and Social 
Science passages (n = 12 in Terminal Node 1) and items based on Physical Science 
passages (n = 7 in Terminal Node 2). 
The 54 Reading items that were not categorized as Vocabulary or Prose 
Summary were split into two nodes based on the item level variable, Key. Items 
classified as common pronoun, global, grammatical, lexical, logical, not marked, and 
word match comprised Node 5 (n = 28), and items classified as one, alternate context, 
local, no word match, table or word meaning match comprised Node 6 (n=26). Items in 
each of these nodes were split into two terminal nodes on the passage variable, Feature, 
which has only two values, factual and conceptual. Node 5 items were divided into two 
terminal nodes; Terminal Node 4 (n = 18) was comprised of items from passages 
categorized as factual, whereas Terminal Node 5 (n = 10) was comprised of items from 
passages categorized as conceptual. The items in Node 6 were similarly distinguished; 
Terminal Node 6 (n = 18) was comprised of items from factual passages, and Terminal 
Node 7 (n = 8) was comprised of items from conceptual passages. 
Pruning the Reading tree. The next step in defining the optimal solution was to 
further explore these 7 terminal nodes, using descriptive statistics, correlation 
coefficients, and a measure of improvement in explained variance, to determine if any 
nodes could be combined for a more parsimonious model. Improvement is defined as 
the reduction in error variance gained by splitting the node, and is weighted by the 
number of cases (items) in the parent node, and in each of the child nodes (Steinberg & 
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Colla, 1997). Improvement is calculated by dividing the change in deviance due to the 
particular split, AD (see Equation 2.2), by the total number of cases in the root node (n = 
76 items). The larger the improvement, the better the split. The improvement 
associated with a split should be taken into account when considering whether or not to 
combine terminal nodes. Nodes 1, 2, and 3 were investigated first. These 22 items 
were all Vocabulary (V) or Prose Summary (PS), and were split based on passage Topic 
into two intermediate nodes and one terminal node; specifically, Terminal Node 3 
(n=3), with items based on Life Science passages, was formed. This split resulted in the 
largest improvement in the entire tree, 0.13. (The first split of the tree, which 
distinguished the Vocabulary (V) and Prose Summary (PS) items from the rest of the 
items, resulted in an improvement of .11.) Although Terminal Node 3 contained only 
three items, it was not advantageous to consider combining this node with another node 
because the reduction in error variance from this split was so great. Therefore, 
Terminal Node 3 was left intact. 
Next, the remaining 19 items were split into two terminal nodes, again on the 
passage variable, Topic. Items referring to Arts and Social Sciences passages were 
grouped in Terminal Node 1 (n — 12), and items referring to Physical Sciences passages 
were grouped in Terminal Node 2 (n = 7). This split had a relatively low improvement 
value of .01. The next step was to investigate whether there was any value in keeping 
Terminal Nodes 1 and 2 separate, as the nodes were similar in many respects and the 
reduction in explained variance from combining these two nodes would be low. Of the 
19 items, 17 were Vocabulary items, and according to the TBR solution, the only salient 
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difference among the items in the nodes was passage Topic. Correlation coefficients 
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among coded item and passage characteristics and difficulty estimates were calculated 
among the items in each node and for items combined across the two nodes. No 
correlation coefficients were statistically significant at a = .05. Given the low 
improvement value, and that the Topic variable was not salient when Node 1 and Node 
2 items were combined, it was determined that these nodes should be collapsed. Hence, 
the 19 items from the two nodes were combined, and for all further analyses are referred 
to as Reading Node Vocab. 
Next, Terminal Nodes 4, 5, 6, and 7 were examined in detail to determine 
whether combining any of these nodes would enhance the interpretability of the 
difficulty model. The items in Terminal Nodes 4, 5, 6, and 7 are distinguished from 
items in Terminal Nodes 1, 2, and 3 because the former are all Fact or Reading Other 
items, and the latter are all Vocabulary or Prose Summary items. Fact and Reading 
Other items were first split on the Key variable, resulting in an improvement value of 
.06. Items with Key classifications common pronoun, global, grammatical, lexical, 
logical, not marked, and word match (n = 28; see Node 5 in Figure 4.10) were 
distinguished from items with Key classifications one, alternate context, local, no word 
match, table, and word meaning (n = 26; see Node 6 in Figure 4.10). Items with 
missing values for the Key variable (n = 7 Fact and Reading Other items) did not group 
exclusively with one node or the other. Next, items within these two nodes were split 
into two terminal nodes, respectively, based on whether the passage to which they 
referred was conceptual or factual in nature. The first split, resulting in Terminal Nodes 
4 and 5, had an improvement value of .07, whereas the second split, resulting in 
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Terminal Nodes 6 and 7, had the lowest improvement value of the entire tree, .006. 
Refer to Table 4.10 for the characteristics of these four Terminal Nodes. 
Investigated first was whether there was any value in collapsing Terminal Nodes 
4 and 5. Correlation coefficients among coded item and passage characteristics and 
difficulty estimates were calculated for items within each Terminal Node 4 and 
Terminal Node 5, and were compared to the correlation coefficients obtained when 
items from the two nodes were combined. When Terminal Nodes 4 and 5 were 
combined, the passage variable Feature (i.e., Factual or Conceptual) correlated with 
item difficulty at .71 (p = .000). Given the relatively large improvement value of this 
split (.07), it is not surprising that the passage variable Feature correlated so strongly 
with item difficulty. Since this is the exact variable on which Nodes 4 and 5 were split 
in the TBR solution, it was determined that Nodes 4 and 5 should remain distinct. For 
the remainder of the analyses, Terminal Node 4 and Terminal Node 5 are referred to as 
Reading Node Fact and Reading Node Conceptual. 
Next, the same correlation analysis was undertaken for Terminal Nodes 6 and 7. 
No coded item or passage characteristics correlated significantly (a = .05) with item 
difficulty for items when separated by node, or when items from both Terminal Nodes 6 
and 7 were combined. Thus, the items from these two nodes were combined and are 
referred to in all further analyses as Reading Node Key (n = 26). Collapsing these 
nodes does not result in a very large increase in error variance, given the relatively 
small improvement value of this split (.006). 
To summarize, empirical analyses based on overall explained variance 
% 
determined that the TBR solution with 7 terminal nodes was optimal with 58% of 
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variance explained. Further analyses determined that some of the terminal nodes could 
be combined for a more parsimonious model. The final TBR model contained 4 
terminal nodes: Reading Node Vocab (n = 19), Reading Node Fact (n = 18), Reading 
Node Conceptual (n = 10), and Reading Node Key (n = 26). Figure 4.11 presents a 
diagram of the final tree. The salient independent variables in this model are item Skill 
(i.e.. Vocabulary and Prose Summary vs. Fact and Reading Other), item Key, and two 
passage variables. Topic and Feature. Passage Topic is salient for Vocabulary and 
Prose Summary items, whereas passage Feature is salient for Fact and Other Reading 
items, conditioned on values of Key. The TBR model with 4 terminal nodes accounted 
for about 56% of the error variance in item difficulty, which is 2% less error variance 
than the TBR solution with 7 terminal nodes. When these same four variables (Skill, 
Key, and the passage variables Topic and Feature) are entered into a linear regression 
prediction model without interaction terms, only 27% of error variance is explained 
(Fl8,57 = 1 .179, p = .308). Although the addition of interaction terms would 
undoubtedly increase the amount of explained variance, the interpretation of such a 
model would be challenging. Additionally, in an univariate one-way analysis of 
variance (ANOVA) where node membership was used as the independent variable and 
item difficulty was used as the dependent variable, 53% of variance was explained (F5/70 
= 15.75, p = .000). All Bonferroni pairwise comparisons were statistically significant at 
a = .05, except for the difference mean item difficulty between items in Node Vocab (- 






























4.3.2 Descriptive score reports for Reading 
To use the results of the item difficulty model for descriptive score reports, 
examinees had to be grouped according to their performance on the Reading items; both 
estimated Reading proficiency and expected percent correct were used as criteria. In 
addition, data from the self-assessment and faculty ratings were used to corroborate the 
examinee groupings. Next, the Reading proficiency claims, which were developed 
using evidence-centered design (ECD), were interpreted in light of the characteristics of 
each terminal node. Descriptive score reports are derived by assigning the claims of 
each terminal node to examinees in the corresponding performance categories. Each 
step is described in detail in the sections below, concluding with examples from the 
field test. 
Reading proficiency estimate categories. Each examinee’s estimated proficiency 
A 
in Reading, 0 R, was determined with a combination of the 3PL and GRM IRT models. 
The primary advantage of using IRT models in this study is that item difficulty and 
proficiency estimates are on the same scale. Under the 3PL model, the estimate of item 
difficulty is equivalent to the point on the theta scale where there is a .50*(l-c) +c 
chance of responding correctly to the item, where c represents the estimate of the 
pseudo-guessing parameter. For the six polytomous items estimated under the GRM, 
the estimate of c is fixed at zero, and the average difficulty estimate for the k categories 
/V 
corresponds in a similar way to the theta scale. Hence, examinees with a given 6 r have 
at least a 50% chance of responding correctly to items with difficulty estimates that are 
equal to or below 6 R. Consequently, examinees within a given range of #Rhave a 
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better than chance probability of exemplifying the proficiencies for which items within 
corresponding ranges of difficulty are purported to elicit evidence. 
Examinees were divided into four categories such that the ranges of 0 R 
corresponded directly to the ranges of item difficulty estimates for the four terminal 
nodes. The minimum item difficulty estimate for each terminal node was used as the 
A 
lower bound for the 6 r categories. Table 4.11 provides the lower bound for each 
category, and the number of examinees for each category based on the 2,703 field test 
examinees. These categories are overlapping, as the higher the estimate of proficiency, 
the more claims can be made about the examinee. For example, examinees whose #r 
meets the lower bound criterion for Reading Node Vocab (-1.89) will receive the claims 
associated only with Reading Node Vocab, whereas the examinees whose 0 r meets the 
lower bound criterion for Reading Node Conceptual (-.24) will receive the claims 
associated with all four nodes. According to these criteria, of the 2,703 examinees who 
participated in the field test, the 6 R for 73 examinees were too low (< -1.89) to warrant 
any claims regarding their proficiency in Reading. 
Table 4.11. Lower bound on proficiency estimate required to receive node description. 
X 
Node Vocab Node Fact Node Key Node Conceptual 
A 
6 r Lower Bound -1.89 -1.27 -.75 -.24 
N examinees meeting 
lower bound criterion 2,630 2,399 2,038 1,610 
Evaluation of the Reading proficiency estimate categories. The efficacy of the 
boundaries of these categories was evaluated in three ways. First, a one-way univariate 
ANOVA was conducted where proficiency category was used as the independent 
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variable and 6 r was used as the dependent variable. Next, expected percent correct 
scores were calculated on the items within each node, and performance was compared 
across #r categories. Finally, responses to two external validation criteria, self- 
assessment and faculty ratings, were compared across the 0 r categories. For each 
evaluation, non-overlapping 6 R categories were created by using a value that was .01 
lower than the lower bound of the next highest 6 r category as the maximum value for 
the former category. As such, the distinctions made by the categories could be 
evaluated. For example, an examinee with #r = -1.28 would receive score descriptions 
related to Reading Node Vocab only, whereas an examinee with #r = -1.27 would 
receive score descriptions related to both Node Vocab and Node Fact; therefore, -1.28 
/\ 
was used as the maximum value for 0 R for Node Vocab in the following evaluations, 
and so forth for the other proficiency categories. 
When proficiency category was used as the independent variable in the one-way 
ANOVA, 77% of the variance in 6 R was explained (F4)2698 = 2,310.64, p = .000). All 
Bonferroni pairwise comparisons were statistically significant at a = .05. These results 
are not surprising given the sample size and the circular relationship between the 
A 
independent variable, proficiency category, and the dependent variable, 6 r. 
With these #r categories, examinees who would receive score descriptions 
related to particular nodes did tend to perform better on the items within those nodes 
than on items in nodes for which they would not receive corresponding descriptions. 
Table 4.12 shows the expected percent correct (i.e., the expected percent correct is the 
mean percent correct)'for items within each node for each 6 r category. For example, 
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examinees with #R between -1.27 and -.74 would receive descriptions related to 
Reading Node Vocab and Node Fact, and these examinees have higher expected percent 
correct scores for these two nodes, .51 and .45, respectively, than for Node Key and 
Node Conceptual (.28 and .27). Similarly, the examinees with 0Rof at least -.24 will 
receive descriptions related to all four nodes, and the expected percent correct for the 
four nodes ranged from .65 (Nodes Key and Conceptual) to .85 (Node Fact). These 
results lend the least support for the 6 R categorical boundaries for examinees in the 
lowest category, -1.89 to -1.26, who will receive score descriptions related to Node 
Vocab only. Examinees in this category had a mean percent correct score for Reading 
Node Vocab of .35, which was barely above their mean percent correct score for Node 
Fact, .31. Similarly, these results lend only fair support for assigning Node Key 
A 
descriptions to examinees in 6 R category -.75 to -.23, whose expected percent correct 
score for Node Key was only .38. In each case where the expected percent correct is 
less than 50%, examinees will receive descriptions in the form of “needs improvement” 
statements rather than “can do” statements. 
Table 4.12. Expected percent correct scores within node for each proficiency estimate 
category. 
A 












-1.89 to -1.26 231 .35b .31 .24 .23 
Node Fact 
-1.27 to-.74 361 .51a .45b .28 .27 
Node Key 
-.75 to -.23 429 .65a .59a .38b .33 
Node Conceptual 




Subscript indicates that examinees within proficiency estimate range will receive 
descriptions for that node in “can do” format. 
Subscript indicates that examinees within proficiency estimate range will receive 
descriptions for that node in “needs improvement” format. 
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There were ten self-assessment questions that were directly related to 
examinees proficiency in Reading. The first five of these questions asked examinees to 
rate on a 1 to 5 Likert-type scale how well they could understand various aspects of 
texts read in English: vocabulary and grammar (Q8a); major ideas (Q8b); relationships 
among ideas (Q8c); relative importance of ideas (Q8d); and organization of important 
ideas and concepts (Q8e). Considered as a scale, these items had an internal 
consistency reliability estimate of .95 (Educational Testing Service, 2002, p. 26). 
Examinees were also asked to respond to five questions on a 1 to 5 Likert-type scale 
regarding how much they agreed with statements about various aspects of their ability 
to read academic texts in English: quickly find information (Q13a); understand 
important points (Q13d); figure out word meaning using context (Q13e); understand 
charts and graphs (Q14e); and understand text sufficiently to respond to questions about 
it later (Q14g). Considered as a scale, these items had an internal consistency reliability 
estimate of .92 (p. 26, Educational Testing Service, 2002). Finally, examinees were 
asked to have two faculty members respond to a questionnaire regarding their English 
language proficiency in the classroom. Among other questions, faculty were asked to 
rate on a 1 to 5 Likert-type scale the examinee’s success in understanding the main 
ideas in reading assignments and/or written instructions for exams and assignments. 
The percent of exact agreement between the two Faculty members on this question was 
47.3, and the percent of exact or adjacent agreement was 92.7 (p. 28, Educational 
A 
Testing Service, 2002). Table 4.13 presents percent of examinees within each 6 r 
category who responded (or whose faculty responded) in the top two affirmative 
categories for each question. The results of the self-assessment and faculty ratings 
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/\ 
generally supported the 6 r categories as the percent of affirmative responses increased 
/V 
with each successive 0 R category. 
/V 
For each question, a univariate one-way ANOVA was conducted where 6 R 
category was used as the independent variable and response to the self-assessment or 
faculty question was used as the dependent variable. Each omnibus F-test for the 12 
ANOVAs was statistically significant (a = .005). Additionally, most of the Bonferroni 
pairwise comparisons were also statistically significant (a = .005). The only two 
comparisons that were not consistently statistically different were between the Node 
A A /v 
Vocab 0 R category and the Node Fact 6 R category, and between the Node Fact 6 r 
A 
category and the Node Key 6 r category. The responses of examinees in the Node 
Vocab 0 r category were statistically different from the responses of examinees in the 
Node Fact 9 r category for only four questions: Q8b, Q13d, Q13e, and Q14e. 
Similarly, the responses of examinees in the Node Fact 9 r category were not 
A 
statistically different from the responses of examinees in Node Key 9 r category for 
only five questions: Q8a, Q13a, Q13e, Facl, and Fac2. 
Overall, the internal evidence (performance on the test) and external criteria 
(self-assessment and faculty ratings) generally support the Reading proficiency estimate 
categories suggested. However, there appears to be less meaningful distinction between 
examinees the 0 r categories Node Vocab and Node Fact versus all other distinctions. 
This is an expected outcome given that most of the 2,703 field test examinees would 
receive both Node Vocab and Node Fact descriptions (n = 2,399 or 89%). 
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Table 4.13. Percent of examinees responding to selected self-assessment questions by 
Reading proficiency estimate category. 
Question 
A 
6 R Category 
Percent Examinees Responding (Median Response) 
Node Vocab Node Fact Node Key Node Conceptual 
Q8a vocab/gram 20 (3)a 28 (3) 36 (3) 59(2) 
Q8b major ideas 26(3) 35 (3) 47(3) 68 (2) 
Q8c relationships 21(3) 25 (3) 39 (3) 59(2) 
Q8d importance 19(3) 26(3) 38(3) 57 (2) 
Q8e organize 18(3) 24(3) 35(3) 54(2) 
Q13a quickly find 39 (3)b 50(3) 57(2) 77 (2) 
Q13d important 42(3) 55(2) 66 (2) 84 (2) 
Q13e word meaning 32 (3) 45 (3) 54(2) 74(2) 
Q14e charts/graphs 38(3) 54(2) 71(2) 85(2) 
Q14g later 39(3) 45 (3) 58(2) 77 (2) 
N for Self-assessment 217-224 338 -348 406-417 1,564-1,584 
Faculty lc 43 (3)a 52(4) 65 (4) 84 (4) 
N for Faculty 1 54 104 131 467 
Faculty 2 44(3) 54(4) 66 (4) 84 (4) 
N for Faculty 2 45 81 96 363 
aFor questions Q8a - Q8e, percent of examinees within ability estimate category responding 1 = 
“Extremely Well” or 2 = “Very Well.” Response category 3 = “Well.” 
bFor questions Q13a - Q14g, percent of examinees within ability estimate category responding 1 = 
“Completely Agree” or 2 = “Generally Agree.” Response category 3 = “Somewhat Agree, Somewhat 
Disagree.” 
cFaculty 1 and Faculty 2 are randomly assigned identification numbers to the faculty responding on the 
examinee’s behalf. 
dFor Faculty items, percent of examinees within ability estimate category whose faculty member 
responded 5 = “Extremely Successful” or 4 = “Very Successful.” Response category 3 = “Moderately 
Successful.” 
Node descriptions and proficiency claims for Reading. Node descriptions were 
developed by summarizing the characteristics on which the splits were based. Then, the 
ECD item design shells for Reading (Educational Testing Service, 2003), which link the 
claims about examinee proficiency to particular item characteristics through the 
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examinee model variables, evidence model variables, and task model variables, were 
merged with the node descriptions. There are 14 Reading claims, and they are split 
evenly between those in reference to items that are considered “easy” and items 
considered difficult.” For example, the first Reading claim in reference to “easy” 
items is “Reader correctly determines key when there is strong lexical and/or syntactical 
overlap between stem/key/ and passage texts [literal or simple paraphrase].” The 
evidentiary focus for this claim is the reader’s use of matching and locating strategies to 
identify key information. Reading Fact items with Key variables “word match” are 
examples of items that provide evidence for this claim, and these are items in Reading 
Node Fact. Another example is the second Reading claim in reference to “hard items. 
This claim states, “Reader can connect information across multiple sentences in search 
area that includes plausible distracters,” and the evidentiary focus for this claim is the 
reader’s ability to connect multiple pieces of information without context clues. Items 
that provide evidence for this claim are in both Node Key and Node Conceptual, as it is 
more difficult to respond to such items when the passage is Conceptual in nature. See 
Appendix C (Educational Testing Service, 2003) for all 14 Reading ECD task design 
shells. 
Generally, the claims about examinee proficiency were remarkably in line with 
the node descriptions. For example, Easy Claim 3 states, “Reader understands high 
frequency vocabulary or vocabulary with helpful context,” and Reading Node Vocab 
contains all of the Vocabulary items; thus, this claim is related to Reading Node Vocab, 
and examinees with #r corresponding to Reading Node Vocab will receive this 
* 
proficiency claim on their descriptive score report. Furthermore, since there was a 
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distinction within Node Vocab regarding passage Topic, this proficiency claim can be 
altered to reflect that examinees at the lower end of the 0 R Reading Node Vocab range 
have a better chance of responding correctly to Vocabulary items in reference to Aits 
and Social Science passages than to Vocabulary items in reference to Physical Science 
or Life Science passages. Another example is Difficult Claim 1, which states, “Reader 
correctly associates stem/key information/language with the passage when the key 
cannot be matched to the text literally.” Using the task model variables and examples 
as guidance, this proficiency claim was revised slightly for use as description for Node 
Fact and Node Conceptual, and for use as is for Node Key. For Nodes Fact and 
Conceptual, the following qualifier was added, “using grammatical and lexical 
contextual clues,” as the items in these nodes are all measuring the examinee’s ability to 
understand syntactical structure. Additional qualification was made for Node Fact and 
Node Conceptual, as these nodes were split on the passage variable Feature: items 
related to Factual passages (Node Fact) are a bit easier, overall, than items related to 
Conceptual passages (Node Conceptual). Table 4.14 gives the Node descriptions and 
A 

























































































































































































































Examples of descriptive score reports for Reading. To demonstrate an item 
modeling approach to descriptive score reports, four examinees were chosen from the 
field test data such that each examinee represents a separate node. No identifying 
information for the examinees were available. Examinee 1 was administered Form 1, 
A 
with 0r = -1.55 and a raw true score estimate of 13, the latter of which is equivalent to a 
scaled score of 6. This examinee would receive descriptions related to Node Vocab. 
Examinee 2 was administered Form 2, with 6 R= -1.00 and a raw true score estimate of 
16, which is equivalent to a scaled score of 8. Examinee 2 would receive proficiency 
descriptions related to Node Vocab and Node Fact. Potential descriptive Reading score 
reports for Examinees 1 and 2 are presented in Figure 4.12. Examinee 3 was 
administered Form 1, with 0r= 0, a raw true score estimate of 26, which is equivalent to 
a scaled score of 15. Examinee 3 would receive proficiency descriptions from Node 
/V 
Vocab, Node Fact, and Node Key. Examinee 4 was administered Form 2, with 6 r = 
1.17 and a raw true score estimate of 33, which is equivalent to a scaled score of 21. 
Examinee 4 would receive descriptions from all four nodes. Potential descriptive 
Reading score reports for Examinees 3 and 4 are presented in Figure 4.12. 
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Reading Scaled 
Score Description of Performance 
Examinee 1 6 
Of 38 Reading items, you responded correctly to 
approximately 13 items. Examinees in your range 
of performance typically do best on the 
Vocabulary items, and tend to perform better on 
Vocabulary items from passages that are about 
Arts or Social Sciences, rather than passages about 
Physical and Life Sciences. Consider improving 
your ability to correctly identify a word’s meaning 
by using clues from the passage. 
Examinee 2 9 
Of 38 Reading items, you responded correctly to 
approximately 16 items. Examinees in your range 
of performance typically can identify a word’s 
meaning by using clues from the passage. 
Consider improving your ability to identify main 
ideas and supporting details of texts. 
Examinee 3 16 
Of 38 Reading items, you responded correctly to 
approximately 26 items. Examinees in your range 
of performance typically can identify a word’s 
meaning by using clues from the passage. Also, 
examinees in your range typically can identify 
main ideas and supporting details of texts. 
Consider improving your ability to connect and 
organize information from throughout the text. 
Also, work on improving your ability to make 
inferences from the text. 
Examinee 4 21 
Of 39 Reading items, you responded correctly to 
approximately 33 items. Typically, examinees in 
your range of performance understand the meaning 
of grammatically complex sentences, are able to 
infer the author’s purpose, are able to distinguish 
major ideas and themes from minor ones, and are 
able to connect and summarize information from 
throughout the passage. Consider improving your 
ability to perform these kinds of tasks when the 
items refer to texts that are more conceptual, rather 
than factual, in nature. 
Figure 4.12. Examples of descriptive score reports for Examinees 1, 2, 3, and 4. 
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4.3.3 Listening 
Exploratory item difficulty model for Listening. As with Reading, item difficulty 
was modeled using TBR. Of the 67 Listening items, only one item was polytomous; for 
this item, parameters were estimated with GRM, and b(x) was used as an index of item 
difficulty. Parameters were estimated with 3PL for the 66 dichotomous items. 
Independent variables in the model were the item and stimulus features described in 
Chapter 3. The same approach with the nine indices of aural stimuli difficulty was taken 
with Listening as was taken with Reading for passage difficulty: identical item difficulty 
models were conducted, except that one model included only the Flesch Reading Ease 
index of difficulty, while the other model included the eight indices of difficulty based on 
tokens and types. The model that used the eight indices based on tokens and types 
explained more variance than the model that used only the Flesch Reading Ease index (R 
= .74 compared to R = .67). Thus, the less parsimonious model was selected for further 
analyses. 
The exploratory TBR explained 74% of the variance in item difficulty for the 67 
Listening items. Although a linear regression model with the same independent variables 
explained 77% of variance (F25,4i = 5.615, p = .000), the linear regression model does not 
take into account the nonlinear relationships among the independent variables. The 
exploratory TBR model resulted in 12 terminal nodes. Like the exploratory Reading 
model, the Listening exploratory model employed a stopping rule which limited the 
number of terminal nodes by calculating the ratio of reduction in error variance to the 
increase in the number of terminal nodes for each split; when this ratio reached .000, the 
TBR analysis stopped. For the purpose of this study, a TBR with 12 terminal nodes is 
111 
not considered optimal, as the number of nodes is too large for 67 items. To choose the 
optimal solution, the increase in error variance, or the loss in explained variance, from 
combining terminal nodes was examined. The percent of variance explained for TBR 
solutions with 2, 3,4, 6, 7, 10,11, and 12 terminal nodes is presented in Figure 4.13. 
(TBR solutions with 5, 8, and 9 terminal nodes were not part of the exploratory 12 node 
solution.) Both R2 and Rho2 are presented. The TBR solution with 7 nodes was chosen 
as the optimal tree given the amount of variance explained and the potential simplicity of 
the model. 
Figure 4.13. Percent of variance explained by Terminal Node. 
Optimal TBR solution for Listening. The TBR solution with 7 terminal nodes 
explained 61% (R2) of the variance in item difficulty. A graphical display of this solution 
is presented in Figure 4.14, and the item and passage characteristics of the terminal nodes 
are outlined in Table 4.15. The TBR solution begins with all 67 Listening items in a 
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single node with 0% variance explained by the set of independent variables. The first 
split was based on the variable Feature, which indicates whether the aural stimulus was 
an excerpt from a lecture or a conversation. Items associated with conversations (n = 20) 
were distinguished from items associated with lectures (n = 47). This first split had an 
improvement value of .19. All other splits in this tree had very low improvement values 
by comparison; for the remaining splits, the improvement values ranged from .04 to .07. 
Next, the 20 conversation items were split into two nodes based on the item 
classification variable Nature of Stimulus Selection. Items classified as indirect or not 
applicable were distinguished from the other 16 items and assigned to Terminal Node 1 
(n = 4 items). The 16 items classified as abstract, concrete, or direct were split into two 
terminal nodes based on item Format. Items that were classified as audio, grid, or select 
2 were grouped as Terminal Node 3 (n = 5) and the remaining conventional multiple 
choice items were grouped as Terminal Node 2 (n = 11). The 47 items based on lectures 
were split into two nodes based on the item classification variable Stem. Items classified 
as function, gist content, or gist purpose (n = 19 in Node 5) were distinguished from 
items classified as content, detail, organization, or stance (n = 28 in Node 6). The 19 
items in Node 5 were split into two terminal nodes based on the item classification 
variable Nature of Stimulus Selection. Items classified as abstract or indirect comprised 
Terminal Node 4 (n = 13), whereas items classified as concrete, direct, or not applicable 
comprised Terminal Node 5 (n = 6). The 28 items in Node 6 were split into two terminal 
nodes based on the aural stimulus difficulty index. TypesWL1 (i.e., number of word 
types in Word List 1). Items associated with aural stimuli with TypesWLl < 200 (n = 14 
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in Terminal Node 6) were distinguished from items associated with aural stimuli with 
TypesWL1 > 200 (n = 14 in Terminal Node 7). 
Pruning the Listening tree. The next step in determining the optimal solution for 
Listening items was to further explore the 7 terminal nodes, using descriptive statistics, 
correlation coefficients, and a measure of improvement, to determine if any nodes could 
be combined for a more parsimonious model. Terminal Nodes 2 and 3 were investigated 
first. In the 7 node TBR solution just described, these 16 items were split into two 
terminal nodes based on item format; specifically, conventional four-option multiple 
choice (MC) items formed Terminal Node 2 (n = 11), and all other item formats (audio, 
grid, and select 2) formed Terminal Node 3 (n = 5). The split had an improvement value 
of .04. Correlation coefficients among item difficulty estimates and item format codes 
were calculated for the items within node and for items combined from across the two 
nodes. No correlation coefficients were statistically significant at a = .05. Given the low 
improvement value associated with this split (.04), and given that item format was not a 
salient variable when items were combined across Terminal Nodes 2 and 3, it was 
determined that the reduction in explained variance from combining items from these two 
nodes into a single node was small enough to warrant the gain in parsimony. In the next 
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Next, the efficacy of combining Terminal Node 1 (n = 4) with the combined 
Terminal Node 2/3 was evaluated. Although explained variance would be lost by 
combining the nodes, the value of a node with only 4 items is questionable; on the other 
hand, the node should be left distinct if there exists compelling rationale to do so. 
Recall that for the Reading item difficulty model, Terminal Node 3 had very few items 
(n = 3), but the salient characteristic of these items was such a strong indicator, i.e., that 
they were in reference to Life Science passages, that it was determined that the items 
could not be combined with a terminal node of similar characteristics. In the Listening 
optimal TBR solution with 7 terminal nodes, Terminal Node 1 contained only 4 items, 
and these items were distinguished from the items in Terminal Node 2/3 based solely on 
values of the item classification variable. Nature of Stimulus Selection. Of all 6 splits 
in the 7 node tree, the improvement value (.05) associated with the split that created 
Terminal Node 1 was the third largest; however, when items from Terminal Node 1 
were combined with items from Terminal Node 2/3 (n = 16), the only independent 
variables that correlated statistically significantly with item difficulty were ones on 
which the split was not based. Additionally, the few statistically significant correlation 
coefficients were of moderate magnitude. The item content category variable, 
Pragmatic Function, correlated -.44 with item difficulty (a = .054), and the aural stimuli 
difficulty index, Types from Word List 2, correlated .47 with item difficulty (a= .035). 
Thus, it was determined that items from Terminal Node 1 should be combined with 
Terminal Node 2/3 to obtain a more parsimonious item difficulty model. In all further 
analyses, these 20 items are referred to as Listening Node Conversation, as all items in 
% 
this node are in reference to conversations. In other words, all further splits for 
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conversation items were collapsed, which resulted in a loss of explained variance of 
approximately .10 and a total R of 52%. 
The other 47 Listening items are in reference to aural stimuli that are lectures. 
The first split for lecture items was on values of the variable Stem. Items with values 
function, gist purpose, or gist content (n = 19) were distinguished from items with 
values content, detail, organization, and stance (n = 28). The 19 function, gist purpose, 
or gist content items were split into Terminal Node 4 and Terminal Node 5 on values of 
the item characteristic Nature of Stimulus Selection: Terminal Node 4 (n = 13) 
contained items that referred to stimulus selections that were indirect or abstract in 
nature, whereas Terminal Node 5 (n = 6) contained items that referred to stimulus 
selections that were direct or concrete in nature. Correlation coefficients were 
calculated among item difficulty estimates and dummy coded values for all item and 
aural stimuli variables for the 19 items from the two terminal nodes. The correlation 
coefficient between item difficulty estimates and values of the variable Nature of 
Stimulus Selection were statistically significant at a = .05 for abstract (r = -.47; p = 
.041) and at a - .10 for direct (r = .43; p = .068). Since these were values on which the 
split for Terminal Node 4 and Terminal Node 5 was based, it was determined that these 
two nodes should remain distinct, although the improvement value associated with this 
split was only .04. For the remainder of the analyses, these two nodes are referred to as 
Listening Node Abstract (n = 13) and Listening Node Concrete (n = 6). 
The last two terminal nodes of the 7 node TBR solution were Terminal Node 6 
(n = 14) and Terminal Node 7 (n = 14). These 28 items were first distinguished from 
items in Terminal Nodes 4 and 5 based on the item variable Stem; the improvement 
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value associated with this split was the second largest in the entire 7 node tree at .07. 
The 28 items were further split into Terminal Nodes 6 and 7 based on the aural stimulus 
difficulty indicator Types WL1 (number of words types from list 1); the improvement 
value associated with this split was .04. To evaluate whether these two nodes should be 
combined for a more parsimonious model, correlation coefficients among item 
difficulty estimates and coded independent variables were calculated for the 28 items. 
The only statistically significant correlation with item difficulty was item format (r = 
.38, p = .04). Thus, it was determined that characteristics of items in Terminal Nodes 6 
and 7 were too similar to warrant distinction in this item difficulty model. These two 
nodes were combined to form a rather large node (n = 28), and is referred to for all 
further discussion as Listening Node Detail. With the collapse of these two nodes, the 
total variance explained reduced to approximately 48%. 
To summarize, empirical analyses based on overall explained variance 
determined that the TBR solution with 7 terminal nodes was optimal with 61% of 
variance explained. Further analyses determined that some of the terminal nodes could 
be combined for a more parsimonious model. The final TBR model contained 4 
terminal nodes: Node Conversation (n = 20), Node Abstract (n = 13), Node Concrete (n 
= 6), and Node Detail (n = 28). The salient independent variables in this model are 
aural stimulus Feature (i.e., conversation or lecture), Stem, and Nature of Stimulus 
Selection. Whether an item was in reference to a conversation or lecture was the most 
powerful predictor of difficulty for Listening. For conversation items, no other 
independent variable was salient enough to warrant further distinction. For Lecture 
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items, the independent variables Stem and Nature of Stimulus Selection were salient 
predictors of item difficulty. 
The TBR model with 4 terminal nodes accounted for about 48% of the error 
variance in item difficulty, which is 13% less error variance than the TBR solution with 
7 terminal nodes. Figure 4.15 presents a graphical depiction of the final Listening tree 
with 4 terminal nodes. Although the same independent variables (aural stimulus 
Feature, Nature of Stimulus Selection, and Stem) entered into a linear regression 
prediction model without interaction terms explain 49% of error variance (Fn, 55 = 
4.889, p = .000), such a model would be extremely complex to interpret with the 
addition of interaction terms. Additionally, a univariate one-way analysis of variance 
(ANOVA) was conducted with node membership as the independent variable and item 
difficulty as the dependent variable; 59% of variance was explained (F4.62 = 22.43, p = 
.000). The Bonferroni pairwise comparisons were not statistically significant for 
several comparisons. None of the following differences between within-node mean 
item difficulty were statistically significant (a= .05): Node Conversation (x = -.954) 
and Node Abstract (x = -.941); Node Conversation and Node Concrete (x = -.127); 
Node Abstract and Node Concrete; nor Node Concrete and Node Detail (x = .034). 
Notwithstanding the similarities among within-node mean item difficulties, no changes 























4.3.4 Descriptive score reports for Listening 
To use the results of the item difficulty model for descriptive score reports, 
examinees had to be grouped according to their performance on the Listening items. 
Data from the self-assessment and faculty ratings were used to corroborate the 
examinee groupings. ETS TOEFL test developers are currently (March, 2003) drafting 
the Listening proficiency claims using ECD, so the terminal node characteristics can not 
be compared to proficiency claims as for Reading. For this study, descriptive score 
reports for Listening were derived by assigning the description of each terminal node to 
examinees in the corresponding performance categories. Each step is described in 
detail in the sections below, concluding with examples from the field test. 
Listening proficiency estimate categories. As for Reading, each examinee’s 
estimated proficiency in Listening, 6 L, was determined with a combination of the 3PL 
and GRM IRT models. The primary advantage of using IRT models in this study is that 
item difficulty and proficiency estimates are on the same scale. 
In establishing the Reading proficiency estimate categories, the minimum 
difficulty estimate in each terminal node was used to determine corresponding ranges of 
6 r. However, the minimum values of item difficulty for the four Listening nodes did 
not lend themselves well to grouping examinees with corresponding 6 l, as the 
minimum values of the four terminal nodes were all very low. Of the 67 Listening 
items, five items had very low item difficulty estimates, and when the difficulty 
estimates for the 67 items were standardized, these five items were determined as 
outliers. The difficulty estimates and standardized z-scores (in parenthesis) for the five 
items were as follows: -2.73 (-2.4), -2.61 (-2.2), -2.42 (-2.0), -2.21 (-1.8), and-2.09 
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(-1.7). For the purpose of defining proficiency estimate categories, these five items 
were excluded, however, since the items were not excluded by the test developers when 
reviewed, nor were the items excluded from the TBR analyses, the items were retained 
for all other subsequent analyses described below. Table 4.16 provides the lower bound 
for each category, and the number of examinees for each category based on the 2,703 
field test examinees. 
As with Reading proficiency, these categories are overlapping, as the higher the 
a 
estimate of 0 l, the more claims can be made about Listening proficiency. For example, 
A 
the 2,586 examinees whose 0 l meets the lower bound criterion for Node Conversation 
(-1.87) will receive the claims associated with Node Conversation, whereas the 1,980 
A 
examinees whose 0 L meets the lower bound criterion for Node Concrete (-.73) will 
receive the claims associated with all four nodes. According to these criteria, of the 
2,703 examinees who participated in the field test, the 0 L for 117 examinees were too 
low (< -1.87) to warrant any claims regarding their proficiency in Listening. Overall, 
these proficiency categories do not appear to discriminate very well among the field test 
examinees. The next section evaluates the efficacy of these proficiency categories 
using external validity criteria. 








6 l Lower Bound -1.87 -1.79 -1.38 -.73 
N examinees meeting 
lower bound criterion 2,586 ' 
2,562 2,404 1,980 
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Evaluating the Listening proficiency estimate categories. The efficacy of the 
categories was evaluated in three ways. First, a one-way univariate ANOVA was 
/V 
conducted with proficiency category as the independent variable and 6 L as the 
dependent variable. Next, expected percent correct scores were calculated on the items 
/V 
within each node, and performance was compared across 6 l categories. Finally, 
responses to two external validation criteria, self-assessment and faculty ratings, were 
/\ /v 
compared across the 0 l categories. For each evaluation, non-overlapping 6 L 
categories were created by using a value that was .01 lower than the lower bound of the 
•A. 
next highest 6 l category as the maximum value for the former category. As such, the 
distinctions made by the categories could be evaluated. For example, an examinee with 
0L= -1.80 would receive score descriptions related to Node Conversation only, 
whereas an examinee with 6 l= -1.79 would receive score descriptions related to both 
Node Conversation and Node Abstract; therefore, -1.80 was used as the maximum 
value for 6 l for Node Conversation, and so forth for the other proficiency categories. 
When proficiency category was used as the independent variable in the one-way 
ANOVA, 66% of the variance in 6 l was explained 0^4,2698= 1,290.06, p = .000). All 
Bonferroni pairwise comparisons were statistically significant at a = .05, except for the 
comparison between examinees in the 6 l category associated with Node Conversation 
(G l x = -1.82) and those in the 6 l category associated with Node Abstract (6 lx = 
-1.58). The omnibus results were not surprising given the large sample size and the 
circular relationship between the independent variable, proficiency category, and the 
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dependent variable, G l. The pairwise comparison results were expected given the 
a 
similarity of examinees in the two lowest G L categories. 
In general, examinees who would receive score descriptions related to particular 
nodes performed better on the items within those nodes than on items in nodes for 
which they would not receive corresponding descriptions. Table 4.17 shows the 
A 
expected percent correct for items in each node for each G L category. For example, 
A 
examinees with G lbetween -1.79 and -1.39 would receive descriptions related to Node 
Conversation and Node Abstract. These examinees had higher expected percent correct 
scores on items in Nodes Conversation and Abstract, .45 and .43, respectively, than they 
did for items in the nodes for which they would not receive descriptions, i.e., Node 
a 
Detail (.25) and Node Concrete (.19). Similarly, the examinees with 0 L equal to or 
greater than -.73 would receive descriptions related to all four nodes, and the mean 
percent correct for the four nodes ranged from .67 (Node Detail) to .86 (Node Abstract). 
A 
These results lend the least support for the Gl categorical boundaries for examinees in 
the lowest category, -1.87 to -1.80, who would receive score descriptions related to 
Node Conversation only. Examinees in this category had an expected percent correct 
score for Node Conversation of .34, which was less than their mean percent correct 
score for Node Abstract, .39. Similarly, these results lend only fair support for 
A 
assigning Node Detail descriptions to examinees in Gl category -1.38 to -.74, whose 
expected percent correct score for Node Detail was only .33. Furthermore, for 
examinees in G L category -1.38 to -.74, their expected percent correct score for Node 
% 
Detail was only .01 greater than their expected percent correct score for Node Concrete, 
125 
for which these examinees would not receive descriptions. These results are very 
similar to results from the Reading analysis. 
Able 4.17. Expected percent correct scores within node for each proficiency estimate 
category. 












-1.87 to-1.80 25 .34b .39 .23 .19 
Node Abstract 
-1.79 to -1.39 157 .45b .43b .25 .19 
Node Detail 
-1.38 to -.74 
424 .58a .60a .33” .32 
Node Concrete 
-.73 and up 1,980 
.85a .86a .67a .71a 
Subscript indicates that examinees within proficiency estimate range will receive 
descriptions for that node in “can do” format. 
bSubscript indicates that examinees within proficiency estimate range will receive 
descriptions for that node in “needs improvement” format. 
There were nine self-assessment questions that were directly related to 
examinees’ proficiency in Listening. The first five of these questions asked examinees 
to rate on a 1 to 5 Likert-type scale how well they could understand various aspects of 
lectures and conversations in English: main ideas (Q5a); important facts and details 
(Q5b); relationships among ideas (Q5c); speaker’s attitude or opinion (Q5d); and 
speaker’s intent or purpose (Q5e). Considered as a scale, these items have an internal 
consistency reliability estimate of .93 (p. 26, Educational Testing Service, 2002). 
Examinees were also asked to respond to four questions on a 1 to 5 Likert-type scale 
regarding how much they agreed with statements about various aspects of their ability 
to understand lectures and conversations in English: remember important points (Q13g); 
% 
understand directions (Q14a); distinguish less important information (Q14d); and relate 
information to what s/he already knows (Q14h). Considered as a scale, these items 
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have an internal consistency reliability estimate of .88 (p. 26, Educational Testing 
Service, 2002). Finally, examinees were asked to have two faculty members respond to 
a questionnaire regarding their English language proficiency in the classroom. Among 
other questions, faculty were asked to rate on a 1 to 5 Likert-type scale the examinee’s 
success in understanding lectures, discussions, and oral instructions. For ratings on this 
item, the two faculty members had percent exact agreement of 49.8%, and percent exact 
or adjacent agreement of 94.0% (Educational Testing Service, 2002, p. 28). Table 4.18 
/V 
presents percent of examinees within each 6 l category who responded (or whose 
faculty responded) in the top two affirmative categories for each question. The results 
A 
of these self-assessment and faculty ratings generally supported the 0 L categories as the 
A 
percent of affirmative responses increased with each successive 0 l category. 
A 
For each question, a univariate one-way ANOVA was conducted where 0 l 
category was the independent variable and response to the self-assessment or faculty 
question was the dependent variable. Each omnibus F-test for the 11 ANOVAs was 
statistically significant at a = .005. Although several of the Bonferroni pairwise 
comparisons were also statistically significant, no comparisons between the Node 
Conversation § l category and the Node Abstract 6 l category were statistically 
significant. (Note: a= .005 was used for all pairwise comparisons.) The difference in 
/V ^ 
the mean response between the Node Concrete 6 l category and each of the other 6 l 
categories was statistically significant for all of the nine self-assessment questions. The 
A 
difference in the mean response between the Node Detail 6 l category and each of the 
other 0 l categories was statistically significant for four self-assessment questions (Q5e, 
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Q14a, Q14d, and Q14h). Additionally, the comparison between the Node Abstract <9 L 
category and the Node Concrete 0 l category was statistically significant for Qd5. For 
the two faculty ratings, only comparisons between the Node Abstract 0 L category and 
a A 
the Node Concrete 0 L category, and between the Node Concrete 6 L category and the 
Node Detail 6 l category were statistically significant. 
Table 4.18. Percent of examinees responding to selected self-assessment questions by 
Listening proficiency estimate category. 
Question 
A 
6 l Category 










-1.38 to -.74 
Node 
Concrete 
-.73 and up 
Q5a main ideas 20 (3)a 16(3) 25(3) 58(2) 
Q5b facts/details 8(3) 14(3) 20(3) 50 (3) 
Q5c relationships 8(3) 16(3) 19(3) 48(3) 
Q5d attitude/opinion 12(3) 17(3) 31(3) 54(2) 
Q5e purpose 16(4) 17(3) 28(3) 54(2) 
Q13g remember 38 (3)b 33 (3) 40(3) 66 (2) 
Q14a directions 33 (3) 50 (3) 69(2) 89(2) 
Q14d recognize 29 (3) 41 (3) 48 (3) 74(2) 
Q14h relate information 29(3) 39(3) 49(3) 78(2) 
N for Self-assessment 24-25 146-152 405-418 1,914-1,944 
Faculty lc 50 (3.5)“ 38(3) 47(3) 80(4) 
N for Faculty 1 6 42 142 605 
Faculty 2 33 (3) 14(3) 43(3) 80(4) 
N for Faculty 2 3 35 113 473 
“For questions Q5a - Q5e, percent of examinees within ability estimate category responding 1 - 
“Extremely Well” or 2 = “Very Well.” Response category 3 = “Well” and 4 = “Not Very Well.” 
bFor questions Q13g - Q14h, percent of examinees within ability estimate category responding 1 = 
“Completely Agree” or 2 = “Generally Agree.” Response category 3 = “Somewhat Agree, Somewhat 
Disagree.” 
‘Faculty 1 and Faculty 2 are randomly assigned identification numbers to the faculty responding on the 
examinee’s behalf. 
dFor Faculty items, percent of examinees within ability estimate category whose faculty member 
responded 5 = “Extremely Successful” or 4 = “Very Successful.” Response category 3 = “Moderately 
Successful.” 
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Overall, the internal evidence (performance on the test) and external criteria 
(self-assessment and faculty ratings) support the Listening proficiency estimate 
categories that distinguish Node Conversation 6 L and Node Abstract 0 L from Node 
A A 
Concrete 6 l and Node Detail 6 l. However, there appears to be less meaningful 
distinction between the proficiency of examinees in Node Concrete 6 L versus Node 
Detail &u and very little meaningful distinction between the proficiency of examinees 
/V 
in the 0l categories Node Conversation and Node Abstract. These results are not 
surprising given that the ranges of estimated item difficulty in Nodes Conversation and 
Abstract, and in Nodes Concrete and Detail. 
Node descriptions for Listening. To develop the node descriptions for 
Listening, the item and aural stimuli characteristics associated with each node were 
summarized. For Reading, the ECD task design shells were available to further inform 
the node descriptions; however, Listening ECD task design shells are currently under 
development and are not available for this study. The Listening test specifications 
(Educational Testing Service, 2001) developed for the two prototypical forms that were 
field tested in 2002 state three general objectives for new TOEFL Listening 
Comprehension (see Appendix D for full document). The first objective is to elicit 
evidence of basic comprehension of lectures and conversations through items designed 
to measure understanding of main ideas and supporting details. The second objective is 
to elicit evidence of pragmatic understanding of lectures and conversations through 
items designed to measure comprehension of the speaker’s function, stance, or opinion. 
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The final objective is to elicit evidence of ability to connect information from within or 
across multiple aural stimuli through items designed to measure understanding of the 
organizational features of the stimulus and items designed to measure ability to 
integrate information from the stimulus. These objectives can shape the node 
descriptions, while the empirically-based node descriptions can inform the development 
of the Listening ECD task design shells. 
All items in reference to Conversations stimuli were grouped in Node 
Conversation. Further distinctions (splits) among these items were suggested by the 
item modeling results, but these splits were collapsed when pruning the Listening tree to 
create a more parsimonious model. However, the independent variables that were the 
basis of the collapsed splits can be taken into account when describing the 
characteristics of Node Conversation. Two characteristics are notable. First, of the 20 
items in Node Conversation, the conventional MC items range in estimated difficulty 
from -2.73 to .01 (n = 15), whereas items with audio, grid, or select 2 format range in 
difficulty from -1.54 to .31 (n = 5). (Recall that 4 very easy items were excluded from 
Node Conversation when creating the proficiency estimate categories, thus the 
difference in Node Conversation range presented here and presented earlier.) Second, 
the least difficult Conversation items, as a whole, were items designed to measure 
Pragmatic Function. In Node Conversation, the most difficult of these few Pragmatic 
Function items has a difficulty estimate of only -1.51. Thus, when describing the 
/\ 
proficiency of examinees in the Node Conversation 6 l category, those with even the 
lowest scores are likely to understand the speakers’ purpose in conversations, even 
when the intent is presented in an indirect manner. In contrast, those at the higher end 
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/\ 
of the Node Conversation 0 l category are able to respond to a variety of items 
presented in innovative format. The three Listening test objectives do not mention item 
format, but the second objective is related to pragmatic understanding. Evidence 
presented here would modify the objective to take into account how pragmatic 
understanding is affected by whether the aural stimulus is a lecture or a conversation, 
and by whether the segment referenced is indirect or direct in nature. 
After pruning, the 47 Lecture items were grouped into three nodes: Node 
Abstract, Node Detail, and Node Concrete. Nodes Abstract and Concrete consist of 
items whose Stem classification was either gist content, gist purpose, or function, where 
the first two categories refer to Basic Understanding items, and the third category refers 
to Pragmatic Function items. Node Abstract items reference stimulus selections that are 
abstract or indirect in nature. Twelve items in Node Abstract range in estimated 
difficulty from -1.79 to -.51, with one item whose difficulty estimate is .54. The 
A 
description of the proficiency of examinees in Node Abstract 6 L category should focus 
on basic understanding of main ideas, supporting details, and intent of speaker when 
these are presented in an abstract or indirect way. The Node Abstract description 
relates to two of the test objectives, but as with the Node Conversation description, 
these objectives should be modified to reflect the effect of aural stimulus Feature 
(lecture or conversation) on difficulty. 
Items in Node Concrete are distinct from items in Node Abstract based on 
values of Nature of Stimulus Selection. Node Concrete items reference selections that 
are direct or concrete in nature. The six items in Node Concrete range in estimated 
difficulty from -.73 to .25. In contrast to Node Abstract, the description for Node 
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Concrete 0 l category should mention examinees’ basic understanding of main ideas, 
supporting details, and intent of speaker when these are presented in a concrete or direct 
manner. For Node Concrete, the two test objectives that describe basic understanding 
and pragmatic understanding should be modified to take into account the effect of the 
concrete or direct Nature of the Stimulus Selection on the difficulty of the items. 
Items in Node Detail had Stem classifications of detail, content, organization, or 
stance. Fifteen of the nineteen total Listening Connecting Information items are in 
Node Detail (which fall into the Stem classification content or organization), along with 
items that were designed to measure Basic Understanding of supporting detail, and one 
item designed to measure the stance of the speaker (Pragmatic Function). The most 
difficult Listening items are included in Node Detail. The estimated difficulty for ten of 
the eleven Basic Understanding items range from -.66 to .72, and the eleventh item has 
an estimated difficulty of-1.38. (Recall that one very easy item was excluded from 
Node Detail when creating the proficiency estimate categories; this was a Basic 
Understanding item with estimated difficulty -2.21.) Similarly, the estimated difficulty 
for the Connecting Information items ranges from -.72 to .82. Finally, the one 
Pragmatic Function item in Node Detail has an estimated difficulty of .46. The 
A 
description of proficiency for examinees in the Node Detail 6 l category should 
highlight the ability to connect information from within and across aural stimuli and 
understand details presented in a lecture. The test objectives regarding basic 
understanding and connecting information could be modified to reflect that these are the 
most difficult Listening items when in reference to lectures and details of lectures. 
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In summary, the evidence presented thus far tends to suggest that no distinction 
be made in the descriptive score reports between examinees in the Node Conversation 
A /A 
G l category and Node Abstract G l category, or between examinees in the Node 
A A 
Concrete 6 l category and Node Detail G l category. Not only were the distinctions 
between the respective categories not strongly supported by the empirical evaluation of 
proficiency estimate categories reported previously, but also the descriptions presented 
here do not lend strong support to keep the nodes distinct. For example, the Node 
Abstract description is similar to the Node Conversation description in regard to 
examinees’ ability to understand the speakers’ purpose. This similarity in proficiency 
/V 
descriptions is not surprising given that the G l categories for Nodes Conversation and 
Abstract overlap a great deal. Additionally, when the Basic Understanding item with 
estimated difficulty of-1.38 is dismissed, the estimated difficulty range of Node Detail 
is very similar to the estimated difficulty range for Node Concrete, and, consequently, 
A 
the G l ranges for these two nodes overlap substantially. Although no distinction will 
a 
be made in the descriptive score reports between G l categories for Node Conversation 
and Node Abstract, or between G l categories for Node Concrete and Node Detail, the 
node distinctions were useful for developing the descriptions. The descriptions are 









































































































































































































































Examples of descriptive score reports for Listening. To demonstrate an item 
modeling approach to descriptive score reports for Listening, two examinees were 
chosen from the field test data set: one with a relatively low estimate of Listening 
proficiency, and one with a relative high estimate of Listening proficiency. Examinee 1 
was administered Form 1, with 6 L= -1.60 and a raw true score estimate of 13, which is 
equivalent to a scaled score of 8. This examinee would receive descriptions related to 
Nodes Conversation and Abstract. Examinee 2 was administered Form 2, with 6 L = 
1.09 and a raw true score estimate of 30, which is equivalent to a scaled score of 22. 
This examinee would receive descriptions from both Nodes Conversation and Abstract, 
and Nodes Concrete and Detail. Potential descriptive Listening score reports for these 
two examinees are presented in Figure 4.16. 
Listening Scaled 
Score Description of Performance 
Examinee 1 8 
Of 34 Listening items, you responded correctly to 
approximately 13 items. Examinees in your 
range of performance typically can identify the 
purpose of the speaker in conversations. 
Consider working on your ability to identify the 
intent of the speaker in lectures. Also consider 
improving your ability to identify the main idea 
and supporting details of conversations and 
lectures. 
Examinee 2 22 
Of 33 Listening items, you responded correctly to 
approximately 30 items. Examinees in your 
range of performance typically can identify the 
purpose of the speaker in conversations or in 
lectures. Examinees in your range of 
performance typically can identify the main ideas 
of conversations and lectures. Consider working 
on your ability to identify and connect 
information, especially supporting details or 
explanations, throughout lectures. 
Figure Hi 6. Examples of two descriptive score reports. 
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4.4. Summary of descriptive score reports for Reading and Listening 
For each Reading and Listening, characteristics of the four terminal nodes from 
the respective item difficulty models were summarized, and were matched with the 
claims of examinee proficiency outlined in the ECD item design shells for Reading, and 
with the test objectives specified for Listening. In the proposed approach to descriptive 
A A 
score reports, examinees with particular ranges of 6 r and 6 l would receive proficiency 
descriptions based on the corresponding terminal nodes. Such an approach to score 
reporting connects the theory of the construct that is explicit in the ECD item design 
shells, and the empirical evidence of item and examinee performance. In a broader 
context, providing score users with useful information about their test performance that 
is rooted in construct theory and empirical evidence, helps to establish a feedback loop 
between assessment and instruction. 
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CHAPTER FIVE 
SUMMARY AND CONCLUSIONS 
This chapter reviews the purpose and major findings of the study, discusses the 
limitations of the study and directions for future research, and states the conclusions. 
5.1 Review of purpose 
The purpose of this study was to illustrate how score descriptions that are 
theoretically grounded and empirically supported could be developed using results from 
item difficulty models developed within the evidenced-centered design (ECD) 
framework. The new TOEFL assessment, which will launch operationally worldwide 
in September 2005, was the context of this research. Although research for new 
TOEFL began over a decade ago, the final phase of new TOEFL development began in 
April 2002. At that time, item response data from two prototypical forms of new 
TOEFL were available for analyses; these analyses were used as the empirical basis to 
evaluate the potential efficacy of new item types and other design features for 
operational use, and to develop task design shells for the operational new TOEFL. Task 
design shells are the resulting documentation of the ECD process; they make explicit 
the validation argument that links specific items to measurement goals. In other words, 
the three models that are the basis of ECD (examinee model, evidence model, and task 
model) are defined and exemplified in the task design shells. The examinee model 
variables are the measurement goals for the assessment, and are stated in terms of 
claims about English language proficiency; the evidence model variables are the 
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observable variables from the assessment that we use to evaluate the measurement 
goals; and the task model variables are the fixed and variable features of items (tasks) 
used to elicit the evidence model variables. In the final phase of new TOEFL 
development, each item type from the 2002 field study is examined in terms of its 
ability to elicit evidence for particular measurement goals, and either rejected, modified, 
or retained for use operationally15. All modified items will be tested in small prototype 
field studies throughout the spring and summer of 2003, and results of those studies will 
be used to modify the variables outlined in the ECD task design shells. A large-scale, 
international field test of two forms of the new TOEFL assessment is planned for 
December 2003. Data from this field study will also be used to confirm or modify the 
variables in the ECD task design shells. Ultimately, the task design shells will be used 
by test developers to generate items for operational use. As operational data are 
collected and analyzed, empirical evidence will be evaluated in light of the ECD 
variables in a continuous feedback loop; thus, the validity of the assessment will be 
constantly evaluated in terms of the theoretical argument and empirical evidence. 
One mandate for the new TOEFL is to facilitate the link between learning, 
instruction, and assessment. Perhaps the most direct way to transform an “examinee” to 
a “learner” is to provide him with accurate, informative, and understandable feedback 
regarding his performance on the assessment, as well as recommendations on how to 
improve his English language proficiency. This research study illustrated one way to 
exploit the rich source of construct theory and empirical evidence synthesized in the 
15 At the time of this writing (March 2003), ECD task design shells are available for new TOEFL Reading 
items, Speaking items, and Writing items. The ECD process for Listening items began in mid-January 
(2003), and no Listening ECD task design shells are available at this time (March 2003). 
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ECD task design shells to derive descriptions of examinee performance. By using the 
fixed and variable elements of the task model variables as independent variables in a 
TBR model to predict IRT-based item difficulty estimates, two important connections 
could be made. First, the particular combination of features that were the most 
important drivers of difficulty, i.e., the features that explained the most variance in item 
difficulty, could be identified. Second, given that item difficulty and examinee ability 
were estimated with the application of IRT models, an explicit link could be made 
between the levels of item difficulty and the proficiency as estimated by theta. 
Considered simultaneously, particular item features were connected to ranges of 
estimated proficiency. With this approach, the ECD examinee model variables, or 
claims about examinee proficiency, were linked to specific ranges of estimated theta, 
since every item feature is related to a claim about examinee proficiency through the 
ECD shells. The connections between ECD examinee model variables and ranges of 
estimated examinee theta not only provided the basis for sample examinee descriptive 
score reports, but also informed potential modifications to the ECD task design shells 
for Reading, and a basis for the Listening shells currently under development. 
Item-response data from the 2002 field test of two prototypical new TOEFL 
forms were analyzed. The two prototypical forms were developed in light of the 
conclusions from years of research regarding the transformation of TOEFL to an 
assessment of communicative skills, which departs from the current TOEFL with the 
exclusive use of contextual tasks, some integrated tasks, and speaking tasks, but the 
prototypical forms were developed before the ECD effort initiated. Although each test 
form consists of four test sections: Reading (37 or 38 items), Listening (33 or 34 items), 
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Writing (3 items), and Speaking (5 items), there were not enough data for the Writing 
and Speaking sections to include in the analyses for this research. 
5.2 Summary and discussion of cluster analyses and MDS results 
The first step was to determine how many distinct item difficulty models should 
be developed. It was hypothesized that items may group according to characteristics 
that were common to both modalities, such as information processing characteristics 
(see Jamieson, et. al, 2000 and Rupp, Garcia, and Jamieson, 2001 for discussion of 
similar hypotheses). In this study, both Reading and Listening sections contain items 
that were designed to measure an examinee’s ability to identify the author’s intent or 
purpose (Listening Pragmatic Function items and Reading Rhetorical Purpose items). 
Similarly, both Reading and Listening sections contain items that were designed to 
measure an examinee’s ability to understand the main topic of the aural stimulus or 
passage (Listening Basic Understanding items and some Reading Fact items). 
Consequently, it was hypothesized that mutually exclusive item groups that contained 
items designed to measure similar skills from across the two modalities, would be better 
suited for item modeling than items grouped by modality (test section). 
Cluster analysis procedures and multidimensional scaling (MDS) were used to 
identify mutually exclusive item groups from across the two modalities. Form 1 
examinees were randomly divided into two samples (Sample A and Sample B) of n = 
686 each so that all analyses could be replicated. The tetra- polychoric correlation 
matrix was calculated on the 71 Form 1 Listening and Reading items for each sample. 
The tetra-polychoric correlation matrix was calculated on the 72 Form 2 Listening and 
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Reading items on the full sample of Form 2 examinees (n = 1,331). These three 
matrices were used as input for the following cluster and MDS analyses. 
The first analysis used the two Form 1 correlation matrices as input to a 
hierarchical cluster analysis (HCA). The results of the HCA did not clearly support any 
specific item groupings. The 2-cluster solution resulted in two mixed clusters that were 
neither substantively interpretable nor replicated across the two samples. The 3-cluster 
solution resulted in one cluster of mostly Listening items, one cluster of mostly Reading 
items, and one mixed cluster. Again, the clusters were neither substantively 
interpretable nor were they replicated across the two random samples. Results were 
similar for the Form 2 HCA analysis. 
In attempt to get interpretable and stable solutions, the HCA was replicated 
using MDS coordinates as input. Non-metric MDS analyses were conducted on both 
Form 1 samples, using the correlation matrices as input. Using as criteria the R and 
Stress indices, replicability, and interpretability, the 3-dimensional solution was chosen 
as most appropriate. The 3-dimensional coordinates were used as input to the HCA, 
and results were largely the same as when the correlations were used as input. It was 
determined that the first dimension was largely a difficulty dimension, so HCA was 
repeated using only the 2nd and 3rd dimensional coordinates as input. Again, the 
resulting clusters for the 3-cluster solution were largely not interpretable beyond a 
cluster of mostly Listening items, of mostly Reading items, and a mixed cluster. 
Although the same general trend emerged in the replication (Form 1 Sample B), the 
same items were not clustering together. All analyses were repeated with the Form 2 
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sample, for which results and conclusions were consistent with the two samples from 
Form 1. 
In light of the results from the cluster analyses, it was determined that the best 
approach was to model item difficulty separately for Reading and Listening items. In 
each case, the results indicated that a 3-cluster solution was probably the best solution, 
but the 3-cluster solution could not be substantively interpreted beyond a general 
Listening cluster and a general Reading cluster. 
These results do not deviate from cluster analysis and MDS analysis results 
using item response data from the TOEFL PPT. The correlations among sections from 
the prototypical new TOEFL forms and the TOEFL PPT sections are high. The 
observed correlation between new TOEFL Listening and Listening PPT was .73, and 
when corrected for attenuation increased to.82 (Educational Testing Service, 2002)16. 
The observed correlation between new TOEFL Reading and Reading PPT was .79, and 
when corrected for attenuation increased to.89 (Educational Testing Service, 2002). 
Given the strong correlations between the respective measures, it is reasonable to 
compare results from TOEFL PPT studies to the results presented here. It appears that 
the inconclusive nature of the cluster and dimensionality results for the prototypical new 
TOEFL forms is not a new phenomenon for TOEFL assessment data. Similarly, 
identifying dimensions or clusters based on test section is also a common finding when 
HCA, MDS, or MIRT is used to analyze TOEFL data (McKinley & Way, 1992; Oltman 
& Strieker, 1991; Oltman, Strieker, & Barrows, 1990). 
16 As part of the 2002 new TOEFL field test, participants were also administered a retired version of the 
TOEFL PPT. 
143 
5.3 Summary and discussion of item modeling results 
Within each group of items (Form 1 Listening, Form 2 Listening, Form 1 
Reading, and Form 2 Reading), item difficulty was estimated with the 3-parameter 
logistic model (3PL) for dichotomous items and with the graded response model (GRM) 
for polytomous items. Several analyses supported the conclusion that the chosen 
models fit the data. Item and ability parameter estimates from the separate calibrations 
were placed on the same metric. 
Tree-based regression (TBR) was used to model the nonlinear relationships 
among the independent variables to explain the variance of the dependent variable, item 
difficulty. Coded characteristics of items, aural stimuli, and passages were used as 
independent variables in the item difficulty models; such characteristics are represented 
on the ECD task design shells as fixed and variable task model variables. 
For each the Reading and Listening models, there were three phases of 
modeling. The first phase was exploratory, where an empirical stopping rule was used 
to force the TBR to cease splitting nodes once a given criterion was met, as TBR will 
continue splitting nodes until each item is in its own node. The stopping rule for the 
exploratory model was a calculation of the ratio of reduction in error variance to the 
increase in the number of terminal nodes at each successive split; when this value 
reached .000, the tree stopped “growing.” The next phase of modeling was to choose 
the optimal number of terminal nodes based on R2 only. The final phase of item 
modeling was to examine each terminal node in the optimal tree to evaluate the efficacy 
of collapsing terminal nodes for a more parsimonious model. 
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For the Reading items, the exploratory item difficulty model had 17 terminal 
nodes and explained 65% of the variance in item difficulty. The tree with 7 terminal 
nodes, where 58% of the variance was explained, was selected as the optimal tree. This 
tree was further reduced to 4 terminal nodes, which explained 56% of the variance in 
item difficulty. The notable item and passage variables in the final item model were 
Skill, Key, passage Topic, and passage Feature (concrete or abstract). For the Listening 
items, the exploratory item difficulty model had 12 terminal nodes and explained 77% 
of the variance in item difficulty. The tree with 7 terminal nodes was chosen was the 
optimal tree; this tree explained 61% of the variance in item difficulty. The final tree 
had 4 terminal nodes and explained 48% of the variance in item difficulty. The notable 
item and aural stimuli variables in the final item model were aural stimulus Feature 
(lecture or conversation), Nature of Stimulus Selection, and Stem. 
These results are fairly consistent with results of other studies that modeled 
Reading and Listening item difficulty (vis-a-vis English language proficiency) using 
multiple regression or TBR. For example, Freedle and Kostin (1993, 1996) modeled 
Reading and Listening item difficulty, respectively, and, like the results presented here, 
were more successful with Reading (58% explained variance) than with Listening (35% 
explained variance). Rupp, Garcia, and Jamieson (2001) used both multiple regression 
and TBR to model the difficulty of Reading and Listening items, and developed models 
that explained 35% and 51% of variance, respectively. Similarities in the results may 
be largely due to the fact that the same kinds of item and passage characteristics are 
used as independent variables in these studies. Like the research presented here, many 
significant variables from the four item difficulty modeling studies reviewed in Chapter 
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2 related to passage or aural stimulus characteristics. Also, variables related to overlap 
between item stem or key and the passage or aural stimulus were frequently significant 
predictors as well in the four reviewed studies. In this study, overlap was captured with 
the Key variables (both Reading and Listening), in the Listening Stem variable, and in 
the Listening Nature of Stimulus Selection variable, all of which were significant in the 
item difficulty models reported here. 
Although the total amount of variance explained by the item difficulty models 
presented here are comparable to results of similar studies, there were two limitations 
regarding the independent variables used in this study. First, this research commenced 
just as ETS test developers were starting to redesign the TOEFL assessment within the 
ECD framework. The item and passage codes used in this study as independent 
variables were determined prior to the ECD redesign effort. Consequently, the item and 
stimulus codes, as well as the ECD task design shells to some extent, were not 
necessarily developed with an eye to characteristics that manipulate item difficulty. 
Conventionally, items and stimuli have been coded to ensure that when forms are 
assembled, the particular combination of items is sufficiently representative of the 
domain while simultaneously not in violation of constraints regarding item or passage 
overlap. Therefore, the most effective predictors of item difficulty were not necessarily 
used in the item difficulty models. TOEFL test developers will evaluate the results of 
this study and other studies of item difficulty as they refine the student model, task 
model, and evidence model variables that are outlined in the ECD task design shells. 
As new items are developed and field tested, and as more is learned about what 
determines item difficulty, both ECD task design shells and subsequent item difficulty 
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models can be improved. Hence, the results of this study are useful not only in the 
development of a novel approach to descriptive score reports, but also as a test 
development tool. The second limitation of the independent variables used in this study 
was that there were very few examples of the various combination of independent item 
and stimuli variables. As more items are developed and field tested, the item difficulty 
models developed in this study can be updated. 
5.4 Summary and discussion of descriptive score reports 
There were two major components when applying the results of the item 
difficulty models to develop score descriptions. First, appropriate links between the 
terminal nodes and examinee proficiency estimates had to be established. Next, 
proficiency descriptions that blended information from the terminal node characteristics 
and the Reading ECD tasks design shells, or the Listening test objectives, had to be 
developed. 
Proficiency estimate categories. In this study, the link between the terminal 
nodes of the item difficulty model and examinee proficiency estimates was 
straightforward: the minimum item difficulty estimate in each terminal node (excluding 
five outliers) was used as the lower bound to establish corresponding proficiency 
estimate categories. Terminal node descriptions were assigned to examinees whose 
proficiency estimate, 6, met or exceeded the lower bound of estimated difficulty for 
that node. The efficacy of the 6 categories was evaluated in three ways: a one-way 
univariate ANOVA with proficiency estimate category as the independent variable and 
estimated proficiency as the dependent variable; evaluation of the expected percent 
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correct scores on items within terminal node conditioned on proficiency estimate 
category; and evaluation of responses to self-assessment and faculty ratings conditioned 
on proficiency estimate category. 
The efficacy of the four Reading proficiency estimate categories was supported 
by all three forms of evaluation. The omnibus F-test was statistically significant, as 
were all pairwise comparisons (a= .005). Similarly, examinees who were assigned 
descriptions from particular terminal nodes tended to perform better on items within 
those nodes than on items in nodes for which they would not receive descriptions. 
Lastly, responses to the self-assessment and faculty ratings also tended to affirm the 
categorization of examinees by estimated proficiency. All of these results were 
expected given that examinees with higher estimates of proficiency responded correctly 
to more items than examinees with lower estimates of proficiency; similarly, examinees 
with higher estimates of proficiency tended to respond more positively to the self- 
assessment questions (and to elicit more positive responses from faculty) than 
examinees with lower estimates of proficiency. 
The viability of the four Listening proficiency estimate categories was not as 
well supported by the three evaluation methods. Although the omnibus F-test was 
statistically significant, several pairwise comparisons were not (a= .005). Generally, 
the lowest two proficiency estimate categories, Node Conversation (0l = -1.87 to - 
1.80) and Node Abstract (6 L = -1.79 to -1.39), were not distinct. This result is not 
surprising given the degree of overlap between the two categories. The same trend was 
observed with the expected percent correct analysis and the analysis of the self- 
a 
assessment and faculty ratings. It was determined that examinees with 61= -1.87 to 
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-1.39 would receive descriptions from both Node Conversation and Node Abstract. 
Although the three evaluation methods lent stronger support to the distinction between 
A 
proficiency estimate categories based on Node Detail (0L= -1.38 to -.74) and Node 
Concrete (0L = -73 and up), further analysis suggested that examinees with 0L= -1.38 
and above should receive descriptions from all four nodes, i.e., descriptions from Node 
Detail and Node Concrete, in addition to descriptions from the two lower nodes. 
Perhaps the pruning procedure resulted in a less discriminating model (i.e., four 
terminal nodes that explained only 48% of variance) than a more elaborate tree, such as 
the optimal tree with seven terminal nodes that explained 61% of the variance. Once 
more items are available, TBR solutions with relatively large numbers of terminal nodes 
will be viable for the purpose of developing score descriptions, and will potentially 
result in more discriminating models than the Listening model presented here. 
The development of a statistical procedure to link results of the item difficulty 
model to examinee proficiency was wrought with challenges, and thus is a rich area for 
further research. First, the wide range of item difficulty estimates within terminal node 
was not anticipated. Were the range of item difficulty estimates represented by each 
terminal node more narrow at the outset, perhaps the mean item difficulty estimate per 
node or the 95% confidence interval around the mean would have provided more 
discriminating lower bounds for proficiency estimate categories than the minimum item 
difficulty estimate. Although the two omnibus F-tests with node membership as the 
independent variable and item difficulty as the dependent variable were both 
statistically significant, several pairwise comparisons were not: Node Vocab vs. Node 
Fact for Reading; for Listening , Node Conversation vs. Node Abstract, Node 
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Conversation vs. Node Concrete, Node Abstract vs. Node Concrete, and Node Concrete 
vs. Node Detail. Improving the predictive power of the item difficulty model may help 
to alleviate the problem of overlapping difficulty ranges, but it may not. 
Although the use of IRT methods to estimate parameters allowed for direct 
correspondence between the item difficulty and ability estimate scale, the probabilistic 
nature of the IRT model does not ensure that examinees with a given proficiency 
estimate “can do” the tasks represented by items with the same estimate of item 
difficulty. Examinees may be assigned proficiency descriptions corresponding to 
terminal nodes that contain items to which the examinee did not respond correctly. In 
attempt to avoid such inconsistency in this study, the expected percent correct on items 
within each terminal node was conditioned on proficiency estimate category. If the 
expected percent correct was 50% or less, then the descriptions for that node were 
described not as “can do” statements but as tasks for which the candidate “needs 
improvement.” Thus, in this study, an implied rule of 50% probability of mastery was 
used. Nonetheless, for any given proficiency range, examinees with proficiency 
estimates toward the upper end are more likely to be proficient on tasks represented by 
the corresponding node than examinees at the lower end of the range. 
The challenge of linking item performance to proficiency levels is not new. 
Item mapping (or scale anchoring) techniques continue to encounter this problem. For 
example, exemplar items for a particular proficiency level were found to have been 
answered correctly by only 36% of examinees in that range (Linn, 1998 in reference to 
the 1992 NAEP 8th grade mathematics score reports, p. 40). Commenting on the 
% 
minimum probability (“X”) that every examinee within a given score range should have 
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of responding correctly to an item before it is used as an exemplar for that range of 
proficiency, Linn stated, “We are short of rationales for choice of any particular X, 
although one may be hard pressed to argue seriously for something lower than .50. We 
are shorter still on evidence regarding the validity of inferences that are made based on 
the presentation of exemplars with different X’s (1998, p. 41).” Thus, the consequences 
of providing proficiency descriptions that may not accurately represent all examinees 
within a given range must be addressed. We are behooved to strike a balance between 
the unavoidable degree of uncertainty that exists when providing information (such as 
descriptions or exemplars) based on a subset of items, and the demand to provide more 
meaningful and more detailed information about examinee performance than a single 
scaled score and norm-referenced data. 
Similarly, other approaches to providing descriptive score reports must also 
grapple with which level of probability implies mastery. The PS AT/NMSQT Score 
Report Plus, which employs a modified rule space method (DiBello, 2001), chose the 
median probability of mastery for each skill, regardless of range, as the indication of 
mastery. In her TBR approach to providing diagnostic score reports, Sheehan (1997) 
described both a statistical clustering approach and a Bayesian estimation approach to 
relating within-node item difficulty ranges to estimates of examinee ability. Both of 
these relatively sophisticated methods result in probabilities of success on each terminal 
node for groups of or individual examinees. In Sheehan’s proposed score reports, 
examinees are provided with a probability of success for each terminal node. By 
reporting probabilities to the score user without such qualifiers as “can do” or “needs 
improvement,” the score user is left to answer the question “what level of probability 
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implies mastery? Needs improvement?”. Again, we see that any approach to providing 
descriptive or diagnostic information will be jeopardized by the unreliability of 
information based on small subsets of items. 
Descriptive score reports. Once the link between the item difficulty models and 
the estimate of examinee proficiency was established, the next step in describing 
examinee proficiency was to translate the terminal node descriptions into descriptions 
of examinee performance. The descriptions for the Reading terminal nodes 
corresponded well with the ECD task design shells. A few modifications to the student 
model variables, or claims about proficiency, were recommended based on results from 
the item difficulty model. For example, since performance on Vocabulary items was 
greatly influenced by passage Topic, it was recommended that the claim be modified to 
distinguish among examinees who could respond to Vocabulary items for Life Science 
passages vs. other passages. 
The results presented here can also inform development of the Listening ECD 
task design shells. Obviously, the Listening ECD task design shells should be 
developed with major distinctions among items in reference to Conversations vs. 
Lectures, as the two aural stimuli were strong drivers of item difficulty. Also, some 
interesting results from the Listening item difficulty model will be useful to test 
development staff as they develop the task design shells. For example, items referring 
to aural stimuli segments that were abstract or indirect were easier than items referring 
to stimuli segments that were direct or concrete in nature, whereas one would expect the 
opposite trend. It is possible that construct-irrelevant variance is interfering with the 
measurement goal for these items. 
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5.5 Directions for future research 
In addition to the areas of future research mentioned thus far, three other 
directions hold promise. First, the item difficulty or proficiency estimate categories 
could be identified a priori, and item difficulty models could be developed within each 
category. For example, the Reading ECD claims are already divided into two 
categories: Easy and Difficult. Exemplar items are provided for each category. Item 
difficulty models for these two groups of items could be developed separately, so that 
the complex of item and passage features that determine difficulty for Easy items vs. 
Difficult items could be identified. A more elaborate example would entail identifying 
groups of English language learners at various stages of proficiency, obtaining their 
scores on new TOEFL, then using their score ranges as boundaries for proficiency 
levels. Item difficulty models could be developed separately for the pre-specified 
proficiency levels. 
Second, perhaps there are other informative dependent variables to model. For 
A 
example, the point on the 6 scale at which the item provides the most information 
(6 max? see Bimbaum, 1968 and Hambleton, Swaminathon, & Rogers, 1991) may be a 
more informative indicator of an item’s characteristic than item difficulty, especially for 
items estimated under the 3PL model, as 6 max takes a measure of the item’s 
discrimination into account. An item’s ability to discriminate among examinees is just 
as important to test developers as an item’s difficulty. Taking discrimination into 
account may improve the predictive power of the model and provide results that are 
more informative than the results presented here. Similarly, a more direct measure of 
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item difficulty than b(X) for the polytomous item parameters estimated with the GRM 
may also improve the predictive power of the model. 
Third, item difficulty is determined by the interaction between the person and 
the task. In this study, no distinction was made among native language groups. It is 
very likely that item difficulty changes substantially across native language groups. 
Examining item difficulty conditioned on native language is a promising area of 
research for new TOEFL, although it is unclear what an appropriate operational 
response would be should such research determine that items perform differently 
according to native language. 
5.6 Conclusions 
The purpose of this study was to use item difficulty modeling within the ECD 
framework to develop score descriptions that were theoretically supported and 
empirically validated. The resulting “can do” statements (or “needs improvement” 
statements) were theoretically supported by the relationships among the examinee 
model, evidence model, and task model variables made explicit in the ECD task design 
shells, and were empirically supported by the results of the item difficulty models. 
Thus, the score descriptions suggested here are a more valid approach to providing “can 
I? 
do” statements than current methods for other English language proficiency exams . 
Additionally, the proposed approach is amenable to the operational demands of new 
TOEFL, as, once established and validated, the score descriptions and corresponding 
17 For example, both TOEIC™ and LanguEdge™ provide “can do” statements by reporting the 
percentage of examinees at arbitrary score levels who responded affirmatively to self-assessment 
questions. 
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proficiency estimate categories do not have to be redeveloped for each administration of 
the test. Furthermore, the descriptive score reports presented here are valid for their 
intended purpose of helping the score user understand the examinee’s strengths and 
weaknesses in English language proficiency as evidenced by performance on the exam. 
Finally, the straightforward prose format of the score descriptions are more likely to 
result in valid interpretations and inferences than ancillary score information presented 
in the form of subscores with low reliability, exemplar items to which the examinee 
may or may not have responded correctly, or probabilities of skill mastery. 
The main findings of this research were: 
• Interpreting results of the item difficulty model within the framework of 
ECD shows promise as an approach to providing theoretically and 
empirically supported score descriptions; 
• Modeling item difficulty within the context of ECD provides an 
empirical compliment to the theory made explicit by the examinee 
model, evidence model, and task model variables; as such, the results are 
useful for revising the ECD models; and 
• A statistical model that clearly and reliably links task model variables 
(i.e., item and stimulus variables) to examinee model variables (i.e., 
proficiency estimates) is needed. 
The significance of these results is threefold. First, the proposed approach to 
descriptive score reports successfully integrated two areas new to educational 
measurement: tree-based regression and evidenced-centered design. Next, this study is 
one of the first to investigate the efficacy of ECD task design shells, and perhaps the 
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first to demonstrate the usefulness of the ECD models in the context of developing 
descriptive score reports. Finally, the results of this study highlighted the need for a 
statistical model that links task model variables (i.e., task features) to examinee model 
variables (i.e., proficiency) for the purpose of descriptive score reports. 
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ADDITIONAL DIMENSIONALITY ANALYSES 
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This section describes additional clustering analyses that were performed on the 
Form 1 and Form 2 data. The results from these analyses were less clear than the 
results presented in Chapter 4. 
First, the centroids for each cluster solution were calculated for Sample A. The 
cluster centroids were defined as the mean value of each cluster variable (the three 
cluster variables are the three sets of coordinates from the 3-dimensional MDS 
solution). Table B.l presents the cluster centroids from the 2-, 3-, and 4-cluster HCA 
solutions from Sample A. 











Cluster 1 22 -.78 -.71 -.53 
Cluster 2 9 -1.27 .42 .67 
Cluster 3 16 .68 1.31 -.60 
Cluster 4 24 .74 -.38 .63 
3-cluster Solution 
Cluster 1 31 -.92 -.38 -.18 
Cluster 2 16 .68 1.31 -.60 
Cluster 3 24 .74 -.38 .63 
2-cluster Solution 
Cluster 1 31 -.92 -.38 -.18 
Cluster 2 40 .72 .30 .14 
K-means analyses with and without using the cluster centroids as priors were 
conducted. The following comparisons were made for each the 2, 3, and 4-cluster 
solutions: 
% 
• Sample A vs. Sample B with centroids as priors 
• Sample A vs. Sample B without centroids as priors 
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The respective clustering solutions were first compared in regard to the degree 
of agreement across the clustering solutions. In other words, were the same items 
clustered together in Sample A as in Sample B? Was agreement better or worse when 
the centroids were used as priors? The degree of agreement between the two clustering 
solutions is an indication of replicability across samples, and as such, lends support for 
the clustering solution. The kappa statistic was used a measure of agreement. Kappa 
adjusts the observed percent classification agreement for the percent of 
agreement due to chance with Equation B.i: 
Pk = (P0-Pc)/(l-Pc) (B.I) 
where 
Po = observed percent agreement 
Pc = percent chance agreement 
The closer the kappa coefficient is to 1.0, the more classification agreement between the 
two clustering solutions. Negative kappa values indicate that the degree of agreement is 
less than chance. Table B.2 presents the kappa coefficients obtained from comparing 
the clustering solutions. 
Table B.2. Kappa coefficients comparing cluster agreement for solutions with and 
without centroids. 
Comparison 2-clusters 3-clusters 4-clusters 
With Centroids -.61 .49 .31 
Without Centroids .11 -.18 -.16 
These kappa coefficients indicate that the degree of agreement across samples was less 
than chance for half of the comparisons. The 3-cluster solution with centroids had the 
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highest percent of agreement, .49, which is a moderate agreement18. Based on these 
results, it was determined that the 3-cluster solution should be further investigated for 
interpretability. 
Table B.3 illustrates two levels of item content categories associated with three 
3-cluster solutions: the HCA solution from Sample A from which the centroids for the 
K-means comparisons were obtained; the Sample B K-means solution using the 
centroids from Sample A; and the Sample B K-means solution without the centroids 
from Sample A. Other than the general trend for Listening items to cluster and for 
Reading items to cluster, no other patterns emerged that could be meaningfully 
interpreted for the 3-cluster solutions. The same pattern described for the 3-cluster 
solutions emerged for the various 4-cluster solutions, with the addition of a small cluster 
that contained only Reading items. 
18 Note that cluster number (e.g., cluster 1, cluster 2, etc.) is arbitrary. Therefore, items were examined 
systematically, and cluster number was changed when deemed appropriate. For example, for the 3- 
cluster solution comparison with centroids, the original kappa value = -.10. Once the items were 
examined systematically, it was determined that by reversing the cluster names for cluster 2 and cluster 3 
in one of the solutions would increase agreement, and, subsequently, kappa did increase to .49. 
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Table B.3. Item characteristics associated with various 3-cluster solutions. 
Number and type of item3 
Listening Cluster Reading Cluster Other Cluster 
Sample A 
HCA 
24 L items 7 R items 1 L item 23 R 


















16 L items 4 R items 2 L items 25 R 





















20 L items 5 R items ; 2 L items 20 R 

















Note: L=Listening; R=Reading; BU=Basic Understanding; P=Pragmatic Functioning; 
CI=Connecting Information; V=Vocabulary; F=Fact; RO=Other Reading. 
In an attempt to improve the replicability and interpretability of the clustering 
solutions, several cluster analyses were repeated using only the second and third 
dimensions from the 3-dimensional MDS solution as clustering variables. Recall that 
for both Sample A and Sample B, the first dimension correlated strongly with Section 
(.65 and -.46, respectively) and difficulty (.63 and -.54, respectively). By not including 
coordinates from the first dimension in the clustering solution, other, more subtle, 
factors are given the opportunity to influence the clustering solutions. Given that the 
purpose of the dimensionality and clustering analyses was to allow item groupings from 
across the two modalities, it was appropriate to remove the dimensional coordinates that 
* 
were correlated most strongly with Section. Furthermore, it was not of interest to 
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cluster items based on a difficulty factor, as item difficulty modeling requires sufficient 
variance in the dependent variable (i.e., item difficulty); thus, items grouped by level of 
difficulty would not be amenable to item difficulty modeling. 
The amalgamation plot in Figure B.l demonstrates that dropping the first set of 
coordinates from input to the HCA cluster analyses does not alter the number of clusters 
recommended by this criterion; that is, the amalgamation plot indicates that combining 













HCA Amalgamation Coefficients 
Figure B.l. Amalgamation plot from HCA using 2- and 3-dimensional coordinates 
from 3-dimensional MDS solution (Sample A). 
Since previous analyses suggested that using centroids as priors may result in more 
replicable solutions than not using prior centroids, the centroids from the 3- and 4- 
cluster Sample A HCA solutions were used as prior centroids in 3- and 4-cluster K- 
means analyses, respectively, for Sample B, the latter of which used only the 2- and 3- 
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dimensional coordinates from the 3-dimensional MDS solution as input variables. 
Similarly, 3- and 4-cluster K-means solutions that did not use prior centroids were 
calculated using only the 2- and 3-dimensional coordinates from the 3-dimensional 
MDS solution for Sample B as input variables. 
The interpretability of the clustering solutions using only the 2- and 3- 
dimensional coordinates from the 3-dimensional MDS solution was evaluated by 
examining the known item characteristics of items in each cluster. Table B.4 presents 
the numbers and types of items in each of the various 3-cluster solutions. As with 
previous results, no clear pattern emerges save for one cluster that is mostly Listening 
items, one cluster that is mostly Reading items, and one cluster that is mixed. The same 
trend emerged with the 4-cluster solution, with the addition of a small cluster of mostly 
Reading items. So, in terms of interpretability, the same general pattern is observed 
across samples, and with and without using the first dimensional coordinates as an input 
variable. 
Table B.4. Item characteristics of 3-cluster solutions that used only 2- and 3- 
dimensional MDS coordinates as input. 
Number and type of item 
Listening Cluster Reading Cluster Other Cluster 
12 L items 5 R items 7 L item 17 R items 15 L items 15 R items 
Sample A 5 BU o r 2 BU 6 F 9 BU 3 F 
HCA 6 Cl 5 r o t> r\ 1 Cl 2 V 2 Cl 8 V 
1 P L KU 4 P 9 RO 4 P 4 RO 
Sample B 13 L items 6 R items 10 L items 25 R items 11 L items 6 R items 
K-means 9 BU IF 4 BU 10 F 3 BU 1 F 
with 1 Cl 3 V 1 Cl 4 V 7 Cl 3 V 
centroids 3 P 2 RO 5 P 11 RO 1 P 2 RO 
Sample B 16 L items 7 R items 4 L items 11R items 14 L items 19 R items 
K-means 7 BU 1 F 1 BU 4 F 8 BU 7 F 
without 7 Cl 4 V ' 1 Cl 1 V 1 Cl 5 V 
centroids 2 P 2 RO 2 P 6 RO 5 P 7 RO 
Note: L=Listening; R=Reading; BU=Basic Understanding; P=Pragmatic Functioning; 
CI=Connecting Information; V=Vocabulary; F=Fact; RO=Other Reading. 
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Although the amalgamation plots and measures of agreement across replications 
(i.e., kappa coefficients) tentatively suggested that either a 3-cluster or 4-cluster solution 
was the most appropriate, neither of these solutions was consistent nor clearly 
interpretable across any of the samples or analyses. Furthermore, it is evident from the 
results presented here that excluding the first dimensional coordinates from input into 
the HCA and K-means cluster analyses did not aid in replicability or interpretability of 
the clustering solutions. 
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APPENDIX C 
















































































































































NEW TOEFL LISTENING TEST SPECIFICATIONS 
183 
Description of New TOEFL Listening Section 
The listening section will consist of conversations and lectures. Conversations may 
include service encounters (e.g., paying a fine for an overdue book at the library), office 
hours (e.g., asking for an extension on a due date or for clarification of a part of a 
lecture), or study group (e.g., preparing for a class presentation). Lectures may be 
monologic or interactive (e.g., students asking the professor questions). 
Items will provide evidence for 3 claims: basic understanding, pragmatic understanding 
and integrating information. (See attached for a description of the claims and examples 
of items.) 
The test might include: 
3 conversations 
Stimulus length: 1-3 minutes 
Number of items: 3-4 selected response items about each conversation, one 
conversation has 1 speaking item 
4 lectures 
Stimulus length: 2-4 minutes 
Number of items: 4-6 selected response items about each lecture, one (or two) lecture 
has 1 speaking item, and a different lecture has 1 writing item 
The total number of selected response items is about 30. Fifteen items would support 
the claim of basic understanding, 7 would support the pragmatics claim, and 8 would 
support the integrating information claim. 
Total time for the section is about 65 minutes (listening to stimuli and responding to 
items, including the writing and speaking items). 
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Listening Claims and Definitions of Evidence 
Claim 1: Listening for basic understanding in lectures and conversations (range of 
linguistic and discourse features in texts) 
Listening for basic understanding includes evidence about understanding main ideas 
and supporting details. A main idea item is one that requires the test taker to 
understand critical vocabulary, phrases, or facts from several points in a text and to 
interpret them or synthesize them to identify the key points of the text. (Items 
requiring the examinees to identify the speakers’ intent or reasons for participation are 
included in Claim 2, Understanding pragmatic information.) 
The notion of main idea, that is, understanding critical vocabulary and phrases or facts 
from several points in the text and interpreting them or synthesizing them, reflects the 
kind of evidence provided by these examples: 
What problem does the man have? 
B. He is being charged too much for his housing. 
What is the conversation mainly about? 
B. What happened in the class 
What are the students mainly discussing? 
C. The leaders and policies of a political party in the 1790's 
What is the main topic of the talk? 
B. How movement of the Earth’s plates can affect the climate 
What are the professor and the student mainly discussing? 
b. Some courses the woman is required to take 
Supporting idea items require the test taker to understand and remember explicit details 
or facts that are important as an explanation or an example of the main idea. Basic 
understanding items about supporting details will not require inferences. Examples: 
What does the woman want to know about the Political Science courses 
mentioned in the talk? 
B. How many of them she will need to take 
What does the woman want to know about the man’s living arrangements? 
C. What type of room he lives in 
How will the woman help the man? 
D. She will review her class notes with him. 
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Why did the Federalists want some of the Irish and the French to leave the 
United States? 
A. The Irish and French voted against the Federalist Party. 
What punishment did the Sedition Act impose upon people who violated it? 
B. Imprisonment 
Why do the Himalayas have an effect on climate? 
D. Their elevation is very high. 
What are two reasons Antarctica has the climate it does? 
A. It is on one of the Earth’s poles. 
C. It is separate from other land masses. 
What are kettle lakes? 
D. Lakes formed when pieces of glaciers melt. 
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Claim 2 - Listening for pragmatic understanding in lectures and conversations 
(texts have a range of linguistic and discourse features). 
There are 3 types of pragmatic understanding items: function, stance and 
fact/opinion. 
Function items ask the question: What is the purpose of the speaker? There are 
two kinds of function questions. One queries the meaning of the function such 
as in this example: 
What is the woman trying to find out from the man? 
* Whether she needs to tell him where the housing office is. 
The other kind of function question requires the test-taker to identify the 
function such as: 
What is the woman trying to do when she says this? 
*Explain why the problem happened. 
A third kind of function question is currently contained within Claim 3: 
identifying the relationships among ideas in terms of the structure of the text. 
This includes recognizing the relationship between a main point and its example. 
The following example seems to blur the distinction between Claims 2 and 3: 
What does the student express in her response to the professor? 
* Agreement with an opinion 
(Note: The issue of where the third kind of function item should reside needs to 
be resolved by March , 2001, by the Listening Team and TD staff after review 
of research report and prototyping efforts.) 
The second type of evidence can be categorized as “stance.” Stance evidence attests to 
a test taker’s ability to recognize the epistemic, attitudinal, or rhetorical stance of a 
speaker toward information contained in a proposition, toward the source of that 
information, or toward the communication itself. Up to now, only epistemic and 
attitudinal stance items have been written. (The texts adapted from the corpus do not 
seem to be appropriate for eliciting rhetorical stance evidence.) 
This example of epistemic stance items directly queries test takers as to the degree of 
certainty expressed in a speaker’s utterance: 
Does the woman think that the money for the man’s room is due today? 
*She doesn’t know. 
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In this example, recognition of a speaker’s epistemic stance is probed by replaying a 
short excerpt from the stimulus, and then asking in which a speaker listed a number of 
study questions and expressed her uncertainty as to what the answers might be. 
(N) Listen again to part of the lecture. 
(MA) Actually, uh, probably a lot of you have read Henry David Thoreau’s 
famous book Walden, about Walden Pond in Massachusetts. Anybody know 
how that pond formed? I’ll give you one guess. 
(N) What does the professor imply when he says “I’ll give you one guess.”? 
*He thinks the answer to the question he asked is obvious. 
(To answer this question, one needs to have heard the beginning of the stimulus, which 
describes kettle lakes and how they are formed.) 
Attitudinal stance items may directly query test takers about a speaker’s attitude: 
What is the student’s attitude toward the people he currently works with? 
*He likes them. 
Other items may measure attitudinal stance somewhat more obliquely: 
What does the professor mean when he says that the guano mine is one of his 
favorites? 
* It is an example he likes to use. 
The third type of evidence is fact vs. opinion, attesting to a test taker’s ability to 
recognize the truth value of a statement. In the following example, the stem contains an 
audio excerpt in which a speaker makes a series of hypothetical statements (“Let’s say 
he made a mistake. Let’s say he’s a bad researcher, which he’s not, but let’s say he is 
and he’s missed it by twenty percent...”). The test takers are asked: 
Does the professor think Dr. Moreagan is a good researcher? 
Yes, he does.* 
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Claim 3 - Examinees can connect information within an aural text or from two 
texts (texts have a range of linguistic and discourse features) 
There are two types of claim 3 evidence, described as follows: 
1) demonstrating understanding of the organizational features of the text(s) such as 
major and supporting ideas, examples, and 
markers of introduction, conclusion, topic change and features such as digressions or 
asides 
2) integrating information in a text(s) in order to identify or express the relationships 
between or among relevant ideas. This could include linking two or more pieces of 
explicit information and applying it to a problem or identifying the relationship, as well 
as making inferences (though not about the main idea as this is evidence for Claim 1) 
such as: 
predicting outcomes from events described, 
drawing conclusions, 
evaluating information, and 
inferring causal or comparative links and 
drawing accurate generalizations or logical inferences. 
Examples: 
1. Organization 
Why does the professor discuss the President’s State of the Union Address? 
*To prepare the class for an exercise 
2. Inference 
What does the professor imply about mines in the Grand Canyon? 
*Operating a mine was sometimes less profitable than guiding tourists 
in the canyon. 
189 
BIBLIOGRAPHY 
Aldenderfer, M. S., & Blashfield, R. K. (1984). Cluster analysis. Newbury Park CA: 
Sage. 
Bachman, L. F. (1990). Fundamental considerations in language testing. Oxford 
University Press. 
Baker, E. L., O’Neil, H. F., & Linn, R. L. (1993). Policy and validity prospects for 
performance-based assessment. American Psychologist. 48(T2L 1210-1218. 
Beaton, A. E., & Allen, N. L. (1992). Interpreting scales through scale anchoring. 
Journal of Educational Statistics. 17(21. 191 -204. 
Bejar, I., Douglas, D., Jamieson, J., Nissan, S., & Turner, J. (2000). TOEFL 2000 
Listening framework: A working paper (TOEFL Monograph Series MS-19). 
Princeton, NJ: Educational Testing Service. 
Bejar, 1.1., Yepes-Baraya, M., & Miller, S. (1997, March). Characterization of 
complex performance: From qualitative features to scores and decisions. Paper 
presented at the annual conference of the National Council on Measurement in 
Education, Chicago, IL. 
Bennett, R. E. (1999). Using new technology to improve assessment. Educational 
Measurement: Issues and Practice, 18(3), 5-12. 
Bimbaum, A. (1968). Some latent trait models and their use in inferring an examinee’s 
ability. In F. M. Lord and R. M. Novick, Statistical theories of mental test 
scores (chapters 17 - 20). Reading, MA: Addison -Wesley. 
Boldt, R. F., & Freedle, R. (1996). Using a neural net to predict item difficulty 
(TOEFL Technical Report TR-11). Princeton, NJ: Educational Testing Service. 
Brieman, L., Friedman, J. H., Olshen, R., & Stone, C. J. (1984). Classification and 
regression trees. Belmont, CA: Wadsworth International Group. 
190 
Buck, G., VanEssen, T., Tatsuoka, K., Kostin, I., Lutz, D., & Phelps, M. (1998). 
Development, selection, and validation of a set of cognitive and linguistic 
attributes for the SAT I Verbal: Sentence Completion section (ETS Research 
Report RR-98-23). Princeton, NJ: Educational Testing Service. 
Butler, F. A., Eignor, D., Jones, S., McNamara, T., & Suomi, B. K. (2000). TOEFL 
2000 Speaking framework: A working paper (TOEFL Monograph Series MS- 
20). Princeton, NJ: Educational Testing Service. 
Canale, M., & Swain, M. (1980). Theoretical bases of communicative approaches to 
second language teaching and testing. Applied Linguistics. 1(1). 1-47. 
Carroll, J. B. (1993). Test theory and the behavioral scaling of test performance. In N. 
Frederiksen, R. J. Mislevy, & 1.1. Bejar (Eds.), Test theory for a new generation 
of tests (pp. 297 - 322). Hillsdale, NJ: Erlbaum. 
California Statistical Software, Inc. (1997). CART. San Diego, CA: Salford Systems, 
Inc. 
Cleveland, W. S. (1979). Robust locally weighted regression and smoothing 
scatterplots. Journal of the American Statistical Association, 74, 829 - 836. 
Cronbach, L. J. (1957). The two disciplines of scientific psychology. American 
Psychologist, 12, 671 - 684. 
Cumming, A., Kantor, R., Powers, D., Santos, T., & Taylor, C. (2000). TOEFL 2000 
Writing framework: A working paper (TOEFL Monograph Series MS-18). 
Princeton, NJ: Educational Testing Service. 
Dalrymple-Alford, E. C. (1970). The measurement of clustering in free recall. 
Psychological Bulletin. 75, 32 - 34. 
Davison, M. L. (1983). Multidimensional Scaling. New York: Wiley. 
Davison, M. L. (1985). Multidimensional scaling versus components analysis of test 
intercorrelations. Psychological Bulletin, 97, 94-105. 
191 
Davison, M. L., & Skay, C. L. (1991). Multidimensional scaling and factor models of 
test and item responses. Psychological Bulletin. 1 lOHY 551 - 556. 
DiBello, L. V., & Crone, C. (2001, April). Technical methods underlying the 
PSAT/NMSQT™ enhanced score report. Paper presented at the annual meeting 
of the National Council of Measurement in Education, Seattle, WA. 
DiBello, L. V., Stout, W. F., & Roussos, L. A. (1995). Unified cognitive/psychometric 
diagnostic assessment likelihood-based classification techniques. In P. D. 
Nichols, S. F. Chipman, & R. L. Brennan (Eds.), Cognitively diagnostic 
assessment, (pp. 361 - 389). Hillsdale, NJ: Erlbaum. 
Educational Testing Service. (2001). New TOEFL Listening test specifications. 
Unpublished document. Princeton, NJ: Educational Testing Service. 
Educational Testing Service. (2002). LanguEdge Courseware Score Interpretation 
Guide. Princeton, NJ: Educational Testing Service. 
Educational Testing Service. (2003). New TOEFL Reading task design shells. 
Unpublished document. Princeton, NJ: Educational Testing Service. 
Embretson (Whitely), S. (1983). Construct validity: Construct representation versus 
nomothetic span. Psychological Bulletin. 93(1). 179 - 197. 
Embretson, S. E. (1999). Generating items during testing: Psychometric issues and 
models. Psvchometrika. 64(4). 407 - 433. 
Enright, M. K., Grabe, W., Koda, K., Mosenthal, P., Mulcahy-Emt, & Schedl, M. 
(2000). TOEFL 2000 Reading framework: A working paper (TOEFL 
Monograph Series MS-17). Princeton, NJ: Educational Testing Service. 
Enright, M. K., Morley, M., & Sheehan, K. M. (1999). Items by design: The impact of 
systematic feature variation on item statistical characteristics. GRE Board 
Report 95-15R. Princeton, NJ: Educational Testing Service. 
192 
Enright, M. K., & Oltman, P. K. (1996). Describing complex academic tasks from six 
graduate disciplines using multidimensional scaling and clustering. Research 
Report 96-14. Princeton, NJ: Educational Testing Service. 
Feltovich, P. J., Spiro, R. J., & Coulson, R. L. (1993). Learning, teaching, and testing 
for complex conceptual understanding. In N. Frederiksen, R. J. Mislevy, & 1.1. 
Bejar (Eds.), Test theory for a new generation of tests (pp. 181-218). 
Hillsdale, NJ: Erlbaum. 
Fischer, G. H. (1973). The linear logistic test model as an instrument in educational 
research. Acta Psychologies 36. 359 - 374. 
Fischer, G. H., & Formalin, A. K. (1982). Some applications of logistic latent trait 
models with linear constraints on the parameters. Applied Psychological 
Measurement. 6(4). 397-416. 
Formann, A. (1973). Die Konstrucktion eines neuen Matrizentests und die 
Untersuchung des Losungsverhaltens mit Hilfe des linearen logistischen 
Testmodells. Unpublished doctoral dissertation, University of Vienna. 
Formann, A. K., & Piswanger, K. (1979). Wiener Matrizen-Test. In Rasch-skalierter 
sprachfreier Intelligenztest. Weinheim: Beltz Test. 
Forsyth, R. A. (1991). Do NAEP scales yield valid criterion-referenced 
interpretations? Educational Measurement: Issues and Practice. 10(3). 3-9; 16. 
Freedle, R., & Kostin, I. (1991). The prediction of SAT reading comprehension item 
difficulty for expository prose passages (Research Report RR-91-29). 
Princeton, NJ: Educational Testing Service. 
Freedle, R., & Kostin, I. (1992). The prediction of GRE reading comprehension item 
difficulty for expository prose passages for each of three item types: main idea, 
inferences, and explicit statement items (Research Report RR-91-57). 
Princeton, NJ: Educational Testing Service. 
193 
Freedle, R., & Kostin, I. (1993). The prediction of TOEFL reading comprehension 
item difficulty types: main idea, inference, and supporting idea items (Research 
Report RR-93-44). Princeton, NJ: Educational Testing Service. 
Freedle, R., & Kostin, I. (1996). The prediction of TOEFL listening comprehension 
item difficulty for minitalk passages: Implications for construct validity 
(Research Report RR-96-29). Princeton, NJ: Educational Testing Service. 
Gitomer, D. H., & Yamamoto, K. (1991). Performance modeling that integrates latent 
trait and class theory. Journal of Educational Measurement. 28121. 173 - 189. 
Glaser, R. (1963). Instructional technology and the measurement of learning 
outcomes: Some questions. American Psychologist. 18. 519-521. 
Haertel, E. (1984). An application of latent class models to assessment data. Applied 
Psychological Measurement. 8(3). 333 - 346. 
Hambleton, R. K., Brennan, R. L., Brown, W., Dodd, B., Forsyth, R. A., Mehrens, W. 
A., Nellhaus, J., Reckase, M., Rindone, D., van der Linden, W. J., & Zwick, R. 
(2000). A response to “Setting reasonable and useful performance standards” in 
the National Academy of Sciences’ Grading the Nation’s Report Card. 
Educational Measurement: Issues and Practice. 19(2). 5-14. 
Hambleton, R. K., & Slater, S. (1995). Using performance standards to report national 
and state assessment data: Are the reports understandable and how can they be 
improved? Proceedings of joint conference on standard setting for large-scale 
assessments, 325-343. 
Hambleton, R. K., & Swaminathan, H. (1985). Item response theory. Kluwer Nijhoff 
Publishing. 
Hambleton, R. K., Swaminathan, H., & Rogers, J. (1991). Fundamentals of item 
response theory. Sage Publications: Newbury Park, CA. 
Hartz, S., Roussos, L., & Stout, W. (2002). Prime Assessment skills diagnosis: Theory 
and Practice (Confidential report prepared for Educational Testing Service). 
Champaign-Urbana, IL: Prime Assessment. 
194 
Holland, P. W., Ponte, E., Crane, E., Malberg, R. (1998, April). Treeing in CAT: 
Regression trees and adaptive testing. Paper presented at the annual meeting of 
the national Council on Measurement in Education, San Diego, CA. 
Huff, K. L., Laitusis, V., & Ewing, M. (2002). Using skill data to reflect student test 
performance. Paper presented at the annual meeting of National Council of 
Measurement Education, New Orleans, LA. 
Huff, K. L., & Rizavi, S. (2003, April). Effects on test characteristics of alternative 
thresholds for multi-component MC items. Paper prepared for presentation at 
the Annual Meeting of the National Council on Measurement in Education, 
Chicago, IL. 
Huff, K. L., & Sireci, S. G. (2001). Validity issues in computer-based testing. 
Educational Measurement: Issues and Practice. 20(4h 16-25. 
Hymes, D. H. (1972). On communicative competence. In J. B. Pride & J. Holmes 
(Eds.), Sociolinguistics, (pp. 269 - 293). Harmondsworth: Penguin. 
Jaeger, R. M. (1992). General issues in reporting of the NAEP trial state assessment 
results. In R. Glaser & R. L. Linn (Eds.), Assessing student achievement in the 
states (pp. 107 - 109). Stanford, CA: National Academy of Education. 
Jamieson, J., Jones, S., Kirsch, I., Mosenthal, P., & Taylor, C. (1999). TOEFL 2000 
framework: A working paper (TOEFL Monograph Series MS-16). Princeton, 
NJ: Educational Testing Service. 
Joreskog, K., & Sorbom, D. (1998). LISREL 8.20 and PRELIS 2.20 for Windows. 
Software. Mooresville, IN: Scientific Software, International. 
Koretz, D., & Deibert, E. (1993). Interpretations of National Assessment of 
Educational Progress (NAEP) anchor points and achievement levels by the print 
media in 1991. Santa Monica, CA: Rand. 
195 
Leighton, J., Gierl, M. J., & Hunka, S. (2002, April). The attribute hierarchy model for 
cognitive assessment: A modification of Tatsuoka’s rule-space approach. Paper 
presented at the annual meeting of the National Council of Measurement in 
Education, New Orleans, LA. 
Linn, R. L. (1998). Validating inferences from National Assessment of Educational 
Progress achievement-level reporting. Applied Measurement in Education. 
U(l), 23-47. 
Linn, R. L., & Dunbar, S. B. (1992). Issues in the design and reporting of the National 
Assessment of Educational Progress. Journal of Educational Measurement. 
29(2), 177-194. 
Linn, R. L., & Gronlund, N. E. (2000). Measurement and Assessment in Teaching (8th 
ed.). Upper Saddle River, NJ: Prentice-Hall, Inc. 
Lord, F. M. (1980). Applications of item response theory to practical testing problems. 
Hillsdale, NJ: Erlbaum. 
Luecht, R. M. (1996). Multidimensional computerized adaptive testing in a 
certification or licensure context. Applied Psychological Measurement, 20(4), 
389 - 404. 
Luecht, R. M., & Clauser, B. E. (2002). Test models for complex CBT. In C. Mills, 
M. Potenza, J. Fremer, W. Ward (Eds.). Computer-based testing: Building the 
foundation for future assessments. Mahwah, NJ: Erlbaum. 
McKinley, R. L., & Way, W. D. (1992). The feasibility of modeling secondary 
TOEFL ability dimensions using multidimensional IRT models. TOEFL 
Technical Report TR-5. Princeton, NJ: Educational Testing Service. 
McNamara, T. F. (1995). Modelling performance: Opening Pandora’s Box. Applied 
Linguistics, 16(2), 159 - 179. 
Meara, K., Robin, F., & Sireci, S. (2000). Using multidimensional scaling to assess the 
dimensionality of dichotomous item data. Multivariate Behavioral Research, 35 
(2), 229-259. 
196 
Mehrens, W. A. (1992). Using performance assessment for accountability purposes. 
Educational Measurement: Issues and Practices. 11(TL 3-9. 
Messick, S. (1984). The psychology of educational measurement. Journal of 
Educational Measurement. 21 (3k 215-237. 
Messick, S. (1989). Validity. In R. Linn (Ed.), Educational measurement. (3rd ed.), (pp. 
13-103). Washington, DC: American Council on Education. 
Milligan, G. W. (1995). Clustering validation: Results and implications for applied 
analyses. In P. Arabie, L. J. Hubert, & G. DeSoete (Eds.), Clustering and 
classification, (pp. 345 - 3781. River Edge, NJ: World Scientific Publishing. 
Mislevy, R. J. (1994). Evidence and inference in educational assessment. 
Psvchometrika, 59, 439 - 483. 
Mislevy, R. J. (1988). Exploiting auxiliary information about items in the estimation of 
Rasch item difficulty parameters. Applied Psychological Measurement. 12(31. 
281-296. 
Mislevy, R. J. (1996). Test theory reconceived. Journal of Educational Measurement. 
33(4), 379-416. 
Mislevy, R. J. (1998). Implications of market-basket reporting for achievement-level 
setting. Applied Measurement in Education, 110). 49 - 63. 
Mislevy, R. J. (1999, October). Making sense of data from complex assessments. 
Paper presented as keynote address at the annual meeting of the Northeast 
Educational Research Association, Ellenville, NY. 
Mislevy, R. J., Almond, R. G., Yan, D., & Steinberg, L. S. (1999). Bayes nets in 
educational assessment: Where do the numbers come from? In K.B. Laskey & 
H. Prade (Eds.), Proceedings of the Fifteenth Conference on uncertainty in 
artificial intelligence (pp. 437 - 446). San Francisco: Morgan Kaufrnann. 
197 
Mislevy, R. J., & Gitomer, D. H. (1996). The role of probability-based inference in an 
intelligent tutoring system. User-Mediated and User-Adapted Interaction, 5, 253 
- 282. 
Mislevy, R. J., Sheehan, K. M., & Wingersky, M. S. (1993). How to equate tests with 
little or no data. Journal of Educational Measurement. 30. 55-78. 
Mislevy, R. J., Steinberg, L. S., & Almond, R. G. (1999, January). On the roles of task 
model variables in assessment design (CRESST Technical Report 500). Los 
Angeles, CA: Center for the Study of Evaluation, CRESST, UCLA. 
Mislevy, R. J., Steinberg, L. S., & Almond, R. G. (2000, January). Evidence centered 
Assessment Design. A submission for the National Council on Measurement in 
Education award for technical or scientific contributions to the field of 
educational measurement. Washington, DC: National Council of Measurement 
in Education. 
Mislevy, R. J., Steinberg, L. S., & Almond, R. G. (in press). Design and analysis in 
task-based language assessment. Language Assessment. 
National Research Council. (2001). Knowing what students know: The science and 
design of educational assessment. Washington, DC: National Academy Press. 
National Education Goals Panel. (1991). The national education goals report. 1991: 
Building a nation of learners. Executive summary. Washington, DC: Author. 
Nichols, P. D. (1993). A framework for developing assessments that aid instructional 
decisions (ACT Research Report 93-1). Iowa City, LA: American College 
Testing. 
Oltman, P. K., & Strieker, L. J. (1991). Developing homogenous scales by 
multidimensional scaling. TOEFL Technical Report TR-1. Princeton, NJ: 
Educational Testing Service. 
Oltman, P. K., Strieker, L. J., & Barrows, T. S. (1990). Analyzing test structure by 
multidimensional scaling. Journal of Applied Psychology, 75, 21 -27. 
198 
Overall, J. E., & Magee, K. N. (1992). Replication as a rule for determining the 
number of clusters in hierarchical cluster analysis. Applied Psychological 
Measurement. 16(21.119 - 128. 
Pearlman, M. (2002). ECD TOEFL test development workshop materials. 
Unpublished workshop materials. Princeton, NJ: Educational Testing Service. 
Pellegrino, J. W. (2000). A response to ACT’s technical advisers on NAEP 
standard setting. Educational Measurement: Issues and Practice. 19(21. 
14-15. 
Pellegrino, J. W., Jones, L. R., & Mitchell, K. J. (1999). Grading the nation's 
report card. Washington, DC: National Academy Press. 
Powers, D. E., Cline, F., & Rock, D. A. (2002, April). Self-assessment as a 
validity criterion for New TOEFL. Paper presented at the annual 
meeting of the National Council on Measurement in Education, New 
Orleans, LA. 
Powers, D. E., Roever, C., Huff, K. L. (in progress). Self-assessment and 
faculty ratings as validity criteria for English language assessment tasks. 
TOEFL Research Report. Princeton, NJ: Educational Testing Service. 
Resnick, L. (1999, February). Reflections on the future of NAEP: Instrument 
for monitoring or for accountability? (CRESST Technical Report 499). 
Los Angeles, CA: Center for the Study of Evaluation, CRESST, UCLA. 
Rizavi, S., & Huff, K. L. (in progress). Alternative scoring procedures for new 
TOEFL assessments. (Unpublished TOEFL Research Report). 
Princeton, NJ: Educational Testing Service. 
Rogers, J. (2001). PolyFit. Computer software. University of Massachusetts: 
Amherst. 
199 
Rupp, A. A., Garcia, P., & Jamieson, J. (2001). Combining multiple regression 
and CART to understand difficulty in second language reading and 
listening comprehension tests. International Journal of Testing. l(3&4k 
185-216. 
Samejima, F. (1969). Estimation of ability using a response pattern of graded 
scores. Psychometric Monograph. No. 17. 
Scheiblechner, H. (1972). Das Lemen und Losen komplexer Denkaufgaben. In 
Zeitschrift fur Experimentelle und Angewandte Psychologie, 19. 476 - 506. 
Sheehan, K. M. (1997). A tree-based approach to proficiency scaling and diagnostic 
assessment. Journal of Educational Measurement. 34(41. 333 - 352. 
Sheehan, K. M., & Ginther, A. (2001, April). Using tree-based regression to illuminate 
the evidentiary relationships underlying performance on passage multiple-choice 
verbal reasoning items: An application to the current TOEFL Reading section. 
Paper presented at the annual meeting of the National Council on Measurement 
in Education, Seattle, WA. 
Sheehan, K. M., Ginther, A., & Schedl, M. (1999). Development of a proficiency scale 
for the TOEFL Reading Comprehension section. (Unpublished ETS Research 
Report.) Princeton, NJ: Educational Testing Service. 
Sheehan, K., & Mislevy, R. J. (1990). Integrating cognitive and psychometric models 
to measure document literacy. Journal of Educational Measurement, 27(3), 255 
-272. 
Sheehan, K., & Mislevy, R. J. (1994). A tree-based analysis of items from an 
assessment of basic mathematics skills (ETS Research Report 94-14). 
Princeton, NJ: Educational Testing Service. 
Sheehan, K. M., Tatsuoka, K. K., & Lewis, C. (1993). A diagnostic classification 
model for document processing skills. RR-93-39. Princeton, NJ: Educational 
Testing Service. 
Sireci, S. G., & Geisinger, K. Analyzing test content using cluster analysis and 
multidimensional scaling. Applied Psychological Measurement, 16(1), 17-31. 
200 
Sireci, S. G., & Geisinger, K. Using subject-matter experts to assess content 
representation: An MDS analysis. Applied Psychological Measurement, 19(3), 
241-255. ' 
Sireci, S.G., Hambleton, R.K., Huff, K.L., Jodoin, M.G. (2000). Setting standards on 
licensure exams using direct consensus. Laboratory of Psychometric and 
Evaluative Methods Research Report No. 395. Amherst, MA: University of 
Massachusetts. 
Sireci, S.G., Thissen, D., & Wainer, H. (1991). On the reliability of testlet-based tests. 
Journal of Educational Measurement, 28, 237-247. 
Snow, R. E., & Lohman, D. F. (1989). Implications of cognitive psychology for 
educational measurement. In R. Linn (Ed.), Educational measurement, (3rd ed.), 
(pp. 263 - 331). Washington, DC: American Council on Education. 
Spada, H., Fischer, G. H., & Heyner, W. (1974). Denkoperationen und Lemprozesse 
bei der Lbsung von Problemstellungen aus der Mechanik. In L. H. 
Eckensberger & V. H. Eckensberger (Eds.), Bericht tiber den 28. Kongress der 
Deutschen Gesellschaft ftir Psvchologie, Saarbrticken 1972. Gottingen: 
Hogrefe. 
SPSS, Inc. (1999). SPSS for Windows 10. Software. Chicago: SPSS, Inc. 
Steinberg, D., & Colla, P. (1995). CART: Tree-structured non-parametric data 
analysis. San Diego, CA: Salford Systems, Inc. 
Tatsuoka, K. K. (1983). Rule space: An approach for dealing with misconceptions 
based on item response theory. Journal of Educational Measurement, 20, 345 - 
354. 
Tatsuoka, K. K. (1995). Architecture of knowledge structures and cognitive diagnosis: 
A statistical pattern recognition and classification approach. In P. D. Nichols, S. 
F. Chipman, & R. L. Brennan (Eds.), Cognitively diagnostic assessment, (pp. 
327-359). Hillsdale, NJ: Erlbaum. 
201 
Tatsuoka, K. K., Birenbaum, M., Lewis, C., & Sheehan, K. M. (1993). Proficiency 
scaling based on conditional probability functions for attributes. RR-93-50. 
Princeton, NJ: Educational Testing Service. 
Wainer, H., Sheehan, K. M., & Wang, X. (2000). Some paths toward making Praxis 
scores more useful. Journal of Educational Measurement. 37(2). 113 - 140. 
Ward, J. (1963). Hierarchical grouping to optimize an objective function. Journal of 
the American Statistical Association, 58, 236 - 244. 
Williamson, D. M., Hone, A. S., Miller, S., & Bejar, I. (1998, April). Classification 
trees for quality control processes in automated constructed response scoring. 
Paper presented at the annual meeting of the National Council on Measurement 
in Education, San Diego, CA. 
Zwick, R., Senturk, D., Wang, J., Loomis, S. C. (2001). An investigation of alternative 
methods for item mapping in the National Assessment of Educational Progress. 
Educational Measurement: Issues and Practice. 20(2). 15-25. 
202 

