Consider an open raulticlass Jacksonian network in equilibrium and a path such that a customer travelling along it cannot be overtaken by subsequent arrivals. Then the sojourn times of this customer in the nodes constituting the path are all mutually independent and so the total sojourn time is easily calculated. Two examples are given to suggest that the non-overtaking condition may be necessary to insure independence when there is a single customer class.
Introduction
In 1957, Reich [1] proved that, in equilibrium, the sojourn times of a customer in each of two M/M/l queues in tandem are independent, and in 1963 [2] , he extended this result to an arbitrary number of such queues in tandem. This result was very recently extended by Lemoine [3] to the case of Jacksonian networks which are trees. Since trees have no parallel paths, and since the service discipline is FCFS, every path in a tree network has the non-overtaking property: a customer travelling along the path cannot be overtaken by a subsequent arrival.
The main result of this paper is to show that in any open multiclass Jacksonian network, the sojourn times of a customer at the various nodes of a non-overtaking path are all mutually independent. Since the distribu tion of the sojourn times at each node is known, it is easy to calculate the sojourn times for non-overtaking paths.
The paper shows that in a single-class three node network which has two parallel paths ( Figure 3 ) the sojourn times at the various nodes are not all independent. Thus the non-overtaking condition cannot be generally relaxed. It is also shown that for any network with a single customer class the sojourn times along any path which permits overtaking cannot be independent at least under light traffic.
The paper is organized as follows. In section 2 the notion of a marked customer is made precise and some technical results are recalled.
The definition of overtaking is given in section 3 which also contains two basic lemmas. The main result occupies section 4 and the "negative" examples section 5. Some concluding remarks are collected in section 6.
The marked customer
It is convenient to first recall some results about Poisson processes.
•2-Let (S,£,P )be a probability space and Cxjj »t£ R+, an increasing family of sub-o-fields. For n = l,...,d let N » (Nfc), t^0, be independent (^f )-Poisson processes with rates X . Let N = (N^...,^), t >_ 0. We say that N is a (vector) (CJt)-Poisson process with rate X = (X1,...,Xd). The following statement is the strong Markov property for Poisson processes (see e.g. [4] .)
Lemma 2.1. Let T be an a.s. finite (9^)-stopping time. Then N is a (^f )-Poisson process with rate X, where
Nt =NT+t-NT,grt=cyT+t, t>_0.
Consequently CJl and QT •a{Nt,t>0} are independent.
The result will be used below in a slightly different form.
Consider the space (S,VJ-,PM). Recall that we can always assume that 
The general case now follows by a monotone class argument. n Consider now a Jacksonian network^\j with N nodes and L customer types. The arrivals of external customers of class £ at node i form an independent Poisson process with rate y . Node i is an M/M/l queuing system with FCFS discipline and service rate \i± independent of customer class. A class I customer who completes service at i changes into a class m customer and either immediately joins the queue im ij ij at j with probability r m or leaves the network with probability riQ.
Naturally } \\ r., = 1. Let {X.} be the solution, assumed unique, to the equations
j=l m=l J J Following [6] or [7] we give a precise description of the Markov process describing the evolution of the state of the network. Let (ii) External arrivals. For 1 <_i <N, 1 <_ £ <_ L, let U* = X, Ai : Ui "*" X with Ai(xi»*»*»xN^= (xi*-•• ff''xj,,.
••,x ), and let n; be an independent Poisson process with rate y .
and let N be an independent Poisson process with rate u r .
Let X be an independent random variable with values in X; X is the initial state. Then the state process (X ), t > 0 is the unique rightcontinuous piecewise constant solution of the differential equation
Let N=(N*,...,N^), t>0, with rate X-(X1,...,\d), be the 
where p = XX, . (See [6] or [8] ). The state process (X ) is now stationary.
Suppose now that at time 0 a customer of type 9. , call him C, is introduced at the end of the queue at node 1 and that after he leaves node 1 he proceeds in sequence through nodes 2,3,...,n, maintaining class identity £. while he is at node i. We wish to analyze the -6-sojourn times of C at these nodes. To do this we need to augment the state description of the network from (X ) given above to (Xfc) say, so that at t the position of C in the network is given by X^. We do this simply by increasing the number of customer classes to 2L with zero external arrival rates for the new classes L+1,...,2L, and by agreeing to "mark" the customer C as being of class L+£ whenever "unmarked" he Evidently T is a stopping time of the process (X ). We show in section 4 that S ,...,S are all independent if the path (l,...,n)
does not permit overtaking.
The non-overtaking condition £m
Recall the routing probabilities (r..} introduced previously. Pij =^7r=(1»i1»---»1m»J) li")':L1>i1","i2»"-»iin^» for some V'-ii } Py = U^Ol^P^Tr'Gp^}.
-7-Thus P . is the set of all paths in the network going from i to j and P consists of those paths which in addition go via k. Note that the path (l,...,n) taken by C is in P . The condition means that all paths from i to i must go through i -;
hence a customer who traverses i_,...,i cannot be "overtaken" by I m any customer who enters i. after him. In Figure 3 , the path (1, 3) permits no overtaking, but the path (1,2,3) does because (1,3) does not go through 2.
Assumption. In the remainder of the section and the next section it is assumed that the path (1,2,...,n) permits no overtaking and the nodes i = l,...,n-l are without self-loop, i.e., r^= 0, all £,m. Lemma 3.1. (i) j f ?± for 1 <. j <_ i <_ n-1
Proof (i) By the assumption every path from j to k for j < i < k '_ n must go through i that is, P k = P.fc.
(ii) iG P , since (i,i+l) is a path. Next let jG pi+1« We show that j € p Let k S {i+2,... ,n} and it G P such that ir £ ?* . It it' G p and tt" £ P., . But then it" G p since (l,2,...,n) permits no ji ik. iK overtaking, and so it G p which is a contradiction. n
In the remainder of this section and the next we shall denote the augmented state process X by X . There should be no confusion since we will not need to refer to the unaugmented process. For any subset of nodes J C {1,...,N} let (X ) = {X |iGj} denote those components of X which correspond to the nodes in J. It is convenient to introduce a new node 0 to which go all the customers who leave the original Later N will be used to construct a simpler network equivalent toc.AI.
Recall Definition 2.1. The next lemma summarizes the crucial observation that after T _ the progress of C depends only upon the state of the queues in nodes Q. at T. , and the -processes N1 after
Ti-r
Lemma 3.2. For i = l,...,n-l, there is a measurable mapping <j>.
depending only on P such that pi Qi -i.
("depending only on P±" means that $ is the same for all networks with N nodes L classes for which (l,...,n) permits no overtaking and which have the same set P .)
Proof. Evidently, there is a function f , depending only on P , such that
where F is the set of flows of customers going from P^to P and We show here that the sojourn times S^...^of C are all independent. Moreover S± has the same distribution as the sojourn time of a customer in an M/M/1 queue (in equilibrium) with arrival rate X^â nd service rate u±. Recall that X± is the total average arrival rate into node i.
We first give an outline of the proof (see Figure 2 ). The idea is to reduce the problem to the path (2,...,n). To do this it will be shown that in<^\|. Proof. This is obvious if h(f(z1),z2) =h1(f(z1))h2(z2). The result follows from this using a monotone class argument.°L emma 4.4. In<^\|, S. and (S0,...,S ) are independent.
J. z n Proof.
It is convenient to denote P -P1# Q -Q » P U {1}, R = {i|l<i<N,i£Q}.
The proof is divided into several steps.
Step 1. P(X* |Xg ,SX) =P(X* Is^. 
(S^X^) -^(xJ^X^N1). (4.2)
By definition of S ,we have (see Fig. 2 ), X* is measurable with Step 3. S1 and X are independent (4.6) bl p This is proved by using a technique of Reich [1] . Let W = X and let V Sl be the number of customers in node 1 at S1. For any complex number z, we find Now, again by the output theorem, the arrivals into node 1 form a
E{zV|w=w} = f E{zV|w=w,S =t}dP{S <t|w=w}
Poisson process with rate X and so
Since the left-hand side does not depend on w it follows that S and W are independent, and (4.6) is proved.
Step 4. S and (S«,...,S ) are independent.
First observe that by the output theorem for Jacksonian networks, the arrivals into node 1 form independent Poisson processes. Hence (see Figure 2 ) (XQ) is a strong Markov process and S;L is its stopping time. But by repeated use of Lemma 3.2 and the fact that ?2 U {2} C p.^= p we arrival rates: Yn = *>^i~0» Y3 =°» routing probabilities: x^= p = l_r13 =^Zq* r23 " 1; r30 = ly service rate at node i is u , i = 1,2,3.
We assume that X < u., X < p , X . p < u . Observe that the path (1,2,3 ).
permits overtaking since the path (1,3) does not go through node 2. Proof, (i) The paths (1,2) and (2,3) do not permit overtaking and so the result follows from Theorem 4.1.
(ii) The idea behind the proof is this. If S-is large, then C is likely to leave behind him many customers in node 1. Therefore it is likely that some of these will overtake C, by using the path (1, 3) , and arrive at node 3 before C. Thus at node 3 C will find a larger queue, thereby increasing S_. This reasoning suggests that S-and S are positively correlated. We now give a formal proof.
By the strong Markov property (applied to the augmented state process and its stopping time S.) it follows that 2 3 1 a(n;x2,x3) = E{S3|Xg =x2>Xs =x3,Xg =n} is well-defined. We claim that for all (x«,x~,n) a(n+l,x2,x3) > a(n;x2,x3) (5.1)
To see this consider 
Let t* > t > 0. Then OO c(t') -c(t) = J] a^Xtbdilt^-bCn+DltOl-IbdilO
This shows that E(S3|S1=t,> >E{S3|S1=t}, t1 >t>0
and so S.., S-are not independent. n For our second example we return to the N node network discussed earlier. Suppose there is a single customer class. Let cy = e(y ,...,y ), 0 < e < 1, be the external arrival rates, {r } the routing probabilities and eX « c(X ,...,X ) the average total arrival rates.
Suppose the path (l,...,n) permits overtaking. Let i >_ 2 be the largest integer such that (l,...,i) permits no overtaking but (l,...,i+l)
does. From now on let i+1 = n. And let tt = (l'-l^1,... ,m* ,n) be a path "parallel" to (l,...,n) as in Figure 6 .
As before let C enter node 1 at TQ = 0 when the network is in .2) and moreover they are independent by Theorem 4.1 since (l,...,n-l) permits no overtaking.
We shall show that S. and S are dependent, at least for e > 0 1 n sufficiently small. We adapt an argument of Burke [10] .
Let E be the event that there is a customer, say C1, in service at node 1 « l1 at time T which is when C leaves 1. The probability that C' takes path tt' is r' = r1.2'r2'3,,',r(m-l),m|rm,n r1 > 0 since tt1 is a path (Definition 3.1).
For each node n let M be an independent random variable with the The probability that C will encounter a busy server at node n conditioned on the event E is P{X _>0|E}.
n-1
Lemma 5.1. PttJJ _>0|E} >r'P^T^-T^Q-ttU.
Proof. Cf is in service at 1' at T^and so will complete service at T + M , and enter 2' with probability r^,. If C finds 21 empty, he will immediately enter service. If C finds another customer in service call the latter C1. Then C will complete service at 2' at time T, + M,. + M0, and move to 3' with probability r , ,. In any case,
-20-conditioned on E, C will enter 3' at T + M^+ M2, with probability r » fr ,~,. Continuing in this way, and renaming customers if necessary, C' will enter node n at time T1+M1,+..,+M^, = Tj+Q with probability r*. If C' encounters a customer in service at n call the latter C1. Then C will leave n at T. + Q + M so that C* is in service P^Z^t < E si< EMki+Mn> >P(53Mk.<a>p^a < E Si<b}P{Mn>b} >0.
Moreover b(e) varies continuously with e and so the assertion follows.
n Customers arrive into node 1 at an average rate e> > 0. They need not arrive in a Poisson stream, but since the unmarked process is stationary, there is t(e) < «» such that with probability at least onehalf a customer arrives at node 1 if S. = T. > t(g), i.e., P(E|S1>T(£)) =P(X^>0|S1>x(e)) >1/2. On the other hand the unconditional distribution of X,^is just n its equilibrium distribution [9] and so,
Esn -u-Pn'"1";;1.
and so for e, equivalently p , sufficiently small E S |s.>T(e)} > ES n1 1 n so that S. and S are dependent.
Theorem 5.2. Let be a Jacksonian network with a single class. Along any path which permits overtaking the various sojourn times are not all independent for sufficiently low traffic intensities.
Concluding Remarks
In networks which are trees every path permits no overtaking and so the sojourn times at the various nodes are independent. Thus the results of [3] follow from Theorem 4. It may be worth recalling here that by the output thereom [6, 7] customers of each class leave the system in a Poisson stream, although by the example in [7] the flow of customers between any two adjacent nodes is not Poisson.
conjecture that the independence holds only along paths which permit no overtaking. Suppose that of a node in the network has an M/M/m queuing system with m >_ 2. The existence of parallel servers clearly permits overtaking and this suggests that independence will not hold along a path containing such a node. This has been shown by Burke [10] for light traffic in a tradem connection of 3 nodes in which the middle node is M/M/m, m >_ 2 and the extreme nodes are M/M/1. It should be possible to extend this result. 
