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Abstract
Despite the growing popularity of deep learn-
ing technologies, high memory requirements
and power consumption are essentially limit-
ing their application in mobile and IoT ar-
eas. While binary convolutional networks
can alleviate these problems, the limited
bitwidth of weights is often leading to sig-
nificant degradation of prediction accuracy.
In this paper, we present a method for train-
ing binary networks that maintains a stable
predefined level of their information capac-
ity throughout the training process by apply-
ing Shannon entropy based penalty to convo-
lutional filters. The results of experiments
conducted on SVHN, CIFAR and ImageNet
datasets demonstrate that the proposed ap-
proach can statistically significantly improve
the accuracy of binary networks.
1 Introduction
With a rapid evolution of mobile devices from sim-
ple tools for voice and data transfer to multifunctional
intelligent gadgets performing multiple deep learning
tasks like image classification, object detection or nat-
ural language processing, there is a substantial need in
fast, power-efficient and robust neural networks. One
promising approach to this problem is reducing the
bitwidth of weights, which in extreme cases leads to
emission of binary networks, where commonly used
floating-point weights are replaced with binary ones.
Such reduction results in up to 32 times smaller net-
work size and more efficient inference on CPUs and
specialized hardware [18, 19]. However, binarization
also leads to a substantial accuracy drop caused by
the reduction of information capacity in the convolu-
tion filters. The latter one can be measured by Shan-
non information entropy (H) according to the basic
principles of the information theory.
In this paper, we propose a novel solution for the prob-
lem of restricted performance of binary networks that
is controlling and stabilizing of their information ca-
pacity. The proposed approach ensures the best rep-
resentation of information in the convolutional filters,
which leads to a higher overall prediction accuracy.
Our main contributions are as follows:
• For the first time, we propose the concept of in-
formation capacity regularization in convolutional
neural networks.
• A new regularization technique is developed:
Shannon entropy based information loss penalty
for binary convolutional neural networks.
• We show that maintaining the upper-level value of
information entropy in convolutional filters during
the training process leads to a higher prediction
accuracy of binary neural networks.
The rest of the paper is organized as follows. Section 2
gives an overview of the related works. Section 3 de-
scribes the proposed approach in detail, and Section 4
provides the experimental results obtained on several
common machine learning problems. Section 5 con-
cludes this work.
2 Background
In this section, we review the existing techniques re-
lated to binary neural networks and application of the
entropy-based approaches in the field of machine learn-
ing.
2.1 Binary Neural Networks
Training and inference with deep neural networks usu-
ally consume a large amount of computational power,
which makes them hard to deploy on mobile devices.
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Recent network binarization approaches [5, 6, 16, 17,
36, 48] offer an efficient solution for these tasks by
using binary weights and fast bitwise operations that
are radically accelerating the computations and reduc-
ing the size of the network by up to 32 times, how-
ever, at the cost of lower prediction accuracy. Accord-
ing to the theoretical analysis [36], the binarization of
weights and quantization of activation functions can
bring 2 to 58 times speedup. The convolutions with bi-
narized weights require only addition and subtraction
operations (without multiplications) that results in 2
times reduction of computation time, while additional
binarization of activations, and usage of XNOR and
POPCOUNT operations can provide up to 58 times
speedup [6].
In works [5, 6, 17], the authors proposed constrain-
ing weights and activations to binary values ∈ {1,−1}
and using efficient XNOR and POPCOUNT opera-
tions instead of matrix multiplications. Built on a
similar idea, XNOR-Net [36] introduces a channel-
wise scaling factor to improve approximation of full-
precision weights and stores weights between layers in
real-valued variables. Replacing the channel-wise scal-
ing factor with one scalar for all filters of each layer
and focusing on different bitwidth of weights and acti-
vations is the main idea of DoReFa-Net [48] that shows
the effectiveness of the binary network with 4-bit ac-
tivations. The quantization of activations in binarized
U-Net [43] with varied bitwidth reduces the memory
consumption by up to 4 times without compromising
the performance. An ambitious attempt to use only
binary weights is taken in ABC-Net [30] that is es-
sentially reducing the drop in top-1 accuracy on the
ImageNet dataset. By providing 3 to 5 binary weight
bases to approximate full-precision weights, ABC-Net
demonstrates an increased information capacity, as
well as an enlarged size and complexity.
While the previously proposed approaches are achiev-
ing a significantly reduced computational load and
smaller network size due to the restricted weight
bitwidth, this also leads to essential drop of prediction
accuracy. Finding a way to accurately train binary
neural networks still remains an unsolved task. One
natural way to solve this problem is to measure and
control the quantity of information in the binary net-
work that can be done, for example, with a classical
measure of information quantity — Shannon informa-
tion entropy.
2.2 Entropy-Based Learning Methods
Shannon information entropy (H) is defined as an
expected amount of information in a random vari-
able [38], and is widely used, together with its suc-
cessors, as a measure of information value in differ-
ent fields, including chemistry, medicine [9, 21, 24],
robotics and machine learning. In deep belief net-
works, the maximum entropy learning algorithm pro-
vides better generalization capability than the maxi-
mum likelihood learning approach, ensuring a less bi-
ased distribution and robust to over-fitting predictive
model [23]. Shannon entropy inspired the creation of
cross-entropy loss function [44] that is commonly used
for training various networks performing data classifi-
cation. Another successor is the Kullback-Leibler di-
vergence [27] that is employed for training deep be-
lief networks [29], where maximization of the model
parameters entropy ensures a more efficient general-
ization. Maximum entropy principle is also used for
maximization of the expected reward in reinforcement
learning [33, 39, 45] to define the probability of a
trajectory and to choose a near-optimal expert pol-
icy [2, 46].
According to the principle of maximum entropy H,
the better generalization is achieved when the input
data distribution is as uniform and unbiased as pos-
sible when dealing with estimation problems given in-
complete knowledge [22]. Thus, increasing the entropy
of the input data by adding random noise improves the
robustness to over-fitting on small data sets [1, 22].
Multi-sensor data fusion with entropy maximization
also ensures an effective imaginary reconstruction [40].
Maximum entropy principle gives the ability to ex-
tract the learned features from the input data and
provides a better prediction accuracy for deep neural
networks [7]. High information quantity in the form
of the highest homogeneity of samples in child nodes
is maintained by entropy-based information gain ra-
tio and Gini impurity measures in such nonparametric
supervised learning methods as decision tree [35] and
decision stream [20].
Entropy maximization methods are used to train gen-
erative networks for texture synthesis [31] and for re-
construction of macroeconomic models [11]. It was
shown that penalizing the entropy of the network’s
output distribution improves the exploration in re-
inforcement learning, acts as a strong regularizer in
supervised learning [34], and improves medical im-
age segmentation [14]. In this paper, we make an
attempt to go further and propose a new regulariza-
tion approach for controlling information entropy of
the weight distribution in the convolutional filters of
binary networks.
3 Information Loss Penalty
In this section, we introduce an approach for control-
ling information capacity of binary neural networks
with Shannon information based loss penalty. First,
Dmitry Ignatov, Andrey Ignatov
we describe the calculation of the entropy H for binary
convolutional filters, and then present the information
loss penalty for networks with binary weights backed
by real-valued variables.
The sum S(·) of absolute values of weights Wf in the
convolutional filter f and the difference ∆(·) between
the quantity of positive (+1) and negative (−1) values
of Wf are defined for every convolutional filter as:
S(Wf ) =
n∑
i=1
|wfi | , (1)
∆(Wf ) =
n∑
i=1
wfi , (2)
where n denotes the size of tensor Wf . These values
are used to calculate the probability density functions
for positive and negative weights Wf in the filter ac-
cording to:
P (Wf ) =
S(Wf ) + ∆(Wf )
2 · S(Wf ) , (3)
N(Wf ) =
S(Wf )−∆(Wf )
2 · S(Wf ) . (4)
The Shannon information entropy of the binary weight
distribution in convolution filter is then computed us-
ing the above density functions P (·) and N(·) as:
Hf (Wf ) = −(P (Wf ) · Log2P (Wf )+
N(Wf ) · Log2N(Wf )) .
(5)
The mean information entropy for all convolutional
filters in the network with binary weights WB can be
obtained with:
Hf (W
B) =
∑N
f=1Hf (W
B
f )
N
, (6)
where N denotes the total number of filters, and WBf
is a tensor with binary weights corresponding to filter
f . The estimation of the time complexity of function
Hf (·) for conventional deep neural network architec-
tures is O(N).
Following [6], to binarize a floating-point network we
constrain the weights to +1 and −1, which is advan-
tageous from a hardware perspective, and in order to
transform the real-valued variables into discrete val-
ues, we use the deterministic binarization function B:
WB ← B(WR) , Sign(WR) ,WR 7→
WB : WBi =
{
+1 if WRi ≥ 0,
−1 otherwise,
(7)
where the calculated binary weights WB are used in
both forward and backward passes of the network com-
putations, and the original real-valued weightsWR are
utilized in the update phase of the training procedure.
The previously introduced information entropy (Eq. 6)
was defined only for binary weights, while the net-
work optimization is performed on floating-point vari-
ables. Though binary weights can be substituted with
WB = Sign(WR), in this case we will get a non-
differentiable loss function. To avoid this problem and
provide differentiable Hf (.), we propose approximat-
ing the Sign function of WR with:
ŴB ← Tanh(10k ·WR) ,WR 7→
ŴB : ŴBi = Tanh(10
k ·WRi ) ,
(8)
where ||WB−ŴB || < 10−8 for k = 5 based on the ex-
perimental results. Using this approximation of binary
weights ŴB , we can estimate the information loss as
an absolute difference between the expected informa-
tion entropy He and the actual one Hf (ŴB):
HLoss(Ŵ
B) = ||He −Hf (ŴB)|| , (9)
where He provides the control over the network infor-
mation capacity, and its biggest value for the binary
distribution (He = 1) corresponds to the maximum
information capacity. The resulting information loss
penalty is added to the overall loss function in a con-
ventional way:
Loss += λ ·HLoss(ŴB) , (10)
and is used in the back-propagation algorithm for net-
work training.
4 Empirical Verification
To evaluate the performance of the information loss
penalty and to explore its properties, we conducted
several experiments with binary networks on common
machine learning problems. Below we are examining
the impact of He on the network’s performance and
information capacity, and compare the obtained accu-
racy values (mean and 95% confidence interval) with
the results of the standard binary and full-precision
networks.
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4.1 Datasets
• CIFAR-10 and CIFAR-100 image classification
datasets [25] : 10 and 100 classes, respectively, 32×32
px images, 50K training and 10K validation samples.1
• SVHN a real-world digit image classification
dataset [32] : 10 classes, 32×32 px images, 73K train-
ing and 26K validation samples.2
• ImageNet ILSVRC12 classification dataset [37] :
1000 classes, 224×224 px images, 1.28M training and
50K validation samples.3
4.2 Training Process
All experiments were performed on Nvidia GK110B
GPUs for both full-precision and binary networks. The
models were trained to minimize cross entropy loss
function additionally augmented with the information
loss penalty (Eq. 9) in the corresponding experiments.
Following [15], all networks were trained using stochas-
tic gradient descent. On SVHN and CIFAR datasets,
the networks were trained for 40 and 300 epochs, re-
spectively, using batch sizes of 64 and 128 for full-
precision and binary networks. The initial learning
rate was set to 0.1, and was divided by 10 at 50% and
75% of the total number of training epochs. On Im-
ageNet dataset, the images were resized to 224×224
px, and the models were trained for 90 epochs with
a batch size of 256. The learning rate was initially
set to 0.1, and was decreased by 10 times at epochs
30 and 60. A weight decay of 10−4 [10] and a Nes-
terov momentum of 0.9 [41] were used without damp-
ing. We utilized DoReFa-Net binarization technique
for weights quantization [48], adapting its implemen-
tation4 for our tasks, and keeping full-precision first
and last layers [4, 16, 48]. A 4-bit uniform quanti-
zation is applied to activations [28] starting from the
outputs of the first layer.
To ensure a fair comparison between full-precision, bi-
nary networks and binary networks with the informa-
tion loss penalty, we are using identical experimental
settings in all three cases, including data preprocess-
ing and optimization settings. For the experiments, we
used five publicly available network architectures: for
ImageNet classification — PyTorch5 implementation
of DenseNet-121 [15], ResNet-18 [12], Inception v3 [42]
and AlexNet [26] from TorchVision package, for other
1https://www.cs.toronto.edu/~kriz/cifar.html
2http://ufldl.stanford.edu/housenumbers
3http://www.image-net.org
4https://github.com/zzzxxxttt/Pytorch_DoReFaNet
5https://pytorch.org (PyTorch v. 1.0, Cuda v. 10.0)
datasets — pre-activation ResNet-186 [13]. An auxil-
iary classifier in the binary Inception network was kept
full-precision. Binarization leads to 32× compression
of the hidden layers and a commensurate reduction of
the model memory footprint (Table 1).
Table 1: Memory consumption of the inference models.
Model Output
size
# para-
meters
Memory footprint, MB
Full-precision Binary∗
Pre-activation
ResNet-18
10 11.2M 44.7 1.4
100 11.2M 44.9 1.6
DenseNet-121 1000 8.0M 32.4 1.3
ResNet-18 1000 11.7M 46.8 3.6
Inception-v3 1000 27.2M 108.9 11.6
AlexNet 1000 61.1M 244.4 23.5
∗ The first and the last layer are full-precision.
During the training process, using additional informa-
tion loss penalty resulted in computational overhead
of 6.3 ± 0.8%.
4.3 Classification Results
First, we conducted a series of preliminary experiments
aimed at determining the optimal values of parame-
ters λ and He, where the accuracy of pre-activation
ResNet-18 binary network was assessed on the vali-
dation subsets of SVHN, CIFAR-10 and CIFAR-100
datasets. In the first set of experiments, the value of
the expected information entropy was kept constant
and equal to its maximum value (He = 1), while the
value of λ = 10−n was varied between 10−7 and 1 with
a step size of n = 1, resulting in the optimal value
λ = 10−4.
In the second set of experiments, we used the obtained
value of λ, but varied the target entropy He between
0.8 and 1 with a step size of 0.01. The results demon-
strated that the optimal value of He is equal to 0.97,
and in the next experiments we used the obtained val-
ues ofHe and λ to get the final results. We also trained
pre-activation ResNet-18 network with the highest tar-
get entropy (He = 1) to analyze its performance in this
case.
Table 2 summarizes the classification results obtained
on SVHN, CIFAR-10, CIFAR-100, and ImageNet 2012
datasets with full-precision networks and binary net-
works trained with common parameters and with ad-
ditional information loss penalty. On SVHN and
CIFAR datasets, the networks with binary weights
show an accuracy drop of 0.35-3 % compared to their
full-precision versions that corresponds to the results
6https://github.com/kuangliu/pytorch-cifar
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Table 2: The top-1 accuracy and 95 % confidence intervals for full-precision and binary neural networks on four
machine learning datasets.
Model He
SVHN CIFAR-10 CIFAR-100 ImageNet 2012
Pre-activation ResNet-18 DenseNet-121 ResNet-18 Inception-v3 AlexNet
Full-precision — 96.45 ± 0.11 95.23 ± 0.20 76.78 ± 0.19 76.4 [15] 69.3 [36] 78.8 [42] 56.6 [36]
Binary
— 96.10 ± 0.08 93.43 ± 0.19 73.07 ± 0.18 65.12 59.26 72.61 53.36
0.97 96.27±0.07 93.82±0.17 73.48±0.16 67.14 61.36 73.83 54.07
1.00 96.14 ± 0.08 93.51 ± 0.19 73.20 ± 0.17 — — — —
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Figure 1: Training curves for full-precision and binary networks with and without the information loss penalty
on four machine learning datasets.
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interval) in binary pre-activation ResNet-18 model trained with He = 0.97 (left) and He = 1.00 (right) on
CIFAR-100 dataset.
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of [8, 17, 48]. Augmenting the target loss with the in-
formation loss penalty and aiming at the highest pos-
sible entropy value (He = 1) is leading only to a slight
improvement of the accuracy by 0.04-0.13% in case of
pre-activation ResNet model. Lowering the target en-
tropy He to 0.97 resulted in larger accuracy improve-
ments: 0.17%, 0.39% and 0.41% for pre-activation
ResNet on SVHN, CIFAR-10 and CIFAR-100 datasets,
respectively. This effect can be explained as follows:
while the largest entropy is theoretically leading to the
highest information capacity, it is also forcing the net-
work to use the highest variety of weights, therefore
preventing it from learning different modifications of
the same filter targeted at different patterns, which
can be crucial in many classification tasks.
On the ImageNet classification problem, our PyTorch
implementation of binary ResNet-18 and AlexNet
models provided the same state-of-the-art accuracy
(Table 2) as the DoReFa-Nets [48] with 4-bit acti-
vations: 59.2% and 53.0%, respectively. Our vanilla
binary versions with full-precision external layers out-
perform 4-bit DenseNet-121 (4.1MB) and 6-bit Incep-
tion v3 (20.4MB) with 8-bit activations that are show-
ing the accuracy of 63.0% and 72.5%, respectively [47].
Compared to the DenseNet-45 (7.4MB) with binary
weights/activations and an accuracy of 63.7% [3], we
provide a more precise while 5.7× smaller DenseNet-
121.
By adding the information loss penalty with He =
0.97 and λ = 10−4, the top-1 classification accuracy
was drastically improved to 67.14%, 61.36%, 73.83%
and 54.07% with DenseNet, ResNet, Inception and
AlexNet models, respectively. While this performance
still leaves room for improvement when compared to
full-precision models, it shows a significant advantage
over the previously proposed attempts to improve the
accuracy of the binarized networks with a fixed archi-
tecture and 4-bit activations on the ImageNet dataset.
Figure 1 demonstrates that the information loss
penalty does not cause the training curve to be signif-
icantly altered, though it consistently shows a higher
level of accuracy during the entire training. The reason
for this is the stabilization of the information entropy
in the binary network, reflected by a similar distribu-
tion of the real-valued and binary weights (Fig. 2) in
the network’s filters. As one can see, a higher level
of H corresponds not only to a lower skewness, but
also to smaller absolute values of weights, which shows
a similarity between the information loss penalty and
the classical regularization methods such as L1 and L2
norms.
5 Conclusion
In this paper, we report on the first attempt to con-
trol information capacity of deep binary networks with
a new regularization technique — information loss
penalty. By maintaining an appropriate level of infor-
mation entropy in every convolutional filter and pro-
viding a stable information capacity of the entire bi-
nary network, the proposed algorithm provides bet-
ter generalization ability and improves the accuracy
in classification tasks. The main parameter of the al-
gorithm — expected information entropy, — provides
an opportunity to determine the optimal information
capacity level and force the network to maintain this
level throughout the entire learning process. By con-
trolling information entropy of the binary network, we
outperformed the existing state-of-the-art binary so-
lutions using 4-bit activation functions and got closer
to the prediction accuracy of their 32-bit counterparts
on SVHN, CIFAR, and ImageNet machine learning
datasets.
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