Nanoscale Structures and Fracture Processes in Advanced Ceramics: Million-Atom MD Simulations on Parallel Architectures. by Omeltchenko, Andrey A
Louisiana State University
LSU Digital Commons
LSU Historical Dissertations and Theses Graduate School
1997
Nanoscale Structures and Fracture Processes in
Advanced Ceramics: Million-Atom MD
Simulations on Parallel Architectures.
Andrey A. Omeltchenko
Louisiana State University and Agricultural & Mechanical College
Follow this and additional works at: https://digitalcommons.lsu.edu/gradschool_disstheses
This Dissertation is brought to you for free and open access by the Graduate School at LSU Digital Commons. It has been accepted for inclusion in
LSU Historical Dissertations and Theses by an authorized administrator of LSU Digital Commons. For more information, please contact
gradetd@lsu.edu.
Recommended Citation
Omeltchenko, Andrey A., "Nanoscale Structures and Fracture Processes in Advanced Ceramics: Million-Atom MD Simulations on
Parallel Architectures." (1997). LSU Historical Dissertations and Theses. 6438.
https://digitalcommons.lsu.edu/gradschool_disstheses/6438
IN FO R M A T IO N  TO  USERS
This manuscript has been reproduced from the microfilm master. UMI 
films the text directly from the original or copy submitted. Thus, some 
thesis and dissertation copies are in typewriter face, while others may be 
from any type of computer printer.
The quality of this reproduction is dependent upon the quality of the 
copy submitted. Broken or indistinct print, colored or poor quality 
illustrations and photographs, print bleedthrough, substandard margins, 
and improper alignment can adversely afreet reproduction.
In the unlikely event that the author did not send UMI a complete 
manuscript and there are missing pages, these will be noted. Also, if 
unauthorized copyright material had to be removed, a note will indicate 
the deletion.
Oversize materials (e.g., maps, drawings, charts) are reproduced by 
sectioning the original, beginning at the upper left-hand comer and 
continuing from left to right in equal sections with small overlaps. Each 
original is also photographed in one exposure and is included in reduced 
form at the back of the book.
Photographs included in the original manuscript have been reproduced 
xerographically in this copy. Higher quality 6” x 9” black and white 
photographic prints are available for any photographs or illustrations 
appearing in this copy for an additional charge. Contact UMI directly to 
order.
UMI
A Bell & Howell Information Company 
300 North Zeeb Road, Ann Arbor MI 48106-1346 USA 
313/761-4700 800/521-0600
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
NANOSCALE STRUCTURES AND FRACTURE PROCESSES IN 
ADVANCED CERAMICS: MILLION-ATOM MD SIMULATIONS ON 
PARALLEL ARCHITECTURES
A Dissertation
Submitted to the Graduate Faculty of the 
Louisiana State University and 
Agricultural and Mechanical College 
in partial fulfillment of the 
requirements for the degree of 
Doctor of Philosophy
in
The Department of Physics and Astronomy
by
Andrey Omeltchenko 
B.S., Moscow Institute of Physics and Technology, 1992
May 1997
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
UMI Number: 9736033
UMI Microform 9736033 
Copyright 1997, by UMI Company. All rights reserved.
This microform edition is protected against unauthorized 
copying under Title 17, United States Code.
UMI
300 North Zeeb Road 
Ann Arbor, MI 48103
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
ACKNOWLEDGMENTS
I consider myself very fortunate to have had an opportunity to work with my 
advisors, Drs. Rajiv K. Kalia and Priya Vashishta, who have put together an excellent 
research team at the Concurrent Computing Laboratory for Materials Simulations 
(CCLMS). I am grateful for their continuous guidance and support. I am indebted to 
Dr. Rajiv K. Kalia for his patience and help in revising this thesis.
I gladly acknowledge the contributions of my other collaborators in the research 
projects related to this thesis, Drs. Kenji Tsuruta, Jin Yu, Aiichiro Nakano, and Ingvar 
Ebbsjo. I appreciate the time and effort of Timothy Campbell, Alok Chatterjee, Brent 
Neal, and Dr. Martina Bachlechner who carefully read this thesis. I am also grateful to 
all other members of CCLMS with whom I had an opportunity to interact: Philip 
Walsh, Gonzalo Gutierrez, Haiping Yan, and Drs. Wei Li, Jose Rino, Guang-Lin Zhao, 
Jinghan Wang, and Shuji Ogata.
I would like to thank Dr. Donald Brenner of North Carolina State University for 
providing the latest version of his interatomic potential for hydrocarbons.
I am grateful to Drs. Randall Hall, Richard Kurtz, William Metcalf, and Marc 
Levitan for serving on my thesis committee.
I would like to acknowledge financial support in the form of Teaching 
Assistantship from the Department of Physics and Astronomy and Research 
Assistantship from CCLMS. The research projects on which I based my thesis were 
supported by DOE, NSF, AFOSR, Army Research Office, USC-LSU Multidisciplinary 
University Research Initiative, and Louisiana Education Quality Support Fund 
(LEQSF). Simulations were performed on the 128-node IBM SP computer at Argonne 
National Laboratory and the parallel machines at CCLMS. The computer facilities at 
CCLMS were funded by LEQSF.
ii
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
I am grateful to my advisor during my first two years in the program, late Dr. 
Joseph Callaway, with whom I enjoyed working.
I greatly appreciate the assistance of the secretaries in the Department: Amell 
Jackson, Karla Lockwood, Beverly Rodriguez, Karen Cashio, and Cathy Mixon. The 
success of this project depended on professional system management of computer 
facilities in CCLMS by Monika Lee.
I would like to acknowledge the LSU-Ukrainian Exchange Program and its 
founders, Chancellor H. Rouse Caffey of LSU Agricultural Center and Dr. Gennady 
Palshin of World Laboratory, for financial support and providing me with the 
opportunity to study at LSU.
I would also like to thank all my Ukrainian friends in Baton Rouge: Vadim, 
Ivan, Slava and Olga, Vladimir and Tamara, Galina, Roman, Sergey, Andrey, Alexey, 
Sergiy, Pasha, Paul, and others.
I wish to thank my wife, Anna, who has been a constant source of inspiration. 
Without her love, support, and patience, this thesis would not be possible.
I am thankful to my parents, my grandmother, my in-laws, and my older 
brother and his family for their support and understanding.
iii
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
TABLE OF CONTENTS
ACKNOWLEDGMENTS ......................................................................................  ii
LIST OF TABLES ...................................................................................................  vi
LIST OF FIGURES ...................................................................................................vii
ABSTRACT ..............................................................................................................  x
CHAPTER
1 INTRODUCTION ................................................................................. I
2 MOLECULAR-DYNAMICS SIMULATIONS ON
PARALLEL MACHINES ................................................................  6
2.1 Molecular-dynamics approach ..................................................... 6
2.2 Interatomic potentials ...................................................................  12
2.2.1 Silicon nitride potentials ...................................................  15
2.2.2 Reactive empirical bond-order potentials
for hydrocarbons ...............................................................  16
2.3 Multiresolution molecular-dynamics scheme ............................  22
2.3.1 Multiresolution in space ...................................................  23
2.3.1.1 Link-cell and neighbor lists...... .............................  23
2.3.1.2 Parallelization by domain decomposition ..........  27
2.3.2 Multiresolution in time .....................................................  30
2.3.2.1 Integration algorithms .......................................... 30
2.3.2.2 Multiple time-step (MTS) approach ...................  32
2.4 Calculation of physical properties from MD simulations .......... 38
2.4.1 Thermodynamics quantities .............................................  38
2.4.2 Structural correlations ....................................................... 39
2.4.3 Elastic moduli and stresses ...............................................  42
2.4.4 Dynamic correlations ........................................................ 45
3 THERMAL AND MECHANICAL PROPERTIES
OF MICROPOROUS SILICON NITRIDE .................................  47
3.1 Background ...................................................................................  47
3.2 Structural properties ...................................................................... 48
3.3 Elastic moduli ...............................................................................  53
3.4 Phonon density-of-states ..............................................................  54
3.5 Thermal conductivity .................................................................... 55
3.5.1 Thermal transport in crystalline and
disordered materials .......................................................... 55
3.5.2 Calculation of thermal conductivity using
MD simulations .................................................................  57
3.5.2.1 Equilibrium approach ........................................... 57
3.5.2.2 Non-equilibrium molecular dynamics (NEMD) 
simulations of thermal transport .........................  58
3.5.3 Thermal conductivity of amorphous silicon nitride ......... 61
3.6 Summary .......................................................................................  62
iv
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
4 DYNAMIC FRACTURE IN GRAPHITE ...................................... 63
4.1 Introduction ...................................................................................  63
4.2 MD simulations of fracture ..........................................................  64
4.3 Dynamics of crack propagation ................................................... 66
4.4 Fracture mechanics ......................................................................  72
4.5 Roughness exponents ...................................................................  79
4.5.1 Various approaches to calculating
roughness exponents .........................................................  82
4.5.2 Roughness exponent for fracture surface
in graphite .........................................................................  86
4.6 Summary .......................................................................................  88
5 CRACK-FRONT PROPAGATION IN
NANOPHASE SILICON NITRIDE ............................................... 90
5.1 Introduction ...................................................................................  90
5.2 MD simulation of nanophase Si3N4 ............................................  92
5.3 Fracture in nanophase Si3N4 .........................................................  97
5.4 Summary ......................................................................................... 102




Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
LIST OF TABLES
3.1 MD results for the first (Si-N) and second (Si-Si and N-N)
neighbor distances in a-Si3N4 ..............................................................  48
5.1 Average mass densities of simulated nanophase Si3N4 systems
consolidated at different pressures and the density of
crystalline a-Si3N4 ............................................................................... 93
vi
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
LIST OF FIGURES
2.1 Periodic boundary conditions in MD simulations shown
schematically in 2D................................................................................  8
2.2 Constant-pressure variable-shape MD............................................................ 12
2.3 Variables involved in the p™ term................................................................. 19
2.4 Schematic of dihedral rotation........................................................................  20
2.5 The structure of do-loops in the implementation of Brenner's
bond-order potential...............................................................................  21
2.6 Schematic of MD box decomposition into cells in (a) reduced space
and (b) real space....................................................................................  24
2.7 Force calculation using the link-cell list illustrated in two dimensions  25
2.8 The calculation of forces using cells of size smaller than
the cutoff distance..................................................................................  26
2.9 Implementation of parallel MD using domain decomposition..................... 27
2.10 (a) Numbering of cells on a node, (b) Extended node..................................  29
2.11 Multiple time-scale MD scheme where the force is split up
into short-range and long-range components.......................................  34
3.1 Structural correlations in amorphous silicon nitride.....................................  49
3.2 Nearest-neighbor coordination of silicon atoms in
a-Si3N4 as a function of the density of the system................................  49
3.3 Bond-angle distributions.................................................................................  50
3.4 Comer-sharing tetrahedra...............................................................................  50
3.5 The static structure factor of a-Si3N4 at a density of 2.8 g/cc......................  51
3.6 Snapshots of pores in a-Si3 N4 ......................................................................... 52
3.7 Average pore volume as a function of the density of the system................  52
3.8 Density dependence of the Young's modulus of a-Si3 N4 ............................. 53
3.9 Total (solid curve) and partial Si (dashed curve) and N (dotted curve)
phonon DOS of a-Si3N4  at 2.8 g/cc......................................................  54
vii
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
3.10 Schematic of the NEMD technique for the calculation of
thermal conductivity................................................................................  60
3.11 (a) Temperature dependence of thermal conductivity, k, at 2.8 g/cc
and (b) density dependence of K at 300K and 1500K.........................  61
4.1 Orientations in fracture simulations of a graphite sheet................................  65
4.2 Snapshot of cleavage fracture profile for the G( 1,1) orientation..................  67
4.3 Branched crack in a graphite sheet under 12% strain
in the G( 1,0) orientation.......................................................................... 68
4.4 Crack-tip dynamics for the G( 1,0) orientation. The applied
strain is 12%............................................................................................. 69
4.5 Crack-tip dynamics for the G( 1,0) orientation and applied strain
of 16%......................................................................................................  70
4.6 Snapshot of the final fracture profile in a graphite sheet under
16% strain in the G( 1,0) orientation.......................................................  70
4.7 Images of crack tips in a graphite sheet magnified to show atomic
configurations........................................................................................... 71
4.8 Stress-strain curves for a graphite sheet with a 50A notch
in (a) G( 1,1) orientation and (b) G( 1,0) orientation..............................  72
4.9 Energy (solid line) and “free energy” (dashed line) as a function
of time for (a) G (l,l) and (b) G(l,0) orientations.................................  73
4.10 Schematic of a slit-like plane crack.................................................................  74
4.11 Radial dependence of local stresses around the crack tip.............................. 76
4.12 Angular dependence of local stresses around the crack tip..........................  77
4.13 Angular dependence of the (7^ component of stress:
(a) equilibrium notch; (b) moving crack.............................................  78
4.14 Height-height correlation function computed for a single branch
of the fracture profile shown in fig. 4.6.................................................. 86
4.15 Return probability histogram (along the direction of branches)
for the branched crack profile shown in fig. 4.6...................................  87
5.1 Synthesis of nanophase materials by gas-phase condensation....................  91
viii
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
5.2 Nanocluster-assembled Si3N4 (a) before consolidation and
(b) after consolidation..........................................................................  93
5.3 Structural correlations inside the clusters (solid lines) and
in interfacial regions (dashed lines) of nanophase Si3N4......................  95
5.4 Structural correlations in bulk amorphous Si3N4 at a mass density
of 2.0 g/cc (solid lines) and the intercluster regions in the
nanophase system (dashed lines)............................................................ 96
5.5 The geometry used in fracture simulations of nanophase Si3N4...................  97
5.6 Snapshots of crack propagating in nanophase Si3N4 along with
large (>6.4 nm3) isolated pores..............................................................  98
5.7 Snapshot of the nanophase system fractured under
an applied strain of 30%.......................................................................... 99
5.8 Cleavage-like crack in the crystalline S i3N4 system under
an applied strain of 3%............................................................................. 100
5.9 Average crack-tip position for (a) nanophase and (b) crystalline
Si3N4 samples..........................................................................................  101
ix
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
ABSTRACT
Properties and processes in silicon nitride and graphite are investigated using 
molecular-dynamics (MD) simulations. Scalable and portable multiresolution 
algorithms are developed and implemented on parallel architectures to simulate 
systems containing 106 atoms interacting via realistic potentials.
Structural correlations, mechanical properties, and thermal transport are studied 
in microporous silicon nitride as a function of density. The formation of pores is 
observed when the density is reduced to 2.6 g/cc, and the percolation occurs at a 
density of 2.0 g/cc. The density variation of the thermal conductivity and the Young’s 
modulus are well described by power laws with scaling exponents of 1.5 and 3.6, 
respectively.
Dynamic fracture in a single graphite sheet is investigated. For certain 
crystalline orientations, the crack becomes unstable with respect to branching at a 
critical speed of -60% of the Rayleigh velocity. The origin of the branching instability 
is investigated by calculating local-stress distributions. The branched fracture profile is
characterized by a roughness exponent, a  -  0.7, above a crossover length of 50A. For
smaller length scales and within the same branch, a  -  0.4.
Crack propagation is studied in nanophase silicon nitride prepared by sintering 
nanoclusters of size 60A. The system consists of crystalline cluster interiors, 
amorphous intercluster regions, and isolated pores. These microstructures cause crack 
branching and meandering, and the clusters undergo significant rearrangement due to 
plastic deformation of interfacial regions. As a result, the system can withstand 
enormous deformation (30%). In contrast, a crystalline sample in the same geometry 
cleaves under an applied strain of only 3%.
x
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CHAPTER 1
INTRODUCTION
In recent years, computer simulation has been playing an increasingly important 
role in the physical science and engineering disciplines. This is largely due to rapid 
developments in computer software and hardware. Computer simulation is now widely 
accepted as an equally important method of scientific investigation as traditional 
theoretical and experimental approaches [1]. When dealing with complex systems, 
theoretical models often resort to arbitrary simplifying assumptions. These assumptions 
are only justified when all the essential features of the system are captured by the model. 
Only then can one get a good understanding of observed phenomena. However, a 
simple model may not contain enough details about the real system to allow for a 
meaningful comparison with experiment. On the other hand, experimental techniques 
face many technological and fundamental limitations. It is often very difficult to measure 
many important quantities and to make a direct comparison with a theoretical model. 
Computer simulations are especially useful in these situations as they often may help to 
bridge the gap between theory and experiment.
Materials science involves study of extremely complex systems. Properties of 
materials may depend on their structure on a range of length scales from angstroms 
(atomistic structure) to millimeters (in composite materials) and dynamics on time scales 
between femto seconds (atomic oscillation) and days and years (wear and fatigue). 
Many materials are produced in metastable states and thus their properties depend on 
processing. Computer simulation makes it possible to study real materials with realistic 
models. Once such a model is constructed and validated by comparison with
1
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experiment, one can use simulations to make predictions or to probe what is not 
accessible to experiment, such as processes which take place on a very short time scale.
Atomistic simulation is a powerful tool in studying various properties and 
phenomena relevant to material science at the microscopic level. Ab initio electronic 
structure calculations provide the most fundamental description of materials based solely 
on equations of quantum mechanics without any empirical parameters. Density- 
functional theory (DFT) with local density approximation (LDA) makes the problem 
suitable for computer simulations by replacing the complicated many-electron 
Schrodinger equation by a set of effective single-particle equations to be solved self- 
consistently [2, 3]. These first-principles calculations usually involve the diagonalization 
of large matrices representing single-particle Hamiltonians over a certain basis. As a 
result, the computation time scales as N3, where N is the system size (number of atoms).
About a decade ago, Car and Parrinello [4] proposed an ab initio molecular 
dynamics approach which combines the DFT-LDA treatment of electrons with molecular- 
dynamics approach for atomic nuclei. Since the electronic degrees of freedom relax 
much more rapidly than atomic nuclei, it is assumed that atomic wavefunctions can adjust 
instantaneously (Bom-Oppenheimer approximation) to each new atomic configuration. 
In the Car-Parrinello approach, the electronic degrees of freedom are represented by a 
fictitious Lagrangian with sufficiently small fictitious masses so that the electronic 
degrees of freedom rapidly adjust to each new position of the atoms. First-principle 
molecular dynamics calculations are tractable on modem computers for system sizes up 
to 10" atoms. The main computational bottleneck in this approach is the 
orthogonalization of single-particle wavefunctions.
Atomistic simulations that can handle systems containing > 102 atoms and also 
include electronic effects are feasible only with the tight-binding molecular-dynamics 
(TBMD) approach [5, 6]. In this method, the electronic degrees of freedom are
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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represented by an effective tight-binding Hamiltonian over a limited basis. The matrix 
elements of this Hamiltonian are fitted to reproduce the band structure and total energy 
calculated by a first-principles method. Recently, TBMD algorithms have been proposed 
in which the computation time scales linearly (O(N)) with the system size [7, 8]. As a 
result, system sizes ~103 atoms are now tractable.
For many purposes, one does not have to follow the time evolution of electronic 
wavefunctions, and instead the motion of atoms can be described by empirical 
interatomic potentials. The problem then reduces to solving a system of 3N coupled 
Newton’s equations of motion. This approach, known as molecular dynamics (MD), 
allows the simulation of very large systems. On a sequential machine, it is possible to 
carry out ~105 atom simulations and on a massively parallel machine 108 atom 
simulations are feasible. Molecular dynamics simulation provides phase-space 
trajectories, which are then analyzed using classical statistical mechanics. The key 
ingredient of MD simulation is the interatomic potential. Accurate predictions of 
material-specific properties require refined models of interatomic interaction. In recent 
years, a great deal of progress has been made in developing realisdc empirical potentials, 
such as the Embedded Atom Model (EAM) for metals and alloys [9, 10]; Tersoff s 
potential for carbon [11], silicon [12] and germanium [13]; Stillinger-Weber potential 
[14] for silicon and sulfur; and Brenner’s hydrocarbon potential [15, 16]. These 
interatomic potentials are designed to capture the essential features of the real systems, 
and the parameters in these potentials are fitted to experimental data and results of ab 
initio calculations. Such realistic potentials usually have complicated functional forms 
making them computationally intensive.
The principal limitations of atomistic simulations are relatively short characteristic 
length and time scales. In many instances, one is interested in phenomena spanning long 
lengths and occurring over long relaxation times. As a result, it is often necessary to
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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simulate systems with many atoms over a large number of time steps. Such a large 
system may be decomposed into subdomains, so that the problem becomes suitable for 
parallel computers. New powerful parallel architectures make it possible to simulate 
systems with 106- 108 atoms for 105-106 time steps (~10‘9 s).
The focus of this thesis is million-particle MD simulation of ceramic and 
microporous materials on parallel machines using 0(N) multiresolution algorithms. We 
have investigated structural, dynamical, mechanical, and thermal properties of 
crystalline, amorphous and nanophase silicon nitride and hydrocarbon systems.
Silicon nitride is an excellent material for applications involving extreme 
operating conditions, because of its toughness, light weight, resistance to high 
temperatures, and chemical inertness. Silicon nitride is widely used in automotive, 
aviation, and cutting tool industries. It is also used as a dielectric layer in electronics. 
The main problem with silicon nitride is its brittleness. Experiments indicate that 
materials with smaller grain size are less brittle than their coarse-grained counterparts. 
By sintering nanometer-size clusters it is possible to synthesize so-called “nanophase” 
materials which have much better mechanical and thermal properties than conventional 
crystalline or amorphous materials. Million-atom MD simulations have been performed 
to study crack propagation in crystalline and nanophase silicon nitride. Structure, 
mechanical, and thermal properties of amorphous and nanophase silicon nitride have also 
been investigated.
Recently, there has been much interest in understanding dynamic fracture. It has 
been argued that the terminal speed of the crack tip is limited by dynamic instabilities 
associated with crack branching. Another issue of considerable interest is the 
morphology of fracture surfaces. Experimental observations suggest that crack profiles 
in different materials under different conditions are described by very similar scaling 
exponents, that is they belong to the same universality class. To address these issues.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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we have also investigated dynamic fracture in a single graphite sheet containing 106 
atoms. The large size of the system is essential to study the scaling behavior of crack 
profiles.
The outline of this thesis is as follows: Chapter 2 contains a description of 
multiresolution MD algorithms and their parallel implementation; Chapter 3 deals with 
MD simulations of microporous amorphous silicon nitride — the morphology of 
micropores and their effect on the mechanical and thermal properties; MD simulations of 
dynamic fracture in graphite are reported in Chapter 4; and in Chapter 5 we describe the 
MD calculations and results pertaining to nanophase silicon nitride.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CHAPTER 2
MOLECULAR-DYNAMICS SIMULATIONS ON PARALLEL MACHINES
2.1 Molecular-dynamics approach
Molecular dynamics (MD) is a computer-simulation technique in which classical
equations of motion are solved for a set of atoms or molecules. Consider a system of N
atoms with coordinates { r , . } . and momenta {pf.} The atoms are treated as
point-like particles described by a classical Hamiltonian,
2
H = 'Zt l-+V,  ( 2 . 1)
, 2mj
where m( are atomic masses and V is the potential energy:
V = V(r,,r2.....r„). (2.2)
The potential function (2.2) is often approximated by a simple two-body potential,
<2-3>
L  i.J
where the pair potential, viy, depends on the atomic species (C, H, Si, etc.) and the
interatomic distance, rtj = |r, -  r;|. The Hamiltonian equations of motion,
dH . dH
r ' = 3 ^ ’ P' = _ 1 T ’ (2-4)OP, OT,-
for Hamiltonian (2.1) reduce to Newton’s second law,
m ,f,= f,, (2.5)
where f , is the force on /-th particle,
 r “ >. (2.6)
CT.
6
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The only input information in MD simulations is the expression for the potential energy
(2.2). Given an initial configuration {r,(0), p,(0)}, equations (2.5) are integrated
numerically to yield phase-space trajectories, i.e. positions and momenta of all atoms as a 
function of time, t : 
r, = r(r),
<2-7)P, = P,(0-
By taking averages over phase-space trajectories (2.7), it is possible to compute 
equilibrium properties of the system (thermodynamic quantities, structural and 
dynamical correlations). MD simulations may be also used to study non-equilibrium 
processes, such as microstructural evolution, thermal transport, fracture, etc.
The atoms are usually placed in a “box” and periodic boundary conditions (pbc) 
are applied at the box boundaries. Whenever a particle leaves the box on one side it 
immediately enters from the opposite side (see fig. 2.1(a)). This is equivalent to the 
whole space being filled with periodically repeated images of the MD box, as illustrated 
in fig 2.1(b). Furthermore, atoms near the boundaries of the MD box interact with 
particles in the appropriate periodic images of the box. Only the closest image particle is 
taken into account. (This assumption is known as the “minimum image convention”.) 
Periodic boundary conditions allow us to simulate an infinite system and thus eliminate 
surface effects in a well-defined manner, which is useful when simulating a bulk 
material. This infinite system is still constrained by the periodicity requirement, and a 
large number of atoms in the box is necessary to minimize fmite-size effects.





Figure 2.1 Periodic boundary conditions in MD simulations shown schematically in 2D: 
(a) MD box with pbc; (b) space filled with periodically repeated images of the box.
A system consisting of N  atoms in a box described by the Hamiltonian (2.1) 
corresponds to a microcanonical ( NVE) ensemble, in which the total energy ( E), the 
number of atoms ( N), and the system volume ( V) are conserved. Other thermodynamic 
quantities such as pressure, P, temperature, T, and chemical potential, fi,  fluctuate 
around their average values. In the thermodynamic limit ( N  —»°°), the relative value of 
the fluctuations goes to zero as l/V w , and the microcanonical ensemble becomes 
equivalent to canonical ( NVT ), grand canonical (/iV T ), isobaric ( NPE) and other 
ensembles. However, these ensembles are not equivalent for a finite system. Although 
the microcanonical ensemble is the most natural choice for MD simulation, certain 
physical situations require that the MD simulations be carried out at constant pressure 
and/or temperature.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
73
9
Different techniques have been proposed to perform constant-temperature MD 
simulations [17-21]. All of them are based on modifying the equations of motion, so 
that the instantaneous temperature (T = 2K/3NkB, where K is the total kinetic energy) is 
constant,
T = Trtq, (2.8)
or at least the average temperature is maintained at a desired value
(2.9)
It has been shown [19, 21] that by enforcing the condition (2.8) one significantly 
modifies the dynamics of the system (especially for small system size), whereas (2.9) 
may be accomplished with only a small perturbation. A simple way to control the 
instantaneous temperature, 7 \ is to scale the particle velocities to a desired temperature,
as
whenever
r. - » rr . V W r ’ (2 . 10)
T - T .n q
rcq
> £ , (2 . 11)
where e is the tolerance. Typically, e is chosen to be larger than the relative fluctuation 
of temperature ( -  l/VAO, s o  that the scaling (2 . 10) is no longer applied once the system 
is thermalized.
A more rigorous approach to simulating the canonical ensemble involves using an 
extended system [20, 21]. In this method, fictitious degrees of freedom are introduced 
into the Hamiltonian (2.1) to simulate a heat bath in contact with the system. Nose [20] 
proposed the following form for the extended Hamiltonian, H :
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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where the last two terms represent the kinetic and potential energy of the heat bath; s  and 
pf are the generalized coordinate and momentum of the heat bath; Q is the fictitious 
mass of the heat bath; and /  is the number of degrees of freedom ( 3 N - 3  if the total 
momentum is fixed). The equations of motion (2.4), applied to the Hamiltonian (2.12), 
yield
Nose has shown that microcanonical distribution for the extended system leads to a 
canonical distribution of the variables {r.,p,/-s}- Further, in the limit of constant s the 
equations of motion (2.13) reduce to (2.5) when the time variable is rescaled as
Therefore, if the variable s varies sufficiently slow, the extended-system approach may 
be used to simulate a canonical ensemble. When interpreting the results of such 
simulations, the “real” time may be recovered from (2.14). The fictitious mass, Q , is 
chosen so that s changes as slow as possible while maintaining the temperature control.
Similar techniques are used to simulate isobaric ( NPE) ensemble [17]. Constant 
pressure may be maintained by periodically scaling atomic coordinates and the size of the 
MD box. Andersen [18] (and later Parinello and Rahman [22]) proposed an extended 
system technique for constant-pressure MD simulations, in which both the size and 
shape of the MD box are allowed to change. This variable-shape approach allows us to 
specify the stress tensor, a ap, which is especially useful for simulation of solids. For a 
specified value of external pressure, Pea, the average internal stress is maintained at
r = fJ m s 1 - 2  sir/s,
Qs =  ^ m r - s - ( f + l ) k BTrrJs . (2.13)
t —> tf s . (2.14)
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K ) = < C ’. (2.15)
where cr^" is the external stress tensor. In the Parinello-Rahman approach, the MD 
box is a parallelepiped constructed from three vectors (h ,,h2,h 3), as shown in fig. 2.2. 
It is then convenient to represent atomic positions, r, =(rix,riy,riz), in terms of these 
vectors using reduced coordinates, s, = (sn ,si2,si}):
r, = .^h, + sl2h, + sl3h3 = H s,, (2.16)
where H is the so-called /i-matrix,
H = (2.17)
The reduced coordinates s ,1 and the components of the /z-matrix represent the degrees of 
freedom in the extended Lagrangian,
L = £ ^ - ( H s i)2-V '( r „ r 2 rN) + y T r (H H r ) -  P ^V ,  (2.18)
where W is the fictitious mass associated with the box variables and V is the volume of 
the box ( V = det(H)). The resulting equations of motion are
WH = (< 7 -d (“,,)K(H-| )77
where G = hhr , <T = (<7a/3) is the stress tensor matrix, and &Uxt) is the external stress
tensor defined by (2.15). This approach may be combined with Nose’s heat bath to 
simulate isobaric-isothermal ( NPT) ensemble.
(2.19)
1 Reduced coordinates are useful for normal MD (i.e. in the microcanonical ensemble) as well.
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Figure 2.2 Constant-pressure variable-shape MD: the MD box is defined by three 
vectors (h,,h2,h3); the shape and size of the box may change with time.
2.2 Interatomic potentials
The usefulness of MD simulations depends on how well the model interatomic 
potential describes the real system. The most widely used model is the Lennard-Jones 
potential. It has a simple two-body form (2.3),
v(r) = 4e((<r/r)12 -(cx /r)6) (2.20)
The l / r 12 and l/r6 terms correspond to steric repulsion and van der Waals interaction, 
respectively. For (7=0.34 nm and e/itfl = 120K, this potential provides a reasonable 
model for solid and liquid argon, but most other materials cannot be realistically 
described by a potential of the form (2.20). However, it serves as a convenient model 
system to study general properties of solids and liquids.
To study material-specific properties one needs more realistic interatomic 
potentials. Two-body potentials can reasonably describe monatomic systems with close- 
packed structures. However, it is often necessary to go beyond the simple two-body 
approximation, particularly in the presence of strong covalent bonds. An arbitrary 
potential (2.2) may be expanded into one-body, two-body, three-body, etc:
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(2.24)
The next step beyond the two-body form (2.3) is to keep the three-body term in the 
expansion (2.21). (Four-body and higher terms are rarely used.) Assuming 
translational and rotational invariance, such a potential reduces to the following form:
^  Vf  + T  S  V»’(rj(,r.,C 0 8  eM), (2.22)
“  t . j  , . , . k
where 6jik stands for the angle formed by r tJ and r jJfc:
cos6>m = - ^ ;  (2.23)
r a r i t
and the three-body terms in equations (2.21) and (2.22) are related as
v(3)( r „ r ^ rt) = F(3)(r^, r* ,cos QJik) + V(3,(r,„ ryi,cos 6ijt) 
+v<3)(rki,rkj,cosditj).
Adding the three-body part introduces an explicit dependence on bond angles Qjik, which 
is crucial for accurate description of covalent materials. Stillinger-Weber potential [14] is 
one of the most widely used models of this type. The three-body part of Stillinger- 
Weber potential has the following form:
vrM-('Vr*>cos0yit) = f ik(rik)[cos6llk -  cos6jjk]~, (2.25)
where Bjik is the strength of the interaction and Qjik is a constant. The function f tj(r) is 
given by
/ , (, ) - W W r - '•>]• fOT f < r ", (2.26)
[ 0, for r>r ,
where ra is the cutoff distance and / is a parameter. The function / v (r) vanishes unless 
atoms i and j  are within the cutoff distance, ra, which is chosen to be slightly larger
than the length of the covalent bond. The factor [cos0yrt -  cos 6jik J in (2.25) represents
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the energetics of bond bending: it increases the potential energy whenever the bond 
angle, 6Jlk, deviates from its optimal value, 0jik.
One of the major deficiencies of the three-body potentials (2.22) is that the 
strength of the covalent bond is assumed to be independent of the coordination number, 
which limits the ability of the potential to describe atoms in different bonding 
environments. For materials with predominantly covalent bonding, this effect of 
coordination is well described by bond-order potentials. These potentials are based on 
the general analytic form for the binding energy proposed by Abell [23] based on the 
chemical pseudopotential theory. Abell showed that the chemical binding energy, Eh, 
can be simply written as a sum over nearest neighbors:
£» = [  v'T ( r»> -  b» C ^ j )  ]• <2-27>
“  i j
where V\*\r) represents the interatomic repulsion and V]*\r) represents bonding due 
to valence electrons. The attractive part, Vr‘M)(r), is modified by the bond-order term, 
bir which can be derived from electronic-structure theory. Subsequently, Tersoff 
introduced parameterized forms for the bond order that describe chemical bonding for 
solid silicon [12, 24], carbon [11], and germanium [13]. The value of the bond order, 
by, was assumed to depend on local coordination and bond angles. In general, as the 
coordination increases, the value of btj decreases and the bonds become weaker. Using
this approach, Tersoff was able to describe bonding in ambient and high-pressure phases 
of group IV elements as well as a number of surface and solid-state defect energies in 
these elements and their alloys [11-13, 24], The major limitations of Tersoff s potential 
is the short range of the interaction (only nearest neighbors are included) and the absence
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of charge transfer. In their original form, bond-order potentials are therefore restricted to 
materials with predominantly covalent bonding and negligible charge transfer.
2.2.1 Silicon nitride potentials
MD simulations of Si3N4 presented in Chapter 3 and Chapter 5 are based on 
interatomic potentials of the form (2.22) developed by Vashishta et ai. for silica [25] and 
silicon nitride [26, 27]. The two-body part of the potential has the following form:
li 7 7  —((XjZ*+OCjZ~'\
= +  3  (2-28)r r r .>1 v </
The first term in (2.28) represents steric repulsion, the second term is the Coulomb 
interaction due to charge transfer, and the last term corresponds to the charge-dipole 
interaction due to large polarizability of negative ions. The parameters of the potential are 
the strength ( Htj) and exponent ( Tjtj) of the steric repulsion, along with the effective 
atomic charges ( Z( ) and polarizabilities ( a ,) of the ions. (The subscripts / and j  stand 
for different atomic species: Si or N.) Charge-charge and charge-dipole interactions are 
screened by exponentially decaying factors with the respective decay lengths of ru and 
r4j. This allows the potential to be cut off at a finite distance, rc = 5.5A. In another 
version of the potential, the Coulomb term is not screened and is treated with the fast 
multipole method.
The three-body part is of the Stillinger-Weber form (2.25) and includes the 
effects of bond bending and stretching. The three-body term is introduced only if 
the triplet ( j  —i - k ) forms either S i -  N  — Si or N -  Si — N  bond angle. Other possible 
bond angles (e.g. S i - S i —N)  are not realized under any reasonable conditions because 
of strong Coulomb repulsion between atoms of the same species. Due to its special
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form, the three-body potential (2.25) may be evaluated by performing summation over 
pairs instead of triplets of particles.
The results of MD simulations using these interatomic potentials [26-30] are in 
good agreement with experiments for elastic constants, phonon density-of-states (DOS),
and specific heat of a-crystalline Si3N4 . For amorphous silicon nitride, the calculated
static structure factor agrees well with the neutron scattering results [31].
2.2.2 Reactive empirical bond-order potentials for hydrocarbons
Brenner et al. tested Tersoff s empirical bond-order scheme for molecules and 
established that this approach could be applied to both solid-state and molecular systems. 
Based on these results, Brenner et al. have developed Reactive Empirical Bond-Order 
(REBO) potentials for hydrocarbons [15, 16]. This model is quite unique among the 
empirical potentials in that it treats covalent bonding in molecular and solid-state 
structures with a single classical expression. Moreover, Brenner’s potentials can 
describe chemical processes such as covalent bond formation and breaking. The 
parameters of the potential have been fitted to experimental values and first-principle 
calculations of bond lengths, bond energies, and force constants for several solid-state 
and molecular systems. The REBO model have been shown to provide a good 
description of various properties outside the fitting database, such as elastic constants 
and vibrational spectra of diamond and in-plane elastic properties of graphite [15, 16, 32- 
35]. The results for the surface reconstruction and energetics of point defects in diamond 
are also in good agreement with experiments and electronic-structure calculations [15]. 
In general, Brenner’s model provides an overall improvement over the original Tersoff s 
potentials for solid carbon. Some of the major problems of Tersoff s potential (e.g. 
incorrect lowest-energy configuration for diamond (111) surface) are addressed in the 
REBO model. The calculated heats of formation for hydrocarbon molecules are within
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
17
10 kcal of experimental values. Recently, Brenner’s potential has been used in MD 
simulation [36] of liquid and amorphous carbon and a good agreement has been found 
with experimental [37], first-principles electronic structure [38, 39], and tight-binding 
molecular dynamics results [40].
In the REBO model, the potential energy is written in the usual bond-order form
The attractive ( V[A)) and repulsive ( )  pair terms have the following functional forms:
The subscripts i and j  in (2.30) correspond to atomic species (C or H). The switching 
function, / f ( r ) ,  is given by
Between D”"1 and D™* the function f ctj changes smoothly from 1 to 0, thus restricting
the range of covalent bonding. These parameters are chosen in such a way that only the 
nearest-neighbor interaction is included.
The bond-order parameter, btj, is written as
The functions p°* and p°* depend on the bond angles and local coordinations of atoms i 





1, r < D*in
, D f  < r< D " (2.31)
V V V  '>  I
(Qmax   £jmin \
0, r>D ™
(2.32)
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p* (2.33)
where jc?  depends on whether the covalent bond has radical character or is a part of a 
conjugated system, and i t f  represents the energetics of rotation around the dihedral 
angles for carbon-carbon double bonds.
The first term in (2.32), p™, is given by
„<JTZ _
Pa = (2.34)
The switching function /^ ( r rt) restricts the summation over k to the nearest neighbors 
of particle i. Increasing the coordinations of atoms i and j  increases the term in the 
square brackets and therefore reduces the strength of the bond. The summation over k 
is modulated by the function G,(cos(0>IJt)), which depends on bond angles, and the
exponential term e1*^" R,‘ which depends on how much the bond lengths
( r  , rik) deviate from the equilibrium distances ( Rtj, R^). The last term in the square
brackets, represents a correction necessary to accurately describe molecular
structures. For an atom i and a bond i—j, the quantities Nfj and N~ represent the 
number of neighboring C or H atoms (excluding j ):
Nf, = ' Z U n l ),
keC
k * i , j
_  (2.35)
= I / „ ( r a ),
k e H
k * i . j
where “k e C" means that k in the sum is restricted to carbon atoms. The quantities 
involved in the term are illustrated in fig. 2.3.
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Figure 2.3 Variables involved in the p™ term.
The contribution from the conjugated bonds and radical energetics, zr", (first 
term in (2.33)) is written as
(2-36)
where F)y(Ar,y,z) is a function of three variables and N is the total number of neighbors 
of atom i (excluding j ),
(2.37)
The quantity N"'"' depends on the local conjugation of the bond between atoms i and j  
and is given by
N' = N c + N h.
IJ IJ 1}
keC
k * i . j
leC
l * i . j
(2.38)
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where is a switching function which goes smoothly from one to zero as N'^
increases from three to four. Values of A^>1 correspond to conjugated systems. If
atoms i and j  are both four-coordinated (i.e. N'ik =3), then N-""' =1 and there is no
conjugation.
The dihedral term, Jiff, in (2.33) has the following form:
<  = I') ( » ' r « r r ) S  X  (2.39)
k * i j  l * i j
where the function Tij^N'j ,N'ijlN.°nĴ  determines the barrier for rotation. The dihedral 
angle, Qijld, is defined as
cosQ,yw = (r* x r* ) • (r„  x r><). (2.40)
The geometry of rotation around dihedral angles is illustrated in fig. 2.4.
(a) (b)
* .
Figure 2.4 Schematic of dihedral rotation: (a) front view; (b) side view.
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for i = all particles
for j = neighbors of i
N1 N c N hv '  11 ’ y 
end for 
end for
for i = all particles
for j = neighbors of i
for k = neighbors of i
p,r- <%>,“ • N r “
end for
for 1 = neighbors of j
p7 -  s p f .  w r
end for
K -
for k = neighbors of i
for 1 = neighbors of j
* ? . y * ?
end for 
end for
for k = neighbors of i
for m = neighbors of k
d n f  (via d N ^ )
end for 
end for
for 1 = neighbors of j
for n = neighbors of 1





Figure 2.5 The structure of do-loops in the implementation of Brenner’s bond-order 
potential.
To specify various functions involved in this potential (e.g. G, (cos(0y/Jt)),
P ^ N ^ N " ) )  Brenner et al. use splines. In our implementation, we convert the splines
into look-up tables, which are then used to compute these functions. Figure 2.5 shows 
the structure of the do-loops involved in the computation of various terms in the bond- 
order parameter, btj, and its derivatives. The computation of forces for Brenner’s
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potential requires up to four nested loops, so that the computation time scales as (VM3, 
where N  is the total number of atoms and M is the average coordination number. 
However, the potential is short-range and typically M <  4, which makes the calculation 
tractable.
2.3 Multiresolution molecular-dynamics scheme
In molecular-dynamics (MD) simulations, the 3N  coupled equations of motions 
(2.5) are integrated for a certain interval of time. The time interval is discretized by 
dividing it into time steps, At. At each time step, it is necessary to calculate the forces 
for all the particles and update the positions using an appropriate finite-difference 
scheme. The time step should be sufficiently small so that the time derivatives are well 
approximated by the finite-difference expressions. An important test of the integration 
algorithm is the energy conservation. For a meaningful simulation in the microcanonical 
ensemble, the Hamiltonian (2.1) should be conserved to a required accuracy (typically, 
1 O'4- 10 s) over the course of the simulation. An acceptable value of the time step is 
typically at least an order of magnitude smaller than the typical time scale of atomic 
oscillation. In practice, At is adjusted by trial and error to the largest value which yields 
good energy conservation. Typical MD simulations involve time scales ranging from 
103 At to 106 At with the time step on the order of a femto second ( 10'IS s).
The most compute-intensive part of MD simulations is repeated calculation of 
interatomic interaction at each time step. In a naive implementation, the calculation of 
two-body forces requires 0(N 2) CPU time. The performance can be improved 
dramatically using multiresolution techniques to efficiently manage multiple length and 
time scales. Finite-range potentials and forces may be computed in O(N) time using the 
linked-cell list technique [17]. For the long-range Coulomb interaction, O(N) algorithms 
have been developed using divide-and-conquer schemes for a hierarchy of cells, such as
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the fast multipole method (FMM) [41]. The FMM technique is designed to compute 
long-range contributions to the forces using truncated multipole expansion.
The efficiency of the algorithm may be further improved by using multiple time- 
step (MTS) techniques [42,43]. In this approach, the force experienced by a particle is 
separated into a rapidly varying primary component and a slowly varying secondary 
component. Usually, short-range forces are included into the primary component, while 
the long-range contributions form the secondary part. The primary interaction is 
computed every time step, while the secondary component is calculated at intervals of a 
few time steps. This scheme may be extended to include several different time scales.
MD simulations involving millions of atoms have become possible with the 
emergence of powerful parallel architectures. Large-scale MD simulations are naturally 
suited for parallelization by domain decomposition. In this approach the system is 
decomposed into subdomains which are assigned to different processors. The inter­
processor communication is small compared to the system size, since it involves only the 
atoms near the boundaries of the subdomains. Therefore, the problem may be efficiently 
parallelized. One of the main difficulties with the parallel MD seems to be the complexity 
of the code necessary to account for intra- and inter-processor contributions to forces, 
potentials, and other quantities. In our implementation, we use an efficient parallelization 
algorithm which allows us to treat the intra- and inter-processor contributions on the 
same footing and thus makes it easier to incorporate new interatomic potentials into the 
code.
2.3.1 Multiresolution in space
2.3.1.1 Link-cell and neighbor lists
In the linked-cell list technique for short-range potentials, the MD box is divided 
into cells, as shown in fig. 2.6. The atoms are sorted into cells and the information is 
stored in a linked list. The decomposition into cells is originally defined in the reduced
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space, s =  (s,,s1,sJ), where the MD box is just a unit cube. The division in the reduced 
space (fig. 2.6(a)) generates a corresponding division in the real space (fig. 2.6(b)). The 
cell size in real space, d , is chosen to be
d = rc + 8 ,  (2.41)
where rc is the potential cutoff, and 8  is the “skin”. To calculate the force on a particle i 
we only need to add the contributions due to particles in the neighboring cells (see fig. 
2.7(a)). The computation therefore scales as MN,  where M is the average number of 
atoms involved in calculating the force on atom i. If p  is the average number density, 
then
M = p(3d?  = 27p(rc + S)3. (2.42)
Thus the linked-cell method leads to an O(N) algorithm. The computation may be further 
reduced by a factor of two, if we exploit Newton’s third law and perform the summation 
over half the number of neighboring cells, as illustrated in fig. 2.7(b). Adding a “skin”, 
8, in (2.41) allows us not to recompute the link-cell list for several time steps while 
particles do not move by more than 8/2.
(a) s,
X
Figure 2.6 Schematic of MD box decomposition into cells in (a) reduced space and (b) 
real space.















Figure 2.7 Force calculation using the link-cell list illustrated in two dimensions: (a) 
only atoms in neighboring cells need to be taken into account; (b) using Newton’s third 
law only half of the neighboring cells need to be considered.
The link-cell approach may be further improved by using a cell size,
d = (rc + S ) /k ,  (2.43)
where fc is an integer representing the number of cells per cutoff length. Figure 2.8 
illustrates that in this case the number of neighbors, M, becomes
M = p((2k +  1W)3 = [ l  + i  j  p (rc + <5)3. (2.44)
Choosing the cell size to be half the cutoff length reduces the computation by a factor of 
1.728. The cell size is limited from below by requiring that each cell contain several 
particles, or otherwise additional computation is required to loop over empty cells.
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(r c + 5 ) /k
Figure 2.8 The calculation of forces using cells of size smaller than the cutoff distance.
Instead of directly using the link-cell list to perform the computation of forces, 
one can first use it to construct a list of neighbors for each particle /. The list indexes the 
particles lying within (rc + S) of the particle i. The neighbor list needs to be updated 
only when particles move by more than S/2.  Once the neighbor list is constructed, the 
average number of particles involved in the calculation of force on a particle is further 
decreased to
M = |/ r p ( r f + 5)3 = 4.2p(rc + £)3. (2.45)
This number may be again reduced by a factor of two using Newton’s third law. A 
major problem with the neighbor list arises due to large storage requirement ( ~ M N ), 
which may turn out to be excessive for intermediate-range potentials. When the memory 
does not permit the storage of the neighbor list, the forces are computed with the link-cell 
list approach.
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2.3.1.2 Parallelization by domain decomposition
To allow parallel processing, the MD box is decomposed into subdomains, 
referred to as “nodes”. Each node is divided into cells and a link-cell list is constructed. 
The intemode communication involved in parallel MD simulations is illustrated in fig. 
2.9. Whenever an atom crosses a node boundary, it has to be reassigned to the new 
node, and all the data pertaining to this atom has to be transferred to the corresponding 
processor. To calculate forces on particles near the node boundary, one has to retrieve 
the appropriate information for the particles in the boundary cells on the neighboring 
nodes. When taking advantage of the Newton’s third law, additional communication is 
necessary to collect the contributions to the forces computed on other nodes.2
n o d e J O
i
n< ) d e  1
t
v  A t




n o d e 2 n< > d e 3
Figure 2.9 Implementation of parallel MD using domain decomposition. Inter-processor 
communication is necessary for (i) calculating force contributions due to atoms on other 
nodes and (b) transferring particles to other processors when they cross the node 
boundaries.
• If the potential is not given by the sim ple two-body form (2.3), additional inter-processor 
communication is necessary to calculate various intermediate parameters, such as coordinations N f  and 
N "  (Eq. (2.35)) in the REBO potential.
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In our implementation, the reassignment of atoms to other nodes is combined 
with the enforcement of periodic boundary conditions. This procedure is applied 
whenever the linked-cell list has to be updated, which happens at intervals of several time 
steps. First, the particles in the cells adjacent to the node boundaries are scanned to 
determine if any of them has moved outside the boundaries. Then we apply periodic 
boundary conditions and determine which atoms have to be transferred to other nodes. 
The coordinates, velocities and other attributes of those atoms are packed into messages 
and sent to appropriate processors. The array used to store atoms on a node now has 
empty slots corresponding to the atoms that have left. These empty slots are first filled 
with the particles received from other nodes. If more atoms are received than there are 
vacant slots, the remaining particles are appended to the end of the array. In the opposite 
case, the remaining vacancies are filled with the particles taken successively from the end 
of the array. This procedure requires a minimum rearrangement of particles, while still 
maintaining a simple array structure. However, there is one side effect — the atoms in 
the array are being reordered over the course of the simulation. To keep track of 
particle’s identities, we assign tags which may be used to trace the motion of each 
particle.
A cell on a node is described by its position in X-,Y-, and Z-directions (see fig. 
2.10(a)):
0't, iy, izy, 
it = 0  n -1;
• n ■ (2'46>iy = 0 ny - 1;
i. = 0,...,n. -1 .
nx, nv, n. represent the number of cells on the node in X-, Y-, and Z-directions. The 
bookkeeping associated with interprocessor communication may be significantly 
simplified by defining an “extended node”, as shown in fig. 2.10(b). An extended node
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
29
represents a regular node surrounded by layers of “skin cells” corresponding to other 
nodes. The cells on an extended node are numbered as
0't , iy, i.Y,
/' = - k  nx + k -  1;
(2.47)
zv = -k,...,ny + k - l ;  




l e  6
(13) (23) (33)
nod e  1
(02) (12) (22) (32)
(04) (U ) (24) (34)
W (1(0) (2f>) w
n o t i e  2 n o c e  3
C») □
n o d e  1
node 2 n o t e  3
Figure 2.10 (a) Numbering of cells on a node, (b) Extended node is used to simplify 
the bookkeeping in interprocessor communication.
Whenever the forces are to be calculated, each node sends to other processors the 
positions of the particles in the cells adjacent to its boundary. The atoms received from 
neighboring nodes for the purpose of force computation (referred to as “image” particles 
as opposed to “real” particles) are appended to the local array of particles and assigned to 
appropriate skin cells. In addition, it turns out to be convenient to apply the same 
procedure to the interaction across the periodic boundary. In the latter case we just create 
an image of a real particle and place it in a skin cell. As a result, we obtain (i) a single 
array including real and image particles and (ii) a linked-cell list including normal and
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skin cells. The intra- and inter-node contributions to the forces can be therefore treated in 
a uniform fashion. For each real particle z, we go over particles j  in the adjacent cells 
(including the skin cells) and add the appropriate contribution to the forces on particles i 
and j . When using Newton’s third law, the image particles may also pick up force 
contributions. The forces on image particles should be returned to appropriate nodes and 
added to forces on the corresponding real particles.
This scheme is further modified to improve data locality. Instead of directly 
using the link-cell list to loop over atoms, an “easy-reference list” is created, which 
contains particle coordinates and other information ordered in a convenient way. The 
atoms in the same cell occupy a contiguous portion of an array, and particles close in real 
space are stored in relatively close locations in the list. Easy-reference list requires 
additional 0(N) storage and O(N) computation to fill the list. These overheads are far 
outweighed by the computation speedup due to improved data locality.
2.3.2 Multiresolution in time
2.3.2.1 Integration algorithms
A wide variety of numerical integration algorithms are available to solve the 
equations of motion (2.5). Since the calculation of forces at each time step is 
computationally expensive, it is desirable to use integration algorithms which permit 
larger time steps, while maintaining sufficient accuracy and stability. The key property 
of an integration scheme is its long-time behavior. It is well-known that two phase-space 
trajectories with an arbitrarily small difference in the initial conditions diverge 
exponentially after sufficiently long time. Therefore, no integration algorithm will 
provide an exact solution over a long time interval. However, due to the statistical nature 
of the problem, such an exact solution is not necessary. A good integration algorithm 
should provide (i) an accurate approximation of the differential equations on short time 
scales and (ii) long-time conservation of the constants of motion such as total energy and
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momentum. The first requirement is quite easy to enforce. Sophisticated high-order 
finite-difference algorithms may be used to improve the short-time accuracy. However, 
higher-order schemes do not necessarily improve the long-time behavior. For example, 
the simple velocity-Verlet algorithm is much more stable over long time scales than 
Gear’s predictor-corrector algorithm [17].
Recently, there has been much interest in symplectic (or canonical) integration 
schemes [44-46], which preserve certain invariants of Hamiltonian systems. An 
arbitrary integration algorithm may be viewed as a transformation of variables applied at 
each time step:
(x,p)-+(X,P),  (2.48)
where .t and p represent positions and momenta of all the particles:
* = (r' ’r=.....r“>' ,2.49,
/> =  (P p P 2 P,v)-
The transformation (2.48) is symplectic if it defines a canonical transformation of 
variables, i.e.
'dx d x ' T 'dx dx
dx dp '0 I dx dp ' 0  I
dP dP - I 0 dP dP - I  0
dx dp dx
where I is a unit N x N  matrix. Such symplectic transformations conserve the phase- 
space volume, which is crucial for the long-time performance. Particularly, the velocity- 
Verlet algorithm turns out to be symplectic, while Gear’s predictor-corrector scheme 
does not have this property. Another attractive feature of symplectic algorithms is that 
the error due to discretizing the time interval can be interpreted merely as an error in the 
Hamiltonian. Therefore, a symplectic scheme represents an essentially exact algorithm
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(except for machine precision) for some modified Hamiltonian, which explains the 
general stability of the method.
In our MD simulations the equations of motion are integrated with the velocity- 
Verlet algorithm [17, 47, 48]. This algorithm is symplectic and time-reversible, which 
insures its long-time stability. The velocity-Verlet algorithm works as follows. Suppose 
we are given atomic positions (r,(r)), velocities (v,(r)), and accelerations ( a ,(/)) at a 
certain moment t. First we find the velocities at the mid-point,
v,(f + Ar/2) = v((r) + a,(/)Ar/2. (2.51)
The atomic positions at time t + At are calculated from
r,(r + At) = r ,.(/) + v,(r + At/2)At. (2.52)
Subsequently, new values of forces, f,(/ +A/), and accelerations, a,(r + At), are
computed using new atomic positions. Finally, the velocities at time t + At are found 
from
v;(r + Ar) = v;(r + At/2) + a  ;(r + At)At/2.  (2.53)
As a result, we have new values of positions, velocities, and accelerations. The phase- 
space trajectories are calculated by applying this procedure recursively.
In our MD simulations of silicon nitride using the interatomic potentials (2.25) 
and (2.28), we find that the velocity-Verlet algorithm permits a time step of 2-3 fs 
depending on the temperature. These values are about a factor of two larger than the time 
steps we had to use with Gear’s predictor-corrector method to achieve the same level of 
energy conservation.
2.3.2.2 Multiple time-step (MTS) approach
In the original MTS approach proposed by Streett et al. [42], the force on a 
particle is separated into rapidly-varying primary force ( f f )  and a slowly-varying 
secondary part ( f ('):
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f, = f f + f* .  (2.54)
The primary force usually contains the short-range contribution, and the secondary force 
corresponds to the long-range interaction (see fig. 2.11). The integration algorithm 
involves a large time step, At , which is divided into n smaller steps, St = A.t/n. The
primary forces are calculated at each small time step. The secondary forces, f'(r), and
their time derivatives are computed only at intervals of Ar and then extrapolated using a 
truncated Taylor series,
f  + kSt) = ff (0  + (kStWit) + j(lcSt)2 if? (0  +••• . (2.55)
This technique has been successfully applied to molecular systems. However, there are 
some major problems associated with this approach. The computation of the time 
derivatives requires significant programming effort and additional computational cost. 
Furthermore, it is not obvious how to treat particles which cross over from the secondary 
shell to the primary shell. The contributions due to such particles will be double­
counted. By introducing this MTS scheme we also sacrifice the time-reversibility of the 
algorithm. This and the fact that we use extrapolation (see Eq. (2.55)) makes the 
integration algorithm quite unstable, unless we use a small time step St. As a result, the 
original MTS approach may be useful when the secondary forces vary much slower than 
the primary forces. If the two time scales are comparable, this method offers no 
advantage compared to a stable symplectic integrator. We find that for the case of silicon 
nitride this approach does not provide any improvement in the computational speed over 
the velocity-Verlet algorithm. Evidently, the potential cutoff (5.5 A) in this case is not 
very large, and one cannot identify a component of the interaction which would vary 
slow enough to make the original MTS approach work.
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Figure 2.11 Multiple time-scale MD scheme where the force is split up into short-range 
and long-range components. The former is updated every time step while the latter is 
calculated every few time steps.
Recently, several improved MTS schemes have been proposed [43, 49]. 
Tuckerman et al. [43] have come up with an elegant time-reversible integrator using the 
Trotter factorization of the Liouville operator. This formulation has been used to derive 
the reversible reference system propagator algorithm (RESPA). The RESPA methods 
offer several advantages over the original MTS approach. The RESPA integrators can be 
made time-reversible and symplectic, which dramatically improves their stability. 
Furthermore, this approach offers a single framework to treat various time-scale 
problems, such as stiff oscillators in soft fluid, disparate masses, as well as the 
separation of long- and short-range forces. Unlike the original MTS scheme, the 
RESPA methods do not require the computation of the time derivatives, which makes 
them computadonally efficient and easy to implement.
For a Hamiltonian system, the Liouville operator, L, is defined as
where H is the Hamiltonian function and {.........} denotes the Poisson bracket. For the
Hamiltonian (2.1), the Liouville operator is given by
iL = {..., H}, (2.56)
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* = x (2.57)
A formal solution for the Hamiltonian equations of motion (2.4) may be written in terms 
of the Liouville operator:
r(r) = e,£T(0) = f/(r)r(0), (2.58)
where T(r) = {i),p,} represents the state of the system, and U(t) = e'u is the classical 
propagator. If the Liouville operator is decomposed into two parts,
/L = /X,+/L,, (2.59)
the Trotter factorization may be applied:
U(At) = eitAt = e,L' m  + 0(Aty). (2.60)
The time interval [0, r] may be decomposed into a number of small intervals A/ and the
state of the system at time t is obtained by successive application of the propagator
U(At). As an example, let us assume the following decomposition of the Liouville 
operator (2.57):
t  t  t ri
In this case, the Trotter formula yields
U(At) = Ul (Ar/2) U2 {At) Ui (At/2) =
(A»/2)Iv,i- (A//2 (2.62)
e ' *■ e 1 *• <? 1 *•.
Using the identity
<?'*/(*) = / U  + 0 , (2.63)
we can identify the operators U,(A//2), U2(At) with translations of positions and 
velocities:
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U,(Ar/2): r( ->• r ,+ v ,  Ar/2, 
£A(A/): v; -» v, + —  At(2. (2.64)
It may be seen from (2.62), (2.64) that the operator U{Ai) is equivalent to one step of 
the velocity-Verlet algorithm (2.51), (2.52), (2.53). Using different decompositions for 
the Liouville operator, it is possible to design time-reversible integrators with desired 
properties.
Multiple time-step algorithms may be derived by using the decomposition (2.59) 
to separate rapidly varying primary forces ( f f)  and slowly varying secondary forces
The propagator Us(At/2) in (2.66) simply increments the velocities due to secondary 
forces:
By dividing the time step Ar into n smaller time steps St, the primary part, Up{At), 
may be further factorized into Up{5t), and each of the elementary propagators Up(St) is 
approximated by the velocity-Verlet integrator. The resulting expression for Up(At) is
(2.65)
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where UpX(St/2), Upl(8t)are given by equations similar to (2.64): 
UpX(At/2): r , - » r , + v , A / / 2 ,
£/ ,(Ar): v,. -> v + — A//2.
(2.69)
This resulting MTS integrator works as follows. First, the secondary forces are 
computed at time t, and the velocities are incremented using (2.67). Subsequently, the 
velocities and positions are updated by running the usual velocity-Verlet algorithm for n 
small time steps St, excluding the secondary forces. Finally, the velocities are again 
incremented using the secondary forces computed with the new atomic positions.
We have implemented this scheme for the silicon nitride potentials. The two- 
body potential (2.28) is divided into short and long range parts:
short-range potential involves only nearest-neighbor interactions. Since the radial 
distribution function vanishes between the first and second peaks, the problem with 
double-counting the force contributions is minimized. The primary forces in (2.65) are 
given by the short-range part of the two-body interaction; the secondary interaction 
consists of the long-range two-body potential and the three-body contributions (2.25):
(2.70)
where
V ^ (r )  = f ( r ) V a \r) ,  
V£V) = [1 - / ( r ) ] V <2,(r).
(2.71)
Following Tuckerman et al. [43], the switching function, / ( r ) ,  is defined as
(2.72)
0, r > rsh
The values of the cutoff parameters ( r jA=2.3A and A=0.2A) are chosen so that the
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(2.73)
The small time step, 8t, in (2.68) is chosen to be the same as the time step we would use 
without the MTS scheme (8t =2 fs); the large time step is At = 2St. Compared with the 
regular velocity-Verlet algorithm, the reversible MTS algorithm reduces the CPU time by 
40% without sacrificing the energy conservation.
2.4 Calculation of physical properties from MD simulations
2.4.1 Thermodynamics quantities
Various thermodynamic quantities, such as internal energy, temperature, and 
pressure are computed by simply averaging the corresponding instantaneous quantities 
over the phase trajectory.3 For example, the thermodynamic temperature is defined in 
terms of the average kinetic energy, (K ) :
However, some thermodynamic variables (e.g., entropy and free energy) cannot be 
computed from an expression similar to (2.74), and more sophisticated techniques are 
required in those cases.
Useful information can also be extracted from the fluctuation of the 
thermodynamic variables around their average values. In particular, these fluctuations 
may be used to extract generalized susceptibilities. For example, in the microcanonical 
ensemble the specific heat, Cv, is related to the fluctuation of the total kinetic energy
3 Here we rely on the ergodicity assumption which states that the time average over sufficiently long 
phase trajectory is equivalent to the ensemble average.
T = 2(K)/3NkB. (2.74)
[50]:
( ^ 2) (2.75)
<*>
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2.4.2 Structural correlations
The structural properties of a material can be characterized by calculating various 
correlation functions, the simplest of which is the pair-distribution function,
V2
* r2 ) = T7- x7~( Z  'Z S ( r l - r t)5(r 2 - r y) , (2.76)
a p  \ i e { a ) j e [ P )
where V is the volume of the system, cc,/3 represent atomic species, and (...) denotes 
an ensemble average. For a uniform system, the pair-distribution function depends only 
on r = r, - r , :
« « ( r , = F F (  I  I * ' - ' . ) ) -  O..H)
a p  \  «={<*}>«={/?}
Further, if the system is isotropic, Equation (2.77) may be averaged over directions of r 
to yield,
^ (r) = W W  Af ( 2  £  * ' - ' V >  \  (2-78)\ i e { a ] j e { p }
In this case the pair correlation is just a function of one scalar argument, r  = |r|. 
Equation (2.78) may be interpreted as follows. The average number of particles of type 
P in a thin spherical shell drawn around a particle of type a  is approximately,
c -w )
i* i
where r  and dr  are the radius and width of the shell. On the other hand, multiplying the 
average density of species ft by the volume of the spherical shell, we obtain
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, Nb4 n r  —2~. (2.80)
V
The expressions (2.79), (2.80) should be equal if the positions of the particles are 
uncorrelated. It can be seen that gaP(r) is in fact the ratio of (2.79) and (2.80), which
provides a viable algorithm for computing gaP(r) in MD simulations.
To calculate the gap(r) in parallel for r < rg ( rg is the cutoff for the gap(r)), one
has to retrieve the positions of all the atoms within rg from the current node. When rg is
much larger than the cutoff in the potential energy, this leads to an unreasonable 
communication overhead. We have designed an alternative technique, in which the pair- 
distribution function is calculated locally on each node and no additional inter-processor 
communication is required. This method can also be applied to compute local pair- 
distribution function in various parts of an inhomogeneous system. Let Q be a region of 
space. Suppose we have calculated the pair-distribution function by counting particles in 
spherical shells (see Equations (2.79), (2.80)), but have omitted all the contributions 
involving the particles outside £2. The resulting quantity is denoted by gap(Q,r).
Further, let g^*(£2,r) be a similar quantity computed for a completely uncorrelated 
system of particles with the same number density. The usual pair-distribution function, 
Sap(r)’ f°r an uncorrelated system is equal to one. The function g ^ ‘(£2,r) represents 
the correction which should be applied to gap(Q r)  in order to get the correct gaP(r):
*-(r|“S § £  (2-81)
The equation (2.81) may be rigorously derived for an isotropic system. The function 
g^(£ 2 ,r) is computed using the uncorrelated system constructed by randomly 
distributing particles within £2 .
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Another important structural quantity is the static structure factor, 5â (q), which 
is defined as:
•s«,(q)=(w„w#)""! (pia p .i l ), (2.82)
where pqa is the Fourier transform of the number density of species a:
■ < 2 - 8 3 >
ie { o r )
The structure factor is related to the pair correlation function, gap(r):
S a p  (<1) =  5 a P  +  (C a C p  T  ^ \ g « P  (r (2-84)
where ca is the concentration of species oc (ca = Na/N) .  For an isotropic system, both
Sap{q) and gap(r) are functions of scalar arguments, and the relation (2.84) simplifies
to:
V«>=s« +M c-ce f  yfo°t<r>-']ŝ lr2dr- (2-85)
Equation (2.85) provides a convenient way to calculate the static structure factor of an 
isotropic system. However, when the system is anisotropic and the structure factor is a 
function of vector q , direct application of (2.82) is preferable. The static structure factor 
SiV(q) measured by neutron scattering may be obtained from Sap(q) [51]:




where ba is the coherent neutron-scattering length of species a .
The pair-correlation function is usually not enough for satisfactory 
characterization of the structure of materials. Therefore one often has to consider higher- 
order correlations. For example, the bond-angle distribution function represents an
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important three-particle correlation. To calculate this quantity in MD simulations, it is 
first necessary to define a cutoff distance rb, so that particles i and j  are considered to 
form a bond if r{j < rh. The bond-angle distribution is computed from the histogram of 
all the bond angles constructed by going over all the appropriate triplets of particles. 
Experimentally, bond-angle distributions can be measured using NMR experiments.
In large-scale MD simulations we also study other structural correlations, such as 
porosity of the material and the morphology of fracture surfaces. These structural 
properties are difficult to extract from the atomistic-level correlation functions. Instead, 
we coarse-grain the atomistic level information by converting it into a two-dimensional 
array of pixel values or a three-dimensional array of voxels. The value of each 
pixel/voxel may represent local number density, local stresses or other quantities.
2.4.3 Elastic moduli and stresses
Using the virial theorem, the internal stress tensor for a system of atoms may be 
written as
where a ,  /3 are Cartesian indices. The forces f, in (2.87) contain only the internal 
contributions due to the interaction among the particles in the system, while all external 
forces that keep the system under stress are to be excluded. In MD simulations, the 
system is usually subjected to periodic boundary conditions and no external forces are 
present. In this case, expression (2.87) has to be modified to a form which is 
independent of the origin of the coordinates:
(2.87)
(2 .88)
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where r;“ are normalized according to the minimum-image convention. The potential is 
assumed to have a two-body form (2.3) so that
The expression (2.88) is also applicable to many-body potentials, if the interatomic 
potential still allows the decomposition (2.89) with f (> = - f /( .
The expression (2.87) cannot be generally used for simulations with periodic 
boundary conditions, because it does not account for the minimum-image convention. 
However, it turns out that equation (2.87) can be used if the summation is performed 
over both real and image particles in the easy-reference list. This reduces the CPU time 
for the calculation of stresses, since the summation in (2.87) is performed over single 
atoms rather than pairs of atoms. Furthermore, the same code can be used to compute 
stresses for different interatomic potentials.
For some problems, one is interested in local-stress distribution rather than the 
total stress. In this approach, the stress is either assigned to small regions of space or to 
individual atoms. A major difficulty arises from the fact that the stresses are not uniquely 
defined on the atomistic level, because, unlike force, stress is inherently related to the 
assumption of continuity. However, in MD simulations, we are looking at the variation 
of stresses over length scales of few atomic spacings. Having realized that atomic-level 
stresses are not well-defined, one can either abandon this concept completely or define a 
quantity that reasonably extrapolates the continuum definition of stress to atomistic length 
scales. Such a quantity should ideally possess the following features. It should be 
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of the stress tensor has to be preserved. The atomistic stress should vanish for systems 
which are expected to be under exactly zero stress, such as an ideal crystal with 
equilibrium lattice constant.
There are two main approaches to define atomic-level stresses: direct mechanical 
approach and the virial definition. In the virial approach, the local stress is calculated 
using (2 .8 8 ), where the summation over / is restricted to atoms within a certain region of 
space, Q:
where £2, is atomic volume, which may be defined using the Voronoi construction.
In the direct mechanical approach, the stresses are assumed to act on surface 
elements. The stress distribution may be obtained by dividing the MD box into cells and 
defining the stress on each cell in terms of stresses acting on its faces. A force acting on 
an atom is treated as being applied to the surface intersected by the line of force. The 
momentum transfer associated with a particle leaving or entering the cell results in a force 
acting for a short time interval, which is again assumed to be applied to the surface 
intersected by this particle. The stress on each surface element is computed as though it 
were a surface of a solid. This method is based solely on mechanical formulation and 
therefore does not rely on the local thermodynamic equilibrium which is the underlying 
assumption for the virial approach. Therefore, it has been argued [52] that the 
mechanical definition of stress is a better choice when the system contains atomic-level
(2.91)
Alternatively, stresses &ap may be assigned to individual atoms using
(2.92)
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inhomogeneities. However, we find that the local stresses in the virial approach exhibit 
smoother behavior than those obtained using the mechanical scheme.
To determine the elastic constants, we consider six components of the strain 
tensor («it , u , w=, uyz, u^). The strain is applied by appropriately modifying the 
/i-matrix (2.17). For a rectangular MD box, the /i-matrix is diagonal: 
f h 0  0 X
H(0,= 0 h .  0
0  0  K j
(2.93)
and the modified matrix is
hx(l + u j  un hxhy/(hx +hy) uzthzxhx/(h: +h.)"
H = uxyhthy/(hx +hy) K i l  + u^)  ur  hyh./(hy + h.) . (2.94)
hzxKKK+K) urJxyK/{K+h.) h.d + U")
Subsequently, the system is relaxed using the conjugate-gradient approach [17]. The 
elastic constants, CapyS, are calculated from the Hooke’s law,
&ap = Capys Uyg (2.95),
where the stress , a ap, is computed using (2.87).
2.4.4 Dynamic correlations
The dynamics of the system is characterized by calculating time correlation 
functions for various quantities A and B :
CAB(t) = {A(t)B( 0)), (2.96)
where the average is taken over a sufficiently long phase-space trajectory. The time 
correlation functions are related to transport coefficients. In the MD simulations reported 
in Chapter 3, we use the heat-current autocorrelation function to compute the thermal
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conductivity. Another important time correlation function is the velocity autocorrelation 
function,
where (...)a denotes an average taken over all atoms of type a .  Za(t) may be used to 
compute the diffusion coefficient:
Alternatively, the diffusion coefficient is computed from the mean-square displacement:
In the harmonic approximation, the Fourier transform of the velocity autocorrelation 
function, Za(t), is proportional to the partial phonon density-of-states (DOS) for the 
species a.
The time correlation functions are usually calculated for systems in thermal and 
mechanical equilibria. The dynamical behavior of the system is studied by performing 
non-equilibrium MD simulations. (Please see Chapter 3 for the calculation of thermal 
conductivity using a non-equilibrium approach.)
(v(r)v(O)) 





Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CHAPTER 3
THERMAL AND MECHANICAL PROPERTIES OF MICROPOROUS
SILICON NITRIDE
3.1 Background
Many applications of silicon nitride exploit its excellent mechanical and thermal 
properties at high temperatures [53]. Low thermal conductivity and high thermal-shock 
resistance combined with mechanical strength at high temperatures makes silicon nitride 
an excellent thermal insulator. Physical properties of Si3N4 are significantly degraded by 
microvoids and other microstructures that may be present in the system. Since silicon 
nitride sublimates at about 2000K, it is virtually impossible to reach its theoretical density 
(3.2 g/cc). Silicon nitride films are synthesized by chemical vapor deposition (CVD) 
from a mixture of silane and ammonia gases; bulk Si3N4 samples are usually prepared by 
sintering Si3N4 clusters. Depending on the preparation conditions, the density of the 
CVD-grown silicon nitride ranges between 2.6 and 3.0 g/cc while the density of sintered 
silicon nitride can be as low as 2.0 g/cc [54,55].
We have investigated the effect of micropores on thermal conductivity and elastic 
moduli of amorphous silicon nitride (a-Si3N4). Molecular-dynamics simulations [30, 56] 
of a-Si3N4 are performed at several densities between 2.0 and 3.2 g/cc. To simulate the 
behavior of a bulk system, we place 36,288 particles in a rectangular box with periodic 
boundary conditions. The equations of motion are integrated using the velocity-Verlet 
algorithm [47,48] with a time step of 2 pico seconds. (The energy conservation is 10“* 
over 10,000 steps). Silicon nitride glasses are prepared as follows. Initially, crystalline
a-S i3N 4 at the theoretical density of 3.2 g/cc is gradually heated to 6000K (above the 
calculated melting temperature) where it is thermalized for 60,000 time steps. This well-
47
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thermalized molten system is quenched to 2000K over more than 100,000 time steps. 
Then the system at 2000K is expanded uniformly to reduce the density to 3.0 g/cc and 
thermalized for 30,000 steps. This procedure is repeated successively to produce 
systems at 2.8, 2.6, 2.4, 2.2, and 2.0 g/cc. At each density, we gradually reduce the 
temperature to produce well-thermalized systems at several temperatures between 300K 
and 2 0 0 0 K.
3.2 Structural properties
Complete structural characterization of silicon nitride glasses is performed for a 
range of densities between 2.0 and 3.2 g/cc. The calculated structural properties agree 
well with neutron scattering [31] and X-ray measurements [57]. Figure 3.1 shows 
partial pair-correlation functions for two different densities (2.0 and 2.8 g/cc). First and 
second neighbor distances determined from the calculated partial pair-correlation 
functions are given in Table 3.1 along with the available experimental data. Figure 3.2 
shows that the nearest-neighbor coordination of silicon atoms decreases from 3.88 to 
3.58 as the density is lowered from 3.2 to 2.0 g/cc. The average Si-N bond length on 
the other hand is not sensitive to changes in the density.
Table 3.1 MD results for the first (Si-N) and second (Si-Si and N-N) neighbor
distances in a-Si3N4. The last row shows neutron scattering data [31].
Density (g/cc) Si-N Si-Si N-N
2 . 0  g/cc 1.70 2.95 2.83
2 . 8  g/cc 1.72 2.98 2.83
2 . 8  g/cc (experiment) 1.729 3.01 2.83
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
49






Figure 3.1 Structural correlations in amorphous silicon nitride at p = 2.8 g/cc (solid
lines) and p = 2.0 g/cc (dashed lines). The partial pair-correlation functions are shown 




2 2 .5 3
P (g/cc)
Figure 3.2 Nearest-neighbor coordination number of silicon atoms in a-Si3N4 as a 
function of the density of the system.
The calculated bond-angle distributions are shown in Fig. 3.3. The N-Si-N bond 
angles are peaked around 109°, which indicates the presence of SiN4 tetrahedra. The Si-
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N-Si bond angle distribution has a single peak close to 120°, which corresponds to
comer-sharing tetrahedra (see fig. 3.4). Since we do not observe any significant number 
of edge-sharing tetrahedra, silicon nitride glass can be viewed as a disordered network of 
comer-sharing tetrahedra.




Figure 3.3 Bond-angle distributions, H(0), in a-Si3N4. Solid and dashed lines 
correspond to systems at densities 2 . 8  g/cc and 2 . 0  g/cc, respectively.
109'
120'
Figure 3.4 Comer-sharing tetrahedra.
An important characteristic of any glass is the intermediate-range order which is 
reflected in the first sharp diffraction peak (FSDP) [58]. Figure 3.5 shows the calculated 
static structure factor at a density of 2 . 8  g/cc along with the neutron scattering results 
[31]. The height and position of the FSDP are in good agreement with experiment. As
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the density is lowered, the height of the FSDP decreases reflecting a reduction in the 
intermediate-range order.
Figure 3.5 The static structure factor of a-Si3N4 at a density of 2.8 g/cc. Solid line 
shows the MD results; the circles represent neutron-scattering measurements by 
Misawaet al. [31]
To investigate the morphology of pores in a-Si3N4, we divide the system into
is chosen to be the smallest possible size which does not produce fictitious pores due to 
an isolated vacancy or a broken bond. We do not find any voids in the system at 
densities above 2.6 g/cc. Figure 3.6(a) shows that the formation of isolated micropores 
starts when the density falls below 2.6 g/cc. At lower densities, the number of pores 
increases and the pores coalesce to form larger entities (see figs. 3.6(b) and (c)). 
Finally, around 2.0 g/cc the largest connected pore percolates through the entire system. 
Figure 3.6(d) shows a snapshot of the percolating pore at a density of 2.0 g/cc.
Pore percolation in amorphous silicon nitride is analyzed using percolation 
theory. The critical exponent is determined for the average pore volume,
2 I 1 I *  |  ' 1 I I I I I I  I I |  I I I I ' » I 1 I I |  I
0
0 5 10 15
3.8A voxels. Connected clusters of empty voxels are identified as pores. The voxel size
(3.1)
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where V is the volume of a pore and (...) denotes an average over all pores. In 
percolation theory, the average pore volume diverges as the density, p , reaches the 
percolation threshold, pc:
\ ( P ~ P c ) ~ r ’P > P c
Q . .  = (3.2)
P < P c
By fitting our data to relation (3.2) (see fig. 3.7), we find y=1.95±0.17, which is 
consistent with the result of percolation theory ( y = 1 .8 ) [59, 60].
( a )  ( b )  ( c )  ( d )
i
.1 . r . v
2.6 g /c c  2 .4  g/CC 2.0  g /c c
Figure 3.6 Snapshots of pores in a-Si3 N4  at (a) 2.6 g/cc, (b) 2.4 g/cc, (c) 2.0 g/cc and 
(d) the percolating pore in the 2 . 0  g/cc sample.
103
g o
Figure 3.7 Average pore volume as a function of the density of the system.
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3.3 Elastic moduli
We have also determined Young’s moduli of a-Si3N4 at densities between 2.0 
and 3.2 g/cc. Initially, each system is brought to a zero-force configuration using the 
conjugate-gradient (CG) minimization procedure [61]. Then each system is subjected to 
21 different types of strain and the CG minimization is applied to each deformed system. 
In this manner, the elastic moduli tensor is obtained by fitting the change in the potential
energy to a quadratic form in the applied strain. For a-crystalline silicon nitride, this
procedure yields values for elastic moduli which are in good agreement with experiment 
[28]. The Young’s modulus of amorphous silicon nitride varies significantly with the
density, p, of the material, as shown in fig. 3.8. We find that the density dependence of 
the Young’s modulus, E,  is well-described by a power law,
E ~ p \  (3.3)
where the elastic exponent r  = 3. 6  ±0 .2 . We are not aware of any systematic 
experimental study of the density dependence of the Young’s modulus of a-Si3N4. 
However, a similar value of the elastic exponent ( t  = 3.2 -s- 3.8 ) has been found through 
experimental measurements on silica aerogels [62]. Our value is also consistent with the 
estimate (3.625 < r<3 .795) of percolation theory for a three-dimensional model with 
vector-force constants [63].
400
t = 3.6 ± 0 .2
2.5
P (g /c c )
Figure 3.8 Density dependence of the Young's modulus of a-Si3 N4 .
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3.4 Phonon density-of-states
The vibrational densities-of-states (DOS) of a-Si3N4 at various densities are 
calculated from the Fourier transform of velocity autocorrelation functions. (Direct 
diagonalization of the dynamical matrix is not feasible for systems involving 36,288 
atoms; however, our results agree with the DOS computed by diagonalizing the 
dynamical matrix for a 1344-atom system [26. 27].) Figure 3.9(a) shows the phonon 
DOS along with the partial DOS for Si and N atoms in a-Si3N4 at a density of 2.8 g/cc. 
We observe two broad peaks around 50 and 130 meV. The first peak has significant 
contributions from both Si and N atoms, while the second peak is mostly due to 
vibrations of N atoms.
-  - Si
P-2.0 g/cc_ 
p = 2.8 g/ccTotal
F ( E )
50 100 150100 150 0
E  ( m e V )  E  ( m e V )
Figure 3.9 (a) Total (solid curve) and partial Si (dashed curve) and N (dotted curve) 
phonon DOS of a-Si3N4  at 2.8 g/cc; (b) total phonon DOS at 2.8 g/cc (solid curve) and 
2 . 0  g/cc (dashed curve).
The phonon DOS undergoes significant changes as the density is reduced. 
Figure 3.9(b) shows that as the density is decreased from 2.8 to 2.0 g/cc, the low- 
frequency part of the DOS is enhanced because of the decrease in the rigidity of the 
tetrahedral network; the broad peak at 50 meV shifts to 40 meV. The high-energy edge 
of the phonon DOS initially shifts to higher energies following an increase in internal 
stresses when the density is decreased from 3.2 to 2.6 g/cc. Below 2.6 g/cc the high-
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energy edge shifts in the opposite direction as the internal stresses are relaxed by pore 
formation.
3.5 Thermal conductivity
It is well-known that thermal conductivity of non-crystalline solids is quite 
different from that of crystals. For example, thermal conductivity of a dielectric crystal at 
high temperature decreases as 1/7', whereas for amorphous solids it increases and then 
saturates to a limiting value. Thermal transport in dielectric crystals is well-described by 
the phonon gas model. However, for the case of non-crystalline solids the theoretical 
description is still incomplete. Moreover, in the high-temperature regime, the thermal 
conductivity of an amorphous solid can be reliably calculated only with the molecular- 
dynamics approach [64, 65].
We have calculated the thermal conductivity of a-Si3N4 at various densities 
between 2.0 and 3.2 g/cc for a range of temperatures above the plateau region (between 
300K and 2000K). Two different methods have been used to extract the thermal 
conductivity from MD simulations: an equilibrium approach using the heat-current 
autocorrelation function and a non-equilibrium approach based on linear response to a 
small external perturbation.
3.5.1 Thermal transport in crystalline and disordered materials
The thermal conductivity, K,  of a dielectric crystal can be approximately written
as
K  — ~ C v l , (3.4)
where C denotes the specific heat (per unit volume), v is the mean phonon speed (on 
the order of the speed of sound), and I  is the mean free path ( /  = vt, where r  is the 
appropriate relaxation time). One of the scattering mechanisms is due to anharmonic 
terms in the Hamiltonian. Lowest-order anharmonic terms involve three-phonon
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processes: q, -» q 2,q3 (decay) and q2,q3 —> q, (coalescence), where q,, q2, q3 are 
phonon quasi-momenta. In both cases the phonon quasi-momenta satisfy the 
conservation law,
q i = < i : - q 3 + b’ (3.5)
where b is a reciprocal lattice vector. It can be shown that processes in which the total 
quasi-momentum is strictly conserved ( b = 0 ) have no effect on thermal transport, and 
only the scattering events with b * 0  (so-called imklapp processes) account for a finite 
thermal conductivity. The anharmonic umklapp process is the dominant mechanism at 
high temperatures. In this regime, the number of phonons is proportional to T  which 
results in an increase in the scattering frequency, while the specific heat is nearly 
constant. As a result, the high-temperature thermal conductivity scales as l /T.  (This 
power law may be altered if higher-order processes become important). At low 
temperatures, the umklapp processes become extremely rare. The mean free path is 
limited by scattering due to lattice defects or even by the size of the sample, and it is 
temperature independent. Consequently, the temperature dependence of the thermal 
conductivity is now defined by the variation of the specific heat, and so k  ~ T3.
The temperature dependence of the thermal conductivity is quite different for 
amorphous materials [64]. For the case of amorphous solids, one can identify three 
distinct regimes: (i) At low temperatures (< 2K), K  ~ T18-2; (ii) between 2K and 20K 
there is a plateau in K; (iii) above 20K, K increases monotonically to a limiting value. 
The quadratic temperature dependence of the thermal conductivity at low temperatures 
has been attributed to the scattering of low-energy phonons by two-level tunneling states 
in glasses [6 6 ]. For the other two regimes, there is no universally accepted explanation.
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3.5.2 Calculation of thermal conductivity using MD simulations
3.5.2.1 Equilibrium approach
Linear response theory relates the generalized susceptibilities to time correlation 
functions. In the linear response theory, the thermal conductivity, K, is given by an 
expression similar to the conventional Kubo formula for the electrical conductivity:
V
KaP ~ kBT
T[ d t { j Ca ( t ) r P( 0 )), (3.6)
where J£ is the heat flux, (...) denotes an ensemble average, and or, /? are Cartesian 
indices. For a system of identical particles, the heat (or energy) flux, J£, is given by
j E = i X  <5£. vI+ (v,-f,)r , , (3-7)
y  i
where Se, = e, - ( e )  is the deviation of the single-particle energy from its average value. 
For a system involving different species of particles, the heat flux is no longer equivalent 
to the energy flux due to the effect of diffusion, and the expression for the heat current 
becomes much more complicated. However, in a solid the diffusion is very slow, and 
the use of equadon (3.7) is still acceptable. This approach can be readily combined with 
MD simulations. The heat-current correlation function, ( j ca(t)Jep(0)), may be
computed by taking averages over phase-space trajectories obtained by equilibrium 
molecular dynamics. The main difficulty in this approach is to reliably compute the heat- 
current autocorrelation function for sufficiently long times, so that the integral in Eq. 
(3.6) converges. This may require a large number of averages, i.e., the MD simulation 
has to be run for a large number of steps.
At low temperatures quantum effects are important, which are obviously not 
included in classical MD simulations. One of these effects is the difference between the
Bose-Einstein distribution function of phonons, n(co) =  , and its classical
£   1
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k T
limit, n(co) = - s— (equipartition of energy among the degrees of freedom). Fortunately, 
h a
at low temperatures the atomic motion is essentially harmonic even in disordered solids 
and thus can be well-described by a non-interacting phonon gas. For a perfect crystal, 
the thermal conductivity would be infinitely large without the anharmonic terms in the 
Hamiltonian. In contrast, disordered solids have a finite thermal conductivity even in the 
harmonic regime. In the harmonic approximation, the Kubo formula gives,
‘  " t t > ) ’  < 3 ' 8 )
where the summation goes over pairs of phonon modes (/, j ) ,  nt and to, are the 
occupation number and frequency of the i-th mode, S is the heat current operator, and 
a ,  P are Cartesian indices. This formula allows us to calculate the low-temperature 
thermal conductivity in the presence of quantum-mechanical effects. The phonon 
frequencies and eigenvectors may be computed in an MD simulation, and the summation 
in Eq. (3.8) may be performed by replacing the delta-fimction by a Lorentzian.
3.5.2.2 Non-equilibrium molecular dynamics (NEMD) simulations o f  
thermal transport
Instead of evaluating the time correlation functions, generalized susceptibilities 
may be calculated by directly measuring the response to a weak external field. Because 
of the presence of this external field, the system is no longer in thermodynamic 
equilibrium. The response induced by the perturbing field is calculated as the difference 
between the currents calculated for two different phase-space trajectories: non­
equilibrium (with external perturbation) and equilibrium (unperturbed) trajectories. 
Because of this subtraction technique, the signal-to-noise ratio is greatly enhanced. For 
example, this approach has been shown to be more efficient for the calculation of 
hydrodynamic transport coefficients than the time correlation approach.
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Direct application of the non-equilibrium technique to the problem of thermal 
transport would involve creating a temperature gradient in the system. However, this 
would not be consistent with periodic boundary conditions, which are normally used in 
MD simulations to simulate the behavior of bulk systems. To address this problem, a 
spatially uniform fictitious perturbation that couples to the heat current is used instead of 
a temperature gradient [67, 6 8 ]. This external perturbation is applied in such a way that 
the response is proportional to the thermal conductivity. In the approach proposed by 
Evans [67], the equations of motion have the following form:
where f, is the force on the i-th particle in the presence of the perturbation, and Sei is the 
deviation of the single-particle energy from its average value. Vector b measures the 
strength of the perturbation. In computer simulations, the magnitude of b should be 
chosen sufficiently small so that the linear response approximation applies, but large 
enough so that the response is greater than the noise due to finite precision. The thermal 
conductivity, K, is extracted from the heat current due to the perturbation:
where the heat current is given by Eq. (3.7), and the average is taken over the non­
equilibrium phase trajectory. In this approach, the heat current is introduced while 
maintaining homogeneity of the system and periodic boundary conditions are not 
violated.
The signal-to-noise ratio in the non-equilibrium approach can be improved 
significantly by using the so-called subtraction technique [17]. This method is illustrated 
in fig. 3.10. In this technique, an equilibrium MD simulation is performed to generate an 
equilibrium phase-space trajectory. Subsequently, several non-equilibrium simulations
(3.9)
(3.10)
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are carried out starting from different points on the equilibrium trajectory. The heat 
currents are computed for both equilibrium ( )  and non-equilibrium ( )  simulations.
It is the difference that enters the expression for the thermal conductivity:
The results are averaged over all the non-equilibrium runs. In practice, J j^  -  starts 
oscillating with increasing magnitude above a certain time, due to the well-known 
exponential divergence of trajectories in the phase space. This provides a severe 
limitation on the accuracy of the calculation. The accuracy may be improved by (i) 
increasing the length of the equilibrium trajectory and the number of non-equilibrium 
runs; and (ii) increasing the number of atoms in the system. We find that the latter 
approach yields better results.
Figure 3.10 Schematic of the NEMD technique for the calculation of thermal 
conductivity.
In our simulations the thermal conductivity is calculated using both equilibrium 
and non-equilibrium methods. While the results agree with each other, the non-
(3.11)
—  equilibrium trajectory
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equilibrium approach turns out to be more efficient in the high-temperature regime we are 
interested in.
3.5.3 Thermal conductivity of amorphous silicon nitride
The thermal conductivity, K, of a-Si3 N4  has been calculated at temperatures 
between 300K and 1500K. Figure 3.11(a) shows the temperature variation of K for the 
36,288 particle system at p = 2.8 g/cc. The thermal conductivity increases smoothly
with temperature from 1.56 W/m-K at 300K to 1.76 W/m-K at 1500K. Similar 
smooth, monotonic increase is observed at other densities as well.
Figure 3.11 (a) Temperature dependence of thermal conductivity, k , at 2.8 g/cc; and (b) 
the density dependence of feat 300K (circles) and 1500K (triangles).
1.4 ---------------- 1----------------------------1---------------------------- 1—
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Figure 3.11(b) shows the density dependence of K at 300 and 1500K. We fit 
these results to a power law k ~  p ‘ and find the exponents t = 1.58±0.09 and 1.45±0.06 
at 300 and 1500K, respectively. At other temperatures between 300 and 1500K, the MD 
results are also well-described by the same power-law relation with t  ~ 1.5. We are not 
aware of any published experimental results for the high-temperature thermal 
conductivity of amorphous silicon nitride. However, experimental measurements on
silica [69] and carbon [70] aerogels indicate that their thermal conductivities obey k  ~
p 1-5 over a wide range of densities. The value r = 1.5 for the scaling exponent is also
consistent with the predictions of percolation theory [59, 71].
3.6 Summary
Structural correlation, morphology of pores, thermal and elastic properties of a- 
Si3 N4  have been studied using the molecular-dynamics (MD) approach. MD simulations 
reveal that the amorphous system is a network of comer-sharing tetrahedra. The 
calculated static structure factor is in good agreement with the neutron scattering 
measurements. Significant growth of pores is observed for mass densities below 2.6 
g/cc. Near 2.0 g/cc the average pore volume diverges with an exponent of 1.95±0.17 
which is in good agreement with percolation theory. Micropores have a significant effect 
on the mechanical properties and thermal transport in the system. The thermal
conductivity is calculated using the non-equilibrium MD approach. The Young's
modulus and the high-temperature thermal conductivity are found to scale with the
density as p3 -6  and p 1-5, respectively.
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DYNAMIC FRACTURE IN GRAPHITE
4.1 Introduction
In recent years there has been a lot of interest in the role of instabilities in 
dynamic fracture [28, 72-84]. Dynamical effects are important when the kinetic energy 
associated with crack propagation is comparable with the elastic energy stored in the 
system [85]. This fracture regime is usually realized in brittle materials or under extreme 
loading conditions. Dynamic fracture is characterized by the crack rapidly accelerating to 
a terminal velocity (Vc). An upper bound on the crack speed is provided by the speed of 
surface elastic waves (Rayleigh velocity, VR), which is close to the transverse speed of 
sound. Experimental [72-76] and theoretical [28, 77-84, 8 6 ] studies indicate that when 
the crack tip speed reaches a certain fraction of the Rayleigh velocity, the crack becomes 
unstable with respect to branching. In this regime, much of the elastic energy is 
dissipated into microbranches, which prevents further acceleration of the crack. As a 
result, the terminal velocity is always smaller than the Rayleigh speed. ( For example, 
Sharon et al. [72] find Vc = 0.36 VR). Back in 1951, Yoffe [87] had found from linear 
elasticity that straight-line crack-front propagation in a non-dissipative 2D system was 
unstable at crack-front speeds above 0.6xVR. For a two-dimensional model lattice of 
coupled strings, Marder et al. [81] have found that local branches appear when the crack 
speed reaches 0.66xVR. Crack branching has also been observed in molecular-dynamics 
simulations of a two-dimensional Lennard-Jones solid [83, 84].
Another aspect of fracture that has been studied intensively in recent years is the 
morphology of fracture surfaces. Mandelbrot et al. [8 8 ] have shown that fracture 
surfaces, which may be described as “rough”, are in fact self-affine objects with typical
63
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roughness exponents of 0.8 for 3D and 0.7 for 2D systems. Careful experimental 
studies [89-93] indicate that for rapidly moving crack fronts or above a certain crossover 
length these roughness exponents do not depend on material characteristics or the mode 
of fracture. However, a smaller value of the roughness exponent (close to 0.5) is found 
on nanometer length scales [94, 95] or in the case of slow crack propagation. The 
crossover between these two different regimes of fracture has been found in experiments 
on Ti3Al-based alloys [96] and in MD simulations of silicon nitride [28]. Recently, self- 
affine behavior has been observed in branched cracks [92, 93] and their roughness 
exponents are consistent with the universal values.
We have studied these issues in a real two-dimensional brittle system — a single 
graphite sheet — using large-scale molecular-dynamics simulations. The simulations are 
based on realistic bond-order interatomic potentials for hydrocarbons developed by 
Brenner et al. [15, 16]. Dynamics of crack propagation and branching instability have 
been studied as a function of strain and crystallographic orientation. Regularly spaced 
crack branches are observed for a certain orientation when the crack-tip speed reaches 
0 .6 x V r . The evolution of local stresses around the crack tip is studied, and the fracture 
toughness is estimated from the Griffith analysis and the stress-intensity factor. Two 
different roughness exponents are found for the resulting fracture surfaces. Within the 
same branch the crack-front profile is characterized by a roughness exponent, a  = 
0.41±0.05. However, branched fracture surface profiles are described by a  = 
0.71±0.10 above a certain crossover length.
4.2 MD simulations of fracture
Dynamic fracture is studied in a 1500A x 2 0 0 0 A single graphite sheet consisting
of 106 atoms [36, 8 6 , 97]. Dangling bonds on the boundaries are terminated with 
hydrogen atoms. Initially, the atoms in the sheet are laid out in the XY plane, but during
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the course of the simulation they are allowed to move in Z-direction as well. The 
simulations are performed with a time step of 1 femto second at room temperature. We 
apply a tensile strain by uniformly stretching the sheet in the X-direction. The system is 
relaxed for 2000 time steps for each 1% increase in the applied strain. Subsequently, a 
30A long triangular notch is inserted into the stretched system to initiate crack 
propagation in the Y-direction, and fracture proceeds under constant applied strain. This 
procedure is repeated for different values o f the applied strain and for two different 
crystallographic orientations. Fracture geometries used in the simulations are illustrated 
schematically in fig. 4.1. In one case, referred to as G( 1,1), the X-axis is parallel to 
some of the covalent C-C bonds (see fig. 4.1(a)); in another geometry, which we call
G(1,0), the bonds make an angle of either 30° or 90° with the X-axis (see fig. 4.1(b)).
( b )  G ( 1 , 0 )
Figure 4.1 Orientations in fracture simulations of a graphite sheet: In G( 1,1)
orientation the applied strain is parallel to some of the C-C bonds and in G(1,0) 
orientation the strain is perpendicular to some of the bonds.
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The evolution of the crack front is analyzed by converting atomic configurations 
into two-dimensional images with a pixel size of 3A. The pixel values are determined 
from the number of atoms in each pixel (occupation numbers). Such snapshots are 
recorded every 50 time steps. To extract the position of the crack tip, we identify 
connected clusters of empty pixels. The crack is defined as the cluster connected to the 
notch. The crack tip corresponds to the pixel which belongs to the crack and has the 
largest Y-coordinate. For branched cracks, further image processing is performed to 
identify crack branches, and a separate crack tip is defined for each branch.
The fracture toughness of the material is studied by monitoring internal stresses 
and energy dissipation. The stress-strain curve and the local-stress distribution are 
computed using the virial definition of the internal stress tensor. The local-stress 
distributions are stored as two-dimensional images. The energy dissipation in the system 
is also monitored continuously. The elastic energy (i.e. the work done by external forces 
in stretching the system) is calculated by integrating the stress-strain curve and from the 
observed change in the potential energy. As the crack propagates through the graphite 
sheet, part of this elastic energy is dissipated into heat and is ultimately taken out by 
maintaining the temperature of the system at 300 K. The remaining part of the elastic 
energy goes into the surface energy of the fracture surface. 1
4.3 Dynamics of crack propagation
For both G( 1,1) and G(1,0) orientations of the graphite sheet with an initial notch 
of length 30A, the crack does not propagate until the applied strain reaches a critical value 
of 12%. Once this critical value of strain is reached, the crack starts growing and quickly 
reaches a terminal velocity (-60% of the calculated Rayleigh wave speed). We find that
1 In ductile materials, energy is also dissipated via plastic deformation. However, this system is brittle 
and any residual deformation is assumed to be included in the definition o f the surface energy.
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the G (l,l)  orientation (where the strain is applied parallel to some of the bonds) 
corresponds to a cleavage direction. In this case the crack propagates straight through 
the system as shown in fig. 4.2. The behavior is quite different in the case of G(l,0). 
After propagating for only 2 pico seconds (ps), the crack branches into two secondary
cracks. Each of them is oriented at 30° relative to the Y-axis, i.e. each individual branch
propagates in the same (cleavage) direction relative to the crystallographic axis.
Subsequently, more local branches sprout off the secondary cracks at an angle of 60°.
Figure 4.3 shows the snapshot of the resulting branched crack.
12% strain
Figure 4.2 Snapshot of cleavage fracture profile for the G( 1,1) orientation.
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Figure 4.3 Branched crack in a graphite sheet under 12% strain in the G(1,0) 
orientation.
Detailed analysis of the crack-tip dynamics for the G(1,0) orientation is presented 
in fig. 4.4. The crack-tip positions are computed for each crack branch, and the resulting 
crack-tip trajectories in the XY plane are shown in fig. 4.4(a). By comparing it with fig. 
4.4(b), which shows the Y-coordinates of the crack tips as a function of time, we find
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that the branches quickly accelerate to the same terminal speed. Most of the local 
branches propagate for less than 1 0  ps and then the motion completely subsides. 
However, some of them continue to grow until the system is completely fractured. The 
length of one such branch is plotted in fig. 4.4(c) as a function of time. From these data, 
the terminal speed is found to be 7.6 km/s, which is about 0.6 times the Rayleigh wave 
speed.
T 10002000




1500 0 25 30500 1000 0 5 15 2010
X (A ) tim e (ps)
Figure 4.4 Crack-tip dynamics for the G(1,0) orientation. The applied strain is 12%. 
(a) Crack-tip trajectories in the XY plane, (b) Y-positions of crack tips (for all the 
branches) as a function of time, (c) The length of a single branch vs time.
At a higher value of the applied strain (16%) and the same orientation (G(1,0)), 
branching becomes more frequent (see the crack-tip trajectories in fig. 4.5(a)). The 
branches are now almost equally spaced with a spacing of - 2 0 0  A, which provides an 
efficient mechanism for the dissipation of the elastic energy stored in the system. By 
applying the same analysis as in the case of 1 2 % strain, we again observe that all the 
branches reach the same terminal speed (see fig. 4.5(b)). By examining at a long single 
branch, we find the terminal speed to be 7.9 km/s. Figure 4.6 shows a snapshot of the 
resulting fracture profile. In addition to the crack branches identified in fig. 4.5(a), 
smaller “attempted” branches are visible in fig. 4.6 with an average spacing of -50 A.








500 1000 15000 30
X (A) tim e (ps) tim e (ps)
Figure 4.5 Crack-tip dynamics for the G(1,0) orientation under an applied strain of 
16%: (a) Crack tip trajectories in the XY plane; (b) Y-positions of the crack tips (for all 
the branches) as a function of time; and (c) The length of a single branch vs time.
Figure 4.6 Snapshot of the final fracture profile in a graphite sheet under 16% strain in 
the G(1,0) orientation.
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MD simulations allow us to observe fracture at atomistic length scales. Figure 
4.7 shows atomic configurations around the crack tips for the three cases described 
above (G (l,l)  orientation under 12% strain, G(1,0) orientation under 12% and 16% 
strains). Figure 4.7(a) demonstrates that even for the cleavage fracture in the G (l,l)  
orientation, the fracture surface is not atomically flat. One can identify attempted
branches that would propagate at 60° to the Y-axis but never develop into large branches.
In contrast, attempted branches for the G(1,0) orientation make a 30° angle with the Y-
axis (see figs. 4.7(b) and (c)), and some of them can grow further, as can be seen in fig.
4.3. In the following section, we show that the stress distribution favors the 30°
branching angle, which explains why branching only occurs in the case of the G(l,0) 
orientation.
Figure 4.7 Images of crack tips in a graphite sheet magnified to show atomic 
configurations: (a) G( 1,1) orientation and 12% strain; (b) G(l,0) orientation and 12% 
strain; (c) G(1,0) orientation and 16% strain.
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4.4 Fracture mechanics
To estimate the fracture toughness of a graphite sheet, additional simulations are 
performed under somewhat different conditions. This time, a triangular notch of length 
50 A is inserted in the graphite sheet before stretching. Subsequently, the strain is 
gradually increased until the crack starts moving. The crack propagation is then studied 
under constant strain. The evolution of stress and strain for both G( 1,1) and G(1,0) 
fracture geometries is shown in fig. 4.8. In both cases, the critical strain is 10%. The 
critical stresses are 6 8  GPa and 58 GPa for the G (l,l)  and G(1,0) orientations, 
respectively. Following the Griffith analysis, the fracture toughness is calculated as 
(7fcv", where o F is the critical stress and c  is the length of the notch. We find the 
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Figure 4.8 Stress-strain curves for a graphite sheet with a 50A notch in (a) G( 1 , 1 ) 
orientation and (b) G(1,0) orientation.
Figure 4.9 shows the total energy, Etm, as a function of time for both fracture 
geometries, along with a “free energy”, E,ot -  Q, where —Q is the amount of heat taken 
out of the system by the temperature control. Before the critical strain is reached, the
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total energy increases due to the work done by external forces. Since the system remains 
in equilibrium with external stress, no significant amount of energy is dissipated into heat 
at this time, i.e. Q ~ 0. Once the crack starts propagating, the strain is kept constant and 
no work is done by external forces. E,ot -  Q therefore remains constant, Eu>, is now 
decreasing due to energy being dissipated into heat. After the system fractures, the total 
energy saturates to a constant value corresponding to the energy dissipated by creating 
fracture surfaces. In the case of G( 1,1) the elastic energy stored in the system (per unit 
area of the fracture surface) is 182 J/m2, ~25% of which (44 J/m2) goes into the surface 
energy, and the rest is dissipated into heat. In the case of the G( 1,0) orientation, a larger 
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Figure 4.9 Energy (solid line) and “free energy” (dashed line) as a function of time for 
(a) G (l,l) and (b) G(1,0) orientations. External strain is shown with a dotted line.
We estimate the effective surface energy for the G( 1,1) fracture surface (y = 22 
J/m2) is about five times larger than that for a perfectly flat surface (y = 4.2 J/m2). As
0 ( 1. 1)
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discussed in the previous section, the fracture surface is far from being atomically flat 
(see fig. 4.7(a)), which accounts for this difference. The calculated values of the fracture
surface energy (y = 22 J/m2) and Young’s modulus ( E = 990 GPa) substituted into the
Griffith criterion ( o F = (2Ey/nc)'r~) yields another estimate of the critical stress, <7F = 
52 GPa. This result compares well with the value of 6 8  GPa, at which the actual onset 
of crack propagation is observed in MD simulations. In contrast, using the surface
energy obtained for an atomically flat surface (y=4.2 J/m2), we would underestimate the
critical stress by a factor of three. This illustrates the importance of fracture surfaces 
being rough: by modifying the effective surface energy, the roughness influences the 
fracture toughness of the material.
IT
Figure 4.10 Schematic of a slit-like plane crack.
In linear elasticity, the local stress distribution contains a r ' l/2 singularity near the 
crack tip [85], which is the dominant term for small r  and is independent of the 
boundary conditions. The complete solution also includes higher-order corrections,
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which are determined by boundary conditions. For a slit-like plane crack and fracture 
mode I (shown schematically in fig. 4.10), the singular term in the stress distribution has 
the following form [85]:
M K
"  (2 * r f
\
or in polar coordinates:
( a  1v rr /
K
O r e  
^ O g g  j
~  { 2 K r f -
\
cos(0/2)[l + sin(0/2)sin(30/2)] 
sin(0/2)cos(0/2)cos(30/2) 
cos(0/2)[l — sin(0/2)sin(30/2)]
cos(0 / 2 )[l + sin2(0 / 2 )]N 
sin(0 / 2 )cos2 (0 / 2 ) 
cos3 (0 / 2 )
(4.1)
(4.2)
where K  is referred to as the stress-intensity factor. It can be shown that the stress- 
intensity factor of an equilibrium crack is related to the fracture toughness ( <JFcu2) as
K = a  7t['2 (cr Fc l/2), (4.3)
where a  is a geometric factor (for our fracture geometry a  ~ 1. 1 2 ).
To estimate the fracture toughness of the graphite sheet in the case of G( 1,1) 
orientation, we have computed the local stress distribution around the notch just before 
the crack starts propagating. The stress intensity factor is extracted by fitting the result to 
the singular term plus a constant. (Higher-order corrections vary much slower than r “ l/2 
and therefore may be approximated by a constant term). Figure 4.11 shows the radial 
dependence of various components of the stress tensor. We find that <ja and <T>y are
well described by r ' l/2 dependence with a stress intensity factor of about 6  MPa m l/2, 
while the data for the shear stress ( <ro.) are too noisy. In fig. 4.12 we plot the angular 
dependence of cr^, a n., and . These results are in excellent agreement with the
predictions of the theory of elasticity. Using the Eq. (4.3), we obtain an estimate of ~ 3 
MPa m " 2 for the fracture toughness.
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Figure 4.11 Radial dependence of local stresses around the crack tip: (a) crxx, (b) a xy, 
(c) o yy. Solid line shows the fit to the r ' l/2 dependence.
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Figure 4.12 Angular dependence of local stresses around the crack tip: (a) (b) Gxy,
(c) Gyy. Solid lines correspond to Eq. (4.1).
As the crack-tip speed becomes comparable to the speed of sound, local-stress 
distributions start to deviate from the equilibrium-crack stress distribution (Eqs. 4.1- 
4.2). The most important change is observed in the angular dependence of a ee\ the 
maximum local tension shifts from the existing crack plane (6 = 0 °) to a plane inclined at 
an angle 6m. As a result, the crack becomes unstable with respect to bifurcation with a 
branching angle 6m. To investigate this issue, we have calculated the local-stress
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distributions for a crack that has already reached the terminal velocity. In fig. 4.13 the 
angular dependence of the <rse stress component is plotted before and after the crack 
propagation has started. In the case of a moving crack (see fig. 4.13(b)), the tension at 
an angle Qm~ 35° becomes slightly higher than that at 0 = 0°. For the G(l,0) 
orientation, Qm is close to the cleavage direction, 6 = 30°, and the crack immediately 
splits into two branches. In the case of G (l,l), the cleavage directions are at 0 and 60°, 
and the crack continues to propagate straight.
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0
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4.5 Roughness exponents
Nature provides many examples of surfaces and interfaces which are irregular 
and cannot be described by smooth functions. These so-called rough surfaces occur on 
various length scales as a result of surface growth, fracture, erosion, diffusion, and other 
processes. Fractal description has proven to be extremely useful in studying formation, 
morphology, and properties of such surfaces. While the term “fractal” usually implies 
invariance with respect to isotropic dilation (self-similarity), fractal surfaces are usually 
self-affine, i.e. invariant with respect to anisotropic dilation:
(x,y ,/i)- » ( Ax, Ay,/L°7i), (4.4)
where the surface (embedded in 3D space) is defined by its height ( z = h(x,y) ); A is the 
scaling parameter; and a  is the roughness exponent. Relation (4.4) can be easily 
generalized to the case of 2D embedding space (in which case the surface is replaced by a 
curve) or to higher dimensions. The characteristic width of a self-affine surface 
observed over length L scales as
w (L )-L “ , (4.5)
where a <  I. Because of the scaling law (4.5), self-affine surfaces look rougher on 
smaller length scales and flatter on larger length scales. The roughness exponent, a ,  is 
related to the local fractal dimension, Df , of the surface:
Df = D - a ,  (4.6)
where D is the dimensionality of the embedding space.
Mandelbrot et al. [8 8 ] were the first to apply this fractal analysis to fracture 
surfaces. Their experiments involved transgranular fracture in steel studied with Charpy 
impact tests. Mandelbrot et al. found the fracture surfaces to be self-affine objects with 
the roughness exponent in the range of 0.72 - 0.90. They concluded that higher 
roughness exponent corresponded to higher fracture toughness. Subsequent
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experimental studies failed to confirm a definite correlation between roughness exponents 
and fracture toughness properties of materials. In fact, the opposite correlation has been 
observed by Mecholsky et al. [98] in ceramics. Bouchaud et al. [93] studied ductile 
fracture in four samples of the same material (an aluminum alloy) subjected to different 
heat treatments. Different fracture modes and fracture toughness values were observed, 
but the roughness exponent turned out to be the same ( = 0.8) for all four samples. This 
observation lead them to suggest that the roughness exponents of 0.8 in 3D and 0.7 in 
2D are universal, i.e. independent of material or fracture mode. In many subsequent 
experimental studies the roughness exponents were found to have the universal values. 
Malpy et al. [89] performed an extensive study of fracture surfaces in six very different 
brittle materials and reported they were all characterized by the same roughness exponent 
of 0.87±0.07. However, smaller roughness exponents (in the range 0.4-0.6) have also 
been reported, mostly in STM measurements on nanometer scale [94, 95]. Based on 
these results, Milman et al. [94, 95] argued against the universality of the roughness 
exponent. Bouchaud et al. [96] investigated fracture surfaces in Ti3Al alloy over a wide 
range of length scales (10 nm - 1 mm) for different crack velocities. They found that
fracture profiles are characterized by two different roughness exponents: a  -  0.45 below
a certain crossover length scale and a  ~ 0.84 above the crossover. It has also been
determined that the crossover length shifts to smaller length scales as the crack velocity 
increases. At the same time, a crossover between two different roughness exponents 
(0.82 and 0.44) corresponding to two different fracture regimes has been observed in 
MD simulations of fracture in amorphous silicon nitride film [28]. The simulations 
reveal that the smaller roughness exponent corresponds to slow continuous crack 
growth, while fast crack propagation by coalescence with pores opening in front of the 
crack tip yields larger roughness exponents. These experimental and numerical results
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indicate that the universal value of the roughness exponent (-0 .8 ) is relevant to fast crack 
propagation or above a certain crossover length. On smaller length scales or for 
sufficiently slow cracks, the fracture process crosses over to a different regime which 
results in smaller roughness exponents.
Hansen et al. [99] tested the universality of roughness exponent numerically for 
a two-dimensional fuse model. The same roughness exponent of 0.7 (within 10% 
accuracy) has been found for different distributions of fuse strength. Furthermore, it has 
been argued that britde fracture is related to the problem of directed polymers in random 
medium, which gives a roughness exponent of 2/3 in two dimensions. Careful 
experimental studies of fracture in two-dimensional systems [90, 100], such as paper
and various kinds of wood, yield a  = 0.68±0.04, which is consistent with the theoretical
value of 2/3. However, Mal0 y et al. [89] have shown that this explanation fails for the 
case of 3D fracture. The 3D generalization of the directed polymer problem is the 
problem of finding the minimum energy surface for a random distribution of energy in 
space. The roughness exponent in this case has been estimated to be 0.50±0.08 [101],
which is in sharp disagreement with the typical value of a  -  0 . 8  for fracture in three-
dimensional materials. Furthermore, Bouchaud et al. [92] have argued that it is unlikely 
that the minimum energy surface can be found dynamically. Recently, another approach 
has been proposed to explain the observed values of roughness exponents. In this 
model, the crack front is represented by a line moving through a medium containing 
randomly distributed obstacles [102, 103]. Such systems are known to exhibit the so- 
called depinning transition, when the driving forces reach a critical value and the line 
starts moving. The two different fracture regimes (and corresponding roughness 
exponents) can be therefore interpreted in terms of line moving close or far from the
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depinning transition. There has been some success in applying this model to the 
description of fracture surface morphology, but the results are still inconclusive.
We use million-particle MD simulations of a graphite sheet to study the 
morphology of branched surfaces. The large system size is crucial for a reliable estimate 
of the roughness exponent, since extracting a scaling exponent requires information over 
a wide range of length scales. In these simulations we span a range of length scales from 
angstroms to 0 . 1  micron.
4.5.1 Various approaches to calculating roughness exponents
Since the roughness exponent is related to the fractal dimension (see Eq. 4.6) 
standard techniques of fractal analysis can be applied to calculate the roughness exponent 
of fracture surfaces in experiment or simulation [95]. Fractal analysis is easier for a 
curve than a surface. Therefore, one usually takes cross-sections of the surface to 
produce two-dimensional profiles. In general, a cross-section of a fractal object has 
fractal dimension Df - 1, where Df  is the fractal dimension of the original object. In 
going from fracture surface to fracture profile, we also reduce the embedding dimension 
from D = 3 to D = 2. Using (4.6), we can write the roughness exponent of such a 
profile as
^profit*) = ( 0 - 1) - ( D / - \ )  = D - D f (4.7)
As a result, the problem of finding the roughness exponent of a fracture surface is 
reduced to calculating the roughness exponent or fractal dimension for its cross- 
sections. 2 Vertical or horizontal sectioning are typically used to make such cross- 
sections [95]. The latter approach is also known as the Slit-Island Method (SIM). Both 
vertical and horizontal sectioning have been used in experiments.
: Strictly speaking, it is only true under the assumption o f  isotropic roughness exponent. Otherwise, 
different roughness exponents are defined for different directions.
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If the fracture surface does not contain overhangs, vertical cross-sectioning 
results in a single-valued height function, h(r). Statistical invariance under anisotropic 
dilation (4.5) leads to a scaling relation for the height-height correlation function, G(r):
G(r) = (((/i(r + r0 ) - % ()))2 y /2 -  r“, (4.8)
where the average is taken over all possible origins, ra. Roughness exponent, a ,  of a 
self-affine surface may be estimated from a log-log plot of G(r). The height-height 
correlation function can also be evaluated by taking an average over the whole surface:
G(r) = ^((/i(r + r„ ) - / i ( r0))'^ ’ ~ r“ , (4.9)
where r = (.r,y) represents lateral coordinates. Instead of directly using Eq. (4.8), the 
roughness exponent is often determined from the power spectrum,
P(f )  = | / « ( / ) | 2 = { C(r)e‘frdr , (4.10)
where C(r) is defined similarly to G(r):
C(r) = (((h{r + r„) -  (/z))((/z(r) -  (h))}. (4.11)
The power spectrum scales as
P ( f ) ~ r 2a-'. (4.12)
To reduce the effect of statistical fluctuation, the roughness exponent is calculated using 
the integrated power spectrum,
oo
P(f) = \ p ( f ' ) d f ' ~ f 2a. (4.13)
/
Equation (4.8) can be further generalized by replacing the squaring operation by 
an arbitrary power, p :
G(p\ r )  = ((<(h(r + r0) -h ( r 0))py P ~ r“ , (4.14)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
84
and Gip,(r) can again be used to extract the roughness exponent. By taking the limit of 
/?—»<», equation (4.14) becomes
so that a  can be found from the observed variation of height over different length scales. 
A similar expression is used in the variational method, where the roughness exponent is 
calculated from the height variation, V(r):
Equation (4.16) can also be interpreted in terms of box counting definition of the fractal 
dimension. It has been argued that this approach yields more accurate values for a  than 
those obtained from the power spectrum, at least when applied to analytically constructed 
profiles with known roughness exponents [104].
If we visualize a fractal object as composed of “points”, then the pair correlation 
function P(r) can be defined as the conditional probability of point r0 + r belonging to 
the object, given that point rc belongs to the object. Like other correlation functions,
For anisotropic fractals (such as self-affine surfaces) P(r) exhibits different scaling 
behavior depending on the direction of r .  In this case, the scaling law (4.17) applies to 
the direction with the slowest rate of decay. Direct application of this property to a self- 
affine curve in 2D, h(r), leads to the return probability approach. The return 
probability, P(r), is defined as the probability that the curve comes back to the original 
height after a distance r.  Obviously, P(r) is just the pair-correlation function computed 
along the direction parallel to the surface, so that using (4.17) and (4.6) we find that
G‘“ ’(r ) = ^max [h(r + r j  -  h(ra) (4.15)
(4.16)
(4.17)
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(4.18)
which can be used to compute the roughness exponent, a .  While the height-height 
correlation function approach applies only to surfaces which do not contain overhangs, 
the return probability definition of the roughness exponent applies to branched surfaces 
as well. Bouchaud et al. [92, 93] used direction-dependent return probability (i.e. pair 
correlation function), P(r,z) (where z  is measured perpendicular to the surface and r 
represents lateral coordinates) to analyze the morphology of branched fracture surfaces in 
polycrystalline Ni3Al alloy. They have shown that P(r,z) scales as
where a  is the roughness exponent and /(w) decays as 1 ju for large u. Another 
variation of this approach involves the first return probability, P,(r), defined as the 
probability that the curve comes back to the original height for the first time after a 
distance r.  The roughness exponent is determined from the scaling relation for P,(r),
where the fractal dimension, Df , is related to the roughness exponent (Eq. 4.6).
The slit-island method has a certain advantage over vertical sectioning, since it 
produces fracture surface cross-sections which are self-similar rather than self-affine. 
The resulting pattern looks like a collection of islands with fractal coastlines. Fractal 
analysis techniques developed for self-similar fractals can be used to find the fiactal 
dimension, df , of these coastlines. In one such approach, df is determined from the 
scaling of the coastline perimeter, P, measured by rulers of different size S :
(4.19)
(4.20)
P{S)~ S l~J/ . (4.21)
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Alternatively, the fractal dimension of the coastlines can be extracted from the scaling 
relation between the island perimeter, P , and its area, A ,
P ~  A4 ,(1 (4.22)
where P and A are measured (in this case, using the same ruler) for a large number of 
islands in the cross-section. Once df  has been determined, the fractal dimension and 
roughness exponent of the fracture surface are then given by 
Df =df + 1,
a  = 3 -  Df = 2 - df .
(4.23)
4.5.2 Roughness exponent for fracture surfaces in graphite
We have performed fractal analysis of branched fracture profiles in a graphite 
sheet for the G( 1,0) orientation under 12% and 16% strains. These profiles are shown 
in figs. 4.3, 4.6. The roughness exponents have been computed from the height-height 




G(r) ~ r 
a = 0.41+0.052
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Figure 4.14 Height-height correlation function computed for a single branch of the 
fracture profile shown in fig. 4.6.
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Figure 4.14 shows the height-height correlation function, G{r), computed for 
the crack front shown in fig. 4.6 (corresponding to 16% strain). Since this approach 
requires a single-valued curve, we pick a long single branch from the fracture profile and 
restrict the average in (4.8) to this branch only, so that the computed G(r) involves only 
correlations within the same branch. Over two orders of magnitude, these data are well 
described by G(r) ~ ra with the roughness exponent a  = 0.41±0.05.
P(r) ~ r 
a = 0.71+0.10:
In r
Figure 4.15 Return probability histogram (along the direction of branches) for the 
branched crack profile shown in fig. 4.6.
For the same crack front, we have also calculated the direction-dependent return
probability histogram P{x,y). In this case, the average is taken over the whole fracture
profile, and the correlations are no longer restricted to the same branch. As discussed in
the previous section, the roughness exponent may be extracted from the slowest decay of
the return probability. In this case, the slowest decay is observed at 30° with respect to
the Y-axis, which is the same as the direction of the branches. Figure 4.15 shows the 
return probability, P(r), along this direction. Above a crossover length of about 50 A, 
the data in fig. 4.15 can be fitted to P(r)~ r ' “ with a  = 0.71±0.10. This value of the
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roughness exponent corresponds to “interbranch” correlations, which are dominant 
above the crossover length. Below the crossover length, the scaling in fig. 4.15 is
consistent with the intrabranch roughness exponent, a  ~ 0.4, calculated from the height-
height correlation function. Similar scaling behavior is observed for the fracture profile 
obtained at 12% strain. However, because of larger spacing between branches, the 
crossover length shifts from 50 A to 150 A. In the case of 1 2 % strain, the roughness 
exponent above the crossover length cannot be reliably determined without further 
increasing the size of the system.
The scaling properties of fracture profiles in MD simulations of a single graphite 
sheet are consistent with the crossover behavior observed in experiments for other
materials. The calculated roughness exponent above the crossover (a  = 0.71±0.10) is in
good agreement with the universal value (a  = 0.7) for fracture in two-dimensional 
materials. We find that in our simulations the crossover is caused by crack branching. 
Intrabranch correlations correspond to the smaller exponent (a ~ 0.4), while interbranch
fracture leads to a higher roughness exponent (a  = 0.7). Fracture in a single graphite
sheet is quite different from experimentally observed fracture in graphite, since in the 
latter case the crack propagates between layers. Unlike bulk graphite, a single graphite 
sheet fractures only under extreme conditions. As a result, our MD simulations involve 
large stresses and fast crack propagation, and our values for the crossover length (50-
o
150 A) are much smaller than typical experimental values (few microns).
4.6 Summary
Dynamic fracture in a graphite sheet is studied using million-atom MD 
simulations based on realistic interatomic potentials. The fracture behavior varies 
dramatically with the crystallographic orientation of the sheet. For the G( 1,1) orientation
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fracture is cleavage-like, while in the case of G(1,0) orientation crack branching is the 
dominant fracture process. For an initial notch of length 30 A, we find the critical strain 
for fracture is 12% and the terminal velocity is ~ 60% of the Rayleigh wave speed for 
both orientations. For the G(1,0) orientation and at a higher strain of 16%, branching 
becomes more frequent and nearly periodic. This provides an efficient mechanism for 
energy dissipation.
Fracture toughness of a single graphite sheet is estimated using the Griffith 
criterion and from the stress-intensity factor. For an initial notch of length 50 A in the 
G (l,l) orientation, the Griffith analysis yields 4.8 MPa m 1/2 for the fracture toughness. 
From local-stress distribution we estimate the fracture toughness to be -  3 MPa m1/2. 
The form of the stress fields around a stationary crack tip is in good agreement with the 
predictions of the elasticity theory. For a moving crack, the maximum tensile stress is 
observed at an angle of -35° relative to the direction of crack propagation. In the case of 
G( 1,0) orientation, this is close to the cleavage plane which makes the crack unstable 
with respect to branching.
The roughness exponent, a ,  for a branched fracture profile in a graphite sheet is 
calculated from the height-height correlation function and from the return probability 
histogram. Above a certain crossover length (~ 50 A), the data are well-described by 
a  -0 .7 ,  which is consistent with the proposed universal values of the roughness 
exponent. Below the crossover length, we find a  -  0.4. The crossover is interpreted in 
terms of transition from intrabranch to interbranch fracture; the smaller roughness 
exponent corresponds to correlation within the same branch, while the larger exponent is 
due to interbranch correlations.
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CRACK-FRONT PROPAGATION IN NANOPHASE SILICON NITRIDE
5.1 Introduction
It is well known that grain boundaries have a significant effect on the properties 
of conventional polycrystalline solids; in particular, the strength and plasticity of 
materials depend strongly on the grain size. A decrease in the grain size enhances the 
yield strength of polycrystalline metals. In recent years, there has been a great deal of 
interest in nanocrystalline materials containing ultrafine microstructures on the order of 
few nanometers [105-109]. Physical properties of these materials are much superior to 
those of their coarse-grained counterparts. Interfacial regions account for a large fraction 
of the volume of nanocrystalline solids. This has a profound effect on the structure and 
physical properties of nanophase materials. (The name nanophase materials derives from 
the fact that these materials represent a distinct phase, the so-called nanophase, of solid 
matter that is different from conventional crystalline and amorphous states.) It has been 
found that nanophase metals exhibit higher mechanical strength compared to that of 
conventional polycrystalline metals of the same chemical composition. In their 
pioneering work, Gleiter and coworkers observed that brittle ceramics became ductile in 
the nanocrystalline state [105]. Enhanced ductility of nanophase ceramics provides a 
way to overcome major technological problems related to their brittleness.
In recent years, a great deal of progress has been made in synthesizing a wide 
variety of nanophase metals, alloys, and ceramics with superior physical properties 
[106], One of the most widely used techniques to synthesize nanophase materials is the 
gas-phase condensation method. This procedure is illustrated schematically in fig. 5.1. 
In this approach, nanometer-sized clusters evaporate from the surface of a conventional
90
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metal or ceramic heated to a high temperature. The clusters are transported by an inert 
gas to the condenser tube cooled by liquid nitrogen. The condensed nanoclusters are 
placed in a compaction unit where the material is consolidated under high temperature 
and pressure.
Figure 5.1 Synthesis of nanophase materials by gas-phase condensation.
Silicon nitride is a very promising ceramic material for high-temperature 
applications [110]. Currently, Si3N4 is used in turbine engines, ball bearings, pressure 
sensors, and microelectronic devices. Many potential applications of Si3N4 are hampered
liquid state, since it sublimates at 2000K. (The theoretical melting temperature of 4800K 
has been computed using MD simulations.) Experimentally, bulk samples are prepared 
by sintering Si3N4 clusters. By reducing the grain size to few nanometers, it is possible 
to improve the sintering and mechanical behavior of Si3N4.
Enhanced ductility of nanophase materials is generally attributed to special 
properties of intergranular regions [107, 109]. However, there is little quantitative 
understanding of the relation between the interfacial structure and the mechanical
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by its brittleness and low sinterability. Silicon nitride is impossible to produce in the
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behavior of nanophase materials. Million-atom MD simulations are ideally suited to 
address this issue [111, 112]. In fact, a reasonable model o f nanophase material can be 
constructed from ~102 clusters, each containing -TO4 atoms. Recently, atomistic 
simulation have been reported for nanophase metallic systems [113, 114], but no such 
work has been done for ceramics.
We have studied the effect of ultrafine microstructures on the mechanical strength 
of silicon nitride using million-atom MD simulation [115]. A nanophase material with 
92% of the perfect crystal density (3.2 g/cc) is prepared by consolidating nanoclusters of 
size 60A at a temperature of 2000K and under an external pressure of 15 GPa [115, 
116]. The simulations reveal that intercluster regions are disordered and structurally 
similar to bulk amorphous material at a mass density of 2.0 g/cc. These disordered 
regions tend to deflect cracks and cause local crack branching. As a result, the system 
can sustain much higher strain than crystalline Si3N4.
5.2 MD simulation of nanophase Si3N 4
The nanophase silicon nitride system consisting of 1,085,616 atoms is prepared 
by consolidating 108 spherical nanoclusters of diameter 60A. The clusters are obtained
from bulk a-crystalline silicon nitride. Each cluster is relaxed with the conjugate-
gradient method [61] and then placed in a cubic box of length 288.49 A. This 
corresponds to an average mass density of 1.0 g/cc. Each cluster is assigned a random 
orientation and position within the box. Periodic boundary conditions are imposed and 
MD simulation is run under constant pressure using the Parrinello-Rahman [22] variable- 
shape approach. The system is first thermalized at 2000K under zero pressure and then 
consolidated by successively increasing the pressure to 1, 5, 10, and 15 GPa. At each 
value of the external pressure, the system is sintered for several thousand time steps (the 
time step is 2 femto seconds). Subsequently, the consolidated system is slowly cooled
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down to 300K. After reaching the room temperature, the external pressure is gradually 
reduced to zero. The average mass densities of nanophase Si3N4 samples consolidated at 
different pressures are listed in Table 5.1.
Table 5.1 Average mass densities of simulated nanophase Si3N4 systems consolidated 
at different pressures and the density of crystalline a-Si3N4.
Pressure, GPa I 5 1 0 15 Perfect crystal
Density, g/cc 2.28 2.64 2.84 2.95 3.2
Figure 5.2 Nanocluster-assembled Si3N4 (a) before consolidation and (b) after 
consolidation at an external pressure of 15 GPa.
Figure 5.2 shows snapshots of the Si3N 4 system before and after consolidation. 
It is obvious from fig. 5.2(b) that the clusters have sintered into a single solid. 
However, the system still contains a number of isolated voids. The structure of the 
consolidated nanophase system is determined by calculating pair-correlation functions 
and bond-angle distributions. The material consists of three distinct “phases”: interior 
regions of the clusters; intercluster regions (about 10A thick); and empty space ( - 3 %
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
94
volume fraction). The structural correlations are calculated separately for the first and 
second regions and the results are plotted in fig. 5.3. For atoms inside the clusters, the 
Si-N partial pair-correlation function (fig. 5.3(a)) exhibits several sharp peaks and the 
coordination number is 3.96, which is close to the ideal four-fold coordination of Si. 
Both N-Si-N and Si-N-Si distributions (figs. 5.3(b) and (c)) are sharply peaked around
the values found in a perfect crystal (109° and 120°, respectively). This indicates that
the interior regions of clusters remain crystalline after consolidation. For interfacial 
regions, the Si-N partial pair-correlation functions and bond-angle distributions display 
much broader peaks than those for the cluster interiors (see fig. 5.3) and the average 
coordination of Si atoms in those regions is 3.47. These results suggest that intercluster 
regions in nanophase Si3N4 are highly disordered.
In fig. 5.4 the structural properties of intercluster regions are compared with 
those calculated for bulk amorphous Si3N4 [30]. The amorphous system was prepared 
by quenching the liquid state as described in Chapter 3. We have chosen an amorphous 
silicon nitride system at 2.0 g/cc. In this system, the average coordination (= 3.58) of 
silicon atoms is approximately the same as in the interfacial regions of nanophase Si3N4. 
Figure 5.4 shows that the Si-N pair-correlation function and the bond angle distributions 
in the interfacial regions are very close to those in the bulk amorphous system. This 
indicates that the intercluster regions in nanophase Si3N4 are structurally very similar to 
bulk amorphous Si3N4. Intergranular glassy layers have in fact been observed 
experimentally in Si3N4 ceramics sintered at high temperature [117, 118]. Experiments 
indicate that the residual amorphous layers cannot be completely recrystallized, and their 
thickness (~lnm) varies systematically with the chemical composition of the sample 
[118]. Keblinski et al. [119] have observed that disordered grain boundaries in their MD 
simulations of nanophase silicon are similar to the bulk amorphous silicon system.
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Figure 5.3 Structural correlations inside the clusters (solid lines) and in interfacial 
regions (dashed lines) of nanophase Si3N4: (a) Si-N pair-distribution functions; (b) and 
(c) N-Si-N and Si-N-Si bond-angle distributions.
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Figure 5.4 Structural correlations in bulk amorphous Si3N4 at a mass density of 2.0 
g/cc (solid lines) and the intercluster regions in the nanophase system (dashed lines): (a) 
Si-N pair-distribution functions; (b) and (c) N-Si-N and Si-N-Si bond-angle 
distributions.
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5.3 Fracture in nanophase Si3N4
The nanophase Si3N4 sample for fracture simulations is obtained from the bulk 
nanophase system by removing periodic boundary conditions and relaxing the system 
using the conjugate-gradient approach. Subsequently, the system is heated to 300 K and 
thermalized for several thousand time steps. Figure 5.5 illustrates the geometry used in 
the fracture simulation. The atoms in the two 5.5A thick boundary layers are ‘'frozen” 
and an external strain is applied in the X-direction by displacing atoms in those layers. 
After the system is pre-stretched to a strain of 5%, a triangular notch of length 25k  is 
inserted to initiate crack propagation in the Y-direction.
Notch
Figure 5.5 The geometry used in fracture simulations of nanophase Si3N4: external 
strain is applied in the X-direction and the crack is expected to propagate in the Y- 
direction.
To analyze the dynamics of crack propagation and morphology of fracture 
surfaces, we represent the system with a three-dimensional array of voxels. The 
simulation box is partitioned into cells of size 4A, and the value of each voxel is 
computed from the number of particles in the corresponding cell. Connected clusters of
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empty voxels correspond to voids in the system. The crack is defined as the cluster of 
empty voxels connected to the notch.■■
Figure 5.6 Snapshots of crack propagating in nanophase Si3N4 along with large (>6.4 
nm3) isolated pores. The crack front is shown in lighter color and the pores are shown 
in darker color, (a) Under an applied strain of 5% small local branches appear near the 
notch, (b) The primary crack advances significantly as the strain is increased to 11%. 
(c) The primary and secondary cracks coalesce when the strain reaches 14%.
Figure 5.6(a) shows a snapshot of the crack taken 10 ps after the notch is 
inserted. The crack advances slightly and small local branches develop near the notch. 
These branches tend to arrest the motion of the crack front, and further crack growth is 
only possible at a higher value of strain. The strain is further increased by 1 % over 4 ps 
and then the system is relaxed for 10 ps. This procedure is repeated until the system 
fractures. Figure 5.6(b) indicates that when the strain is increased to 11% the crack 
advances significantly and coalesces with the pores in the center of the sample. Due to 
the existence of pores and disordered intercluster regions, the crack meanders and forms 
a complex branched structure. Multiple crack branching provides an efficient mechanism 
for energy dissipation which prevents further crack propagation. Figure 5.6(b) also 
shows a secondary crack in the upper-left comer of the box. After the strain reaches 
14%, the primary and secondary cracks coalesce and the crack now covers the whole 
system, as shown in fig. 5.6(c). Even though the crack has percolated through the 
system, the sample has not fractured completely at a strain of 14%. The material on the
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two sides of the crack is still connected. It takes an applied strain of 30% to completely 
fracture the nanophase system. The final configuration at a strain of 30% is shown in 
Figure 5.7. We observe that the fracture proceeds along the intercluster regions. The 
clusters adjacent to the crack rearrange to accommodate large applied strain. This relative 
motion of clusters is accompanied by plastic deformation of amorphous interfacial 
regions.
Figure 5.7 Snapshot of the nanophase system fractured under an applied strain of 30%.
We have also performed MD simulation of fracture in a-crystalline silicon nitride
using the same geometry as for the nanophase material (see fig. 5.5). In this case, the 
material fractures under a strain of only 3%. Figure 5.8 shows a snapshot of the crack 
front in crystalline Si3N4. The crack cleaves through the system and the resulting 
fracture surface is nearly flat.
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Figure 5.8 Cleavage-like crack in the crystalline Si3N4 system under an applied strain 
of 3%.
We have also investigated the dynamics of crack propagation in crystalline and 
nanophase Si3N4. In the nanophase system, the crack tip (the point of the crack with the 
largest Y-coordinate) reaches the other side of the system long before the material 
fractures, which means that the development of the crack cannot be followed by 
examining a single crack tip. To quantify the crack-tip dynamics, we consider two- 
dimensional slices of the system perpendicular to the plane of the crack (i.e. parallel to 
the XY plane). A separate “local” crack tip is defined for each two-dimensional slice. 
The system fractures completely when each local crack tip propagates through the 
corresponding slice. By averaging the local crack-tip positions over the slices, we obtain 
a measure of the extent to which the system is fractured. The time evolution of the 
average Y-position of the crack-tip is shown in fig. 5.9 for both nanophase and 
crystalline systems. The dotted line in the figure represents the applied strain as a 
function of time. It takes approximately 300 ps to fracture the nanophase system, and 
the critical strain for fracture is 30%.










Figure 5.9 Average crack-tip position for (a) nanophase and (b) crystalline Si3N4 
samples. The dotted line shows the time variation of the applied strain.
For the Si3N4 crystal under a constant strain of 3%, the crack propagates through 
the system in just 50 ps. The maximum speed of crack propagation, 0.7 km/s, is -10% 
of the calculated Rayleigh wave speed (VR = 6.4 km/s). Recent theoretical and 
experimental studies of dynamic fracture in brittle materials indicate that brittle cracks 
may experience a rapid crossover to a higher crack-tip speed. Marder et al. [80, 82] have 
shown from linear elasticity theory that there is a range of prohibited crack speeds which 
do not correspond to a stable solution. As a result, the crack speed may abruptly jump to 
a higher value. In their MD simulation of thin crystalline Si3N4 films, Nakano et al. [28] 
have found that the crack first propagates slowly and then accelerates to a higher speed of 
3.1 km/s. The smaller value of 0.7 km/s we find for fracture in the 3D system is 
consistent with the slow fracture regime in the simulations of Nakano et al. [28]. 
Evidently, the 3D sample fractures before reaching the crossover value.
We have also estimated the elastic energy per unit area for fracture in crystalline 
and amorphous samples. For the nanophase system the fracture energy is 24 J/m2, 
whereas for the crystal its value is 4 J/m2. In nanocrystalline Si3N4 the complex 
branched fracture surface and plastic deformation provide efficient mechanisms for
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energy dissipation. This makes the nanophase system much tougher than crystalline 
Si3N4.
5.4 Summary
Crack propagation in nanophase silicon nitride is studied using large-scale MD 
simulations. The consolidated nanophase system at 92% of the theoretical density is 
prepared by sintering nanoclusters of size 60A under a pressure of 15 GPa and at a 
temperature of 2000K. The interior regions of clusters remain crystalline, but the 
interfacial regions are amorphous. Structural correlations in the intercluster regions 
resemble those in the bulk amorphous Si3N4 at a mass density of 2.0 g/cc.
The nanophase system is able to withstand enormous strains: it fractures at a 
strain of 30%. Crystalline Si3N4 under similar conditions cleaves at a strain of 3%. The 
elastic energy required to fracture the nanophase system (24 J/m2) is six times larger than 
the value computed for the crystal. This unusual mechanical stability of nanophase 
silicon nitride is due to: i) plastic deformation in interfacial regions; ii) deflection and 
arrest of cracks by nanoclusters; and iii) multiple crack branching.
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CONCLUSIONS
In this dissertation, we have presented the implementation of large-scale 
molecular-dynamics (MD) simulations on parallel machines and have it used to study 
properties and processes in advanced ceramic materials, such as silicon nitride and 
carbon. Scalable and portable, O(N), multiresolution algorithms have been designed to 
compute the interatomic interaction efficiently. Using these algorithms, we performed a 
series of large-scale simulations involving ~106 atoms. The simulations are based on 
realistic interatomic potentials, which have been validated by comparison with 
experiments.
Silicon nitride is an excellent high-temperature ceramic for a variety of 
technological applications. Experimentally, Si3N4 is produced with a wide range of mass 
densities, but the maximum theoretical density (3.2 g/cc) is very hard to achieve. Using 
MD simulations, we have investigated the physical properties of amorphous silicon 
nitride as a function of density. The calculated structural correlations indicate that the 
amorphous system represents a network of comer-sharing SiN4 tetrahedra. The 
simulation results are in good agreement with neutron-scattering experiments. The 
porosity of the material is analyzed and the results are compared with the predictions of 
percolation theory. Micropores develop in the system when the density is reduced below 
2.6 g/cc. The percolation threshold is observed around 2.0 g/cc, and the critical 
exponent for the average pore volume (1.95±0.17) is consistent with percolation theory. 
The high-temperature thermal conductivity is calculated using a non-equilibrium MD 
approach. We find that the density variations of the thermal conductivity and the
103
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Young's modulus are well described by a power law with exponents of 1.5 and 3.6, 
respectively.
A single graphite sheet is an ideal system to study various aspects of dynamic 
fracture in two-dimensional systems. In our MD simulations, we observe two distinct 
fracture regimes depending on the direction of the applied strain. In one case, multiple 
crack branching is observed, while in the other geometry the fracture is cleavage-like. In 
both cases, the terminal velocity of the crack is approximately 60% of the Rayleigh wave 
speed. Mechanisms for energy dissipation and local-stress distribution are also 
investigated. The fracture toughness is estimated to be 4.8 MPa m1/2. The stress 
distribution around a moving crack tip reveals a dynamical instability, which is believed 
to be responsible for crack branching. The maximum tensile stress is observed around 
35° relative to the direction of crack propagation, and branching occurs when this angle 
is close to a cleavage direction. The roughness exponent, a ,  is calculated for the 
branched fracture profile. Within a single branch, the fracture surface is characterized by 
a  - 0 .4 .  For the complete branched profile, however, we find a  ~0.7 above a 
crossover length of -  50 A. These observations are consistent with the suggested 
universality of the roughness exponent of fracture surfaces.
Experiments have shown that conventionally britde ceramics are able to withstand 
large deformation if prepared in the nanocrystalline form. This unusual fracture behavior 
is usually attributed to interfacial regions. To investigate this issue, crack propagation is 
studied in nanophase silicon nitride. The nanophase system is prepared by sintering 
nanoclusters of size 60A under a pressure of 15 GPa and at a temperature of 2000K. In 
agreement with experimental observations, the cluster interiors are found to be crystalline 
while the boundaries are amorphous. Nanostructures in the systems tend to induce crack 
branching and meandering. The elastic energy is therefore dissipated much more 
efficiently than in the crystalline Si3N4. Furthermore, significant relative motion of the
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clusters takes place due to plastic deformation of the disordered interfacial regions. As a 
result, it takes a strain of 30% to completely fracture the nanophase sample, while 
crystalline Si3N4 in the same geometry cleaves at a strain of 3%.
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