The purpose of this paper is to prove new regularity results for drift diffusion equations under minimal assumptions on the divergence free drift term. These results are presented as potential estimates and these estimates do not on the drift, allowing for applications to the dissipative SQG equation. We deal with quite general equations with non-homogeneous right hand sides.
for a given divergence free vector field b and a datum f ∈ M(R d+1 ), the set of Radon measures on R d+1 . The operator (−∆) 1/2 stands for the halflaplacian of symbol |ξ|, alternatively given by the integral formula
To introduce our results, we first define the following Parabolic Riesz potentials: let µ ∈ M(R d+1 ), be a locally finite Radon measure and consider Q ρ (x, t) = B ρ (x) × (t − ρ, t), a parabolic cylinder. Then we denote P r s [µ] the parabolic Riesz potential of µ defined by
One could consider two natural generalizations of (1.1). A first one would be
where α ∈ (0, 1) and one has
In view of the scaling, one gets a sub-critical problem if α > 1/2 and a supercritical for α < 1/2. Very little is known on the super-critical problem when the drift b is considered in this generality. See e.g. [CW99] .
A second generalization would be to consider any integral operator Lu in place (−∆) 1/2 u of the form In this case, because of our proof, the potential estimates of Theorem 1.3 hold using the same argument. The whole point would be to prove an analogue of Theorem 1.2. We plan to address this problem in a future work.
One can find in the literature (see e.g. [CI16] ) a version of the critical dissipative SQG equation in a bounded domain with homogeneous Dirichlet conditions where the previously defined operator (−∆) 1/2 is replaced by (−∆) 1/2 D . The latter is defined spectrally in the following way: let {ϕ k } ∞ k=1 denote an orthonormal basis of L 2 (Ω) consisting of eigenfunctions of −∆ in Ω with homogeneous Dirichlet boundary conditions, associated to the eigenvalues {µ k } ∞ k=1 . Namely, 0 < µ 1 < µ 2 ≤ µ 3 ≤ · · · ≤ µ k → +∞, B 1 ϕ j ϕ k dx = δ j,k and −∆ϕ k = µ k ϕ k in Ω ϕ k = 0 on ∂Ω. D is defined for any u ∈ C ∞ c (Ω) by
This operator can be extended by density for u in the Hilbert space H = H 1/2 00 (Ω), the Lions-Magenes space (see [CT10] ). In this case, the driftdiffusion equation writes
We will be considering depending on the statement a more natural (energytype) notion of solutions, which are given by a standard Galerkin method, providing a (weak) solution u ∈ L ∞ (R; L 2 (R d )) ∩ L 2 (R; H 1/2 (R d )).
Definition 2. We define the contribution at infinity of a function v ∈ L 1 loc (R d+1 ) by Tail(v, x, t, r) = inf λ∈Rˆt t−rˆ|x−y|>r |v(y, s) − λ| |x − y| d+1 dy ds.
Main results. Our first result describes a Hölder estimate for (1.1) under minimal assumptions on b and f . In the following we always assume that b is divergence free almost-everywhere in time t ∈ R.
) and δ 0 only depending on M 2 , q, d. 1 We denote by L p t,x the space L p t,x (R × R d ) for 1 ≤ p ≤ ∞ and Qr(x, t) = (−r + t, t) × Br(x). We use the expression A C B to mean that there exists a universal constant C depending only on c such that A ≤ CB.
We now derive finer estimates, by means of parabolic potentials.
Theorem 1.2. Let ω be a bounded Radon measure in R d+1 and σ ∈ BV (R d ).
Let α ∈ (0, 1) be as in Theorem 1.1 and q 0 = 1 + 1 100d . The following pointwise estimate holds (1.8)
Furthermore, for any β ∈ (0, α) and |x 1 −
for some M 1 , M 2 ≥ 1. Let α ∈ (0, 1) be as in Theorem 1.1 with q = 2d and q 0 = 1 + 1 100d . The following pointwise estimate holds for any 0 < r ≤ 10 −2
Qr(x,t)
Furthermore, for any β ∈ (0, α) and |x 1 − x 2 | + |t 1 − t 2 | < r/2 ≤ 10 −2 /2,
The previous theorems allow us to get results for the SQG equation, namely
where K is a vectorial Calderon-Zydmund operator such that div u = 0. In the case d = 2, one has Ku = ∇ ⊥ (−∆) −1/2 u a rotation of the vectorial Riesz transform.
Corollary 1.1. Let u be a weak solution of (1.13) with f ∈ M(R d+1 ).
i:
for some β 0 > 0, then u is also Hölder continuous in space and time.
Space-time integrability. In the following, we mention some consequences of the potential estimates. Indeed, it is well-known (see e.g. [DM11] and the references therein) that potential estimates lead to space-time estimates for solutions, using the mapping properties of the Riesz Parabolic potentials in Lorentz/Marcinkiewicz spaces for the solutions. The lemma below provides the general estimates. It is classical but we provide a proof for sake of completeness.
Lemma 1.1. The following weak estimate holds for any positive Radon measure µ
It is not hard to check ( see [Ngu14] ) that
Combining these with (1.16) yields (1.14) and (1.15). The proof is complete.
A direct application of this lemma along the lines of [DM11] gives straightforward results in "weak" spaces.
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Proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.1 following the approach by Caffarelli and Vasseur [CV10] .
Proposition 2.1. Under the assumptions of Theorem 1.1, there exists a unique weak solution of (1.1) such that
. Proof. A standard argument ensures existence and uniqueness of weak solutions for (1.1) satisfying (2.1). As proof of Lemma 3.1 in Section 3, we have (2.2). To prove (2.3), we only need to show that
For this purpose we use a De Giorgi iteration. Set T k = 1 − 2 −k and λ k = λ(1 − 2 −k ), u k = (u − λ k ) + and the level set of energy:
We have
Taking the mean valus in s on [T k−1 , T k ] we find,
Then, we get
Thanks to (2.1), one has U 0 ≤ C. Since d+1 d and d+1 dq ′ > 1, so for λ > 1 large enough, we get lim k→∞ U k = 0. This means u ≤ λ almost everywhere in [1, ∞) × R d , similarly, we also obtain u ≥ −λ. So, we get (2.4). The proof is complete.
2.1. Local energy inequality. A technical tool, now wildly used in the present framework, is the harmonic extension of anḢ 1/2 (R d ) function. If u is such a function on R d , we denote by u ⋆ its extension to the half-space
Proof. We have for every t 1 < t < t 2 :
By Sobolev inequality,
Thus, using Holder's inequality we get
which implies (2.5).
The following lemma describes the oscillation reduction.
There exists ε 0 > 0 (depending only on d, M 0 ) and λ > 0 (depending only on d) such that for every u solution to (1.1), there holds if
then:
, and E 2 (s, 0) = E 2 (s, 1) = 0 in (0, ∞). There exists λ ∈ (0, 1/2) and c 1 > 0 such that
As in the proof of [CV10, Lemma 7], there exist 0 < δ < 1 and M > 1 such that for every k ≥ 2d:
where q ′ =−1 < d+1 d and we denote by P the Poisson kernel, which satisfies P (1)(x) = P (x, 1) for any x ∈ R d and c 2 will be chosen in later. We want to prove that for every k ≥ 0:
We use that energy inequality (2.5) with cut-off function η k (x)ψ(z) where ψ is a fixed cut-off function in z only. It follows from (2.5) that for any
Thus, using the fact that |∇η k | ≤ C2 24d for 0 ≤ k ≤ 12d, we get
Lemma 6] we also obtain (2.12) at k = 0 for ε 0 > 0 small enough. Now assume that (2.11) and (2.12) are true for any k ≤ m. We will prove that (2.11) and (2.12) are true at k = m + 1. As in the proof of [CV10, Lemma 6] , we have that (2.12) is true k = m + 1. Thus, it is enough to show that
Indeed, repeating proof of [CV10, (15) in Lemma 6] we have
Using Holder's inequalitŷ
. Therefore, we get (2.13) for some c 2 > 0.
In the following, we denote
The previous two lemmas give the usual dichotomy.
So, we have u k = 2 k (u − 2) + 2. Note that for every k, u k is a solution of (1.1) with data 2 k f and
Then, as in the proof of [CV10, Propsition 9], we get (2.19).
Proof of Theorem 1.1. It is enough to show that (2.20) sup
and ε 0 > 0 small enough and ρ 0 = 10 −21 M −2 1 and for some δ ∈ (0, 1). By (2.1) and (2.3), one has
We define
We setũ
and then for every k > 0 F k (y, s) = F k−1 (σs, σ(y − x k (s))), f k (y, s) = σf k−1 (σs, σ(y − x k (s))),
And, for any m ≥ 2, 
Indeed, since |ẋ 0 (s)| ≤ M 1 and x 0 (0) = 0, one obtains (2.23). By an interpolation inequality in [DDN18] and (2.22), one has for any R ≥ 1, p ≥ 2,
Thanks to Holder's inequality, one gets (2.24). So, for 0 ≤ s ≤ 1, and y ∈ B 4 , we have |σ(y − x k (s))| ≤ σ(4 + C(1 + M 2 2 )σ −1/4 ) ∀k ≥ 1. For σ ≤ (C + 10 + M 2 ) −4 , then |σ(y − x k (s))| ≤ 10 −2 for any k ≥ 1.
Thanks to Lemma 2.1, we have
for some λ ⋆ = λ ⋆ (d, M 2 ) and ε 0 = ε 0 (d, M 2 ) small enough. This implies,
Thus, (2.27)
Here we have used the fact that
By(2.23) and (2.24) for s ≤ σ 2k and σ ≤ (C + 10 + M 2 ) −4 ,
It follows from (2.27) and
with ρ 0 = 10 −21 M −2 1 . Hence (2.20) follows and the proof is complete.
Proof of Theorem 1.2
We now come to the potential estimates. Following the approach in [DM11], we first derive a comparison estimate. Notice that here we do not use the fact that the half-laplacian is the Dirichlet-to-Neumann operator of the harmonic extension of a given function. In particular, once one has Hölder regularity of the solution u translated into decay estimates, the following results work for any integral operator as already mentioned in the introduction.
We first start out with a comparison estimate. Consider u a weak solution of (1.1) and let w be a solution of (3.1)
We will rely on the explicit integral expression of the square root of the laplacian, namely´R d w(x,t)−w(y,t) |x−y| d+1 dy.
Lemma 3.1. Let w be a solution to (3.1) with u = u. There holds,
for any t ∈ (−1, 0). By approximation, we can take φ = T k (v) = min{|v|, k}sign(v) and get
Thanks to lim k→0 T k (ρ)k −1 = |ρ| and Sobolev inequality
We get from (3.4) that (3.5)
Thus, for k > 0,
This gives (3.2). The proof is complete.
In the following we denote
for some M 1 , M 2 ≥ 1. Let α ∈ (0, 1) be as in Theorem 1.1. There holds (3.7)
In particular, we have for all ε ∈ (0, 1/2) (3.8) I(w, 0, 0, ε) M 2 M 3α 1 ε α (I(w, 0, 0, 1) + Tail(u, 0, 0, 1)) . Proof of Lemma 3.2. The proof goes by several steps.
Step 1: We have,
Applying Theorem 1.1, one has sup (x,t)∈Q 1/2
for some δ 0 = δ 0 (M 2 , d) and α ∈ (0, 1/10). Thanks to
we obtain for any δ 1 ∈ (0, 10 −1 ),
|u(y, s)| |y| d+1 dyds.
Step 2: Let ϕ ∈ C ∞ c (B r ) for 3 4 < r < 1 and q > 0. Using |w| q−1 w ϕ q+1 as a test function for (3.1), one gets
Thanks to (5.1), we have
This implies that for 0 < R 1 < R 2 ,
Using Sobolev inequality,
Therefore, by a bootstrap argument, we obtain for any δ 1 > 0 (3.11)
Combining this with (3.9) yields (3.7). The proof is complete.
for some M 1 , M 2 ≥ 1. Let α ∈ (0, 1) be as in Theorem 1.1. There holds for any ε ∈ (0, 1/2) (3.12)
Proof. We have the chain of inequalities
Applying (3.2) with p = q 0 , we get (3.8). The proof is complete.
The following lemma is a simple iteration of the previous one. Notice that this is the place where we use the fact that the drift b is bounded in L ∞ t L ∞ x . This is necessary to ensure that under the iteration one keeps the bound uniform. With more work, one could obtain the same lemma assuming that the drift is BMO in space, but at the price of losing integrability on the data f . However, in view of the applications to SQG, the boundedness in L ∞ is enough and we then refrain to go into such a generality.
Lemma 3.4. Assume that
There holds for any ε ∈ (0, 1/2)
There holds for any ε ∈ (0, 1/2) and r ∈ (0, 1/2) (3.13)
In particular, for any ε ∈ (0, 10 −1 ) and r ∈ (0, 1/2) I(u, x, t, ε| log(r)| −3 r) M 1 ,M 2 ε α I(u, x, t, r)
Proof. Since sup x,t ffl Br(x) b(y, t)d | log(r)|M 2 + M 1 M 1 ,M 2 | log(r)| for any r ≤ 1/2, (3.13) follows from (3.12).
The following is a consequence of the previous 2 Lemma:
where ω is a bounded Radon measure in R d+1 and ∇σ is a bounded Radon measure in R d . Set
Assume that
Then, it holds, for any ε ∈ (0, 10 −1 ) and r ∈ (0, 1/2)
Moreover, if ||b|| L ∞ ≤ M 3 < ∞, then for any ε ∈ (0, 10 −1 ) and r ∈ (0, 1/2) (3.15) I(u, x, t, εr) M 3 ε α I(u, x, t, r) + ε −d−1 E(ω, σ, x, t, r) + ε α Tail(u, x, t, r).
Proof. Let ̺ n be the standard sequence of mollifiers in R and u n be a solution of
The function v n solves
and v n → u in L p loc for any p < 1 + 1/d. By Lemma 3.4, (3.5) and Poincare's inequality, we have for Q ρ = Q ρ (t 0 , x 0 )
and
Letting n → ∞, we get (3.14) and (3.15). The proof is complete.
Proof of Theorem 1.2. We can assume that u(x, t) = lim It is not hard to show that To prove (1.9), we apply (1.8) to u − a with a = (u) Qs(
Thus,
where we have used the fact that
So, we get that
We now estimate the terms s −β I(u, x, t, s) and s −β Tail(u, x, t, s) in terms of potentials. Similarly, we also can show that ε βˆε
Thus, we get Combining this with (3.18) we find (1.9).
Proof of Theorem 1.3. In this proof, the constant C will depend on d, M 1 , M 2 . We can assume that u(x, t) = lim ρ→0 ffl Qρ(x,t) u. It follows from (3.14) that for any r 0 ≤ 10 −10 , Tail(u, x, t, r) dr r .
As proof of Theorem 1.2, we have
This gives (1.10).
To prove (1.11), as proof of Theorem 1.2 we apply (1.8) to u − (u) Qs(x,t) with s = |x 1 − x 2 | + |t 1 − t 2 | < r/2 to obtain
We now estimate the terms s −β | log(s)| 
So, for any r < ε 2 0 < 10 −20 Tail(u, x, t, r)
Combining this with (3.19) we find (1.11). The proof is complete.
The case of bounded domains
This section is devoted to the investigation of similar results for (1.4). In the case of bounded domains the main mathematical issue is the boundary regularity (see e.g. [SV19] and references therein). The methods we developed in the previous sections adapt straightforwardly to the interior regularity. We state below those results in the case of the critical SQG system, i.e. Theorem 4.1. Let u be a weak solution of (4.1) and f satisfying f ∈ L q (Ω) for some q > d + 1. Then u is locally Hölder continuous in space and time and satisfies the parabolic potential estimates in Theorem 1.2 and 1.3.
We explain below the main amendments to the previous proofs. The technical tool is the extension in one more dimension in a cylinder-like geometry. The extended problem is set in the cylinder Ω × (0, ∞) and it will be convenient to use the following notation: x ∈ R d , y > 0, and X = (x, y) ∈ R d+1 + := R d × (0, ∞); likewise, we denote by C the cylinder Ω × (0, ∞) and by ∂ L C its lateral boundary, i.e. ∂Ω × (0, ∞). The ambient space H s 0,L (C) is defined as the completion of See [CT10] for more details. The previous extended problem allows to run the De Giorgi method exactly as in Theorem 1.1 to obtain interior Hölder regularity.
To deal with the potential estimates, we rely on the kernel representation of (−∆) 1 2 D which can be found in [SV03] , i.e. where B ∼ 1 dist(x,∂Ω) and K is supported in Ω × Ω and satisfies
The potential estimates being localized away from the boundary, the zero order term in (4.5) does not introduce any difficulty. Concerning the integral term in (4.5), the same computations we developed before, choosing an interior cut-off functions, leads to the same estimates.
Appendix
We prove here a technical lemma used for the proof of the potential estimates.
Lemma 5.1. Let q > 0 and θ ∈ (0, min{q, 1}). For any x, y ∈ R and a, b ∈ R such that b ≥ a > 0, define M = 1 q<1 (|x| + |y|) q+1 |a − b| q+1 + 1 q≥1 (|x| + |y|) q+1 (|a| + |b|) q−1 |a − b| 2 .
Then there exists a constant C such that (x − y)(|x| q−1 xa q+1 − |y| q−1 yb q+1 ) ≥ 1 2 (xa − yb)(|xa| q−1 xa − |yb| q−1 yb) − CM Using the fact that (s − 1)(|s| q−1 s − 1) ∼ (|s| + 1) q−1 |s − 1| 2 ∼ (|s| + 1) 1−q ||s| q−1 s − 1| 2 ∀s ∈ R, 
