Nitrogen is an important element in various fields of stellar and Galactic astronomy, and the solar nitrogen abundance is crucial as a yardstick for comparing different objects in the cosmos. In order to obtain a precise and accurate value for this abundance, we carried out N i line formation calculations in a 3D radiative-hydrodynamic stagger model solar atmosphere, in full 3D non-local thermodynamic equilibrium (non-LTE), using a model atom that includes physically-motivated descriptions for the inelastic collisions of N i with free electrons and with neutral hydrogen. We selected five N i lines of high excitation energy to study in detail, based on their strengths and on their being relatively free of blends. We found that these lines are slightly strengthened from non-LTE photon losses and from 3D granulation effects, resulting in negative abundance corrections of around −0.01 dex and −0.04 dex respectively. Our advocated solar nitrogen abundance is log N = 7.77, with the systematic 1σ uncertainty estimated to be 0.05 dex. This result is consistent with earlier studies after correcting for differences in line selections and equivalent widths.
Introduction
Nitrogen is an important element in many different areas of astrophysics. Its dominant isotope, 14 N, is synthesised via the CNO-cycle: its main origins in the universe are thought to be Asymptotic Giant Branch stars and, at least at low metallicities, fast-rotating massive stars (e.g. Karakas & Lattanzio 2014; Vincenzo et al. 2016) . Nitrogen abundances shed light on the structure and evolution of stars, and of galaxies, via measurement in a variety of different cosmic objects including measured in hot and cool stars in our Galaxy and its satellites (e.g. Schiavon et al. 2017; Magrini et al. 2018; Lyubimkov et al. 2019; Salgado et al. 2019) , in interstellar media (e.g. Belfiore et al. 2017; Esteban & García-Rojas 2018) , and in damped Lyman-α systems (e.g. Zafar et al. 2014; Berg et al. 2019) .
The solar abundance of nitrogen is then crucial for having a solid yardstick with which to compare the different cosmic objects discussed above. Nitrogen forms highly volatile compounds that do not efficiently condense into grains; thus its abundance as measured from meteorites does not reflect the initial abundance of the solar system at the time of its birth (Lodders 2019) . As such, the most reliable way to infer the initial solar system abundance of nitrogen is through spectroscopy of the solar photosphere.
The challenge is to derive the solar abundance with both high precision and high accuracy. In the current standard set of solar abundances ), nitrogen has log N = 7.83 ± 0.05 1 . This value is primarily based on optical and nearinfrared N i lines (log N = 7.78 ± 0.04), and near-infrared rotational-vibrational (∆ν = 1) NH lines (log N = 7.88 ± 0.03); secondary diagnostics include the near-infrared pure-rotational (∆ν = 0) NH lines as well as various CN electronic bands. For their analysis, the authors employed a three dimensional (3D) radiative-hydrodynamic model of the solar atmosphere, calculated using the stagger code (Nordlund & Galsgaard 1995; Collet et al. 2018 ); this particular model was discussed in, for example, Section 3 of Scott et al. (2015) .
There have been surprisingly few other recent studies of the solar nitrogen abundance presented in the literature, at least after considering the broad importance of this element in astronomy. Caffau et al. (2009) presented an analysis of the N i lines using an independent 3D model, calculated using co 5 bold (Freytag et al. 2012) . Their advocated value is log N = 7.86 ± 0.12, which is 0.08 dex higher than the N i value from Asplund et al. (2009) , but nevertheless consistent within the stipulated 1σ uncertainties.
A potential shortcoming of these two previous studies lies in their treatment of departures from local thermodynamic equilibrium (LTE). There is a general consensus that N i is susceptible to departures from LTE, that may amount to around 0.05 dex in solar type stars (Takeda & Honda 2005) . Asplund et al. (2009) applied non-LTE abundance corrections from Rentzsch-Holm (1996) 
Method

Abundance indicators and observational data
There are more than 20 different N i lines in the solar spectrum that have been used as abundance indicators in the past (Grevesse et al. 1990; Biémont et al. 1990; Caffau et al. 2009 ). The lines are all of rather high excitation energy (χ low 10.3 eV), forming deep in the solar atmosphere as we show in Fig. 1 (−0.2 log τ R 0.7, at solar disk centre). All tend to be very weak, and suffering from blends or from perturbations from nearby lines. After carefully considering their shapes in the solar atlas, we selected just five N i lines that are strong enough and sufficiently clean to serve as reliable abundance indicators. (top) , and residual difference between the 1D and 3D models (bottom). The optical depths corresponding to peak line formation as well as the interquartile ranges of the 5 N i lines are indicated; these values are based on the line-integrated contribution function to the line depression in the disk-centre intensity (Eq. 15 of Amarsi 2015), calculated using the 3D model solar atmosphere.
We list the parameters of the five abundance indicators in Table 1 . Their oscillator strengths were drawn from Tachiev & Froese Fischer (2002) , which were calculated using the multiconfigurational Hartree-Fock (MCHF) method, including relativistic effects via the Breit-Pauli Hamiltonian to represent LSterm mixing (Froese Fischer 1997; Froese Fischer et al. 2016) . Their calculations were performed with an early version of the MCHF Atomic Structure Package, Atsp2k (Froese Fischer 2000; Froese Fischer et al. 2007) . As a sanity check, we carried out our own fully-relativistic multiconfigurational Dirac-Hartree-Fock (MCDHF) calculations, using the latest version of the Grasp code (Froese Fischer et al. 2019) , that is available as open-source 2 . The agreement between these two approaches was found to be better than 0.01 dex.
We present the measured equivalent widths of the N i features, the CN blends, and thus the N i lines, in Table 2 . Even with our stringent selection, four of the five selected N i lines are significantly blended by CN lines of high excitation energy. Although these CN lines were detected via a 3D LTE synthesis, the CN contribution to the equivalent widths of the N i features were estimated empirically by measuring the strengths of neighbouring CN lines in the same band. This approach is preferred over using the 3D LTE synthesis to estimate the blending contribution, because it is less sensitive to modelling errors: namely, neglected non-LTE effects and deficiencies in the 3D model atmosphere in the cool upper regions where the molecules form, log τ R ≈ −1.5; as well as systematic errors in the absolute log g f values of the CN lines. Since the CN blends form much higher in the atmosphere compared to the N i lines, their contribution to the total equivalent width can therefore simply be subtracted, to give the N i equivalent widths.
Although the equivalent width of the N i 822 nm line is not significantly affected by CN blends, the wings of this line are visibly perturbed in the solar spectrum. Consequently, the five N i Table 1 . Parameters of the five N i lines used in the abundance analysis: wavelengths in air λ air ; electronic configurations and spectroscopic terms of the lower and upper states, with excitation energies χ low and χ up ; oscillator strengths f ; natural broadening coefficients γ rad. (FWHM in angular frequency units); and ABO broadening cross-sections σ H at reference velocity = 10 4 m s −1 and exponents α H , such that the cross-section is proportional to −α (Anstee & O'Mara 1995) . Data sources are the same as used to construct the non-LTE model atom (Sect. 2.4); in particular, the transition probabilities were drawn from Tachiev & Froese Fischer (2002 To minimise the impact of blends, the analysis is based on disk-centre intensities rather than on disk-integrated fluxes. The equivalent widths were measured in both the Jungfraujoch (Delbouille et al. 1973) and Kitt Peak (Neckel & Labs 1984) atlases, both data sets having extremely high signal-to-noise ratios and spectral resolutions (Delbouille & Roland 1995; Neckel 1999) . The two measurements of W N i agree to better than 5%, and the final values in Table 2 are the average of the two atlases.
Line formation calculations
The 3D non-LTE radiative transfer code balder, our modified version of multi3d (Leenaarts & Carlsson 2009) , was used to calculate synthetic solar spectra to compare to the observational data. More details about the code can be found in our previous papers (e.g. Amarsi et al. 2018b ). In short, balder solves the radiative transfer equation simultaneously with the equations of statistical equilibrium, following the single-transition preconditioning scheme described in Sect. 2.4 of Rybicki & Hummer (1992) . During the non-LTE iterations, an integral solver is used to solve the radiative transfer equation on short characteristics (Ibgui et al. 2013) . Once the populations have converged, a final calculation is carried out on long characteristics. The true continuum intensity is also calculated at this point, by carrying out another calculation with all line opacities set to zero. The equationof-state (EOS) and background line and continuous opacities are calculated using the code blue (Sect. 2.1.2 of Amarsi et al. 2016 ).
The two main inputs for balder are the model atmosphere, and the non-LTE model atom. We discuss these in turn in Sect. 2.3 and Sect. 2.4, below. For a given model atmosphere and a given non-LTE model atom, radiative transfer calculations were performed independently for different nitrogen abundances, in steps of 0.2 dex around a central value of log N = 7.83.
Model solar atmospheres
We illustrate the different model solar atmospheres used in this work in Fig. 1 . The main results of this study are based on a 3D radiative-hydrodynamic simulation that was calculated using the stagger code (Nordlund & Galsgaard 1995; Collet et al. 2018) . This model has a mean effective temperature of 5773 K, and was constructed using the solar abundance set of Asplund et al. (2009) ; this abundance set was also adopted when calculating the EOS and background opacities for the line formation calculations. More details about this 3D model can be found in our earlier studies of 3D non-LTE line formation in the Sun (Amarsi et al. 2018a . The detailed 3D non-LTE radiative transfer was calculated on eight snapshots of this model, equally spaced over 21 hours of solar time.
In addition, calculations were performed on two different 1D hydrostatic model solar atmospheres, to allow for a differential study of the 3D effects and also to aid future comparisons of this work. First, calculations were performed on the temporally-and horizontally-average of the 3D model solar atmosphere. Details of its construction can be found in Amarsi et al. (2018a) . The solar abundance set of Asplund et al. (2009) was adopted when calculating the EOS and background opacities for the line formation calculations. We refer to this as the 3D model hereafter.
Secondly, calculations were performed on the standard 1D marcs model solar atmosphere (Gustafsson et al. 2008 ). This model was constructed using the solar abundance set of Grevesse et al. (2007) ; as such, we took care to adopt this same abundance set when calculating the EOS and background opacities for the line formation calculations. We verified that the marcs model gives consistent results (to better than 0.01 dex in terms of inferred abundances) with our atmo model (Magic et al. 2013 , Appendix A), the latter being constructed with an identical equation of state and radiative transfer solver as used for the 3D stagger model. This is not too surprising, given that both the marcs and the atmo models were constructed with the same underlying physical assumptions (1D, hydrostatic, LTE) with identical mixing-length descriptions (Böhm-Vitense 1958; Henyey et al. 1965 ) and very similar background opacity data sources as well as EOS. We refer to the marcs model as the 1D model hereafter.
In general it is necessary to include two tuneable line broadening parameters in spectral line synthesis calculations based on 1D model atmospheres (e.g. Gray 2008, Chapter 17): microturbulence ξ mic , and macroturbulence ξ mac . These roughly account for line broadening due to velocity gradients and temperature inhomogeneities associated with stellar granulation, on scales much shorter than and much larger than one optical path length, respectively. For the 1D calculations with balder, a depth-independent microturbulence of ξ mic = 1 km s −1 was adopted; the weak nitrogen lines are not particularly sensitive to this parameter, and increasing ξ mic even to 2 km s −1 only changed the results by 0.01 dex for the strongest lines in the line selection (the N i 822 and 868 nm). Macroturbulent broadening as defined above conserves equivalent widths, as such the choice of ξ mac is inconsequential to the analysis presented here. Radiative transfer calculations on 3D model atmospheres naturally take into account these broadening effects without having to include extra tuneable parameters (Asplund et al. 2000) .
Non-LTE model atom
A new non-LTE model atom for N i was constructed for this study. The method of construction follows that presented in our previous studies of O i (Amarsi et al. 2018a ) and C i ; we present an overview of the different ingredients in the model here, and refer the reader to those papers for further details.
We illustrate the "full" and "standard" non-LTE model atoms in Fig. 2 . As in our previous studies, the standard non-LTE model atom that was used for the production runs was generated by first constructing a full model, in which we tried to include a complete description of N i, without attempting to minimise the overall complexity of the model. The complexity of the full model was then reduced by averaging together certain levels and transitions, so as to reduce the computational cost of the 3D non-LTE calculations, while retaining the most relevant physics in the model and thus not compromising the accuracy of the final results. It is important to note that prior to carrying out the final solution of the radiative transfer equation, the departure coefficients from the standard model were applied to the LTE populations of the full model. This was done to ensure that the energy levels, oscillator strengths, partition functions, and so on were as accurate as possible for the calculation of the synthetic solar spectra.
The full model consists of 230 levels of N i along with the low-lying 2p 2 3 P 0,1,2 and 2p 2 1 D 2 levels of N ii. The primary data source was the NIST Atomic Spectra Database (Kramida et al. 2015) : LSJ energies and oscillator strengths were taken from here, the original data coming from Moore (1993) , and from Zhu et al. (1989) , Bell & Berrington (1991) , Hibbert et al. (1991) , Musielok et al. (1995) , Tachiev & Froese Fischer (2002) , and the unpublished 1994 Opacity Project data set of Burke and Lennon. Missing atomic data were then included, taking theoretical LS energies, oscillator strengths, photoionisation crosssections, and natural broadening coefficients from The Opacity Project Database (TOPbase; Cunto et al. 1993) . Broadening coefficients via elastic neutral hydrogen collisions were obtained by interpolating the tables of Anstee, Barklem, and O'Mara (ABO; Anstee & O'Mara 1995, O'Mara 1997, and Barklem et al. 1998) .
The cross-sections for excitation and ionisation of N i via electron collisions
were taken from Wang et al. (2014) , which are based on the BSR method (Zatsarinny 2006) . These data are complete up to 2p 2 3d 2 D. For higher levels, for electron excitation the semiempirical recipe of van Regemorter (1962) was used (this recipe is based on the permitted radiative transition probability; for missing permitted lines, and for forbidden lines, flat dimensionless collision strengths of Υ = 1.0, and of Υ = 0.1, were respectively assumed instead); while for electron ionisation the empirical recipe of Allen (1973) was used. The cross-sections for excitation and charge transfer of N i via hydrogen collisions
were taken from , which were calculated using the Landau-Zener model for non-adiabatic transition probabilities combined with a two-electron LCAO method for the electronic structure (Barklem 2016b ; see also the asymptotic method of Belyaev 2013). As motivated in Amarsi et al. (2018a , we added to the LCAO cross-sections, the cross-sections calculated using the Barklem (2017) code that implements the free electron method (Kaulakys 1985 (Kaulakys , 1986 (Kaulakys , 1991 , and redistributing the data to account for different spin states (see Eqs 8 and 9 of Barklem 2016a). Finally, the cross-sections for ionisation of N i via hydrogen collisions
were calculated using Eq. 8 of Kaulakys (1985) . The TOPbase oscillator strengths and the collisional crosssections adopted here were all calculated under LS-coupling; that is, without resolving fine structure. However, the non-LTE model atom does resolve fine structure. For consistency, the LS oscillator strengths and collisional cross-sections were redistributed onto the LSJ levels. The TOBbase lines connecting two LSJ levels from NIST were redistributed using the tables in Sect. 27 of Allen (1973) ; this is valid under the assumption of pure LS coupling.
The collisions were redistributed to account for fine structure in the same way that was described in Sect. 2.4.1 of Amarsi et al. (2018a) . In summary, the rate coefficient from one LS level x, to another LS level y, was redistributed among LSJ sublevels by dividing the LS rate coefficient in a given direction x → y by the total number of LSJ target sublevels (y 1 , y 2 , . . . ). This preserves the total LS rate per perturber per unit time into the LS level y, in the limit where the energy splitting due to fine structure goes to zero. The rate coefficient in the reverse direction y → x was then calculated strictly using the principle of detailed balance. Finally, collisions within fine structure sublevels (y 1 ↔ y 2 , . . . ) were introduced and given arbitrarily large rates. This ensures that the total LS rate per perturber per unit time in the reverse direction (y → x) is also exactly preserved, again in the limit where the energy splitting due to fine structure goes to zero.
The standard model was constructed by reducing the full model, in the following way. First, the fine structure in all LSJ NIST levels within 1.52 eV of the ionisation limit of N i (2p 2 4p 4 D o and above), as well as in the ground level of N ii, were collapsed to LS terms, and the transitions connecting them were also collapsed, in the manner described in Sect. 2.3.3 of Amarsi & Asplund (2017) , based on the formulae given in Martin & Wiese (1999) . Second, all levels within 0.88 eV of the ionisation limit of N i were grouped into two super levels, corresponding to the 2S + 1 = 2 (82 levels) and 4 (80 levels) spin systems. The super levels, and corresponding super transitions, were constructed in an analogous way to how all fine structure were collapsed.
We verified that the standard and full non-LTE model atoms give consistent results, at least on the 3D model solar atmosphere. The difference between the abundances inferred from the full and standard non-LTE model atoms was less than 0.0001 dex for the five of the lines in Table 1 .
3D non-LTE effects
Nature of the non-LTE effect
To understand the nature of the non-LTE effects, we illustrate the departure coefficients for the different N i levels in Fig. 3 . The overall picture is qualitatively similar to that of previous studies (compare with Fig. 1 of Caffau et al. 2009 ). The models indicate that N i suffers from photon losses in its lines of high excitation energy: photons are scattered to large distances in the solar atmosphere and lost, causing a population cascade to lower energies, and hence an underpopulation of the most highly excited levels (3p 2 S o , χ low = 11.6 eV, and above). This starts to happen at around log τ R ≈ 0.7, where the N i lines, of high excitation energy, begin to form (Fig. 1) . This underpopulation is typically more severe for levels of higher excitation energy, as expected from a population cascade. However, the departure coefficients of the most highly excited levels resemble each other, largely owing to the efficient hydrogen collisions between them.
Due to number conservation, the underpopulation of the levels of high excitation energy must be balanced by a slight overpopulation of the levels of intermediate excitation energy: 3s 4 P (χ low = 10.3 eV), 3s 2 P (χ low = 10.7 eV), and 2p 4 4 P (χ low = 10.9 eV). This overpopulation and underpopulation behaviour of the N i levels is comparable to the behaviour of the levels of high and intermediate excitation energy respectively in C i (Fig. 4 of , and of the 3p 5 P upper state and 3s 5 S o lower state of the O i 777 nm line ( Fig. 4 of Amarsi et al. 2018a ), these species also suffering from photon losses.
The 3s 2 D (12.4 eV) level is an anomaly in this picture. Unlike the other high-excitation levels, the departure coefficients of this level stay relatively close to unity. This level has a different core (2p 2 1 D) than the other high-excitation levels in the figure (2p 2 3 P). As a result, it is only weakly coupled to the rest of the N i system: the electron collisions involving this level are typically an order of magnitude less efficient than collisions involving other levels of comparable energy; while the hydrogen collisions are neglected from the non-LTE model, due to Eqs 8 and 9 of Barklem (2016a) .
The N i levels of low excitation energy 2p 3 4 S o (0 eV), 2p 3 2 D o (2.4 eV), and 2p 3 2 P o (3.6 eV) retain LTE populations even very high up in the atmosphere: because of the large energy gap between these levels and the rest of the N i system, they are much more highly populated, and as such their populations are only minutely perturbed by the departures from LTE in upper levels.
We present the abundances inferred from the different spectrum synthesis models in Table 3 . Taking non-LTE effects into account, the N i lines generally become stronger, meaning that lower abundances are inferred in 3D non-LTE, compared to in 3D LTE. This can be seen in Table 3 , where the 3D non-LTE − 3D LTE abundance difference is around −0.01 dex, averaged over the five N i lines.
The N i 744 nm, 822 nm, 863 nm, and 868 nm lines, have the 3s 4 P or 3s 2 P levels of intermediate excitation energy as the lower level, which slightly overpopulate, and different levels of high excitation energy as the upper level, which underpopulate. They thus suffer from both an enhanced opacity effect (the line opacity going as the departure coefficient of the lower level) and a reduced source function effect (the line source function going as the ratio of the departure coefficients of the upper to the lower levels; Rutten 2003) , both acting to slightly strengthen the line (see the integrand of Eq. 15 of Amarsi 2015) .
The N i 1011 nm line is more highly excited. Both the lower and upper levels underpopulate, but as explained above the upper level does so to a greater extent. Consequently the opacity and source function effects act in opposition; this line, and indeed the infrared N i lines in general (see Table 4 of Caffau et al. 2009 ), are thus less sensitive to departures from LTE. Even so, the source function effect dominates, and the N i 1011 nm line is stronger in non-LTE, Table 3 showing that the 3D non-LTE − 3D LTE abundance difference is −0.01 dex.
Nature of the 3D effect
To aid understanding, it is useful to disentangle the 3D effect on spectral line formation into two separate effects: the direct effect, due to the granulation (Nordlund et al. 2009 ) that is present in the Article number, page 5 of 11 A&A proofs: manuscript no. paper 3D model solar atmosphere but absent in the 3D models, and the indirect effect, due to differences in the atmospheric mean stratification between the 3D model, and 1D models. In the Sun, the N i lines are susceptible to both types of 3D effects. They work in competition, however, as we explain below. We investigate the direct 3D effect by illustrating in Fig. 4 the contribution function of a typical N i line in a vertical slice of a snapshot of the 3D model solar atmosphere. The N i lines considered in this study are all of rather high excitation energy. They thus preferentially form in high temperature regions: in the deep atmosphere log τ R ≈ 0, and in the hot upflowing granules, rather than in the cool intergranular lanes. This can be seen in Fig. 4 : as expected, the contribution function is largest (brightest, in the figure) in the deep atmosphere around the bumps in the contours of equal optical depth, which trace the solar granulation. As also seen for the outer wings of the Balmer lines of high excitation energy (see Fig. 2 of Amarsi et al. 2018b) , this direct 3D effect acts to strengthen the N i lines, due to the granules typically having steeper vertical temperature gradients than compared to the mean temperature structure. Although the N i line formation is biased towards the granules in the deep atmosphere −0.2 log τ R 0.7, some additional line formation does occur in the upper atmosphere. Fig. 4 reveals that even at log τ R ≈ −1 to −2, minor line formation can occur in the hot temperature regions above the intergranular lanes (in the reversed granulation; Rutten et al. 2004 ), for example at x ≈ 1.5 Mm, 0.1 height 0.5 Mm. Moreover, in this particular plot a blob of hot gas at x ≈ 2.5 Mm, height ≈ 0.8 Mm (log τ R < −4) is apparent. Some line formation occurs here as well, although it is three orders of magnitude less efficient than the line formation in the solar granulation in the deep atmosphere.
These two direct 3D effects, namely N i line formation in the solar granules, and extended line formation in the upper atmosphere, both act to strengthen the N i lines and thus reduce the abundances inferred from the 3D model. This can be seen in Table 3 , where the 3D non-LTE − 3D non-LTE abundance difference is −0.05 dex, averaged over the five N i lines. The direct effect occurs in regions of higher gas temperature, and consequently the abundance difference is largest for the lines of higher excitation energy, namely the N i 863 nm and 1011 nm lines (around −0.06 dex), compared to the weaker lines (−0.04 dex).
The nature of the indirect 3D effect can be seen in Fig. 1 . There are differences between the mean temperature stratification of the 3D model (traced by the 3D model) and that of the 1D model. At log τ R = 0.5 the 1D model is about 150 K hotter, and at log τ R = −0.5 the 1D model is about 75 K cooler. Thus in the N i line forming regions the 3D model has a much shallower temperature gradient than the 1D model. The indirect 3D effect acts to weaken the N i lines, leading to higher abundances inferred in the 3D model compared to in the 1D model.
The indirect 3D effect is weaker than the direct 3D effect. This can be seen in Table 3 , where the 3D non-LTE − 1D non-LTE abundance difference is only +0.01 dex, averaged over the five N i lines. Consequently the overall 3D effect is dominated by the direct effect, and the 3D non-LTE − 1D non-LTE abundance difference is negative: −0.04 dex, again averaged over the five N i lines.
3D/non-LTE coupling
It is interesting to briefly consider how the non-LTE effects discussed in Sect. 3.1, couple to the 3D effects discussed in Sect. 3.2. To quantify this 3D/non-LTE coupling, we compare the line-by-line non-LTE versus LTE abundance differences in Table 3 to The reason for the small 3D/non-LTE coupling can be seen in Fig. 3 . The panels show that, in the N i line forming regions −0.2 log τ R 0.7, the departure coefficients calculated for different levels in the 3D and 1D model solar atmospheres closely follow each other, and also follow the median of the corresponding distributions in the 3D model. They only begin to deviate from each other higher up in the atmosphere, at log τ R −3; here, the 3D results follow the 3D distribution more closely than the 1D results.
Thus, the 3D/non-LTE coupling is not very severe for N i in the Sun. We caution, however, that this result does not necessarily extend to all late-type stars. The Sun has a very stratified atmosphere compared to other late-type stars, and the coupling is likely to be larger for stars with stronger granulation contrast; namely, for hotter, and more metal-poor stars.
The solar nitrogen abundance
Advocated abundance and uncertainty
Our recommended solar nitrogen abundance from N i lines is log N = 7.77 ± 0.05. This value is determined from the unweighted mean from the five N i lines given by the 3D non-LTE Article number, page 7 of 11 Caffau et al. (2009) and this work, after adopting the line selection and identical equivalent widths (Grevesse et al. 1990 ), for different spectrum synthesis models. The three lines in common between that study and the present one are marked in parentheses. The right panel shows the differences after correcting the abundances for the differences in log g f between the two studies. model (Table 3) , and is based on fitting the deblended equivalent widths that were measured at solar disk centre ( Table 2) .
The 3D non-LTE abundance inferred here is lower than that inferred from the 3D LTE model, and from the 3D and 1D models in both non-LTE and LTE. Both the non-LTE effect (Sect. 3.1) and the 3D effect (Sect. 3.2) strengthen the N i lines. Therefore the 3D non-LTE abundance corrections are negative, relative to the various 3D , 1D, and LTE models in Table 3 .
The line-by-line dispersion is low, corresponding to a standard error of 0.002 dex for the 3D non-LTE model (Table 3 ). We thus assume that the overall uncertainty is dominated by systematics.
To estimate systematic errors arising from the measurement of the deblended equivalent widths of the N i lines, the abundance analysis was repeated using the older estimates for the equivalent widths given in Grevesse et al. (1990) . This same set of equivalent widths was used in the abundance analysis of Caffau et al. (2009) . These equivalent widths are systematically somewhat larger: the differences in the inferred abundances range from 0.02 dex larger (N i 868 nm) to 0.11 dex larger (N i 1011 nm); the mean difference is 0.057 dex.
Following Scott et al. (2015) we combine, in quadrature, half of this difference due to the equivalent widths (0.028 dex), with: a) half the difference between the 3D and 3D results, to quantify the uncertainty in the direct 3D effect (0.025 dex); b) half the difference between the 3D and 1D results, to quantify the uncertainty in the indirect 3D effect (0.006 dex); and c) half the difference between the non-LTE and LTE results, to quantify the uncertainty in the non-LTE effect (0.007 dex). We also fold in the uncertainty in the oscillator strengths, taken to be 0.03 dex based on their B+/B rankings given on NIST (Kramida et al. 2012 ). This gives the final result of 0.05 dex. Caffau et al. (2009) Our advocated result, log N = 7.77 ± 0.05, is somewhat lower than that presented in Caffau et al. (2009) , namely log N = 7.86 ± 0.12. That study and the present one are both based purely on N i lines. Both are based on 3D radiative-hydrodynamic model atmospheres and non-LTE radiative transfer: however, the present study adopts a full 3D non-LTE approach, whereas their study adds non-LTE abundance corrections from their 3D model solar atmosphere, to their 3D LTE abundances. Nevertheless, the 3D/non-LTE coupling effect is quite weak for N i in the Sun (Sect. 3.3). Consequently their "3D LTE + 3D non-LTE" approximation should be in good agreement with the full 3D non-LTE approach.
Comparison with
The main differences between the present study and that of Caffau et al. (2009) are in the N i line selection and the adopted equivalent widths. Caffau et al. (2009) include twelve N i lines, compared to five in the present study. The two studies have just three lines in common: the N i 744 nm, 822 nm, and 868 nm lines. As we discussed in Sect. 2.1, a restrictive line selection was adopted here based on analysing very carefully line shapes, in order to minimise the impact of unidentified blends that tend to skew the inferred abundances upwards. Moreover, Caffau et al. (2009) adopt the de-blended equivalent widths from Grevesse et al. (1990) ; these values tend to be systematically larger than those advocated in this study (Sect. 4.1) . This amounts to an abundance difference of 0.06 dex for the five N i lines in Table 1 .
We illustrate line-by-line abundance differences between the present study and that of Caffau et al. (2009) , in the left panel of Fig. 5 . The plot includes the twelve N i lines from their study and is based on their adopted equivalent widths. The line parameters adopted in the present study (Sect. 2.4), are slightly different to those adopted in Caffau et al. (2009) . In the right panel of the figure we show the same abundance differences after correcting for the differences in the adopted oscillator strengths: ∆ log g f = −∆ log N .
The right panel of Fig. 5 shows that the 3D LTE and 3D LTE results from this study and from Caffau et al. (2009) are in remarkable agreement, after correcting for differences in the adopted equivalent widths and line parameters. It is clear, however, that there are differences between the two studies, originating from differences in the non-LTE modelling. For the three lines in common between the two studies, these differences reach almost −0.03 dex. The main uncertainty in the non-LTE model atom is perhaps the hydrogen collisions (Sect. 4.3). Caffau et al. (2009) adopt the Drawin recipe for these processes, employing a Article number, page 8 of 11 Table 1 , using the equivalent widths measured at solar disk centre given in Table 2 . Symbols indicate results from the different spectrum synthesis models. The least squares regressions for each model are overplotted. fudge factor of S H = 1/3. While this was perhaps the best available approach at the time, it is now known that the Drawin recipe does not describe the correct underlying physical mechanism of these processes (Barklem et al. 2011 Fig. 7 . Difference in the inferred abundances when switching off the specified ingredients in the non-LTE model atom: from left to right, fine structure; excitation of N i via electron collisions (Eq. 1); ionisation of N i via electron collisions (Eq. 2); excitation of N i via hydrogen collisions (Eq. 3); charge transfer of N i via hydrogen collisions (Eq. 4); and ionisation of N i via hydrogen collisions (Eq. 5). These results are based on the standard non-LTE model atom, and using the 1D model solar atmosphere.
have previously argued that this more accurately represents reality, on the basis of both physical principles, and empirical results (Amarsi et al. 2018a .
Adopting the same twelve N i lines and using identical oscillator strengths and equivalent widths as Caffau et al. (2009) , we obtain log N = 7.87. This is in almost perfect agreement with their result, including a similarly large standard deviation in the results of 0.11 dex that suggests neglected blends and deficiencies in the adopted equivalent widths. We conclude that this is the main reason for the 0.09 dex larger abundance inferred by Caffau et al. (2009) . While differences in the non-LTE modelling also play a small role (of the order 0.03 dex), differences between the two 3D model solar atmospheres appear not to contribute significantly to this discrepancy.
Model dependence
We illustrate the line-by-line abundances as functions of different line parameters in Fig. 6 , for the different spectrum synthesis models. The 3D and 1D models give rise to clear trends in the inferred abundances with respect to the wavelength, excitation energy, and reduced equivalent width. These trends are largely driven by the strong direct 3D effect on the N i lines, that is due to the solar granulation (Sect. 3.2). These trends are also reflected in the relatively large standard errors in Table 3 from these models.
The flat trends given by the 3D non-LTE and 3D LTE models in Fig. 6 , and the smaller standard errors given in Table 3 , is strong support of the reliability of the 3D model solar atmosphere used in the present work, at least in the deep layers where the N i lines form, −0.2 log τ R 0.7. This result, combined with previous scrutiny of the present 3D model (Sect. 2.1.4 of Amarsi et al. 2018a) , and the excellent agreement between the 3D LTE results of the present study with the 3D LTE results of Caffau et al. (2009) based on an independent co 5 bold simulation (when using identical oscillator strengths and equiva-lent widths; Sect. 4.2), all suggest that uncertainties in the 3D radiative-hydrodynamic simulations do not have a significant impact on the error budget in the present study (Sect. 4.1).
We test the sensitivity of the inferred abundances to different ingredients in the non-LTE model atom in Fig. 7 . As found for C i (see Fig. 5 of , the non-LTE results appear to be most sensitive to the inelastic collisions with neutral hydrogen that lead to excitation of N i. In the most extreme case, for the N i 868 nm line, the inferred abundance changes by almost 0.03 dex when hydrogen collisions are switched off; the mean difference for the five N i lines is 0.02 dex. It is interesting that the N i 1011 nm line clearly has a lower sensitivity to the hydrogen collisions than the other four lines: this likely reflects that the line is the least sensitive to departures from LTE in general, owing to the competing non-LTE effects on it (Sect. 3.1). Fig. 7 shows that the hydrogen collisions play an important role in the non-LTE modelling. We have previously motivated our combined LCAO/free electron method employed here, by studying the centre-to-limb variation of lines of O i (Amarsi et al. 2018a ) and C i ). If the hydrogen collisions are the largest uncertainty in the non-LTE model atom, this places an upper bound of 0.02 dex on the uncertainty that propagates to the inferred solar nitrogen abundance.
Conclusion
We have presented an analysis of the solar photospheric nitrogen abundance, employing a full 3D non-LTE approach, and a model atom that uses physically-motivated descriptions for the inelastic collisions between N i and free electrons, and between N i and neutral hydrogen. We dissected the line formation properties of the N i lines, explaining how both non-LTE photon losses, and 3D granulation effects, both act to reduce the abundances inferred from the N i lines of high excitation energy, by around 0.01 dex and 0.04 dex respectively. Our advocated value is log N = 7.77 ± 0.05.
There is currently an exceptional interest in revisiting the solar elemental composition, because of the long-standing solar modelling problem. Standard solar interior models fail to reproduce several observational constraints precisely determined from helioseismology (e.g. Basu & Antia 2008) . It has been noted that replacing the standard set of solar abundances of Asplund et al. (2009) , with the older canonical compilations of Anders & Grevesse (1989) , Grevesse & Noels (1993) , or Grevesse & Sauval (1998) , would help resolve the problem. However, new analyses suggest that the origin of the discrepancy is more complex than simply the adopted solar abundances (Bailey et al. 2015; Buldgen et al. 2019) .
It is thus important to verify that the standard set of solar abundances are indeed robust. For nitrogen, our advocated value of log N = 7.77 ± 0.05 is in excellent agreement with that presented by Asplund et al. (2009) from N i lines, namely log N = 7.78 ± 0.05. However, it is slightly lower than the standard value that they advocate, namely log N = 7.83 ± 0.05. This latter value is larger because it folds in results from the NH rotational-vibrational lines (∆ν = 1), from which Asplund et al. (2009) obtain log N = 7.88 ± 0.03. This discrepancy between the atomic and molecular diagnostics of more than 0.1 dex is a cause of some concern. New molecular data that are available for NH (Brooke et al. 2014a (Brooke et al. , 2015 and CN (Brooke et al. 2014b) , as well as updates to the 3D model atmosphere, may well be enough to resolve the discrepancy. This should be addressed in a future study.
