Singular boundary value problems for the one-dimension p-Laplacian  by Jiang, Daqing & Gao, Wenjie
J. Math. Anal. Appl. 270 (2002) 561–581
www.academicpress.com
Singular boundary value problems for
the one-dimension p-Laplacian ✩
Daqing Jiang a,∗ and Wenjie Gao b
a Department of Mathematics, Northeast Normal University, Changchun 130024,
People’s Republic of China
b Institute of Mathematics, Jilin University, Changchun 130012, People’s Republic of China
Received 21 December 2000
Submitted by D. O’Regan
Abstract
The singular boundary value problem{ [φ(u′)]′ + g(t, u,u′)= 0, for t ∈ (0,1),
u(0)= u(1)= 0,
where φ(s) = |s|p−2s, p > 1, is studied in this paper. The singularity may appear at
u = 0, t = 0 and t = 1, and the function g may change sign. The existence of solutions
is obtained via an upper and lower solution method.  2002 Elsevier Science (USA). All
rights reserved.
1. Introduction
In this paper we study the singular boundary value problem{ [φ(u′)]′ + g(t, u,u′)= 0, for t ∈ (0,1),
u(0)= u(1)= 0, (1.1)
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where φ(s) = |s|p−2s, p > 1. The singularity may appear at u = 0, t = 0 and
t = 1, and the function g may change sign.
Recently, problem (1.1) has been studied extensively. The readers may refer
to [1–12] for the details. In [1,2,7–9,11], the problem is not able to possess
singularity. Some basic results on the singular boundary value problem were
obtained in many papers; for example, see [3,10,13–16]. In all these papers
the arguments rely on the assumption that g is positive which implies that the
solutions are concave. When p = 2, the authors of [17] and [18] studied the case
when g = g(t, u) is allowed to change sign.
A major step was taken by Habets and Zanolin [19] where g(t, u) may be
singular at u= 0, t = 0 and t = 1. For example,
g(t, u)= t−1e(1/u)− (1− t)−1
or
g(t, u)= f (t)
uσ
− h(t), σ > 0,
which corresponds to an Emden–Fowler equation.
In [19], the authors established a theorem on upper and lower solutions
(Theorem 1) for the singular problem. Applying this theorem, they proved the
existence and uniqueness of solutions to the problem.
In [12], the authors studied the problem in which g = g(t, u) may change sign
and may be singular at u= 0, but was not able to possess singularity at t = 0 and
t = 1. They studied (1.1) by applying a theorem on upper and lower solutions for
nonsingular problem obtained by O’Regan [8].
Very recently, many authors have paid much attention on the singular problem
in which g = g(t, u) may change sign and may be singular at u = 0, t = 0 and
t = 1. We refer the readers to, for example, [20–23] (p= 2) and [4,5]. In all these
papers, the singular problem is well explained by applying a modified upper and
lower solutions method. Moreover, by the same method, the author of [24] studied
the singular problem (1.1) for p = 2 in which g = g(t, u, v) may change sign and
may be singular at u= 0, t = 0 and t = 1. For example,
g(t, u, v)= t−m(1− t)−n(u−a + sin(8πt))(1+ |t (1− t)v|γ )
with 0m,n < 2, 0 γ < 1, a > 0.
The present work is a direct extension of some results in [5,19,24]. The same
as in [5,19,24], our technique relies essentially on a modified method of upper
and lower solutions which we believe is well adapted to this type of problem.
Moreover, we establish a theorem on upper and lower solutions (Theorem 1)
for singular problem which is a straightforward extension of an upper and lower
solution method in [5,8,9,11,19,24]. Our main result (Theorem 2) for singular
problem (1.1) also generalizes the works in [5,10,19,24].
As pointed out by the authors of [5], it is difficult to establish Theorem 1 for
p 
= 2. The main difficulty that appears when passing from p = 2 to p 
= 2 is that
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for the first case there is a well-known Green’s function for the Dirichlet problem,
which is used to prove the equivalent to Theorem 1 in [19,24]. However, for
p 
= 2 Green’s function does not exist because the differential operator (φ(u′))′
is nonlinear. Moreover, for p = 2 the type of singularities in t = 0 and t = 1 that
can be considered is suggested by the form of the Green’s function, which is an
a priori information that disappears for p 
= 2. For overcoming these difficulties,
the authors derive conditions (2.4) and (2.5) in Theorem 1, which is another main
contribution of this paper.
Also, in a later work [25], the authors extended their results in [19] to consider
possible linear dependence in u. They studied the case when the function g(t, u)
satisfies the condition g(t, u) γ 2u+ h(t) for u large with some γ less than the
first eigenvalue. Their method relies on the Green’s function and the eigenfunction
for constructing the upper solution of the problem which is difficult in considering
our problem. It would be more interesting if one can extend their results to the case
p 
= 2.
It is remarked here that our main result (Theorem 2) can be extended to more
general situation when g = g(t, u, v) is not singular at t = 0 and t = 1. In a further
paper, Jiang and Agarwal [6] have extended their results to consider possible
linear dependence in u and v. For example,
g(t, u, v)= t−m(1− t)−nu−a + a0up−1 + b0|v|p−1 + sin(8t)
with 0  m,n < 1, a > 0, a0  0, b0 > 0, a0λ−11 + b0λ−1/p1 < 1. Here λ1 is the
first eigenvalue to the problem [φ(u′)]′ + λφ(u)= 0, u(0)= u(1)= 0.
It is worth pointing out that our results can be extended to study the boundary
value problem{ [φ(ku′)]′ + g(t, u, ku′)= 0, for t ∈ (0,1),
u(0)= u(1)= 0, (1.2)
where k ∈ C[0,1] ∩ C1(0,1), k > 0 in (0,1) and ∫ 10 1/k(t) dt <∞. Since by
making a change of variable (i.e., by using the Liouville transformation), one can
reduce (1.2) to a problem of the form (1.1).
This paper is organized as follows. In Section 2 we present our result on upper
and lower solutions. Section 3 is devoted to the proof of our main result.
2. Upper and lower solutions
Consider the two-point boundary value problem{ [φ(u′)]′ + f (t, u,u′)= 0, for t ∈ (0,1),
u(0)=A, u(1)= B, (2.1)
where φ(s)= |s|p−2s, p > 1.
Suppose the following condition is satisfied:
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(A1) f : (0,1)× R2 → R is a continuous function satisfying the Nagumo con-
dition on the set
Dβα :=
{
(t, u, v): t ∈ (0,1), α(t) u β(t), v ∈R}
for given α,β ∈C([0,1],R) with α(t) β(t) for all t ∈ [0,1].
A function f : (0,1) × R2 → R is said to satisfy the Nagumo condition
on the set Dβα , if there exist a function q ∈ C((0,1), (0,∞)) and a function
H ∈ C(R+, [1,∞)) nondecreasing on R+ = [0,+∞), such that
|f (t, u, v)| q(t)H (|t (1− t)v|) on Dβα (2.2)
and
∞∫
sp−1
H(s)
ds =∞. (2.3)
Moreover,
lim
t→0+
tpq(t)= lim
t→1−
(1− t)pq(t)= 0 (2.4)
and
1∫
0
tp−1(1− t)p−1q(t) <∞. (2.5)
We call a function α(t) a lower solution for problem (2.1), if α ∈C([0,1],R)∩
C1((0,1),R), φ(α′) ∈C((0,1),R), t (1− t)α′(t) ∈C([0,1],R), and{ [φ(α′)]′ + f (t, α,α′) 0, for t ∈ (0,1),
α(0)A, α(1)B. (2.6)
Similarly, we call a function β(t) an upper solution for problem (2.1), if β ∈
C([0,1],R) ∩ C1((0,1),R), φ(β ′) ∈ C((0,1),R), t (1 − t)β ′(t) ∈ C([0,1],R),
and { [φ(β ′)]′ + f (t, β,β ′) 0, for t ∈ (0,1),
β(0)A, β(1) B. (2.7)
A function u(t) is said to be a solution to (2.1), if it is both a lower and an
upper solution to (2.1).
We have the following result.
Theorem 1. Assume that (A1) is satisfied. Let α,β be respectively a lower
solution and an upper solution for problem (2.1) such that α(t) β(t) on [0,1].
Then problem (2.1) has at least one solution u(t) such that
α(t) u(t) β(t), for t ∈ [0,1].
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Remark 2.1. As an example, the function
q(t)= t−a(1− t)−b, 0 < t < 1, 0 a, b < p,
satisfies the conditions (2.4) and (2.5).
Remark 2.2. Nagumo condition (2.3) implies that
∞∫
φ−1(u)
H(φ−1(u))
du=∞. (2.3∗)
Consider now the modified boundary value problem{ [φ(u′)]′ + f ∗(t, u(t), t (1− t)u′(t))= 0, for t ∈ (0,1),
u(0)=A, u(1)= B, (2.1
∗)
where
f1(t, u, v)=


f (t, α(t), v)+ α(t)−u1+u2 q(t), if u < α(t),
f (t, u, v), if α(t) u β(t),
f (t, β(t), v)+ β(t)−u1+u2 q(t), if u > β(t),
and
f ∗(t, u, z)=


f1
(
t, u,− 1
t (1−t )N
)
, if z <−N,
f1
(
t, u, 1
t (1−t )z
)
, if −N  zN,
f1
(
t, u, 1
t (1−t )N
)
, if z > N.
Without loss of generality, we assume that
max
x∈[0,∞)
xp−1
H(x)
<∞.
Here we choose N so large that
N > max
{
sup
t∈[0,1]
∣∣t (1− t)α′(t)∣∣, sup
t∈[0,1]
∣∣t (1− t)β ′(t)∣∣}+ ν,
ν := |B −A|,
and (by Remark 2.2)
φ(N)∫
φ(ν)
φ−1(u)
H(φ−1(u))
du > E,
where
E :=
(
3(p− 1) max
x∈[0,∞)
xp−1
H(x)
+ sup
t∈[0,1]
tp(1− t)pq(t)
)
× max
t∈[0,1]
∣∣β(t)− α(t)∣∣. (2.8)
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By the definition of f ∗ it can be easily checked that f ∗ : (0,1)×R ×R→ R
is continuous and satisfies, by (2.2),
|f ∗(t, x, z)|  h(t)
:= q(t)
(
H(N)+ sup
u∈R
[
maxt∈[0,1](|α(t)| + |β(t)|)+ |u|
1+ u2
])
(2.9)
for all (t, x, z) ∈ (0,1)×R ×R with h(t) satisfying (2.4) and (2.5).
In order to prove the existence of solution to (2.1∗), we consider the boundary
value problem{ [φ(u′)]′ + ηn(t)f ∗(t, u(t), t (1− t)u′)= 0, for t ∈ (0,1),
u(0)=A, u(1)= B, (2.1
∗)n
where n  4 is an integer, ηn(t) is a continuous function with 0  ηn(t)  1 on
[0,1] and
ηn(t)=


0, 0 < t < 12n,
1, 1
n
 t  1− 1
n
,
0, t > 1− 12n .
We need the following
Lemma 2.1. There exists a unique solution V ∈ C([0,1],R) ∩ C1((0,1),R) to
the problem{ [φ(V ′(t))]′ + h(t)= 0, for t ∈ (0,1),
V (0)=A, V (1)= B.
Moreover,
lim
t→0+
tV ′(t)= lim
t→1−
(1− t)V ′(t)= 0.
Proof. We only prove the existence since the proof of the uniqueness is very
simple. Set, for 0 < t < 1,
y(t) :=A+
t∫
0
φ−1
(
φ(B −A)+
t∫
s
h(r) dr
)
ds
−B −
1∫
t
φ−1
(
φ(A−B)+
s∫
t
h(r) dr
)
ds.
Clearly, y(t) is continuous and nondecreasing in (0,1) and y(0+) < 0 < y(1−).
Thus, y(t) has zeros in (0,1). Let σ be a zero of y(t) in (0,1). Then
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A+
σ∫
0
φ−1
(
φ(B −A)+
σ∫
s
h(r) dr
)
ds
= B +
1∫
σ
φ−1
(
φ(A−B)+
s∫
σ
h(r) dr
)
ds.
Put
V (t)=
{
A+ ∫ t0 φ−1(φ(B −A)+ ∫ σs h(r) dr)ds, 0 t  σ,
B + ∫ 1t φ−1(φ(A−B)+ ∫ sσ h(r) dr)ds, σ  t  1. (2.10)
Then, V is a well-defined function on (0,1). Moreover,
V ′(t)=
{
φ−1
(
φ(B −A)+ ∫ σ
t
h(r) dr
)
, 0 < t  σ,
−φ−1(φ(A−B)+ ∫ t
σ
h(r) dr
)
, σ  t < 1.
For 0 < t  σ ,
|V (t)−A| 1
t
t∫
0
φ−1
(
φ|s(B −A)| + sp−1
σ∫
s
h(r) dr
)
ds.
It follows from (2.4) and (2.5) that
lim
t→0+
φ−1
(
tp−1
σ∫
t
h(r) dr
)
= φ−1
(
lim
t→0+
1
t1−p
σ∫
t
h(r) dr
)
= φ−1
(
lim
t→0+
1
p− 1 t
ph(t)
)
= 0. (2.11)
Hence limt→0+ |V (t) − A| = 0. Similarly, limt→1− |V (t) − B| = 0. Therefore,
V (t) is continuous on [0,1],
V (0)=A, V (1)= B,[
φ
(
V ′(t)
)]′ = −h(t), for t ∈ (0,1).
Moreover, in a similar way, we may prove
lim
t→0+
tV ′(t)= lim
t→1−
(1− t)V ′(t)= 0.
This completes the proof. ✷
With a similar proof, we have
Lemma 2.2. There exists a unique solution v ∈C([0,1],R)∩C1((0,1),R) to{ [φ(v′(t))]′ − h(t)= 0, for t ∈ (0,1),
v(0)=A, v(1)= B.
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Moreover,
lim
t→0+
tv′(t)= lim
t→1−
(1− t)v′(t)= 0.
Remark 2.3. Lemmas 2.1 and 2.2 extend the result in [2] for h ∈L1([0,1],R).
Lemma 2.3. Let un(t) be a solution to problem (2.1∗)n. Then
v(t) un(t) V (t), 0 t  1.
Proof. We shall prove only un(t)  V (t) on [0,1] since the arguments are es-
sentially the same for the case un(t) v(t) on [0,1].
Assume for controversy that un(t) > V (t) for some t ∈ (0,1). Since un(0)=
V (0), un(1) = V (1), the function y(t) = un(t) − V (t) would have a positive
maximum at a point t0 ∈ (0,1). Hence u′n(t0) = V ′(t0), and there exist 0  t1 <
t2  1 such that y(t1)= y(t2)= 0 and y(t) > 0 on (t1, t2). Since[
φ
(
u′n(t)
)]′ − [φ(V ′(t))]′ = −ηn(t)f ∗(t, un(t), t (1− t)u′n(t))+ h(t) 0,
for all t ∈ (0,1),
we have, by integrating both sides of this inequality,[
φ
(
u′n(t)
)]− [φ(u′n(t0))]′  [φ(V ′(t))]− [φ(V ′(t0))] for all t ∈ (t0, t2);
i.e.,
y ′(t)= u′n(t)− V ′(t) 0, in (t0, t2).
This would imply that y(t0) y(t2)= 0; a contradiction. ✷
Lemma 2.4. Let un(t) be a solution to (2.1∗)n. Then there is a function
y ∈C([0,1],R+), y(0)= y(1)= 0,
such that∣∣t (1− t)u′n(t)∣∣ y(t).
Proof. Let [a, b] ⊂ (0,1) be a closed interval. We can obtain that (cf. [26, The-
orem 2.1])
u′n(t)= φ−1
(
τn +
b∫
t
ηn(s)f
∗(s, un(s), s(1− s)u′n(s))ds
)
,
a  t  b, (2.12)
where τn is a solution of the equation
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b∫
a
φ−1
(
τn +
b∫
r
ηn(s)f
∗(s, un(s), s(1 − s)u′n(s))ds
)
dr
= un(b)− un(a). (2.13)
By the first mean value theorem, there is a ξn ∈ [a, b] such that
φ−1
(
τn +
b∫
ξn
ηn(s)f
∗(s, un(s), s(1− s)u′n(s))ds
)
= un(b)− un(a)
b− a ;
i.e.,
τn =−
b∫
ξn
ηn(s)f
∗(s, un(s), s(1− s)u′n(s))ds + φ
(
un(b)− un(a)
b− a
)
.
Lemma 2.3 implies that v(t) un(t) V (t). Hence there is an M > 0 such that
|τn|
b∫
a
h(s) ds + φ
( |un(b)− un(a)|
b− a
)
M (2.14)
and ∣∣∣∣∣τn +
b∫
t
ηn(s)f
∗(s, un(s), s(1− s)u′n(s))ds
∣∣∣∣∣M. (2.15)
From (2.12), (2.14) and (2.15), we have∣∣u′n(t)∣∣ C(a, b), a  t  b, (2.16)
where C(a, b) is a positive constant independent of n, un(t) and t ∈ [a, b].
By (2.16), there is a positive constant C such that∣∣u′n(1/2)∣∣ C.
Since
u′n(t)= φ−1
(
φ
[
u′n(1/2)
]+
1/2∫
t
ηn(s)f
∗(s, un(s), s(1− s)u′n(s)) ds
)
,
0< t < 1,
then there is a R ∈ C((0,1),R+) such that
∣∣u′n(t)∣∣ φ−1
(
φ(C)+
∣∣∣∣∣
1/2∫
t
h(s) ds
∣∣∣∣∣
)
=:R(t), 0 < t < 1. (2.17)
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Setting y(t) := t (1 − t)R(t), similarly to the proof of Lemma 2.1, we know that
y ∈C([0,1],R+) and
lim
t→0+
y(t)= lim
t→1−
y(t)= 0.
This completes the proof. ✷
Lemma 2.5. For each fixed n 4, (2.1∗)n has a solution un(t) ∈ C1([0,1],R).
Proof. This is a consequence of Theorem 2.1 in [9] since |ηn(t)f ∗(t, x, z)| 
ηn(t)h(t) is bounded and ηn(t)f ∗(t, x, z) is continuous for (t, x, z) ∈ [0,1] ×
R×R. ✷
Lemma 2.6. {un(t)}∞n=4 and {t (1− t)u′n(t)}∞n=4 are equicontinuous on [0,1].
Proof. With the use of Lemma 2.3 and (2.16), we can easily prove that {un(t)}∞n=4
is equicontinuous on [0,1], the detail is omitted.
By Lemma 2.4, it suffices to prove that t (1 − t)u′n(t) is equicontinuous on
[a, b] for any [a, b] ⊂ (0,1). In fact, it is easily seen that we only need to check
that u′n(t) is equicontinuous on [a, b].
Since [φ(u′n(t))]′ is bounded on [a, b], φ(u′n(t)) is equicontinuous on [a, b].
The equicontinuity of u′n(t) follows from the uniform continuity of φ−1 on
[−C(a, b),C(a, b)] since∣∣u′n(t)− u′n(s)∣∣= ∣∣∣φ−1(φ(u′n(t)))− φ−1(φ(u′n(s)))∣∣∣,
where C(a, b) is defined by (2.16). This completes the proof. ✷
By using Lemmas (2.1)–(2.6) and Ascoli–Arzela theorem, we know that
there is a uniformly convergent subsequences in {un(t)}∞n=4 denoted again by{un(t)}∞n=4 which converges to a function u(t) uniformly on [0,1], and there
is a uniformly convergent subsequences in {t (1 − t)u′n(t)}∞n=4 denoted again by{t (1− t)u′n(t)}∞n=4 which converges to t (1− t)u′(t) uniformly on [0,1].
It is clear that u(0)=A and u(1)= B .
Now let H= [a, b] ⊂ (0,1) be a closed interval containing 1/2.
It is clear that there is an n∗ = n∗(H) such that H ⊂ [1/n,1 − 1/n] for all
n n∗, and, therefore,
0= [φ(u′n(t))]′ + ηn(t)f ∗(t, un(t), t (1− t)u′n(t))
= [φ(u′n(t))]′ + f ∗(t, un(t), t (1− t)u′n(t)), for t ∈ [a, b]. (2.18)
Hence, the function un is a solution of Eq. (2.1∗) for all t ∈ [a, b] and n  n∗.
Moreover,
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sup
{|f ∗(t, x, z)|: t ∈ [a, b], x ∈ R, z ∈ R}
 sup
{
h(t): t ∈ [a, b]}<+∞.
Also, we have
un(t)= un(a)
+
t∫
a
φ−1
(
φ
[
u′n(1/2)
]+
1/2∫
r
f ∗
(
s, un(s), s(1− s)u′n(s)
)
ds
)
dr,
a  t  b.
Therefore,
u(t)= u(a)+
t∫
a
φ−1
(
φ
[
u′(1/2)
]+
1/2∫
r
f ∗
(
s, u(s), s(1 − s)u′(s))ds
)
dr,
a  t  b.
The above implies that u is a solution of (2.1∗) on the interval H = [a, b]. Since
H is arbitrary, we know that
u ∈C1((0,1),R),
and [
φ
(
u′(t)
)]′ + f ∗(t, u(t), t (1− t)u′(t))= 0, for t ∈ (0,1).
Since u ∈C([0,1],R) and u(0)=A, u(1)= B , u is a solution of (2.1∗).
Lemma 2.7. Let u(t) be a solution to (2.1∗). Then the following two statements
hold:
(i) α(t) u(t) β(t) for all t ∈ [0,1], and
(ii) supt∈[0,1] |t (1− t)u′(t)|N;
i.e., u(t) is a solution to (2.1).
Proof. We can easily prove that α(t)  u(t) β(t) on [0,1] in the same way as
that in [9, Theorem 2.3]. Part (i) is thus proved.
Since ν = |B − A| = |u(1) − u(0)|, there exists a τ ∈ (0,1) such that
|u′(τ )| ν; thus |τ (1− τ )u′(τ )| ν.
Assume that part (ii) is true. Without loss of generality, we may assume that
there exist 0 t1 < τ and t0 ∈ (t1, τ ] such that
t1(1− t1)u′(t1)=N, t0(1− t0)u′(t0)= ν,
ν  t (1− t)u′(t)N, t ∈ [t1, t0].
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Then we have
E <
φ(N)∫
φ(ν)
φ−1(u)
H(φ−1(u))
du=
t1∫
t0
t (1− t)u′(t) d(φ[t (1− t)u′(t)])
H(t (1− t)u′(t))

t0∫
t1
3(p− 1)tp−1(1− t)p−1[u′(t)]p−1
H(t(1− t)u′(t)) u
′(t) dt
+
t0∫
t1
tp(1− t)pq(t)u′(t) dt

(
3(p− 1) max
x∈[0,∞)
xp−1
H(x)
+ sup
t∈[0,1]
tp(1− t)pq(t)
)
max
t∈[0,1]
∣∣β(t)− α(t)∣∣
=E,
which is a contradiction. Part (ii) is thus proved.
The proof of Theorem 1 is complete. ✷
Remark 2.4. If we assume that
|f (t, u, v)| q(t)H(|tv|) on Dβα
in (2.2), and
lim
t→0+
tpq(t)= 0,
1∫
0
tp−1q(t) <∞
in (2.4), (2.5), then the solution u we find belongs to C1((0,1],R).
Similarly, if we assume that
|f (t, u, v)| q(t)H (|(1− t)v|) on Dβα
in (2.2), and
lim
t→1−
(1− t)pq(t)= 0,
1∫
0
(1− t)p−1q(t) <∞
in (2.4), (2.5), then the solution u belongs to C1([0,1),R).
Clearly, if we assume that
|f (t, u, v)| q(t)H(|v|) on Dβα
in (2.2), and
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1∫
0
q(t) <∞
in (2.5), then the solution u belongs to C1([0,1],R).
3. Main results
Let g : (0,1) × R+0 × R → R (R+0 = (0,∞)) be a continuous function; we
consider the two-point boundary value problem{ [φ(u′)]′ + g(t, u,u′)= 0, for t ∈ (0,1),
u(0)= u(1)= 0, (3.1)
where φ(s)= |s|p−2s, p > 1.
Our main result is the following.
Theorem 2. Assume that
(H1) for each fixed compact set e ⊂ (0,1), there exists a constant εe > 0 such
that for any M > 0, there is LM > 0 such that
g(t, x, z) > LM, for all (t, x, z) ∈ e× (0, εe] × [−M,M];
(H2) for any r > 0 there exist hr ∈ C((0,1),R+0 ) and Q ∈ C(R+, [1,∞)),
nondecreasing on R+, such that
|g(t, x, z)| hr(t)Q
(|t (1− t)z|), for all t ∈ (0,1), x  r, z ∈R,
(3.2)
and
lim
y→∞
Q(y)
yp−1
= 0. (3.3)
Moreover,
lim
t→0+
tphr (t)= lim
t→1−
(1− t)phr(t)= 0 (3.4)
and
1∫
0
tp−1(1− t)p−1hr(t) <∞. (3.5)
Then problem (3.1) has at least one solution u ∈ C([0,1],R+) ∩ C1((0,1),R),
[φ(u′)]′ ∈C((0,1),R), t (1− t)u′(t) ∈C([0,1],R).
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It can be easily checked that the function
g(t, u, v)= t−m(1− t)−n(u−a + sin(8πt))(1+ |t (1− t)v|γ ),
with 0  m,n < p, 0  γ < p − 1, a > 0, may be taken as an example for
applying the theorem.
For any n ∈ {1,2, . . .}, n 1, we set
en :=
[
1
2n+1
,1− 1
2n+1
]
.
By (H1), for each fixed en ⊂ (0,1), there exists a constant εn > 0 such that for
any M > 0, there is LM > 0 such that
g(t, x, z) > LM, ∀(t, x, z) ∈ en × (0, εn] × [−M,M]. (3.6)
We may assume that εn ↓ 0.
Lemma 3.1 [12, Lemma 2]. There exists a λ ∈ C1[0,1] such that
(1) φ(λ′(t)) ∈ C1[0,1] and max0t1 |[φ(λ′(t))]′|> 0;
(2) λ(0)= λ(1)= 0, λ(t) > 0, ∀t ∈ (0,1);
(3) λ(t) ε1, t ∈ e1, λ(t) εn, ∀t ∈ en\en−1, n 2.
Having chosen a function λ with the above described properties, we note that
g(t, x, z) > LM, ∀t ∈ (0,1), 0< x  λ(t), z ∈ [−M,M]. (3.7)
Set Mλ = |λ′|0 = supt∈[0,1] |λ′(t)| and
m := min
{
1,
(
LMλ
|[φ(λ′)]′|0 + 1
)1/(p−1)}
.
Then we have
Lemma 3.2. Let h(t, x, z)  g(t, x, z), for all (t, x, z) ∈ (0,1)× R+0 × R, with
h : (0,1) × R+0 × R → R a continuous function, and let v ∈ C([0,1],R) ∩
C1((0,1),R) be any solution of [φ(v′(t))]′ + h(t, v, v′) = 0 on (0,1) with
v(0) 0, v(1) > 0. Then
v(t)mλ(t), 0 t  1.
Proof. Set w(t) := v(t) − mλ(t) and suppose that there is an s ∈ [0,1] such
that w(s) < 0. Since w(0) 0 and w(1) 0, there exists a 0 < t0 < 1 such that
w(t0)= min0t1w(t) and w(t0) < 0, w′(t0)= 0.
Hence, 0 < v(t0) < mλ(t0). Then |v′(t0)| = m|λ′(t0)|  Mλ, and thus from
(3.7) (since m 1)
h
(
t0, v(t0), v
′(t0)
)
 g
(
t, v(t0), v
′(t0)
)
>LMλ;
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that is,
LMλ <−
[
φ
(
v′(t0)
)]′
.
By the continuity w(t), w′(t) and [φ(v′(t)]′ at t = t0, we can find an interval
[t0, t0 + δ] ⊂ [t0,1) such that w(t) < 0, w′(t) 0 on [t0, t0 + δ], and
LMλ −
[
φ
(
v′(t)
)]
, on [t0, t0 + δ].
Integrating both sides of the above inequality with respect to t from t0 to t ∈
(t0, t0 + δ), we get
LMλ(t − t0)−φ
(
v′(t)
)+ φ(v′(t0))−φ(mλ′(t))+ φ(mλ′(t0));
i.e.,
LMλ −m(p−1)
φ(λ′(t))− φ(λ′(t0))
t − t0 , t ∈ (t0, t0 + δ).
Letting t → t0, we have
LMλ −m(p−1)
[
φ
(
λ′(t0)
)]′
<m(p−1)
(∣∣[φ(λ′)]′∣∣0 + 1) LMλ.
A contradiction is achieved. The proof of Lemma 3.2 is complete. ✷
We define now, for each n ∈ {1,2, . . .}, n 1,
θn(t) := max
{
1/2n,min{t,1− 1/2n}}, t ∈ (0,1),
and
fn(t, x, z) := max
{
g
(
θn(t), x, z
)
, g(t, x, z)
}
.
We know that, for each n, fn : (0,1)×R+0 ×R→ R is continuous and
fn(t, x, z) g(t, x, z), ∀(t, x, z) ∈ (0,1)×R+0 ×R,
fn(t, x, z)= g(t, x, z), ∀(t, x, z) ∈ en ×R+0 ×R.
Hence the sequence of functions {fn} converges to g uniformly on any set of the
form e×R+0 ×R, where e is an arbitrary compact subset of (0,1).
Next we define, by induction,
g1(t, x, z)= f1(t, x, z),
gn+1(t, x, z)= min
{
gn(t, x, z), fn+1(t, x, z)
}
.
We have that, for each n, gn : (0,1)×R+0 ×R→ R is continuous. Moreover,
g(t, x, z) · · · gn+1(t, x, z) gn(t, x, z) · · · g1(t, x, z),
(t, x, z) ∈ (0,1)×R+0 ×R,
gn(t, x, z)= g(t, x, z), ∀(t, x, z) ∈ en ×R+0 ×R,
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and the sequence of functions {gn} converges to g uniformly on any set of the
form e×R+0 ×R, where e is an arbitrary compact subset of (0,1).
We consider now the sequence of boundary value problems{ [φ(u′)]′ + gn(t, u,u′)= 0, for t ∈ (0,1),
u(0)= u(1)= εn. (3.1)n
In a similar way as in [19], we have the following two lemmas.
Lemma 3.3. For any c ∈ (0, εn], the constant function αn(t)≡ c is a (strict) lower
solution for problem (3.1)n.
Lemma 3.4. Any solution un(t) of (3.1)n is an upper solution for (3.1)n+ 1.
Then we have
Lemma 3.5. Problem (3.1)1 has at least one solution.
Proof. Fix a constant N0  ε1. By (H2) we can find a function hN0 ∈ C((0,1),
R+) such that
|g(t, x, z)| hN0(t)Q
(|t (1− t)z|), for all t ∈ (0,1), x N0,
with
lim
t→0+
tphN0(t)= lim
t→1−
(1− t)phN0(t)= 0
and
1∫
0
tp−1(1− t)p−1hN0(t) <∞.
Observe that∣∣g(θ1(t), x, z)∣∣ hN0(θ1(t))Q(|t (1− t)z|)RQ(|t (1− t)z|),
t ∈ (0,1), x N0, z ∈R,
where R is a suitable constant. Set now
q(t) := hN0(t)+R.
We know that q ∈ C((0,1),R+0 ) and
|g1(t, x, z)| q(t)Q
(|t (1− t)z|), for all t ∈ (0,1), x N0, z ∈R,
(3.8)
with
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lim
t→0+
tpq(t)= lim
t→1−
(1− t)pq(t)= 0 (3.9)
and
1∫
0
tp−1(1− t)p−1q(t) <∞. (3.10)
Now, consider the boundary value problem{ [φ(u′)]′ + q(t)Q(|t (1− t)u′|)= 0, for t ∈ (0,1),
u(0)= u(1)=N0. (3.11)
By (3.3), limy→∞(Q(y)/yp−1)= 0. Then there exists a k > N0 such that
k Q
(
(kb0)
1/(p−1)), (3.12)
where
b0 := max
{ 1/2∫
0
sp−1q(s) ds,
1∫
1/2
(1− s)p−1q(s) ds
}
.
Let β0(t) be a positive solution to the following boundary value problem:{ [φ(β ′0)]′ = −kq(t), 0 < t < 1,
β0(0)= β0(1)=N0. (3.13)
Then, by Lemma 2.1, such a solution exists and also β0 is concave, β0 ∈
C([0,1],R+) ∩ C1((0,1),R), t (1 − t)β ′0(t) ∈ C([0,1],R). There exists a t0 ∈
(0,1) with β ′0(t) 0 on (0, t0) and β ′0(t) 0 on (t0,1).
When t0  1/2, integrate Eq. (3.13) from t (0 < t  t0) to t0 to obtain
φ
(
t (1− t)β ′0(t)
)= ktp−1(1− t)p−1
t0∫
t
q(s) ds.
Thus we have
∣∣t (1− t)β ′0(t)∣∣p−1  ktp−1
1/2∫
t
q(s) ds
 k
1/2∫
0
sp−1q(s) ds, 0 < t < t0. (3.14)
When t0  1/2, in the same way as above, we have
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∣∣t (1− t)β ′0(t)∣∣p−1  k
1∫
1/2
(1− s)p−1q(s) ds, t0 < t < 1. (3.15)
From (3.14) and (3.15), we have
sup
t∈[0,1]
∣∣t (1− t)β ′0(t)∣∣ (kb0)1/(p−1). (3.16)
It follows from (3.12)–(3.16) that[
φ
(
β ′0(t)
)]′ + q(t)Q(∣∣t (1− t)β ′0(t)∣∣)
−kq(t)+ q(t)Q((kb0)1/(p−1)) 0, 0 < t < 1,
and hence β0 is an upper solution for problem (3.11).
If we take α0 ≡ N0, we have that α0 and β0 are, respectively, a lower and an
upper solution for problem (3.11) with α0(t)  β0(t) for all t ∈ [0,1]. Since Q
is sublinear, then by Theorem 1 we know that there is a solution β1(t) of (3.11)
such that β1 ∈C([0,1],R+)∩C1((0,1),R), t (1− t)β ′1(t) ∈ C([0,1],R), and
N0  β1(t) β0(t), ∀t ∈ [0,1].
From (3.8) and (3.11) we have[
φ(β ′1)
]′ + g1(t, β1, β ′1)=−q(t)Q(∣∣t (1− t)β ′1∣∣)+ g1(t, β1, β ′1) 0,
t ∈ (0,1).
Therefore, β1 is an upper solution for problem (3.1)1.
If we take now α1 = ε1 and recall Lemma 3.3, we have that a1 and β1 are,
respectively, a lower and an upper solution for problem (3.1)1 with α1|(t) β1(t)
for all t ∈ [0,1]. Then, by Theorem 1 we know that there is a solution u1(t) of
(3.1)1 such that u1 ∈ C([0,1],R+) ∩C1((0,1),R), t (1− t)u′1(t) ∈ C([0,1],R),
and
ε1 = α1(t) u1(t) β1(t), ∀t ∈ [0,1].
Lemma 3.5 is thus proved. ✷
Using Lemmas 3.2–3.4, we obtain (via Theorem 1) inductively a sequence
{un(t)} of solution to (3.1)n such that
εn  un(t) un−1(t), ∀t ∈ [0,1], un(0)= un(1)= εn, n 2,
mλ(t) un(t), ∀t ∈ [0,1].
Consider now the pointwise limit
w(t) := lim
n→+∞un(t), ∀t ∈ [0,1]. (3.17)
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Let e = [a, b] ⊂ (0,1); then there is an n∗ = n∗(e) such that e ⊂ en for all
n n∗. Therefore, for n n∗,
0= [φ(u′n(t))]′ + gn(t, un(t), u′n(t))= [φ(u′n(t))]′ + g(t, un(t), u′n(t)),
for t ∈ e. (3.18)
Hence, the function un is a solution of Eq. (3.1) for all t ∈ e and n n∗.
Set r = mint∈e mλ(t); then un(t) r for t ∈ e. Moreover, by (H2)
sup
{|g(t, x, z)|: t ∈ e, r  x  un∗(t)}max
t∈e
{
hr(t)Q
(|t (1− t)z|)}.
(3.19)
Let tn ∈ (a, b) such that u′(tn)= (un(b)− un(a))/(b− a). We can obtain that
φ
(
u′n(t)
)= un(b)− un(a)
b− a +
tn∫
t
g
(
s, un(s), u
′
n(s)
)
ds, t ∈ e.
Then
∣∣u′n(t)∣∣p−1 
∣∣∣∣un(b)− un(a)b− a
∣∣∣∣+
b∫
a
hr (t)Q
(∣∣t (1− t)u′n(t)∣∣)dt,
t ∈ e. (3.20)
Set vn = maxt∈e |u′n(t)|; then by (3.20) we have (notice that Q 1)
v
p−1
n
Q(vn)

∣∣∣∣un(b)− un(a)b− a
∣∣∣∣+
b∫
a
hr (t) dt.
Since r  un(t) un∗(t), t ∈ e, there is a C(a, b) > 0 such that
v
p−1
n
Q(vn)
 C(a, b), t ∈ e,
which implies that vn is bounded since limy→∞(Q(y)/yp−1) = 0. This means
that u′n(t) is bounded on e.
By the Ascoli–Arzela theorem, it is standard to conclude that w(t) is a solution
of (3.1) on the interval e= [a, b]. Since e is arbitrary, we find that
w ∈ C((0,1),R+0 )∩C1((0,1),R) and[
φ
(
w′(t)
)]′ + g(t,w(t),w′(t))= 0, for all t ∈ (0,1).
Also we have
w(0)=w(1)= lim
n→+∞ εn = 0.
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Using the same argument as in [19], we can prove the continuity of w(t) at t = 0
and t = 1.
The proof of Theorem 2 is complete. ✷
Remark 3.1. Theorem 2 extends the corresponding theorems in [5,19,24].
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