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Abstract
In this paper, oscillatory and asymptotic behaviour of solutions of
a class of nonlinear fourth order neutral dierential equations with
several delay of the form
(r(t)(y(t) + p(t)y(t   ))00)00 +
m X
i=1
qi(t)G(y(t   i)) = 0
and
(E) (r(t)(y(t) + p(t)y(t   ))00)00 +
m X
i=1
qi(t)G(y(t   i)) = f(t)
are studied under the assumption
Z 1
0
t
r(t)
dt = 1
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for various ranges of p(t). Using Schauder's xed point theorem, suf-
cient conditions are obtained for the existence of bounded positive
solutions of (E). The results obtained in this paper generalize the re-
sults existing in the literature.
Mathematics Subject Classication 2000: 34 C 10, 34 C 15
Keywords: Neutral dierential equations, nonlinear, oscillation, several
delays, existence of positive solutions, asymptotic behaviour.
1 Introduction
Consider the fourth order nonlinear neutral delay dierential equations with
several delays of the form
(r(t)(y(t) + p(t)y(t   ))00)00 +
m X
i=1
qi(t)G(y(t   i)) = 0; (1.1)
and its associated forced equations
(r(t)(y(t) + p(t)y(t   ))00)00 +
m X
i=1
qi(t)G(y(t   i)) = f(t); (1.2)
where r 2 C([0;1);[0;1)), p 2 C([0;1);R), qi 2 C([0;1);[0;1)) for i =
1;::::;m, f 2 C([0;1);R), G 2 C(R;R) is nondecreasing with uG(u) > 0,
for u 6= 0 ,  > 0, i > 0 for i = 1;:::;m.
The object of this work is to study oscillatory and asymptotic behaviour
of solution of (1.1) and (1.2) under the assumption
(H1)
Z 1
0
t
r(t)
dt = 1:
In [11], Parhi and Tripathy have studied the oscillatory and asymptotic
behaviour of the fourth order nonlinear neutral delay dierential equations
of the form
(r(t)(y(t) + p(t)y(t   ))00)00 + q(t)G(y(t   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and
(r(t)(y(t) + p(t)y(t   ))00)00 + q(t)G(y(t   )) = f(t)
respectively under the same assumption (H1). If r(t) = 1;m = 1 and
q1(t) = q(t); then (H1) is satised and equation (1.1) and (1.2) reduce to,
respectively,
(y(t) + p(t)y(t   ))(iv) + q(t)G(y(t   )) = 0; (1.3)
and its associated forced equation
(y(t) + p(t)y(t   ))(iv) + q(t)G(y(t   )) = f(t): (1.4)
In recent papers [9,10] Parhi and Rath studied oscillatory and asymptotic
behavior of solution of higher order neutral dierential equations
(y(t) + p(t)y(t   ))(n) + q(t)G(y(t   )) = 0; (1.5)
and its associated forced equations
(y(t) + p(t)y(t   ))(n) + q(t)G(y(t   ) = f(t): (1.6)
Clearly, equations (1.3) and (1.4) are particular cases of equations (1.5)
and (1.6) respectively. However, equations (1.1) and (1.2) cannot be termed,
in general, as particular cases of equations (1.5) and (1.6). Most of the results
in [10] hold when n is even. Therefore, it is interesting to study the more
general equations (1.1) and (1.2) under (H1). It is interesting to observe that
the nature of the function r(t) inuences the behaviour of solutions of (1.1)
and (1.2). This behaviour can be easily observed in case of the homogeneous
equation (1.1). By the use of new Lemma 1.4 which has been proved in
Section 1, we have shown that all the solutions of (1.1) are oscillatory in
Theorem 2.3. The results obtained in this papers are new and generalize the
existing results in the literature ( see [8{11]).
Moreover, the delay dierential equations play an important role in mod-
elling virtually every physical, technical, or biological process, from celestial62 Saroj Panigrahi and Rakhee Basu
motion, to bridge design, to interactions between neurons. Dierential equa-
tions such as those used to solve real-life problem may not necessarily be di-
rectly solvable, that is do not have closed form solutions. Instead, solutions
can be approximated by using numerical methods.
By a solution of (1.1)/(1.2) we understand a function y 2 C([ ;1);R)
such that y(t) + p(t)y(t   ) is twice continuously dierentiable, r(t)(y(t) +
p(t)y(t   ))00 is twice continuously dierentiable and (1.1)/(1.2) is satised
for t  0, where  = maxf;ig for i = 1;::::;m, and supfjy(t)j : t  t0g > 0
for every t0  0: A solution of (1.1)/(1.2) is said to be oscillatory if it has
arbitrarily large zeros; otherwise, it is called nonoscillatory.
We need the following lemmas for our use in the sequel.
Lemma 1.1. [11] Let (H1) hold. Let u be a twice continuously dierentiable
function on [0;1) such that r(t)u00(t) is twice continuously dierentiable and
(r(t)u00(t))00  0 for large t. If u(t) > 0 ultimately, then one of the cases (a)
and (b) holds for large t, and if u(t) < 0 ultimately, then one of the cases
(b), (c), (d) and (e) holds for large t, where
(a) u0(t) > 0, u00(t) > 0, and (r(t)u00(t))0 > 0
(b) u0(t) > 0, u00(t) < 0, and (r(t)u00(t))0 > 0
(c) u0(t) < 0, u00(t) < 0, and (r(t)u00(t))0 > 0
(d) u0(t) < 0, u00(t) < 0, and (r(t)u00(t))0 < 0
(e) u0(t) < 0, u00(t) > 0, and (r(t)u00(t))0 > 0.
Lemma 1.2. [11] Let the conditions of Lemma 1.1 hold. If u(t) > 0
ultimately, then u(t) > RT(t)(r(t)u00(t))0 for t  T  0, where RT(t) = Z t
T
(t   s)(s   T)
r(s)
ds:
Lemma 1.3. [3] Let F, G, P : [t0;1) ! R and c 2 R be such that F(t) =
G(t)+P(t)G(t c), for t  t0+maxf0;cg. Assume that there exists numbers
P1;P2;P3;P4 2 R such that P(t) is one of the following ranges:
(1) P1  P(t)  0; (2) 0  P(t)  P2 < 1; (3) 1 < P3  P(t)  P4:Neutral delay dierential equations of fourth order with several delays 63
Suppose that G(t) > 0 for t  t0, lim inf
t!1
G(t) = 0 and that lim
t!1
F(t) =
L 2 R exists. Then L = 0:
Lemma 1.4. If qi 2 C([0;1);[0;1)) for i = 1;::::;m and
liminf
t!1
Z t
t 
m X
i=1
qi(s)ds >
1
e
; (1.7)
then
x0(t) +
m X
i=1
qi(t)x(t   i)  0; (1.8)
cannot have an eventually positive solution for t  0.
Proof. Assume for the sake of contradiction, the inequation (1.8) has an
eventually positive solution x(t) for t  t0. Then there exists t
i  t0 + i
for every i such that for t  t = max
i=1;2;:::;m
ft
ig; and
x(t) > 0;x(t   i) > 0 for i = 1;:::;m:
From (1.8) we get
x0(t)   
m X
i=1
qi(t)x(t   i)
 0:
Therefore,
x(t   i)  x(t); for i = 1;::::;m: (1.9)
From (1.7) it follows that there exists c > 0 and t1 > t such that
Z t
t i
m X
i=1
qi(s)ds  c >
1
e
; (1.10)64 Saroj Panigrahi and Rakhee Basu
for t  t1 and i = 1;2;:::m. From (1.8) and (1.9) it follows that
x0(t)   
m X
i=1
qi(t)x(t   i)
  x(t)
m X
i=1
qi(t):
Therefore
x0(t)
x(t)
+
m X
i=1
qi(t)  0:
Integrating the preceeding inequality from t   i to t, we obtain
ln
x(t)
x(t   i)
  
Z t
t i
m X
i=1
qi(s)ds   c;
ln
x(t)
x(t   i)
+ c  0; (1.11)
for t  t1 + i. It is easy to verify that
ec  ec (1.12)
for c 2 R. From (1.11) and (1.12) it follows that
ecx(t)  x(t   i): (1.13)
Repeating the above procedure, it follows from induction that for any posi-
tive integer k
(ec)kx(t)  x(t   i); (1.14)
for t  max
i=1;2;:::m
ft1 + 2ig. Choose k such that

2
c
2
< (ec)k (1.15)Neutral delay dierential equations of fourth order with several delays 65
which is possible as ec > 1. Fix ~ t  max
i=1;2;:::;m
ft1 + kig. From (1.10) it
follows that there exists a i 2 (~ t;~ t + i) for every i such that
Z i
~ t
m X
i=1
qi(s)ds 
c
2
;
Z ~ t+
i
m X
i=1
qi(s)ds 
c
2
:
Integrating (1.8) from [~ t;i] and [i;~ t + i], we have
x(i)   x(~ t) +
Z i
~ t
m X
i=1
qi(s)x(s   i)ds  0; (1.16)
x(~ t + i)   x(i) +
Z ~ t+i
i
m X
i=1
qi(s)x(s   i)ds  0: (1.17)
As x(t) > 0 and is non-increasing, ignoring the rst term from (1.16) and
(1.17) we have
 x(~ t) +
Z i
~ t
m X
i=1
qi(s)x(s   i)ds  0; (1.18)
and
 x(i) +
Z ~ t+i
i
m X
i=1
qi(s)x(s   i)ds  0: (1.19)
Again using the fact that x(t) decreasing in (1.18) and (1.19) we get
 x(~ t) + x(i   i)
Z i
~ t
m X
i=1
qi(s)ds  0;
and
 x() + x(~ t)
Z ~ t+i
i
m X
i=1
qi(s)ds  0:
Therefore,
 x(~ t) + x(i   i)
c
2
< 0: (1.20)66 Saroj Panigrahi and Rakhee Basu
Similarly from (1.19), we obtain
 x(i) + x(~ t)
c
2
< 0: (1.21)
From (1.20) and (1.21), it follows that
x(i)
x(i   i)
>
c
2
2
; for i = 1;2;:::;m
which in turns implies
(ec)k 

2
c
2
;
which is a contradiction to (1.15). Hence the Lemma is proved.
Theorem 1.5. ( [3], Schauder's xed point theorem) Let M be a closed,
convex and non-empty subset of Banach Space X. Let T : M ! M be a
continuous function such that TM is relatively compact subset of X. Then
T has at least one xed point in M. That is, there exists an x 2 M such
that Tx = x:
2 Homogeneous Oscillations
In this section, sucient conditions are obtained for oscillatory and asymp-
totic behaviour of all solutions or bounded solutions of (1.1) under the as-
sumption (H1).
Theorem 2.1. Let 0  p(t)  p < 1,   i;i = 1;2;:::;m, and (H1)
hold. If
(H2) there exists  > 0 such that G(u) + G(v)  G(u + v);u > 0;v > 0;
(H3) G(u)G(v) = G(uv) for u;v 2 R;
(H4) G is sublinear and
Z c
0
du
G(u)
< 1 for all c > 0;Neutral delay dierential equations of fourth order with several delays 67
(H5)
Z 1
T+
m X
i=1
Qi(t)G(RT(t   i))dt = 1, Qi(t) = minfqi(t);qi(t   )g;i =
1;:::;m for t  
hold, then every solution of (1.1) oscillates.
Proof. Assume that (1.1) has a nonoscillatory solution on [t0;1), t0  0
and let it be y(t). Hence y(t) > 0 or < 0 for t  t0. Suppose that y(t) > 0
for t  t0. Setting
z(t) = y(t) + p(t)y(t   ); (2.1)
we obtain
0 < z(t)  y(t) + py(t   ); (2.2)
and
(r(t)z00(t))00 =  
m X
i=1
qi(t)G(y(t   i))  0;6 0 (2.3)
for t  t0 + . By the Lemma 1.1, any one of the cases (a) and (b) holds.
Upon using (H2) and (H3), Eq.(1.1) can viewed as
0 = (r(t)z00(t))00 +
m X
i=1
qi(t)G(y(t   i)) + G(p)(r(t   )z00(t   ))00
+ G(p)
m X
i=1
qi(t   )G(y(t      i))
 (r(t)z00(t))00 + G(p)(r(t   )z00(t   ))00
+ 
m X
i=1
Qi(t)G(y(t   i) + ay(t   i   ))
= (r(t)z00(t))00 + G(p)(r(t   )z00(t   ))00 + 
m X
i=1
Qi(t)G(z(t   i))
for t  t1 > t0 + 2. Therefore
0  (r(t)z00(t))00 + G(p)(r(t   )z00(t   ))00
+ 
m X
i=1
Qi(t)G(RT(t   i)(r(t   i)z00(t   i))0)68 Saroj Panigrahi and Rakhee Basu
due to Lemma 1.2, for t  T +  > t1. Hence
0  (r(t)z00(t))00 + G(p)(r(t   )z00(t   ))00
+ 
m X
i=1
Qi(t)G(RT(t   i))G((r(t   i)z00(t   i))0):
Using the fact that (r(t)z00(t)0 is decreasing, we obtain

m X
i=1
Qi(t)G(RT(t   i))   [G((r(t)z00(t))0)] 1(r(t)z00(t))00
 G(p)[G((r(t )z00(t ))0)] 1(r(t )z00(t ))00
Because lim
t!1
(r(t)z00(t))0 < 1, then using (H4) the above inequality becomes
Z 1
T+
m X
i=1
Qi(t)G(RT(t   i))dt < 1;
which contradicts (H5).
Finally, we suppose that y(t) < 0 for t  t0. Hence putting x(t) =  y(t)
for t  t0, we obtain x(t) > 0 and
(r(t)(x(t) + p(t)x(t   ))00)00 +
m X
i=1
qi(t)G(x(t   i)) = 0:
Proceeding as above, we get a contradiction. This completes the proof of
the theorem.
Theorem 2.2. Let 0  p(t)  p < 1. Suppose (H1), (H2) hold. If
(H
0
3) G(u)G(v)  G(uv) for u;v > 0;
(H6) G( u) =  G(u);u 2 R;
(H7)
Z 1

m X
i=1
Qi(t)dt = 1
hold, then every solution of (1.1) oscillates.Neutral delay di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Proof. Let y(t) be a non-oscillatory solution of (1.1). Let y(t) > 0 for
t  t0. The proof for the case y(t) < 0;t  t0; is similar. Setting z(t) as in
(2.1), we obtain (2.2) and (2.3) for t  t0+: From Lemma 1.1 it follows that
one of the cases (a) and (b) holds. In both the cases (a) and (b), z(t) > 0
and z0(t) > 0, implies that z(t) > k > 0 for t  t1 > t0 +: Proceeding as in
the proof of Theorem 2.1 we obtain
0  (r(t)z00(t))00 + G(p)(r(t   )z00(t   ))00 + 
m X
i=1
Qi(t)G(z(t   i))
 (r(t)z00(t))00 + G(p)(r(t   )z00(t   ))00 + 
m X
i=1
Qi(t)G(k)
for t  t2 > t1 + : Because lim
t!1
(r(t)z00(t))0 < 1, integrating the above
inequality from t2 to 1, we obtain
Z 1
t2
m X
i=1
Qi(t)dt < 1;
which contradicts (H7). Hence the theorem is proved.
Theorem 2.3. Let 0  p(t)  p < 1. Suppose that (H1), (H3) hold and
  i;i = 1;2;:::m. If
(H8)liminf
jxj!0
G(x)
x
  > 0;
and
(H9)liminf
t!1
Z t
t i
m X
i=1
G(RT(s   i))qi(s)ds > (eG(1   p)) 1
hold, then all the solutions of (1.1) oscillate.
Remark 2.4. (H9) implies that
(H10)
Z 1
T+i
m X
i=1
G(RT(s   i))qi(s)ds = 1:
Indeed, if
Z 1
T+i
m X
i=1
G(RT(s   i))qi(s)ds = b < 1;70 Saroj Panigrahi and Rakhee Basu
then for t > T + 2i,
Z t
t i
m X
i=1
G(RT(s i))qi(s)ds =
Z t
T+i
 
Z t i
T+i
 m X
i=1
G(RT(s i))qi(s)ds;
implies that
liminf
t!1
Z t
t i
m X
i=1
G(RT(s   i))qi(s)ds  b   b = 0;
which contradicts (H9).
Proof of Theorem 2.3. Suppose that y(t) is a nonoscillatory solution
of (1.1). Let y(t) > 0 for t  t0 > 0: The case y(t) < 0 for t  t0 is
similar. Using (2.1) we obtain (2.2) and (2.3) for t  max
i=1;2;:::;m
ft0 + ig.
Then any one of the cases (a) and (b) of Lemma 1.1 holds. In each case,
z(t) is nondecreasing. Hence
(1   p(t))z(t) < z(t)   p(t)z(t   )
= y(t)   p(t)p(t   )y(t   2) < y(t);
t  max
i=1;2;:::;m
ft0 + 2ig, that is,
y(t) > (1   p)z(t):
From (2.3), we obtain
0 = (r(t)z00(t))00 +
m X
i=1
qi(t)G(y(t   i))
 (r(t)z00(t))00 +
m X
i=1
qi(t)G(1   p)G(z(t   i)) (2.4)
 (r(t)z00(t))00+ G(1 p)
m X
i=1
qi(t)G(RT(t i))G((r(t i)z00(t i))0)Neutral delay dierential equations of fourth order with several delays 71
due to Lemma 1.2 for
t  max
i=1;2;:::;m
fT + ig  max
i=1;2;:::;m
ft0 + 3ig. Let lim
t!1
(r(t)z00(t))0 = c,
c 2 [0;1). If 0 < c < 1, then there exists c1 > 0 such that (r(t)z00(t))0 > c1
for t  t1 > max
i=1;2;:::;m
fT + ig. For t  t2 > max
i=1;2;:::;m
ft1 + ig
G(1   p)
m X
i=1
qi(t)G(RT(t   i))G(c1)   (r(t)z00(t))00:
Integrating the above inequality from t2 to 1, we get
Z 1
t2
m X
i=1
qi(t)G(RT(t   i))dt < 1;
a contradiction to (H10). Hence c = 0. Consequently, (H8) implies that
G((r(t)z00(t))0)  (r(t)z00(t))0 for t  t3 > t2. Hence (2.4) yields
(r(t)z00(t))00 + G(1   p)
m X
i=1
qi(t)G(RT(t   i))(r(t   i)z00(t   i))0  0;
for t  max
i=1;2;:::;m
ft3 + ig. As   i for i = 1;:::;m; from Lemma 1.4 it
follows that
u0(t) + G(1   p)
m X
i=1
qi(t)G(RT(t   i))u(t   i)  0
admits a positive solution (r(t)z00(t))0; which is a contradiction due to (H9).
Hence proof of theorem is complete.
Theorem 2.5. Let 0  p(t)  p < 1,   i;i = 1;2;:::;m, and (H1)  
(H3) hold. Assume that
(H11)
G(x1)
x
1

G(x2)
x
2
for x1  x2 > 0 and   1;
and
(H12)
Z 1
T+
m X
i=1
Qi(t)R
T(t   i)ds = 1
hold. Then every solution of (1.1)oscillates.72 Saroj Panigrahi and Rakhee Basu
Proof. Proceeding as in the proof of Theorem 2.1, we obtain
(r(t)z00(t))00 + G(p)(r(t   )z00(t   ))00 + 
m X
i=1
Qi(t)G(z(t   i))  0 (2.5)
for t  t1 > t0 + 2. Using the fact that z(t) is nondecreasing, there exists
k > 0 and t2 > 0 such that z(t) > k for t  t2 > t1. Using (H11) and Lemma
1.2 we obtain, for t > T +   t2 + ,
G(z(t   i)) = (G(z(t   i))=z(t   i))z(t   i)
 (G(k)=k)(z(t   i))
> (G(k)=k)R
T(t   i)((r(t   i)z00(t   i))0):
Thus (2.5) yields
(G(k)=k)
m X
i=1
Qi(t)R
T(t   i)((r(t   i)z00(t   i))0)   (r(t)z00(t))00
 G(p)(r(t   )z00(t   ))00;
As   i and (r(t)z00(t))0 is nonincreasing, therefore,
(G(k)=k)
m X
i=1
Qi(t)R
T(t   i) <  ((r(t)z00(t))0) (r(t)z00(t))00
 G(p)((r(t   )z00(t   ))0) (r(t   )z00(t   ))00:
Since lim
t!1
(r(t)z00(t))0 exists, then integrating the preceding inequality from
T +  to 1, we obtain
Z 1
T+
m X
i=1
Qi(t)R
T(t   i)dt < 1;
a contradiction due to (H12). Hence y(t) < 0 for t  t0: Proceeding as in
Theorem 2.1 we will arrive at contradiction. Thus the theorem is proved.
Theorem 2.6. Let  1 < p  p(t)  0. If (H1), (H3), (H4) hold and if
(H13)
Z 1
0
m X
i=1
qi(t)dt = 1,
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Proof. Let y(t) be a nonoscillatory solution of (1.1). In view of (H3),
without loss of generality we may consider that y(t) > 0 for t  t0 > 0.
Setting z(t) as in (2.1), we obtain (2.3) for t  t0 +. Hence z(t) > 0 or < 0
for t  t0 > 0: If z(t) > 0 for t  t1, then any one of the cases (a) and (b) of
Lemma 1.1 holds. Consequently, z(t) > RT(t)(r(t)z00(t))0 for t  T > t1 due
to Lemma 1.2. Moreover, z(t)  y(t) implies that y(t) > RT(t)(r(t)z00(t))0
for t  t2 > T + and (r(t)z00(t))0 is monotonic decreasing, then (2.3) yields,
for t  t2 > T + ;
(r(t)z00(t))00   
m X
i=1
qi(t)G(RT(t   i))G((r(t)z00(t))0): (2.6)
Since RT is nondecreasing, then
Z 1
t2
m X
i=1
qi(t)dt < 1;
a contradiction to (H13). Hence z(t) < 0 for t  t1. Therefore y(t) <
 p(t)y(t ) < y(t ) implies y(t) is bounded, implies that, z(t) is bounded
and this implies any one of the cases (b) - (e) of Lemma 1.1 holds. Suppose
case (b) holds. If lim
t!1
z(t) = (say); then  1 <   0.
If  1 <  < 0; then there exists  < 0 such that z(t) <  for t  t3 > t2.
Further, z(t) > py(t   ). So,  > py(t   ) implies y(t   i) > p 1 > 0
for t  t3 + :
Therefore, (2.3) yields
m X
i=1
qi(t)G(p 1)   (r(t)z00(t))00:
Since lim
t!1
(r(t)z00(t))0 exists, then integrating the inequality above from t3+
to 1; we obtain
Z 1
t3+
m X
i=1
qi(t)dt < 1;74 Saroj Panigrahi and Rakhee Basu
which is a contradiction. Therefore  = 0: Consequently,
0 = lim
t!1
z(t)  limsup
t!1
(y(t) + py(t   ))
 limsup
t!1
y(t) + liminf
t!1
(p(y(t   ))
= limsup
t!1
y(t) + plimsup
t!1
y(t   )
= (1 + p)limsup
t!1
y(t):
Since 1 + p > 0; then limsup
t!1
y(t) = 0. Hence lim
t!1
y(t) = 0.
In each of the cases (c) and (d), we have lim
t!1
z(t) =  1, which contradicts
the fact that z(t) is bounded. Let case (e) hold, we have (r(t)z00(t))0 > 0 for
t  t1. Integrating from t1 to t, we get z00(t) > (r(t1)z00(t1))=r(t): Multiplying
the inequality through by t and then integrating it we obtain z0(t) > 0 for
large t due to (H1): This contradicts the fact that z0(t) < 0 in case (e). This
completes the proof of the theorem.
Theorem 2.7. Let  1 < p1  p(t)  p2   1. Assume that (H1), (H13)
hold. Then every bounded solution of (1.1) either oscillates or tends to zero
as t ! 1.
Proof. Let y(t) be a bounded non-oscillatory solution of (1.1). Then
y(t) > 0 or < 0 for t  t0: Let y(t) > 0 for t  t0. Setting z(t) as in (2.1) we
obtain (2.3) for t  t0 + . Hence z(t) > 0 or z(t) < 0 for t  t1 > t0 + .
Let z(t) > 0 for t  t1.Then by Lemma 1.1 one of the cases (a) and (b) hold
and y(t) >  p(t)y(t   ) > y(t   ), implies that lim inf
t!1
y(t) > 0. From
(2.3) it follows that
Z 1
t2
m X
i=1
qi(t)dt < 1;
for t  t2 > t1; a contradiction. Hence z(t) < 0 for t  t1. Since y(t) is
bounded, z(t) is bounded. Hence as before we can show none of the cases
(c), (d) and (e) of Lemma 1.1 occur.
Suppose that the case (b) of Lemma 1.1 holds. Let z(t) < 0 and z0(t) > 0Neutral delay dierential equations of fourth order with several delays 75
implies  1 < lim
t!1
z(t)  0. If  1 < lim
t!1
z(t) < 0, then proceeding as
in the proof of Theorem 2.6 before we arrive at a contradiction. Hence
lim
t!1
z(t) = 0. Consequently,
0 = lim
t!1
z(t)  liminf
t!1
(y(t) + p2y(t   ))
 limsup
t!1
y(t) + liminf
t!1
(p2(y(t   ))
= limsup
t!1
y(t) + p2 limsup
t!1
y(t   )
= (1 + p2)limsup
t!1
y(t):
Since (1 + p2) < 0; then limsup
t!1
y(t) = 0; implies lim
t!1
y(t) = 0. Thus the
proof of the theorem is complete.
3 Non-homogeneous Oscillation
This section is devoted to study the oscillatory and asymptotic behavior of
solutions of forced equations (1.2) with suitable forcing function. We have
the following hypotheses regarding f(t):
(H14) There exists F 2 C2([0;1);R) such that F(t) changes sign, with
rF00 2 C2([0;1);R) and (rF00)00 = f;
(H15) There exists F 2 C2([0;1);R) such that F(t) changes sign, with
 1 < liminf
t!1
F(t) < 0 < limsup
t!1
F(t) < 1;rF00 2 C2([0;1);R) and
(rF00)00 = f;
(H16) There exists F 2 C2([0;1);R) such that F(t) does not change sign,
with lim
t!1
F(t) = 0, rF00 2 C2([0;1);R) and (rF00)00 = f;
(H0
16) There exists F 2 C2([0;1);R) such that lim
t!1
F(t) = 0, rF00 2
C2([0;1);R) and (rF00)00 = f:
Theorem 3.1. Let 0  p(t)  p < 1. Assume that (H1), (H2), (H
0
3),
(H6) and (H14) hold. If
(H17)
Z 1

m X
i=1
Qi(t)G(F+(t   i))dt = 1 =
Z 1

m X
i=1
Qi(t)G(F (t   i))dt;76 Saroj Panigrahi and Rakhee Basu
where F+(t) = maxf0;F(t)g and F (t) = maxf F(t);0g, then all solutions
of (1.2) are oscillatory.
Proof Let y(t) be a non oscillatory solution of (1.2). Hence y(t) > 0 or
y(t) < 0 for t  t0 > 0: Suppose that y(t) > 0 for t  t0 > 0. Setting z(t) as
in (2.1), we obtain (2.2) for t  t0 + . Let
w(t) = z(t)   F(t): (3.1)
Hence for t  t0 + , (1.2) becomes
(r(t)w00(t))00 =  
m X
i=1
qi(t)G(y(t   i))  0;6 0: (3.2)
Thus w(t) is monotonic and of constant sign on [t1;1]; t1 > t0 + . Since
F(t) changes sign, then w(t) > 0 for t  t1. Hence one of the cases (a) and
(b) of Lemma 1.1 holds for large t, as w(t) > 0 implies z(t) > F+(t). For
t  t2 > t1, we have
0 = (r(t)w00(t))00 +
m X
i=1
qi(t)G(y(t   i)) + G(p)(r(t   )w00(t   ))00
+ G(p)
m X
i=1
qi(t   )G(y(t   i   ))
 (r(t)w00(t))00 + G(p)(r(t   )w00(t   ))00 + 
m X
i=1
Qi(t)G(z(t   i))
 (r(t)w00(t))00 + G(p)(r(t   )w00(t   ))00 + 
m X
i=1
Qi(t)G(F+(t   i)):
Integrating from t2 +  to 1, we get
Z 1
t2+
m X
i=1
Qi(t)G(F+(t   i))dt < 1;
which is a contradiction to (H17).
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and
(r(t)(x(t) + p(t)x(t   ))00)00 +
m X
i=1
qi(t)G(x(t   i)) = ~ f(t);
where ~ f(t) =  f(t). If ~ F(t) =  F(t), then ~ F(t) changes sign, ~ F+(t) =
F (t) and (r(t) ~ F00(t))00 = f(t). Proceeding as above we obtain a contradic-
tion. This completes the proof of the theorem.
Theorem 3.2. Let  1 < p  p(t)  0. Suppose that (H1), (H15) hold. If
(H18)
Z 1

m X
i=1
qi(t)G(F+(t   i))dt = 1 =
Z 1

m X
i=1
qi(t)G(F (t   i + ))dt;
and
(H19)
Z 1

m X
i=1
qi(t)G(F (t   i))dt = 1 =
Z 1

m X
i=1
qi(t)G(F+(t   i + ))dt;
then every solution of (1.2) oscillates.
Proof. Proceeding as in the proof of the Theorem 3.1, we obtain w(t) > 0
or < 0 for t  t1 > t0 +  when y(t) > 0 for t  t0. If w(t) > 0 for t  t1,
then any one of the cases (a) and (b) of Lemma 1.1 holds for t  t1. Further,
w(t) > 0 implies that
y(t) > z(t) > F(t);
hence y(t) > F+(t). Consequently, we have from (3:2)
m X
i=1
qi(t)G(F+(t   i))   (r(t)w00(t))00; t  t1 + :
Since lim
t!1
(r(t)w00(t))0 exists, therefore we obtain
Z 1
t1+
m X
i=1
qi(t)G(F+(t   i))dt < 1;78 Saroj Panigrahi and Rakhee Basu
a contradiction to (H18). Hence w(t) < 0 for t  t1. Then one of the cases
(b)-(e) of Lemma 1.1 holds. Let (b) holds. Since w(t) < 0 it follows that
p(t)y(t ) < F(t), hence y(t) > F (t+) for t  t1. From (3:2); we obtain
(r(t)w00(t))00 =  
m X
i=1
qi(t)G(y(t   i))
  
m X
i=1
qi(t)G(F (t   i + )):
Integrating from t1 +  to 1, we obtain
Z 1
t1+
m X
i=1
qi(t)G(F (t   i + ))dt < 1;
which is a contradiction to (H18).
Suppose y(t) is unbounded. Then there exists an increasing sequence
fng1
n=1 such that n ! 1, y(n) ! 1 as n ! 1 and
y(n) = maxfy(t) : t1  t  ng:
We may choose n large enough such that n    > t1. Therefore,
w(n) > y(n) + py(n   )   F(n):
Since, F(t) is bounded and (1+p) > 0, then w(n) > 0 for large n, which is
a contradiction.
Hence, y(t) is bounded and so also w(t) is bounded. Hence, none of the cases
(c), (d) and (e) of Lemma 1.1 are possible.
Using the same type of reasoning as in Theorem 3.1, for the case y(t) < 0
for t  t0, we obtain the desired contradiction. Hence the theorem is proved.
Theorem 3.3. Let  1 < p  p(t)  0. If (H1), (H3), (H15), (H18) and
(H19) hold, then every solution of (1.2) either oscillates or tends to 1 as
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Proof Proceeding same as the proof of Theorem 3.2 we obtain a contra-
diction for w(t) > 0 for t  t1 > t0+. Hence w(t) < 0 for t  t1. Therefore
one of the cases (b)-(e) of Lemma 1.1 holds. Suppose case (b) holds. Since
w(t) < 0, then py(t   ) < F(t) implies y(t) > ( p 1)F (t + ) for t  t1.
From (3.2) we have
(r(t)w00(t))00 =  
m X
i=1
qi(t)G(y(t   i))
  
m X
i=1
qi(t)G( p 1)G(F (t   i + )):
Integrating from t1 +  to 1
Z 1
t1+
m X
i=1
qi(t)G(F (t   i + ))dt < 1;
a contradiction. In cases (c) and (d), lim
t!1
w(t) =  1. In case (e), if we
take  1 < lim
t!1
w(t) < 0, then we get a contradiction due to (H1). Thus
lim
t!1
w(t) =  1 in each of the cases (c)-(e), and py(t   ) < w(t) + F(t),
implies that,
limsup
t!1
(py(t   ))  lim
t!1
w(t) + limsup
t!1
F(t);
that is, pliminf
t!1
y(t) =  1 due to (H15). Hence lim
t!1
y(t) = 1. The proof
for the case y(t) < 0 for t  t0 is similar. Hence the proof of the theorem is
complete.
Corollary 3.4. Let  1 < p  p(t)  0. If (H1), (H3), (H15), (H18) and
(H19) hold, then every bounded solution of (1.2) oscillates.
Theorem 3.5. Let 0 < p(t)  p < 1. If (H1), (H2), (H
0
3), (H6) and (H16)
hold, If
(H20)
Z 1

m X
i=1
Qi(t)G(jF(t   i)j)dt = 1;
then every bounded solution of (1.2) oscillates or tends to zero as t ! 1.80 Saroj Panigrahi and Rakhee Basu
Proof. Proceeding as in the proof of Theorem 3.1 we obtain w(t) > 0 or
< 0 for t  t1 > t0 +. Let w(t) > 0 for t  t1 implies z(t) > F(t). Suppose
F(t) > 0 for t  t2 > t1. Therefore
0 = (r(t)w00(t))00 +
m X
i=1
qi(t)G(y(t   i)) + G(p)(r(t   )w00(t   ))00
+ G(p)
m X
i=1
qi(t   )G(y(t   i   ))
 (r(t)w00(t))00 + G(p)(r(t   )w00(t   ))00 + 
m X
i=1
Qi(t)G(z(t   i))
 (r(t)w00(t))00 + G(p)(r(t   )w00(t   ))00 + 
m X
i=1
Qi(t)G(F(t   i))
for t  t2 + . Integrating the last inequality from t2 +  to 1 we obtain
Z 1
t2+
m X
i=1
Qi(t)G(F(t   i))dt < 1;
a contradiction. Hence F(t) < 0 for t  t2. Now (3:2) implies that
Z 1

m X
i=1
qi(t)G(y(t   i))dt < 1;
due to Lemma 1.1. Hence liminf
t!1
y(t) = 0 because of (H20) implies that
Z 1

m X
i=1
qi(t)dt = 1.
Further, w(t) is bounded and monotonic, then lim
t!1
w(t) exists and hence
lim
t!1
z(t) exists implies lim
t!1
z(t) = 0 (see [3, Lemma 1.5.2]). As z(t)  y(t);
then lim
t!1
y(t) = 0. Suppose w(t) < 0 for t  t1. Hence y(t) < F(t). Hence
lim
t!1
y(t) = 0. Hence the theorem is proved.
Theorem 3.6. Let  1 < p  p(t)  0. Suppose that (H1), (H13), (H16)
hold. Then every solution of (1.2) either oscillates or tends to zero as
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Proof. Proceeding as in the proof of the Theorem 3.1, we obtain w(t) > 0
or < 0 for t  t1 > t0 + . When w(t) > 0 for t  t1, then any one of the
cases (a) and (b) of Lemma 1.1 holds for t  t1. From (3.2) it follows that
Z 1
t2+
m X
i=1
qi(t)G(y(t   i))dt < 1; (3.3)
for t2 > t1. Hence liminf
t!1
y(t) = 0 and lim
t!1
z(t) = 0. On the other hand
lim
t!1
w(t) = 1 in case (a) of Lemma 1.1. Hence lim
t!1
z(t) = 1: There-
fore, y(t)  z(t) implies that lim
t!1
y(t) = 1, a contradiction. In case (b),
lim
t!1
w(t) = , where 0 <   1. If  = 1 then we get a contradiction as
above. If 0 <  < 1; then lim
t!1
z(t) = . From [ 3; Lemma 1.5.2] it follows
that  = 0; which is a contradiction. Hence w(t) < 0 for t  t1.
We claim that y(t) is bounded. Suppose y(t) is unbounded, then there
exists an increasing sequence fng1
n=1 such that n ! 1, y(n) ! 1 as
n ! 1 and
y(n) = maxfy(t) : t1  t  ng:
We may choose n large enough such that n    > t1. Therefore,
w(n) > y(n) + py(n   )   F(n)  (1 + p)y(n)   F(n):
Since, F(t) is bounded and (1+p) > 0, then w(n) > 0 for large n, which is
a contradiction. Thus w(t) is bounded.
In each of the cases (c) and (d) of Lemma 1.1, lim
t!1
w(t) =  1, a con-
tradiction.
In each of the cases (b) and (e) of Lemma 1.1, (3.3) holds. Hence liminf
t!1
y(t) =
0 and lim
t!1
w(t) exists. Consequently, lim
t!1
z(t) = 1 exists. From [ 3 ; Lemma82 Saroj Panigrahi and Rakhee Basu
1.5.2] it follows that lim
t!1
z(t) = 0.
0 = lim
t!1
z(t) = limsup
t!1
(y(t) + p(t)y(t   ))
 limsup
t!1
y(t) + liminf
t!1
(p(y(t   ))
= limsup
t!1
y(t) + plimsup
t!1
y(t   )
= (1 + p)limsup
t!1
y(t):
Since (1 + p) > 0, then lim
t!1
y(t) = 0. Hence the theorem is proved.
In the following sucient conditions are obtained for the existence of
bounded positive solutions of (1.2).
Theorem 3.7. Let 0  p(t)  p < 1 and (H15) holds with
 
3
8
(1   p) < liminf
t!1
F(t) < 0 < limsup
t!1
F(t) <
1
4
(1   p):
and G is Lipschitzian on the intervals of the form [a;b], 0 < a < b < 1. If
Z 1
0
s
r(s)
Z 1
s
t
m X
i=1
qi(t)dtds < 1;
then (1.2) admits a positive bounded solution on [a;b].
Proof It is possible to choose t0 > 0 large enough such that for t  t0 >
0,
Z 1
t0
t
r(t)
Z 1
t
s
m X
i=1
qi(s)dsdt <
1   p
4L
;
where L = maxfL1;G(1)g and L1 is Lipschitz constant of G on [
1
8
(1   p);1].
Let X = BC([t0;1);R). Then X is a Banach Space with respect to supre-
mum norm dened by
jjxjj = sup
tt0
fjx(t)jg:Neutral delay dierential equations of fourth order with several delays 83
Let
S = fx 2 X :
1
8
(1   p)  x(t)  1;t  t0g:
Hence S is a complete metric space. For y 2 S, we dene
Ty(t) =
8
> > > > > > <
> > > > > > :
Ty(t0 + ); t 2 [t0;t0 + ];
 p(t)y(t   ) +
3 + p
4
+ F(t)
 
Z 1
t
(
s   t
r(s)
Z 1
s
(u   s)
m X
i=1
qi(u)G(y(u   i))du)ds; t  t0 + :
Hence
Ty(t) <
3 + p
4
+
1   p
4
= 1;
and
Ty(t) >  p +
3 + p
4
 
3
8
(1   p)  
1
4
(1   p) =
1
8
(1   p) for t  t0 + :
Hence Ty 2 S, that is, T : S ! S.
Next, we show that T is continuous. Let yk(t) 2 S such that lim
k!1
jjyk(t) 
y(t)jj = 0 for all t  t0. Because S is closed, y(t) 2 S. Indeed,
j(Tyk)   (Ty)j  p(t)jyk(t   )   y(t   )j
+
 
 
Z 1
t
s   t
r(s)
Z 1
s
(u   s)
m X
i=1
qi(u)[G(yk(u   i))
 G(y(u   i))]duds
 
 
 pjyk(t   )   y(t   )j
+
Z 1
t
s
r(s)
Z 1
s
u
m X
i=1
qi(u)jG(yk(u   i))
 G(y(u   i))jduds
 pjjyk   yjj + jjyk   yjj
1   p
4
implies that
jj(Tyk)   (Ty)jj  jjyk   yjj[p +
1   p
4
] ! 084 Saroj Panigrahi and Rakhee Basu
as k ! 1. Hence T is continuous.
In order to apply Schauder's xed point Theorem (see [2] ) we need to
show that Ty is precompact. Let y 2 S. For t2  t1,
(Ty)(t2)   (Ty)(t1) = p(t2)y(t2   )   p(t1)y(t1   )
+
Z 1
t1
s   t1
r(s)
Z 1
s
(u   s)
m X
i=1
qi(u)G(y(u   i))duds
 
Z 1
t2
s   t2
r(s)
Z 1
s
(u   s)
m X
i=1
qi(u)G(y(u   i))duds;
that is,
j(Ty)(t2)   (Ty)(t1)j  jp(t2)y(t2   )   p(t1)y(t1   )j
+j
Z 1
t2
s   t2
r(s)
Z 1
s
(u   s)
m X
i=1
qi(u)G(y(u   i))duds
 
Z 1
t1
s   t1
r(s)
Z 1
s
(u   s)
m X
i=1
qi(u)G(y(u   i))dudsj
 jp(t2)y(t2   )   p(t1)y(t1   )j
+j
Z 1
t2
s   t1
r(s)
Z 1
s
(u   s)
m X
i=1
qi(u)G(y(u   i))duds
 
Z 1
t1
s   t1
r(s)
Z 1
s
(u   s)
m X
i=1
qi(u)G(y(u   i))dudsj
= jp(t2)y(t2   )   p(t1)y(t1   )j
+j
Z t2
t1
s   t1
r(s)
Z 1
s
(u   s)
m X
i=1
qi(u)G(y(u   i))dudsj
! 0 as t2 ! t1:
Thus Ty is precompact. By Schauder's xed point theorem T has a xed
point, that is, Ty = y. Consequently, y(t) is a solution of (1.2) on [
1
8
(1  
p);1]. This completes the proof of the theorem.
Remark 3.8. Theorems similar to Theorem 3.6 can be proved in other ranges
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4 Examples and Discussion
Example 4.1. Consider
(y(t) + y(t   ))(iv) + y(t   3) + y(t   2) = 0; (4.1)
where r(t) = 1, p(t) = 1, q1(t) = q2(t) = 1,  = , m = 2, 1 = 3, 2 = 2,
G(u) = u. Clearly, (H1);(H2);(H
0
3);(H6) and
(H7)
Z 1

[Q1(t) + Q2(t)]dt = 1;
hold, where Q1(t) = Q2(t) = 1. Hence Theorem 2.2 can be applied to
(4.1), that is, every solution of (4.1) oscillates. Indeed, y(t) = sint is such a
solution of (4.1).
Example 4.2. Consider
(y(t) + y(t   ))(iv) + y
1
3(t   3) + y
1
3(t   2) = 0; (4.2)
where r(t) = 1, p(t) = 1, q1(t) = q2(t) = 1,  = , m = 2, 1 = 3, 2 = 2,
G(u) = u1=3. Clearly, (H1);(H2);(H
0
3);(H6) and
(H7)
Z 1

[Q1(t) + Q2(t)]dt = 1;
hold, where Q1(t) = Q2(t) = 1. Hence Theorem 2.2 can be applied to
(4.2), that is, every solution of (4.2) oscillates. Indeed, y(t) = sint is such a
solution of (4.2).
Example 4.3. Consider
(y(t)   y(t   ))(iv) + 4y(t) + 4e y(t   2) = 0; (4.3)
where r(t) = 1, p(t) =  1, q1(t) = 4, q2(t) = 4e ,  = , m = 2, 1 = 0,
2 = 2, G(u) = u. Clearly, (H1) and
(H13)
Z 1
0
[q1(t) + q2(t)]dt = 186 Saroj Panigrahi and Rakhee Basu
hold. Hence by Theorem 2.7 every bounded solution of (4.3) either oscillates
or converges to zero as t ! 1: In particular, y(t) = e t sint is such a solution
of (4.3).
Example 4.4. Consider
(e t(y(t) + 2y(t   ))00)00 + ety(t   3) + ety(t   2) = 2e t cost; (4.4)
where r(t) = e t, p(t) = 2, q1(t) = q2(t) = et,  = , 1 = 3, 2 = 2,
G(u) = u and f(t) = 2e t cost. Indeed, if we choose F(t) = sint; then
(r(t)F00(t))00 = f(t): Since
F(t   1) =  sint and F(t   2) = sint.
F+(t   1) =

0; t 2 [2n;(2n + 1)]
 sint; t 2 [(2n + 1);(2n + 2)];
F+(t   2) =

sint; t 2 [2n;(2n + 1)]
0; t 2 [(2n + 1);(2n + 2)];
F (t   1) =

sint; t 2 [2n;(2n + 1)]
0; t 2 [(2n + 1);(2n + 2)];
and
F (t   2) =

0; t 2 [2n;(2n + 1)]
 sint; t 2 [(2n + 1);(2n + 2)];
for n = 0;1;2;::::; then (H1);(H2);(H
0
3) and (H6) are satised. Now
Z 1
3
[Q1(t)F+(t   3) + Q2(t)F+(t   2)]dt = I1 + I2;
where
I1 =
Z 1
3
et F+(t   3)dt =  e 
1 X
n=1
Z (2n+2)
(2n+1)
et sintdt
=
e 
2
(e + 1)
1 X
n=1
e(2n+1) = 1;Neutral delay dierential equations of fourth order with several delays 87
and
I2 =
Z 1
3
et F+(t   2)dt = e 
1 X
n=2
Z (2n+1)
2n
et sintdt
=
e 
2
(e + 1)
1 X
n=2
e2n = 1
Hence
Z 1
3
[Q1(t)F (t   3) + Q2(t)F (t   2)]dt =
e 
2
(e + 1)
1 X
n=2
e2n
+
e 
2
(e + 1)
1 X
n=1
e(2n+1) = 1:
Hence Theorem 3.1 can be applied to (4.4), that is, every solution of (4.4)
oscillates. Indeed, y(t) =  sint is such a solution of (4.4).
Example 4.5. Consider
(y(t) 
1
2
y(t ))0000+4y(t)+2e y(t  2)+4y(t )= 4e (t ) sint; (4.5)
where r(t) = 1, p(t) =  
1
2
, q1(t) = 4, q2(t) = 2e , q3(t) = 4,  = , 1 = 0,
2 = 2, 3 = , G(u) = u and f(t) =  4e (t ) sint. Indeed, if we choose
F(t) = e (t ) sint; then (r(t)F00(t))00 = f(t) and lim
t!1
F(t) = 0.
Clearly, (H1) is satised. Now
Z 1
0
[q1(t) + q2(t) + q3(t)]dt = 1:
Hence (H13) is also satised. Hence Theorem 3.6 can be applied to (4.5),
that is, every solution of (4.5) oscillates or tends to zero as t ! 1. Indeed,
y(t) = e t sint is such a solution of (4.5).
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