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1 Introduction
An outline. In this paper, which continues the series [G0-5], we develop the theory of multiple
polylogarithms
Lin1,...,nm(x1, ..., xm) =
∑
0<k1<k2<...<km
xk11 x
k2
2 ...x
km
m
kn11 k
n2
2 ...k
nm
m
, (1)
from analytic, Hodge-theoretic and motivic points of view.
Let µN be the group of all N -th roots of unity. One of the reasons to develop such a theory
was a mysterious correspondence (loc. cit.) between the structure of the motivic fundamental
group πM1 (Gm − µN ) and the geometry and topology of modular varieties
Y1(m;N) := Γ1(m;N)\GLm(R)/R
∗
+ · Om
Here Γ1(m;N) ⊂ GLm(Z) is the subgroup fixing vector (0, ..., 0, 1) modulo N . This paper
provides a background for the investigation of this correspondence. Indeed, as we show below,
the study of motivic multiple polylogarithms at N -th roots of unity is equivalent to the study
of the motivic torsor PM(Gm−µN ; v0, v1) of path on Gm−µN between the natural tangential
base points at 0 and 1.
The Hodge side of the story looks as follows. First of all we show that multiple polyloga-
rithms are periods of Q-rational framed Hodge-Tate structures, that is mixed Hodge structures
0
such that hp,q = 0 if p 6= q. The framing is an additional data which allows to consider a
specific period of a mixed Hodge structure. If we want to keep the information about this
period only we come to an equivalence relation on the set of all framed Hodge-Tate structures.
The equivalence classes form a commutative graded Hopf algebra H• over Q. The product
structure is compatible with the product of the periods. The coproduct is something really
new: it is invisible on the level of numbers. We show that the framed Hodge-Tate structures
corresponding to multiple polylogarithms form a Hopf subalgebra ZH• (C
∗) of H•, and com-
pute it very explicitly. Moreover, for any subgroup G ⊂ C∗ the framed Hodge-Tate structures
related to multiple polylogarithms with the arguments in G form a Hopf subalgebra ZH• (G).
In particular when G = µN we get the Hopf algera ZH• (µN ). We call it the level N cyclotomic
Hopf algera and consider its study as the subject of higher cyclotomy theory. Indeed, let
SN := Spec
Z[x]
(xN − 1)
[
1
N
]
be the scheme of N -cyclotomic integers. The first nontrivial component of ZH• (µN ) is
ZH1 (µN ) = (the group of cyclotomic units in O
∗(SN ))⊗Q (2)
The analytic incarnation of (2) is provided by the formula Li1(ζN ) = − log(1− ζN ).
The Hopf algebra ZH• (µN ) describes the structure of the Hodge realization P
H(Gm −
G; v0, v1) of the torsor of path. In particular we show that all the periods of this mixed Hodge
structure are expressed via the special values of multiple polylogarithms atN -th roots of unity.
The relationship of the structure of the Hopf algebraZH• (µN ) with the geometry of modular
varieties Y1(m;N) will be discussed in detail [G10], see [G4] for the l-adic version.
Now let us turn to the motivic aspect of the story. M. Levine [L], V. Voevodsky [V], and
also M.Hanamura [H], independently, constructed triangulated categories of motives over an
arbitrary field. Unfortunately so far a construction similar to [L] or [V] of the triangulated
category of motives over a Noetherian scheme, or even over SpecZ, with the desired Ext-groups,
is still far from being available.
Nevertheless, using the results of [L] or [V] combined with some other results and Tannakian
formalism, we construct in this paper the abelian categoryMT (OF,S) of mixed Tate motives
over a ring OF,S of S-integers in a number field F . It has all the desired properties, including
the basic formulas (11) - (12) expressing the Ext-groups via the K-groups of OF,S .
We define the motivic torsor of path PM(X ;x, y) on a regular variety X over a field F .
In particular if F is a number field, X = A1 − {z1, ..., zm} and zi, x, y ∈ F , it is a pro-object
in MT (F ).
In the continuation of this paper we will show that the motivic torsor PM(Gm−µN ; v0, v1)
of path on Gm − µN between the tangential base points at 0 and 1 is a pro-object in the
category MT (SN ). This, combined with formulas (11) - (12), implies strong estimates on
the dimensions of the Q-vector spaces generated by the all periods of this motive, which are
hypothetically exact when N = 1. The torsor of path P(P1 − {0, 1,∞}; v0, v1) has been
considered from motivic point of view in the fundamental paper by P. Deligne [D]. Notice
that in that paper the motives were understood via their realizations, so the formulas for the
Ext-groups were unaccessible.
We formulate conjectures describing the structure of the motivic Galois group of the cate-
gory of mixed Tate motives over an arbitrary field F via the motivic multiple polylogarithms.
1. The multiple ζ - values. They were invented by L.Euler in the correspondence with
Goldbach [Eu] as the power series
ζ(n1, n2, ..., nm) :=
∑
0<k1<k2<...<km
1
kn11 k
n2
2 ...k
nm
m
nm > 1 (3)
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Here w := n1 + ...+ nm is the weight of (3) and m is the depth. Euler discovered some linear
relations over Q among them. Namely, he proved that if m+ n is odd then ζ(m,n) is a linear
combination with rational coefficients of ζ(m+n) and ζ(k)ζ(m+n− k). Then these numbers
were neglected, see however the work of M. Hoffman [Hof] and references there.
In the very end of 80’th they were resurrected as coefficients of Drinfeld’s associator [Dr];
couple of years later rediscovered by D.Zagier [Z] who, in particular, found and studied the
double shuffle relations for the multiple zeta numbers; appeared in the works of M. Kontsevich
[K1] on knot invariants, and the author [G0-1] on mixed Tate motives. Later on, in the mid of
90’th D. Broadhurst and D. Kreimer [Kr], [BK] discovered them in quantum field theory. As
coefficients of Drinfeld’s associator appear in quantization problems ([K2]). In fact in [Dr] and
[K1] appeared not power series (3) but the so-called Drinfeld integrals related to the multiple
ζ-values by the following formula first noticed by Kontsevich ([K1]):
ζ(n1, ..., nm) =
∫ 1
0
dt
1− t
◦
dt
t
◦ ... ◦
dt
t︸ ︷︷ ︸
n1 times
◦ ... ◦
dt
1− t
◦
dt
t
◦ ... ◦
dt
t︸ ︷︷ ︸
nm times
(4)
The expression on the right is an iterated integral. The general definition of iterated
integrals looks as follows. Let ω1, ..., ωn be one-forms on a manifold M and γ : [0, 1]→M be
a smooth path. The iterated integral
∫
γ ω1 ◦ ... ◦ ωn is defined inductively:∫
γ
ω1 ◦ ... ◦ ωn :=
∫ 1
0
(
∫
γt
ω1 ◦ ... ◦ ωn−1)γ
∗ωn (5)
Here γt is the restriction of γ to the interval [0, t] and
∫
γt
ω1 ◦ ... ◦ ωn−1 is considered as a
function on [0, 1]. We multiply this function by the one-form γ∗ωn and integrate.
In the depth 1 case (4) is the famous Leibniz formula which shows that ζ(n) is an iterated
integral of length n. For example
ζ(3) =
∫
0≤t1≤t2≤t3≤1
dt1
1− t1
∧
dt2
t2
∧
dt3
t3
2. Multiple polylogarithms. They were defined in [G0-1] by the power series (1) which
obviously generalize both classical polylogarithms Lin(x) (if m = 1) and multiple ζ-values
(when x1 = ... = xm = 1). We show that multiple polylogarithms are periods of variations of
mixed Tate motives, and hypothetically they provide all such period functions, see conjecture
1.9 below. This was the main reason for me to study them.
The study of multiple polylogarithms at roots of unity seems to be especially interesting
because of the link to the geometry of modular varieties Y1(m;N), as was outlined above.
3. Conjectural description of the algebra of multiple ζ-values. Let Z be the space
of Q - linear combinations of multiple ζ’s. Z is a commutative algebra over Q. For instance
ζ(m) · ζ(n) = ζ(m,n) + ζ(n,m) + ζ(m+ n)
because ∑
k1,k2>0
1
km1 k
n
2
=
( ∑
0<k1<k2
+
∑
0<k1=k2
+
∑
k1>k2>
) 1
km1 k
n
2
New relations were found by D.Zagier. Surprisingly the dimension of the space of cusp
forms for SL2(Z) showed up in his study of the depth 2 double shuffle relations [Z], [Z1].
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Shortly after Kontsevich [K1] showed that the new relations are coming from the product
formula for the iterated integrals (4).
The main problem is to describe explicitly the structure of the algebra Z, i.e. to find all
algebraic relations over Q between multiple ζ -values. Here is a hypothetical answer ([G1]).
Denote by Zk the Q-vector space spanned over Q by the weight k multiple zetas.
Let F(3, 5, ...)• be the free graded Lie algebra generated by elements e−(2n+1) of degree
−(2n+ 1) (n ≥ 1) and
UF(3, 5, ...)∨• := ⊕n≥1
(
UF(3, 5, ...)−(2n+1)
)∨
be the graded dual to its universal enveloping algebra. It is graded by positive integers.
Let f3, f5, ... be the functionals on the vector space generated by the vectors e−3, e−5, ...
such that < fi, e−j >= δi,j . Then UF(3, 5, ...)∨• is isomorphic to the space of noncommutative
polynomials on f2n+1 with the shuffle product.
Conjecture 1.1 . a) The weight provides a grading on the algebra Z.
b) One has an isomorphism of graded algebras over Q, where π2 has the degree 2.
Z•
?
= Q[π2]⊗Q UF(3, 5, ...)
∨
•
The part a) means that relations between ζ’s of different weight, like ζ(5) = λ · ζ(7) where
λ ∈ Q, are impossible.
Let F(2, 3)• be the free graded Lie algebra generated by two elements of degree −2 and
−3. The graded dual UF(2, 3)∨• is isomorphic as a graded vector space to the space of non-
commutative polynomials in two variables p and g3 of degrees 2 and 3. There is canonical
isomorphism of graded vector spaces
Q[π2]⊗ UF(3, 5, ...)∨• = UF(3, 5)
∨
•
The rule is clear from the pattern (π2)3f3(f7)
3(f5)
2 −→ p3g3(g3p2)3(g3p)2. In particular if
dk := dimZk then one should have dk = dk−2 + dk−3. Computer calculations of D.Zagier [Z]
confirmed this prediction for k ≤ 12. Later on much more extensive calculations were made
by D. Broadhurst [Br].
One may reformulate 1.1 as a statement about the space of irreducible multiple zeta values:
Z>0 :=
Z>0
Z>0 · Z>0
?
= < π2 > ⊕F(3, 5, ...)∨• (6)
Here < π2 > is a one dimensional Q-vector space generated by π2 and the augmentation
ideal Z>0 is generated by π2 and ζ(n1, ..., nm). The left hand side in (6) the space of algebra
generators in Z•. We get the following list of conjectural dimensions of weight w pieces of the
left hand side of (6):
w : 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
dim : 0 0 1 0 1 0 1 1 1 1 2 2 3 3 4
For example one should have dimZ11 = 2 because F(3, 5, ...)11 is spanned over Q by e11
and [[e3, e5], e3]. Observe that there are 2
9 = 512 convergent multiple ζ-values of weight 11.
So there are a lot of relations between them. The following theorem implies that dimZ11 ≤ 2.
4. The Hodge version of the multiple zeta Hopf algebra. Denote by Z˜w the Q-span
of the numbers (2πi)−wζ(n1, ..., nm) of weight w. We add Q as the weight zero component.
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Then Z˜ := ∪Z˜w is a commutative algebra filtered by the weight filtration W•. Observe that
there is no weight grading since (2πi)−2ζ(2) = −1/24. Here is a version of conjecture 1.1:
GrW• Z˜
?
= UF(3, 5, ...)∨•
The right hand side of this formula has a Hopf algebra structure. This suggests that GrW• Z˜
should have a natural structure of a commutative graded Hopf algebra. This is far away from
being proved. However replacing the multiple zeta numbers by more sofisticated objects we
start to see the Hopf algebra structure. Let me explain how to do this.
By definition (see chapter 3 or [BGSV] for more details) an n-framing on a Hodge-Tate
structure H consists of a choice of non zero morphisms
v : Q(0) −→ GrW0 H ; f : Gr
W
−2mH −→ Q(m)
Consider the coarsest equivalence relation ∼ on the set of all n-framed Hodge-Tate structures
such that (H1, v1, f1) ∼ (H2, v2, f2) if there is a morphism of Hodge-Tate structures H1 → H2
respecting the frames. The equivalence classes of n-framed Hodge-Tate structures form an
abelian group Hn, and H• := ⊕n≥0Hn has a commutative graded Hopf algebra structure.
Now we can explain the precise relationship between the multiple zeta values and the
Hodge realization
PH(CP 1 − {0, 1,∞}; v0, v1) (7)
of the torsor of path on CP 1−{0, 1,∞} between the tangential base points at 0 and 1 provided
by the natural parameter t on CP 1. The mixed Hodge structure (7) is a projective limit of
the Hodge-Tate structures (see [D] or chapter 4 below). It carries a weight filtration W• such
that
GrW−2mP
H(CP 1 − {0, 1,∞}; v0, v1) = ⊗
mH1(CP
1 − {0, 1,∞}) (8)
is a direct sum of 2m copies of Q(m). The forms ω0 := d log(t) and ω1 := d log(1− t) form a
natural basis in H1DR(CP
1 − {0, 1,∞}). Thus the elements
ω(ε1, ..., εm) := ωε1 ⊗ ...⊗ ωεm ; εi ∈ {0, 1}
form a basis in the dual to (8). We denote by γ(ε1, ..., εm) the corresponding dual basis in (8).
Definition 1.2 We define
ζH(n1, ..., nm) ∈ Hw (9)
as the Hodge-Tate structure (7) framed by
dt
1− t
⊗
dt
t
⊗ ...⊗
dt
t︸ ︷︷ ︸
n1 times
⊗ ... ⊗
dt
1− t
⊗
dt
t
⊗ ...⊗
dt
t︸ ︷︷ ︸
nm times
and γ∅ (10)
Formula (4) just means that ζ(n1, ..., nm) is a period of ζ
H(n1, ..., nm).
Theorem 1.3 The Hodge-Tate structure PH(CP 1 − {0, 1,∞}; v0, v1)(−n) with an arbitrary
framing given by γ(ε1, ..., εn) and ω(δ1, ..., δm) is equivalent to a product of the multiple zeta
structures (9).
In particular all periods of the mixed Hodge structure (7) are Q-linear combinations of
multiple zeta numbers multiplied by appropriate powers of 2πi.
It follows immediately from this that the elements (9) form a graded Hopf algebra denoted
ZH• and called the multiple zeta Hopf algebra.
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Conjecture 1.4 There exists an isomorphism of graded Hopf algebras over Q
ZH•
?
= UF(3, 5, ...)∨•
It is the Hodge version of conjecture 17b) in [G1], as well as Conjecture 1.1.
The l-adic version of Conjecture 1.1 is related to the questions raised by P. Deligne, Y.Ihara
([Ih3]) and V.G.Drinfeld ([Dr]).
Theorem (1.3) implies the following result:
Theorem 1.5 There exists canonical surjective homomorphism of commutative graded alge-
bras ZH• −→ Gr
W
• Z˜. Thus dimGr
W
k Z˜ ≤ dimZ
H
k .
It follows that conjecture 1.1 implies Conjecture 1.4.
It is hard to estimates dimZk from below: nobody can prove that ζ(5) 6∈ Q. The works of
Apery on ζ(3) and Rivoal are amazing breakthroughs in this direction. Our point is that it is
much easier to deal with framed Hodge-Tate structures then with real numbers! For example
it is obvious that there are no linear relations between ζH(2n + 1)’s. So we eliminated the
transcendental part of the problem by working with more sophisticated Hodge multiple zetas.
I think that the treatment of the transcendental aspects of multiple zetas is impossible without
investigation of the corresponding Hodge/motivic objects.
To explain where the right hand side in the conjectures above is coming from we need
mixed motives over Spec(Z).
5. Mixed Tate motives of the ring of S-integers in a number field. Let F be a
number field and S a finite set of prime ideals in the ring of integers in F . Denote by OF,S
the localization of the ring of integers in S. In section 3 we construct the abelian category
MT (OF,S) of mixed Tate motives over Spec(OF,S). It contains the Tate motives Q(n)M
which are mutually non isomorphic. The Ext-groups between the Tate motives are calculated
by the following basic formula conjectured by Beilinson:
Ext1MT (OF,S)(Q(0)M,Q(n)M) = K2n−1(OF,S)⊗Q (11)
ExtiMT (OF,S)(Q(0)M,Q(n)M) = 0 for i > 1 (12)
The category MT (OF,S) is equivalent to the category of finite dimensional modules over a
pro-algebraic group GMT (OF,S) over Q, called the motivic Galois group of this category. This
group is a semidirect product of the multiplicative group Gm and a pro-unipotent algebraic
group U(OF,S) over Q. The Lie algebra of this prounipotent group is denoted by L•(OF,S).
The action of Gm provides it with a structure of graded Lie algebra. The categoryMT (OF,S)
is canonically equivalent to the category of finite dimensional graded L•(OF,S) - modules.
Denote by Hin the degree n part of H
i. It follows from this and formula (12) that
H1n(L•(OF,S)) = K2n−1(OF,S)⊗Q; H
i
n(L•(OF,S)) = 0 for i > 1
Thus L•(OF,S) is isomorphic to a free graded Lie algebra generated by the finite dimensional
Q-vector spaces (K2n−1(OF,S)⊗Q)∨ in degree −n.
Example 1. One has ([Bo])
dimK2n−1(Z)⊗Q =
{
1 : n odd
0 : n even
(13)
So the Lie algebra L•(Z) is isomorphic to F(3, 5, ...)•, and the category of mixed Tate motives
over Spec(Z) is equivalent to the category of graded F(3, 5, ...)•-modules.
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Example 2. Let p(N) be the number of prime factors of N . One has ([Bo])
dimK2n−1(SN )⊗Q =

ϕ(N)/2 : N > 2, n > 1
ϕ(N)/2 + p(N)− 1 : N > 2, n = 1
1 : N = 2
(14)
The category MT (OF,S) is equipped with an array of realization functors including the
Hodge and e´tale realizations.
There is a notion of a framing on a mixed motive and an equivalence relation on the
set of all framed mixed motives. Informally the equivalence classes are algebraic versions of
periods of mixed motives. These equivalence classes form a Hopf algebra in the category of
all pure motives (see ch. 3 of [G9]). In particular, the set of equivalence classes of framed
mixed Tate motives over Z has a structure of a graded, commutative Hopf algebra over Q,
which is isomorphic to the graded dual of universal enveloping of L•(Z). We will show in the
continuation of this paper that ζH(n1, ..., nm) is a Hodge realization of the framed mixed Tate
motive ζM(n1, ..., nm) over Z.
6. Generalizations. Let ζN be a primitive N -th root of unity. We define the framed
Hodge-Tate structures
LiHn1,...,nm(ζ
α1
N , ..., ζ
αm
N ) (15)
as the Hodge-Tate structure PH(CP 1 − {0, µN ,∞}; v0, v1) with the framing suggested by
formula (24) below, so that Lin1,...,nm(ζ
α1
N , ..., ζ
αm
N ) is the main period of (15).
Theorem 1.6 The Hodge-Tate structure PH(CP 1−{0, µN ,∞}; v0, v1) with an arbitrary fram-
ing is equivalent to a product of the structures (15).
In particular all periods of the mixed Hodge structure (15) are Q-linear combinations of
multiple polylogarithms at N -th roots of unity multiplied by appropriate powers of 2πi, twisted
by Q(n).
Similar results remain valid if µN is replaced by any subgroup G ⊂ C∗.
It follows that the elements (15) form a commutative graded Hopf algebra denotedZH• (µN ).
Let Z˜w(µN ) be the Q-vector space spanned over Q by (2πi)−w times the values of weight
w multiple polylogarithms at N -th roots of unity, where we consider all brunches of the
multivalued analytic functions provided by the power series (1). Then the union Z˜(µN ) :=
∪Z˜w(µN ) is a commutative algebra filtered by the weight. Conjecture 1.1 has the following
generalization.
Conjecture 1.7 One has an isomorphism of the commutative algebras:
GrW• Z˜(µN ) = Z
H
• (µN )
Theorem 1.8 There exists canonical surjective homomorphism ZH• (µN ) −→ Gr
W
• Z˜(µN ) of
commutative graded algebras. Thus
dimGrWk Z˜(µN ) ≤ dimZ
H
k (µN )
The space of indecomposables
CH• (µN ) :=
ZH>0(µN )
ZH>0(µN ) · Z
M
>0(µN )
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inherits a Lie coalgebra structure with the cobracket induced by the coproduct in ZH>0(µN ).
Its dual is the Lie algebra CH• (µN ), called the cyclotomic Lie algebra. It follows from the
result of Deligne [D2-3] that CH• (µN ) is free for N = 2, 3, 4. Nevertheless it follows from the
results of this paper and [G4], [G10] that CH• (µN ) is not free for sufficiently big N , for instance
for all prime p > 5. The obstruction is provided by the cusp forms on Y1(2;N).
7. The universality conjecture.
Conjecture 1.9 Periods of any variation of mixed Tate motives can be expressed via multiple
polylogarithms.
For a more refined version see conjecture 17a) in [G1] and conjecture 7.4 below. The
motivation comes from the following result, see theorem 2.22:
Any function on a rational algebraic variety Y given by an iterated integral of rational
one-forms on Y can be expressed by multiple polylogarithms.
8. The structure of the paper. In chapter 2 we derive basic analytic properties of
multiple polylogarithms. In the chapter 3 we introduce the abelian category of mixed Tate
motives overOF,S , and show that it has all the expected properties. Let X be a regular variety
over a field F and x, y ∈ X(F ). In chapter 4 we define the motivic torsor of path PM(X ;x, y)
as a pro-object in the triangulated category of motives DMF . If F is a number field and the
motive ofX belongs to the triangulated category of mixed Tate motives, PM(X ;x, y) is defined
as a pro-object in the abelian category of mixed Tate motives over F . In chapter 5 we define
a variation of Hodge-Tate structures whose period functions are multiple polylogarithms. In
chapter 6 we compute explicitly the Hopf algebra formed by the multiple polylogarithm framed
Hodge-Tate structures. Explicit formulas for the coproduct in small depths are presented in
the end.
One can show ([G10]) that the associated graded for the depth filtration of the cyclotomic
Lie algebra CH• (µN ) can be naturally realized as a Lie subalgebra of the dihedral Lie algebra
of the group µN which is defined in [G3], see also [G4]. In fact this result reverses the history:
computation of the coproduct in the multiple polylogarithm Hopf algebra was originally the
source of our definition of the cobracket in the dihedral Lie algebra. Using this and results in
the[G3-4] one gets the connection with the geometry of modular varieties.
In section 7 we formulate some general conjectures relating the multiple polylogarithms
and motivic Galois groups, and complete the proofs of the theorems from the introduction.
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2 Analytic properties
In this chapter we investigate the analytic properties of the multiple polylogarithms. Some of
these results will get another interpretation in s. 5.3.
1. Definitions. Hyperlogarithms are defined as the following iterated integrals:
I(a1 : ... : am : am+1) :=
∫ am+1
0
dt
t− a1
◦
dt
t− a2
◦ ... ◦
dt
t− am∫
0≤t1≤t2≤...≤tm≤am+1
dt1
t1 − a1
∧
dt2
t2 − a2
∧ ... ∧
dtm
tm − am
(16)
They were considered by E.Kummer [Ku], H.Poincare, Lappo-Danilevsky [LD], and many
others , but treated as analytic functions of one variable, the upper limit of integration. We
study them as multivalued analytic functions on a1, ..., an, am+1.
The point 0 is a special point for a1, ..., am+1 in (16). The properties of integral (16) change
drastically if one of the variables ai becomes 0. Therefore we will study the integrals
In1,...,nm(a1 : ... : am : am+1) := (17)∫ am+1
0
dt
t− a1
◦
dt
t
◦ ... ◦
dt
t︸ ︷︷ ︸
n1 times
◦
dt
t− a2
◦
dt
t
◦ ... ◦
dt
t︸ ︷︷ ︸
n2 times
◦ ... ◦
dt
t− am
◦
dt
t
◦ ...
dt
t︸ ︷︷ ︸
nm times
as a function of integers n1, ..., nm and complex variables a1, ..., am, am+1, where ai 6= 0. More
deep reasons for doing so will be apparent later on. Set w := n1 + ...+ nm. We call integral
(17) multiple polylogarithm of weight w and depth m. Clearly
In1,...,nm(a1 : ... : am : am+1) = In1,...,nm(
a1
am+1
: ... :
am
am+1
: 1) (18)
so one can always suppose am+1 = 1. We will use a notation
In1,...,nm(a1, ..., am) := In1,...,nm(a1 : ... : am : 1) (19)
Consider also the iterated integral
I(a0; a1, ..., am; am+1) :=
∫ am+1
a0
dt
t− a1
◦
dt
t− a2
◦ ... ◦
dt
t− am
(20)
It is invariant under the affine transformations ai 7−→ αai + β, and in particular equals to
I(0; a1 − a0, ..., am − a0; am+1 − a0).
2.The differential equation.
Theorem 2.1
dI(a0; a1, ..., am; am+1) =
m∑
i=1
I(a0; a1, ..., aˆi, ..., am; am+1) ·
(
d log(ai+1 − ai)− d log(ai−1 − ai)
)
(21)
Proof. It is easy to check that one can assume, without loss of generality, that a0 =
0, am+1 = 1. Differentiating integral (16) by ai we get∫
0≤t1≤...≤tm≤1
dt1
t1 − a1
∧ ... ∧
dti−1
ti−1 − ai−1
∧
dti
(ti − ai)2
∧
dti+1
ti+1 − ai+1
∧ ... ∧
dtm
tm − am
8
Let us assume 1 < i < m (the cases i = 1 and i = m are treated similarly). Integrating by ti
and using ∫ ti+1
ti−1
dti
(ti − ai)2
=
1
ti−1 − ai
−
1
ti+1 − ai
and then applying the formulas
dti−1
(ti−1 − ai−1)(ti−1 − ai)
=
1
ai−1 − ai
(
dti−1
ti−1 − ai−1
−
dti−1
ti−1 − ai
)
−
dti+1
(ti+1 − ai+1)(ti+1 − ai)
= −
1
ai+1 − ai
(
dti+1
ti+1 − ai+1
−
dti+1
ti+1 − ai
)
and integrating with respect to the rest of the variables we come to formula (21).
A formula for dIn1,...,nm(a1, ..., am) can be obtained by similar considerations. The answer
can be presented as follows. Take the 1-form (21) written for dI(0; a1, ..., aw; aw+1) where
w = n1 + ... + nm and specialize it formally to the submanifold a2 = ... = an1 = 0, an1+2 =
... = an1+n2 = 0, ... using the receipt that if ai = ai+1 = 0 then the specialization of the
1-form d log(ai− ai+1) is zero. (The reasons for this rule will be apparent below when we talk
about canonical regularization). For example if all ni > 1 then
dIn1,...,nm(a1, ..., am) =
m∑
i=1
In1,...,ni−1,...,nm(a1, ..., am) · d log(
ai+1
ai
). (22)
3. Power series expansion. Recall that multiple polylogarithms has been defined by
power series expansion
Lin1,...,nm(x1, ..., xm) =
∑
0<k1<k2<...<km
xk11 x
k2
2 ...x
km
m
kn11 k
n2
2 ...k
nm
m
(23)
which are convergent if |xi| < 1. On the other hand we used the same name for the iterated
integrals (17). Here is the presize relation justifying this.
Theorem 2.2 Suppose |xi| < 1. Then
Lin1,...,nm(x1, ..., xm) =
(−1)m ·
∫ 1
0
dt
t− (x1...xm)−1
◦ ... ◦
dt
t︸ ︷︷ ︸
n1 times
◦ ... ◦
dt
t− x−1m
◦ ... ◦
dt
t︸ ︷︷ ︸
nm times
(24)
This theorem provides an analytic continuation of multiple polylogarithms.
Formula (24) just means that
In1,...,nm(a1 : ... : am : am+1) = (−1)
m · Lin1,...,nm(
a2
a1
,
a3
a2
, ...,
am
am−1
,
am+1
am
) (25)
Lin1,...,nm(x1, ..., xm) = (−1)
m · In1,...,nm((x1...xm)
−1, (x2...xm)
−1, ..., x−1m ) (26)
Proof of Theorem 2.2. Suppose for simplicity that m = 2. Then integral (24) is equal to
(−1)2 ·
∫ ∫
0≤t1≤...≤tn1+n2≤1
∞∑
k1=1
(x1x2t1)
k1
dt1
t1
...
dtn1
tn1
·
∞∑
k2=1
(x1tn1+1)
k2
dtn1+1
tn1+1
...
dtn1+n2
tn1+n2
=
9
∞∑
k1,k2≥1
xk11 x
k1+k2
2
kn11 (k1 + k2)
n2
The general case is completely similar.
Generating series for multiple polylogarithms. Set
Li(x1, ..., xm|t1, ..., tm) :=
∑
ni≥1
Lin1,...,nm(x1, ..., xm)t
n1−1
1 ...t
nm−1
m
Lemma 2.3 One has the following identity of formal power series
Li(x1, ..., xm|t1, ..., tm) =
∑
0<k1<k2<...<km
xk11 x
k2
2 ...x
km
m
(k1 − t1)(k2 − t2)...(km − tm)
(27)
Proof. Follows immediately from the identity
1
k − t
=
1
k(1− t/k)
=
∞∑
n=1
tn−1
kn
4. Monodromy of multiple logarithms. We will deduce it from the following general
statement. Let X be a complex variety, f1, ..., fm rational functions on X and D an irreducible
divisor in X . We will assume that
D is not a component of both divfi and divfi+1 for any 1 ≤ i ≤ m− 1
We will study the monodromy of the iterated integral
∫
γ
d log f1 ◦ ... ◦ d log fm when the
path γ with fixed endpoints a, b crosses the generic point p of the divisor D. Let δ be a little
path around the divisor D near p. Define an index vδ(f) ∈ Z by
vδ(f) :=
1
2πi
∫
δ
d log f
Let α1 be a path from a to a point q ∈ δ, and α2 a path from q to b. Let γ := α2α1, i.e.
we go first by α1, then by α2, and γ
′ := α2δα1. Denote by αi the limiting path obtained from
αi when the cycle δ shrinks to the point p on the divisor D.
Proposition 2.4 Assuming that D and the functions fi satisfy the condition above, one has
1
2πi
(∫
γ′
−
∫
γ
)
(d log f1 ◦ ... ◦ d log fm) =
m∑
k=1
vδ(fk)
(∫
α1
d log f1 ◦ ... ◦ d log fk−1
)
·
(∫
α2
d log fk+1 ◦ ... ◦ d log fm
)
(28)
Remark. The condition on f1, ..., fm implies that the integrals∫
α1
d log f1 ◦ ... ◦ d log fk−1 and
∫
α2
d log fk+1 ◦ ... ◦ d log fm
are convergent provided that vδ(fk) 6= 0: indeed, then neither fk−1 nor fk+1 can have D as a
component of their divisor. Therefore the right hand side of the formula makes sense.
Proof. The key tool is the formula∫
αβ
ω1 ◦ ... ◦ ωk =
k∑
i=0
(
∫
α
ω1 ◦ ... ◦ ωi) · (
∫
β
ωi+1 ◦ ... ◦ ωk) (29)
Let δ(ε) be a loop around the divisor D which shrinks to p ∈ D as ε −→ 0.
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Lemma 2.5 Assume that at least one of the functions g1, ..., gk is regular at the generic point
of the divisor D. Then
lim
ε→0
∫
δ(ε)
d log g1 ◦ ... ◦ d log gk = 0
Proof. Taking a one dimensional slice transversal to D at the point p we reduce the
problem to the case when X is isomorphic to a neighborhood of zero in C and δ(ε) is radius
ε a loop around zero starting at the point ε. Then∫
δ(ε)
d log g1 ◦ ... ◦ d log gk =
∫
0≤ϕ1≤...≤ϕk≤2π
d log g1(εe
iϕ1) ∧ ... ∧ d log gk(εe
iϕk)
Write gj(t) = t
nj g˜j(t) where g˜j(0) 6= 0. Then
|
∫ ϕj+1
ϕj−1
d log g˜j(εe
iϕj )| ≤ C · ε
On the other hand ∫
δ(ε)
d log t ◦ ... ◦ d log t︸ ︷︷ ︸
p times
=
(2πi)p
p!
(30)
Since gj(t) = g˜j(t) for some 1 ≤ j ≤ k, we are done. The proposition follows immediately
from this lemma and formula (29).
Corollary 2.6 Let γ′ be a deformation of the path γ with fixed endpoints in 0 and 1 which
crosses only once a singular point, ai, 1 ≤ i ≤ m, as shown on the picture.
. .
γ
γ
’
0 1
a i.
Then
Iγ′(0; a1, ..., am; 1)− Iγ(0; a1, ..., am; 1) =
2πi · I(0; a1, ..., ai−1; ai) · I(ai; ai+1, ..., am; 1) (31)
Proof. Follows immediately from the proposition 2.4.
Since π1(C−{∞, a1, ..., am}) is generated by loops around the points a1, ..., am this corol-
lary establishes the monodromy properties of multiple logarithms. The monodromy of multiple
polylogarithms will be studied in chapter 5.
5. The first shuffle relations: the product relations for power series (23). The
product of two multiple polylogarithms is equal to a sum of multiple polylogarithms. More
precisely, one has
Li(x1, ..., xm|t1, ..., tm) · Li(xm+1, ..., xm+n|tm+1, ..., tm+n) = (32)
∑
σ∈Σm,n
Li(xσ(1), ..., xσ(m+n)|tσ(1), ..., tσ(m+n)) +
m+n−1∑
p=1
(
the depth = m+ n− p terms
)
where Σm,n is the set of all shuffles σ of {1, ...,m} and {m+ 1, ...,m+ n}, i.e. permutations
σ such that σ(1) < ... < σ(m) and σ(m+ 1) < ... < σ(m+ n).
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For example
Lim(x) · Lin(y) = Lim,n(x, y) + Lin,m(y, x) + Lim+n(xy)
Indeed
Lim(x) · Lin(y) =
∞∑
0<k,l
xkyl
kmln
=
∞∑
0<k<l
xkyl
kmln
+
∞∑
k>l>0
xkyl
kmln
+
∞∑
k>0
(xy)k
km+n
We can rewrite these formulas as
Li(x1|t1) · Li(x2|t2) = Li(x1, x2|t1, t2) + Li(x2, x1|t2, t1)+
1
t1 − t2
(
Li1(x1x2|t1)− Li1(x1x2|t2)
)
The proof can be also obtained from lemma 2.3 using the identity
1
(k − t1)(k − t2)
=
1
t1 − t2
( 1
k − t1
−
1
k − t2
)
One more example:
Li(x1, x2|t1, t2) · Li(x3|t3) =
Li(x1, x2, x3|t1, t2, t3) + Li(x1, x3, x2|t1, t3, t2) + Li(x3, x1, x2, |t3, t1, t2)+
1
t2 − t3
(
Li(x1, x2x3|t1, t2)− Li(x1, x2x3|t1, t3)
)
+
1
t1 − t3
(
Li(x1x3, x2|t1, t2)− Li(x1x3, x2|t3, t2)
)
which is equivalent to
Lin1,n2(x1, x2) · Lin3(x3) =
Lin1,n2,n3(x1, x2, x3) + Lin1,n3,n2(x1, x3, x2) + Lin3,n1,n2(x3, x1, x2)+
Lin1+n3,n2(x1x2, x3) + Lin1,n2+n3(x1, x2x3)
The proof of the general statement is completely similar. The reader can find in G.Racinet’s
theses [R] a beautiful interpretation of the first shuffle relations in terms of a group like element
of a certain Hopf algebra.
6. The inversion formula. The series
B(ϕ1, ..., ϕm|t1, ..., tm) :=
∑
−∞<k1<...<km<∞
e2πi(ϕ1k1+...+ϕmkm)
(k1 − t1) · ... · (km − tm)
define a distribution on the m-dimensional torus with coordinates 0 ≤ ϕi ≤ 1 depending on
parameters ti. For m = 1 there is a classical identity which goes back to Kronecker ([We], ch.
7.4) and provides the generating series for the Bernoulli polynomials:
B(ϕ|t) = −2πi
e2πi{ϕ}t
e2πit − 1
= −2πi ·
∑
n≥0
Bn({ϕ})
(2πit)n−1
n!
Here {ϕ} is the fractional part of ϕ. Indeed, ( 12πi
∂
∂ϕ − t)B(ϕ|t) = δ(ϕ), and the distribution
in the middle satisfies the same equation, so the difference between these two distribution is
a constant. Since clearly B(0|t) = − 1t this constant is zero.
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Consider the generating series
Li(ϕ1, ..., ϕm|t1, ..., tm) := Li(e
2πiϕ1 , ..., e2πiϕm |t1, ..., tm)
Using the decomposition
{−∞ < k1 < ... < km <∞} =
∪j
(
{k1 < ... < kj < 0 < kj+1... < km} ∪ {k1 < ... < kj−1 < kj = 0 < kj+1... < km}
)
in the sum (27) we immediately get
B(ϕ1, ..., ϕm|t1, ..., tm) = (33)
m∑
j=1
(−1)jLi(−ϕj , ...,−ϕ1| − tj , ...,−t1)Li(ϕj+1, ..., ϕm|tj+1, ..., tm)+
m∑
j=1
(−1)j
tj
Li(−ϕj−1, ...,−ϕ1| − tj−1, ...,−t1) · Li(ϕj+1, ..., ϕm|tj+1, ..., tm) =
Therefore the following proposition provides a formula expressing
Li(ϕ1, ..., ϕm|t1, ..., tm) + (−1)
mLi(−ϕm, ...,−ϕ1| − tm, ...,−t1)
via the products of lower depth multiple polylogarithms and Bernoulli polynomials. For
example
Li(ϕ1|t1)− Li(−ϕ1| − t1) = −2πi ·
∑
n≥1
Bn({ϕ})
(2πit)n−1
n!
and for m = 2 one has
Li(−ϕ2,−ϕ1| − t2,−t1) + Li(−ϕ2,−ϕ1| − t2,−t1)
− Li(−ϕ2| − t2)Li(ϕ1|t1) −
Li(ϕ2|t2)
t1
+
Li(−ϕ1|t1)
t2
=
Li(ϕ2|t2 − t1)B(ϕ1 + ϕ2|t1) − Li(−ϕ1|t1 − t2)B(ϕ1 + ϕ2|t2)
Proposition 2.7 One has
B(ϕ1, ..., ϕm|t1, ..., tm) =
m∑
j=1
(−1)j−1Li(−ϕj−1, ...,−ϕ1|tj − tj−1, ..., tj − t1)·
B(ϕ1 + ...+ ϕm|tj) · Li(ϕj+1, ..., ϕm|tj+1 − tj , ..., tm − tj) (34)
Proof. We need the following lemma
Lemma 2.8 Let ki,j := ki − kj, ti,j := ti − tj. Then
1
(k1 − t1)...(km − tm)
=
m∑
j=1
1
(kj − tj)
∏
i6=j(ki,j − ti,j)
(35)
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Proof. We use the induction on m to prove this identity simultaneously with the one
m∑
j=1
1∏
i6=j(ki,j − ti,j)
= 0 (36)
For m = 2 both identities are trivial. Suppose we proved (35) for m = n. Then it implies (36)
for m = n + 1. Indeed, since kj,1 − ks,1 = kj,s and similarly for t’s, using (35) we write the
term in (36) corresponding to j = 1 as:
1∏n+1
i=2 (ki,1 − ti,1)
=
∑
j 6=1
1
(kj,1 − tj,1)
∏
s6=j(ks,j − ts,j)
= −
n+1∑
j=2
1∏
i6=j(ki,j − ti,j)
which is just equivalent to (36). (The product in the denominator of the last sum is over
i ∈ {2, 3, ..., ĵ, ..., n + 1}). To prove (35) for m = n + 1 we write it, using the induction
assumption, as ( n∑
j=1
1
(kj − tj)
∏
i6=j(ki,j − ti,j)
) 1
kn+1 − tn+1
and then use
1
(kj − tj)(kn+1 − tn+1)
=
1
kn+1,j − tn+1,j
·
( 1
kj − tj
−
1
kn+1 − tn+1
)
and the identity (36). The lemma is proved.
To deduce the proposition from the lemma we write
B(ϕ1, ..., ϕm|t1, ..., tm) =
∑
0<k1<...<km
m∑
j=1
e2πi(ϕ1k1+...+ϕmkm)
(kj − tj)
∏
i6=j(ki,j − ti,j)
and use (27) and the formula
ϕ1 · k1 + ...+ ϕm · km =
j−1∑
i=1
−ϕi · (kj − ki) + (ϕ1 + ...+ ϕm) · kj +
m∑
i=j+1
ϕi · (ki − kj)
to evaluate the sum related to the j-th term of this formula. The proposition is proved.
7. The second shuffle relations. Let us set
I ![a1, ..., am|t1, ..., tm] := I[a1, ..., am|t1, t1 + t2, t1 + t2 + t3, ..., t1 + ...+ tm] (37)
Theorem 2.9
I ![a1, ..., ak|t1, ..., tk] · I
![ak+1, ..., ak+l|tk+1, ..., tk+l] = (38)∑
σ∈Σk,l
I ![aσ(1), ..., aσ(k+l)|tσ(1), ..., tσ(k+l)]
We will give three different proofs of this theorem. Each of them sheds a new light on the
result. One needs the following preliminary result. Suppose we are given certain letters
ai, y
(i)
1 , ..., y
(i)
ni−1
1 ≤ i ≤ L
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Let us say that a string formed by these letters is admissible if the following conditions are
satisfied:
ap is before aq <=> p < q
x(i)p is before x
(i)
q <=> p < q
Combinatorial lemma. The number of admissible strings is equal to the coefficient with
which tn1−11 ...t
nL−1
L appears in the sum∑
ki≥0
tk11 (t1 + t2)
k2−1...(t1 + ...+ tL)
kL−1
Proof. The bijective correspondence between the monomials tn1−11 ...t
nL−1
L appearing in
the sum and admissible strings is clear from the following pattern. It is convenient to treat
for a moment ti as non commuting variables. Then the monomial
t21 · t2t1t1 · t3t2t2t1t1 of t
2
1(t1 + t2)
3(t1 + t2 + t3)
5
corresponds to the string
a1y
(1)
1 y
(1)
2 · a2y
(2)
1 y
(1)
3 y
(1)
4 · a3y
(3)
1 y
(2)
2 y
(2)
3 y
(1)
5 y
(1)
6
So the variables ai separate the parts of a monomial in t’s corresponding to different factors
(t1 + ... + ti)
ki−1; to produce a string corresponding to a monomial in t’s we assume that in
the letter y
(i)
j the lower index j shows how many times ti already appeared in the monomial.
First proof of the theorem: via iterated integrals. Recall the well known shuffle product
formula for the product of iterated integrals∫
γ
ω1 ◦ ... ◦ ωk1 ·
∫
γ
ωk1+1 ◦ ... ◦ ωkl+k2 =
∑
σ∈Σk1 ,k2
∫
γ
ωσ(i1) ◦ ... ◦ ωσ(ik1+k2 ) (39)
The theorem follows immediately from this and the combinatorial lemma.
For example to find the product of iterated integrals∫ 1
0
dt
t− a1
◦
dt
t
◦ ... ◦
dt
t︸ ︷︷ ︸
k1 times
·
∫ 1
0
dt
t− a2
◦
dt
t
◦ ... ◦
dt
t︸ ︷︷ ︸
k2 times
we need to apply the combinatorial lemma twice: for the shuffles of the differentials where
dt/(t− a1) goes before dt/(t− a2), and for the shuffles where it goes after.
Second proof of the theorem: via the iterated integral presentation for the generating
function.
Lemma 2.10
I ![x1, ..., xm|t1, ..., tm] =
∫ 1
0
s−t1
x1 − s
ds ◦ ... ◦
s−tm
xm − s
ds = (40)
∫
0<s1<...<sm<1
s−t11 · ... · s
−tm
m
(x1 − s1) · ... · (xm − sm)
ds1...dsm
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The theorem follows immediately from lemma 2.10 and the product formula for the iterated
integrals.
Remark. Compare formulas (40) and (27).
First proof of the lemma: via iterated integrals. We need the following identity:∫ b
a
dt
t
◦
dt
t
◦ ... ◦
dt
t︸ ︷︷ ︸
n times
= logn
b
a
(41)
One can write the statement of the lemma as follows
I ![x1, ..., xm|t1, ..., tm]
?
=∑
n1,...,nm≥0
tn11 · ... · t
nm
1
(n1)! · ... · (nm)!
·
∫
...
∫
0<s1<...<sm<1
(− log s1)n1 · ... · (− log sm)nm
(x1 − s1) · ... · (xm − sm)
ds1...dsm
Rewriting identity (41) in the case b = 1, a = s as
(− log si)ni
ni!
=
∫
∆
dy
(i)
1
y
(i)
1
...
dy
(i)
ni
y
(i)
ni
∆ := {0 < si < y
(i)
1 ... < y
(i)
ni < 1}
and using the combinatorial lemma we get the needed formula.
Second proof of the lemma: via power series expansions. According to theorem 2.2
formula (40) is equivalent to the following formula
Li![x1, ..., xm|t1, ..., tm] =
∫ 1
0
(x1...xm)s
−t1
1− (x1...xm)s
ds ◦ ... ◦
xms
−tm
1− xms
ds
One has ∫ u
0
xs−t
1− xs
ds =
∞∑
k=1
xk
∫ u
0
sk−t−1ds =
∞∑
k=1
xk
k − t
uk−t
Therefore ∫ 1
0
(∫ s2
0
x1x2s
−t1
1
1− x1x2s1
ds1
) x2s−t22
1− x2s2
ds2 =∫ 1
0
∞∑
k1=1
(x1x2)
k1
k1 − t1
∞∑
k2=1
xk22
∫ 1
0
sk1+k2−t1−t2−12 ds2 =
∞∑
k1,k2=1
xk11 x
k1+k2
2
(k1 − t1)(k1 + k2 − t1 − t2)
and a similar proof in general. The lemma is proved.
More generally, let
In1,...,nm(a0; a1, ..., am; am+1) :=∫ am+1
a0
dt
t− a1
dt
t
◦
dt
t
◦ ... ◦
dt
t︸ ︷︷ ︸
n1 − 1 times
◦... ◦
dt
t− am
dt
t
◦
dt
t
◦ ... ◦
dt
t︸ ︷︷ ︸
nm − 1 times
(42)
Consider the generating series
I(a0; a1, ..., am; am+1|t1; ...; tm) :=
∑
ni≥0
In1,...,nm(a0; a1, ..., am; am+1)t
n1−1
1 ...t
nm−1
m
I !(a0; a1, ..., am; am+1|t1; ...; tm) := I(a0; a1, ..., am; am+1|t1; t1 + t2; ...; t1 + ...+ tm)
Then we have the following result similar to the lemma above.
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Lemma 2.11
I !(a0; a1, ..., am; am+1|t1; ...; tm) = a
t1+...+tm
m+1 ·
∫ am+1
a0
s−t1
x1 − s
ds ◦ ... ◦
s−tm
xm − s
ds (43)
Proof. One can proceed similarly to the first proof of lemma 2.10.
Third proof of the theorem: via power series expansions. We will use generating
functions given in lemma 2.3. In the simplest case k = l = 1 we need to prove that
Li(x1|t1) · Li(x2|t2) = Li(
x1
x2
, x2|t1, t1 + t2) + Li(
x2
x1
, x2|t2, t1 + t2)
The right hand side is equal to
∑
m1,m2>0
(x1/x2)
m1xm1+m22
(m1 − t1)(m1 +m2 − t1 − t2)
+
∑
m2,m1>0
(x2/x1)
m2xm1+m21
(m2 − t2)(m1 +m2 − t1 − t2)
=
∑
m1,m2>0
xm11 x
m2
2 ·
( 1
(m1 − t1)(m1 +m2 − t1 − t2)
+
1
(m2 − t2)(m1 +m2 − t1 − t2)
)
and the statement follows from the identity
1
p1p2
=
1
p1(p1 + p2)
+
1
p2(p1 + p2)
In general the proof follows similarly from the following identity:
Lemma 2.12
1
p1(p1 + p2)...(p1 + ...+ pk)
·
1
pk+1(pk+1 + pk+2)...(pk+1 + ...+ pk+l)
= (44)
∑
σ∈Σk,l
1
pσ(1)(pσ(1) + pσ(2))...(pσ(1) + ...+ pσ(k+l))
Proof. We will use induction. The shuffles Σk,l are divided on two parts Σ
I
k,l and Σ
II
k,l
as follows. A shuffle is in the first (resp. second) part if it is ended by pk (resp. pk+l). By
induction ∑
σ∈ΣI
k,l
1
pσ(1)(pσ(1) + pσ(2))...(pσ(1) + ...+ pσ(k+l))
=
1
p1 + ...+ pk+l
·
1
p1(p1 + p2)...(p1 + ...+ pk−1) · pk+1(pk+1 + pk+2)...(pk+1 + ...+ pk+l)
(45)
A similar sum over ΣIIk,l is equal to
1
p1...(p1 + ...+ pk) · pk+1...(pk+1 + ...+ pk+l−1) · (p1 + ...+ pk+l)
(46)
using the identity
1
(p1 + ...+ pk)(pk+1 + ...+ pk+l)
=
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1(p1 + ...+ pk)(p1 + ...+ pk+l)
+
1
(pk+1 + ...+ pk+l)(p1 + ...+ pk+l)
we see that the sum of (45) and (46) equals to (44). The lemma is proved.
Remark. Let us rewrite the product relation (38) in terms of the generating series for the
iterated integrals. Set
I!(a1, ..., am|t1, ..., tm) := I(a1 · ... · am, a2 · ... · am, ..., am|t1, ..., tm)
Then
I!(a1, ..., ak|t1, ..., tk) · I!(ak+1, ..., ak+l|tk+1, ..., tk+l) =∑
σΣk,l
I!(aσ(1), ..., aσ(k+l)|tσ(1), ..., tσ(k+l)) + lower depth terms
This makes the first shuffle relations surprisingly similar (I would say dual) to the second
shuffle relations. I do not know what stays behind this duality.
8. Distribution relations. Recall that w := n1 + ...+ nm.
Proposition 2.13 Let us suppose that |xi| ≤ 1. Then the following identities hold for w ≥ 2
or w = 1 and xl1 6= 1:
Lin1,...,nm(x
l
1, ..., x
l
m) = l
w−m
∑
0≤ai≤l−1
Lin1,...,nm(ζ
a1x1, ..., ζ
amxm) (47)
If xi < 1 one can rewrite these identities using the generating series:
Li(xl1, ..., x
l
m|t1, ..., tm) =
∑
yl
i
=xl
i
Li(y1, ..., ym|lt1, ..., ltm) (48)
Proof. The conditions w ≥ 2 or w = 1 and xl1 6= 1 are the necessary and sufficient
conditions for convergence of the series on the left hand side of (47). Notice that w = 1
implies that m = 1. Let ζ be a primitive l-th root of unity: ζl = 1. The right hand side of
(47) is equal to ∑
0≤ai≤l−1
∑
k1<...<km
xk11 ...x
km
m
kn11 ...k
nm
m
ζa1k1+...+amkm
If l 6 |ki for some i then the sum over ai is zero. So the right hand side of (47) is equal to
lw−m · lm
∑
k1<...<km
xlk11 ...x
lkm
m
(lk1)n1 ...(lkm)nm
= Lin1,...,nm(x
l
1, ..., x
l
m)
9. Canonical regularization. (Compare with the end of s. 5.3 below). Consider the
integral ∫ 1
0
dt
t
◦ ... ◦
dt
t︸ ︷︷ ︸
p
◦
dt
t− a1
◦ ... ◦
dt
t− am
◦
dt
t− 1
◦ ... ◦
dt
t− 1︸ ︷︷ ︸
q
(49)
where a1 6= 0, am 6= 1. It is divergent if p or q is different from zero. To regularize it we will
prove that the integral∫ 1−ε
ε
dt
t
◦ ... ◦
dt
t︸ ︷︷ ︸
p
◦
dt
t− a1
◦ ... ◦
dt
t− am
◦
dt
t− 1
◦ ... ◦
dt
t− 1︸ ︷︷ ︸
q
(50)
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is a polynomial in log ε and take the constant term as the regularized value. For example the
regularization of log(1 − x) at x = 1 is zero. Notice that ε is the canonical coordinate on
P1\{0, 1,∞}.
Proposition 2.14 a) Integral (50) equals to
(−1)q
∫ 1
0
logp(t/ε)
p!
dt
t− a1
◦ ... ◦
dt
t− am
logq((1− t)/ε)
q!
It is a polynomial in log ε whose coefficients are multiple polylogarithms with special points at
0, 1, a1, ..., am.
b) The regularized value of integral (50) is obtained as follows: take the integral∫ 1
0
dt
t− a1
◦ ... ◦
dt
t− am
and insert to it in all possible ways ordered q (resp. p) - tuple of 1-forms dtt−1 (resp.
dt
t ) before
(resp. after) dtt−am (resp.
dt
t−a1
). Then take the sum of all multiple polylogarithms obtained
this way and multiply it by (−1)p+q.
One can reformulate the part b) as follows:
Let ωi = fi(t)dt. Suppose that fm(t) (resp. f1(t)) does not have a pole at t = 1 (resp.
t = 0). Then the regularized value of the iterated integral∫ 1
0
dt
t
◦ ... ◦
dt
t
◦ ω1 ◦ ... ◦ ωm ◦
dt
t− 1
◦ ... ◦
dt
t− 1
(51)
is equal to
(−1)p+q ·
∫
∆
dy1
y1
...
dyp
yp
f1(t1)dt1...fm(tm)dtm
dx1
x1 − 1
...
dxq
xq − 1
(52)
where
∆ = {t1 < y1 < ... < yp < 1, 0 < t1 < ... < tm < 1; 0 < x1 < ... < xq < tm}
Proof. Integrating (50) p times we get∫ 1−ε
ε
logp(t/ε)
p!
dt
t− a1
◦ ... ◦
dt
t− am
◦
dt
t− 1
◦ ... ◦
dt
t− 1
Further, integrating the last q differentials in (50) we get we get
(−1)q
∫ 1−ε
ε
logp(t/ε)
p!
dt
t− a1
◦ ... ◦
dt
t− am
logq((1− t)/ε)
q!
This is a polynomial in log ε whose coefficients have limit when ε −→ 0. In particular the
regularized value of (51) is
(−1)q
∫ 1
0
logp(t)
p!
dt
t− a1
◦ ... ◦
dt
t− am
logq(1− t)
q!
(53)
This coincides with (52). Notice that we are picking up the sign (−1)p when go from the
integral in (53) to the integral in (52). The proposition is proved.
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Let us choose once forever a coordinate t in CP 1\{∞} which identifies it with C. Then
there is a tangent vector ∂t such that < dt, ∂t >= 1. Choose a tangent vector va = λa∂t at
every point a ∈ C. Let a0, ..., am+1 be arbitrary configuration of points in C. Then for any
path γ between the tangent vectors va0 and vam+1 we have the regularized integral
I{γ,va}(a0; a1, ..., am; am+1) (54)
It is defined follows. The integral∫ am+1+ελam+1
a0+ελa0
dt
t− a1
◦ ... ◦
dt
t− am
(55)
admits an asymptotic expansion as ε → 0, which is a polynomial in log ε whose coefficients
have limit when ε→ 0. To prove we proceed just like in the proof of proposition 2.14. Another,
more conceptual, proof see in the end of s. 5.3 below. See also [D] about the torsor of path
between the tangential base points. When ε → 0 the limit value of the free term of this
polynomial is, by definition, the regularized value (54). The regularization depends only on
the choice of tangent vectors va0 and vam+1 , but not on the choice of the coordinate t. If
a0 6= a1 and am 6= am+1 the integral is convergent and its value is the regularized value.
Let
In0;n1,...,nm(a0; a1, ..., am; am+1) := (56)∫ am+1
a0
dt
t
◦ ... ◦
dt
t︸ ︷︷ ︸
n0
◦
dt
t− a1
◦
dt
t
◦ ... ◦
dt
t︸ ︷︷ ︸
n1−1
◦... ◦
dt
t− am
◦
dt
t
◦ ... ◦
dt
t︸ ︷︷ ︸
nm−1
where the integral is regularized using the tangent vector ∂t at a0 and −∂t at am+1. Let us
define the generating series
I(a0; a1, ..., am; am+1|t0; t1; ...; tm) := (57)∑
n0≥0,ni≥1
In0;n1,...,nm(a0; a1, ..., am; am+1)t
n0
0 t
n1−1
1 ...t
nm−1
m
Remark. It would be more natural to use a notation In0,n1−1,...,nm−1(...) for the iter-
ated integral (56), so the indices correspond to the numbers of dt/t differentials between two
consequitive differentials of type dt/(t− ai). However this would eventually contradict to the
classical notation Lin(z)
When a0 = 0 the coefficients of the generating series (57) with n0 > 0 are divergent. The
regularized value of this generating series is given by the following proposition.
Proposition 2.15
I(0; a1, ..., am; am+1|t0; t1; ...; tm) =
et0·log am+1 · I(a1 : ... : am : am+1|t1 − t0, ..., tm − t0) (58)
Proof. Let ωi = fi(x)dx. Suppose that f1(x) does not have a pole at x = 0, and fk(x)
does not have a pole at x = am+1. Then similar to proposition 2.14 the regularized value of∑
n≥0
tn0 ·
∫ am+1
0
dx
x
◦ ... ◦
dx
x︸ ︷︷ ︸
n
ω1 ◦ ... ◦ ωk
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is equal to ∑
n≥0
tn0 ·
∫ am+1
0
(log x)n
n!
ω1 ◦ ... ◦ ωk =
∫ am+1
0
et0·log x · ω1 ◦ ... ◦ ωk =
et0·log am+1 ·
∫ am+1
0
et0·log x/am+1ω1 ◦ ... ◦ ωk (59)
Using the formula
(log x/am+1)
n
n!
=
∫ am+1
x
dt
t
◦ ... ◦
dt
t︸ ︷︷ ︸
n
in order to write integral (59) in the form similar to (52) we prove the proposition.
Second proof. Formula (58) follows formally from the shuffle product formula for the
regularized iterated integrals. To prove this we use the identity( ∫ am+1
ε
dt
t
)
·
∫ am+1
ε
dt
t
◦ ... ◦
dt
t︸ ︷︷ ︸
k times
◦ω1 ◦ ...ωm = (k + 1)
∫ am+1
ε
dt
t
◦ ... ◦
dt
t︸ ︷︷ ︸
k+1 times
ω1 ◦ ...ωm+
∫ am+1
ε
dt
t
◦ ... ◦
dt
t︸ ︷︷ ︸
k times
◦
{
dt
t
◦Sh (ω1 ◦ ...ωm)−
dt
t
◦ ω1 ◦ ...ωm
}
where
(ω1 ◦ ... ◦ ωk) ◦Sh (ωk+1 ◦ ...ωk+l) :=
∑
σ∈Σk,l
ωσ(1) ◦ ... ◦ ωσ(k+l)
and proceed by induction on k. We will use the second proof in the Hodge version of the story.
Corollary 2.16 The regularized value of a divergent multiple polylogarithm at N -th roots of
unity is a linear combination with rational coefficients of convergent multiple polylogarithms
at N -th roots of unity.
Lemma 2.17 The second shuffle relations hold for the canonical regularization of multiple
polylogarithms.
Proof. The proof of the second shuffle relations works without any changes if we replace∫ 1
0 by
∫ 1−ε
ε . So the second shuffle relations hold for the canonical asymptotic expansions in
log ε, and in particular for the constant terms.
Remark. In chapter 5 we use the tangent vector ∂t instead of −∂t at am+1. The difference
is computed as follows. If
I(ε) = I0(ε) + log(ε)I1(ε) + ...+ log
p(ε)Ip(ε)
is the asymptotic expansion for the integral of type
∫ am+1+ε
x then the asymptotic expansion
for
∫ am+1−ε
x is given by I(−ε). To compute the constant term of I(−ε) observe that Ik(ε) has
a limit when ε → 0, and log(−ε) = ±πi + log(ε) with the sign depending whether the path
between the tangential base points vam+1 and −vam+1 is going clockwise or counterclockwise.
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10. The power series regularization. Let us suppose that |xi| ≤ 1. The especially
interesting for us case is when all the variables xi are N -th roots of unity. Then the power
series Lin1,...,nm(x1, ..., xm) are divergent if and only if nm = 1, xm = 1.
In this subsection we present an approach to the regularization of the first shuffle relations
for multiple polylogarithms which has been developed in the end of [G3].
D. Zagier was first to discover (around 1993, unpublished) that one must regularize the
power series shufle relations for the multiple zeta values in a different way and worked out
several regularization procedures. Another approach was recently developed Boutet de Monvil,
see a detailed account in the theses of G. Racinet [R]. In particular it provides an explicit
formula relating this regularization of multiple zeta values with the canonical regularization.
I left to the reader to work out the relationship between the regularization used below and
the one used in [R].
Lemma 2.18 Let |xi| ≤ 1. Then the power series
Lin1,...,nl,1,...,1(x1, ..., xl, 1− ε, ..., 1− ε) (60)
have an asymptotic expansion which is a polynomial in log ε whose coefficients are explicitly
computable Q-linear combinations of lower depth multiple polylogarithms. This polynomial has
weight w provided that the weight of log ε is 2.
Proof. We will prove it by induction on m− l. Using
(− log ε)m =
(∑
k>0
(1− ε)k
k
)m
together with the induction assumption we get
Li1,...,1(1 − ε, ..., 1− ε) =
(− log ε)m
m!
+∑
0<i<m
(lower depth multiple ζ’s)(log ε)i (61)
Applying the power series product formula to
Lin1,...,nl(x1, ..., xl) · Li1,...,1(1− ε, ..., 1− ε)
and using the induction on m− l, we get the lemma. Here is an example.
Li1(x1) · Li1,1(1− ε, 1− ε) =
Li1,1,1(x1, 1− ε, 1− ε) + Li1,1,1(1 − ε, x1, 1− ε) + Li1,1,1(1− ε, 1− ε, x1)+
Li2,1(x1(1− ε), 1− ε) + Li1,2(1− ε, x1(1− ε))
Since x1 6= 1 the asymptotic expansion of this expression coincides with the asymptotic ex-
pansion of
Li1,1,1(x1, 1− ε, 1− ε) + Li1,1,1(1, x1, 1− ε) + Li1,1,1(1, 1, x1) + Li2,1(x1, 1− ε) + Li1,2(1, x1)
Let us assume that nl 6= 1 or xl 6= 1. Denote by L˜in1,...,nl,1,...,1(x1, ..., xl, 1, ..., 1) the
constant term of the expansion of Lin1,...,nl,1,...,1(x1, ..., xl, 1 − ε, ..., 1 − ε) in log ε and call it
the power series regularization.
The asymptotic expansion of Lin1,...,nl,1,...,1(x1, ..., xl, 1 − ε, ..., 1 − ε) is called the power
series asymptotic expansion of Lin1,...,nl,1,...,1(x1, ..., xl, 1, ..., 1).
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Proposition 2.19 The power series asymptotic expansions of multiple polylogarithms satisfy
the first shuffle relations. In particular the power series regularization also satisfy the first
shuffle relations.
Proof. Say that in Lin1,...,nm(x1, ..., xm) the variable xi enters with the multiplicity ni. In
Lin1,...,nl,1,...,1(x1, ..., xl, 1 − ε, ..., 1 − ε) each of the variables 1 − ε enters with the multitude
1, and also xl 6= 1. We call such power series admissible.
Taking the shuffle product of two such power series we usually get terms which are not
admissible for one of the following two reasons: there are variables (1 − ε)p with p > 1, or
xi · (1− ε)q, q ≥ 1. However each of these terms can be replaced by an admissible term with
the same asymptotic expansion. Indeed, the variables (1−ε)p enter with the multitude p, and
if p > 1 then we can put ε = 0 in this variables, and also in all variables to the left of this one,
keeping the same asymptotic expansion. A similar statement is valid for terms xl(1− ε)
q, and
for the terms staying on the left from their term with xl. Now the proposition is obvious.
The canonical and power series regularization do not coincide in general. For example,
(− log ε)2 = 2Li1,1(1− ε, 1− ε) + ζ(2)
so
ζ˜(1, 1) = −
1
2
ζ(2), but ζ(1, 1) = 0
Notice that it is definitely false that the multiple ζ-values obtained by canonical regularization
satisfy the first shuffle relations. For example
0 = ζ(1)2 6= 2 · ζ(1, 1) + ζ(2)
Proposition 2.20 The difference
Lin1,...,nl,1,...,1(x1, ..., xl, 1, ..., 1)− Lin1,...,nl,1,...,1(x1, ..., xl, 1, ..., 1)
is an explicitly computable Q-linear combination of lower depth multiple polylogarithms. In
particular if xNi = 1 it is a Q-linear combination of lower depth multiple polylogarithms at
N -th roots of unity.
Proof. According to formula (2.2) one has
Lin1,...,nl,1,...,1(
a2
a1
, ...,
1
al
, 1, ..., 1, 1− ε) = (62)
In1,...,nl,1,...,1(a1 : ... : al : 1 : ... : 1 : 1− ε)
So to compare the power series and canonical regularizations we need to compare the asymp-
totic expansions of
Lin1,...,nl,1,...,1(x1, ..., xl, 1, ..., 1, 1− ε) and Lin1,...,nl,1,...,1(x1, ..., xl, 1− ε, ..., 1− ε)
Using (2.2) and direct integration we get
Li1,...,1(1, ..., 1, 1− ε) = I1,...,1(1 : ... : 1 : 1− ε) =∫
0<t1<...<tm<1−ε
dt1
t1 − 1
∧ ... ∧
dtm
tm − 1
=
(− log ε)m
m!
Therefore by (61)
Li1,...,1(1, ..., 1, 1− ε)− Li1,...,1(1− ε, ..., 1− ε) (63)
is aQ-linear combination of lower depth multiple ζ’s. Multiplying (63) by Lin1,...,nl,1,...,1(x1, ..., xl, 1, ..., 1)
and using induction on m− l we get the proposition.
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Lemma 2.21 The distribution relations holds for the regularized multiple polylogarithms
Proof. For l > 0 this is clear since the distribution relations obviously hold for the power
series asymptotic expansions. It is easy to see that they also hold for l = −1.
As we see the regularization of multiple polylogarithms does not lead us to new functions.
However adding the regularized double shuffle relations we get new relations between them,
even in the case of the multiple ζ-values. D. Zagier conjectured around 1993, on the basis
of his numerical calculations, that these relations together with Euler’s formula ζ(2) = π2/6
provides all the relations between the multiple zeta values. Here are some examples.
Examples. 1. The weight 3, depth 2 multiple ζ-values. Recall that the canonical regular-
ization gives ζ(1) = 0. The regularized double shuffle relations are
0 = ζ˜(1) · ζ˜(2) = ζ˜(2, 1) + ζ(1, 2) + ζ(3)
and
0 = ζ(1) · ζ(2) = 2 · ζ(1, 2) + ζ(2, 1)
The comparison of canonical and power series regularizations leads to one more relation:
ζ˜(2, 1) = ζ(1, 2). Solving them we get ζ(1, 2) = ζ(3).
Let me remark that the canonical regularization gives ζ(2, 1) = −2ζ(1, 2), and we also got
this from the second shuffle relation.
Notice that in this case none of the double shuffle relations makes sense without regular-
ization, so we must add the regularized relations in order to express ζ(1, 2) via ζ(3)!
2. The weight 4, depth 2 multiple ζ-values. The double shuffle relations which make sense
without regularization are
ζ(2) · ζ(2) = 2 · ζ(2, 2) + ζ(4)
and
ζ(2) · ζ(2) = 2 · ζ(2, 2) + 4 · ζ(1, 3)
The regularization adds two more:
0 = ζ(1) · ζ(3) = ζ(1, 3) + ζ(3, 1) + ζ(4)
0 = ζ(1) · ζ(3) = 2 · ζ(1, 3) + ζ(2, 2) + ζ˜(3, 1)
Finally, the comparison between the canonical and power series regularizations leads to ζ˜(3, 1) =
ζ(3, 1). Solving these equations we get
ζ(3, 1) = −
5
4
ζ(4), ζ(1, 3) =
1
4
ζ(4), ζ(2, 2) =
3
4
ζ(4), ζ(4) =
2
5
ζ(2)2
11. Universality of multiple polylogarithms: analytic version. Suppose that
ω1, ..., ωn are such 1-forms that
∫ γ(1)
γ(0) ω1 ◦ ... ◦ ωn does not depend of a deformation of path γ
preserving the ends. Then this integral is a multivalued function of variable y = γ(1) on Y .
Theorem 2.22 Suppose that a multivalued analytical function F (y) on a rational variety
Y is given by a iterated integral of rational 1-forms. Then it can be expressed by multiple
polylogarithms. More precisely, there exist rational functions f
(i)
j (y) ∈ C(Y ) such that
F (y) =
∑
i
I
n
(i)
1 ,...,n
(i)
l(i)
(f
(i)
1 (y), ..., f
(i)
l (y)) + C
where C is a constant
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Proof. One can suppose that Y is a (Zariski) open subset in CN . Choose a point y and
for any other point x consider line through y and x. Let us prove that the restriction of our
function to this line can be expressed by multiple polylogarithms.
Proposition 2.23 Suppose fi(t), gi(t) are rational functions. Then∫ a2
a1
dg1(t)
f1(t)
◦
dg2(t)
f2(t)
◦ ... ◦
dgn(t)
fn(t)
is a sum of multiple polylogarithms.
Proof. Using factorization and decomposition into partial fractions one can reduce the
proposition to study of the the following integral∫
x1≤t1≤...≤tn≤x2
(t− a1)
k1dt ∧ (t− a2)
k2dt ∧ ... ∧ (t− an)
kndt
If ki 6= −1 then ∫ ti+1
ti−1
(t− ai)
kidt =
(ti+1 − ai)ki+1
ki + 1
−
(ti−1 − ai)ki+1
ki + 1
Lemma 2.24 The function I(x1; a1, ..., an;x2) (see (49)) is a sum of multiple polylogarithms.
Proof. Presenting a path from x1 to x2 as a composition of paths from x1 to 0 and from 0
to x2 and using the product formula (29) we get
I(x1; a1, ..., an;x2) =
n∑
k=0
I(x1; a1, ..., ak; 0)I(0; ak+1, ..., an;x2) (64)
where we assume that I(x1; ∅; 0) := 1. This together with∫
α
ω1 ◦ ... ◦ ωn = (−1)
n
∫
α−1
ωn ◦ ... ◦ ω1 (65)
prove the lemma. Theorem (2.22) is proved.
12. Multiple ζ and L functions and their analytic properties. We define the
multiple zeta functions by
ζ(s1, ..., sm) :=
∑
0<n1<...<nm
1
ns11 ...n
sm
m
Let us see what happens if we try to calculate the value of ζ(s1, s2) at (s1, s2) = (0, 0). The
series defining ζ(s1, s2) are absolutely convergent if Re(s1) > 1 and Re(s1 + s2) > 1. So
ζ(0, s2) =
∑
0<k1<k2
1
ks22
=
∑
0<k2
k2 − 1
ks22
= ζ(s2 − 1) + ζ(s2)
On the other hand in the domain of absolute convergence
ζ(s1, s2) + ζ(s2, s1) + ζ(s1 + s2) = ζ(s1)ζ(s2)
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Thus if we assume analytic continuation of the double zeta we should have
ζ(s1, 0) = −ζ(0, s1)− ζ(s1) + ζ(s1)ζ(0)
Now from the first formula we get
ζ(0, 0) = ζ(−1)− ζ(0) =
5
12
and from the second
2ζ(0, 0) = −ζ(0) + ζ(0)2 =
3
4
So we get two different values for ζ(0, 0)!. This argument led to claims in the literature that
ζ(s1, ..., sm) “does not seem to be very nice: in particular, it does not have a unique analytic
continuation to values outside the domain of absolute convergence”.
We show below that multiple ζ, and more generally multiple Dirichlet L-series, do have an
analytic continuation to a meromorphic function in (s1, ..., sm) variables with simple poles at
cetain families of hyperplanes. We compute the residues.
In particular ζ(s1, s2) = s1/(s1 + s2) + regular terms near (0, 0). So ζ(s1, s2) + ζ(s2, s1)
has no singularity at (0, 0), but indeed
lim
s1→0
ζ(s1, 0) 6= lim
s2→0
ζ(0, s2)
and moreover the restriction of ζ(s1, s2) to line through zero has a limit at (0, 0), but these
limits depend on the direction of the line.
We view multiple zeta functions as an analytic interpolation of the family of framed mixed
Tate motives over Z given by their special values at positive integers. The multiple zeta
functions do not have an Euler product.
Multiple Dirichlet series. Let χ1, ..., χm be periodic functions on Z with periods N1, ..., Nm.
In this section we study analytic properties of multiple Dirichlet L-functions:
Lχ1,...,χm(s1, ..., sm) =
∑
0<n1<...<nm
χ1(n1) · ... · χm(nm)
ns11 ...n
sm
m
In particular we have multiple ζ-functions
ζ(s1, ..., sm) :=
∑
0<n1<...<nm
1
ns11 ...n
sm
m
Product of two multiple Dirichlet L-series is a sum of multiple Dirichlet L-series. For
example
Lχ1(s1)Lχ2(s2) = Lχ1,χ2(s1, s2) + Lχ2,χ1(s2, s1) + Lχ1·χ2(s1 + s2)
Analytic continuation of multiple ζ-functions. The results below were obtained by the
author and by M.Kontsevich (unpublished) in 1995. For the Riemann ζ-function it follows
from the integral formula
Γ(s)ζ(s) =
∫ ∞
0
xs−2 · xdx
ex − 1
(66)
Namely, let xs+ be the distribution whose value on a smooth test function ϕ(x) is given for
Res > 1 by < xs+, ϕ(x) >:=
∫∞
0
xsϕ(x)dx. It is well known (see [GS]) that the generalized
function xs−1+ /Γ(s) admits an analytic continuation to a holomorphic function in s such that
xs−1+
Γ(s)
|s=−n = δ
(n)(x), n ≥ 0
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where < δ(n)(x), ϕ(x) >:= (−1)nϕ(n)(0). Considering the right hand side of (66) as the value
of the distribution xs−2+ on the smooth test function x/e
x − 1 we immediately get analytic
continuation and special values at s = 0,−1,−2, ... of ζ(s).
For the multiple ζ-functions we proceed in a similar way.
Theorem 2.25 ζ(s1, ..., sm) extends to a meromorphic function in C
m with the following
singularities:
i) a simple pole along the hyperplane sm = 1 with the residue ζ(s1, ..., sm−1)
ii) simple poles along the hyperplanes of the following families:
s1 + ...+ sm = m− k1, s2 + ...+ sm = m− 1− k2, ..., sm−1 + sm = 2− km−1 ki ≥ 0
Proof. The series defining ζ(s1, ..., sm) are absolutely convergent if Re sm > 1 and Re
(s1 + ...+ sm) > m.
Lemma 2.26
Γ(s1)· ... ·Γ(sm)ζ(s1, ..., sm) =
∫ ∞
0
...
∫ ∞
0
ts1−11 · ... · t
sm−1
m dt1...dtm
(et1+...+tm − 1)(et2+...+tm − 1) · ... · (etm − 1)
(67)
Proof. Notice that
m∏
k=1
1
etk+...+tm − 1
=
∑
k1>0
e−k1(t1+t2+...+tm) ·
∑
k2>0
e−k2(t2+...+tm) · ... ·
∑
km>0
e−kmtm =
∑
ki>0
e−k1t1−(k1+k2)t2−(k1+...+km)tm
So after the integration of the right hand side we get
Γ(s1) · ... · Γ(sm)
∑
k1,...,km>0
1
ks11 · ... · (k1 + ...+ km)
sm
The lemma is proved.
Unfortunately the expression
m∏
k=1
1
etk+...+tm − 1
has a singularity of type
∏m
k=1(tk + ...+ tm)
−1 so the right hand side of (67) is not the value
of the distribution
ts1−11+ · ... · t
sm−1
m+ dt1...dtm (68)
on a smooth test function. The situation is saved by substitution
x1 = t1 + ...+ tm; x1x2 = t2 + ...+ tm; ...; x1...xm = tm <=>
tm = x1...xm; tl−1 = x1...xm−1(1− xm); ...; t1 = x1(1− x2)
Notice that ti ≥ 0 if and only if x1 ≥ 0 and 0 ≤ xi ≤ 1 for i > 1. Using it we rewrite the
integral as
Γ(s1) · ... · Γ(sm)ζ(s1, ..., sm) =∫ ∞
0
∫ 1
0
...
∫ 1
0
∏m
p=1 x
sp+...+sm−1
p
∏m
q=2(1− xq)
sq−1dx∏m
p=1(e
x1...xp − 1)
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Now
ϕ(x1, ..., xm) :=
xm1 x
m−1
2 ...xm∏m
k=1(e
x1...xk − 1)
is a perfectly smooth function and
(sm − 1) · ζ(s1, ..., sm)∏m−1
k=1 Γ(sk + ...+ sm − (m− k + 1))
is the value of the distribution
m∏
k=1
x
sk+...+sm−(m−k+2)
k+
Γ(sk + ...+ sm − (m− k + 1))
·
m−1∏
k=1
(1− xk+1)
sk−1
+
Γ(sk)
· dx (69)
on the smooth function ϕ(x1, ..., xm). The distributions appearing as the factors in this prod-
uct are holomorphic functions in the s-variables. Their wave fronts are transversal. So their
product makes sense and it is an entire function in s. The theorem is proved.
Example. One has
(s2 − 1)
Γ(s1 + s2 − 2)
· ζ(s1, s2) =
∫ ∞
0
∫ 1
0
xs1+s2−31 x
s2−2
2 (1− x2)
s1−1 · x21x2 · dx1dx2
Γ(s1 + s2 − 2)Γ(s2 − 1)Γ(s1) · (ex1 − 1)(ex1x2 − 1)
Thus the double ζ-function ζ(s1, s2) is the value of the distribution
xs1+s2−31+ x
s2−2
2+ (1− x2)
s1−1
+ · dx1dx2
Γ(s1)Γ(s2)
on ϕ(x1, x2) =
x21x2
(ex1 − 1)(ex1x2 − 1)
Residues. The multiple residue of ζ(s1, ..., sm) at s1 = ... = sm = 1 is 1. This is the most
singular point of the multiple zeta function, the only point where the m-th multiple residue is
non zero.
To find all the residues of the multiple zeta function it is sufficient to find the residues on
the hyperplanes. In general the residue on a hyperplane sl+ ...+ sm = (m− l+1)− k has the
following structure. It is a linear combination with rational coefficients of ζ(s1, ..., sl−1) and
rational functions (products of ”binomial coefficients” ) on variables sl+1, ..., sm. The rational
coefficients are products of values of Riemann ζ’s at negative points. The precise statements
see in the theorem 2.27.
Recall the definition of Bernoulli numbers and their relationship with the special values of
the Riemann ζ-function:
x
ex − 1
=
∑
n≥0
Bn
n!
xn, ζ(1 − n) = −
Bn
n
, n > 1; ζ(0) = B1 = −1/2
For any integer k ≥ −1 we will use notations(
s
k
)
:=
Γ(s+ 1)
k!Γ(s− k + 1)
, k ≥ 0;
(
s
−1
)
:=
1
s+ 1
Set βp := Bp/p for p > 0 and β0 = 1, and
Qpl,...,pm(sl, ..., sm) :=
l∏
i=m
(∑m
α=i(sα + pα − 1)− 1
pi − 1
)
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Theorem 2.27 The residue of ζ(s1, ..., sm) on the hyperplane
sl + ...+ sm = (m− l + 1)− k (70)
where k ≥ 0 is an integer, equals∑
pl+1+...+pm=k
βpl+1 · ... · βpm · ζ(s1, ..., sl−1) ·Qpl+1,...,pm(sl+1, ..., sm)
Examples. 0. If l = m and k = 0 we recover part i) of theorem 2.25.
1. One has
Ress1+s2=2−kζ(s1, s2) = βk ·
Γ(s2 + k − 1)
Γ(s2)
= βk ·
(
s2 + k − 2
k − 1
)
For instance the residues of ζ(s1, s2) at the lines s1 + s2 = 2− k for k = 0, 1, 2, 3, 4 are
1
s2 − 1
, −
1
2
,
s2
12
, 0, −
s2(s2 + 1)(s2 + 2)
720
,
2. The residue of ζ(s1, s2, s3) at s1 + s2 + s3 = 3− k is∑
p2+p3=k
βp2βp3
(
s2 + s3 + p2 + p3 − 3
p2 − 1
)(
s3 + p3 − 2
p3 − 1
)
3. The residue of ζ(s1, s2, s3) at s2 + s3 = 2− k is
βk · ζ(s1) ·
(
s3 + k − 2
k − 1
)
Proof. It consists of two steps. First we derive a formal expression
ζ(s1, ..., sm)” = ”
∑
pl,...,pm≥0
βpl · ... · βpmQpl,...,pm(sl, ..., sm)×
ζ
(
s1, ..., sl−2, sl−1 +
m∑
α=l
(sα + pα − 1)
)
(71)
paying no attention to the problems of convergence of the right hand side.
Then we show that only finite number of the terms on the right have non zero residues
on the hyperplane (70). Going back to the first step it is easy to justify that the residue of
the left hand side indeed equals to the residue of the right hand side. One could take residues
from the beginning, thus avoiding suspicious infinite sums; however (71) seems to be a quite
useful expression itself: for instance the right hand side is also a finite sum when sl, ..., sm are
non positive integers, thus giving a formula for the values of multiple zetas at non positive
points, see theorem 2.28 below.
Examples of formula (71). 1.
ζ(s1, s2) =
∑
p≥0
βp
(
s2 + p− 2
p− 1
)
ζ(s1 + s2 + p− 1)
ζ(s1, s2, s3) =
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∑
p2,p3≥0
βp2βp3
(
s2 + s3 + p2 + p3 − 3
p2 − 1
)(
s3 + p3 − 2
p3 − 1
)
ζ(s1 + s2 + s3 + p2 + p3 − 2) (72)
Proof. Let us spell the details of the proof of formula (72). Recall that
Γ(s1)Γ(s2)Γ(s3) · ζ(s1, s2, s3)
is the value of the distribution
xs1+s2+s3−41+ · x
s2+s3−3
2+ (1− x2)
s1−1
+ · x
s3−2
3+ (1− x3)
s2−1
+ dx (73)
on ϕ(x1, x2, x3). Consider the following expansion of ϕ(x1, x2, x3) into formal series:
x1
ex1 − 1
·
∑
p2,p3≥0
Bp2
p2!
Bp3
p3!
(x1x2)
p2(x1x2x3)
p3 (74)
Notice that for given x1 this series converge only in a small domain near (x2, x3) = (0, 0). So
if we simply evaluate the distribution (73) on each term of this series and then take a sum it
a priory does not converge. However let us compute for given p2, p3 the corresponding triple
integral. It is clearly a product of the constant
Bp2
p2!
Bp3
p3!
(75)
and three one dimensional integrals. The integral along x1 equals
Γ(s1 + s2 + s3 + p2 + p3 − 2)ζ(s1 + s2 + s3 + p2 + p3 − 2) (76)
The integrals along x2 and x3 are Euler’s B-integrals, so the integral along x2 gives
Γ(s2 + s3 + p2 + p3 − 2)Γ(s1)
Γ(s1 + s2 + s3 + p2 + p3 − 2)
(77)
and the integral along x3 equals
Γ(s3 + p3 − 1)Γ(s2)
Γ(s2 + s3 + p3 − 1)
(78)
Multiplying the factors (75) - (78), dividing them by Γ(s1)Γ(s2)Γ(s3) and we obtain just the
term of the formula (72) corresponding to given p2, p3.
In general we proceed the same way. First of all we write ϕ(x1, ..., xm) as series
l−1∏
i=1
x1...xi
ex1...xi − 1
·
∑
pl,...,pm≥0
Bpl
pl!
· ... ·
Bpm
pm!
(x1...xl)
pl · ... · (x1...xm)
pm
For given pl, ..., pm the m-dimensional integral splits to a product of a constant and the
following integrals: the integral along x1, ..., xl−1, and integrals along xk, k ≥ l, which are
B-functions. Taking their product we get the needed summand of the formula (71).
Now we calculate similarly the residue of ζ(s1, ..., sm) on the hyperplane (70). Let us show
that we get a (finite) sum of the residues of the terms of (71) with pl+ ...+pm ≤ (m− l+1)−k.
For simplicity let us spell the details in the case l = 2,m = 3. The distribution (73) is a
direct product of the three distributions sitting on the lines with coordinates x1, x2 and x3.
Notice that
xs2+s3−32+ (1− x2)
s1−1
+
Γ(s2 + s3 − 2)
|s2+s3−2=−k = δ
(k)(x2) · (1− x2)
s1−1
+
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Therefore the residue of the distribution (73) at s2 + s3 = 2− k evaluated on a test function
ψ(x1, x2, x3) will be zero provided
ψ(i)x2 (x1, 0, x3) = 0 for i > k (79)
Now if we subtract from the function ϕ(x1, x2, x3) the terms of the sum (74) with p2+ p3 ≤ k
we get a function satisfying the condition (79) above. So calculating the residue we can pay
attention only to the terms with p2 + p3 ≤ k.
Now return to the general case and look more carefully at the expression
Γ(sl + ...+ sm + pl + ...+ pm − (m− l + 1))
(pl − 1)!Γ(sl + ...+ sm + pl+1 + ...+ pm − (m− l))
(80)
which is the first factor in the product defining the rational function
Qpl,...,pm(sl, ..., sm). The denominator in (80) is non zero on the hyperplane (70) only if
pl+1 + ...+ pm ≥ k. This means that (80) has a nonzero residue on the hyperplane (70) only
if pl = 0 and pl+1 + ... + pm = k. In this case the residue of (80) is equal to 1. The theorem
is proved.
Special values when some of si are not positive integers.
Theorem 2.28 If sl, ..., sm are non positive integers then the right hand side of formula (71)
gives an expression of ζ(s1, ..., sm) as a finite linear combination of multiple zeta functions of
depth l − 1.
Examples. 1. If s3 is a non positive integer then
ζ(s1, s2, s3) =
∑
p3≥0
βp3ζ(s1, s2 + s3 + p3 − 1)
(
s3 + p3 − 2
p3 − 1
)
where the sum on the right is finite.
2. If s3, s4 are negative integers then
ζ(s1, s2, s3, s4) =∑
p3,p4≥0
βp3βp4ζ(s1, s2 + s3 + s4 + p3 + p4 − 2)
(
s3 + s4 + p3 + p4 − 3
p3 − 1
)(
s4 + p4 − 2
p4 − 1
)
Proof. Suppose that sl, ..., sm are non positive integers. We claim that the terms of (71)
could be non zero only if the following conditions are satisfied:
m∑
i=l
(si + pi − 1) ≤ 0 for l ≤ m (81)
Indeed, (
sm + pm − 2
pm − 1
)
=
Γ(sm + pm − 1)
(pm − 1)! · Γ(sm)
and 1/Γ(sm) = 0 for non positive integer sm. So this binomial coefficient could be nonzero
only if sm + pm − 1 ≤ 0. And so on. Notice that only a finite number of non positive integers
pl, ..., pm satisfy the conditions (81) provided sl, ..., sm are non positive integers.
Similarly to the proof of theorem 2.27 one can justify formula (71) in our case.
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Analytic continuation of multiple Dirichlet series. Set
ϕχ1,...,χm(x1, ..., xm) :=
∑
0<mi≤Ni
m∏
i=1
e−mix1...xi · χi(m1 + ...+mi)x1...xi
1− e−Nix1...xi
For example
ϕχ1,χ2(x1, x2) =
∑
0<mi≤Ni
e−m1x1−m2x1x2 · χ1(m1)χ2(m1 +m2)x21x2
(1− e−N1x1)(1− e−N2x1x2)
Theorem 2.29 Let χ1, ..., χm are periodic functions with periods N1, ..., Nm. Then
a) Γ(s1) · ... · Γ(sm) · Lχ1,...,χm(s1, ..., sm) equals to the value of the distribution (69) on
ϕχ1,...,χm(x1, ..., xm).
b) Lχ1,...,χm(s1, ..., sm) extends to a meromorphic function in C
m which has simple poles
along the hyperplanes of the following families:
s1+ ...+ sm = m− k1, s2+ ...+ sm = m− 1− k2, ..., sm−1+ sm = 2− km−1 ki ≥ 0
and a simple pole along the hyperplane sm = 1 with the residue
Nm∑
a=1
χm(a) · Lχ1,...,χm−1(s1, ..., sm−1)
Proof. Part b) follows immediately from the part a). We spell the details of the proof of
part a) in the case m = 2. The general case is similar. By definition
Γ(s1)Γ(s2) · Lχ1,χ2(s1, s2) = Γ(s1)Γ(s2) ·
∑
ni>0
χ1(n1)χ2(n1 + n2)
ns11 (n1 + n2)
s2
=
∑
ni>0
∫ ∞
0
∫ ∞
0
e−n1t1e−(n1+n2)t2χ1(n1)χ2(n1 + n2)t
s1−1
1 t
s2−1
2 dt1dt2
Writing ni = kiNi +mi where ki ≥ 0 and 0 < mi ≤ Ni and setting
Cχ1,χ2(t1, t2) :=
∑
0<mi≤Ni
e−m1(t1+t2)e−m2t2χ1(m1)χ2(m1 +m2)
we rewrite the last expression as∫ ∞
0
∫ ∞
0
(∑
ki≥0
e−k1N1(t1+t2)e−k2N2t2
)
Cχ1,χ2(t1, t2)t
s1−1
1 t
s2−1
2 dt1dt2 =
∫ ∞
0
∫ ∞
0
Cχ1,χ2(t1, t2)t
s1−1
1 t
s2−1
2
(1− eN1(t1+t2))(1− eN2t2)
dt1dt2
Making the usual substitution
t1 + t2 = x1, t2 = x1x2 <=> t1 = x1(1− x2), t2 = x1x2
we get the integral representation from the part a).
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3 The mixed Tate motives over a ring of S-integers in a
number field
The triangulated category of mixed motives over an arbitrary filed F has been constructed,
independently, in the fundamental works by M. Levine [L] and V. Voevodsky [V]. Their theories
lead to equivalent categories ([L]).
The Beilinson-Soule´ vanishing conjecture blocks any attempts to construct an abelian
category of mixed motives over an arbitrary filed F . However if F is a number field the
vanishing conjecture follows from the results of Borel and Beilinson [Bo], [Be1]. Using this
one can deduce the existence of the abelian category MT (F ) of mixed Tate motives over a
number field F satisfying all the desired properties, see chapter 5 of [G8] or [L1].
Unfortunately so far a construction similar to [L] or [V] of the triangulated category of
motives over a Noetherian scheme, or even over SpecZ, with the expected Ext’s, is still far
from being available.
Let SpecOF,S be the scheme obtained by deleting a finite set S of closed points from the
spectrum of the ring of integers of a number field F . We show in this chapter that, using
the Tannakian formalism, one can nevertheless construct an abelian category MT (OF,S) of
mixed motives over the scheme SpecOF,S with all the desired properties, including the formula
expressing the Ext groups with K-theory of the ring OF,S .
We start by recalling the Tannakian formalism for mixed Tate categories addressed on the
language of framed objects (see [BMS], [BGSV]). For the proofs (in a more general setting)
see chapter 3 of [G9].
1. A review of the Tannakian formalism for mixed Tate categories. Let K be a
characteristic zero field. LetM be a TannakianK-category with an invertible objectK(1). So
in particular M is an abelian tensor category. Set K(n) := K(1)⊗n. Recall ([BD2]) that the
pair (M,K(1)) is called a mixed Tate category if the objectsK(n) are mutually nonisomorphic,
any simple object is isomorphic to one of them and Ext1M(K(0),K(n)) = 0 if n ≤ 0. A pure
functor between two mixed Tate categories (M1,K(1)1) and (M2,K(1)2) is a tensor functor
ϕ :M1 −→M2 equipped with an isomorphism ϕ(K(1)1) = K(1)2.
It is easy to show that any object M of a mixed Tate category has a canonical weight
filtration W•M indexed by 2Z such that gr
W
2nM is a direct sum of copies of K(−n), and
morphisms are strictly compatible with the weight filtration. The functor
Ψ = ΨM :M−→ V ect•, M 7−→ ⊕nHomM(K(−n), gr
W
2nM)
to the category of graded K-vector spaces is a fiber functor. Let
L•(M) := Der(Ψ) := {F ∈ EndΨ|FX⊗Y = FX ⊗ idY + idY ⊗ FY }
be the space of its derivations. It is a negatively graded pro-Lie algebra over K called the
fundamental Lie algebra of the mixed Tate category M.
Let Ψ˜ be the fiber functor to the category of finite dimensional K-vector spaces obtained
from Ψ by forgetting the grading. Then the automorphisms of the fiber functor respecting
the tensor structure provide a pro-algebraic group scheme over K, denoted Aut⊗Ψ˜. It is a
semidirect product of Gm and a pro-unipotent group scheme U(M). The pro-Lie algebra
L•(M) is the Lie algebra of U(M). The action of Gm provides a grading on L•(M).
According to the Tannakian formalism the functor Ψ provides an equivalence between the
categoryM and the category of finite dimensional modules over the pro-group scheme Aut⊗Ψ˜.
This category is naturally equivalent to the category of graded finite dimensional modules over
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the group scheme U(M). Since U(M) is pro-unipotent, the last category is equivalent to the
category graded finite dimensional modules over the graded pro-Lie algebra L•(M).
Pure functors (M1,K(1)1) −→ (M2,K(1)2) between the mixed Tate categories are in
1− 1 correspondence with the graded Lie algebra morphisms L•(M2) −→ L•(M1).
Let U•(M) := End(Ψ) be the space of all endomorphisms of the fiber functor Ψ. It is a
graded Hopf algebra isomorphic to the universal enveloping of the Lie algebra L•(M).
Recall that a Lie coalgebra is a vector space D equipped with a linear map δ : D −→ Λ2D
such that the composition D
δ
−→ Λ2D
δ⊗1−1⊗δ
−→ Λ3D is zero. If D is finite dimensional then it
is a Lie coalgebra if and only if its dual is a Lie algebra.
Let G be a unipotent algebraic group over Q. Then the ring of regular functions Q[G]
is a Hopf algebra with the coproduct induced by the multiplication in G. The (continuous)
dual of its completion at the group unit e is isomorphic to the universal enveloping of the
Lie algebra Lie(G) of G. Let Q[G]0 be the ideal of functions equal to zero at e. Then the
coproduct induces on Q[G]0/Q[G]0 ·Q[G]0 the structure of a Lie coalgebra dual to Lie(G).
In this paper we employ the duality V 7−→ V ∨ between the Ind- and pro-objects in the
category of finite dimensional K-vector spaces. The graded dual Hopf algebra U•(M)∨ :=
⊕k≥0U−k(M)
∨ can be identified with the Hopf algebra of regular functions on the pro-group
scheme U(M). Therefore its quotient by the square of the augmentation ideal
L•(M) :=
U>0(M)∨
U>0(M)∨ · U>0(M)∨
is a Lie coalgebra. The cobracket δ on L•(M) is induced by the restricted coproduct
∆′(X) := ∆(X)− (X ⊗ 1 + 1⊗X) (82)
on U•(M)
∨. The graded dual to the Lie coalgebra L•(M) is identified with the fundamental
Lie algebra L•(M). Below we recall a more efficient way to think about it.
2. The Hopf algebra of framed objects in a mixed Tate category (cf. [BMS],
[BGSV], [G9]). Recall (cf. [ES], chapter 8) that a Hopf algebra over a field k is a k-vector
space A with the following additional structures:
1. Multiplication µ : A⊗A −→ A.
2. Comultiplication ∆ : A −→ A⊗A.
3. Unit i : A −→ k. 4. Counit ε : k −→ A. 5. Antipode S : A −→ A.
They must obey the following properties:
1. The map µ defines a structure of an associative algebra on A with unit i(1).
2. The maps ∆ and ε define a structure of a coassociative algebra on A.
3. The maps ∆ : A −→ A⊗A and ε : A→ k are homomorphisms of algebras.
4. The map S is a linear isomorphism satisfying the relations
µ ◦ (S ⊗ id) ◦∆ = µ ◦ (id⊗ S) ◦∆ = i ◦ ε (83)
A bilagebra is a k-vector space equipped with the structures 1 − 4 satsfying the axioms
1− 3.
Lemma 3.1 Suppose that A = A• is a commutative bialgebra graded by non negative integers
n ≥ 0 such that A0 = k. Then there exists unique antipode map S on A•.
Proof. Indeed, the condition (83) determines uniquely the restriction of the map S to An
by induction. One has S|A0 = id. For example S|A1 = −id and S|A2 = −id + µ∆1,1 where
∆1,1 is the A1 ⊗A1 component of the coproduct.
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Let n ≥ 0. Say that M is an n-framed object of M if it is supplied with a nonzero
morphisms v0 : K(0) −→ grW0 M and fn : gr
W
−2nM −→ K(n).
Consider the coarsest equivalence relation on the set of all n-framed objects for which
M1 ∼ M2 if there is a map M1 → M2 respecting the frames. For example replacing M by
W0M/W−2p−2M we see that any n-framed object is equivalent to a one M with W−2−2nM =
0, W0M = M . Let An(M) be the set of equivalence classes. It has a structure of an abelian
group with the composition law defined as follows:
[M, v0, fn] + [M
′, v′0, f
′
n] := [M ⊕M
′, (v0, v
′
0), fn + f
′
n]
It is straitforward to check that the composition law is well defined on equivalence classes of
framed objects. Indeed, if ϕ : M˜ −→M is a morphism providing an equivalence of the framed
objects [M˜, v˜0, f˜n] ∼ [M, v0, fn] then ϕ⊕ id : M˜ ⊕M ′ −→M ⊕M ′ provides an equivalence.
The neutral element is K(0)⊕K(n) with the obvious frame. The inversion is given by
−[M, v0, fn] := [M,−v0, fn] = [M, v0,−fn]
See ch. 2 of [G9] for a proof of the fact that K(0) ⊕K(n) is indeed a neutral elelment, and
this formula defines an inverse.
The composition f0 ◦ v0 : K(0)→ K(0) provides an isomorphism A0(M) = K.
The tensor product induces the commutative and associative multiplication
µ : Ak(M)⊗Aℓ(M)→ Ak+ℓ(M)
One varifies that it is well defined on equivalence classes using an argument similar to the one
used for the additive structure on Ak(M). The init is given by 1 ∈ K = A0(M). The counit
is the projection of A•(M) onto its 0-th component.
Let us define the comultiplication
∆ =
⊕
0≤k≤n
∆k,n−k : An(M)→
⊕
0≤k≤n
Ak(M)⊗An−k(M)
Choose a basis {bi}, where 1 ≤ i ≤ m, of HomM(K(p), grW−2pM) and the dual basis {b
′
i}
of (HomM(gr
W
−2pM,K(p)). Then
∆p,n−p[M, v0, fn] :=
m∑
i=1
[M, v0, b
′
i]⊗ [M, bi, fn](−p)
In particular ∆0,n = id⊗ 1 and ∆n,0 = 1⊗ id. Set A•(M) := ⊕An(M).
Theorem 3.2 a) A•(M) has a structure of a graded Hopf algebra over K with the commu-
tative multiplication µ and the comultiplication ∆.
b) The Hopf algebra A•(M) is canonically isomorphic to the Hopf algebra U•(M)∨.
Proof. a) Let us show that the coproduct is well defined on equivalence classes of framed
objects. It is sufficient to prove this for equivalences given by injective and surjective mor-
phisms in M. Indeed, if ϕ :M −→M ′ respects the frames in M and M ′ then the projection
M −→ M/Ker(ϕ) and injection M/Ker(ϕ) →֒ M ′ also respect the frames. Let us suppose
that
ϕ : [M, v0, fn] →֒ [M
′, v′0, f
′
n]
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is an equivalence. Choose a basis {bi} of HomM(K(p), grW−2pM
′) such that b1, ..., bs is a
basis in HomM(K(p), gr
W
−2pM
′). Then [M ′, v0, b
′
i] = 0 for i > s. Indeed, we may assume
that W−2p−2M
′ = 0, and also GrW0 M
′ = K(0). Then there is a natural injective morphism
K(p)⊕M ∩M ′ →֒M ′ respecting the frames, and the projection
K(p)⊕ (M ∩M ′) −→ K(p)⊕ (M ∩M ′)/W−2(M ∩M
′) = K(p)⊕K(0)
The statement is proved. The arguments in the case of the projection are completly similar
(and can be obtained by dualization).
It is straitforward to show that ∆ and µ satisfy the Hopf axiom, i.e. the condition 2 above.
It is also straitforward to check that ∆ is coassociative. The part a) of the theorem is proved.
b) We follow the proof of theorem 3.3 in [G9] making some necessary corrections. The
canonical isomorphism ϕ : A•(M) → U•(M)∨ is constructed as follows. Let F ∈ End(Ψ)n
and [M, v0, fn] ∈ An(M). Denote by FM the endomorphism of Ψ(M) provided by Ψ. Then
< ϕ([M, v0, fn]), F >:= < fn, FM (v0) >
It is obviously well defined on equivalence classes of framed objects. One easyly checks that
ϕ is a morphism of graded Hopf algebras.
Let us show that ϕ is surjective. Recall that for a commutative non negatively graded Hopf
algebra A• the space of primitives CoLie(A•) := A>0/A2>0 has a Lie coalgebra structure, and
the dual to the universal enveloping of the dual Lie algebra is canonically isomorphic to A•.
Since ϕ is a map of Hopf algebras it provides a morphism of the Lie coalgebras
ϕ : CoLie(A•(M)) −→ CoLie(U•(M)
∨)
Let us show that this map is surjective. Let f be a functional on CoLie(U•(M)∨) which is
zero on the graded components of the degree 6= n. Consider f as a functional on U•(M)∨,
and denote by Ker(f) its kernel. Then U•(M)∨/Ker(f) = K(−n) is a one dimensional space
sitting in degree −n. The graded k-vector spaceK(0)⊕U•(M)
∨/Ker(f) has a U•(M)∨-module
structure: an elementX ∈ U>0(M)∨ sends 1 ∈ K(0) 7−→ f(X) ∈ K(−n) and annihilatesK(−n).
Since by the definintion of f the square of the augmentation ideal acts by zero, we get a well
defined action of U•(M)∨. Therefore the map ϕ is surjective.
Dualizing ϕ we get an injective map of Lie algebras, and hence an injective map of the
corresponding universal enveloping algebras. Dualizing it we prove the surjectivity of ϕ.
Now let us show that ϕ is injective. Using the Tannaka theory we may assume that M
is the category of finite dimensional representations of the Hopf algebra U•(M). Suppose
that ϕ
(
[M, v0, fn]
)
= 0. Consider the cyclic submodule U•(M) · K(0). It has no non zero
components in the degree −n, since otherwise ϕ[M, v0, fn] 6= 0. Thus there are maps
K(0) ⊕K(−n) ←− U•(M) ·K(0) ⊕K(−n) −→M/W<−nM
respecting the frames. Thus [M, v0, fn] = 0.
The part b), and hence the theorem are proved.
Under the equivalence between the tensor category M and the category of graded finite
dimensional comodules over the Hopf algebra A•(M) an object M of M corresponds to
the graded comodule Ψ(M) with A•(M)-coaction Ψ(M)⊗ Ψ(M∗) −→ A•(M) given by the
formula
xm ⊗ yn −→ the class of M framed by xm, yn (84)
We call the right hand side the matrix coefficient of M corresponding to xm, yn.
The restricted coproduct ∆′ provides the quotient A•(M)/(A>0(M))2 with the structure
of a graded Lie coalgebra with cobracket δ. It is canonically isomorphic to L•(M).
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Lemma 3.3 Each equivalence class of n-framed objects contains a unique minimal represen-
tative, which appears as a subquotient in any n-framed object from the given equivalence class.
Proof. Suppose we have morphisms M1
f
←− N
g
−→ M2 between the n-framed objects
respecting the frames. For any n-framed object X we can assume that grW2mX = 0 unless
−n ≤ m ≤ 0 and grW−2nX = Q(n); gr
W
0 X = Q(0). Taking the subquotient Im(f) of M1 we
may suppose that f is surjective. Then grW0 Ker(f) = gr
W
−2nKer(f) = 0. Therefore g(Ker(f))
has the same property, and hence M2 is equivalent to N
′
2 := M2/Ker(f). The lemma follows
from these remarks.
3. The triangulated category of mixed Tate motives over F (cf. [V]). Let DMF
be the triangulated category of motives over a field F as constructed by V. Voevodsky in
[V]. Recall that an object in DMF is a complex of regular (but not necessarily projective)
varieties X1 −→ X2 −→ ... −→ Xn where the arrows are given by finite correspondences and
the composition of any two successive arrows is zero. The Tate motive Q(1) is defined as the
object P 1 −→ ∗ of DMF sitting in degrees [−2,−3], where ∗ is a point. One has the basic
formula conjectured by Beilinson:
ExtiDMF (Q(0),Q(n)) = gr
γ
nK2n−i(F )⊗Q (85)
We define the triangulated category of mixed Tate motives DT (F ) as the triangulated subcat-
egory of DMF generated by the objects Q(i), i ∈ Z, see s. 5.4 of [G8] for more details. As
we mentioned above, similar results are provided by M.Levine’s theory [L].
Here is a useful specific way to get objects in the category DMF which will be used below.
For a set X denote by Z[X ] the free abelian group generated by the elements of X . Let C be
a category. We define a new category Z[C] whose objects are the objects of C, and
MorZ[C](X,Y ) := Z[MorC(X,Y )]
A complex X1
d
−→ X2
d
−→ ...
d
−→ Xn of objects of the category C is defined by the morphisms
d : Xk −→ Xk+1 in Z[C] such that d ◦ d = 0.
Let Y• be a complex of topological spaces. Applying the singular chain complex functor
Y −→ S∗(Y ) to each member of the complex we get a bicomplex. The Betti homologyHBn (Y•)
are the homology of the total complex of this bicomplex. One can generalize all this to the
case of algebraic varieties, and define the De Rham, e´tale, or other cohomology of a complex
of varieties.
4. The abelian category of mixed Tate motives over a number field. Let F
be a number field. Then it follows from the results [Bo], [Be1] that the Beilinson and Borel
regulators coincides up to a non zero rational factor. This implies the Beilinson-Soule´ vanishing
conjecture for number fields. One has
grγnK2n−1(F )⊗Q = K2n−1(F )⊗Q; K2n(F )⊗Q = 0 n > 0, K0(F ) = Z (86)
Therefore, as explained in ch. 5 of [G8], or in [L1], one can define the abelian categoryMT (F )
of mixed Tate motives over F with all the needed properties. In particular it is a Tate category
and its derived category is equivalent to the triangulated subcategory of DT (F ). Combining
this with (85) and (86) we get
Ext1MT (F )(Q(0),Q(n)) = K2n−1(F )⊗Q, (87)
ExtiMT (F )(Q(0),Q(n)) = 0 for i > 1 (88)
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This means that the fundamental Lie algebra of the category MT (F ), which we denote by
L•(F ), is isomorphic to a free graded pro-Lie algebra over Q generated by the duals to finite
dimensional Q-vector spaces (computed by Borel)
K2n−1(F )⊗Q = [Z
Hom(F,C) ⊗ R(n− 1)]+, n > 1 (89)
sitting in the degrees −n, and the infinite dimensional Q-vector space (F ∗ ⊗Q)∨ for n = −1.
The isomorphism (89) is given by the regulator map.
The category MT (F ) is equipped with an array of realization functors. We construct in
the next subsection the Hodge and e´tale realizations.
5. Other examples of mixed Tate categories and realization functors. Here is a
general method of getting mixed Tate categories (cf. [BD2]). Let F be a field of characteristic
zero, C be any Tannakian F -category and K(1) be a rank one object of C such that the objects
K(i) := K(1)⊗i i ∈ Z, are mutually nonisomorphic. An object M of C is called a mixed Tate
object if it admits a finite increasing filtration W• indexed by 2Z, such that Gr
W
2kM is a direct
sum of copies of K(k). Denote by T C the full subcategory of mixed Tate objects in C. Then
T C is a Tannakian subcategory in C and (T C,K(1)) is a mixed Tate category.
Further, if (Ci,K(1)i) are as above and ϕ : C1 −→ C2 is a tensor functor equipped with
an isomorphism ϕ(K(1)1) = K(1)2, then ϕ(T C1) ⊂ T C2 and the restriction of ϕ on T C1 is a
pure functor.
We use this set up below to construct the realization functors.
1. The category of Q-rational Hodge-Tate structures. Applying the above construction to
the category MHS/Q of mixed Hodge structures over Q we get the mixed Tate category HT
of Q-rational Hodge-Tate structures. Namely, a Q-rational Hodge-Tate structure is a mixed
Hodge structure over Q with hp,q = 0 if p 6= q. Equivalently, a Hodge-Tate structure is a
Q-rational mixed Hodge structure with weight −2k quotients isomorphic to a direct sum of
copies of Q(k). Set H• := A•(HT ). Then
H1 = Ext
1
HT (Q(0),Q(1)) = Ext
1
MHS/Q(Q(0),Q(1)) =
C
2πiQ
= C∗ ⊗Q (90)
Example. The extension corresponding via isomorphism (90) to a given z ∈ C∗ is provided
by the Q-rational Hodge-Tate structureH(z), also denoted l˜og(z), defined by the period matrix(
1 0
log(z) 2πi
)
Let me recall its construction. Denote by HC the two dimensional C-vector space with a basis
e0, e−1. The Q-vector space H(z)Q is the subspace generated by the columns of the matrix,
i.e. the vectors e0 + log z · e−1 and 2πie−1. The weight filtration on H(z)Q is given by
W0H(z)Q = H(z)Q, W−1H(z)Q =W−2H(z)Q = 2πi · e−1, W−3H(z)Q = 0
The Hodge filtration is defined by F 1HC = 0, F
0HC =< e0 >, F
−1HC = HC.
It is easy to see that
Ext1HT (Q(0),Q(n)) =
C
(2πi)nQ
= C∗(n− 1)⊗Q for n > 0
It was proved by Beilinson that the higher Ext groups are zero. So the fundamental Lie algebra
of the category of Hodge-Tate structures is isomorphic to a free graded pro-Lie algebra over
Q generated by the Q-vector spaces (C∗(n− 1)⊗Q)∨ sitting in the degree −n where n ≥ 1.
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2. The universal Hodge realization functor for the category of mixed Tate motives over a
number field. We need the following general construction. Let {Ti}, i ∈ I, be a finite collection
of mixed Tate categories. Then there exists the universal mixed Tate category FIT equipped
with pure functors pi : FIT −→ Ti, the coproduct of the mixed Tate categories {Ti}. By
definition an object M of FIT is a collection
(ψ(M),Mi, ϕi) where ψ(M) ∈ Vect•, Mi ∈ Ti, ϕi : ψ(M)
=
−→ ΨTi(Mi)
where ϕi are isomorphisms of graded K-vector spaces. The universality property of the cate-
gory FIT is obvious: if (M,K(1)M) is a mixed Tate category and we are given pure functors
Qi : (M,K(1)M) −→ (Ti,K(1)i) then there exists unique functor Q : (M,K(1)M) −→
(FIT ,K(1)) which sends an object M of M to the triple (ΨM(M), Qi(M), ϕi). Here the
isomorphisms ϕi are provided by the fact that for any pure functor G : (M,K(1)M) −→
(N ,K(1)N ) we have a canonical isomorphism ΨM(M) −→ ΨN (G(M)).
It follows that the fundamental Lie algebra L•(FIT ) is the coproduct of L•(Ti), i.e. a
graded Lie algebra FIL•(Ti) freely generated by L•(Ti).
The realization functors from the triangulated category of mixed motives over C has been
constructed by M. Levine ([L]) for his category, and by A. Huber [Hu] for the Voevodsky
triangulated category. They include the Hodge and e´tale realizations.
It follows from this that for any embedding σ : F →֒ C there exists the Hodge realization
functor, given by a pure functor between the mixed Tate categories
Hodσ :MT (F ) −→ HT
Let Σ be the set of all complex embeddings of the number field F in C. By the universality
property the collection of the Hodge realizations Hodσ provides pure functor
Hod :MT (F ) −→ FΣHT
between the Tate categories which we call the universal Hodge realization functor.
Let FΣH• be the coproduct of the Hopf algebras H• indexed by the set Σ, considered in
the category of commutative pro-group schemes, i.e. Hom(A1, A2) := HomHopf−alg(A
∨
2 , A
∨
1 ).
Then FΣH• is the fundamental commutative Hopf algebra for the mixed category FΣHT .
Therefore the functor Hod can be described by a morphism of the corresponding commutative
Hopf algebras
hF : A•(F ) −→ FΣH• (91)
Lemma 3.4 Let F be a number field. Then the Hopf algebra map (6.3) is injective.
Proof. By the Borel theorem [Bo] the regulator map on K2n−1(F )⊗Q is injective. Thus
⊕σ∈ΣHodσ induces an injective map
Ext1MT (F )(Q(0),Q(n)) →֒ ⊕σ∈ΣExt
1
HT (Q(0),Q(n)) (92)
This implies that the natural morphism of the Lie algebras
FΣL•(HT ) −→ L•(F ) (93)
is surjective. Indeed, H1FΣL•(HT ) = ⊕σ∈ΣH1L•(HT ), and the map on H1’s induced by
morphism (93) is dual to map (92), and so it is surjective. The dual to FΣH• is the universal
enveloping algebra of FΣL•(HT ). So the lemma follows from surjectivity of map (93).
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3. The mixed Tate category of lisse Ql-sheaves on a scheme X . It was considered by
Beilinson and Deligne in [BD2], see an exposition of their approach in s. 3.7 of [G4]. When
X = SpecOF,S , where F is a number field, such a category was considered by Hain and
Matsumoto in [HM] from a different but equivalent point of view.
Let X be a connected coherent scheme over Z(l) such that O
∗(X) does not contain all
roots of unity of order equal to a power of l. Denote by FQl(X) the Tannakian category of
lisse Ql-sheaves on X . There is the Tate sheaf Ql(1) := Ql(1)X . Since µl∞ 6⊂ O∗(X) the Tate
sheaves Ql(m)X are mutually nonisomorphic. So we can apply the general construction above
and get the mixed Tate category T FQl(X) of lisse Ql-sheaves on X .
Now let F be a number field, S a finite set of prime ideals in the ring of integers containing
all primes above l, and XF,S = SpecOF,S . Then FQl(XF,S) is identified with the category
of finite dimensional l-adic representations of Gal(F/F ) unramified outside of S. We denote
the corresponding mixed Tate category by T (l)(OF,S), and its fundamental Lie algebra by
L
(l)
• (OF,S). It follows from a theorem of Soule [So], see s. 3.7 of [G4], that the l-adic regulator
map provides canonical isomorphism
HiM(XF,S ,Q(m))⊗Ql := gr
γ
mK2m−i(OF,S)⊗Ql
=
−→ ExtiT (l)(OF,S)(Ql(0),Ql(m)) (94)
In particular the Exti-groups vanish for i > 1. This just means that L
(l)
• (OF,S) is a free
negatively graded Lie algebra generated by (K2m−1(OF,S)⊗Ql)∨ in the degree −m.
Now let S′ := S − {l}. Then the l-adic regulator map
HiM(XF,S′ ,Q(m))⊗Ql −→ Ext
i
T FQl (XF,S)
(Ql(0),Ql(m)) (95)
is an isomorphism unless i = 1,m = 1. Indeed, in these cases each of the groups does not
change when we delete a closed point from the spectrum. If i = 1,m = 1 map (95) is injective
but not an isomorphism since
H1M(OF,S′ ,Q(1))⊗Ql = O
∗
F,S′ ⊗Ql →֒ Ext
1
T FQl (S)
(Ql(0),Ql(1)) = OF,S ⊗Ql
Thus L
(l)
• (OF,S′) is a quotient of L
(l)
• (OF,S), and the space of generators of these Lie algebras
differ only in the degree −1.
The underlying vector space of a Galois representation provides a fiber functor Ψ˜ on the
category T (l)(XF,S). The image of a Galois group in a continuous representation in a finite
dimensional Ql-vector space V is an l-adic Lie group. Further, any Lie subgroup of a nilpotent
l-adic Lie group is an algebraic group over Ql. It follows that for any Galois representation V
from the category T (l)(OF,S) the Lie algebra of the image of the Galois group is isomorphic
to the image of the semidirect product of LieGm and L
(l)
• (OF,S) acting on Ψ˜(V ). Let GV be
the Lie algebra of the image of Gal(F/F (ζl∞)) in AutV . Then GV is isomorphic to the image
of L
(l)
• (OF,S) in DerΨ(V ).
Example. Let P(l)(Gm − µN ; v0, v1) be the l-adic torsor of path between the tangential
base points v0, v1 at 0 and 1 corresponding to the canonical (up to a sign) differential on
Gm, ([D]). Since Gm − µN has a good reduction outside of N , this torsor is a pro-object
in the category T (l)(Z[ζN ][
1
lN ]). Thus the Lie algebra of the image of the Gal(Q/Q(ζl∞N ))
(understood as a projective limit of Lie algebras of its finite dimensional quotients provided
by action of the lower central series filtration on π
(l)
1 (Gm − µN , v0)) coincides with the image
of L
(l)
• (Z[ζN ][
1
lN ]).
Similar results hold for the mixed Tate category of l-adic representations of the Galois
group of F . There is the l-adic realization functor
MT (F ) −→ T
(l)(F )
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provided by the l-adic realization functor on the category DMF . It can be described via the
morphism of the fundamental Lie algebras L•(F ) −→ L
(l)
• (F ). Thanks to (94) it leads to an
isomorphism L•(F ) ⊗ Ql −→ L
(l)
• (F ). Thus the l-adic realization provides an equivalence of
categories
MT (F )⊗Ql
∼
−→ T (l)(F )
6. The abelian category of the mixed Tate motives over the ring of integers in
a number field. Let O be the ring of integers in a number field F , S a finite set of prime
ideals in O, and OF,S the localization of O at the primes belonging to S.
Definition 3.5 a) The Hopf algebra A•(OF,S) is the maximal Hopf subalgebra of A•(F ) such
that
A
1
(OF,S) = A1(F ) = O
∗
S ⊗Q
b) The category of mixed Tate motives over SpecOF,S is the category of graded comodules
over A•(OF,S).
Using the canonical equivalence
Ψ :MT (F ) −→ A•(F )− comod
we identify the category MT (OF,S) with a subcategory of MT (F ): an object of MT (F )
belongs to MT (OF,S) if and only if all its matrix coefficients (84) are in the subalgebra
A•(OF,S).
Lemma 3.6 The Hopf algebra A•(OF,S) can be defined inductively:
An(OF,S) =
{
x ∈ An(F ) | ∆
′(x) ∈ ⊕n−1k=1Ak(OF,S)⊗An−k(OF,S)
}
(96)
Proof. Follows immediately from the definitions.
Recall the following construction. Let A• be a positively graded coassociative coalgebra
with counit and the restricted coproduct ∆′ : A• −→ A>0 ⊗A>0. Then one can define a map
∆′[n] : An −→ ⊗
nA1,
Informally it is obtained by dualization of the product map ⊗nA∨1 −→ A
∨
n . To define the
product map we have to specify the order of multiplication, so there are (n− 1)! possibilities.
Thanks to the associativity the result is independent of this.
We can define ∆′[n] as the composition
An
∆n−1,1
−→ An−1 ⊗A1
∆n−2,1⊗Id
−→ An−2 ⊗⊗
2A1 −→ ... −→ ⊗
nA1
As before, we can use another chains of arrows to define ∆′[n]. In fact there are (n−1)! different
ways to define ∆′[n]. They are described as follows. First, apply the map ∆k,n−k. Then apply
either ∆i,k−i ⊗ Id or Id⊗∆j,n−k−j , and so on. After the k steps we are getting an element of
Ai1 ⊗ ...⊗Aik , and we can apply any of the operators of the shape Id⊗ ...⊗∆j,ip−j ⊗ ...⊗ Id
to it. Thanks to the coassociativity they give the same result.
Lemma 3.7
An(OF,S) = {x ∈ An(F ) | ∆
′
[n](x) ∈ ⊗
nO∗F,S ⊗Q} (97)
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Proof. Suppose that x belongs to the right hand side of (97). Let us show by induction
that
∆k,n−k(x) ∈ Ak(OF,S)⊗An−k(OF,S) for any 1 ≤ k ≤ n− 1
We can define the map ∆′[n] as a composition
∆′[n] = (Id⊗∆
′
[n−k]) ◦ (∆
′
[k] ⊗ Id) ◦∆k,n−k
So by the induction assumption
(∆′[k] ⊗ Id) ◦∆k,n−k(x) ∈ ⊗
kO∗S ⊗An−k(OF,S)
Applying the induction assumption again we get the lemma.
Denote by H(n) the degree n part of H .
Lemma 3.8 Let n > 1. Then the morphism
Hi(n)
(
A•(OF,S)
)
−→ Hi(n)
(
A•(F )
)
(98)
induced by the natural inclusion of the Hopf algebras is an isomorphism.
Proof. The cohomology of a positively graded coalgebra A• can be computed via the
reduced cobar complex
A•
∆′
−→ A>0 ⊗A>0
∆′⊗Id−Id⊗∆′
−→ A>0 ⊗A>0 ⊗A>0 −→ ...
It follows from the very definitions that (98) is an isomorphism for n > 1, i = 1. Let us show
that it is an isomorphism for i = 2, i.e.
H2
(
A•(OF,S) −→ ⊗
2A•(OF,S) −→ ⊗
3A•(OF,S)
)
= 0
Since H2(A•(F )) = 0, for any cycle in x ∈ ⊗
2A•(OF,S) there exists y ∈ A•(OF,S) such that
i.e. x = ∆′y. Then y ∈ A•(OF,S) by definition. Since H2 is zero the higher cohomology
vanish: one can prove this using a similar fact for the negatively graded Lie algebras since our
Hopf algebra is dual to the universal enveloping of such a Lie algebra. The lemma follows.
Corollary 3.9
ExtiMT (OF,S)
(
Q(0),Q(n)
)
= grγnK2n−i(OF,S)⊗Q (99)
The right hand side of (99) is known to be zero for i > 1.
Proof. It follows from the previous lemma since
Kn(OF,S)⊗Q = Kn(F )⊗Q for n > 1
Therefore the only difference between the Ext’s in the categories of mixed Tate motives
over F and OF,S is the group Ext
1(Q(0),Q(1)). This group is infinite dimensional for the
motives over F and finite dimensional for the motives over the S-integers. As a result the
category of mixed Tate motives over the S-integers is “much smaller” then the one over F .
For instance all graded components of A•(F ) are infinite dimensional Q-vector space, while
for A•(OF,S) they are finite dimensional.
Let M be a mixed Tate motives over F , i.e. it is an object of the category MT (F ). We
say that M is defined over OF,S if it belongs to the subcategory MT (OF,S).
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Definition 3.10 Let (M, v0, fn) be an n-framing on a mixed Tate motive M over F . We say
that the equivalence class of the n-framed mixed Tate motive (M, v0, fn) is defined over OF,S
if its image in An(F ) belongs to the subspace An(OF,S).
It follows from the definitions that M is defined over OF,S if and only if any framing on
M leads to a framed motive whose equivalence class is defined over OF,S .
Lemma 3.11 Let (M, v0, fn) be an n-framed motive over OF,S. Then its minimal represen-
tative M is defined over OF,S.
Of course M itself is not necessarily defined over OF,S.
Proof. Let us assume the opposite. Then a certain matrix element of M does not belong
to A•(OF,S). Since the minimal representative is a subquotient of every mixed Tate within the
equivalence class of M , every motive from the equivalence class has such a matrix coefficient
(84). Thus no representative in this equivalence class is defined over OF,S.
On the other hand, since H2(A•(OF,S)) = 0 there exists an n-framed motive (M
′, v′0, f
′
n)
over OF,S such that
∆((M ′, v′0, f
′
n)) = ∆((M, v0, fn))
According to (96) the class of the n-framed object (M ′, v′0, f
′
n) − (M, v0, fn) is defined over
OF,S . Thus the class of (M ′, v′0, f
′
n) is also defined over OF,S . This contradiction proves the
lemma.
So to produce a mixed Tate motive over OF,S it is enough to produce an element of
An(OF,S): then we take an n-framed mixed Tate motive representing this element and its
minimal representative.
Theorem 3.12 Suppose that S contains all primes of OF,S above a given prime integer l.
Then the l-adic realization of a mixed Tate motive M over F is unramified over OF,S if and
only if M is defined over OF,S. In particular there is a functor
MT (OF,S) −→ T
(l)(OF,S)
which induces an equivalence of categories MT (OF,S)⊗Ql
∼
−→ T (l)(OF,S).
Thus one has L
(l)
• (OF,S) = L•(OF,S)⊗ Ql.
Proof. The inertia group for a prime ideal P over a a prime p has a pro-p subgroup of
wild ramification, and the quotient is isomorphic to Ẑ(1). So it acts on l-adic representations
via its Zl(1) quotient, which shifts the weight filtration down by 2. So the statement boils
down to the isomorphism L
(l)
−1(OF,S) = L−1(OF,S)⊗Ql, which is clear. The theorem follows.
4 The motivic torsor of path
Let F be a number field and zi, x, y ∈ P 1(F ). In this chapter we construct the motivic torsor
of path PM(A1−{z1, ..., zm};x, y). It is a pro-object of the abelian categoryMT (F ) of mixed
Tate motives over F .
A detailed exposition of different realizations of the pronilpotent completion Pnil(X ;x, y)
of the topological torsor of path was given by Deligne in [D].
We start with a construction of the motivic torsor of path P (X ;x, y)• for a regular variety
X over an arbitrary field F , understood as an object of the triangulated category DMF . The
construction is based on A.A. Beilinson’s unpublished approach to path torsor Pnil(X ;x, y).
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Its main advantage is that the isomorphism betweenHn of its realization and the corresponding
version of Pnil(X ;x, y) is very transparent. In particular it gives an easy way to put the mixed
Hodge structure on Pnil(X ;x, y). We also discuss the Betty, e´tale, and De Rham realizations.
A different approach to the motivic torsor of path was developed by Wojtkowiak [W2],
and Shiho [Sh].
Let X be a variety over a number field F whose motive M(X) belongs to the derived
category of mixed Tate motives DT (F ) over F . For instance one can takeX = A1−{z1, ..., zm}.
Then using the t-structure on the category DT (F ) we define PM(X ;x, y) := Htn(P (X ;x, y)•.
1. Preliminaries. Let Y0, ..., Yn be subspaces of a a topological space Y . For an ordered
subset I = {i1 < ... < ik} of {0, 1, ..., n} set
YI := Yi1 ∩ ... ∩ Yik ; Y(k) := ∪|I|=kYI (100)
Then there is a complex of topological spaces (see s. 4.3)
Y(•) := Y(n+1)
d
−→ ...
d
−→ Y(2)
d
−→ Y(1)
d
−→ Y(0) = Y (101)
where Yk is in degree k, the last map Y(1) −→ Y is provided by the maps fi, and for k > 1
the differential d : Y(k) −→ Y(k−1) is defined by
d :=
∑
|I|=k
k∑
p=1
(−1)pdpI ; d
p
I : Yi1 ∩ ... ∩ Yik →֒ Yi1 ∩ ...Ŷip ... ∩ Yik
The Betti homology HB∗ (Y(•);Z) coincide with H
B
∗ (Y,∪Yi;Z). Indeed, consider the simplicial
space whose (k − 1)-simplices are defined by formula (100) where I is now any non empty
subset i1 ≤ i2 ≤ ... ≤ ik. The face and degeneration maps are given by the natural inclusions
and diagonals. The topological realization of this simplicial set maps onto the union ∪Yi with
contractable fibers. The complex S∗(Y(•)) is isomorphic to the normalization of the simplicial
abelian group obtained by applying the singular complex functor S∗ to this simplicial space.
2. A geometric construction of the pronilpotent completion of the torsor of
path (after A.A. Beilinson) . Let X be a connected topological manifold and x, y ∈ X .
Consider in Xn the following ordered sequence of n+ 1 submanifolds:
Dn0 := {x = t1}; D
n
i := {ti = ti+1}; D
n
n := {tn = y} (102)
Define a complex of manifolds P˜n(X ;x, y)• as the complex (101) for this ordered collection of
submanifolds. For instance P˜n(X ;x, y)0 = X
n and P˜n(X ;x, y)1 is the disjoint union of the
submanifolds (102).
Observe that P˜n(X ;x, y)n+1 is the intersection of the submanifolds (102), so it is empty
if x 6= y and it is a single point if x = y. We define the complex Pn(X ;x, y)• by deleting
P˜n(X ;x, y)n+1. It coincides with P˜
n(X ;x, y)• when x 6= y. If x = y the natural map
H∗(P
n(X ;x, x)•;Z) −→ H∗(P˜
n(X ;x, x)•;Z) (103)
is an isomorphism for ∗ 6= n, and for ∗ = n it is surjective with the kernel isomorphic to Z.
Similarly one defines a complex of varieties Pn(X)• together with the natural projection
π : Pn(X)• −→ X ×X such that π
−1(x, y) = Pn(X ;x, y)• (104)
Namely, we consider in X ×Xn ×X = {x, t1, ..., tm, y} the collection of subvarieties given by
(102) and proceed just as we did before.
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There is a natural map
∆ : P(X ;x, y) −→ Hn(P
n(X ;x, y)•;Z) (105)
defined as follows. Let γ : [0, 1] −→ X be a path from x to y and
∆n := {(t1, ..., tn) ∈ R
n|0 ≤ t1 ≤ ... ≤ tn ≤ 1}
the standard n-simplex. Then there is a simplex ∆γ := {γ(t1), ..., γ(tn)} ⊂ Xn. For a
subset I ⊂ {0, 1, ..., n} let XI := ∩p∈IDnp , and ∆
I
γ be the corresponding face of the simplex
∆γ . The map (105) assigns to a path γ the cycle in the singular bicomplex of P
n(X ;x, y)•
whose component in Sn−|I|(XI) is ∆
I
γ . The homology class of this cycle depends only on the
homotopy class of γ, so we get the map (105). The kernel of map (105) is generated by the
constant path at x = y.
Denote by P(X ;x, y) the free abelian group generated by the homotopy equivalence classes
of path from x to y onX . It is a left torsor over the group algebra Zπ1(X ;x) of the fundamental
group of X based at x, and the right torsor over Zπ1(X ; y). Let Iy be the augmentation
ideal of Zπ1(X ; y), and Iky is its k-th power. Denote by I
k
x,y the image of the natural map
Zπ1(X ;x, y)⊗ Iky −→ P(X ;x, y). Set
Pn(X ;x, y) := P(X ;x, y)/In+1x,y ; P
nil(X ;x, y) := lim
←−
Pn(X ;x, y)
The following result was proved long ago by A.A. Beilinson (unpublished).
Theorem 4.1 One has
Hi(P
n(X ;x, y)•;Z) =
{
Pn(X ;x, y) i = n
0 i < n
(106)
Proof. We will prove the theorem by induction on n. The exact sequence
0 −→ H1(X ;Z) −→ H1(X, {x, y};Z) −→ Z −→ 0
makes clear all the statements of the theorem for n = 1.
Consider the collection of all the submanifolds (102) but the first one x = t1. It has a
natural ordering. Denote by T ny,• the complex of varieties corresponding to it via the general
construction (101). Let T̂ ny be the union of all the submanifolds (102) except the first one.
Then H∗(T
n
y,•;Z) = H∗(X
n, T̂ ny ;Z).
Let T nx,y be the union of submanifolds (102). Observe that the pair (p
−1(t), p−1(t) ∩ T̂ ny )
is identified with the pair (Xn−1, T n−1t,y ). So for an arbitrary pair {x, y} there is an exact
sequence of complexes of varieties (which should be treated as an exact triangle in DMF ):
0 −→ T ny,• −→ P
n(X ;x, y)• −→ P
n−1(X ;x, y)•[−1] −→ 0
where Hi(C•[−1]) := Hi−1(C•). It leads to a long exact sequence, which for x 6= y is simply
the long exact sequence for the relative homology of the pair (Xn, T̂ ny ) modulo the fiber of the
projection p over x, given by the pair (p−1(x), p−1(x) ∩ T̂ ny ):
... −→ Hn(P
n−1(X ;x, y)•;Z)
f
−→ Hn(X
n, T̂ ny ;Z) −→ Hn(P
n(X ;x, y)•;Z) −→ (107)
Hn−1(P
n−1(X ;x, y)•;Z) −→ Hn−1(X
n, T̂ ny ;Z) −→ Hn−1(P
n(X ;x, y)•;Z) −→ ...
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By the induction assumption one has
Hi(P
n−1(X ;x, y)•;Z) =
{
Pn−1(X ;x, y) i = n− 1
0 i < n− 1
(108)
Lemma 4.2 Hi(X
n, T̂ ny ;Z) = 0 for i < n. One has Hn(X
n, T̂ ny ;Z)/Im(f) = I
n
y /I
n+1
y .
Proof. Consider the projection p : Xn −→ X onto the first factor.
t   =2
t   =1 x
y
..
yx
X
t =t 
1 2
We compute Hi(X
n, T̂ ny ;Z) for i ≤ n by induction on n using the homological Leray
spectral sequence for the projection p. Its E2-term looks as follows:
E2p,q = Hp(X,Rq) => Hp+q(X
n, T̂ ny ;Z)
Here Rq is the co sheaf associated with the precosheaf U −→ Hq(p−1(U), p−1(U) ∩ T̂ ny ;Z).
Let us show that Rq = 0 for q < n− 1 and calculate Rn−1. Observe that T ny,n is a single point
(y, ..., y) ⊂ Xn. Let τ≤n−1T ny,• be the stupid truncation of the complex of varieties T
n
y,•, i.e.
T ny,• = T
n
y,n
d
−→ τ≤n−1T
n
y,• (109)
Let L be the local system on X whose fiber Lt at t ∈ X is Pn−1(X ; t, y). Then by the
induction assumption
Rip∗(τ≤n−1T
n
y,•) =
{
L i = n− 1
0 i < n− 1
It follows from (109) that Rq = 0 for q < n− 1 and there is an exact sequence:
0 −→ H1(X,L) −→ H1(X,Rn−1) −→ Z
g
−→ H0(X,L) −→ H0(X,Rn−1) −→ 0 (110)
For any local system L on a manifold X with Γ := π1(X, y) one has
H0(X,L) = H0(Γ,Ly) = Ly/ILy; H1(Y,L) = H1(Γ,Ly) (111)
46
The natural map g : Z −→ H0(X,L) = Z[Γ]/I = Z is an isomorphism. It follows that
H0(X,Rn−1) = 0, and thus Hn−1(Xn, T̂ ny ;Z) = 0. Moreover, H1(X,L) = H1(X,Rn−1) by
(110). Using the exact sequence of Γ-modules
0 −→ Iny −→ Z[Γ] −→ Ly −→ 0
we get H1(X,L) = Iny /I
n+1
y . Finally, the image of the subgroup H0(X,Rn) in Hn(X
n, T̂ ny ;Z)
coincides with Im(f). Combining these statements we get the second part of the lemma. The
lemma is proved.
The i < n part of (106) follows from the first statement of the lemma and (108).
Observe the exact sequence
0 −→
Inx,y
In+1x,y
−→ Pn(X ;x, y) −→ Pn−1(X ;x, y) −→ 0 (112)
It follows from the lemma that there is an exact sequence
0 −→
Iny
In+1y
−→ Hn(P
n(X ;x, y)•;Z) −→ Hn−1(P
n−1(X ;x, y)•;Z) −→ 0 (113)
The map ∆ provides a map of the first exact sequence to the second one. The induced map on
the groups on the right is given by the isomorphism (108). Recall the canonical isomorphism
Iny /I
n+1
y −→ I
n
x,y/I
n+1
x,y given by the right action of the fundamental group on the torsor of
path. It is easy to see that it also induces the isomorphism of the subgroups on the left. So
∆ is an isomorphism. The i < n part of (106) is proved. The theorem is proved.
The l-adic realization. Suppose that X is a regular algebraic variety over a field F and
x, y ∈ X(F ). Denote by P(l)(X ;x, y) the l-adic torsor of path ([D]) with coefficients in Ql. A
point x ∈ X(F ) provides a fiber functor Fx on the category of Ql-local systems onX . Elements
of P(l)‘(X ;x, y) act as the natural transformations between the fiber functors Fx and Fy. It is
a Gal(F/F )-module. Similarly to the classical case there are the finite dimensional quotients
Pn(l)(X ;x, y). Set X := X ⊗F F . The e´tale homology are dual to the e´tale cohomology.
Theorem 4.3 Let X be a regular variety over F . Then there is an isomorphism of Gal(F/F )-
modules
Pn(l)(X ;x, y) = H
et
n (P
n
M(X ;x, y)•;Ql)
Proof. There is the l-adic version of the exact sequence (112), and computing the l-adic
homology Heti (P
n(X ;x, y)•;Ql) just the same way we did for the Betty homology during the
proof of theorem 4.1 we get the l-adic version of the exact sequence (113). To complete the
proof we need a natural map of the first to the other. Observe that Hetn (P
n(X;x, y)•;Ql) is a
fiber over (x, y) of an l-adic local system on on the e´tale site of X×X given by Lnπ∗(Pn(X)•),
see (104). There is a distinguished element [1] ∈ Hetn (P
n(X ;x, x)•;Ql) corresponding to the
identity loop. It is stable by the action of the Galois group. Acting on [1] by the elements of
P(l)(X ;x, y) we get a morphism of Galois modules [1]⊗P(l)(X ;x, y) −→ H
et
n (P
n(X;x, y)•;Ql).
The theorem follows.
The De Rham realization. Repeating the arguments above in the De Rham setting we get
Theorem 4.4 Let X be a regular variety over a field F of characteristic zero. Then
PnDR(X ;x, y) = H
DR
n (P
n
M(X ;x, y)•)
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Indeed, the only thing one needs to adjust in the proof of theorem 4.1 is the De Rham versions
of (111) and formula H1(X,L) = Iny /I
n+1
y .
However to compare the De Rham realization with the bar construction it is more natural
to use a different model for the motivic torsor of path recalled in the subsection 4 below.
The mixed Hodge structure on Pnil(X ;x, y). Now let X be a smooth complex algebraic
variety. Taking Hn of the Hodge realization of the mixed motive PnM(X ;x, y)• we get a mixed
Hodge structure on PnM(X ;x, y). One can show that it is canonically isomorphic to the mixed
Hodge structure defined in the works of Morgan [M], Hain [H], [H1] and Hain-Zucker [HZ].
3. The mixed motive corresponding to the pronilpotent completion of the
torsor of path P(X ;x, y). Let X be a regular algebraic variety over an arbitrary field F of
characteristic zero and x, y ∈ X(F ). Repeating the construction of the complex Pn(X ;x, y)•
in the category of algebraic varieties we get a complex of varieties
PnM(X ;x, y)• ∈ ObDMF
representing an object of the triangulated category of motives DMF . The boundary map in
(107) provides a morphism pn : PnM(X ;x, y) −→ P
n−1
M (X ;x, y). We define
PM(X ;x, y)• := lim
←−
PnM(X ;x, y)•
The maps pn are obviously compatible with their counterparts in all the realizations, so the
theorems proved in s. 4.2 imply that Hn of the Betty, e´tale, De Rham and Hodge realizations
of PM(X ;x, y)• coincide with the corresponding realizations of Pnil(X ;x, y) considered in [D].
4. The torsors of path on punctured P 1 as mixed Tate motives. Now suppose
that F is a number field, zi ∈ F and zi 6= z0, zn+1 for 1 ≤ i ≤ n. Denote by M(X) the
object of DM(F ) corresponding to a variety X . According to theorem 4.1.11 in [V] one has
M(Pn) = ⊕ni=0Q(i)[2i]. It follows immediately from this that P
m
M(A
1 − {z1, ..., zn}; z0, zn+1)
is an object of the triangulated category DT (F ) of mixed Tate motives over F . Recall the
t-structure t on the triangulated category DT (F ) (see ch. 5 of [G8]). Its abelian heart is the
category MT (F ) of mixed Tate motives over F . Set
PmM(A
1 − {z1, ..., zn}; z0, zn+1) := H
t
m
(
PnM(A
1 − {z1, ..., zn}; z0, zn+1)•
)
∈MT (F )
Here Ht∗ are the homology with respect to the t-structure t on DT (F ).
The boundary map in (108) provides a morphism in the category MT (F )
PmM(A
1 − {z1, ..., zn}; z0, zn+1) −→ P
m−1
M (A
1 − {z1, ..., zn}; z0, zn+1)
Denote by PM(A
1 − {z1, ..., zn}; z0, zn+1) the projective limit with respect to these maps.
Observe that Ht1(A
1 − {z1, ..., zn}) is a direct sum of m copies of Q(1).
Lemma 4.5 One has
grW−2mPM(A
1 − {z1, ..., zn}; z0, zn+1) = ⊗
mHt1(A
1 − {z1, ..., zn}) (114)
Proof. We can show this using the Hodge realization functor Hod, since the corresponding
statement for the Hodge realization is well known (and obvious). Notice that Hod is an exact
pure functor between the corresponding Tate categories. The lemma is proved.
The forms d log(t − z1), ..., d log(t− zn) form a basis in H1DR(A
1 − {z1, ..., zn}). Thus the
forms
dt1
t1 − zi1
⊗ ...⊗
dtn
tn − zim
(115)
48
when {zi1 , ..., zim} run through all m-tuples of the points z1, ..., zn provides a basis in the dual
to (114). Observe the natural isomorphism
grW0 PM(A
1 − {z1, ..., zn}; z0, zn+1) = Q(0) (116)
Definition 4.6 Let F be a number field, zi ∈ F , and zi 6= z0, zn+1 for 1 ≤ i ≤ n. The framed
mixed Tate motive IM(z0; zi1 , ..., zim ; zn+1) is defined as the mixed Tate motive
PM(A
1 − {z1, ..., zn}; z0, zn+1)
with the framing provided by the form (115) and the isomorphism (116).
5 The multiple polylogarithm variations of Hodge-Tate
structures
According to Deligne a variation of mixed Hodge structures corresponding to the classical
n-logarithm Lin(x) is described by the matrix
1 0 0 ... 0
Li1(x) 2πi 0 ... 0
Li2(x) 2πi log x (2πi)
2 ... 0
... ... ... ... ...
Lin(x) 2πi
logn−1 x
(n−1)! (2πi)
2 log
n−2 x
(n−2)! ... (2πi)
n
 (117)
whose entries are (regularized) iterated integrals along a certain fixed path γ between 0 to x:
Lin(x) =
∫ x
0
dt
1− t
◦
dt
t
◦ ... ◦
dt
t︸ ︷︷ ︸
n−1 times
;
logn x
n!
=
∫ x
0
dt
t
◦ ... ◦
dt
t︸ ︷︷ ︸
n times
The depth m multiple polylogarithms are multivalued analytic functions on the configura-
tion space M0,m of (m+ 2)-tuples of distinct points in C
{a0; a1, ..., am; am+1} (118)
considered up to the action of the translation group. The orbits can be parametrized by the
(m+ 1)-tuples
{0; a1, ..., am; am+1} (119)
In fact multiple polylogarithms are invariant under the action of bigger group of all affine
transformations of the plane, so the orbits can be parametrized by the m-tuples
{0; a1, ..., am; 1} (120)
However to study the regularized values of the polylogarithms when a1 → a0 or am → am+1
we have to break the symmetry under the action of the multiplicative group.
Multiple polylogarithms are iterated integrals on the projective line. One can consider them
as functions of one variable, the upper limit of integration. Their investigation as functions
on the configuration space (119) is a more natural problem. For the classical polylogarithms
these two problems coincide.
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The goal of this section is to show that the multiple polylogarithm function is a period of
variation of framed mixed Hodge-Tate structures over this configuration space. This variation
in particular provides a neat description of the analytic properties of multiple polylogarithms:
their monodromy and differential equations. The explicit description of this variation is used
in the next section to get an explicit formulas for the coproduct of the corresponding framed
Hodge-Tate structures.
The first three subsections contain mostly a well known material (see for instance [D], [H])
and serve as a background.
1. The Hodge-Tate structures. We adopt the following version of the definition of the
Hodge-Tate structures, which has been already defined in s. 3.5.
A Q-rational Hodge-Tate structure is the following linear algebra data:
i) A graded finite dimensional Q-vector space V = ⊕n∈ZV(n).
ii) A rational subspace V B ⊂ VC := V ⊗ C in the complexification of V .
iii) The compatibility condition. To spell it we define the weight filtration on VC by
W2nVC =W2n+1VC := ⊕k≤nV(k) ⊗ C
It induces a weight filtration W•V
B on the subspace V B. Then
a) W2nVC ∩ V B must define a rational structure on W2nVC, and
b) On the quotient GrW2nVC the Q-rational structure inherited from V2n is (2πi)
n times the
Q-rational structure inherited from GrW2nV
B .
A Hodge-Tate structure is equipped with the Hodge filtration F pV = ⊕k≥pV(k) on V .
Below we will define a Hodge-Tate structure by exhibiting the following data:
i) Two Q-rational vector spaces V B and V DR. The Betti vector space V B is equipped
with a weight filtration W•, and the de Rham vector space V
DR has a grading:
V DR = ⊕n∈ZV
DR
(n) such that F
pV DR = ⊕k≥pV
DR
(k) (121)
ii) A Q-linear period map
P : V B −→ V DR ⊗Q C such that P
C : V B ⊗ C −→ V DR ⊗ C is an isomorphism
Then (P (V B), V DR) provides a Hodge-Tate structure.
A morphism between the Hodge-Tate structures defined by period maps V Bi
Pi−→ V DRi ,
i = 1, 2, is given by a commutative diagram
V B1
P1−→ V DR1
ϕB ↓ ↓ ϕDR
V B2
P2−→ V DR2
where ϕB is a Q-linear map preserving the weight filtration and ϕDR preserves the grading.
Let X be a simplicial complex algebraic variety. Then according to Deligne [D4] there is
a mixed Hodge structure in Hn(X,Q) with
V B := HBn (X(C),Q); V
DR
C := H
DR
n (X,C) := H
n
DR(X,C)
∨
The pairing HnDR(X,C)⊗H
B
n (X,Q) −→ C provides the period map
P : HBn (X,Q) −→ H
DR
n (X,C)
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There is the weight filtrationW• on H
B
n (X(C),Q) and the Hodge filtration F
• on HDRn (X,C).
If the mixed Hodge structure enjoys the condition hp,q = 0 for p 6= q, then we get a grading
HDRn (X,C) = ⊕pF
pHDRn (X,C) ∩W2pH
DR
n (X,C)
and the De Rham Q-rational structure on HDRn (X,C) compatible with this grading. So we
get a Hodge-Tate structure on Hn(X(C),Q).
2. Unipotent variations of Hodge-Tate structures ([HZ], [H]). Let X be a smooth
complex algebraic variety and X a compactification of X such that D := X −X is a normal
crossing divisor.
A unipotent variation of Q-Hodge-Tate structures over X is a local system V over Q on X
equipped with the following additional data:
i) The weight filtration: an increasing filtration W• on the local system V.
ii) The Hodge filtration: a decreasing filtration F• by holomorphic sub bundles on the
holomorphic vector bundle V := V⊗Q OX,an.
iii) The Griffiths transversality condition. ∇Fp ⊂ Fp−1 ⊗OX,an Ω
1
X,an for every p.
iv) For each point x ∈ X the two filtrations induce the Q-rational Hodge-Tate structure
on the fiber Vx of the local system V over x.
v) Extension to X . Let V be Deligne’s canonical extension of V to X. Then the Hodge
bundles Fp can be extended holomorphically to subbundles of V. (A similar condition for the
weight bundles Wp :=Wp ⊗Q OX,an is automatically true since Wp are flat.)
vi) The Hodge-Tate condition. grWmV is a constant variation of a direct sum of the Hodge-
Tate structures, i.e. grW2kV is a direct sum of copies of Q(−k) and gr
W
2k+1V = 0.
vii) Monodromy at infinity. Let NDi be the logarithm of the local monodromy around an
irreducible component Di of the divisor D:
NDi := logMDi (122)
Then for any x ∈ X one has NDi(WkVx) ⊂Wk−2Vx.
The condition vi) implies that the monodromy representation is unipotent.
The following result of R. Hain ([H], theorem 8.5) exhibits an especially simple nature of
the unipotent variations of Hodge-Tate structures.
Theorem 5.1 Let V → X be a unipotent variations of Hodge-Tate structures. Then the
canonical extension V → X of the underlying holomorphic vector bundle is trivial as a holo-
morphic vector bundle, so that there is a complex vector space V and isomorphism
V −→ V ×X
↓ ↓
X = X
of holomorphic vector bundles. Moreover, there are filtrations F • and W• of V such that the
Hodge and weight bundles are F p×X and Wp×X, respectively, under the bundle isomorphism.
3. The Hodge-Tate structure on the torsor of path in C−{z1, ..., zn}. Let me spell
the construction of the Hodge-Tate structure on P(C− {z1, ..., zn}; z0, zn+1).
We start with some preliminary material. Let V be a finite dimensional Q-vector space.
Denote by L(V ) the free Lie algebra generated by V . The universal enveloping algebra of
L(V ) is identified with the tensor algebra T (V ) of V . It is a Hopf algebra with a coproduct
∆. Let L̂(V ) be the pronilpotent completion of the Lie algebra L(V ). Let T̂ (V ) be the
completion of T (V ) with respect to powers of the augmentation ideal. Then L̂(V ) can be
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identified with the Lie algebra of primitive elements of T̂ (V ), i.e. the elements X such that
∆(X) = X ⊗ 1 + 1 ⊗ X . The set of all group like elements, i.e. the elements X satisfying
∆(X) = X ⊗X , can be identified with expL̂(V ) ⊂ T̂ (V ). It has a group structure.
Now we specify VZ = H1(XZ ,Q) where XZ := C−{z1, ..., zn}. Let X1, ..., Xn be the basis
of VZ dual to the basis of forms {d log(t− zi)} in H1DR(XZ) so that
< d log(t− zi), Xj >= 2πi · δij
Consider the 1-form
Ω :=
n∑
i=1
Xi ⊗ d log(t− zi)
on XZ(C) with values in the Lie algebra L(VZ). It provides a flat connection ∆ := d + Ω in
the trivialized bundle over XZ with the fiber T̂ (VZ). The Lie algebra acts by multiplication
from the right: X ⊗ T 7−→ T (−X). Its horizontal section
P
∫ zn+1
z0
Ω (123)
along a path γ from z0 to zn+1 which is 1 ∈ T̂ (VZ) at z0 is called the “ordered expo-
nential”. T̂ (VZ) is isomorphic to the Hopf algebra of formal noncommutative power series
Q << X1, ..., Xn >>. One has the Feynman-Dyson formula
P
∫ zn+1
z0
Ω =
∑(∫ zn+1
z0
d log(t− zi1) ◦ ... ◦ d log(t− zip)
)
·Xi1 ...Xip
where the sum is over all basis monomials in Q << X1, ..., Xn >>. Indeed, the right hand
side is a horizontal section of our connection since it, as a function on t = zn+1, satisfies the
differential equation
df(t) =
( n∑
i=1
f(t)
t− zi
·Xi
)
dt (124)
and its value at zn+1 = z0 is 1. One also gets this formula by considering the right hand side
as the limit of the Riemann sums for the left integral. The shuffle product formula (39) for
the iterated integrals of the forms d log(t − zi) is equivalent to the fact that (123) is a group
like element.
Formula (29) is equivalent to the multiplicativity property of the ordered exponential with
respect to the composition of path: if a path β starts at the end of the path α then(
P
∫
α
Ω
)
·
(
P
∫
β
Ω
)
= P
∫
α·β
Ω (125)
We need below a generalization of the product formula (29). Let αi be paths on X such
that αi+1 starts at the end of αi. Let ηi be smooth 1-forms on X . Then∫
α1·...·αp
η1 ◦ ... ◦ ηm =
∑∫
α1
η1 ◦ ... ◦ ηi1 · ... ·
∫
αp
ηip−1+1 ◦ ... ◦ ηm (126)
where the summation is over all i1 + ...+ ip = m where ik are nonnegative integers. In other
words we decompose the set of forms {η1, ..., ηm} into a union of p subsets, some of which
might be empty, by picking the first i1 forms, then the next i2, after this the next i3, and so
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on. Then we take the iterated integral of the forms in the p-th subset along the path αp and
multiply all these integrals. The factor corresponding to the empty subset is 1. Finally, we
take the sum over all such decompositions.
In particular let σi be loops based at a fixed point on a manifold X . Denote by <
∫
η1 ◦
... ◦ ηk, γ > the evaluation of the iterated integral on an element γ ∈ P(X ; a, b). Then〈∫
η1 ◦ η2 ◦ ... ◦ ηk, (σ1 − 1) · ... · (σr − 1)
〉
=
{ ∏k
i=1
∫
σi
ηi k = r
0 k < r
(127)
Indeed, take a particular term of the product formula. It corresponds to a decomposition
of the set of forms {η1, ..., ηk} into r subsets as above. If one of the subsets is empty the
corresponding factor is zero:
<
∫
∅, σi − 1 > = <
∫
∅, σi > − <
∫
∅, 1 > = 1− 1 = 0
Let C = {i1, ..., ik} where 1 ≤ ip ≤ n. Denote by X(C) the monomial Xi1 ...Xik . Let us
define elements
γ(z0; C; zn+1) ∈ P
k(XZ ; z0, zn+1) (128)
Say that a loop in XZ is a simple loop around point zi if it is homotopic to zero in C−{Z−zi}
and its index around zi is ±1. Take a path γ between the points z0 and zn+1 in XZ , choose
points xi1 , ..., xik on γ ordered by the orientation of the path, denote by γ(xip , xiq ) the segment
of path γ between xip and xiq , and choose simple loops σip based at the points xip going
counterclockwise around the points zip . Then
γ(z0; C; zn+1) := γ(z0, xi1) · (σi1 − 1) · γ(xi1 , xi2) · (σik − 1) · ... · γ(xik , zn+1) (129)
Here we compose the paths from the left to the right, and 1 in σik − 1 stays for the constant
path at the point xik . The following picture illustrates the structure of the element (129). Let
me stress that it is a linear combination of paths.
. .. .
. .
x
x i
0
i i
i 1
21
2
... zz
z z
n+1
Observe that the path on this picture is homotopy equivalent to the following one:
..
..
...
0
ii 1 2
z
z z
z n+1
So the element (129) can be written as
γ(z0; C; zn+1) = γ · (σ˜i1 − 1) · ... · (σ˜ik − 1)
where σ˜ik is a simple loop around zik based at zn+1.
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Lemma 5.2 ∫
γ(z0;C;zn+1)
ωzj1 ◦ ... ◦ ωzjr = 0 (130)
unless C is an ordered subset of {zj1 , ..., zjr}.
Proof. Shrinking the loop σi into a point we see that
if i 6∈ J := {jp, ..., jq} then
∫
σi
ωajp ◦ ... ◦ ωajq = 0 (131)
Thus if i ∈ C, i 6∈ J then <
∫
ωajp ◦ ... ◦ ωajq , σi − 1 >= 0, and then we apply (126). The
lemma follows.
When C run through all the monomials in Xi of degree ≤ m the elements (128) provide a
basis in Pm(XZ ; z0, zn+1).
Let T (m)(VZ) be the quotient of T (VZ) by the (m + 1)-th power of the augmentation
ideal. It is a graded algebra such that the degree of Xi is −1, and the natural projections
T (m+1) → T (m) respect this structure. The vector space T̂ (VZ ) is a projective limit of the
quotients T (m)(VZ).
Proposition 5.3 a) The projection of the map P onto T (m)(VZ) ⊗ C factorizes through a
map
Pm : Pm(XZ ; z0, zn+1) −→ T
(m)(VZ)⊗ C (132)
b) This map is an isomorphism after tensoring by C.
c) The maps Pm are compatible with the natural projections.
Proof. The part a) follows from (127). The part b) is the special case of Chen’s theorem
([Ch]) for XZ . In fact in our case it follows trivially from lemma 5.2. Indeed, both vector
spaces in (132) are of the same dimension, and the matrix of the period map written using this
basis in Pm(XZ ; z0, zn+1) and the natural basis formed by monomials in T (m)(VZ) is lower
triangular by (126) and (127). Observe that this also gives another proof of the fact that
elements (128) form a basis in P(XZ ; z0, zn+1).
Finally, c) is straitforward. The proposition is proved.
It follows from this that we get a Hodge-Tate structure on Pm(XZ ; z0, zn+1) by taking
V B = Pm(XZ ; z0, zn+1), V
DR = T (m)(VZ)
and defining the period map by the operator Pm. The weight filtration on Pm(XZ ; z0, zn+1)
is given by the powers of the augmentation ideal.
The Hodge-Tate structure on the torsor of path between the tangential base points. Choose
a tangent vector va = λa∂t at every point a ∈ C. In s. 2.9 we defined for an arbitrary
configuration of points a0, ..., am+1 in C and a path γ between the tangent vectors va0 and
vam+1 the regularized integral
I{γ,va}(a0; a1, ..., am; am+1) (133)
as the constant term of the asymptotic expansion as ε→ 0 of the integral∫ am+1+ελam+1
a0+ελa0
dt
t− a1
◦ ... ◦
dt
t− am
(134)
Let X0 := Xz0 ;Xn+1 := Xzn+1 and λ0 := λz0 ;λn+1 := λzn+1 .
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Lemma 5.4 The regularized ordered exponent is given by the formula
P
∫ vzn+1
vz0
Ω := lim
εi→0
(ε1λ1)
X0 ·
(
P
∫ zn+1+ε2λn+1
z0+ε1λ0
Ω
)
· (ε2λ2)
−Xn+1
In particular the limit on the right exists.
Proof. f(x, y) := P
∫ y
x
Ω as a function on y satisfies the differential equation (5.4). So
it has an asymptotics (y − zn+1)Xn+1 near the pont zn+1 ∈ Z. Thus
(
P
∫ zn+1+ε
x
Ω
)
· ε−Xn+1
has no singularities as ε→ 0. Reversing the path of integration and using (125), we see that
f(x, y) has an asymptotics (x− z0)
−X0 near z0 ∈ Z. The lemma is proved.
It is straitforward to generalize all the results of s. 5.3 above by replacing everywhere z0
and zn+1 by tangential base points at z0, zn+1 and the iterated integrals by its regularized
values. In particular there are basis elements
γ{va}(vz0 ; C; vzn+1) ∈ P
k(XZ ; vz0 , vzn+1)
and lemma 5.2 holds.
4. The canonical framed Hodge-Tate structures related to multiple polyloga-
rithms. Recall the coordinate t in CP 1\{∞} which identifies it with C. Below we set va := ∂t.
Let (a0; a1, ..., am; am+1) be an arbitrary set of points in C. Some or all of them may coincide.
Let
Z := the union of all the points a1, ..., am
Definition 5.5 The framed Hodge-Tate structure
IH{va}(a0; a1, .., am; am+1) (135)
is the Hodge-Tate structure Pm(XZ ; va0 , vam+1) with the framing morphisms
Q(0) −→ GrW0 P
m; GrW−2mP
m −→ Q(m)
provided by the elements
1 ∈ GrW0 P
m(XZ ; va0 , vam+1) and (136)
d log(t− a1)⊗ ...⊗ d log(t− am) ∈
(
GrW−2mP
m(XZ ; va0 , vam+1)
)∨
(137)
The period of this framed Hodge-Tate structure is given by the regularized integral (133).
If Z ′ is another subset ofC containing Z then the Hodge-Tate structure Pm(XZ′ ; va0 , vam+1)
framed by (136) and (137) is equivalent to IH{va}(a0; a1, .., am; am+1). Indeed, the inclusion
XZ′ ⊂ XZ provides a morphism of the Hodge-Tate structures respecting the frames.
Below we construct explicitly an equivalent framed Hodge-Tate structure I˜H{va}(a0; a1, .., am; am+1)
by taking a quotient of Pm. This quotient is described in theorem 5.7 below. These Hodge-Tate
structures form a unipotent variation over an appropriate configuration space, see theorem 5.8.
In particular I˜H{va}(0;x
−1, 0, ..., 0; 1) is isomorphic to the Hodge-Tate structure (117).
Construction. Let S := {a1, ..., am} and O{S} is the set of isomorphism classes of ordered
subsets of S. We define V DRS a graded Q-vector space with a natural basis hA labelled by the
elements A ∈ O{S} such that the degree of hA is −|A|. We will also use the dual basis {fB}
to the basis {hB}. The Hodge filtration F • on V DRS is provided by this grading, see (121), i.e.
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F−kV DRS is spanned by the vectors hB for |B| ≤ k.
The vector space V BS is a Q-vector space with a weight filtration W• such that
W−2kV
B
S =W−2k+1V
B
S = Q-span of the vectors eA with |A| ≥ k
for a certain basis eA labelled by the elements of O{S}.
Let us construct the period map PS : V
B
S −→ V
DR
S ⊗ C. Let
A = {ai1 , ..., aik}, B = {aj1 , ..., ajr}
Denote by ωa the 1-form d log(t− a). We define the period map by setting
< PSeA, fB >:=
∫
γ{va}(a0;A;am+1)
ωaj1 ◦ ωaj2 ◦ ... ◦ ωajr (138)
Proposition 5.6 a) The complexification of the period map PS is an isomorphism.
b) The image PS(W•V
B
S ) of the weight filtration is well defined, i.e. it does not depend on
the choice of path γ and loops σi.
c) The triple (V BS , V
DR
S , PS) defines a Hodge-Tate structure, denoted
I˜{va}(a0;S; am+1) = I˜{va}(a0; a1, ..., am; am+1) (139)
and equipped with a natural framing provided by (h∅, (2πi)
|S|hS).
Proof. a) Consider a partial order < on the set O{S} such that A < B if and only if there
are ordered subsets A′ ⊂ B′ ⊂ S such that A is the isomorphic to A′ and B to B′. We claim
that the period matrix (138) is a lower triangular matrix with
< PSeA, fA >= (2πi)
|A|; < PSeA, fB >= 0 if A 6< B (140)
The first equality follows from (127), and the second from lemma 5.2. This implies a).
b) When we deform the path γ by moving it across one of the points ai the difference
between the paths before and after the deformation is an element of shape (129) corresponding
to an ordered subset A˜ containing A with |A˜| = |A|+ 1. Indeed, moving the segment γ(x, y)
across ai we picking up an extra simple loop around the point ai, which is based on γ(x, y).
If A˜ 6< B then < PSeA˜, fB >= 0. If A˜ < B we changed the vector PSeA by adding the lower
weight vector PSeA˜ to it. Then c) is clear. The proposition is proved.
5. The framed Hodge-Tate structures (139) and (135) are equivalent. The set
up. Suppose that Z = {z1, ..., zn} is a collection of distinct points in C, and ai ∈ Z for
i = 1, ...,m. Let a0, am+1 be two points which may coincide with some of the points zi.
Recall the ordered subset S = {a1, ..., am}. Let C = {i1, ..., ik} where 1 ≤ ip ≤ n, and
X(C) := Xi1 ...Xik . Consider the natural projection
ϕDRS : T
(m)(VZ) −→ V
DR
S ; ϕ
DR
S (X(C)) :=
{
hC if C ∈ O{S}
0 otherwise
It is a surjective map by its very definition, and it obviously respects the grading.
Recall the elements
γ{va}(va0 ; C; vam+1) ∈ P
m(XZ ; va0 , vam+1)
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We define a map
ϕBS : P
m(XZ ; va0 , vam+1) −→ V
B
S
between the Betti spaces by the following formula:
ϕBS : γ{va}(va0 ; C; vam+1) 7−→
{
eC if C ∈ O{S}
0 otherwise
The map ϕBS clearly preserves the weight filtration.
The basis elements γ{va}(va0 ; C; vam+1) and the period matrix PS depend on the choice of
the path γ and loops σi. However the weight filtration is independent of these choices.
Theorem 5.7 The projections ϕDRS and ϕ
B
S provide a surjective morphism of Hodge-Tate
structures
ϕS : P
m(XZ ; va0 , vam+1) −→ I˜{va}(a0;S; am+1) (141)
which is compatible with the framing (136)-(137) on Pm(XZ ; va0 , vam+1) and the framing
(h∅, (2πi)
|S|hS) on (139)
Proof. We need to show that the following diagram is commutative.
T (m)(VZ)⊗ C
ϕDRS ⊗C−→ V DRS ⊗ C
P ↑ ↑ PS
Pm(XZ ; va0 , vam+1)
ϕBS−→ V BS
Formula (130) immediately implies this. The theorem is proved.
The unipotent variation of Hodge-Tate structures. Let us say that a configuration of points
(a0; a1, ..., am; am+1) and (a
′
0; a
′
1, ..., a
′
m; a
′
m+1) have the same combinatorial type if ai = aj if
and only if a′i = a
′
j . Denote by MS the moduli space of configurations of the same combina-
torial type as the configuration (a0;S; am+1).
Consider the trivialized complex holomorphic bundle VDRS over MS with fiber V
DR
S ⊗ C.
It comes equipped with a Hodge filtration F• provided by the Hodge filtration in the fiber.
The Q-local system VBS over MS is a subsheaf of V
DR
S , and its fiber over a configuration
of points (a0;S; am+1) is spanned over Q by the vectors PSeA. It is equipped with a weight
filtration given by P (W•V
B
S ). The connection on this local system is the Gauss-Manin con-
nection; it is given by continuous deformation of the integration paths (128) in the complex
plane. Proposition 5.6 insures that we get a well defined Q-local system filtered by the weight
filtration.
Theorem 5.8 The canonical Hodge-Tate structures I˜{va}(a0; a1, ..., am; am+1) form a unipo-
tent variation of Hodge-Tate structures of the space of all configurations points (a0; a1, .., am; am+1)
of given combinatorial type.
In particular the multiple polylogarithm Hodge-Tate structures I˜n1,...,nm(a1 : ... : am+1)
form a unipotent variation over the configuration space of distinct points M0,m.
Proof. It follows immediately from theorem 5.7 that the map ϕDRS gives rise to a quotient
of the canonical unipotent variation of Hodge-Tate structures Pm(XZ ; va0 , vam+1).
Warning. These Hodge-Tate structures do not provide a variation over the configuration
space of all points (a0; a1, .., am; am+1) since their dimensions can jump.
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Specialization. Consider the variation I˜(z0, a1, ..., am; zm+1) over the space
(z0, zm+1) ∈
(
C− {a1, ..., am}
)
×
(
C− {a1, ..., am}
)
(142)
The specialization functor transforms it to a variation of Hodge-Tate structures on the tangent
space to the point (a0, am+1) punctured at zero.
Lemma 5.9 The fiber at the vector (va0 , vam+1) of the specialization functor applied to the
variation of Hodge-Tate structures I˜(z0, a1, ..., am; zm+1) over the space (142) is canonically
isomorphic to the Hodge-Tate structure I˜va (a0, a1, ..., am; am+1).
Proof. The definition of the specialization of a unipotent variation of Hodge-Tate struc-
tures convinient for our purposes is spelled by R. Hain in ch. 7 of [H]. We assume the reader
is familiar with it. Its comparizon with the canonical regularization procedure used in s. 2.9
and 5.3 makes the lemma obvious. Let me add some comments which might help the reader.
As explained in [H], the only problem is how to define the Betty subspace of the specializa-
tion, and it is solved as follows. For simplicity consider the specialization when z0 → a0.
Let ε := z0 − a0. We consider the restriction of our variation into a little neighborhood of
the point z0, and view it as a variation on the punctured disc with canonical coordinate ε.
Denote by s1, .., sp a basis of the local system at the point ε = 1. Let N be the logarithm
of the monodromy matrix in this basis, see (122). The sections s˜i(ε) := si(ε)ε
−N have no
monodromy around the point ε = 0, and extend to this point. Then {s˜i(0)} form a basis of
the Betty space of the specialization. In our situation the entries of the columns si(ε) are
iterated integrals which admit an asymptotic expansion near ε = 0 of form
f(ε) = f0(ε) + f1(ε) log(ε) + ...+ fn(ε) log
n(ε)
where fi(ε) are continuous at ε = 0. Such an asymptotic expansion is unique if exists. Thus
the entries of the column s˜i(ε) are the regularized values of the iterated integrals. The lemma
is proved.
Remark. In this and the next chapters we use the tangential base points ∂t at every point
a ∈ C. On the other hand for the canonical regularization discussed in chapter 2 we used the
tangential base point ∂t at a0 and −∂t at am+1. However the element of the Hopf algebra
Hn obtained using the latter tangential base points coincides modulo 2-torsion with the one
I˜{va}(a0;S; am+1).
6. An explicit computation of the multiple polylogarithm Hodge-Tate struc-
tures. Let us define another period map P ′S : V
B
S −→ V
DR
S . Set < P
′
SeA, fB >= 0 if A 6< B.
To define the rest of the matrix coefficients we need some notations. Let A ⊂ B be two ordered
subsets of S. We present the ordered set B − A as a union of ordered subsets B{ip, ip+1},
where p = 0, ..., k such that
B = B{0→ i1} ∪ {ai1} ∪ B{i1 → i2} ∪ {ai2} ∪ ... ∪ {air} ∪ B{ir → m+ 1}
as ordered sets. Then
< P ′SeA, fB >:= (2πi)
|A|
∑
A′⊂B
r∏
p=0
I{γ,va}(aip ;B{ip → ip+1}; aip+1) (143)
where the sum is over all ordered subsets A′ ⊂ B which are isomorphic to A as ordered sets.
Proposition 5.10 The Hodge-Tate structures defined by the period maps P ′S and P are
canonically isomorphic.
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Proof. To calculate integral (138) we deform the element γ(a0;A; am+1) by shrinking
the loops σik around the points aik , and moving the segments γ(xik , xik+1) towards paths
γ(aik , aik+1) between the tangential base points at aik and aik+1 . Denote the limiting element
by γ(a0;A; am+1). Its shape is illustrated on the picture.
. .a
a0 m+1
...
a
.
.
a i
2
i
1
.
It follows from the product formula (126) and lemma 2.5 that
P
∫
γ(a0;A;am+1)
Ω = P
∫
γ(a0,ai1)
Ω ·
k∏
p=1
(
(e2πiXik − 1)P
∫
γ(aik ,aik+1)
Ω
)
(144)
To check this consider the path γε near the limiting path γ(a0;A; am+1) such that the loops σi
became the radius ε circles around ai. Then thanks to lemma 2.5 limε→0
∫
σε
i
ωip ◦ ... ◦ωiq = 0
of one of the forms in integrand is different from ωi. Further,∫
σε
i
d log(t− ai) ◦ ... ◦ d log(t− ai) =
(2πi)n
n!
This proves formula (144).
We use this to compute integral (138) over γ(a0;A; am+1). Observe that if a = aik = aik+1
we choose γ(aik , aik+1) to be the identity path at va. Assuming this, if B{ik → ik+1} 6= ∅ then
I{γ,va}(aik ;B{ik → ik+1}; aik+1) = 0, and the corresponding matrix element < P
′
SeA, fB >= 0.
The period matrices PS and P
′
S differ by multiplication on a unipotent operator in V
B
S
acting as identity on GrWV BS . For the generic configurations of points {ai} these period
matrices coincide. In general the contribution to the integral coming only from the linear
terms in e2πiXik − 1 matches the terms in (143). The contribution of the higher degree terms
amounts to adding the lower weight columns to the one P ′SeA. The proposition follows.
7. An example: variations of framed Hodge-Tate structures related to the
multiple logarithms. The multiple logarithm Hodge-Tate structures. Let Sm be the set of
all subsets of {1, 2, ...,m}, so |Sm| = 2m. Suppose that a0, a1, ..., am+1 are distinct points on
the complex plane. Let
I = {0 < i1 < ... < ik < m+ 1}, J = {0 < j1 < ... < jr < m+ 1}
Then I,J ∈ Sm and the period map PSm : V
B
Sm
−→ V DRSm ⊗ C is given by by
< PSmeI , fJ >:=
∫
γ(a0;ai1 ,...,aik ;am+1)
ωaj1 ◦ ωaj2 ◦ ... ◦ ωajr (145)
The integration path is defined as in (129).
Explicit computation. Below we choose a certain system of path {γ} connecting pairs of
the points aα, aβ , α < β. Let us define a period map P
′
Sm
. First, < P ′Sm{γ}eI , fJ >= 0 if
I 6⊂ J . The other matrix coefficients are defined as follows. Suppose that I ⊂ J . Let
I = {0 < i1 < ... < ik < m+ 1} i0 := 0, ik+1 := m+ 1 (146)
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The complement to I in J is the disjoint union
J − I = J {0→ 1} ∪ J {1→ 2} ∪ ... ∪ J {k→ k + 1}
where J {p→ p+ 1} is the subset of J \I between ip and ip+1. We use a shorthand
Iγ(aip ; aJ{p→p+1}; aip+1) := Iγ(aip ; aj1p , ..., ajkpp
; aip+1)
By definition it is 1 if J{p→ p+ 1} is the empty set. Set
< P ′SmeI , fJ >:= (2πi)
k
k∏
p=0
Iγ(aip ,aip+1)(aip ; aJ{p→p+1}; aip+1) (147)
The collection of path {γ} is chosen as follows. For a given subset I we choose paths
γ(ai0 , ai1), ... γ(aik−1 , aik), γ(aik , aim+1)
where the path γ(a, b) connects the points a and b, and its interior part is in C−{a0, ..., am+1}.
The paths for different I’s may be unrelated.
Corollary 5.11 Multiple logarithm Hodge-Tate structures form a variation of Hodge-Tate
structures over the configuration space M0,m.
Proof. These is a special case of theorem 5.8.
Example. The variation of Hodge-Tate structures for the double logarithm. The matrix
of the operator P ′S2(a0; a1, a2; a3) is
1 0 0 0
Iγ(0,3)(a0; a1; a3) 2πi 0 0
Iγ(0,3)(a0; a2; a3) 0 2πi 0
Iγ(0,3)(a0; a1, a2; a3) 2πi · Iγ(1,3)(a1; a2; a3) 2πi · Iγ(0,2)(a0; a1; a2) (2πi)
2

The columns are the vectors P ′S2e{∅}, P
′
S2
e{1}, P
′
S2
e{2}, P
′
S2
e{1,2} written in the basis hJ . The
conditions that the columns form a horizontal basis of a local system are the following:
∇h{1,2} = 0; ∇h{2} = −dI(a0; a1; a2)h{1,2}; ∇h{1} = −dI(a1; a2; a3)h{1,2};
∇
(
h{∅} + Iγ(0,3)(a0; a1; a3)h{1} + Iγ(0,3)(a0; a2; a3)h{2} + Iγ(0,3)(a0; a1, a2; a3)h{1,2}
)
= 0
Notice that dI(a; b; c) is independent of the choice of path γ, and we used the same path γ(0, 3)
in the other three terms.
Solving the last equation we see that the Griffiths transversality condition is equivalent to
∇h{∅} = −dI(a0; a1; a3)h{1} − dI(a0; a2; a3)h{2}
and the differential equation
dIγ(0,3)(a0; a1, a2; a3) = Iγ(0,3)(a0; a1; a3)dI(a1; a2; a3) + Iγ(0,3)(a0; a2; a3)dI(a0; a1; a2)
which is valid thanks to (21).
Let us show that the Griffiths transversality condition for P ′Sm is equivalent to the differ-
ential equations for multiple logarithm function. Define a connection ∇ as follows. Let
0 = j0 < j1 < ... < jr < jr+1 = m+ 1 and J = {j1, ..., jr}
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Then set
∇hJ = −
r∑
α=0
∑
jα<s<jα+1
dI(jα; s; jα+1) · h{J∪s}
The Griffiths transversality condition is obviously valid for this connection. However we have
to prove that this connection coincides with the one defined above, i.e ∇(P ′SmeJ ) = 0. This
would also imply that it is an integrable connection. Let us check first that the section P ′Sme∅
is covariantly constant. We use a shorthand I(aJ ) := I(a0; aj1 , ..., ajr ; am+1). One has
∇(
∑
I(aJ )hJ ) =
∑
J ′=J∪s
(
dI(aJ ′)− I(aJ )dI(jα; s; jα+1)
)
hJ ′
The right hand side of this formula is precisely the differential equation (21), and so it is zero.
The computation for the general column P ′SmeI is similar: the restriction of the connection
to the subspace with the coordinates ai, i ∈ J {p→ p+ 1} is computed just as above.
6 The multiple polylogarithm Hopf algebra
Recall the (commutative) Hopf algebra H• of framed Hodge-Tate structures over Q. In this
section we calculate explicitly the coproduct for the multiple polylogarithm framed Hodge-
Tate structures. This immediately implies that they form a Hopf algebra, which we call the
multiple polylogarithm Hopf algebra and denote ZH• (C
∗). We conjecture that it is isomorphic
to (the dual to) the fundamental Hopf algebra of the (still hypothetical) abelian category of
mixed Tate motives over C.
The framed Hodge-Tate structures related to multiple polylogarithms whose arguments
belong to a subgroup G ⊂ C∗ provide a graded Hopf subalgebra ZH• (G) of H•.
In particular when G = µN the spectrum of the Hopf algebra Z
H
• (µN ) is a prounipotent
algebraic group over Q. The grading of the Hopf algebra is provided by an action of Gm on
this group. The semidirect product of Gm and this group is isomorphic to the image of the
fundamental group of the category of Hodge-Tate structures acting on the Hodge realization
PH(Gm − µN ; v0, v1) of the torsor of path. The corresponding Lie algebra C•(µN ) is called
the cyclotomic Lie algebra.
There is a natural depth filtration on the Hopf algebra ZH• (C
∗) which induces the depth
filtration on the Hopf algebras ZH• (G), and on the corresponding Lie algebras.
The cobracket for the multiple polylogarithm Lie coalgebra was defined in [G0]. The
formulas for the coproduct in the Hopf algebra in the depth 2 case see in [G2], theorem 4.5.
A good exercise is to show that they are equivalent to the ones given below. The formulas for
the coproduct in the multiple logarithm case see in theorem 3.6 in [G5].
1. The coproduct in the case of multiple logarithms. Recall the framed Hodge-Tate
structure I˜(a0; a1, a2, ..., am; am+1) related to the multiple logarithm at a point of M0,m.
Theorem 6.1 Let us assume that ai 6= aj for i 6= j. Then the coproduct of the framed
Hodge-Tate structure corresponding to the multiple logarithm is computed as follows:
∆I˜(a0; a1, a2, ..., am; am+1) = (148)
∑
0=i0<i1<...<ik<ik+1=m
I˜(a0; ai1 , ..., aik ; am+1)⊗
k∏
p=0
I˜(aip ; aip+1, ..., aip+1−1; aip+1)
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Proof. It follows immediately from the definitions and description of the Hodge-Tate
structure corresponding to I(a0; a1, a2, ..., am; am+1) given in s. 5.7. Let me spell the details.
One has
GrW−2k I˜(a0; a1, a2, ..., am; am+1) = Q(k)⊠ V
DR
−2k
A basis in V DR−2k is given by {hI}, |I| = k, where I is as in (146).
We claim that there is a projection of Hodge-Tate structures
ϕI : I˜(a0; a1, a2, ..., am; am+1) −→ I˜(a0; ai1 , ..., aik ; am+1)
given as follows. For any subset A ⊂ {1, ...,m} one has:
ϕBI (eA) =
{
0 A 6⊂ I
eA A ⊂ I
; ϕDRI (hA) =
{
0 A 6⊂ I
hA A ⊂ I
To show that we get a morphism of Hodge-Tate structures one needs to check commutativity
of the diagram
V BSm
ϕBI−→ V BI ‘
PSm ↓ ↓ PI
V DRSm ⊗ C
ϕDRI−→ V DRI ⊗ C
Indeed,
PSmeA =
∑
A⊂B
(PSmeA, fB)hB; PIeA =
∑
A⊂B⊂I
(PIeA, fB)hB
and
(ϕDRI ◦ PSm)eA =
∑
A⊂B⊂I
(PSmeA, fB)hB; (PI ◦ ϕ
B
I )eA =
∑
A⊂B⊂I
(PIeA, fB)hB
Observe that if A ⊂ B ⊂ I then (PSmeA, fB) = (PIeA, fB) by the very definitions. The
commutativity of the diagram follows.
The morphism ϕI obviously preserves the frames, thus provides an equivalence of the
framed Hodge-Tate structures
(˜I(a0; a1, a2, ..., am; am+1);h∅, (2πi)
|I|hI) ∼ (˜I(a0; ai1 , ..., aik ; am+1);h∅, (2πi)
|I|hI)
Notice that the framing on the right is the standard one.
Now consider the subspaces
V B(I) ⊂ V
B
Sm , V
DR
(I) ⊂ V
DR
Sm
generated by all the basis vectors eB and hB such that I ⊂ B. Thanks to (140) the period
map induces the one P(I) : V
B
(I) −→ V
DR
(I) ⊗ C, and we get a Hodge-Tate structure H(I). So
the natural inclusion H(I) ⊂ I˜(a0;Sm; am+1) is a map of Hodge-Tate structures. It induces an
equivalence
[H(I); (2πi)
|I|hI), (2πi)
mhSm ] ∼ [˜I(a0;Sm; am+1); (2πi)
|I|hI), (2πi)
mhSm ]
The description of the Hodge-Tate structure I˜(a0; a1, ..., am; am+1) given in s. 5.7 shows that
there is an isomorphic of mixed Hodge structures
H(I) = ⊗
k
p=0I˜(aip ; aJ{p→p+1}; aip+1) (149)
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where the frame of H(I) is provided by hI and h{1,...,m}, and the Hodge-Tate structure on the
right is framed as a tensor product of framed Hodge-Tate structures. The isomorphism obvi-
ously respects the frames. Thus there is an equivalence of the framed Hodge-Tate structures(˜
I(a0; a1, a2, ..., am; am+1); (2πi)
|I|hI , (2πi)
mh{1,...,m}
)
(−|I|) =
⊗kp=0I˜(aip ; aJ{p→p+1}; aip+1)
The theorem is proved.
Examples. 1. The double logarithm (compare with s. 2.2 in [G2]). The coproduct of the
framed Hodge-Tate structure I˜(a0; a1, a2; a3) is given by the formula
∆I˜(a0; a1, a2; a3) = 1⊗ I˜(a0; a1, a2; a3)+
I˜(a0; a1; a3)⊗ I˜(a1; a2; a3) + I˜(a0; a2; a3)⊗ I˜(a0; a1; a2) + I˜(a0; a1, a2; a3)⊗ 1
2. The triple logarithm. The coproduct of the framed Hodge-Tate structure I˜(a0; a1, a2, a3; a4)
is given by
∆I˜(a0; a1, a2, a3; a4) = 1⊗ I˜(a0; a1, a2, a3; a4)+
I˜(a0; a1; a4)⊗ I˜(a1; a2, a3; a4) + I˜(a0; a2; a4)⊗ I˜(a0; a1; a2) · I˜(a2; a3; a4)+
I˜(a0; a3; a4)⊗ I˜(a0; a1, a2; a3) + I˜(a0; a1, a2; a4)⊗ I˜(a2; a3; a4)+
I˜(a0; a1, a3; a4)⊗ I˜(a1; a2; a3) + I˜(a0; a2, a3; a4)⊗ I˜(a0; a1; a2) + I˜(a0; a1, a2, a3; a4)⊗ 1
2. The coproduct in the general case. Below we introduce another framed Hodge-Tate
structure Î{γ,va}(a0; a1, ..., am; am+1) corresponding to an arbitrary configuration of points
(a0; a1, ..., am; am+1). It coincides with the canonical one if the points ai are distinct, but in
general it is bigger then the canonical mixed Hodge structure I˜{va} However we show that they
are equivalent as framed Hodge-Tate structures. The second one is handy for the computation
of the coproduct.
Choose for each pair of indices α < β a path between the tangential base points vaα and
vaβ . Denote by {γ} this collection of path. Then define the period map
P̂{γ,va}(a0; a1, ..., am; am+1) : V
B
Sm −→ V
DR
Sm ⊗ C (150)
by copying the definitions from s. 5.7, replacing everywhere the integrals Iγ there by their
regularized values I{γ,va}.
Proposition 6.2 For any configuration of points (a0; a1, .., am; am+1) the period map (150)
provides a well defined framed Hodge-Tate structure Î{va}(a0; a1, .., am; am+1)
Proof. One needs to check that a different choice of the collection of path {γ} between
the tangential base points does not change the weight filtration on the Betti space V BSm . This
is done the same way as the proof of proposition 5.6. The proposition is proved.
Proposition 6.3 The framed Hodge-Tate structures
Î{va}(a0; a1, ..., am; am+1) and I˜{va}(a0; a1, ..., am; am+1)
are equivalent.
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Proof. Thanks to proposition 5.10 we can work with the Hodge-Tate structure I˜′{va}(a0;S; am+1)
defined by the map P ′S . The map of sets
ϕ : subsets of {1, ...,m} −→ O{S}; {i1, ..., ik} 7−→ {ai1 , ..., aik}
provides linear maps ϕB : V BS −→ V
B
2m , ϕ
DR : V DRS −→ V
DR
2m given by
ϕB(eA) :=
∑
ϕ(A)=A
eA; ϕ
DR(hB) :=
∑
ϕ(B)=B
hB
These maps induce a morphism of mixed Hodge structures I˜′{va}(a0;S; am+1) −→ Î(a0;S; am+1).
Indeed, (ϕDR)∗fB = fϕ(B), so comparing (143) and (147) we see that the maps ϕ
B, ϕDR com-
mute with the period maps. This morphism obviously preserves the frames and thus induces
an equivalence of the corresponding framed Hodge-Tate structures. The proposition is proved.
Theorem 6.4 Let (a0; a1, a2, ..., am; am+1) be an arbitrary configuration of points in C. Then
the coproduct of the canonical framed Hodge-Tate structure I˜{va}(a0; a1, ..., am; am+1) is given
by
∆I˜{va}(a0; a1, ..., am; am+1) = (151)∑
0=i0<i1<...<ik<ik+1=m
I˜{va}(a0; ai1 , ..., aik ; am+1)⊗
k∏
p=0
I˜{va}(aip ; aip+1, ..., aip+1−1; aip+1)
In other words we can drop the assumption ai 6= aj in theorem 6.1.
Proof. Thanks to proposition 6.3 we can do the calculation with the Hodge-Tate structure
Î{va}(a0; a1, ..., am; am+1). The shape of the matrix defining this Hodge-Tate structure does
not change when we restrict to degenerate configurations of points, so the proof is identical
with the one of theorem 6.1.
3. Calculation of the coproduct for the multiple polylogarithms. Set
I˜n0,n1+1,...,nm+1(a0; a1, .., am; am+1) := (152)
I˜{va}(a0; 0, ..., 0,︸ ︷︷ ︸
n0 times
a1, 0, ..., 0,︸ ︷︷ ︸
n1 times
a2, ... 0, ..., 0︸ ︷︷ ︸
nm times
; am+1)
This framed Hodge-Tate structure is clearly invariant under the translations. Since it depends
on the choice of the tangent vectors va, in general it is no longer invariant under the action
of Gm given by ai 7−→ λai. However, if the iterated integral In0,...,nm(a0; a1, ..., am; am+1) is
convergent, then the corresponding framed Hodge-Tate structure is invariant under the action
of the affine group, see lemma 6.7 below.
Let V be a vector space. Denote by V [[t1, ..., tm]] the vector space of the formal power
series in ti whose coefficients are vectors of V . Let us make the generating series
I˜(a0; a1, ..., am; am+1|t0; t1; ...; tm) := (153)∑
ni≥0
I˜n0,n1+1,...,nm+1(a0; a1, ..., am; am+1)t
n0
0 ...t
nm
m ∈ H•[[t0, ..., tm]]
To visualize them consider a line segment with the following additional data, called coloring:
i) The beginning of the segment is labelled by a0, the end by am+1.
ii) There arem points inside of the segment labelled by a1, ..., am from the left to the right.
iii) These points cut the segment on m+ 1 arcs labelled by t0, t1, ..., tm.
64
. . . . . ..
A colored segment
a a a a a a
1
t t t t t t1 2 3 4 5
2 3 4 5 6
a0
0
Remark. The way t’s sit between the a’s reflects the shape of the iterated integral
In0,...,nm(a0; a1, ..., am; am+1).
As we show in theorem 6.5 below, the terms of the coproduct of the element (153) corre-
spond to the colored segments equipped with the following additional data, called marking:
a) Mark (by making them boldface on the picture) points a0; ai1 , ..., aik ; am+1 so that
0 = i0 < i1 < ... < ik < ik+1 = m+ 1 (154)
b) Mark (by cross) segments tj0 , ..., tjk such that there is just one marked segment between
any two neighboring marked points.
A special marked colored segment
. . . . ..
a a
tt
2 4
43
.
a a 60
t0
The conditions on the crosses for a marked colored segment just mean that
iα ≤ jα < iα+1 for any 0 ≤ α ≤ k (155)
The marks provide a new colored segment:
(a0|tj0 |ai0 |tj1 |ai1 | ... |aik |tjk |am+1) (156)
Theorem 6.5 Let us suppose that ai 6= 0 for i = 1, ..., n. Then
∆I˜(a0; a1, ..., am; am+1|t0; ...; tm) =
∑
I˜(a0; ai1 , ..., aik ; am+1|tj0 ; tj1 ; ...; tjk)⊗ (157)
k∏
α=0
(˜
I(aiα ; aiα+1, ..., ajα ; 0|tiα ; ...; tjα) · I˜(0; ajα+1, ..., aiα+1−1; aiα+1 |tjα ; tjα+1; ...; tiα+1−1)
)
where the sum is over all marked colored segments, i.e. over all sequences {iα} and {jα}
satisfying inequality (155).
Proof. One immediately sees that
I˜(0; a1, ..., am; 0) = 0 (158)
Indeed, it follows from the very definition that the left column of the matrix Aγ(0; a1, ..., am; 0)
defining the framed Hodge structure I˜(0; a1, ..., am; 0) is (1, 0, ..., 0), which means that Q(0) is
its direct summand. Therefore we get (158).
We apply the coproduct formula from theorem 6.1 to the framed mixed Hodge-Tate struc-
ture (152) and then keep track of the non zero terms taking into account (158).
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The left hand side factors of the non zero terms in the formula for the coproduct correspond
to certain subsets
A ∈ {a0; 0, ..., 0,︸ ︷︷ ︸
n0 times
a1, 0, ..., 0,︸ ︷︷ ︸
n1 times
... , am, 0, ..., 0︸ ︷︷ ︸
nm times
; am+1}
containing a0 and am+1, and called the admissible subsets. Such a subset A determines
the subset I = {i1 < ... < ik} where a0, ai1 , ..., aik , am+1 are precisely the set of all ai’s
containing in A. A subset A is called admissible if it satisfies the following properties:
i) A contains a0 and am+1.
ii) The set of 0’s in A located between aiα and aiα+1 must be a string of consecutive 0’s
located between ajα and ajα+1 for some iα ≤ jα < iα+1.
In other words the factors in the coproduct are parametrized by
a marked colored segment and a connected string of 0’s in each of the crossed arcs.
The connected string of 0’s in some of the crossed arcs might be empty.
An admissible subset A provides the following framed Hodge-Tate structure, which is the
left hand side of the corresponding term in the coproduct:
I˜(a0; âj0 , 0, ..., 0,︸ ︷︷ ︸
sj0 times
âj0+1, ai1 , âj1 , 0, ..., 0,︸ ︷︷ ︸
sj1 times
âj1+1, ... ; am+1)
So the string of zero’s between aiα and aiα+1 satisfying ii) looks as follows:
{aiα , âjα , 0̂, ..., 0̂,︸ ︷︷ ︸
pjα
0, ..., 0,︸ ︷︷ ︸
sjα
0̂, ..., 0̂,︸ ︷︷ ︸
qjα
âjα+1, aiα} (159)
where pjα + qjα + sjα = njα . This notation emphasizes that all 0’s located between aiα and
aiα+1 are in fact located between ajα and ajα+1, and form a connected segment of length sjα .
.. . .
a ai i α+1
t
j α
α
The right hand side of the term in the coproduct corresponding to the subset A is a product
over 0 ≤ α ≤ k of framed Hodge-Tate structures of the following shape:
I˜(aiα ; 0, ..., 0,︸ ︷︷ ︸
niα
aiα+1 , 0, ..., 0,︸ ︷︷ ︸
niα+1
... ajα , 0, ..., 0︸ ︷︷ ︸
pjα
; 0) · I˜(0; 0) · ... · I˜(0; 0)︸ ︷︷ ︸
sjα
I˜(0; 0, ..., 0,︸ ︷︷ ︸
qjα
ajα+1 , 0, ..., 0,︸ ︷︷ ︸
njα+1
... aiα+1−1, 0, ..., 0︸ ︷︷ ︸
niα+1−1
; aiα+1)
where the middle factor I˜(0; 0) · ... · I˜(0; 0) is equal to 1 since I˜(0; 0) = 1 according to (158).
Translating this into the language of the generating series we get the promised formula for the
coproduct. The theorem is proved.
A geometric interpretation of formula (157) . It is surprisingly similar to the one for
multiple logarithms. Recall that the expression (153) is encoded by a colored segment
(a0|t0|a1|t1| ... |am|tm|am+1) (160)
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The terms of the coproduct are in the bijection with the marked colored segments S obtained
from a given colored segment (160). Denote by LS ⊗ RS the term in the coproduct corre-
sponding to S. The left factor LS is encoded by the colored segment (156) obtained from the
marked points and arcs. For example for the marked colored segment on the picture we get
LS = I˜(a0|t0|a2|t3|a4|t4|a6).
The marks (which consist of k+1 crosses and k+2 boldface points) determine a decompo-
sition of the segment (160) into 2(k+ 1) little colored segments in the following way. Cutting
the initial segment in all the marked points and crosses we get 2(k + 1) little segments. For
instance, the very right one is the segment between the last cross and point am, and so on.
Each of these segments either starts from a marked point and ends by a cross, or starts from
a cross and ends by a marked point.
There is a natural way to make a colored segment out of each of these little segments: mark
the “cross endpoint” of the little segment by the point 0, and for the arc which is just near to
this marked point use the letter originally attached to the arc containing it. For example the
marked colored segment on the picture above produces the following sequence of little colored
segments:
(a0|t0|0), (0|t0|a1|t1|a2) (a2|t2|a3|t3|0) (0|t3|a4) (a4|t4|0) (0|t4|a5|t5|a6)
Then the factor RS is the product of the generating series for framed Hodge-Tate structures
corresponding to these little colored segments. For example for the marked colored segment
on the picture we get
RS = I˜(a0; 0|t0) · I˜(0; a1; a2|t0; t1) · I˜(a2; a3; 0|t2; t3) · I˜(0; a4|t3) · I˜(a4; 0|t4) · I˜(0; a5; a6|t4; t5)
To check that formula for the coproduct of the multiple logarithms fits into this description
we use formula (162) from the following
Lemma 6.6 One has the shuffle product formula on the level of the framed Hodge-Tate struc-
tures
I˜(x; a1, a2, ..., ap; y)˜I(x; ap+1, a2, ..., ap+q; y) = (161)∑
σ∈Σp,q
I˜(x; aσ(1), aσ(2), ..., aσ(p+q); y)
and
I˜(ap; ap+1, ap+2, ...; ap+q) = I˜(0; ap+1, ap+2, ...; ap+q)+ (162)
q−2∑
k=1
I˜(ap; ap+1, ...ap+k; 0) · I˜(0; ap+k+1, ..., ap+q−1; ap+q) + I˜(ap; ap+1, ...ap+q−1; 0)
together with the fact that each term on the right hand side of this formula correspond to a
marked colored segment shown on the picture:
.. . . . .. .
a a
p+k p+k+1
a p+qa p
Proof of lemma 6.6. Let us prove the shuffle product formula. We will assume that
ai 6= x, ai 6= y. The general case follows from this by using the specialization. Indeed,
by lemma 5.9 the regularized Hodge-Tate structures I˜(x0; a1, a2, ..., ap; y0) can be defined by
using the specialization when x→ x0, y → y0.
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Let Z be the union of points a1, ..., ap+q. Recall that I˜(x; a1, a2, ..., ap; y) can be defined as
the Hodge-Tate structure
Hp := H
p((C− Z)p;Dp ∩ (C− Z)
p)
where Dp is the algebraic simplex given by the union of hyperplanes x = t1, t1 = t2, ..., tk−1 =
tk, tk = y. The framing is given by the form d log(t1−a1)⊗ ...⊗d log(tp−ap), and by a relative
cycle γDp which provids a generator of Hp(C
p;Dp). We construct such a cycle as follows. Let
γ : [0, 1]→ C− Z be a path from x to y. Recall the standard simplex
∆p = {0 ≤ t1 ≤ ... ≤ tp ≤ 1}
Then γDp := γ(∆p). Similar interpretation have the other framed Hodge-Tate structures
involved in the formula (161). There is a well known decomposition of the product of simplices
∆p ×∆q = ∪σ∈Σp,q∆σ
into the union of simplices ∆σ parametrized to the shuffles σ. It provides a decomposition of
Dp×Dq ⊂ Cp+q into the algebraic simplices denoted Dσ. Let D be the union of the hyperplane
faces of all the simplices Dσ. Consider the following Hodge-Tate structures
H := Hp+q((C− Z)p+q;D ∩ (C− Z)p+q);
Hσ := H
p+q((C− Z)p+q;Dσ ∩ (C− Z)
p+q);
They have natural framings. Namely, one component of these framings is provided by the
form d log(t1 − a1)⊗ ...⊗ d log(tp+q − ap+q). The other is given by relative cycle γ(∆p ×∆q)
for H and by γ(∆σ) for Hσ. We need to show that Hp ⊗Hq is equivalent to ⊕σ∈Σp,qHσ.
There are natural morphism of Hodge-Tate structures H −→ Hσ as well as H −→ Hp and
H −→ Hq. They provide the morphisms
H −→ ⊕σ∈Σp,qHσ H −→ Hp ⊗Hq
Since γ(∆p × ∆q) = ∪γ(∆σ) these maps respect the frames and thus induce the desired
equivalence. The shuffle product formula is proved.
The proof of formula (162) is completely similar. Assume first that ai 6∈ {ap, aq, 0} for i ∈
{p+1, ..., p+q−1}. The general case follows by the specialization. Take Z = {ap+1, ..., ap+q−1}
and consider the composition γ := α · β of path α from ap to 0 and β from 0 to aq. Then
γ(∆q−1) = ∪
q−1
i=0α(∆q−i−1)× β(∆i)
Consider the Hodge-Tate structure
Hq−1((C− Z)q−1,D ∩ (C− Z)q−1) (163)
equipped with several different framings. One component of all these framings is the same for
all of them and it is provided by
dt
t− ap+1
⊗ ...⊗
dt
t− ap+q−1
∈ Hq−1DR ((C− Z)
q−1)
The second components of these framings are given by relative homology cycles
α(∆q−1−i)× β(∆i) and γ(∆q−1)
We call Hi and H the corresponding framed Hodge-Tate structures. The identity morphism
of (163) provides a morphism of framed Hodge-Tate structures H −→ ⊕Hi which proves the
identity. The lemma is proved.
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Lemma 6.7 One has I˜(a; 0|t) = a−t, I˜(0; a|t) = at, and more generally
I˜(0; a1, ..., am; am+1|t0; t1; ...; tm) = a
t0
m+1I˜(a1 : ... : am : am+1|t1 − t0, ..., tm − t0) (164)
and
I˜(a1; a2, ..., am; 0|t1; ...; tm) = (−1)
m−1˜I(0; am, ..., a2; a1| − tm;−tm−1; ...;−t1) =
(−1)m−1a−tm1 I˜(am : ... : a2 : a1|tm − tm−1, tm − tm−2, ..., tm − t1) (165)
Proof. The formula (164) is a Hodge version of proposition 2.15. Its proof uses the shuffle
product formula and specialization and copies the second proof of proposition 2.15.
The second equality in (165) follows from the first one and (164). The proof of the first
equality in (165) is completly similar to the proof of lemma 6.6. Namely, it follows by a
specialization argument from the equality
I˜(a1; a2, ..., am; 0) = (−1)
m−1I˜(0; am, ..., a2; a1)
where we can assume that a2, ..., am 6= 0, a1. To prove this equality consider two different
framings of the Hodge-Tate structure
Hm−1((C− Z)m−1,Dm−1 ∩ (C− Z)
m−1)
where Z := {a2, ..., am} and Dm−1 is the usual algebraic simplex. One is provided by a form
d log(t2 − a2) ∧ ... ∧ d log(tm − am) and a relative cycle {γ(t2), ..., γ(tm)}
where γ : [0, 1]→ C− Z is a path from a1 to 0, and 0 ≤ t2 ≤ ... ≤ tm ≤ 1. The other is given
by
d log(tm − am) ∧ ... ∧ d log(t2 − a2) and a relative cycle {γ
0(tm), ..., γ
0(t2)}
where γ0 : [1, 0] −→ C− Z is the path opposite to γ. The components of these frames differ
by signes, and the total sign difference is (−1)m−1. The lemma is proved.
Recall the notation
I˜(a1 : ... : am+1|t0 : ... : tm) := I˜(0; a1, ..., am; am+1|t0; ...; tm)
A marked colored segment is special if the first cross is marking the segment t0. A colored
segment with such a data is called a special marked colored segment. See an example on the
picture above. The conditions on the crosses for a marked colored segment just mean that
iα ≤ jα < iα+1 for any 0 ≤ α ≤ k, j0 = i0 = 0 (166)
Proposition 6.8 One has
∆I˜(a1 : ... : am+1|t0 : ... : tm) =
∑
I˜(ai1 : ... : aik : am+1|tj0 : tj1 : ... : tjk)⊗
k∏
α=0
(
(−1)jα−iα I˜(ajα : ajα−1 : ... : aiα | − tjα : −tjα−1 : ... : −tiα)· (167)
I˜(ajα+1 : ... : aiα+1−1 : aiα+1 |tjα : tjα+1 : ... : tiα+1−1)
)
where the sum is over all special marked colored segment, i.e. over all sequences {iα} and
{jα} satisfying inequality (166).
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Proof. Follows immediately from theorem 6.5 and lemma 6.7.
Let us define several other generating series for framed Hodge-Tate structures related to
multiple polylogarithms. Consider the following two pairs of sets of variables:
i) (x0, ..., xm) such that x0...xm = 1; ii) (a1 : ... : am+1)
iii) (t0 : ... : tm); iv) (u1, ..., um+1) such that u1 + ...+ um+1 = 0
The relationship between them is given by
xi :=
ai+1
ai
, i = 1, ...,m+ 1;x0 =
a1
am+1
ui := ti − ti−1, um+1 := t0 − tm
the indices are modulo m+ 1, and is illustrated on the picture below
. .. . .
a a a
u u u u
0
1
1
3
31
1 2
2
m+1
m+1
...
...
0
a0 = a 0 2
2
t
x
t
x
t
x
Observe that xi, ai are the multiplicative variables, and ti, ui are additive variables.
We introduce the L˜i-generating series
L˜i(∗, x1, ..., xm|t0 : ... : tm) := (168)
L˜i(x0, ..., xm|t0 : ... : tm) := (−1)
mI˜((x1...xm)
−1 : (x2...xm)
−1 : ... : x−1m : 1|t0 : ... : tm)
=: (−1)mI˜(a1 : a2 : ... : am+1|t0 : ... : tm) =: I˜(a1 : a2 : ... : am+1|u1, ...um+1)
Remark. The (, )-notation is used for the variables which sum to zero (under the appropriate
group structure), and the (:)-notation is used those sets of variables which are essentially
homogeneous with respect to the multiplication by a common factor, see lemma 6.7.
The coproduct in terms of the L˜i-generating series. To state the formula we need the
following notations. Let xi be elements of a group G. Set
Xa→b :=
b−1∏
s=a
xs
Proposition 6.9 Let us suppose that xi 6= 0. Then
∆L˜i(x0, x1, ..., xm|t0 : t1 : ... : tm) =∑
L˜i(Xi0→i1 , Xi1→i2 , ..., Xik→m|tj0 : tj1 : ... : tjk)⊗ (169)
k∏
p=0
(
(−1)jp−ipX
tjp
ip→ip+1
L˜i(∗, x−1jp−1, x
−1
jp−2
, ..., x−1ip | − tjp : −tjp−1 : ... : −tip)· (170)
L˜i(∗, xjp+1, xjp+2, ..., xip+1−1|tjp : tjp+1 : ... : tip+1−1)
)
(171)
Here the sum is over special marked colored segments, i.e. sequences {ip}, {jp} satisfying
(166).
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The p-th factor in the product on the right is encoded by the data on the p-th segment:
. . . . .. .
t
x
..........
x jpi p ip
jp
x j p −1+1
.
a i p+1
a x j
p+1
x j p−1
Namely, Xip→ip+1 is the product of all xi on this segment. The first term (170) is encoded by
the segment between tjp and tip , which we read from the right to the left. The factor (171) is
encoded by the segment between tjp and tip+1 which we read from the left to the right.
Proof. Follows from lemma 6.7, proposition 6.8 and (168).
4. An example: the coproduct in the classical polylogarithm case. Recall that H•
is the commutative Hopf algebra of the framed Q-Hodge-Tate structures with the coproduct
∆ and the product ∗.
One has ∆(1) = 1⊗ 1, ∆(x) = x⊗ 1 + 1⊗ x. It is easy to check that
∆ : xt 7−→ xt ⊗ xt (172)
Recall the restricted coproduct: ∆′(X) := ∆(X) − (X ⊗ 1 + 1 ⊗X). Notice that ∆ is a
homomorphism of algebras and ∆′ is not.
Proposition 6.10
∆ : L˜i(x|t) 7−→ L˜i(x|t)⊗ xt + 1⊗ L˜i(x|t) (173)
Proof. This formula just means that
∆′L˜in(x) = L˜in−1(x)⊗ l˜ogx+ L˜in−2(x)⊗
l˜og
2
x
2
+ ...+ L˜i1(x) ⊗
l˜og
n−1
x
(n− 1)!
5. An example: the coproduct for the depth two multiple polylogarithms. We
will use both types of I notations for multiple polylogarithms and the corresponding Hodge-
Tate structures, so for instance
I˜(a1 : a2 : 1|t1, t2) = I˜(0; a1, a2; 1|t1; t2)
Set ζ˜(t1, ..., tm) := I˜(1 : ... : 1|t1, ..., tm).
Proposition 6.11 a) One has
∆I˜(a1 : a2 : 1|t1, t2) = 1⊗ I˜(a1 : a2 : 1|t1, t2)
I˜(a1 : a2 : 1|t1, t2)⊗ a
−t1
1 ∗ a
t1−t2
2 + I˜(a1 : 1|t1)⊗ a
−t1
1 ∗ I˜(a2 : 1|t2 − t1)
−I˜(a1 : 1|t2)⊗ a
−t2
1 ∗ I˜(a2 : a1|t2 − t1) + I˜(a2 : 1|t2)⊗ I˜(a1 : a2|t1) ∗ a
−t2
2
b) Let us suppose that aN1 = a
N
2 = 1. Then modulo the N -torsion one has
∆′˜I(a1 : a2 : 1|t1, t2) = I˜(a1 : 1|t1)⊗ I˜(a2 : 1|t2 − t1)
−I˜(a1 : 1|t2)⊗ I˜(a2 : a1|t2 − t1) + I˜(a2 : 1|t2)⊗ I˜(a1 : a2|t1)
In particular
∆′ζ˜(t1, t2) = ζ˜(t1)⊗ ζ˜(t2 − t1)− ζ˜(t2)⊗ ζ˜(t2 − t1) + ζ˜(t2)⊗ ζ˜(t1)
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Proof. a) Since in our case a0 = 0 and t0 = 0 the nonzero contribution can be obtained
only from those marked colored segments where t0-arc is not marked. Let us call the pictures
where a0 = 0, am+1 = 1, t0 = 0 and the t0-arc is not marked by special marked colored
segments.
The five terms in the formula above correspond to the five special marked colored segments
presented on the picture.
N5
.
.
.
.
.
.
.. . .
..
.
.
N4
N1
a a
aa
a
aa
1
1 2
2
2
a1 2
t
1 t2
t
1 t2
t2
t 2
t
t
1
1
0
0 0
0
11
1 1
1
N2
. .
. .. .
0 1a a 21
N3
Using the formulas from lemma 6.7 we get the following four terms corresponding to the
terms N1-N4 on the picture:
I˜(a1 : a2 : 1|t1, t2)⊗ I˜(a1; 0|t1) · I˜(0; a2|t1) · I˜(a2; 0|t2) · I˜(0; 1|t2) =
I˜(a1 : a2 : 1|t1, t2)⊗ a
−t1
1 · a
t1−t2
2
I˜(a1 : 1|t1)⊗ I˜(a1; 0|t1) · I˜(0; a2; 1|t1; t2) = I˜(a1 : 1|t1)⊗ a
−t1
1 · I˜(a2 : 1|t2 − t1)
I (˜a1 : 1|t2)⊗ I˜(a1; a2; 0|t1; t2) · I˜(0; 1|t2) =
−I˜(a1 : 1|t2)⊗ I˜(0; a2; a1| − t2;−t1) = −I˜(a1 : 1|t2)⊗ a
−t2
1 · I(a2 : a1|t2 − t1)
I˜(0; a2; 1|0; t2)⊗ I˜(0; a1; a2|0; t1) · I(a2; 0|t2) · I(0; 1|t2) =
I˜(a2 : 1|t2)⊗ I˜(a1 : a2|t1) · a
−t2
2
The part b) follows from a) if we notice that aN = 1 provides at = 1 modulo the N -torsion.
The proposition is proved.
Remark. In theorem 4.5 of [G2] the reader can find a different way to write the formulas
for the coproduct in the depth 2 case. It is easy to see that the formulas given there are
equivalent to the formulas above.
Example. Below we give explicit formulas for the coproduct in the Hopf algebra for double
polylogarithms up to the weight three.
∆′ : L˜i2,1(x, y) 7−→ L˜i1,1(x, y)⊗ x+ L˜i1(y)⊗ L˜i2(x) + L˜i2(xy)⊗ L˜i1(y)
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−L˜i1(xy)⊗
(
L˜i2(x) + L˜i2(y)− L˜i1(y) · xy +
x2
2
)
∆′ : L˜i1,2(x, y) 7−→ L˜i1,1(x, y)⊗ y − L˜i2(xy) ⊗ x− L˜i1(xy)⊗ x · y
+L˜i2(y)⊗ L˜i1(x) + L˜i1(y)⊗ L˜i1(x) · y + L˜i1(xy)⊗ L˜i2(y)
−L˜i2(xy)⊗ L˜i1(x) − L˜i1(xy)⊗ L˜i1(x) · xy − L˜i1(xy)⊗ L˜i2(x)
Example. The Lie coalgebra structure in the depth two (see [G0], p. 13). Recall that the
space of the indecomposables
L(H>0) :=
H>0
H>0 · H>0
inherits a structure of the graded Lie coalgebra with the cobracket δ. I will describe∑
n1,...,nk>0
δI˜n1,...nk(a1, ..., ak) · t
n1−1
1 ...t
nk−1
k ∈ ∧
2H•⊗̂Z[[t1, t2, ...]]
In the formulas below δ acts on the first factor in H•⊗̂Z[[t1, t2, ...]].
δ
( ∑
m>0,n>0
I˜m,n(a : b : c) · t
m−1
1 t
n−1
2
)
=
∑
m>0,n>0
(
I˜m,n(a : b : c) · t
m−1
1 t
n−1
2 ) ∧ (
b
a
· t1 +
c
b
· t2) − I˜m(a : b) · t
m−1
1 ∧ I˜n(b : c) · t
n−1
2
+ I˜m(a : c) · t
m−1
1 ∧ I˜n(b : c) · (t2 − t1)
n−1 − I˜n(a : c) · t
n−1
2 ∧ I˜m(b : a) · (t2 − t1)
m−1
)
Set I0,n = In,0 = 0. Here is a more concrete formula for δ:
δI˜m,n(a, b) =
I˜m−1,n(a, b) ∧
b
a
+ I˜m,n−1(a, b) ∧
1
b
− I˜m(
a
b
) ∧ I˜n(b) +
m−1∑
i=0
(−1)i
(
n+ i− 1
i
)
I˜m−i(a) ∧ I˜n+i(b)
−(−1)m+j−1
n−1∑
j=0
(−1)j
(
m+ j − 1
j
)
I˜n−j(a) ∧ I˜m+j(
b
a
)
6. The Hopf algebra of framed Hodge-Tate structures related to multiple
polylogarithms. Let G be a subgroup of C∗. Denote by ZHw (G) ⊂ Hw the Q-vector subspace
generated by the w-framed Hodge-Tate structures
I˜n1,...,nm(a1, ..., am), ai ∈ G ⊂ C
∗, w = n1 + ...+ nm (174)
Set ZH• (G) := ⊕w≥1Z
H
w (G). It is equipped with a depth filtration F
D
• . Namely, recall the
logarithm Hodge-Tate structure l˜ogx ∈ Ext1MHS/Q(Q(0),Q(1)). The depth filtration is defined
as follows: FD0 Z
H
• (G) is spanned by products of l˜og(a), a ∈ G, and F
D
k Z
H
• (G) for k ≥ 1 by
the elements (174) with m ≤ k.
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Theorem 6.12 Let G be any subgroup of C∗. Then ZH• (G) is a graded Hopf subalgebra of
H•. The depth provides a filtration on this Hopf algebra.
Proof. The graded vector space ZH• (G) is closed under the coproduct by proposition 6.8.
The statement about the depth filtration is evident from the formula for coproduct given in
proposition 6.9. It is a graded algebra by the shuffle product formula from lemma 6.6. The
theorem is proved.
Remark. The depth filtration is not defined by a grading of the algebra ZH• (G) because
of the relations like
L˜in(x) · L˜im(y) = L˜in,m(x, y) + L˜im,n(y, x) + L˜in+m(xy)
Conjecture 6.13 The Hopf algebra ZH• (C
∗) is isomorphic to the motivic Hopf algebra of C.
We expect a similar story for any subfield F ⊂ C.
7. The cyclotomic Lie algebras. Recall the definition
CH• (µN ) :=
ZH>0(µN )
ZH>0(µN ) · Z
M
>0(µN )
Corollary 6.14 a) CH• (µN ) is a graded Lie coalgebra.
b). CH1 (µN ) = Z
H
1 (µN )
∼
=
(
the group of cyclotomic units in Z[ζN ][1/N ]
)
⊗Q.
Proof. a). Clear.
b) Since
I˜1(a) = l˜og(1− a) and l˜og(1 − a)− l˜og(1− a
−1) = l˜og(a)
the weight 1 component ZH1 (G) is generated by l˜og(1− a) and l˜og(a). Notice that if a
N = 1
then N · l˜og(a) = 0. This proves b). The corollary is proved.
We call CH• (µN ) the cyclotomic Lie coalgebra. Its dual C
H
• (µN ) is the cyclotomic Lie alge-
bra. The dual to the universal enveloping algebra of the cyclotomic Lie algebra is isomorphic
to ZH• (µN ).
Let C∆m(µN ) be the Q- subspace of Cm(µN ) generated by I˜(0; a1, ..., am; 1) where a
N
i = 1.
Corollary 6.15 C∆• (µN ) := ⊕m≥1C
∆
m(µN ) is a graded Lie coalgebra.
We call it the diagonal cyclotomic Lie coalgebra.
Proof. Clear from the proposition 6.8.
8. Expressing the multiple polylogarithm Hodge-Tate structures of weight 3
via the classical polylogarithms. Lemma 6.6 allows to express I˜1,1(a1, a2), and hence
L˜i1,1(x, y), via the dilogarithm and products of logarithms. Here are the similar results for
the depth three case. The key thing is the following formula
L˜i1,2(x, y) = L˜i
∗
3(
x− xy
1− xy
) + L˜i
∗
3(xy)− L˜i3(
x− xy
1− xy
) + L˜i3(y)− L˜i3(xy)+
L˜i1(xy)(L˜i2(x) + L˜i2(y))−
1
2
l˜og
2
(
1− x
1− xy
)l˜og(
1− y
1− xy
)
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where
L˜i
∗
3(x) := L˜i3(1)− L˜i3(1 − x)− L˜i2(1)L˜i1(x) −−
1
2
l˜og(x)L˜i
2
1(1 − x)
To prove the formula we show by a tedious calculation that applying ∆ to both parts of the
formula we get zero. Thus the difference is a variation of Hodge-Tate structures over the
(x, y) space representing an element in Ext1(Q(0),Q(3)). Therefore, thanks to the Griffiths
transversality condition, it is a constant variation. So it remains to check that it is zero at one
point. Consider the specialization at the y = 0 divisor. Then the right hand side is clearly
zero, and it is easy to check the left hand side is also zero. This proves the formula.
Now lemma 6.6 shows how to express L˜i1,1,1 via L˜i1,2, L˜i2,1 and products of logarithms
and dilogarithms. Further, L˜i2,1 is reduced to L˜i1,2 using one of the shuffle relations.
Substituting the expressions above to formula∑
σ∈S3
L˜i1,1,1(xσ(1), xσ(2), xσ(3)) = 2L˜i3(x1x2x3)
and applying to the framed Hodge-Tate structures the canonical Lie-period map (see [BD1];
it is the one which kills the products) we get the following functional equation for the single-
valued version
L3(z) := Re
(
Li3(z)− Li3(z)log|z|+
1
3
Li3(z)log
2(|z|)
of the classical trilogarithm:
Sym
(
L3(x)− L3(xy)−
1
3
L3(xyz) + 2L3(
1− x
1 − y−1
) + L3
(1− xyz
1− z
)
− (175)
L3
( (1− x)(1 − z)
1− y−1)(1 − xyz)
)
+ L3
( (1− x)yz
1− xyz
)
− L3(1)
)
= 0
Here Sym is the symmetrization of variables x, y, z. It is interesting that after symmetrization
we get formula where all the terms appear with the same coefficient 2.
Similar considerations in the weight two give the classical 5-term functional equation for
the dilogarithm written in symmetric form.
7 Some applications and conjectures
We explain in s. 7.2 how the theorewms from the introduction follow from our results. Assum-
ing the motivic formalism we formulate in s. 7.3 conjectures relating multiple polylogarithm
motives to the structure of the motivic Lie algebras of an arbitrary field F .
1. The framed mixed Tate motives related to multiple polylogarithms. Let F
be a number field, ai ∈ F and a0, am+1 6= ai for i = 1, ...,m. Recall the Q(m)-framed mixed
Tate motive IM(a0; a1, ..., am; am+1) from definition 4.6.
Theorem 7.1 Let F be a number field, ai ∈ F and a0, am+1 6= ai. Then for any embedding
σ : F →֒ C the Hodge realization of IM(a0; a1, ..., am; am+1) corresponding to σ is isomorphic
to I˜(σ(a0);σ(a1), ..., σ(am);σ(am+1).
Proof. Follows from the very definitions and the results of chapter 3.
This together with lemma 3.4 immediately imply the following useful fact:
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Corollary 7.2 Assume the conditions of theorem 7.1. Then the coproduct of the framed mixed
Tate motives IM(a0; a1, ..., am; am+1) is given by the same formulas as in chapter 6 for their
Hodge counterparts.
Corollary 7.3 Assume that and aNi = 1 and ai 6= 1 for 1 ≤ i ≤ m. Then I
M(0; a1, ..., am; 1)
is a mixed Tate motive over the scheme SN .
Proof. Follows from corollary 7.2 and the definitions of chapter 3.
2. The theorems from the introduction. Theorems 1.3 and 1.5 are special cases
of theorems 1.6 and 1.8. The second part of theorem 1.6 follows from proposition 5.10 and
formula (143) combined with (68).
The proof of the first part of theorem 1.6 follows from propositions 6.2, 6.3 following the
lines of proof of theorem 6.1.
Proof of theorem 1.8. The homomorphism ZH• (µN ) −→ Gr
W
• Z˜(µN ) is given by setting
LiHn1,...,nm(ζ
α1
N , ..., ζ
αm
N ) 7−→ (2πi)
−wLin1,...,nm(ζ
α1
N , ..., ζ
αm
N )
Observe that the number on the right is well defined modulo the lower weight values of
multiple polylogarithms at N -th roots of unity. This follows from our explicit description of
the period matrix of the Hodge-Tate structure on the left which is established in proposition
5.7. More precisely, this proposition shows the following. Let P be a period matrix describing
the Hodge-Tate structure Lin1,...,nm(ζ
α1
N , ..., ζ
αm
N ). Let I be the matrix of the operator acting
on the De Rham basis by hA 7−→ (2πi)−|A|hA. Then by proposition 5.7 combined with
formula (59) the entries of the matrix PI belong to W2wZ˜(µN ), and applying to the entries
the canonical projection W2wZ˜(µN ) −→ Gr
W
2wZ˜(µN ) we get a matrix which has only one non
zero entry, that is its maximal period (2πi)−wLin1,...,nm(ζ
α1
N , ..., ζ
αm
N ). Indeed, all the entries
of the matrix P except Lin1,...,nm(ζ
α1
N , ..., ζ
αm
N ) are multiple polylogarithms at N -th roots of
unity of the weight w′ < w, multiplied by an appropriate power 2πi.
Now let H := H1 ⊕ ... ⊕Hk and H ′ := H ′1 ⊕ ... ⊕H
′
l , where each of the summands is a
Hodge-Tate structure of type LiHn1,...,nm(ζ
α1
N , ..., ζ
αm
N ). Suppose that we have an equivalence
H ∼ H ′. By lemma 3.3 this means that there is a minimal subquotient H of both H and H ′
which is equivalent to H and H ′. The period matrix of H , being reduced to GrW2wZ˜(µN ), has
only one non zero entry. Therefore this entry is the period H as well of H ′ with respect to
the framings. So these periods coincide. This means that the map above is well defined on
equivalence classes. The theorem follows.
3. The depth filtration on the motivic Lie algebra of a field F and multiple
polylogarithms. The set up. In this subsection we will assume the existence of the abelian
categoryMT (F ) of mixed Tate motives over an arbitrary field F with all the standard prop-
erties. In particular we assume that the category MT (F ) is a mixed Tate category. Denote
by L(F )• the fundamental Lie algebra of the category MT (F ), by L(F )• its dual, called the
motivic Lie coalgebra of F , and by U(F )• the dual to the universal enveloping algebra of
L(F )•.
Moreover we assume that for any a1, ..., am ∈ F ∗ there exists an object IMn1,...,nm(a1, ..., am)
of the categoryMT (F ) framed by Q(0) and Q(w), called the motivic multiple polylogarithm.
If F is a number field the results of this paper already give all this.
In particular we assume that for any field F the coproduct of the framed mixed Tate
motives IMn1,...,nm(a1, ..., am) is given by the same formula as in theorem 6.5.
The motivic logarithm. We have an isomorphism U(F )1
∼
= F ∗ ⊗ Q. It is materialized by
the motivic logarithm providing an isomorphism
logM : F ∗ ⊗Q −→ Ext1MT (F )(Q(0),Q(1))
∼
= U(F )1; a 7−→ log
M(a)
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Its l-adic realization is given by the Kummer extension, and if F ⊂ C its Hodge realization is
l˜og(a).
The depth filtration(s). It follows from this that motivic multiple polylogarithms of depth
≤ m provide a filtration FD by coideals in U(F )• indexed by integers m ≥ 0. Set
FD0 U(F )• := the subspace spanned over Q by the products of log
M(a),
FDmU(F )• := the subspace spanned by I
M
n1,...,nk
(a1, ..., ak), ai ∈ F ∗, 1 ≤ k ≤ m (176)
Since l˜og(a) = I˜{va}(0; 0; a) is the depth zero multiple polylogarithm, this agrees with (176).
The universality conjecture can be reformulated as follows:
Conjecture 7.4 Let F be an arbitrary field. Then ∪mFDmU(F )• = U(F )•. So every
framed mixed Tate motive over F is equivalent to a subquotient of the motivic torsor of path
PM(SpecF (x); v0, v1) between tangential base points at 0 and 1.
The universality conjecture. It tells us (see conjecture 17a) in [G1]) that every framed
mixed Tate motive over F is equivalent to a Q-linear combination of the framed motives
IMn1,...,nm(a1, ..., am) with ai ∈ F
∗.
The following result, which is a motivic version theorem 2.22, shows that all n-framed
mixed Tate motives but perhaps a countable set are given by multiple polylogarithm motives.
This is a strong support for the universality conjecture.
Theorem 7.5 Let us assume the motivic formalism. Let V be a variation of n-framed mixed
Tate motives over a connected rational variety Y . Then for any two points y1, y2 ∈ Y the
difference Vy1 − Vy2 is a sum of multiple polylogarithms motives.
Proof. One can suppose without the loss of generality that there is a rational curve
X passing through y1 and y2. Let P
M(X ; y1, y2) be the torsor of motivic paths from y1
to y2 on X . The crucial fact is that any its subquotient is equivalent as framed mixed
Tate motive to a hyperlogarithmic one. There is a morphism of mixed Tate motives pXy1,y2 :
Vy1 ⊗P
M(X ; y1, y2)→ Vy2 (parallel transport along paths from y1 to y2 on X). Let A be the
kernel of the action of L(F )• on PM(P 1; v0, v1). Then PM(X ; y1, y2) is a trivial A - module.
Therefore any p ∈ PM(X ; y1, y2) defines an isomorphism of A - modules Vy1 ⊗ p→ Vy2 . This
is a reformulation of the statement of the theorem.
The main conjecture. The depth filtration on U(F )• induces the depth filtration on the
corresponding Lie coalgebra L(F )•. In particular FD0 L(F )• = L(F )1 = F
∗ ⊗Q.
Consider the ideal of the Lie algebra L(F )• given by
I(F )• := ⊕
∞
n=2L(F )−n
We define the depth filtration FD on the Lie algebra L(F )• as an increasing filtration indexed
by integers m ≤ 0 and given by the powers of the ideal I(F )•
FD0 L(F )• = L(F )•; F
D
−1L(F )• = I(F )•; F
D
−m−1L(F )• = [I(F )•,F
D
−mL(F )•] (177)
Thus there are two filtrations on the Lie coalgebra L(F )•: the dual to depth filtration (177)
and the filtration by the depth of multiple polylogarithms which is induced by (176). We
conjecture that they coincide:
Conjecture 7.6 The dual to the depth filtration (177) coincides with the filtration induced by
(176).
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This conjecture, of course, implies conjecture 7.4. It also implies, when F is a number field,
Zagier’s conjecture.
The role of classical polylogarithms. Let Bn(F ) be the Q-vector space in L(F )n spanned
by the classical n-logarithm framed motives LiMn (a), a ∈ F
∗. (This definition differs from the
one given in [G6-7], also the corresponding groups expected to be isomorphic.) Denote by
Hi(n)I(F )• the degree n part of H
iI(F )•. The following conjecture was stated in [G1]:
Conjecture 7.7 a) H1(n)I(F )•
∼= Bn(F ) for n ≥ 2, i.e. I(F )• is generated as a graded Lie
algebra by the spaces Bn(F )∨ sitting in degree −n.
b) I(F )• is a free graded (pro) - Lie algebra.
Conjecture 7.6 obviously implies the part a) of conjecture 7.7.
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