Abstract-We consider a class of finite-state Markov channels with feedback. We first introduce a simplified equivalent channel model, and then construct the optimal stationary and nonstationary input processes that maximize the long-term directed mutual information. Furthermore, we give a sufficient condition under which the channel's Shannon capacity can be achieved by a stationary input process. The corresponding converse coding theorem and direct coding theorem are proved.
. Ying and Berger [13] analyzed the capacity of this channel model when the output is binary. In this paper, we will give a more general treatment.
The rest of this paper is divided into eight sections. In Section II, we introduce several basic notations and definitions. In Section III, we prove the converse channel coding theorem for our model, which provides an upper bound on the achievable rate of information transmission through the channel. Then we give a recursive formula to calculate the maximal directed mutual information in Section IV. In Section V, we analyze the optimum stationary input distribution that maximizes the long-term directed mutual information. We generalize in Section VI to analyze the optimum not-necessarily-stationary input. A sufficient condition under which the optimum stationary input is actually optimum among all the input distributions is given in Section VII. We prove the direct channel coding theorem and suggest a coding scheme in Section VIII. Finally, several directions to extend our results are discussed in Section IX which serves as a conclusion.
II. PRELIMINARIES

A. Notation
We assume throughout the paper that the channel input and output alphabets both are finite. Without loss of generality, we let and .
B. Code Description
An feedback code for our channel consists of the following.
1) An encoding function that maps the set of messages to channel input words of block length through a sequence of functions that depend only on the message and the channel outputs up to time , i.e.,
Although it may seem to be more general to let this actually is equivalent to (1) , as shown by the following argument:
0018-9448/$20.00 © 2005 IEEE It follows easily by induction that so (1) is of full generality. 2) A decoding function that maps a received sequence of channel outputs to the message set such that the average probability of decoding error satisfies where (2) Note: The encoding function and decoding function both depend on the initial channel state .
Definition 1:
is an -achievable rate given the initial state if for every there exists, for all sufficiently large , an code such that . is achievable if it is -achievable for all . The supremum of all achievable rates is defined as the feedback capacity given the initial state .
III. CONVERSE CHANNEL CODING THEOREM
This section is devoted to the proof of the converse channel coding theorem.
Theorem 1 (Converse Channel Coding Theorem):
Given the initial state , information transmission with an arbitrary small expected frequency of errors is not possible if Here and is the set of input distributions on which consists of all the probability mass functions that satisfy Proof: In the proof we implicitly assume that and thus use instead of . Let be the message random variable. For any code, by Fano's inequality We have (6) where holds because, when conditioned on the input and the previous output (i.e., the current channel state), the channel output becomes independent of both the message and the earlier outputs . We call the directed mutual information. The concept of directed mutual information was introduced by Massey [14] who attributes it to Marko [15] . See [10] for a detailed discussion of this concept. It has been shown in [13] that the maximum directed mutual information for our channel model is attained inside ; i.e., no loss of generality results from restricting to when maximizing the directed information.
So we have
We remark that the upper bound on the achievable rate is not always tight. Consider, for example, Fig. 3 in which the transition probability associated with every arrow in the middle figure is . The following is apparent. We mentioned in Section III that the maximum directed mutual information of our channel model is attained inside . This not only greatly simplifies the structure of the input distribution that maximizes the directed mutual information but also makes the joint (input, output) process possess a Markov structure, as described by the following lemma.
Lemma 1 [11] , [13] : If we restrict the distribution of input to , then we have 1)
is a first-order Markov chain; 2)
also is a first-order Markov chain.
Lemma 1 evidences how the underlying Markov structure in our channel model allows us to bring to bear on the problem at hand powerful techniques from Markov theory and dynamic programming. This is partially reflected in the following theorem.
Theorem 2:
for any (7) where 1) is the distribution of the first input when is the initial state (The inclusion of in the subscript is intended to stress that this distribution generally depends on ; we emphasize that is not the input distribution at time .); 2)
3)
is the channel transition probability matrix for state , i.e.,
4)
where is the th component of the probability vector ; 5)
for .
Proof: We prove this theorem by induction.
It is obviously true when (8) Suppose it is true when (9)
Then we have (10)- (12) at the bottom of the page, where holds because depends only on and its value does not affect the remaining part of (10), so we can maximize it greedily. The result of maximization follows from (8) . holds because the quantity in the square brackets in (11) depends only on and its value does not affect the remaining part of (11), so we can maximize it greedily. The result of said maximization follows from the induction hypothesis (9) , and holds via the same line of reasoning as in (11) 
1 Here, the term "stationary" does not have its usual connotation in the theory of random processes. Specifically, since we do not rule out initial conditions that cause the state process's marginals to undergo a transient, similar transient behavior may well be exhibited by the marginals of the input process. What motivates our use of the term "stationary" is that, if the channel satisfies certain conditions (which will be made clear in Section VI) and the input distribution is "stationary" under our definition, then the joint input and output process (i.e., the joint input and state process) forms an irreducible and aperiodic homogeneous Markov chain and thus is asymptotically mean stationary in the sense of [16] , [17] . (19) which is independent of ; that is, starting from any state in a given aperiodic irreducible closed set, the limiting average directed mutual information is identical. b) Periodic irreducible closed set (suppose it contains states and suppose the period is . Let be the cyclic decomposition of the state space). Now consider the principal submatrix of with respect to the th th th columns and rows, henceforth denoted by . Clearly, we can derive from (16) It follows by (20) , (21), and (22) that (23) which is independent of ; that is, starting from any state in a given periodic irreducible closed set, the limiting average directed mutual information is identical. Since the limiting average directed mutual information is seen to have the same expression for an aperiodic irreducible closed set as for a periodic irreducible closed set, in order to find the stationary input that maximizes the average directed mutual information given the initial state , we can proceed as follows, where without loss of generality we suppose . i) Let be the space containing all the probability vectors. is the probability that the Markov chain will end in the irreducible closed set and is the limiting average directed mutual information for this irreducible closed set as was discussed in a) and b). The example discussed in Section III is a special case of iii). When the initial state is transient under any input distribution, it may seem to be a good choice to maximize the probability that the Markov chain will be absorbed in the irreducible closed set that has the largest limiting average directed mutual information. To see that the problem actually is much more complicated, consider the example shown in Fig. 4 . If , then we can let or (other inputs will drive the Markov chain into state which is a dead end). But if we choose , then with probability , the Markov chain will be driven to state and stuck there forever; also, with probability , the Markov chain will be driven to state and we can transmit 1 bit of information per channel use after that. If we choose , then the Markov chain will be driven to state and we can transmit bits of information per channel use after that. Clearly, for this channel model, if we want to drive the Markov chain into an irreducible closed set with highest limiting average directed mutual information-namely, -then we need to take the risk that we may actually end in the bad irreducible closed set . The feedback channel capacity introduced in Definition 1 can be roughly interpreted as the maximal reliable communication rate in the worst case scenario. So for this channel model, it is easy to check that . By Example 1 and 2, we can see that if there does not exist a input distribution under which all the channel states form a single irreducible set, the feedback channel capacity given in Definition 1 may not reveal the intrinsic structure of the channel. Outage capacity seems to be a more proper concept in this context.
VI. OPTIMAL NONSTATIONARY INPUT DISTRIBUTION
Next, we study the nonstationary input distribution that maximizes the limiting average directed mutual information. Here, "nonstationary" means the input depends both on the current channel state (i.e., the previous channel output) and on time, whereas "stationary" (as was discussed in Section V) means the input depends only on current channel state. As we saw in Section V, the transition matrix of the Markov process depends on the input distribution. If the input is stationary, then is a homogeneous Markov chain and we have a simple way to determine the unique decomposition of the state space into disjoint irreducible closed sets and transient state sets. But when the input distribution is not stationary, then becomes an inhomogeneous Markov chain and there is no simple method to determine whether a state is transient or recurrent. Roughly speaking, if we view a Markov chain as a random walk on a directed graph, then the connectivity of this graph (which is determined by the transition matrix) is fixed for a homogeneous Markov chain, while it changes with time for an inhomogeneous Markov chain. In our case, the connectivity of the graph is determined by the input distribution, so it will change with time if the input is nonstationary. In order to make the analysis tractable, we need to impose some restrictions on our model.
First we introduce two concepts: strong irreducibility and strong aperiodicity. Here, we imitate the definitions of irreducibility and aperiodicity in the classic Markov theory.
Definition 2 (Strong Irreducibility): Let
We say there exists a directed edge from state to state if . We say a Markov chain is strongly irreducible if for any two states and ( can be equal to ), there exists a directed path from to . For simplicity, we just say , the matrix whose is , is strongly irreducible, since contains all the information that determines whether the Markov chain is strongly irreducible or not.
Definition 3:
Where the "length" of a path is the number of edges comprising the path, let be the set of lengths of all the possible closed paths from state to state . Let be the greatest common divisor of . is called the period of state .
The following result says that period is a class property. For simplicity, we just say that is strongly irreducible and strongly aperiodic. Clearly, our definitions of irreducibility and aperiodicity are stronger than those in the usual sense; i.e., if the Markov chain is stongly irreducible and strongly aperiodic, then it is irreducible and aperiodic in the usual sense for any input distribution Note, however, such a Markov chain is in general inhomogeneous since may depend on . Again, if we view the Markov process as a random walk on a directed graph, then strong irreducibility and strong aperiodicity assure us that this directed graph is always strongly connected and all the states of it are of period no matter what input distribution is generating via the channel. We now proceed to prove a lemma which will be useful in the proof of the main theorem in this section. For the detailed discussion of the properties of the vector -norms and matrix -norms, see [19] .
Definition 6:
Let denote the set of all probability vectors. We say an channel transition probability matrix if there exists a subset such that the following three conditions are satisfied. i) . ii) For any iii) There exists a positive constant such that for any nonidentical and with the direction from to .
is called the -subset. See Appendix I for the detailed discussion of Definition 6.
We also need the following lemma concerning the backward product of matrices. Lemma 4 [13] Remark: The condition is introduced for purely technical reasons. It enables us to prove that converges to exponentially fast by exploiting the strict concavity property of mutual information function. Theorem 4 still holds when this condition is removed. However, the proof will be less direct compared with the current one.
VIII. DIRECT CHANNEL CODING THEOREM
In this section, we prove the direct channel coding theorem and suggest a coding scheme for our channel model.
Theorem 5 (Direct Channel Coding Theorem):
If is strongly irreducible and strongly aperiodic, then all rates less than are achievable, where is the equilibrium distribution of the channel output process induced by the stationary input distribution . Proof: We shall implicitly assume that . It has been shown in [10] that the general formula for the capacity of feedback channels is where 1)
is the set of all channel input distributions; 2)
3) the in probability of a sequence of random , and is an ergodic process, it follows that is also an ergodic process. So we have in probability In the remainder of this section, we suggest a coding scheme for our channel model, which also makes the meaning of the capacity formula transparent.
We first consider the channel model shown in Fig. 5 , in which the state information is simultaneously available to both the transmitter T and the receiver R. If the state process is stationary and ergodic, then it is well known [9] , [20] , [21] that the channel capacity is where is the number of channel states and is the stationary distribution of the ergodic state process . The following is the outline of the coding scheme for this channel [21] . Let
Fix the block length . Let be the number of times during the symbols for which the channel state is , i.e.,
Let
. Since the state process is stationary and ergodic, we have and in probability. An code for this channel is constructed by multiplexing codes , where code corresponds to the channel state . By doing this, we actually decompose the channel into memoryless channels and the existence of these codes follows immediately from the direct coding theorem for memoryless channels. Since is not necessarily equivalent to , the codes are truncated if and zero filled if . Represent each message as a -dimensional vector with and map the th index (i.e., ) into a codeword form the th code (i.e., the code with parameters ), for . If , then the transmitter sends as the th symbol the next unsent symbol of the codeword corresponding to the th index of the message from the th code . Since the receiver knows exactly the state information that was used at the transmitter, it can demultiplex the received stream into separate codewords and decode them. Since the state process is stationary and ergodic, as , the rate is achievable. It is easy to see that the capacity formula of this channel model closely resembles ours in that both of them can be represented as the average of mutual information over the stationary distribution of the channel state process. This suggests that the multiplexing coding scheme may work in our channel model as well. But we should note that in our model, the current channel state is the previous channel output, so it will be affected by the channel input. Although we have shown that if the input process is stationary, the output process (i.e., channel state process) is an irreducible homogeneous Markov chain and thus is ergodic, it does not imply that the output process induced by a specific codeword is still ergodic (or close to ergodic). The random coding argument based on strong typicality tells us that for a discrete memoryless channel with finite input and output alphabets, the statistics of the output process induced by a good codeword are close to those of the output process induced by the optimal input distribution that achieves the channel capacity. But strong typicality only guarantees that the statistics of a whole codeword are close to the optimal input distribution, while a truncated version may not have this property. In the multiplexing scheme, the output process is generated by several multiplexed codewords, each of which is designed for its corresponding decomposed memoryless channel. And the length of a multiplexed codeword is proportional to the stationary probability measure assigned on its corresponding state. We want the statistics of the output process induced by the multiplexed codewords to be close to the equilibrium distribution induced by the optimal stationary input. Clearly, this depends highly on the cooperation of the multiplexed codewords. Even a small fluctuation of the statistics in a portion of a multiplexed codeword may have a domino effect on the transmission of the other multiplexed codewords and finally make the output process deviate from the desired distribution. The result of the large deviation in the output process is that the symbols in some multiplexed codewords are totally sent while many symbols in some others of the multiplexed codewords are still unsent. So, in order to guarantee the stability of the multiplexing scheme, we need the multiplexed codewords to behave better than those codewords in the sense that their empirical distributions well-approximate the input distribution to which they correspond. Theorem 7 below shows that for a discrete memoryless channel with finite input and output alphabets, the empirical statistics of each of the words of a good code can be made to closely approximate the optimum input distribution even despite their being subjected to truncation.
Before proving Theorem 7, we need to give a definition. We consider an information source , where are independent and identically distributed (i.i.d.) with distribution . Let denote the cardinality of the set of values may assume. Here we suppose and for all . It's clear that the super-typical set is a subset of the strongly typical set . But the following lemma says that as and go to infinity, these two sets have no essential difference. This lemma implies that no loss of generality results from restricting attention to the super-typical set. It is obvious that the random coding argument based on strong typicality can be translated to an argument based on super typicality without any change. So for any discrete memoryless channel with finite input and output alphabets, there exists a good codebook, all the codewords of which are super-typical. This is summarized in Theorem 7.
Theorem 7:
Let be any discrete memoryless channel with finite input and output alphabets. For any input distribution that is consistent with , for any , there exists such that for all , there exists a code with average probability of error less than and . Furthermore, each of these codewords is super-typical with respect to . Proof: The proof is omitted since it is almost the same as the standard proof of direct coding theorem for memoryless channel based on weak typicalicy or strong typicality, see [22] . The only difference is that we require that the randomly generated codewords satisfy super typicality. And Lemma 5 assures us that there is no essential difference between strong typicality and super typicality when the alphabets are finite.
We want to point out another difference between the multiplexing coding scheme for our feedback channel and that for the channel model shown in Fig. 5 . Zero filling is not a good choice for our channel when , since this will make the statistics of the codeword deviate from the corresponding input distribution and thus induce a big deviation at the output. Instead, we will fill in the letters so as to ensure that the lengthened codewords still satisfy super typicality and/or we will try to drive the channel into those states that still have unsent symbols.
IX. CONCLUSION
We derived a simple formula for the capacity of finite-state Markov channels with feedback when the channel transition probability satisfies certain conditions. Actually, the same capacity formula holds under much weaker conditions. It will be shown elsewhere [23] , [24] that based on the classification of Markov decision processes [25] , the capacity of Markov channels with feedback can be studied in full generality.
Finally, we mention the relationship between the channel whose state process cannot be affected by the input and the one whose state process can be affected. We assume in both cases the realization of the state process is available both at transmitter and receiver. For the channel whose state process cannot be affected by the input, the conventional multiplexing coding scheme [20] , [21] can be viewed as a greedy algorithm which tries to maximize the immediate mutual information. For the channel whose state process can be affected by the input, this greedy algorithm is not optimal since we not only want to maximize the immediate mutual information but also want to visit the preferable states as often as possible. So the optimal coding scheme is a tradeoff between these two goals. From this perspective, it seems appropriate to call this type of code an error-correction and state-control code in contrast with a conventional error-correction code. Since the optimal coding scheme needs to exploit the ergodicity of the state process, however, it usually causes a long delay in decoding, especially when the state space is big and/or the probability measures assigned to some states are close to zero. Therefore, in some delay-limited applications, certain kinds of greedy schemes are more attractive. In this sense, a channel whose state process can be affected by the input is considerably more flexible than one whose state process cannot be affected, since we can use "idle" periods to drive the channel into preferable states and thereby increase the efficiency when we really need to use the channel for information transmission. In a quite general manner of speaking, such a channel can be "matched" to an information source in the spirit of [11] . Perhaps this is one of the reasons why many real neural networks possess structure that subscribes to the channel models treated in this paper. where .
It is easy to check that the resulting satisfies Conditions i) and ii) in Definition 6 and we have for any nonidentical . We are unable to prove that is uniformly bounded away from as required in Definition 6. However, we believe it is true under fairly general conditions. Now consider the following maximization problem:
where is an arbitrary real vector. Suppose the maximum is attained inside for some . 
