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Abstract
In this paper we study the asymptotic behaviour of the wave equation with rapidly oscillating coefficients in a two-component
composite with ε-periodic imperfect inclusions. We prescribe on the interface between the two components a jump of the solution
proportional to the conormal derivatives through a function of order εγ . For the different values of γ , we obtain different limit
problems. In particular, for γ = 1 we have a linear memory effect in the homogenized problem.
© 2006 Elsevier Masson SAS. All rights reserved.
Résumé
Dans cet article nous étudions le comportement asymptotique de l’équations des ondes à coefficients rapidement oscillants,
dans un milieu composite à deux composantes présentant des inclusions ε-périodiques imperfaites. Sur l’interface entre les deux
composantes on prescrit un saut de la solution qui est proportionnel, à l’ordre εγ , de la dérivée conormale. Selon les valeurs de γ ,
nous obtenons à la limite des problèmes différents. En particulier, pour γ = 1, un terme linéaire de mémoire apparaît dans le
problème homogénéisé.
© 2006 Elsevier Masson SAS. All rights reserved.
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1. Introduction
In this paper we study the homogenization of a linear second order evolution problem in a domain Ω of Rn made
up of two components, a connected one Ω1ε and a second one Ω2ε , which is union of ε-periodic disjoint inclusions of
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120 P. Donato et al. / J. Math. Pures Appl. 87 (2007) 119–143size ε. We prescribe on the interface Γ ε = ∂Ω2ε , separating Ω1ε and Ω2ε , the continuity of the conormal derivatives
and a jump of the solution, proportional to the conormal derivatives through a function of order εγ .
More precisely, we study, for the different values of the parameter γ ∈ R, the asymptotic behavior, as ε → 0, of
the following problem: ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
u′′ε − div(Aε∇uε) = fε in (Ω1ε ∪Ω2ε)× ]0, T [,
[Aε∇uε] · n1ε = 0 on Γ ε × ]0, T [,
Aε∇u1ε · n1ε = −εγ hε[uε] on Γ ε × ]0, T [,
uε = 0 on ∂Ω × ]0, T [,
uε(0) = U0ε in Ω,
u′ε(0) = U1ε in Ω,
(1.1)
where Aε(x) := A(x/ε), A being a periodic, symmetric, bounded and positive definite matrix field, hε(x) := h(x/ε),
with h positive, bounded and periodic, fε = (f1ε, f2ε), Ujε = (Uj1ε,Uj2ε), for j = 0,1 and uε = (u1ε, u2ε), any com-
ponent indexed by i = 1,2 being defined only in Ωεi . We denote by niε the unitary outward normal to Ωiε and by [·]
the jump trough Γ ε .
This problem models the wave propagation in a medium made by two components with very different coefficients
of propagation. This leads to a jump in the boundary condition on the interface.
The main results are stated in Theorems 2.9 and 2.10, where we describe the limit problem in the cases γ < 1 and
γ = 1 respectively. It is natural to suppose γ  1, since, as already shown by Hummel in [12] for the elliptic case, one
cannot expect to have boundedness of the solutions when γ > 1.
We suppose the following convergence on the data:⎧⎨⎩
U˜0ε ⇀ (U
0
1 ,U
0
2 ) weakly in L
2(Ω)×L2(Ω),
U˜1ε ⇀ (U
1
1 ,U
1
2 ) weakly in L
2(Ω)×L2(Ω),
(f˜1ε, f˜2ε)⇀ (f1, f2) weakly in L2(0, T ;L2(Ω))×L2(0, T ;L2(Ω)),
where ˜ denotes the zero extension to the whole of Ω .
In Theorem 2.9 we prove that, for every γ < 1,{
P ε1 u1ε ⇀ u1 weakly* in L
∞(0, T ;H 10 (Ω)),
P ε1 u
′
1ε ⇀ u
′
1 weakly* in L
∞(0, T ;L2(Ω)), (1.2)
while {
u˜2ε ⇀ θ2u1 weakly* in L∞(0, T ;L2(Ω)),
u˜′2ε ⇀ θ2u′1 weakly* in L∞(0, T ;L2(Ω)),
(1.3)
where P ε1 is a suitable extension operator, θ2 is the proportion of material occupying Ω2ε and u1 is the solution of a
limit problem which depends on the value of γ .
Observe that (1.2) and (1.3) mean that u˜2ε converges to the same limit as u˜1ε , up to a constant representing the
proportion of the two materials.
The function u1 is the unique solution of the limit problem:⎧⎪⎪⎨⎪⎪⎩
u′′1 − div(A0γ∇u1) = f1 + f2 in Ω × ]0, T [,
u1 = 0 on ∂Ω × ]0, T [,
u1(x,0) = U01 +U02 in Ω,
u′1(x,0) = U11 +U12 in Ω,
(1.4)
where A0γ is a constant positive definite matrix. The three cases γ < −1, γ = −1 and −1 < γ < 1 lead to different
effective matrices A0γ .
More precisely, when γ < −1, the matrix A0γ is that of the classical elliptic homogenization in the (fixed) do-
main Ω . Then, problem (1.4) is the same problem obtained in the periodic homogenization of the wave equation for
a composite occupying the whole Ω , without any interface (see for instance [3]).
For γ = −1, the homogenized matrix A0γ is described in terms of the periodic solution of an elliptic problem
posed in the two reference sub-domains of the periodicity cell and prescribing on the interface a conormal derivative
proportional to the jump of the solution.
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Aε∇˜u1ε +Aε∇˜u2ε ⇀A0γ∇u1 weakly* in L∞
(
0, T ; [L2(Ω)]n). (1.5)
This describes the contribution of both components at the limit.
For −1 < γ < 1, the matrix A0γ is the same obtained for the elliptic homogenization in the perforated domain Ω1ε ,
with a Neumann condition.
Then, problem (1.4) is the same as that obtained in [6] for the homogenization of the wave equation in Ω1ε , with a
Neumann condition on the boundary of the holes. The only difference is that here the right-hand side f1 + f2 in the
limit problem takes into account the values of the function fε in the whole of Ω . In this case, convergence (1.5) can be
improved since the contributions given by the component Ω1ε and by the component Ω2ε can be identified separately.
We have:
Aε∇˜u1ε ⇀A0γ∇u1 weakly* in L∞
(
0, T ; [L2(Ω)]n),
Aε∇˜u2ε ⇀ 0 weakly* in L∞
(
0, T ; [L2(Ω)]n). (1.6)
The most interesting case, described by Theorem 2.10, is γ = 1, where a memory effect appears at the limit. Indeed,
we still have the convergences: {
P ε1 u1ε ⇀ u1 weakly* in L
∞(0, T ;H 10 (Ω)),
P ε1 u
′
1ε ⇀ u
′
1 weakly* in L
∞(0, T ;L2(Ω)),
and {
u˜2ε ⇀ u2 weakly* in L∞(0, T ;L2(Ω)),
u˜′2ε ⇀ u′2 weakly* in L∞(0, T ;L2(Ω)),
but now u2 is not θ2u′1 anymore.
In this case, (u1, u2) is the unique solution of the coupled problem:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
θ1u
′′
1 − div(A0γ∇u1)+ ch(θ2u1 − u2) = f1 in Ω × ]0, T [,
u′′2 − ch(θ2u1 − u2) = f2 in Ω × ]0, T [,
u1 = 0 on ∂Ω × ]0, T [,
u1(x,0) = U
0
1
θ1
, u2(x,0) = U02 in Ω,
u′1(x,0) = U
1
1
θ1
, u′2(x,0) = U12 in Ω,
where A0γ is the same effective matrix obtained for −1 < γ < 1, θ1 = 1 − θ2 and ch = 1|Y2|
∫
Γ
h(y)dσy > 0. Further-
more, we still have convergences (1.6).
As shown in Section 5.7, this problem is equivalent to the fact that u1 is the unique solution of the problem:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
θ1u
′′
1 − div(A0γ∇u1)+ chθ2u1 − c2hθ2
∫ t
0 K(t, s)u1(s)ds = F in Ω × ]0, T [,
u1 = 0 on ∂Ω × ]0, T [,
u1(0) = U
0
1
θ1
in Ω,
u′1(0) = U
1
1
θ1
in Ω,
(1.7)
with {
K(t, s) := 1√
ch
sin(√ch(t − s)),
F (x, t) = f1(x, t)+ chU02 (x) cos(
√
cht)+ √chU12 (x) sin(
√
cht)+ ch
∫ t
0 K(t, s)f2(x, s)ds,
and u2 is given by:
u2(x, t) = U02 (x) cos(
√
cht)+ U
1
2 (x)√
ch
sin(
√
cht)+
t∫
0
K(t, s)(chθ2u1(x, s)+ f2(x, s))ds. (1.8)
Hence, for γ = 1, the limit function u1 is the solution of a second order evolution problem with a linear memory
effect, due to the presence of term c2hθ2
∫ t
0 K(t, s)u1(s)ds, K being a periodic memory kernel. Moreover, the memory
kernel and the limit function u2 are explicitly computed.
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means, from the physical point of view, that the contribution of the component occupying Ω2ε is a periodic wave,
added to the waves due to the first component occupying Ω1ε .
In Section 2, after some preliminaries, we give the variational formulation of problem (1.1) and we state the main
homogenization results.
Section 3 is devoted to the proof of existence and uniqueness of the solution of problem (1.1), via an abstract
Galerkin’s method which also provides uniform a priori estimates.
Theorems 2.9 and 2.10 are proved in Section 5. We give the proof in several steps, proving both theorems at the
same time, since some points of the proof hold for any value of γ . We treat separately the different cases of γ only
when necessary.
To identify the limit problem we apply the Tartar’s oscillating test function method (see [20]). To do that we recall,
in Section 4, a suitable class of test functions, introduced in [10] for the elliptic case.
The elliptic problem corresponding to (1.1) has been treated by R. Lipton in [14] for γ = 0 and by S. Monsurrò in
[17] and P. Donato and S. Monsurrò in [10], for the different values of the parameter γ (see also [9]). For the same
elliptic problem in other geometries, we refer to J.L. Auriault and H. Ene in [2], to Pernin in [18] and E. Canon and
J.N. Pernin in [4], to H. Ene and D. Polisevski in [11], by H.K. Hummel in [12] and, for optimal bounds, to R. Lipton
and B. Vernescu in [15].
For the homogenization of the wave equation we refer to [3,19] and [8] (see also [7]) for the classical case in a
fixed domain with oscillating coefficients and to [6] for the case of perforated domain with Neumann conditions.
For linear memory effects for the homogenization of first order evolution equations, we refer to L. Mascarenhas
[16] and L. Tartar [21].
We also refer to [1] for the homogenization of a parabolic equation in a double porosity medium with coefficients
scaled by a parameter of order ε and a transmission condition on the interface. The homogenized system obtained
therein presents an integral source term.
2. Formulation of the problem and main results
Let Ω be an open and bounded subset of Rn, and let {ε} be a sequence of positive real numbers that converges to
zero.
Denote by Y = ]0, l1[ × · · · × ]0, ln[ the reference cell and suppose that
Y = Y1 ∪ 
Y2,
where Y1 and Y2 are two nonempty open sets such that Y1 is connected and Γ = ∂Y2 is Lipschitz continuous.
For any k ∈ Zn we denote:
Y ki := kl + Yi, Γk := kl + Γ,
where kl = (k1l1, . . . , knln) and i = 1,2.
For any fixed ε, let Kε be the set of the n-tuples such that εY ki is included in Ω , namely:
Kε :=
{
k ∈ Zn | εY ki ∩Ω = ∅, i = 1,2
}
.
We suppose that
∂Ω ∩
(⋃
k∈Zn
(εΓk)
)
= ∅ (2.1)
and define the two components of Ω and the interface respectively by:
Ωiε := Ω ∩
{ ⋃
k∈Kε
εY ki
}
, i = 1,2, Γ ε = ∂Ω2ε.
Clearly, (2.1) implies that ∂Ω ∩ Γ ε = ∅, so that the component Ω1ε is connected and the component Ω2ε is union
of ε−n disjoint translated sets of εY2, see Fig. 1.
P. Donato et al. / J. Math. Pures Appl. 87 (2007) 119–143 123Fig. 1.
In the sequel we use the notations:
• χω the characteristic function of any open set ω ⊂ Rn,
• mω(v) = 1|ω|
∫
ω
v dx,
•˜ the zero extension to Rn of functions defined on Ωiε or Yi , for i = 1,2.
We know that (see for instance [7]),
χΩiε ⇀ θi :=
|Yi |
|Y | weakly in L
2(Ω), i = 1,2. (2.2)
Now, let us define of the space V ε by:
V ε := {v1 ∈ H 1(Ω1ε) | v1 = 0 on ∂Ω},
endowed with the norm,
‖v1‖V ε := ‖∇v1‖L2(Ω1ε),
and for every γ ∈ R, the product space,
Hεγ :=
{
v = (v1, v2) | v1 ∈ V ε and v2 ∈ H 1(Ω2ε)
}
, (2.3)
equipped with the norm:
‖v‖2Hεγ := ‖∇v1‖2L2(Ω1ε) + ‖∇v2‖
2
L2(Ω2ε)
+ εγ ‖v1 − v2‖2L2(Γ ε). (2.4)
Obviously, if γ1  γ2, then
‖v‖2Hεγ2  ‖v‖
2
Hεγ1
. (2.5)
Next proposition is contained in the proofs of Lemmas 2.7 and 2.8 of [17].
Proposition 2.1. For every fixed ε the norms of Hεγ and V ε ×H 1(Ω2ε) are equivalent.
Moreover, in [17] it has also been proved that
Proposition 2.2. [17] There exist two positive constants C1, C2, independent of ε, such that
C1‖v‖Hε1  ‖v‖V ε×H 1(Ω2ε) C2‖v‖Hε1 , ∀v ∈ Hε1 .
In the sequel, we will need some extension results due to D. Cioranescu and J. Saint-Jean Paulin [5] and Mon-
surrò [17]:
Lemma 2.3. [5,17] (i) There exists a linear continuous extension operator Q1 belonging to L(H 1(Y1);H 1(Y )) ∩
L(L2(Y1);L2(Y )), such that, for some positive constant C,
‖Q1v1‖L2(Y )  C‖v1‖L2(Y )1
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‖∇Q1v1‖L2(Y )  C‖∇v1‖L2(Y1),
for every v1 ∈ H 1(Y1).
(ii) There exists a linear and continuous extension operator Q2 ∈ L(H 1(Y2);H 1per(Y )), such that, for some positive
constant C,
‖Q2v2‖H 1(Y )  C‖v2‖H 1(Y2),
for every v2 ∈ H 1(Y2).
(iii) There exists an extension operator Qε1 belonging to L(L2(Ω1ε);L2(Ω))∩L(V ε;H 10 (Ω)) such that, for some
positive constant C (independent of ε),
‖Qε1v1‖L2(Ω)  C‖v1‖L2(Ω1ε)
and
‖∇Qε1v1‖L2(Ω)  C‖∇v1‖L2(Ω1ε),
for every v1 ∈ V ε .
Moreover, D. Cioranescu and P. Donato in [6] proved that
Lemma 2.4. [6] There exists a linear continuous extension operator P ε1 belonging to L(L∞(0, T ;Hk(Ω1ε));
L∞(0, T ;Hk(Ω))), k = 1,2, such that, for some positive constant C (independent of ε):⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(i) P ε1 ϕ = ϕ in Ω1ε × ]0, T [,
(ii) P ε1 ϕ
′ = (P εϕ)′ in Ω × ]0, T [,
(iii) ‖P ε1 ϕ‖L∞(0,T ;L2(Ω))  C‖ϕ‖L∞(0,T ;L2(Ω1ε)),
(iv) ‖P ε1 ϕ′‖L∞(0,T ;L2(Ω)) C‖ϕ′‖L∞(0,T ;L2(Ω1ε)),
(v) ‖∇(P ε1 ϕ)‖L∞(0,T ;[L2(Ω)]n) C‖∇ϕ‖L∞(0,T ;[L2(Ω1ε)]n),
for any ϕ ∈ L∞(0, T ;Hk(Ω1ε)).
We will also need the following lemmas:
Lemma 2.5. [17] There exists a constant C (independent of ε) such that
‖v‖2
L2(Ω2ε)
C
(
ε‖v‖2
L2(Γ ε) + ε2‖∇v‖2L2(Ω2ε)
)
,
for every v in L2(Ω2ε).
Lemma 2.6. [9] Suppose that Γ is of class C2. Let g be a function in L∞(Γ ) and set cg = 1|Y2|
∫
Γ
g(y)dσy . Let vε ,
for every ε, be a function in W 1,1(Ω2ε) such that for some positive constant C one has,
‖vε‖W 1,1(Ω2ε) C.
Then,
lim inf
ε→0 ε
∫
Γ ε
g(x/ε)vε dx = lim inf
ε→0 cg
∫
Ω2ε
vε dx.
To introduce the coefficient matrix, we define, for α,β ∈ R with 0 < α < β , the set M(α,β,Y ) of the n × n
Y -periodic matrix-valued functions in L∞(Y ) such that{
(A(x)λ,λ) α|λ|2,
|A(x)λ| βλ,
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We assume: {
A ∈ M(α,β,Y ),
A symmetric, (2.6)
and we set, for any ε > 0,
Aε(x) := A(x/ε). (2.7)
Moreover we consider an Y-periodic function h such that
h ∈ L∞(Γ ), and ∃h0 ∈ R, s.t. 0 < h0 < h(y), y a.e. in Γ, (2.8)
and set
hε(x) := h
(
x
ε
)
. (2.9)
We want to describe, as the parameter γ varies in R, the asymptotic behavior as ε → 0 of the solutions
uε = (u1ε, u2ε) of the problem:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
u′′1ε − div(Aε∇u1ε) = f1ε in Ω1ε × ]0, T [,
u′′2ε − div(Aε∇u2ε) = f2ε in Ω2ε × ]0, T [,
Aε∇u1ε · n1ε = −Aε∇u2ε · n2ε on Γ ε × ]0, T [,
Aε∇u1ε · n1ε = −εγ hε(u1ε − u2ε) on Γ ε × ]0, T [,
u1ε = 0 on ∂Ω × ]0, T [,
u1ε(x,0) = U01ε in Ω1ε, u2ε(x,0) = U02ε in Ω2ε,
u′1ε(x,0) = U11ε in Ω1ε, u′2ε(x,0) = U12ε in Ω2ε,
(2.10)
where niε is the unitary outward normal to Ωiε, i = 1,2.
We suppose that {
U0ε := (U01ε,U02ε) ∈ V ε ×H 1(Ω2ε),
U1ε := (U11ε,U12ε) ∈ L2(Ω1ε)×L2(Ω2ε)
(2.11)
and
fε = (f1ε, f2ε) ∈ L2
(
0, T ;L2(Ω1ε)
)×L2(0, T ;L2(Ω2ε)). (2.12)
Problem (2.10) leads to the following variational formulation:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Find uε = (u1ε, u2ε) in Wε such that
〈u′′1ε, v1〉(V ε)′,V ε + 〈u′′2ε, v2〉(H 1(Ω2ε))′,H 1(Ω2ε)
+ ∫
Ω1ε
Aε∇u1ε · ∇v1 dx +
∫
Ω2ε
Aε∇u2ε · ∇v2 dx
+ εγ ∫
Γ ε
hε(u1ε − u2ε)(v1 − v2)dσ =
∫
Ω1ε
f1εv1 dx +
∫
Ω2ε
f2εv2 dx,
for every (v1, v2) ∈ V ε ×H 1(Ω2ε) in D′(0, T ),
u1ε(x,0) = U01ε in Ω1ε, u2ε(x,0) = U02ε in Ω2ε,
u′1ε(x,0) = U11ε in Ω1ε, u′2ε(x,0) = U12ε in Ω2ε,
(2.13)
where
Wε = {v = (v1, v2) ∈ L2(0, T ;V ε)×L2(0, T ;H 1(Ω2ε))
such that v′ ∈ L2(0, T ;L2(Ω1ε))×L2(0, T ;L2(Ω2ε))}
equipped with the norm:
‖v‖Wε = ‖v1‖L2(0,T ;V ε) + ‖v2‖L2(0,T ;H 1(Ω2ε)) + ‖v′1‖L2(0,T ;L2(Ω1ε)) + ‖v′2‖L2(0,T ;L2(Ω2ε)).
The existence and uniqueness of the solution uε of (2.13) for every fixed ε > 0, together with some a priori estimates,
is proved in Section 3.
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(i) ‖U0ε ‖Hεγ  C,
(ii) U˜0ε ⇀U0 := (U01 ,U02 ) weakly in L2(Ω)×L2(Ω), with U02 ∈ H 10 (Ω) if γ < 1,
(iii) U˜1ε ⇀U1 := (U11 ,U12 ) weakly in L2(Ω)×L2(Ω),
(2.14)
where C > 0 is a constant independent of ε, and(
f˜1ε, f˜2ε
)
⇀(f1, f2) weakly in L2
(
0, T ;L2(Ω))×L2(0, T ;L2(Ω)). (2.15)
Remark 2.7. (i) Observe that, if Qε1 is defined in Lemma 2.3, by (2.14) we have:
Qε1U
0
1ε ⇀
U01
θ1
weakly in H 10 (Ω),
so that
U01 ∈ H 10 (Ω). (2.16)
(ii) If fiε = f |Ωεi , with f ∈ L2(Ω), for i = 1,2, then (2.15) holds with fi = θif .
Remark 2.8. The boundedness in (2.14)(i) of the norm ‖U0ε ‖Hεγ is necessary in order to have a priori estimates for
the solution of problem (2.10), as shown in Section 3 below. This assumption, together with (2.14)(ii), is fulfilled for
instance, in the following two situations:
(I) There exists a sequence {b0ε} in H 10 (Ω) such that
b0ε ⇀
b0
θ1
weakly in H 10 (Ω)
and
U0iε = b0ε
∣∣
Ωiε
, i = 1,2.
Indeed, since b0ε has no jump on Γ ε , ∥∥U0ε ∥∥Hεγ  ∥∥b0ε∥∥H 10 (Ω),
so that ‖U0ε ‖Hεγ is bounded.
On the other hand, from (2.2) we get:
U˜01ε ⇀ b
0 weakly in L2(Ω),
U˜02ε ⇀ θ2
b0
θ1
weakly in L2(Ω).
Consequently, convergence (2.14)(ii) holds with
U0 =
(
b0,
θ2
θ1
b0
)
.
(II) There exist g ∈ H−1(Ω) and gε = (g1ε, g2ε) ∈ L2(Ω1ε)×L2(Ω2ε) such that
(g˜1ε, g˜2ε)⇀ (g1, g2) weakly in L2(Ω)×L2(Ω),
and U0ε satisfies, for −1 < γ < 1, ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
−div(Aε∇U01ε) = Qε1∗g + g1ε in Ω1ε,
−div(Aε∇U02ε) = g2ε in Ω2ε,
Aε∇U01ε · n1ε = −Aε∇U02ε · n2ε on Γ ε,
Aε∇U01ε · n1ε = −εγ hε(U01ε −U02ε) on Γ ε,
U0 = 0 on ∂Ω,1ε
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∗ is the adjoint of Qε1.
Indeed, from Theorem 2.2 [10] (see also [9], Remark 2.4) there exists a constant C > 0, independent of ε, such
that ⎧⎪⎨⎪⎩
‖U0ε ‖Hεγ  C,
Qε1U
0
ε ⇀ V1 weakly in H 10 (Ω),
U˜02ε ⇀ θ2V1 weakly in L
2(Ω),
with V1 solution of the problem: {−div(A0γ∇V1) = g + g1 + g2 in Ω,
V1 = 0 on ∂Ω,
so that from (2.2)
U˜01ε ⇀ θ1V1 weakly in L
2(Ω).
Hence, convergence (2.14)(ii) holds with
U0 = (θ1V1, θ2V2).
We state now the main results of this paper, which describe the asymptotic behavior of problem (2.10). As men-
tioned in the introduction, we only consider the case γ  1, since for γ > 1 we have no boundedness of the solutions.
The first result (Theorem 2.9) concerns the case γ < 1, for which we prove convergences (2.17) and (2.18) below,
where u1 is the solution of the limit problem (2.21) which is still a linear hyperbolic equation. As already occurs in
the elliptic case [10,17], the effective matrix A0γ therein has different expressions in the three cases γ < −1, γ = −1
and −1 < γ < 1.
Theorem 2.10 concerns the case γ = 1, where the situation is quite different, since the weak limit of u˜2ε is not
θ2u1 anymore. Here, the limit (u1, u2) of (u1ε, u2ε) is the solution of the coupled system of Eq. (2.28) below, the first
one being an evolution partial differential equation and the second one being an ordinary differential one. This limit
problem can be interpreted as a system with a memory effect (see Remark 2.11 below).
Theorem 2.9 (Case γ < 1). Let Aε and hε be defined by (2.7) and (2.9) respectively. Suppose that (2.11), (2.12),
(2.14) and (2.15) hold and let uε be the solution of the problem (2.10) with γ < 1. Then, there exists an extension
operator P ε1 ∈ L(L∞(0, T ;Hk(Ω1ε));L∞(0, T ;Hk(Ω)), for k = 1,2, such that{
(i) P ε1 u1ε ⇀ u1 weakly* in L∞(0, T ;H 10 (Ω)),
(ii) u˜2ε ⇀ θ2u1 weakly* in L∞(0, T ;L2(Ω)), (2.17){
(i) P ε1 u
′
1ε ⇀ u
′
1 weakly* in L
∞(0, T ;L2(Ω)),
(ii) u˜′2ε ⇀ θ2u′1 weakly* in L∞(0, T ;L2(Ω)),
(2.18)
Aε∇˜u1ε +Aε∇˜u2ε ⇀A0γ∇u1 weakly* in L∞
(
0, T ; [L2(Ω)]n), (2.19)
where θ2 is given by (2.2). Moreover, if −1 < γ < 1,{
(i) Aε∇˜u1ε ⇀A0γ∇u1 weakly* in L∞(0, T ; [L2(Ω)]n),
(ii) Aε∇˜u2ε ⇀ 0 weakly* in L∞(0, T ; [L2(Ω)]n).
(2.20)
The function u1 is the unique solution in L2(0, T ;H 10 (Ω)), with u′1 in L2(0, T ;L2(Ω)), of the problem:⎧⎪⎪⎨⎪⎪⎩
u′′1 − div(A0γ∇u1) = f1 + f2 in Ω × ]0, T [,
u1 = 0 on ∂Ω × ]0, T [,
u1(x,0) = U01 +U02 in Ω,
u′1(x,0) = U11 +U12 in Ω.
(2.21)
For γ < −1 the homogenized matrix A0γ is defined by:
tA0γ λ = mY
(
tA∇Wλ
) (2.22)
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−div(tA∇Wλ) = 0 in Y,
Wλ − λ · y Y -periodic,
1
|Y |
∫
Y
(Wλ − λ · y)dy = 0.
(2.23)
For γ = −1 the matrix A0γ is defined by:
tA
0
γ λ := mY
(
tA
(∇˜w1λ + ∇˜w2λ)), (2.24)
with (w1λ,w2λ) ∈ H 1(Y1)×H 1(Y2) solution, for any λ ∈ Rn, of⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
−div(tA1∇w1λ) = 0 in Y1,
−div(tA2∇w2λ) = 0 in Y2,
tA1∇w1λ · n1 = −tA2∇w2λ · n2 on Γ,
−tA1∇w1λ · n1 = h(w1λ −w2λ),
w1λ − λ · y Y-periodic,
mY1(w
1
λ − λ · y) = 0,
(2.25)
ni being the unit outward normal to Yi, i = 1,2.
For −1 < γ < 1 the homogenized matrix A0γ is defined by:
tA
0
γ λ = mY
(
tA∇˜wλ
)
, (2.26)
with wλ ∈ H 1(Y1) solution, for any λ ∈ Rn, of⎧⎪⎪⎨⎪⎪⎩
−div(tA∇wλ) = 0 in Y1,
(tA∇wλ) · n1 = 0 on Γ,
wλ − λ · y Y -periodic,
1
|Y1|
∫
Y1
(wλ − λ · y)dy = 0.
(2.27)
Theorem 2.10 (Case γ = 1). Let Aε and hε be defined by (2.7) and (2.9) respectively and suppose that (2.11), (2.12),
(2.14) and (2.15) hold and let uε be the solution of the problem (2.10) with γ = 1. Then, there exists an extension
operator P ε1 ∈ L(L∞(0, T ;Hk(Ω1ε));L∞(0, T ;Hk(Ω))), for k = 1,2, such that{
(i) P ε1 u1ε ⇀ u1 weakly* in L∞(0, T ;H 10 (Ω)),
(ii) u˜2ε ⇀ u2 weakly* in L∞(0, T ;L2(Ω)),{
(i) P ε1 u
′
1ε ⇀ u
′
1 weakly* in L∞(0, T ;L2(Ω)),
(ii) u˜′2ε ⇀ u′2 weakly* in L∞(0, T ;L2(Ω)),{
(i) Aε∇˜u1ε ⇀A0γ∇u1 weakly* in L∞(0, T ; [L2(Ω)]n),
(ii) Aε∇˜u2ε ⇀ 0 weakly* in L∞(0, T ; [L2(Ω)]n),
where the couple (u1, u2) is the unique solution L2(0, T ;H 10 (Ω)) × L2(0, T ;L2(Ω)), with (u′1, u′2) in
L2(0, T ;L2(Ω))×L2(0, T ;L2(Ω)), of the problem:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
θ1u
′′
1 − div(A0γ∇u1)+ ch(θ2u1 − u2) = f1 in Ω × ]0, T [,
u′′2 − ch(θ2u1 − u2) = f2 in Ω × ]0, T [,
u1 = 0 on ∂Ω × ]0, T [,
u1(x,0) = U
0
1
θ1
, u2(x,0) = U02 in Ω,
u′1(x,0) = U
1
1
θ1
, u′2(x,0) = U12 in Ω,
(2.28)
where θi , for i = 1,2 are given by (2.2), ch = 1|Y2|
∫
Γ
h(y)dσy > 0 and the homogenized matrix A0γ is defined by
(2.26) and (2.27).
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boundary condition of (1.1).
(ii) As mentioned in the introduction, in Section 5.7 we show that problem (2.28) is equivalent to the fact that u1
is the unique solution of the second order evolution problem given by (1.7), which contains a periodic memory term,
explicitly computed. The limit function u2 is also explicitly given by (1.8).
3. A priori estimates
In this section we prove the existence and the uniqueness of the solution of problem (2.10) and we give uniform a
priori estimates.
Theorem 3.1. Let T ∈ ]0,+∞[, γ ∈ R, Hεγ be defined by (2.3) and (2.4) and Aε and hε by (2.7) and (2.9). Un-
der assumptions (2.11) and (2.12) problem (2.13) admits a unique solution. Moreover, there exists a constant C0,
independent of ε, C0 = C0(α,β,T ), where α and β are given in (2.6), such that
‖uε‖L∞(0,T ;Hεγ ) + ‖u′ε‖L∞(0,T ;L2(Ω1ε))×L∞(0,T ;L2(Ω2ε))
 C0
(∥∥U0ε ∥∥Hεγ + ∥∥U1ε ∥∥L2(Ω1ε)×L2(Ω2ε) + ‖fε‖L2(0,T ;L2(Ω1ε)×L2(Ω2ε))). (3.1)
The proof of Theorem 3.1 makes use of Theorem 3.2 below (see for instance [22], Theorem 24.A and [13]) based
on an abstract Galerkin method.
Theorem 3.2. Let (V ,H,V ′) be an evolution triple, i.e.,
(i) V ⊆ H ⊆ V ′,
(ii) V is a real, separable and reflexive Banach space,
(iii) H is a real, separable Hilbert space, endowed with the scalar product (·, ·)H ,
(iv) the embedding V ⊆ H is continuous, and V is dense in H .
Let a :V × V × [0, T ] → R be a C1 map on [0, T ] for all u,v ∈ V such that for every t ∈ [0, T ] the map
a(·, ·, t) :V × V → R is bilinear, symmetric and⎧⎨⎩
(v) ∃a1 > 0, |a(u, v, t)| a1‖u‖V ‖v‖V , ∀u,v ∈ V, ∀t ∈ [0, T ] (boundedness)
(vi) ∃a2 > 0 and a3  0, |a(u,u, t)| a2‖u‖2V − a3‖u‖2H ,∀u ∈ V, ∀t ∈ [0, T ] (Gårding inequality).
Let b ∈ L2(0, T ;H), u0 ∈ V , u1 ∈ H .
Then, there exists a unique solution u of the problem:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Find u in L2(0, T ;V ) such that u′ ∈ L2(0, T ;H) and
d2
dt2 (u(t), v)H + a(u(t), v) = 〈b(t), v〉V ′,V ,
u(0) = u0,
u′(0) = u1,
for all v ∈ V and a.e. t ∈ ]0, T [.
Moreover, u is in L∞(0, T ;V ) and u′ is in L∞(0, T ;H) and there exists a constant C = C(a1, a2, T ) such that
‖u‖L∞(0,T ;V ) + ‖u′‖L∞(0,T H)  C
(‖u0‖V + ‖u1‖H + ‖b‖L2(0,T ;H)).
Remark 3.3. The estimate given in Theorem 3.2 is stated in [22] for the norms ‖u‖L2(0,T ;V ), ‖u′‖L2(0,T ;H), but it is
easy to check (see also [13], Remark 8.2 ch. 3) that it holds also in L∞.
Proof of Theorem 3.1. Observe first that the assumption γ  1, inequality (2.5) and Proposition 2.2 give the contin-
uous embedding Hεγ ⊂ L2(Ω1ε)×L2(Ω2ε), so that (Hεγ ,L2(Ω1ε)×L2(Ω2ε),Hεγ ′) is an evolution triple.
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and with a(u, v, t) = aε(u, v), where
aε(u, v) =
∫
Ω1ε
Aε∇u1 · ∇v1 dx +
∫
Ω2ε
Aε∇u2 · ∇v2 dx + εγ
∫
Γ ε
hε(u1 − u2)(v1 − v2)dσ,
for every u,v ∈ Hεγ .
Clearly, due to (2.6) conditions (v) and (vi) are satisfied for a1 = max{α,1}, a2 = min{β,1} and a3 = 0, so that
in (3.1) one has C0 = C0(α,β,T ), independent of ε. 
Assumptions (2.14) and (2.15) on the data provide uniform a priori estimates, stated in the following proposition:
Proposition 3.4. Let Aε and hε be defined by (2.7) and (2.9) respectively and suppose that (2.11), (2.12), (2.14) and
(2.15) hold. Let uε be the solution of (2.13) with γ  1. Then there exists a constant C, independent of ε, such that⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(i) ‖u1ε‖L∞(0,T ;V ε) < C,
(ii) ‖u2ε‖L∞(0,T ;H 1(Ω2ε)) < C,
(iii) ‖u1ε − u2ε‖L∞(0,T ;L2(Γ ε)) < Cε−γ /2,
(iv) ‖u′1ε‖L∞(0,T ;L2(Ω1ε)) < C,
(v) ‖u′2ε‖L∞(0,T ;L2(Ω2ε)) < C.
(3.2)
Proof. From (3.1) and assumptions (2.14)–(2.15) we deduce estimates (i), (iii), (iv) and (v) as well as the boundedness
of ‖uε‖L∞(0,T ;Hεγ ).
Furthermore, from (2.5) and Proposition 2.2 we obtain that
‖u2ε‖L∞(0,T ;H 1(Ω2ε))  ‖uε‖L∞(0,T ;Hε1 )  ‖uε‖L∞(0,T ;Hεγ )
since γ  1. This gives (ii). 
Remark 3.5. To deduce (3.2) from (3.1) we have used the boundedness of the Hεγ -norm of the initial condition
U0ε . This assumption appears to be necessary and it also comes out when applying Galerkin’s method directly to
problem (2.10).
Proposition 3.4 entails the following convergences:
Corollary 3.6. Under the assumptions of Proposition 3.4, there exists a subsequence, still denoted by ε, such that⎧⎪⎪⎨⎪⎪⎩
(i) P ε1 u1ε ⇀ u1 weakly* in L∞(0, T ;H 10 (Ω)),
(ii) P ε1 u1ε → u1 strongly in C0(0, T ;L2(Ω)),
(iii) u˜1ε ⇀ θ1u1 weakly* in L∞(0, T ;L2(Ω)),
(iv) u˜2ε ⇀ u2 weakly* in L∞(0, T ;L2(Ω)),
(3.3)
⎧⎨⎩
(v) P ε1 u
′
1ε ⇀ u
′
1 weakly* in L∞(0, T ;L2(Ω)),
(vi) u˜1ε ⇀ θ1u′1 weakly* in L∞(0, T ;L2(Ω)),
(vii) u˜′2ε ⇀ u′2 weakly* in L∞(0, T ;L2(Ω)).
(3.4)
Proof. From Proposition 3.4 and from the properties of the operator P ε1 , given in Lemma 2.4, we obtain conver-
gences (i), (iv) and (v).
Moreover, since (i) and (v) hold by compactness we have (ii), that, together with (2.2), gives (iii).
To prove (vi), observe that by definition of distributional derivative one has:
T∫
0
∫
Ω1ε
u′1εvϕ dx dt = −
T∫
0
∫
Ω1ε
u1εvϕ
′ dx dt = −
T∫
0
∫
Ω
u˜1εvϕ
′ dx dt,
for every ϕ ∈D(0, T ), v ∈D(Ω).
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lim
ε→0
T∫
0
∫
Ω
u˜′1εvϕ dx dt = lim
ε→0−
T∫
0
∫
Ω
u˜1εvϕ
′ dx dt = −
T∫
0
∫
Ω
θ1u1vϕ
′ dx dt =
T∫
0
∫
Ω
θ1u
′
1vϕ dx dt, (3.5)
for every ϕ ∈D(0, T ), v ∈D(Ω), which together with (3.2)(iv) gives (vi).
Convergence (vii) follows by the same arguments. 
4. Some suitable test functions
In this section we recall the definition and some properties of two classes of test functions that will be needed in
the proof of the main results.
To define the first one (see (4.2)), we consider the solution (χε1λ,χε2λ) of the auxiliary problem (4.1) below, already
introduced in [10] for the study of the elliptic case (see also [14]). We point out that these functions, defined in the
reference cell, depend on ε, since the flux through Γ is proportional to the jump of the solutions by a coefficient
of order εγ+1. We emphasize that the asymptotic behavior, as ε → 0, of these functions changes according to the
different values assumed by the parameter γ . This explains why in Theorems 2.9 and 2.10 the expression of A0γ
depends on γ .
Therefore, we introduce the auxiliary system:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
−div(tA∇χε1λ) = −div(tAλ) in Y1,−div(tA∇χε2λ) = −div(tAλ) in Y2,
tA∇(χε1λ − λ · y) · n1 = −tA∇(χε2λ − λ · y) · n2 on Γ,
tA∇(χε1λ − λ · y) · n1 = −εγ+1h(χε1λ − χε2λ) on Γ,
χε1λ Y -periodic,
mY1(χ
ε
1λ) = 0.
(4.1)
If we denote Wper(Y1) the space Wper(Y1) = {u ∈ H 1per(Y1) | mY1(u) = 0}, equipped with the norm ‖u‖Wper :=‖∇u‖L2(Y1), the variational formulation of (4.1) is then,⎧⎪⎪⎪⎨⎪⎪⎪⎩
Find (χε1λ,χ
ε
2λ) in Wper(Y1)×H 1(Y2) s.t.∫
Y1
tA∇χε1λ · ∇v1 dx +
∫
Y2
tA∇χε2λ · ∇v2 dx + εγ+1
∫
Γ
h(χε1λ − χε2λ)(v1 − v2)dσy
= ∫
Y1
tAλ · ∇v1 dx +
∫
Y2
tAλ · ∇v2 dx,
for every (v1, v2) ∈ Wper(Y1)×H 1(Y2).
Set:
wεiλ(x) := λ · x − ε
(
Qi(χ
ε
iλ)(x/ε)
)
for i = 1,2, (4.2)
where the extension operators Qi , for i = 1,2, are defined in Lemma 2.3 and χεiλ, i = 1,2, are solutions of (4.1) and
ηελ := (ηε1λ, ηε2λ) =
(
tAε∇wε1λ, tAε∇wε2λ
)
. (4.3)
It is easily seen, by a change of scale, that ηελ satisfies:∫
Ω1ε
ηε1λ · ∇v1 dx +
∫
Ω2ε
ηε2λ · ∇v2 dx + εγ
∫
Γ ε
hε(wε1λ −wε2λ)(v1 − v2)dσ = 0, (4.4)
for every v = (v1, v2) ∈ Hε1 .
Furthermore, the following convergences hold:
Proposition 4.1. [10,17] Let wεiλ and ηελ be defined by (4.2) and (4.3). Then,{
wεiλ → λ · x weakly in H 1(Ω),
wεiλ → λ · x strongly in L2(Ω),
(4.5)
for i = 1,2.
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η˜ε1λ + η˜ε2λ ⇀ tA0γ λ weakly in
[
L2(Ω)
]n
, (4.6)
with A0γ defined by (2.22) for the case γ < −1 and by (2.24) for γ = −1.
If −1 < γ  1, {
(i) η˜ε1λ ⇀
tA
0
γ λ weakly in [L2(Ω)]n,
(ii) ε−
γ+1
2 η˜ε2λ ⇀ 0 weakly in [L2(Ω)]n,
(4.7)
with A0γ defined by (2.26).
The second class of test functions, originally introduced for the classical homogenization of the stationary heat
equation in a perforated domain with a Neumann condition on the boundary of the holes (see [5]), is defined by:
wελ(x) := λ · x − ε
(
Q1(χ1λ)(x/ε)
)
, χ1λ = λ · y −wλ(y), (4.8)
where Q1 is defined in Lemma 2.3 and wλ(y) is the solution of (2.27).
It is easily seen (see [5]), that a change of scale gives,∫
Ω1ε
tAε∇wελ · ∇v1 dx = 0, (4.9)
for every v1 ∈ V ε and that the following convergences hold true:⎧⎨⎩
wελ → λ · x weakly in H 1(Ω),
wελ → λ · x strongly inL2(Ω),
tAε∇˜wελ ⇀ tA0λ weakly in [L2(Ω)]n,
(4.10)
with A0γ given by (2.26).
5. Proof of Theorems 2.9 and 2.10
In this section we prove simultaneously both results, Theorems 2.9 and 2.10, arguing as long as possible in the
same way for all the values of γ . We treat separately the different cases only when necessary.
Set
ξε := (ξ1ε, ξ2ε) = (Aε∇u1ε,Aε∇u2ε), (5.1)
where, for every value of γ , uε is the solution of (2.10). In view of (2.6) and Proposition 3.4 we have, up to a
subsequence,
ξ˜ εi ⇀ ξi weakly* in L
∞(0, T ; [L2(Ω)]n), for i = 1,2. (5.2)
According to the different values of γ , we have to identify ξ1, ξ2 as well as the limits u1 and u2 given by (3.3). This
will also prove that all the convergences given by Corollary 3.6 hold actually for the whole sequences.
5.1. Outline of the proof
We proceed in several steps, briefly described here. First, in Section 5.2 we show that ξ1 + ξ2 verifies the following
equation:
θ1u
′′
1 + u′′2 − div(ξ1 + ξ2) = f1 + f2 in D′(0, T ), ∀v ∈D(Ω), (5.3)
for every γ .
In Section 5.3 we identify the sum ξ1 + ξ2 proving that
ξ1 + ξ2 = A0γ∇u1, (5.4)
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θ1u
′′
1 + u′′2 − div
(
A0γ∇u1
)= f1 + f2 in D′(0, T ), ∀v ∈D(Ω). (5.5)
Moreover, when −1 < γ  1, we can identify separately ξ1 and ξ2. We do that in Section 5.4, proving that
ξ1 = A0γ∇u1, (5.6)
and
ξ2 = 0. (5.7)
This gives (for a subsequence) convergences (2.20).
Then, in Section 5.5 we describe the limit function u2 in terms of u1. We need to treat separately the two cases
γ < 1 and γ = 1.
In the first one, we prove that
u2 = θ2u1, (5.8)
which gives (for a subsequence) convergence (2.17)(ii). This, together with (5.5), provides the limit equation in (2.21).
For γ = 1 we prove that u1 and u2 verify the o.d.e.
u′′2 − ch(θ2u1 − u2) = f2. (5.9)
This, together with (5.5) gives the coupled equations in (2.28).
In Section 5.6 we prove that u1 and u2 satisfy the initial conditions stated in (2.21) and (2.28) respectively.
Finally, in Section 5.7, we conclude by uniqueness that all the sequences in Corollary 3.6 converge.
5.2. Equation satisfied by ξ1 + ξ2
Let ϕ ∈ D(0, T ) and v ∈D(Ω). Choosing (v|Ω1εϕ, v|Ω2εϕ) in the variational formulation (2.13), one has:
T∫
0
∫
Ω
ξ˜1ε∇vϕ dx dt +
T∫
0
∫
Ω
ξ˜2ε∇vϕ dx dt
=
T∫
0
∫
Ω
f˜ε1vϕ dx dt +
T∫
0
∫
Ω
f˜ε2vϕ dx dt −
T∫
0
∫
Ω
u˜1εvϕ
′′ dx dt −
T∫
0
∫
Ω
u˜2εvϕ
′′ dx dt,
for every ϕ ∈ D(0, T ), v ∈D(Ω).
From Corollary 3.6, (2.2), (2.15) and (5.2), passing to the limit as ε → 0, one obtains:
T∫
0
∫
Ω
ξ1∇vϕ dx dt +
T∫
0
∫
Ω
ξ2∇vϕ dx dt
=
T∫
0
∫
Ω
(f1 + f2)vϕ dx dt −
T∫
0
∫
Ω
θ1u1vϕ
′′ dx dt −
T∫
0
∫
Ω
u2vϕ
′′ dx dt,
for every ϕ ∈ D(0, T ), v ∈D(Ω). This gives (5.3).
5.3. Identification of ξ1 + ξ2
Let wεiλ be defined by (4.2), for i = 1,2, and take ϕ ∈ D(0, T ) and v ∈D(Ω).
Choosing ((vwε )|Ω ϕ, (vwε )|Ω ϕ) as test function in the variational formulation (2.13) one obtains1λ 1ε 2λ 2ε
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0
∫
Ω1ε
ξ1ε∇vwε1λϕ dx dt +
T∫
0
∫
Ω1ε
ξ1ε∇wε1λvϕ dx dt +
T∫
0
∫
Ω2ε
ξ2ε∇vwε2λϕ dx dt
+
T∫
0
∫
Ω2ε
ξ2ε∇wε2λvϕ dx dt + εγ
T∫
0
∫
Γ ε
hε(u1ε − u2ε)(wε1λ −wε2λ)vϕ dσx dt
=
T∫
0
∫
Ω1ε
fε1vw
ε
1λϕ dx dt +
T∫
0
∫
Ω2ε
fε2vw
ε
2λϕ dx dt
−
T∫
0
∫
Ω1ε
u1εw
ε
1λvϕ
′′ dx dt −
T∫
0
∫
Ω2ε
u2εw
ε
2λvϕ
′′ dx dt, ∀ϕ ∈ D(0, T ), v ∈D(Ω).
Taking v = (v|Ω1εu1εϕ, v|Ω2εu2εϕ) in (4.4) and integrating over ]0, T [, one has:
T∫
0
∫
Ω1ε
ηε1λ∇vu1εϕ dx dt +
T∫
0
∫
Ω1ε
ηε1λ∇u1εvϕ dx dt +
T∫
0
∫
Ω2ε
ηε2λ∇vu2εϕ dx dt
+
T∫
0
∫
Ω2ε
ηε2λ∇u2εvϕ dx dt + εγ
T∫
0
∫
Γ ε
hε(wε1λ −wε2λ)(u1ε − u2ε)vϕ dσx dt = 0,
for every ϕ ∈ D(0, T ), v ∈D(Ω).
Subtracting the second equality from the first one and passing to Ω , by definitions (5.1) and (4.3), one has
T∫
0
∫
Ω
ξ˜1ε∇vwε1λϕ dx dt +
T∫
0
∫
Ω
ξ˜2ε∇vwε2λϕ dx dt −
T∫
0
∫
Ω
η˜ε1λ∇vP ε1 u1εϕ dx dt −
T∫
0
∫
Ω
η˜ε2λ∇vu˜2εϕ dx dt
=
T∫
0
∫
Ω
f˜ε1vw
ε
1λϕ dx dt +
T∫
0
∫
Ω2ε
f˜ε2vw
ε
2λϕ dx dt −
T∫
0
∫
Ω
u˜1εw
ε
1λvϕ
′′ dx dt −
T∫
0
∫
Ω
u˜2εw
ε
2λvϕ
′′ dx dt,
for every ϕ ∈ D(0, T ), v ∈D(Ω), since the boundary terms cancel.
Now, we want to pass to the limit as ε → 0 in this last identity. To this aim observe that the third and the fourth
integral on the left-hand side have different limit behaviors according to the different values of the parameter γ , as
stated in Proposition 4.1.
Therefore, by (2.2), (2.15), (3.3)(iii) and (iv), Proposition 4.1 and (5.2) we have:
T∫
0
∫
Ω
ξ1∇v(λ · x)ϕ dx dt +
T∫
0
∫
Ω
ξ2∇v(λ · x)ϕ dx dt −
T∫
0
∫
Ω
tA
0
γ λ∇vu1ϕ dx dt
=
T∫
0
∫
Ω
(f1 + f2)(λ · x)vϕ dx dt −
T∫
0
∫
Ω
θ1u1(λ · x)vϕ′′ dx dt
−
T∫
0
∫
Ω
u2(λ · x)vϕ′′ dx dt, ∀ϕ ∈ D(0, T ), v ∈D(Ω),
where A0γ is defined, according to the values of γ , by (2.22), (2.24) and (2.26) respectively.
Hence,
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0
∫
Ω
(ξ1 + ξ2)∇[v(λ · x)]ϕ dx dt −
T∫
0
∫
Ω
(ξ1 + ξ2)vλϕ dx dt +
T∫
0
∫
Ω
tA
0
γ λ∇u1vϕ dx dt
=
T∫
0
∫
Ω
(f1 + f2)(λ · x)vϕ dx dt −
T∫
0
∫
Ω
(θ1u1 + u2)(λ · x)vϕ′′ dx dt,
for every ϕ ∈ D(0, T ), v ∈D(Ω), which implies, from (5.3) that
T∫
0
∫
Ω
(ξ1 + ξ2) · λϕv dx dt =
T∫
0
∫
Ω
tA
0
γ λ∇u1ϕv dx dt ∀ϕ ∈ D(0, T ), v ∈D(Ω).
The arbitrariness of λ, v and ϕ gives then (5.4). This, together with (5.3), gives (5.5).
5.4. Identification of ξ1 and ξ2 (case −1 < γ  1)
As seen in the previous subsection, identity (5.4) holds for every γ  1. In this subsection, for −1 < γ  1, we
identify separately the limits ξ1 and ξ2.
Let ϕ ∈ D(0, T ) and v ∈D(Ω) and wελ be defined by (4.8).
Choosing ((vwελ)|Ω1εϕ, (v(λ · x))|Ω2εϕ) as test function in the variational formulation (2.13) one obtains:
T∫
0
∫
Ω1ε
ξ1ε∇vwελϕ dx dt +
T∫
0
∫
Ω1ε
ξ1ε∇wελvϕ dx dt +
T∫
0
∫
Ω2ε
ξ2ε∇
[
v(λ · x)]ϕ dx dt
+ εγ
T∫
0
∫
Γ ε
hε(u1ε − u2ε)(wελ − λ · x)vϕ dσx dt
=
T∫
0
∫
Ω1ε
fε1vw
ε
λϕ dx dt +
T∫
0
∫
Ω2ε
fε2v(λ · x)ϕ dx dt
−
T∫
0
∫
Ω1ε
u1εvw
ε
λϕ
′′ dx dt −
T∫
0
∫
Ω2ε
u2εv(λ · x)ϕ′′ dx dt, (5.10)
for every ϕ ∈ D(0, T ), v ∈D(Ω).
Taking v1 = v|Ω1εu1εϕ in (4.9) and integrating over ]0, T [, one has:
T∫
0
t∫
Ω1ε
Aε∇wελ∇vu1εϕ dx dt +
T∫
0
t∫
Ω1ε
Aε∇wελ∇u1εvϕ dx dt = 0, (5.11)
for every ϕ ∈ D(0, T ), v ∈D(Ω).
Subtracting (5.11) from (5.10) and passing to Ω , using (5.1) and (4.11), we have:
T∫
0
∫
Ω
ξ˜1ε∇vwελϕ dx dt +
T∫
0
∫
Ω
ξ˜2ε∇
[
v(λ · x)]ϕ dx dt
−
T∫ ∫
tAε∇˜wελ∇vP ε1 u1εϕ dx dt + εγ
T∫ ∫
ε
hε(u1ε − u2ε)(wελ − λ · x)vϕ dσx dt
0 Ω 0 Γ
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T∫
0
∫
Ω
f˜ε1w
ε
λvϕ dx dt +
T∫
0
∫
Ω
f˜ε2v(λ · x)ϕ dx dt
−
T∫
0
∫
Ω
u˜1εvw
ε
λϕ
′′ dx dt −
T∫
0
∫
Ω
u˜2εv(λ · x)ϕ′′ dx dt, (5.12)
for every ϕ ∈ D(0, T ), v ∈D(Ω).
Let us prove that the integral over Γ ε vanishes as ε → 0, i.e.
εγ
T∫
0
∫
Γ ε
hε(u1ε − u2ε)(wελ − λ · x)ϕ dσx dt → 0. (5.13)
Definition (4.8) entails, due to (2.8), (2.9), (3.2)(iii) and a change of scale,
∣∣∣∣∣εγ
T∫
0
∫
Γ ε
hε(u1ε − u2ε)(wελ − λ · x)ϕ dσx dt
∣∣∣∣∣=
∣∣∣∣∣εγ+1
T∫
0
∫
Γ ε
hε(u1ε − u2ε)χ1λ(x/ε)ϕ dσ
∣∣∣∣∣
 Cεγ+1ε−γ /2
∥∥χ1λ(x/ε)∥∥L2(Γ ε) Cεγ+1ε−γ /2ε1/2 → 0,
since γ > −1.
Then, passing to the limit in (5.12) and taking into account (2.2), (2.15), (5.2), (4.10), (5.13) and (3.3)(iii) and (iv)
one concludes that
T∫
0
∫
Ω
ξ1∇v(λ · x)ϕ dx dt +
T∫
0
∫
Ω
ξ2∇
[
v(λ · x)]ϕ dx dt − T∫
0
∫
Ω
tA
0
γ λ∇vu1ϕ dx dt
=
T∫
0
∫
Ω
(f1 + f2)(λ · x)vϕ dx dt −
T∫
0
∫
Ω
(θ1u1 + u2)vϕ′′ dx dt,
for every ϕ ∈ D(0, T ), v ∈D(Ω).
Hence, since A0γ is constant,
T∫
0
∫
Ω
ξ1∇
[
v(λ · x)]ϕ dx − T∫
0
∫
Ω
ξ1λvϕ dx dt +
T∫
0
∫
Ω
ξ2∇
[
v(λ · x)]ϕ dx dt + T∫
0
∫
Ω
tA
0
γ λ∇u1vϕ dx dt
=
T∫
0
∫
Ω
(f1 + f2)(λ · x)vϕ dx dt −
T∫
0
∫
Ω
(θ1u1 + u2)(λ · x)vϕ′′ dx dt,
for every ϕ ∈ D(0, T ), v ∈D(Ω), which implies from (5.3) that
T∫
0
∫
Ω
ξ1λvϕ dx dt =
T∫
0
∫
Ω
tA
0
γ λ∇u1vϕ dx dt.
The arbitrariness of λ, v and ϕ gives then (5.6), which, together with (5.4) gives (5.7).
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We prove here that if a subsequence, still denoted uε , satisfies convergences (i) of Corollary 3.6, then for the same
subsequence one has (iv), together with (5.8) for γ < 1 and with the o.d.e. (5.9) for γ = 1. To do that, we adapt to the
evolution case the proof given in [10] for the elliptic one. Let us first suppose γ < 1 and observe that
T∫
0
∫
Ω
u˜2εϕ dx dt =
T∫
0
∫
Ω2ε
(u2ε − P ε1 u1ε)ϕ dx dt +
T∫
0
∫
Ω2ε
P ε1 u1εϕ dx dt, (5.14)
for every ϕ ∈ L2(0, T ;L2(Ω)).
To prove (5.8) it is enough to show that
T∫
0
∫
Ω2ε
(u2ε − P ε1 u1ε)ϕ dx dt → 0. (5.15)
From Lemma 2.4, Lemma 2.5 and Proposition 3.4 one has:∥∥P ε1 u1ε − u2ε∥∥2L2(0,T ;L2(Ω2ε))
 C
(
ε‖u1ε − u2ε‖2L2(0,T ;L2(Γ ε)) + ε2
∥∥∇(P ε1 u1ε − u2ε)∥∥2L2(0,T ;L2(Ω2ε)))
 C
(
ε1−γ + ε2(‖∇u1ε‖L2(0,T ;L2(Ω1ε)) + ‖∇u2ε‖L2(0,T ;L2(Ω2ε)))2) C(ε1−γ + ε2),
which gives (5.15), since γ < 1.
Therefore, using (2.2), (5.15) and (3.3)(i) to pass to the limit in (5.14), we conclude that
lim
ε→0
T∫
0
∫
Ω
u˜2εϕ dx dt = lim
ε→0
T∫
0
∫
Ω
χΩ2εP
ε
1 u1εϕ dx dt =
T∫
0
∫
Ω
θ2u1ϕ dx dt,
that is (5.8).
If γ = 1, let v2 ∈D(Ω), ϕ ∈D(0, T ) and choose (0, v2|Ω2εϕ) in the variational formulation (2.13). We have:
T∫
0
∫
Ω2ε
u2εv2ϕ
′′ dx dt +
T∫
0
∫
Ω2ε
Aε∇u2ε · ∇v2ϕ dx dt − ε
T∫
0
∫
Γ ε
hε(u1ε − u2ε)v2ϕ dσ dt
=
T∫
0
∫
Ω2ε
f2εv2ϕ dx dt. (5.16)
From Lemma 2.6, written for g = h and v = (P ε1 u1ε − u2ε)v2, one gets by (2.2), (3.3)(i) and (iv),
lim
ε→0 ε
∫
Γ ε
hε(P ε1 u1ε − u2ε)v2 dσ = lim
ε→0 ch
∫
Ω2ε
(P ε1 u1ε − u2ε)v2 dx = ch
∫
Ω
(θ2u1 − u2)v2 dx,
for every v2 ∈D(Ω), ϕ ∈D(0, T ), where ch := 1|Y2|
∫
Γ
hdσy .
Consequently, passing to the limit in (5.16) and using (2.15), (5.2), (5.7) and Corollary 3.1, one obtains:
T∫
0
∫
Ω
u2v2ϕ
′′ dx dt − ch
T∫
0
∫
Ω
(θ2u1 − u2)v2ϕ dx dt =
T∫
0
∫
Ω
f2v2ϕ dx dt.
The arbitrariness of v2 and ϕ gives, then (5.9), since ch = 0, due to assumption (2.8). This clearly gives (5.12).
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Let v ∈ D(Ω) and ϕ ∈ C∞([0, T ]), with ϕ(T ) = 0 and ϕ(0) = 1. Choosing v1 = v|Ω1ε , v2 = v|Ω2ε and ϕ as test
functions in the variational formulation (2.13) we have:
T∫
0
〈u′′1εv〉(V ε)′,V εϕ dt +
T∫
0
〈u′′2ε, v〉(H 1(Ω2ε))′,H 1(Ω2ε)ϕ dx dt
+
T∫
0
∫
Ω1ε
Aε∇u1ε∇vϕ dx dt +
T∫
0
∫
Ω2ε
Aε∇u2ε∇vϕ dx dt
=
T∫
0
∫
Ω1ε
fε1vϕ dx dt +
T∫
0
∫
Ω2ε
fε2vϕ dx dt. (5.17)
On the other hand, integrating by parts we have:
T∫
0
〈
u′′1ε(x, t), v
〉
(V ε)′,V εϕ dt = −
∫
Ω1ε
U11εv dx −
T∫
0
∫
Ω1ε
u′1εvϕ′ dx dt
and
T∫
0
〈
u′′2ε(x, t)v
〉
(H 1(Ω2ε))′,H 1(Ω2ε)ϕ dt = −
∫
Ω2ε
U12εv dx −
T∫
0
∫
Ω2ε
u′2εvϕ′ dx dt.
Therefore, using these identities in (5.17) and passing to Ω one obtains:
−
∫
Ω
U˜11εv dx −
T∫
0
∫
Ω
u˜1εvϕ
′ dx dt −
∫
Ω
U˜12εv dx −
T∫
0
∫
Ω
u˜′2εvϕ′ dx dt
+
T∫
0
∫
Ω
Aε∇˜u1ε∇vϕ dx dt +
T∫
0
∫
Ω
Aε∇˜u2ε∇vϕ dx dt
=
T∫
0
∫
Ω
f˜ε1vϕ dx dt +
T∫
0
∫
Ω
f˜ε2vϕ dx dt.
Passing to the limit, by (2.2), (2.14), (2.15), (3.3), (5.2) and (5.4) we get:
−
∫
Ω
(
U11 +U12
)
v dx −
T∫
0
∫
Ω
(θ1u
′
1 + u′2)vϕ′ dx dt +
T∫
0
∫
Ω
A0γ∇u1∇vϕ dx dt
=
T∫
0
∫
Ω
(f1 + f2)vϕ dx dt. (5.18)
Similarly, using vϕ as test functions in (5.3),
−
∫ (
θ1u
′
1(0)+ u′2(0)
)
v dx −
T∫ ∫
(θ1u
′
1 + u′2)vϕ′ dx dt +
T∫ ∫
A0γ∇u1∇vϕ dx dt =
T∫ ∫
(f1 + f2)vϕ dx dt,Ω 0 Ω 0 Ω 0 Ω
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θ1u
′
1(0)+ u′2(0) = U11 +U12 in Ω. (5.19)
If γ < 1, from (5.8) we obtain that
u′1(0) = U11 +U12 in Ω. (5.20)
If γ = 1, for v1 ∈D(Ω) and ϕ ∈ C∞([0, T ]), with ϕ(T ) = 0 and ϕ(0) = 1, we choose (v|Ω1εϕ,0) as test functions
in the variational formulation (2.13). By the same argument used above, we have:
−
∫
Ω
U˜11εv1 dx −
T∫
0
∫
Ω
u˜1εv1ϕ
′ dx dt +
T∫
0
∫
Ω
Aε∇˜u1ε∇v1ϕ dx dt + ε
T∫
0
∫
Γ ε
hε(u1ε − u2ε)v1ϕ dσ dt
=
T∫
0
∫
Ω
f˜ε1v1ϕ dx dt.
Passing to the limit, by (2.14)(iii), (3.4)(vi), (5.2) and (5.6), we get:
−
∫
Ω
U11 v1 dx −
T∫
0
∫
Ω
θ1u
′
1v1ϕ
′ dx dt +
T∫
0
∫
Ω
A0γ∇u1∇v1ϕ dx dt + ch
T∫
0
∫
Ω
(θ2u1 − u2)v1ϕ dσ dt
=
T∫
0
∫
Ω
f1v1ϕ dx dt, (5.21)
where for the boundary term we used Lemma 2.6 as in the proof of (5.12).
Analogously, using v1ϕ in (5.3) and by (5.4), one has:
−
∫
Ω
θ1u
′
1(0)v1 dx −
T∫
0
∫
Ω
θ1u
′
1v1ϕ
′ dx dt −
∫
Ω
u′2(0)v1 dx −
T∫
0
∫
Ω
u′2v1ϕ′ dx dt +
T∫
0
∫
Ω
A0γ∇u1∇v1ϕ dx dt
=
T∫
0
∫
Ω
(f1 + f2)v1ϕ dx dt. (5.22)
Subtracting (5.22) from (5.21), we obtain:
−
∫
Ω
U11 v1 dx + ch
T∫
0
∫
Ω
(θ2u1 − u2)v1ϕ dσ dt +
∫
Ω
θ1u
′
1(0)v1 dx +
∫
Ω
u′2(0)v1 dx +
T∫
0
∫
Ω
u′2v1ϕ′ dx dt
= −
T∫
0
∫
Ω
f2v1ϕ dx dt. (5.23)
On the other hand, by (5.19), we get:
−
∫
Ω
U11 v1 dx +
∫
Ω
θ1u
′
1(0)v1 dx +
∫
Ω
u′2(0)v1 dx =
∫
Ω
U12 v1 dx,
while (5.9) gives:
ch
T∫ ∫
(θ2u1 − u2)v1ϕ dσ dt =
T∫ ∫
u′′2v1ϕ dx dt −
T∫ ∫
f2v1ϕ dx dt.0 Ω 0 Ω 0 Ω
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Ω
U12 v1 dx +
T∫
0
∫
Ω
u′′2v1ϕ dx dt +
T∫
0
∫
Ω
u′2v1ϕ′ dx dt = 0,
which, integrating by parts the second integral, becomes∫
Ω
U12 v1 dx −
∫
Ω
u′2(0)v1 dx = 0.
Hence, we conclude that
u′2(0) = U12 . (5.24)
This together with (5.19) gives:
θ1u
′
1(0) = U11 . (5.25)
To obtain that
θ1u1(0)+ u2(0) = U01 +U02 in Ω,
we argue similarly. We take here v ∈D(Ω) and ϕ ∈ C∞([0, T ]), with ϕ(T ) = 0, ϕ(0) = 0, ϕ′(T ) = 0 and ϕ′(0) = 1.
Choosing (v|Ω1εϕ, v|Ω2εϕ) as test functions in (2.13) and integrating by parts twice, we have:∫
Ω1ε
U01εv dx +
T∫
0
∫
Ω1ε
u1εvϕ
′′ dx dt +
∫
Ω2ε
U02εv dx +
T∫
0
∫
Ω2ε
u2εvϕ
′′ dx dt
+
T∫
0
∫
Ω1ε
Aε∇u1ε∇vϕ dx dt +
T∫
0
∫
Ω2ε
Aε∇u2ε∇vϕ dx dt
=
T∫
0
∫
Ω1ε
fε1vϕ dx dt +
T∫
0
∫
Ω2ε
fε2vϕ dx dt. (5.26)
Therefore, passing to the limit in (5.26), we get:∫
Ω
(
U01 +U02
)
v dx +
T∫
0
∫
Ω
θ1u1vϕ
′′ dx dt +
T∫
0
∫
Ω
u2, vϕ
′′ dx dt +
T∫
0
∫
Ω
A0γ∇u1∇vϕ dx dt
=
T∫
0
∫
Ω
(f1 + f2)vϕ dx dt, (5.27)
as a consequence of (2.2), (2.14), (2.15), (3.3), (5.2) and (5.4).
By the same argument applied before to (5.3), we obtain:∫
Ω
(
θ1u1(0)+ u2(0)
)
v dx +
T∫
0
∫
Ω
(θ1u1 + u2)vϕ′′ dx dt +
T∫
0
∫
Ω
A0γ∇u1∇vϕ dx dt
=
T∫
0
∫
Ω
(f1 + f2)vϕ dx dt,
that, together with (5.27) gives:
θ1u1(0)+ u2(0) = U0 +U0 in Ω. (5.28)1 2
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u1(0) = U01 +U02 in Ω, (5.29)
because of the identification of u2.
If γ = 1, we choose v1 ∈D(Ω) and ϕ ∈ C∞([0, T ]), with ϕ(T ) = 0, ϕ(0) = 0, ϕ′(T ) = 0 and ϕ′(0) = 1. Taking
(v|Ω1εϕ,0) as test functions in the variational formulation (2.13), by the same argument used above, we have:∫
Ω
U˜01εv1 dx +
T∫
0
∫
Ω
u˜1εv1ϕ
′′ dx dt +
T∫
0
∫
Ω
Aε∇˜u1ε∇v1ϕ dx dt + ε
T∫
0
∫
Γ ε
hε(u1ε − u2ε)v1ϕ dσ dt
=
T∫
0
∫
Ω
f˜ε1v1ϕ dx dt.
Passing to the limit, by (2.14)(ii), (2.15), (3.3)(iii), (5.2), (5.6), we get:∫
Ω
U01 v1 dx +
T∫
0
∫
Ω
θ1u1v1ϕ
′′ dx dt +
T∫
0
∫
Ω
A0γ∇u1∇v1ϕ dx dt + ch
T∫
0
∫
Ω
(θ2u1 − u2)v1ϕ dσ dt
=
T∫
0
∫
Ω
f1v1ϕ dx dt, (5.30)
where for the boundary term we used again Lemma 2.6.
Analogously, using v1ϕ in (5.3) and by (5.7), one has:∫
Ω
θ1u1(0)v1 dx +
T∫
0
∫
Ω
θ1u1v1ϕ
′′ dx dt +
∫
Ω
u2(0)v1 dx +
T∫
0
∫
Ω
u2v1ϕ
′′ dx dt +
T∫
0
∫
Ω
A0γ∇u1∇v1ϕ dx dt
=
T∫
0
∫
Ω
(f1 + f2)v1ϕ dx dt. (5.31)
Subtracting (5.31) from (5.30), we have:∫
Ω
U01 v1 dx + ch
T∫
0
∫
Ω
(θ2u1 − u2)v1ϕ dσ dt −
∫
Ω
θ1u1(0)v1 dx −
∫
Ω
u2(0)v1 dx −
T∫
0
∫
Ω
u2v1ϕ
′′ dx dt
= −
T∫
0
∫
Ω
f2v1ϕ dx dt.
By (5.9) and (5.28) we have:
−
∫
Ω
U02 v1 dx +
T∫
0
∫
Ω
u′′2v1ϕ dx dt −
T∫
0
∫
Ω
u2v1ϕ
′′ dx dt = 0.
Integrating by parts the second integral, we conclude that
u2(0) = U02 , (5.32)
which, together with (5.28), gives
θ1u1(0) = U01 . (5.33)
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Let γ < 1 and u1 the limit function given by (3.3)(i) for a subsequence. In Sections 5.3 and 5.5 we proved (5.5) and
(5.8) respectively, which imply that u1 satisfy the limit equation in (2.21). Also, in view of Section 5.6, the function
u1 satisfies the initial conditions in (2.21), where, due to (2.14) and (2.16), the initial data U01 + U02 and U11 + U12
belong to H 10 (Ω) and L
2(Ω) respectively. Hence, the ellipticity of the effective matrix A0γ being classical, problem
(2.21) has a unique solution. This, together with (5.7) and (5.8) show that the convergences in Corollary 3.6 hold for
the whole sequences.
Finally, let γ = 1 and u1 and u2 the limit functions given by (3.3) for a subsequence. Again from Sections 5.3, 5.5
and 5.6 we deduce that they satisfy (2.28).
It remains to prove the uniqueness of this problem, so that the convergences in Corollary 3.6 still hold for the whole
sequences.
To do that, we observe that u2 can be explicitly computed in terms of u1. This gives:
u2(x, t) = U02 (x) cos(
√
cht)+ U
1
2 (x)√
ch
sin(
√
cht)+
t∫
0
K(t, s)(chθ2u1(x, s)+ f2(x, s))ds,
where
K(t, s) := 1√
ch
sin
(√
ch(t − s)
)
. (5.34)
Replacing this expression in the first equation of (2.28) we deduce that u1 is solution of the problem:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
θ1u
′′
1 − div(A0γ∇u1)+ chθ2u1 − c2hθ2
∫ t
0 K(t, s)u1(s)ds = F(x, t) in Ω × ]0, T [,
u1 = 0 on ∂Ω × ]0, T [,
u1(x,0) = U
0
1
θ1
in Ω,
u′1(x,0) = U
1
1
θ1
in Ω,
with K defined in (5.34), and
F(x, t) = f1(x, t)+ chU02 (x) cos(
√
cht)+ √chU12 (x) sin(
√
cht)+ ch
t∫
0
K(t, s)f2(x, s)ds.
Since K(u1) = c2hθ2
∫ t
0 K(t, s)u1 ds is linear continuous from L2(0, T ;L2(Ω)) into itself, the existence and unique-
ness of this problem is then given by Theorem 3.2 written for,
V = H 10 (Ω), H = L2(Ω), b = F, u0 =
U01
θ1
, u1 = U
1
1
θ1
,
where, by (2.14) and (2.16), the initial data U01 /θ1 and U11 /θ1 belong to H 10 (Ω) and L2(Ω) respectively and
a(u, v, t) =
∫
Ω
A0γ∇u∇v dx +
∫
Ω
chθ2uv dx − c2hθ2
∫
Ω
t∫
0
K(t, s)uv ds dx
for every u,v ∈ H 10 (Ω). This concludes the proof.
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