Theta oscillations synchronize the basolateral amygdala (BLA) with the hippocampus (HPC) and medial prefrontal cortex (mPFC) during fear expression. The role of gamma-frequency oscillations in the BLA is less well characterized. We examined gamma-and theta-frequency activity in recordings of neural activity from the BLA-HPC-mPFC circuit during fear conditioning, extinction, and exposure to an open field. In the BLA, slow (40-70 Hz) and fast (70-120 Hz) gamma oscillations were coupled to distinct phases of the theta cycle and reflected synchronous high-frequency unit activity. During periods of fear, BLA theta-fast gamma coupling was enhanced, while fast gamma power was suppressed. Periods of relative safety were associated with enhanced BLA fast gamma power, mPFC-to-BLA directionality, and strong coupling of BLA gamma to mPFC theta. These findings suggest that switches between states of fear and safety are mediated by changes in BLA gamma coupling to competitive theta frequency inputs.
INTRODUCTION
The initiation and expression of fear states involve synchronized activity in the basolateral amygdala (BLA), medial prefrontal cortex (mPFC), and hippocampus (HPC). Synchronous thetafrequency (4-12 Hz) oscillations recorded in the local field potentials (LFPs) of these brain regions reflect synchronized neural firing, believed to facilitate communication between regions in response to aversive stimuli (Adhikari et al., 2010b; Lesting et al., 2011; Paz et al., 2008; Popa et al., 2010; Seidenbecher et al., 2003) . Furthermore, dynamic shifts in BLA-mPFC-HPC theta synchrony have functional relevance to successful consolidation of conditioned fear during paradoxical sleep (Popa et al., 2010) , extinction of conditioned fear (Lesting et al., 2013) , and discrimination between aversive and safe cues (Likhtik et al., 2014) . Thus, synchronous activity in this circuit is highly relevant to the signaling of both fear and safety.
Another oscillation that has been ubiquitously observed across cortical and subcortical structures is in the faster, gamma-frequency range (30-120 Hz; Buzsá ki and Wang, 2012) . Because of their fast temporal dynamics, gamma oscillations provide the ideal mechanism to coordinate precise neural coding within and across structures (Buzsá ki and Wang, 2012; Lisman and Jensen, 2013) . Indeed, gamma oscillations are prominent in circuits underlying sensory processing and cognitive functions (Fries, 2009) , and their perturbation has been noted in schizophrenia (Cho et al., 2006) , underscoring their importance for neural circuit function. In HPC, discrete bands of gamma oscillations are nested within the lower frequency theta oscillation (Belluscio et al., 2012) . It is important to note that distinct gamma-frequency bands have been implicated in differentially synchronizing CA1 with CA3 or medial entorhinal cortex (Colgin et al., 2009) . These findings support the notion that theta-coupled gamma oscillations may be fundamental to synchronizing activity within and between regions.
Recently, there has been some evidence for the functional importance of gamma oscillations in the amygdala as well. A 40-Hz gamma oscillation couples the activity of the amygdala, rhinal cortices, and striatum during an appetitive learning task (Bauer et al., 2007; Popescu et al., 2009 ). Moreover, fear-related gamma oscillations in the BLA have been recently demonstrated (Courtin et al., 2013) . Thus, as in HPC, gamma-frequency oscillations may be essential for information transfer to and from amygdala nuclei. Given the role of theta-frequency oscillations in generating and maintaining fear states and the strong relationship between theta and gamma in HPC (Belluscio et al., 2012) , we hypothesized that BLA theta oscillations may coordinate gammafrequency activity in a behaviorally relevant manner, and, as in the dorsal CA1, gamma oscillations could provide windows for coupling BLA activity to hippocampal and prefrontal inputs.
To test this hypothesis, we recorded simultaneous LFPs in the BLA, mPFC, ventral HPC (vHPC) , and dorsal HPC (dHPC), and unit activity in the BLA, during a discriminative fear conditioning paradigm. In the BLA, two distinct bands of gamma-frequency activity were coupled to local theta oscillations, and this theta-gamma modulation was enhanced during fear recall. It is surprising that, although local theta-gamma coupling was weaker during epochs of reduced freezing, power in the fast gamma band (70-120 Hz) was enhanced and reflected an increase in synchronized firing of BLA units. Fast gamma dynamically switched its coupling with behavior, coupling to BLA theta during fear expression (presentation of a positive conditioned stimulus; CS+), and mPFC theta during safety (presentation of a negative conditioned stimulus; CSÀ). We further explored this fast gamma frequency oscillation as a putative safety signal following fear extinction and in the open field test of innate anxiety. Consistent with a role in safety, the power of this signal was enhanced and associated with a predominant mPFC-to-BLA directionality both following extinction training and in the periphery of the open field. This pattern reflects an enhanced mPFC theta lead over BLA activity, suggesting that synchronization of BLA gamma to mPFC theta is a general mechanism for fear suppression.
RESULTS
For the examination of gamma frequency activity elicited during fear, mice with chronically implanted stereotrodes in the BLA (Figures S1A and S1B available online) as well as microelectrodes in the mPFC, vHPC, and dHPC, were conditioned in a discriminative fear paradigm, as described elsewhere (Likhtik et al., 2014) . The mice were exposed to two different auditory stimuli (each presented as one 50 ms pip per second for 30 s). One stimulus (CS+) was paired with a mild (0.4 mA) foot shock, while the other (CSÀ) was explicitly unpaired. On 3 consecutive training days, animals were presented with five CS+ and five CSÀ stimuli daily, in a pseudorandom order. On day 4, the same stimuli were presented in a new environment without the accompanying shocks while neural activity was recorded (Figure 1A) . Freezing behavior during the CS+ was only weakly attenuated in the fear recall session, with a decrease in mean freezing of 6.4 ± 4.5% from trial 1 to trial 5 ( Figure S1C ; F[1, 30] = 3.74, p = 0.0554, repeated-measures ANOVA); for this reason, data from all five CS+ trials were collectively analyzed.
As previously reported, some mice discriminated appropriately between CS+ and CSÀ based on their freezing behavior (referred to as discriminators, defined by at least 10% more freezing to the CS+ than the CSÀ; cutoff determined as in Likhtik et al., 2014) , while other mice displayed generalized freezing to both stimuli (generalizers, <10% difference between CS+ and CSÀ freezing rates). During the CS+, freezing behavior was equivalent between discriminators and generalizers ( Figure S1D) ; thus, we analyzed BLA LFP activity across all animals (n = 23) (C) Phase-amplitude comodugram of a representative BLA LFP recording demonstrating modulation of high-frequency power (y axis) by low-frequency oscillation phase (x axis). Warm colors indicate stronger modulation; note the prominent modulation of separate slow (40-70 Hz) and fast (70-120 Hz) gamma peaks. (D) Histograms for the occurrence of slow gamma troughs, fast gamma troughs, and multiunit spikes (top three panels) and the preferred phase of significantly phase-locked (p < 0.05, Rayleigh test) multiunits (n = 48) and single units (n = 38; bottom two panels) relative to phases of the theta (4-12 Hz) oscillation. Error bars, here and throughout, indicate ±SEM, except as otherwise noted.
during CS+ presentations on day 4 to evaluate fear-related activity. In contrast, the explicitly unpaired CSÀ reflects a potentially aversive stimulus that was successfully associated with safety in discriminators (n = 14), allowing us to subsequently evaluate safety-related physiological changes.
Distinct Bands of Theta-Nested Gamma in the BLA Both theta-and gamma-frequency activity was seen in the BLA during the CS+ (Figure 1) . We decomposed the signal with wavelets (Supplemental Experimental Procedures) to extract separate frequency components from the ongoing LFP. This analysis revealed two frequencies of gamma oscillations ( Figure 1B) , which appeared as distinct peaks in the distribution of instantaneous gamma frequency (peaks at 55 and 90 Hz, respectively; Figure S2A ). These bands, termed slow gamma (40-70 Hz) and fast gamma (70-120 Hz), could also be separately extracted using bandpass filters ( Figure 1B , bottom traces).
In addition to ongoing gamma oscillations, we also observed a prominent sensory-evoked response in the 15-40 Hz range that was largely limited to 0-100 ms following pip onset ( Figure S2B ). Activity in this pip-evoked band was distinct from slow and fast gamma on the basis of strong power-power correlations within bands but weak correlation between bands ( Figure S2C ). Likewise, neither slow nor fast gamma was as reliably phase-locked to the pip as the 15-40 Hz pip-evoked band (Figures S2B and S2D) . Overall, these data suggest that there are at least three distinct bands of high-frequency activity in the BLA: slow and fast gamma and pip-evoked 15-40 Hz activity.
In HPC and cortex, lower frequency activity organizes higher frequency oscillations. Given the prominent fear-evoked theta oscillation in the BLA, we investigated whether the observed BLA gamma oscillations were coupled to theta. We examined both phase-amplitude coupling, where gamma power changes differentially with theta phase, and phase-phase coupling, where a fixed number of gamma cycles occur per theta cycle (Belluscio et al., 2012; Lisman and Buzsá ki, 2008) . Phase-amplitude coupling was examined using a comodugram to determine the extent by which high-frequency (30-150 Hz) power was modulated by low-frequency (0-30 Hz) phase (Tort et al., 2009 ), which we quantified with the mean resultant length (MRL), a measure of circular unimodality (higher MRL indicates that power peaks more reliably at a particular phase). We found that both slow and fast gamma bands were strongly coupled with oscillations in low theta frequencies (4-8 Hz; Figure 1C ), consistent with theta evoked by fear recall, which peaks around 6 Hz ( Figure 2A ; Pape et al., 2005) . Additionally, while slow gamma oscillations most often occurred on the trough or early ascending phase of the theta oscillation, fast gamma oscillations occurred closer to the peak or late ascending phase ( Figure 1D ). Notably, BLA spikes showed a different (although overlapping) pattern of phase-locking compared to gamma ( Figure 1D , bottom histograms), suggesting that slow and fast gamma activity could be distinguished from spike-related transients that can contaminate high-frequency signals (Ray and Maunsell, 2011) . To further explore the nature of the theta/gamma relationship, we quantified phase-phase coupling as previously described (Belluscio et al., 2012) . Within the BLA, there was significant n:m phasephase coupling of both slow and fast gamma oscillations to the theta oscillation ( Figures S3A-S3C ). This analysis predicts that 9 slow and 15 fast gamma cycles occurred per full theta cycle ( Figure S3B ), consistent with the coupling of an $55 Hz and an $90 Hz oscillation with a 6 Hz theta oscillation. This analysis strongly supports that both slow and fast gamma represent genuine oscillations, as it would be unlikely for nonoscillatory signals to exhibit phase-phase coupling patterns.
Theta-Gamma Coupling Is Enhanced by Conditioned Fear Given fear-associated enhancements in amygdala theta power in response to CSs (Figure 2A ; Likhtik et al., 2014; Popa et al., 2010; Seidenbecher et al., 2003) , we asked whether thetagamma coupling in the BLA was also enhanced during fear. Indeed, we found a pronounced strengthening of theta-gamma coupling during CS+ presentations ( Figure 2B ) compared to pretone (30 s before tone presentation), for both slow and fast gamma oscillations as well as a small band between 15 and 20 Hz (p < 0.05/21, Bonferroni corrected; Figure 2B ). Phasephase coupling was also significantly stronger during the CS+ than pretone ( Figure S3C ).
We questioned whether increased theta-gamma coupling was indeed due to enhanced organization of gamma-frequency activity by theta or whether this was spurious coupling due to independent changes in the theta and gamma range that were each phase-locked to the pip. To rule out this possibility, we performed two analyses. First, we compared our results to a shift predictor obtained by shifting the gamma power relative to the theta phase by x seconds (where x is an integer value between 1 and 30) so that pip onsets were still aligned. The shift predictor had no strong patterns of theta-gamma coupling ( Figure 2B ) and thus a significantly weaker strength of theta-gamma phase coupling than the CS+ ( Figure 2C ; p < 0.05/21, Wilcoxon signed-rank test). Second, pip-evoked responses (0-300 ms from pip onset) were removed and theta-gamma coupling calculated without these segments; this did not diminish the strength of coupling for either gamma range (data not shown). Thus, the enhanced theta-gamma coupling during the CS+ is not an artifact of pip structure but instead suggests a fundamental role for fear-related theta oscillations in organizing high-frequency neuronal activity that outlasts the pip.
Theta-fast gamma coupling occurred most strongly when the instantaneous frequency of theta was 6 Hz ( Figure 2D ), consistent with the peak theta frequency observed during aversive tone presentations (Figure 2A ). This 6 Hz coupling peak was absent during pretone. In contrast, slow gamma oscillations were maximally coupled with theta in the 9-10 Hz range, suggesting that slow gamma is relatively insensitive to the fearevoked 6-Hz oscillation ( Figure 2E ). There was also significantly greater enhancement in theta-fast gamma coupling from pretone to the CS+ (Figure 2E , right; p = 0.014, Wilcoxon signedrank test), compared to that seen for slow gamma, although both increases were significantly different from pretone (fast gamma, p = 1.57 3 10 À5 ; slow gamma, p = 0.011). For both of these reasons, we focused on the fast gamma oscillation as it relates to fear learning for further analysis. We asked what property of the fear-evoked theta oscillation accounted for the enhancement in theta-gamma coupling during the CS+. We first tested whether enhanced theta power during the CS+ (p < 0.001, Wilcoxon signed-rank test; Figure S3D ) explained the increased coupling. Although there was a direct correlation between theta power and theta phase-gamma power coupling ( Figure S3E ), it did not exclusively explain the CS+ evoked enhancement in modulation. Considering epochs where theta power fell within equal ranges for both the pretone and CS+ (defined as SDs from the pretone mean), theta-fast gamma coupling was enhanced in the CS+ compared to pretone ( Figure 2F ).
These data suggest that enhancements in both theta power and the strength of theta-gamma coupling are neural signatures of elevated fear. If so, then coupling during the fear-inducing CS+ should be greater than during the explicitly safe CSÀ in mice that successfully discriminated between the two stimuli. As expected, we observed enhanced theta-gamma coupling during the CS+ compared to the CSÀ (Figure S3F ; p < 0.01, Wilcoxon signed-rank test) in discriminators. The CSÀ was, however, associated with significantly stronger theta-gamma coupling than the pretone (p < 0.001, Wilcoxon signed-rank test), falling between pretone and CS+, likely because freezing to the CSÀ, although diminished, was still above baseline levels ($20%; Figure S1D ). Again, these effects were not entirely explained by theta power differences between CS+, CSÀ, and pretone ( Figure S3F ). Notably, the increase in thetagamma coupling from CSÀ to CS+ was directly correlated with the increase in freezing from CSÀ to CS+ on an animal-by-animal basis ( Figure S3G ; r = 0.55, p = 0.007), substantiating enhanced theta-gamma coupling as a neural correlate of enhanced fear.
Fast Gamma Power Is Reduced in Conditioned Fear States
We expected that enhanced theta power and theta-gamma coupling during fear should be accompanied by an increase in the strength of gamma oscillations, as has been reported in the auditory cortex (Headley and Weinberger, 2013) . Contrary to our expectation, however, BLA fast gamma power was lower during the CS+ than the CSÀ in discriminators (Figures 3A and 3B; n = 14) . In generalizers, there was no significant difference ( Figure 3B ; n = 9). This relationship between relative fear and gamma power also held true when considering discrimination on a continuous basis: the greater the discrimination between CS+ versus CSÀ, the greater the difference in fast gamma power ( Figure 3C ; r = 0.48, p < 0.05). The power change was specific to the fast gamma oscillation, as there was no fear-related difference in power in the slow gamma range ( Figure S4A ; p > 0.05, Wilcoxon signed-rank test). There was also no difference in multiunit firing rate ( Figure S4B ; p > 0.05, Wilcoxon signedrank test) or power in higher frequency spectral components (150À800 Hz; p > 0.05, Wilcoxon signed-rank test), which followed firing rate changes closely ( Figures S4C and S4D ), suggesting that the change in fast gamma power did not reflect spike contamination. These data raise the possibility that activity in the fast gamma range may reflect a safety-related signature in the amygdala. To further test this hypothesis, we evaluated correlations between fast gamma power and defensive behavior within animals on a trial-by-trial basis. Consistent with fast gamma being a safety signal, freezing rates on individual trials were inversely correlated with fast gamma power while simultaneously being positively correlated with thetagamma coupling strength ( Figure 3D ). Both of these effects were significant across the population ( Figure 3E ; p < 0.001 and p < 0.05, respectively; multiple linear regression [MLR] ). There was no significant correlation between slow gamma power and trial-by-trial freezing rates, although there was a trend toward a positive relationship (Figure S4E; r = 0.354; p = 0.11, MLR) . Overall, these data suggest that, in the BLA, fear-associated theta simultaneously organizes fast gamma oscillations and decreases their power. This is reversed during safety, when local theta less effectively organizes fast gamma oscillations and fast gamma power is elevated.
Using the motor response of the animal as a measure of fear confounds the internal state (sense of fear or safety) of the animal with its motor response to that state. To disambiguate whether changes in fast gamma power and coupling to theta were associated with either safety or motor response, we performed two additional analyses. First, fast gamma power and theta-gamma coupling were calculated as a function of velocity in the same animals prior to fear conditioning; and second, these measures were calculated during periods of immobility (speed, <5 cm/s), allowing for the comparison of responses to the CS+ and CSÀ when motor behavior was equivalent. No association was found between fast gamma power and speed ( Figure S4G ), while, for theta-fast gamma coupling, there was an inverted-U relationship with a peak at 6 cm/s, which could not explain our results. Moreover, the effects of stimulus type were present even during immobility epochs alone ( Figures S4H and S4I) . Thus, gamma coupling and power appear to be related to behavioral state instead of motor activity.
Fast Gamma Oscillations Reflect BLA Neuronal Activity Particularly in a nonlaminar structure such as the BLA, the origins of signals recorded in the LFP can be unclear. To confirm that safety-related gamma oscillations reflect local activity, we examined the relationship between BLA gamma and simultaneously recorded multiunit and single unit activity. All analyses compared unit and LFP activity recorded from nearby but different stereotrodes to eliminate spike contamination of the LFP as a source of error.
We first analyzed recordings of BLA multiunit activity, which are less subject to volume conduction than the LFP, although such recordings can be dominated by spikes from fast-spiking interneurons. One-third of BLA multiunit recordings (21/63) had Figure S5 ; p < 0.001, Wilcoxon signedrank test, n = 102 pairs). These findings suggest that gamma oscillations are associated with synchronous neuronal activation in at least a subset of BLA neurons.
Given that discriminators demonstrated enhanced fast gamma power during the CSÀ compared to the CS+, we anticipated that they would show stronger local gamma-frequency synchrony during the CSÀ than the CS+. Indeed, we found that, in discriminators, a higher percentage of multiunit recordings were significantly phase-locked to fast gamma oscillations during the CSÀ than CS+ ( Figure 4C ; p < 0.05, McNemar's test). Phase-locking to theta or slow gamma was not affected by stimulus type ( Figure S4F ; p > 0.05), suggesting that this safety-related change is highly specific. We also evaluated the relationship between phase-locking differences and discrimination on a continuous scale (rather than relying on a significance threshold), quantifying phase-locking strength, as measured by MRL, for every multiunit recording. Multiunit firing of discriminators was more strongly phase-locked to fast gamma during the CSÀ than the CS+ ( Figure 4D ; p < 0.01, Wilcoxon signed-rank test). Notably, for generalizers, the strength of phase-locking to fast gamma did not differ by CS ( Figure 4C ; p > 0.05, McNemar's test; Figure 4D ; p > 0.05, Wilcoxon signed-rank test). Taken together, these data demonstrate that neural activity in the BLA is synchronized during fast gamma oscillations, and this synchronization is enhanced during stimuli that the animal treated as signaling safety.
We next confirmed these findings in recordings of 83 well-isolated single units from the BLA. Eighteen (21%) of these units exhibited significant phase-locking to the fast gamma oscillation (p < 0.05, Rayleigh test). One such unit is shown in Figure 5A , exhibiting firing phase-locked to the trough of fast gamma oscillations. Likewise, all fast gamma phase-locked single units were coupled close to the trough of the oscillation ( Figure 5B ). The firing rates of phase-locked units were directly correlated with simultaneously recorded LFP fast gamma power ( Figure 5C ), suggesting that they are involved in generating these oscillations. A signature of this population was that they tended to fire in doublets with interspike intervals <40 ms (Pape et al., 1998; Figure S6) , consistent with models for achieving synchronous gamma-frequency activity (Buzsá ki and Wang, 2012) .
If phase-locked cells are involved in generating the fast gamma oscillations associated with safety, then their activity should be inversely correlated with freezing on short-order time scales. Consistent with this idea, units that were phaselocked to fast gamma showed higher firing rates during periods of decreased freezing. An example is shown in Figure 5D , depicting a unit that tended to fire more on trials when the freezing rate of the animal was lower. This relationship was significant for the sample of gamma phase-locked units ( Figure 5E ; p < 0.001, MLR), but not for non-phase-locked units (p > 0.05). Indeed, when we evenly divided trials into those when the animals froze the most versus those when animals froze the least, we saw a dramatic decrease in firing rate of fast gamma phase-locked units with increased freezing ( Figure 5F ; p < 0.05, Wilcoxon signed-rank test). This change was significantly different (p < 0.05, rank-sum) from non-phase-locked units, which were not significantly modulated by freezing (p > 0.05, Wilcoxon signedrank test). Taken together, these data suggested that strongly phase-locked, doublet-firing units represent putative generators of the fast gamma oscillation.
Gamma Synchrony across the Corticolimbic System
Encoding of fear and safety is also believed to engage circuits in the mPFC and HPC, which are highly interconnected and synchronized with the BLA (Lesting et al., 2011) . A critical property of gamma oscillations is that they can be tightly synchronized between structures with near-zero phase lag, even across long distances (Buzsá ki and Wang, 2012). Such tight phase synchrony is suggested to allow for precise temporal coding, despite long conduction delays (Buzsá ki and Wang, 2012) .
Indeed, we observed highly synchronous slow and fast gamma oscillations in all three brain regions ( Figure 6 ). During epochs of strong BLA gamma oscillations (>1.5 SD above mean power), we found that fast gamma oscillations were phase-synchronized across structures, as shown in gamma-triggered traces and coherograms ( Figure 6A ). Both BLA-mPFC (n = 22) and BLA-vHPC (n = 11) fast gamma phase-phase differences had a strong peak near 0, which was not found for a shift predictor ( Figure S7A ). Similar results were obtained when the BLA was referenced to a cerebellar screw and other brain regions were referenced to a frontal screw, demonstrating that observed gamma dynamics reflect synchronous oscillations rather than high-frequency activity in the reference ( Figure S7B ). These changes were specific to the BLA-mPFC-vHPC circuit, as the dHPC (n = 9) was not strongly engaged in gamma-gamma coupling with the BLA (Figure 6A) . 
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Theta-Gamma Modulation in the Basolateral Amygdala
Given the strong, zero-phase lag synchrony of mPFC-BLAvHPC fast gamma oscillations, we tested the possibility that safety modulated gamma in the mPFC and vHPC, like gamma in the BLA. Fast gamma power was lower during the CS+ than the CSÀ in the mPFC of discriminators ( Figure 6B) , with no change in the slow gamma or higher spectral ranges (p > 0.05; data not shown). As in the BLA, better behavioral discrimination between the CS+ and CSÀ correlated with higher mPFC fast gamma power in the CSÀ (r = 0.52; p < 0.01; Figure 6B ). Consistent with these being safety-related changes, individual animals showed an inverse correlation between freezing rate on a given trial and fast gamma power in the mPFC, as in the BLA ( Figure S7C ). It is interesting that no significant safetyrelated changes in vHPC gamma were found ( Figure 6B ), despite strong gamma synchrony with the other two brain structures ( Figure 6A ).
We reasoned that these corresponding changes in mPFC and BLA gamma power might reflect periods of increased gamma-gamma synchrony. Indeed, the probability of mPFC-BLA near-zero phase lag synchrony (Supplemental Experimental Procedures) was significantly higher during the CSÀ in discriminators (Wilcoxon signed-rank test, p < 0.05; Figure 6C ) but not in generalizers (p > 0.05), and there was a corresponding linear correlation between the change in fast gamma synchrony and discrimination score across animals ( Figure 6C ; r = 0.45, p = 0.04). These findings indicate that the mPFC and BLA exhibit strong synchrony in the fast gamma range during periods of relative safety.
To further explore the dynamics of the mPFC-BLA-vHPC circuit, we used the Granger causality index (GCI) to model potential causal influences using phase and power information. The GCI infers the strength of directional influences between LFPs by testing whether one LFP (e.g., from the mPFC) is useful in predicting the other (e.g., from the BLA), and vice versa. For fast gamma, we found significantly stronger Granger causality for the mPFC / BLA direction than for the BLA / mPFC direction ( Figure 6D ; p < 0.05, Wilcoxon signed-rank test), suggesting that, on average, fast gamma-frequency activity in the mPFC tends to be predictive of future changes in the BLA. Granger causality similarly suggested predominant BLA / vHPC and mPFC / vHPC directionality (p < 0.05, Wilcoxon signedrank test), suggesting that gamma activity flows from the mPFC to the BLA and then to the vHPC ( Figure 6F ). Moreover, the mPFC / BLA Granger lead strength, which we defined for each animal as GCI mPFC / BLA /(GCI mPFC / BLA + GCI BLA / mPFC ), was correlated with discrimination ( Figure 6E , r = 0.50, p < 0.05), so that stronger evidence for an mPFC lead was present during the CSÀ compared to the CS+. These findings support a functional role for directionality in the gamma range during fear discrimination and suggest that safety is associated with a shift toward greater mPFC-to-BLA directionality, similar to our previous findings with theta-frequency synchrony (Likhtik et al., 2014) .
Dynamic Switches in Theta-Gamma Coupling
Given that gamma couples strongly to theta oscillations, we reasoned that the observed mPFC-to-BLA gamma directionality is at least partly a result of safety-related directional theta information transfer from the mPFC to the BLA (Likhtik et al., 2014) . We therefore examined the relationship between gamma and theta activity within and across structures in the BLA-mPFC-vHPC network. Theta-gamma coupling was qualitatively similar in all three brain regions, with slow and fast gamma coupling to similar phases of theta ( Figure 7A ; n = 23 for BLA; n = 17 for vHPC; and n = 27 for mPFC). We also found considerable theta-gamma coupling across structures ( Figure 7B ), consistent with a highly interconnected network. Intriguingly, fast gamma oscillations in the BLA had significantly stronger coupling to mPFC theta oscillations than to local BLA theta oscillations (p < 0.001; Figure 7B ). By contrast, mPFC gamma oscillations were better modulated by local mPFC theta than BLA theta (p < 0.001; data not shown). We were concerned that strong mPFC theta-BLA fast gamma coupling could arise if the gamma recorded in the BLA was not locally generated. To address this caveat, we re-examined phase-locking of BLA multiunit recordings to BLA fast gamma, as well as to gamma in the vHPC and mPFC. Seventy-six percent of significantly phase-locked multiunits (40% of multiunit recordings, Bonferonni corrected, p < 0.0125; Figure 7C ) were phaselocked to the BLA (59% to the BLA alone, and 17% to the BLA and at least one other brain structure). Only 24% (8% of the total) were significantly phase-locked to another structure but not the BLA. These data confirm that BLA units are most strongly phase-locked to local BLA gamma, as one would expect for a locally generated oscillation.
In Figure 3 , we showed that local BLA theta-BLA gamma coupling increases with CS+ presentation, arguing that local theta-gamma coupling is associated with fear. However, here, we present evidence of even stronger coupling of BLA gamma to mPFC theta, which was previously implicated in safety signaling (Likhtik et al., 2014) . These findings suggested that mPFC and BLA theta might compete for control of the BLA fastgamma-generating circuit. According to this idea, during fear, local BLA theta modulates BLA gamma, reducing fast gamma power, while during safety, mPFC theta inputs predominate, increasing fast gamma power. To further test this hypothesis, we examined the relationship between BLA-mPFC theta directionality and gamma-frequency changes in the BLA. To quantify directionality in the theta range, we calculated the cross-correlation between the theta power in the BLA and mPFC in short (1 s) time windows; the lag at the peak of this cross-correlation indicates predominant theta directionality (Supplemental Experimental Procedures; Adhikari et al., 2010a; Likhtik et al., 2014) . We observed that, on trials with a greater probability of mPFC theta lead, there was an increase in BLA fast gamma power, while increased probability of BLA lead was associated with a drop in fast gamma power ( Figure 7D ). This relationship held true overall for the population by multiple linear regression (mPFC lead: p = 5.2 3 10 À5 ; BLA lead: p = 0.0011, MLR; data not shown). On a moment-to-moment basis, windows in which the BLA led had lower fast gamma power than windows in which the mPFC led ( Figure 7E ; p < 0.05, Wilcoxon signed-rank test). Along with shifts in theta frequency lead, theta-gamma coupling changed dynamically as well, so that BLA fast gamma was strongly coupled to local BLA theta in some epochs and to mPFC theta in others. On trials when coupling to mPFC theta predominated, gamma power was higher; when coupling to BLA theta predominated, gamma power was lower ( Figure 7F ). These findings suggest a competitive mechanism between BLA and mPFC theta-frequency inputs for control of the fast gamma circuit within the BLA and provide evidence for a relationship between mPFC control over BLA gamma and safety signals.
Theta-Gamma Dynamics and Safety
Our data from fear conditioning were highly suggestive of an mPFC-to-BLA safety signal in the gamma range. To confirm that the same physiological correlates could be observed in other safe contexts, we first evaluated changes throughout extinction of conditioned fear, as animals learned that the previously aversive CS+ no longer posed a threat. After an additional 2 days of exposure to CSs without shock, animals returned to a baseline level of freezing ($20%; Figure 8A ; n = 11). Throughout extinction, there was a steady increase in BLA and mPFC fast gamma power during tone presentations (Figures 8B and 8C ; p < 0.05, MLR). Notably, this effect was seen both for animals that began as discriminators and for those that began as generalizers (data not shown), suggesting that these changes reflect safety signals, rather than the active process of discrimination, which could not be disentangled during fear recall. At the same time, we saw an enhancement of the GCI mPFC / BLA ( Figure 8C ; p = 4.7 3 10 À5 , MLR), without a corresponding change in the GCI BLA / mPFC (p = 0.97), suggesting that the observed increase in fast gamma power was the result of enhanced mPFC input to Neuron Theta-Gamma Modulation in the Basolateral Amygdala the BLA. These data are consistent with recently reported changes in mPFC-BLA theta directionality during extinction (Lesting et al., 2013) and suggest that the enhancement of synchronous fast gamma oscillations of the mPFC-BLA circuit is a fundamental mechanism for suppression of fear responses during both fear discrimination and extinction.
Both fear discrimination and extinction probe fear and safety using learned stimuli, but a true safety signal should also apply to innate behavior. To probe safety in an innate anxiety paradigm, we evaluated data from the same animals prior to fear conditioning in a brightly lit open field. Most mice tend to avoid the center, staying near the walls of the periphery, while some mice actively explore the entire environment ( Figure 8D ). We evaluated changes in fast gamma for both anxious (<10% center time, n = 9) and nonanxious (>10% center time, n = 6) animals (defined as in Likhtik et al., 2014) . As expected, a safety-related increase in fast gamma power was observed only in anxious mice as they moved further from the anxiogenic center ( Figure 8E ; p = 0.003, MLR, zone versus fast gamma power; nonanxious mice, p = 0.463). As during fear conditioning, we found enhanced mPFC Granger lead strength toward the periphery for anxious mice ( Figure 8F ; p = 0.026, MLR) but not nonanxious mice (p = 0.565). It is notable that anxious and nonanxious animals were equally likely to go on to be discriminators (56% and 66%, respectively), suggesting that these results reflect a continuously evaluated representation of safety rather than persistent animal-to-animal circuit differences. Taken together, these data support BLA fast gamma coupling to mPFC input as a safety signal in both learned and innate fear paradigms.
DISCUSSION
Fear states involve amygdala interactions with an extended network and, in particular, its dense reciprocal connectivity with the mPFC. In this study, we investigated oscillatory network dynamics during fear discrimination. Fear-conditioned tones elicited increased theta-fast gamma coupling within the BLA, while the power of these fast gamma oscillations was paradoxically decreased. During the explicitly unpaired CSÀ, which signaled relative safety, fast gamma power was increased compared to the CS+, despite weaker coupling to local BLA theta. This elevated gamma power was associated with a predominant mPFC-to-BLA directionality and increased entrainment of BLA gamma by mPFC theta. A similar increase in BLA gamma power and switch toward an mPFC-to-BLA directionality was also seen after extinction of learned fear and in the safe areas within the open field, a test of innate anxiety. Thus, the data support a common mechanism for the suppression of both learned and innate fear responses involving directional information flow from the mPFC to the BLA and mPFC entrainment of fast-gamma-resonant circuits in the BLA. Based on these findings, along with results from a number of studies demonstrating enhanced theta-frequency synchrony during fear-related behavior (Lesting et al., 2011 , Seidenbecher et. al., 2003 , Popa et. al., 2010 , Likhtik et al., 2014 , we propose the following conceptual model ( Figure S8 ). During fear, a threat-related theta signal strongly and reciprocally synchronizes BLA and mPFC, coordinating local gamma activity within each structure and leading to strong local theta/gamma coupling during the CS+. During safety, theta frequency inputs from the mPFC to the BLA predominate, suppressing the fear response via the BLA fast gamma circuit. The CSÀ is therefore characterized by strong, directional theta-theta synchrony from the mPFC to the BLA (Likhtik et al., 2014) and strong modulation of BLA gamma by mPFC theta. Because mPFC theta activity drives gamma generators locally in the mPFC and distally in the BLA, the CSÀ is also associated with strong mPFC-BLA gamma synchrony. This long-range gamma synchrony is predominantly directional from the mPFC to the BLA, either because the mPFC theta drives mPFC gamma with a shorter delay than BLA gamma or because of directional projections from gamma generating circuits in the mPFC to the BLA. This model is consistent with the broadly accepted role of the mPFC in suppressing amygdala-generated fear behaviors and has several mechanistic and conceptual implications that deserve further discussion.
mPFC-BLA Interactions during Fear and Safety
The roles of the mPFC and BLA in acquisition and extinction of conditioned fear responses are well characterized. While the prevailing model is that amygdala output generates fear responses and input from the PFC inhibits fear behavior (Maren and Quirk, 2004; Pape and Pare, 2010) , this description is oversimplified. For example, silencing or disrupting plasticity in either structure impairs both acquisition and extinction of learned fear (Sierra-Mercado et al., 2011) , suggesting that both the mPFC and BLA have roles to play in fear expression and suppression. Furthermore, a number of experiments have suggested that specific subregions within the mPFC might play opposing roles in the regulation of fear, with output from the prelimbic (PL) area facilitating fear and output from the infralimbic (IL) suppressing fear (Knapska et al., 2012; Sierra-Mercado et al., 2011; VidalGonzalez et al., 2006 ). The dynamic interactions described here further add to this complexity; fear and safety can be seen as different modes of BLA-mPFC communication.
More precise experimental techniques are beginning to define the microcircuit components within the BLA-mPFC circuit responsible for the expression and regulation of fear. Fear learning recruits specific populations of neurons within the amygdala, which are required for fear recall (Han et al., 2009) . Different subpopulations of amygdala neurons are recruited during fear memory recall and after extinction (Herry et al., 2008) , with fear recall neurons preferentially projecting to the PL and extinction neurons preferentially projecting to the IL (Senn et al., 2014) . Thus, the observed involvement of the PL in fear (Burgos-Robles et al., 2009 ) and the IL in safety (Milad and Quirk, 2002) may be defined by segregated amygdala afferents.
While mPFC LFP recordings cannot distinguish between PLand IL-derived activity, the dynamic changes in network synchrony reported here underscore the complex role that the mPFC plays in learning about danger and safety. Work in primates has shown that the dorsal anterior cingulate (dACC), the primate homolog of the rodent PL, adjusts amygdala firing when stimuli switch valence during aversive-reinforcement learning . Given the findings presented here, such dACC-to-amygdala directionality could account for the safety-signal-evoked firing acquired in the primate amygdala during training . Human data accentuate the flexibility of this circuit during learning. Consistent with data from animal models, the dorsal ACC/mPFC are engaged during fear expression and early extinction, while the ventral ACC/mPFC (IL homolog) are active during late extinction (Etkin et al., 2011) . On the other hand, safety engages both the dorsolateral PFC (Pollak et al., 2010) and ventromedial PFC (Schiller et al., 2008) . Thus, the role of different PFC and ACC subdivisions in safety signaling remains to be elucidated. It is unclear which circuit level changes mediate these shifts in network dynamics, although recent work has provided data on how communication from the mPFC to the BLA is altered after extinction training. Cho et al. (2013) showed that extinction altered feed-forward excitatory-inhibitory balance for mPFC inputs to the BLA, reducing mPFC-evoked EPSPs in pyramidal cells but preserving excitatory drive onto BLA interneurons. Thus, the mPFC recruits local circuit interneurons, including intercalated cells (Amano et al., 2010) , to mediate fear reduction during extinction (Likhtik et al., 2008) . This is consistent with data from safety learning, in which a safety-associated CS evoked a decreased lateral amygdala LFP response while a fear-associated CS evoked an enhanced LFP response (Rogan et al., 2005) . These findings are consistent with the proposed model, which suggests that a fast-gamma-generating neuronal circuit, modulated by mPFC input, is engaged during relative safety, suppressing fear. The finding that extinction induces remodeling of perisomatic inhibitory synapses from parvalbumin-positive (PV+) interneurons onto pyramidal cells in the amygdala (Trouche et al., 2013) raises the intriguing possibility that this interneuron subtype may participate in the putative gammagenerating microcircuit; PV+ interneurons are implicated in gamma generation in the HPC and neocortex (Lasztó czi and Klausberger, 2014; Sohal et al., 2009) .
The activity of PV+ interneurons may also relate to the inverse relationship between gamma power and theta-gamma coupling that we observed. Courtin et al. (2014) demonstrated that the suppression of PV+ interneuron activity in the PL is necessary and sufficient for inducing tone-evoked theta synchrony within the mPFC and freezing. While Courtin et al. (2014) did not record from the BLA during inhibition of PV+ neurons in the PL, it is possible that inhibiting these PV+ interneurons also increased mPFC-BLA theta synchrony, enhancing fear responses. Conversely, the activation of mPFC PV+ interneurons may drive circuits required for the directional gamma synchrony and increased gamma power we report during the CSÀ.
The Role of the vHPC
The vHPC also constitutes an important node in the mPFC-BLA-vHPC anxiety-processing network, and its role has recently come under increased investigation. Inactivation of vHPC interferes with expression of innate anxiety, fear recall, and consolidation of extinction learning (Kjelstrup et al., 2002; Sierra-Mercado et al., 2011) . Studies looking at interactions between the BLA, mPFC, and vHPC have begun to reveal interesting parallels in the way that information flow between these three areas underlies fear and anxiety. For example, activating region-specific BLA inputs to the vHPC and mPFC increases expression of innate anxiety and learned fear, respectively (Sotres-Bayon et. al., 2012 , Senn et. al., 2014 , Felix-Ortiz et al., 2013 . Conversely, vHPC inputs to both the BLA and mPFC may be important for providing contextual information about emotional content of learned and innate experience. In support of this idea, anxiety-coding mPFC neurons are phase-locked to vHPC inputs (Adhikari et. al., 2011) , and vHPC inputs to the mPFC are engaged in dampening contextual fear after extinction (Hugues and Garcia, 2007, Sotres-Bayon et. al., 2012) . Similarly, vHPC inputs to the BLA become more active during contextual fear renewal (Knapska et al., 2012; Orsini et al., 2011) . The differential involvement of the vHPC in mediating increases in innate anxiety and decreases in conditioned fear suggests that it gates innate and learned emotional processing via different mechanisms. Given the substantial body of literature about the importance of vHPC for both fear expression and extinction, we were surprised to find that, although the vHPC showed synchrony with the mPFC and BLA in the theta and gamma range, its LFP did not show robust safety-related changes during fear discrimination. This may be because we probed auditory fear associations in a novel context, whereas most previous work assayed vHPC involvement in learned fear paradigms involving contextual conditioning.
Gamma Oscillations and Dynamic Input Switching
During the CS+, BLA gamma is strongly coupled to local theta, whereas during the CSÀ, it shifts to couple more strongly with theta from the mPFC. This dynamic switch suggests that, in the amygdala, as in the better studied HPC, theta-gamma coupling provides a framework for input selection. In the HPC, theta-nested gamma organizes the firing of neural ensembles on different phases of the ongoing theta oscillation (Lisman and Buzsá ki, 2008; Lisman and Jensen, 2013) . Distinct fast and slow bands of theta-coupled gamma oscillations (Belluscio et al., 2012) differentially synchronize the CA1 region with input from the entorhinal cortex and CA3, respectively (Colgin et al., 2009) . Switches between these two processing modes permit neurons in CA1 to represent prospective and retrospective spatial locations, depending on the dominant input (Bieri et al., 2014; Yamamoto et al., 2014) . Here, we find that the fast gamma band within the BLA is preferentially coupled to mPFC theta input, and that this input is strongest during periods of safety. Periods of threat, by contrast, are associated with increased coupling to locally recorded theta. It is unclear from our data whether slow gamma in the BLA has a different input preference or behavioral analog compared to fast gamma. Nonetheless, both the HPC and BLA appear to switch dynamically between different gamma frequency modes, mediating input selection.
Conclusions
Within the amygdala, the consequences of mode switching are presumably read out in the behavior of the animal. Fear discrimation between learned or innnate stimuli engages synchronous activity within the BLA-mPFC circuit. Safety involves a specific directionality to this synchrony, so that theta activity within the mPFC modulates a gamma-generating circuit in the BLA, presumably suppressing fear and anxiety-related behaviors. Future experiments aimed at exploring the microcircuitry underlying these phenomena and causally testing their relationship to behavior will further clarify the mechanisms by which the BLAmPFC circuit distinguishes fear and safety.
EXPERIMENTAL PROCEDURES
The present manuscript presents additional analyses of data overlapping with previously described experiments (Likhtik et al., 2014) . A total of 21 male 129Sv/EvTac wild-type mice (3-6 months old; Taconic Farms) were used in the Likhtik et al. (2014) study; nine additional animals were included in the present study. Sample sizes reported include only animals with verified, accurate placements in the relevant brain regions. All procedures were conducted in accordance with NIH regulations and approved by the Columbia University and New York State Psychiatric Institute Institutional Animal Care and Use Committees.
Microdrive Construction
Microdrive were constructed and implanted as previously described (Likhtik et al., 2014) . Briefly, craniotomies were made using anteroposterior (AP) and mediolateral (ML) coordinates from bregma and dorsoventral (DV) coordinates from brain surface (provided in millimeters). Tungsten stereotrodes were implanted in the BLA (À2.06 AP, 3.15 ML, À3.4 DV), and tungsten wires were implanted in the mPFC (+1.65 AP, 0.3 ML, À1.6 DV), dorsal CA1 (À1.85 AP, 1.25 ML, À1.15 DV), and ventral CA1 (À3.16 AP, 3.0 ML, À3.7 DV), under ketamine/xylazine anesthesia, supplemented with isoflurane.
Behavioral Protocol and Data Acquisition
After recovery to presurgical body weight, mice were food restricted to 85% body weight to increase exploration and habituated to handling and recording in a small, familiar environment and then in an open field. Three days later, animals were exposed to differential fear conditioning as previously described (Likhtik et al., 2014) . Briefly, mice received five to six trials each of 8 kHz or white noise tones, counterbalanced and pseudorandomly presented daily for 3 days. Each stimulus consisted of 30 pips lasting 50 ms and delivered at 1 Hz. One tone type was paired with shock (CS+; 0.4 mA, 1 s), and the other was explicitly unpaired (CSÀ).
Assessment of freezing behavior and neurophysiological data acquisition were performed as previously described (Likhtik et al., 2014) and took place on the fourth day. Each animal received five CS+ and CSÀ presentations without shocks in a novel context. The discrimination score was calculated for each animal and was the difference between percent time spent freezing during CS+ and CSÀ. Multi-and single units were bandpass filtered (600-6,000 Hz) and recorded at 32 kHz. LFP signals from all areas were bandpass filtered (1-1,000 Hz), acquired at 1,894 Hz, and referenced against the frontal screw; some recordings were simultaneously referenced to the cerebellar screw.
A subset of animals (n = 11) were subsequently extinguished by repeating the ten presentations of each stimulus over 2 additional days; recordings were obtained throughout.
Data Analysis
Data were imported into Matlab for analysis. A combination of custom-written scripts and scripts provided by K. Harris (University College London) were used for the analyses. Multitaper spectrograms were calculated with a time window of 256 samples, 1,024 fast Fourier transforms, and a time-bandwidth product of 1.5 (two tapers). To calculate the power envelope and phase of ongoing theta and gamma oscillations, a bandpass filter was applied using a zero-phase-delay finite impulse response filter with Hamming window (filter0, provided by K. Harris and G. Buzsá ki, New York University) and the Hilbert transform of the bandpass-filtered signal. Single units were clustered using Klustakwik (by Ken Harris, http://klustakwik.sourceforge.net/), using the first three principal components. Clusters were kept for analysis, if the signal-tonoise ratio was R3 and their isolation distance was R10, using an eightdimensional feature space. Additional details with regard to data analysis can be found in the Supplemental Experimental Procedures.
Statistics
Wilcoxon's signed-rank test was used for paired comparisons. Wilcoxon's rank-sum test was used for unpaired, independent observations. McNemar's test was used for proportions comparing two conditions (2 3 2 contingency tables). For circular statistics, the Rayleigh test for unimodality was used throughout. For continuous analyses, Pearson's r was calculated. For correlations with multiple data points per animal, multiple linear regression (MLR) was performed in Matlab (regstats function). The p values indicate the significance of the explanatory variable of interest after accounting for within animal dependence. If given, r values refer to the full model. Error is reported as mean ± SEM, unless otherwise noted.
SUPPLEMENTAL INFORMATION
Supplemental Information includes Supplemental Experimental Procedures and eight figures and can be found with this article online at http://dx.doi. org/10.1016/j.neuron.2014.07.026.
