Graph complexity measures such as tree-width, clique-width and rank-width are important because they yield Fixed Parameter Tractable algorithms. These algorithms are based on hierarchical decompositions of the considered graphs, and on boundedness conditions on the graph operations that, more or less explicitly, recombine the components of decompositions into larger graphs. Rank-width is defined in a combinatorial way, based on a tree, and not in terms of graph operations. We define operations on graphs that characterize rank-width and help for the construction of Fixed Parameter Tractable algorithms, especially for problems specified in monadic second-order logic.
Introduction
Graph complexity measures such as tree-width [29] , branch-width [30] , clique-width [10] and rank-width [27] are important parameters for the construction of polynomial algorithms. Many np-complete properties, especially those expressible by formulas of monadic second-order logic (abbreviated MS logic in the sequel) have Fixed Parameter Linear algorithms if tree-width (equivalently branch-width) is taken as a parameter and Fixed Parameter Cubic algorithms if cliquewidth (equivalently rank-width) is taken as a parameter. These results are proved in the books by Downey and Fellows [15] and by Flum and Grohe [18] for tree-width, by Courcelle et al. [9] with help of results by Hliněný, Oum and Seymour [20, 28] for rank-width and clique-width.
These complexity measures are also interesting for the study of relations on graphs such as minor inclusion and vertexminor inclusion (see [14, 22, 27, 29] ).
All complexity measures defining graph ''widths'' are based on hierarchical decompositions. These decompositions arise in two different ways: either because the graphs are defined as the values of terms written with some kinds of ''graph concatenations'' or because edges and vertices are associated with the nodes of certain trees.
Clique-width and its close variants, NLC-width [31] and m-clique-width [11] , are based on decompositions of the first category. Tree-width [29] , branch-width [30] , and rank-width [28] are decompositions of the second type. However, treewidth has an exact characterization in terms of graph operations [5, Theorem 1.1] . In this article we give one for rank-width. In all cases the width of a graph is defined as the minimal width of a decomposition of a certain type of this graph, where the width of the decomposition measures how complex is the construction of the graph, from the tree representing the decomposition.
Two widths, say wd and wd , are equivalent if the same sets of graphs have bounded width with respect to both of them. This is the case if there exist two strictly increasing functions f and g : N → N such that for every graph G of the considered type (simple or not, directed or not) we have f (wd(G)) ≤ wd (G) ≤ g(wd(G)). While being equivalent, two widths may have advantages and drawbacks.
In particular, clique-width and rank-width are equivalent, but clique-width has the advantage of having an algebraic definition in terms of very simple graph operations. Furthermore, this definition is the basis of the construction of algorithms for checking graph properties expressible in MS logic, and for solving optimization problems expressed in MS logic [9, 12, 18] in linear-time in the size of the algebraic expressions defining the input graphs.
On the other hand, rank-width has good behavior with respect to vertex-minor inclusion, so that the class of graphs of rank-width at most k, is characterized by finitely many excluded vertex-minors [27] . Furthermore, the cubic-time algorithm that constructs for a given graph an algebraic expression of clique-width at most 2 k+1 − 1 if the graph has clique-width at most k, is based on the decomposition underlying rank-width [20, 28] .
In this article, we define algebraic operations on graphs that characterize rank-width as follows:
a graph G has rank-width at most k if and only if it is the value of a term in T (R k , C k )
where R k is a finite set of binary graph ''concatenation'' operations, C k is a finite set of constants, both depending on k, and T (R k , C k ) is the set of finite well-formed terms constructed with R k and C k . In a few words, the operations are based on coloring vertices by sets of colors ⊆ [k] := {1, 2, . . . , k}, as in the variant of clique-width called m-clique-width (see [10, 11] ), but vertex colors are manipulated by linear transformations on the GF (2) vector space {0, 1} k rather than with set union over subsets of {1, . . . , k}. Furthermore, edges are created between two disjoint graphs by means of bilinear forms, taking the vectors of colors as arguments. It is thus somewhat natural that they can generate (exactly) the set of graphs of rank-width at most k, since the notion of rank-width is based on ranks of GF (2) matrices. That MS definable graph properties are Fixed Parameter Linear for tree-width and clique-width (assuming that graphs are given by the relevant decompositions or algebraic expressions), can be proved in a unified way because, up to some technical details, the graph operations underlying these decompositions or expressions, are expressible in terms of the following operations acting on logical structures:
-disjoint union, -quantifier-free transformations [4, 9] .
The operation that replaces everywhere a vertex color a by the color b, and the one that adds edges between every vertex colored by a and every vertex colored by b are typical examples of quantifier-free transformations. General quantifier-free transformations modify logical structures, by redefining certain relations by quantifier-free formulas (see [1, 4, 6, 13] for graph algebras).
We present the graph operations that define rank-width, as particular operations based on disjoint union and vertexcolorings, with bounded number of distinct colors. We obtain thus a unifying framework for defining and comparing several related notions of width.
For comparing these families and the corresponding widths, we can say roughly that, the more vertex color manipulations we allow, the smaller is the corresponding width. In this respect, rank-width is ''smaller'' than clique-width but an even smaller width can be defined. However, all these width notions are equivalent to clique-width. But their recognition algorithms may be very different. That a width is smaller than another equivalent one, is unimportant with respect to the question: which classes of graphs have bounded width ? , but seems useful for the construction of Fixed Parameter Tractable (abbreviated FPT) algorithms based on MS formulas. The reason is that, for representing graph operations based on k colors, one uses k unary relations c 1 , . . . , c k such that c i (x) means ''vertex x has color i'' (possibly among others). The constants in the linear algorithms based on the methodology explained in [9, 15, 18] depend on the sizes of the basic sets of relations used to describe the colored graphs. Hence, using fewer relations yields smaller (although large) constants.
However, the two possibilities for a usable implementation are the following ones (we denote by n the number of vertices of a given graph):
-either we define graphs by terms of size p(k) · n built with p(k) basic operations (for graphs of clique-width at most k we have p(k) = Θ(k 2 )), -or we define them by terms of size 2n − 1, and this is what we can do as a consequence of our main result, but such terms are built with much larger sets of operations (say Θ(2 k 2 ) for graphs of rank-width at most k).
Using a system such as MONA [19] able to convert MS formulas into automata on terms may indicate whether one method is better than the other. Practical experience is yet insufficient to decide.
For comparing two widths, say wd and wd , a proof that for every graph G wd (G) ≤ f (wd(G)) consists in general in proving that every wd-decomposition of width k based on a tree T can be transformed into a wddecomposition of width at most f (k), based on a tree T . In most cases the trees T and T are almost the same. Other results involving deep reorganizations of graph decompositions are established in [7, 8] .
The main results of this article are:
-a unified ''Boolean'' framework to formalize graph operations equivalent to those defining clique-width, -an algebraic characterization of rank-width.
Summary. In Section 2 we recall the definitions of rank-width and clique-width. In Section 3 we define a general notion of graph operation based on vectorial colorings, and we recall the relationships between these different widths. We prove in Section 4 that rank-width is characterized by certain graph operations based on linear transformations. We extend the results of Section 4 to edge-colored graphs in Section 5. Section 6 is a conclusion and states some open questions.
Notations and definitions
We denote by [k] the set {1, . . . , k} and by [k] the set {1 , . . . , k } to provide an isomorphic copy of [k] to be used in some constructions. Graphs are finite, simple, loop-free and undirected unless otherwise specified. A graph G is defined as
is the symmetric adjacency relation. Without loss of generality, we assume that V G is always linearly ordered. This order will be used to represent edg G by a square matrix over GF (2) . For a graph G and a set U ∈ V G , we denote by G[U] the sub-graph of G induced by U. We denote by 2 V the power-set of some set V . A sub-cubic tree is a tree such that the degree of each node is at most 3. By replacing in a sub-cubic tree T every induced 
We also use • for the usual composition of unary functions.
Let F be a set of unary and binary functions and C be a set of constants. We denote by T (F , C ) the set of finite well-formed terms built with F ∪ C . They will be also handled as labeled directed and rooted ordered trees in the usual way. The tree corresponding to a term t in T (F , C ) has for set of nodes, the set N t of occurrences in t of the symbols from F ∪ C ; its root is the occurrence of the first symbol in the usual prefix notation; it is directed so that every node is reachable from the root by a directed path; each node is labeled by the symbol of which it is an occurrence, and edges are ordered so as to represent the order of arguments of a function symbol.
We define the reduced term of t ∈ T (F , C ) as red(t) ∈ T ({ * }, {#}) where * is binary and # is a constant. It is obtained by replacing every binary symbol by * and by deleting the unary symbols. Formally,
Contexts [12, 11] . Let F and C be as above. A context is a term in T (F , C ∪ {u}) having a single occurrence of the variable u (a nullary symbol). We denote by Cxt(F , C ) the set of contexts. We denote by Id the particular context u. Let s be a context, and t be a term or a context, we denote by s[t/u] the term obtained by replacing u in s with t. We will use the notation s • t for s[t/u] for s in Cxt(F , C ) and t in T (F , C ).
Clique-width
We recall the definition of clique-width [3, 6, 10] . Let k be a positive integer. A k-graph is a graph whose vertices are colored
are considered as graphs whose vertices have all the same color). We recall the following operations: 
, we let i denote a k-graph with a single vertex colored by i.
e., such that G and val(t) are isomorphic.
The problem of checking if
. See also [16] .
However, thanks to [20, 28] , clique-width can be approximated in cubic-time. This is enough for constructing FPT algorithms.
Lozin and Rautenbach [24] consider the problem of finding a term t in T (F c k , C c k ) for k minimal, and such that red(t) = r ∈ T ({ * }, {#}) where the term r is given with a bijection of the set of vertices onto the set of occurrences of #. The term t must respect this bijection. They give a polynomial-time algorithm that constructs a term t with k at most twice the minimal value.
A variant of clique-width, called m-clique-width, has been defined and used in [10, 11] . It is based on vertex-colorings, where a vertex may have several colors or no color at all. Since a set of at most k colors can be considered as a single color from a set of cardinality 2 k , it is not a surprise that for every graph
denotes the m-clique-width of G. For our algebraic characterization of rank-width, we will also use such colorings with several colors and graph operations that use and transform colorings in a more powerful way than those defining m-cliquewidth. We will put our definitions in a convenient formal framework defined in Section 3.
Rank-width
We now recall the definition of rank-width [27] . For an (R,
For a graph G, we let A G be its adjacency (V G , V G )-matrix over GF (2) . We assume that the vertex set of each graph G is linearly ordered, for instance by a numbering of vertices. From such a linear order, gets an
T . For an edge e of T , the connected components of T \ e induce a bipartition of N
, is the maximum width over all edges of T . The rank-width of G, denoted by rwd(G), is the minimum width over all layouts of G.
is also a layout of G, and of same width. We can thus assume that if (T , L) is a layout of G then, T is a cubic tree, i.e., each node of T has degree 1 or 3.
The notion of rank-width was introduced by Oum and Seymour in their investigations of recognition algorithms for graphs of bounded clique-width [28] . The notions of rank-width and of clique-width are equivalent, in the sense that a class of simple undirected graphs has bounded rank-width if and only if it has bounded clique-width, because rwd( [28] . Hliněný and Oum give in [20] an O(f (k) · n 3 )-time algorithm that for every undirected graph G with n vertices and every k ∈ N, checks whether rwd(G) is at most k and if the answer is positive, produces a layout of width at most k.
To solve problems definable in MS logic on graphs of bounded rank-width, one can use this term and apply the techniques of Courcelle et al. [9] . In the present paper, we give an algebraic characterization of rank-width, which will allow us to solve MS definable problems without transforming the layout of width k into a clique-width expression of width 2 k+1 −1, because an equally useful algebraic expression can be derived.
We recall below the relations between clique-width, rank-width and tree-width [29] . Corneil and Rotics [3] showed that for every k there exists a graph of tree-width k that have clique-width at least 2 k 2 −1 . Combined with the proposition below this shows that the inequality cwd(G) ≤ 2
− 1 is essentially optimal. We denote by twd(G) the tree-width of a graph G.
Proposition 2.2. Let G be an (uncolored) undirected graph. Then
Proof.
(1) See Corneil and Rotics [3] .
(2) See Oum [26] . Another proof by Kanté [22] gives rwd(G) ≤ 4 · twd(G) + 2.
Multiple colorings and logically defined graph operations
Handling multiple colorings of vertices with k colors is clearly the same thing as handling colorings with colors in {0, 1}
k . This vectorial approach that we introduce now, will be essential in our construction of graph operations characterizing rank-width. 
We define some operations on these graphs.
Recoloring. For a mapping
Constants. For each u ∈ B k we let u be a constant denoting a graph with one vertex colored by u and no edge. If we need to specify such a graph with a particular vertex x, we use u(x) instead of u. We denote by
On some occasions, we will use a constant ∅k to denote the empty B k -colored graph.
Remark 3.1. (1) As in the operations by Wanke [31] (see also [13, 21] ) these operations add edges between two disjoint graphs, that are the two arguments of (many) binary operations. This is a difference with clique-width where a single binary operation ⊕ is used, and η i,j applied to G ⊕ H may add edges to G and to H.
(4) The recoloring operations can actually be combined with other operations. The following rules are clear: with domain V G that we will also denote by G:
For a B k -colored graph, k < n the predicates c iG (x) for k + 1 ≤ i ≤ n will be false. Every relational structure of this form, and such that edg G is symmetric and irreflexive (edg G (x, x) never holds) represents a
We define the notion of quantifier-free operations suited for our purposes (see [1] for general definitions). We let 
Example. The η i,j operation for simple, loop-free undirected k-graphs can be defined as a quantifier-free operation where: 
¬d j (y) .
The operation α performs the recolorings defined by g and h. Proof. This result is proved in [9] for T (F c n , C c n ) instead of T (B n , C n ), but it extends to all quantifier-free definable operations as proved in [4] . The logical foundations of this result are presented in detail by Makowsky in [25] . Remark 3.4. It can be proved that a class of (uncolored) graphs has bounded clique-width if and only if it is defined by a subset of T (B n , C n ) for some n. The same tools yield Theorem 3.3 and its specialization to clique-width bounded graphs. For graphs of bounded rank-width, one needs to express them in some algebraic way, either by clique-width expressions as in [28] or by the algebraic operations to be defined below, that are particular terms in the sets T (B n , C n ).
Vectorial colorings and rank-width
We specialize the operations defined in the previous section, by taking advantage of the vector space structure of B k over the field GF (2 
2 The color-rank of G should not be confused with its rank, defined as the rank of its adjacency matrix A G with coefficients in {0, 1}. All ranks are relative to GF (2) .
If Recol h and Recol h are linear recolorings, described respectively by N and N , then Recol h •Recol h is linear and is described by N · N. Bilinear product of graphs. We consider the operations ⊗ f ,g,h where: We order the graph K = G ⊗ f ,g,h H, by preserving the orderings of V G and V H and letting x < y for x ∈ V G and y ∈ V H . In terms of products of matrices we have thus:
where M, N and P are the matrices describing f , g and h respectively. We will use in this case the notation ⊗ M,N,P for ⊗ f ,g,h .
Constants. We recall that for each u ∈ B k , u denotes the graph with a single vertex colored by u and no edge. We also let C k
m -colored, then we have:
Since for all matrices we have:
and symmetrically 
We let R n ⊆ B n be the set of linear recolorings Recol N and bilinear products ⊗ M,N,P where M, N and P are respectively (k × ), (k × m) and ( × m)-matrices for k, , m ≤ n. We denote by val(t) the graph defined, up to isomorphism, by a term t ∈ T (R n , C n ). This graph is the value of the term in the corresponding algebra. Two terms are equivalent if they define, up to isomorphism, the same graph. 
Remark 4.2. We can transform every term
where M, N and P are respectively (k × ), (k × m) and ( × m)-matrices and,
It is straightforward to verify that t is equivalent to t. So without loss of generality, we can replace R n by R n consisting of bilinear products ⊗ M,N,P where M, N and P are (n × n)-matrices. We use here also Remark 4.1 (3) showing that recolorings can be combined with bilinear products.
Our objective is to prove the following, which is our main theorem.
Theorem 4.3 (Main Theorem). A graph G has rank-width at most n if and only if it is the value of a term in T (R n , C n ).
We will prove it in two steps. We first prove the following proposition which is the ''if direction''. 
If we let G = val(t) and H = val(t ) then:
for some matrices B and C .
Proof. We use an induction on the structure of c. We have several cases:
We let K = val(t ). Then G = H ⊗ M,N,P K . We have, as observed above,
Hence we take
We let K = val(t ) and G = val(c • t ). Hence G = G ⊗ M,N,P K . We recall that:
We now consider Γ G[V H ] . We have:
This proves the lemma, because the case of c = t ⊗ M,N,P c is similar.
We can now prove Proposition 4.4.
Proof of Proposition 4.4.
Let G = val(t) where t ∈ T (R n , C n ). We transform it into a termt in T (R n , C n ) with red(t) = red(t). By definition there exists a bijection L between V G and the set of constants of red(t). We take (red(t), L) as a layout of G. We claim that the width of this layout is at most n. Hence we have to prove that for each subterm t of t 
Let t be a subterm of t and let H = val(t ). By Lemma 4.5 we have
If A is a (X, Y )-matrix (hence an (|X| × |Y |)-matrix) we let A[x, Y ] denote the row vector of A corresponding to x ∈ X and let A[X , y] denote the column vector corresponding to y ∈ Y . We now introduce the notion of presentation, which will allow us to construct a term in T (R n , C n ) from a layout by induction. 
Definition 4.6 (Presentation
Let us enumerate the elements of
Proposition 4.7. Let G be a graph and let
We now prove that
respectively, both with respect to G.
Example. We let G be such that V 1 = {a, b, c, d}, V 2 = {α, β, γ , δ, µ} and
We choose {a, b, c} and {α, β, γ } as vertex bases of
and, A
The corresponding B 
We can now state some basic properties of presentations.
It remains to define Z , P 1 and P 2 , such that (H, N, Z ) is a presentation of G[V ] relative to G where: 
T .
We let
Thus P 1 is an (X 1 , Z )-matrix. Similarly, for k < u ≤ k, we have w u such that:
It is an (X 2 , Z )-matrix. We let H = H 1 ⊗ M,P 1 ,P 2 H 2 . Let x ∈ V 1 and z ∈ W . We wish to prove that:
we have:
But P 1 is defined in such a way that:
The proof is similar for A G [y, z] for y ∈ V 2 and z ∈ W . This terminates the proof of the proposition.
Example. We let
A G = 
We can leave undefined the sub-matrix
We have the following linear relations between rows and columns of We can now prove the converse direction of the main theorem.
Proposition 4.13. Every graph of rank-width at most n is the value of a term in T (R n , C n ).
Proof. We let G be such that rwd(G) ≤ n. We first assume G to be connected. Let (T , L) be a layout of G of width n (we can assume T cubic by Remark 2.1). Let us select a leaf s of T as root, and direct T accordingly, from the root towards the other vertices of degree 1. The weight of a node u of T is the number of the nodes of T /u, the subtree of the directed tree T rooted at u. For every edge of T of the form − → vu, we let G u be the induced sub-graph of G, the vertices of which are the leaves of T /u, and G v the induced sub-graph of G, the vertices of which are the leaves not in T /u. 
Edge colored graphs
Let A = {a 1 , . . . , a p } be a finite set of edge-colors. We extend some of the previous definitions and results to A-colored graphs, i.e., to graphs such that each undirected edge has a color in A. We may have parallel edges with distinct colors. k , the corresponding set of binary operations. We obtain in this way a complexity measure on A-colored graphs:
If G is A-colored, then for each a ∈ A we let G a be the sub-graph of G consisting of V G and its a-colored edges.
It is clear that if We extend as follows the definition of rank-width for edge-colored graphs. L) is a layout of G . By using the fact that t a and t b have the same ''shape'', i.e., red(t a ) = red(t b ), their operations can be merged by the above claim, so as to form a single term t in T (R (A) 2k , C 2k ) that defines G. Note that red(t) = red(t a ).
Conclusion
Rank-width is an interesting complexity measure, because it is equivalent to clique-width, and also because it is monotone for vertex-minor inclusion [27] and has a cubic-time verification algorithm [20] . Contrary to clique-width, rankwidth was not initially defined in terms of graph operations, but in terms of layouts and associated ranks of GF (2)-matrices.
In order to apply the results of [9] , one needs to transform the layout of a graph into a clique-width expression, and this transformation may introduce 2 k+1 colors for graphs of rank-width k (see [28] ). By the results of this article, we can now find FPT algorithms for problems expressible in monadic second-order logic by transforming the layout more directly into an algebraic expression based on disjoint union and quantifier-free operations. Indeed, we define natural graph operations based on linear transformations that characterize rank-width. These operations are specializations of more general operations, based on disjoint union and vertex-colorings. This allows us to compare several notions of width. However the same classes of graphs have bounded width.
The extension of these results to directed graphs will be considered in a future article [23] . The results of the extended abstract [7] about balanced terms are independent from the ones presented here, and will be considered in a second article [8] . We will prove that every graph G of rank-width k is defined by a term in T (R 2k , C 2k ) of height at most 3 · log(|V G | + 1).
