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Abstract Thanks to the increasing availability of granular, yet high-dimensional,
firm level data, machine learning (ML) algorithms have been successfully applied to
address multiple research questions related to firm dynamics. Especially supervised
learning (SL), the branch of ML dealing with the prediction of labelled outcomes,
has been used to better predict firms’ performance. In this contribution, we will
illustrate a series of SL approaches to be used for prediction tasks, relevant at differ-
ent stages of the company life cycle. The stages we will focus on are (i) startup and
innovation, (ii) growth and performance of companies, and (iii) firms exit from the
market. First, we review SL implementations to predict successful startups and R&D
projects. Next, we describe how SL tools can be used to analyze company growth
and performance. Finally, we review SL applications to better forecast financial dis-
tress and company failure. In the concluding Section, we extend the discussion of
SL methods in the light of targeted policies, result interpretability, and causality.
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1 Introduction
In recent years, the ability of machines to solve increasingly more complex tasks has
grown exponentially (Sejnowski, 2018). The availability of learning algorithms that
deal with tasks such as facial and voice recognition, automatic driving, and fraud
detection makes the various applications of machine learning a hot topic not just in
the specialised literature but also in the media outlets. Since many decades, com-
puter scientists have been using algorithms that automatically update their course of
action to better their performance. Already in the 1950’s, Arthur Samuel developed
a program to play checkers that improved its performance by learning from its pre-
vious moves. The term “machine learning” (ML) is often said to have originated in
that context. Since then, major technological advances in data storage, data transfer,
and data processing have paved the way for learning algorithms to start playing a
crucial role in our everyday life.
Nowadays, the usage of ML has become a valuable tool for enterprises’ manage-
ment to predict key performance indicators and thus to support corporate decision-
making across the value chain including the appointment of directors (Erel et al.,
2018), the prediction of product sales (Bajari et al., 2019), and employees’ turnover
(Ajit, 2016; Saradhi and Palshikar, 2011). Using data which emerges as a byprod-
uct of economic activity has a positive impact on firms’ growth (Farboodi et al.,
2019) and strong data analytic capabilities leverage corporate performance (Mikalef
et al., 2019). Simultaneously, publicly accessible data sources that cover information
across firms, industries and countries, open the door for analysts and policy makers
to study firm dynamics on a broader scale such as the fate of start-ups (Guerzoni
et al., 2019), product success (Munos et al., 2020), firm growth (Weinblat, 2018),
and bankruptcy (Bargagli-Stoffi et al., 2020c).
Most ML methods can be divided in two main branches: (i) unsupervised learn-
ing (UL) and (ii) supervised learning (SL) models. UL refers to those techniques
used to draw inferences from data sets consisting of input data without labelled re-
sponses. These algorithms are used to perform tasks such as clustering and pattern
mining. SL refers to the class of algorithms employed to make predictions on la-
belled response values (i.e., discrete and continuous outcomes). In particular, SL
methods use a known data set with input data and response values, referred as train-
ing data set, to learn how to successfully perform predictions on the labelled out-
comes. The learned decision rules can then be used to predict unknown outcomes
of new observations. For example, an SL algorithm could be trained on a data set
that contains firm-level financial accounts and information on enterprises solvency
status in order to develop decision rules that predict the solvency of companies.
SL algorithms provide great added value in predictive tasks since they are specif-
ically designed for such purposes (Kleinberg et al., 2015). Moreover, the non-
parametric nature of SL algorithms makes them suited to uncover hidden relation-
ships between the predictors and the response variable in large data sets that would
be missed out by traditional econometric approaches. Indeed, the latter models, e.g,
ordinary least squares and logistic regression, are built assuming a set of restric-
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tions on the functional form of the model to guarantee statistical properties such as
estimator unbiasedness and consistency. SL algorithms often relax those assump-
tions and the functional form is dictated by the data at hand (data-driven models).
This characteristic makes SL algorithms more “adaptive” and inductive, therefore
enabling more accurate predictions for future outcome realizations.
In this contribution, we focus on the traditional usage of SL for predictive tasks,
excluding from our perspective the growing literature that regards the usage of SL
for causal inference. As argued by Kleinberg et al. (2015), researchers need to an-
swer to both causal and predictive questions in order to inform policy makers. An
example that helps us to draw the distinction between the two is provided by a pol-
icy maker facing a pandemic. On the one side, if she wants to assess whether a
quarantine will prevent a pandemic to spread, she needs to answer a purely causal
question (i.e., “what is the effect of a quarantine on the chance to that the pandemic
will spread?”). On the other side, if she wants to know if she should start a vacci-
nation campaign, she needs to answer to a purely predictive question (i.e., “is the
pandemic going to spread within the country?”). SL tools can help policy makers
to navigate both these sorts of policy relevant questions (Mullainathan and Spiess,
2017). We refer to Athey and Imbens (2019) and Athey (2018) for a critical review
of the causal machine learning literature.
Before getting into the nuts and bolts, we want to highlight that our goal is not to
provide a comprehensive review of all the applications of SL for prediction of firm
dynamics, but to describe the alternative methods used so far in this field. Namely,
we selected papers based on the following inclusion criteria: (i) the usage of SL
algorithm to perform a predictive task in one of the fields of our interest (i.e., en-
terprises success, growth or exit); (ii) a clear definition of the outcome of the model
and the predictors used; (iii) an assessment of the quality of the prediction. The pur-
pose of this work is twofold. First, we outline a general SL framework to ready the
readers’ mindset to think about prediction problems from an SL-perspective (Sec-
tion 2). Second, equipped with the general concepts of SL, we turn to real-world
applications of the SL predictive power in the field of firms’ dynamics. Due to the
broad range of SL-applications, we organize Section 3 into three parts according
to different stages of the firm lifecycle. The prediction tasks we will focus on are
about the success of new enterprises and innovation (Section 3.1), firm performance
and growth (Section 3.2), and the exit of established firms (Section 3.3). The last
Section discusses the state-of-the-art, future trends and relevant policy implications
(Section 4).
2 Supervised machine learning
In a famous paper on the difference between model-based and data-driven statistical
methodologies Berkeley Professor Leo Breiman stated, referring to the statistical
community, that “there are two cultures in the use of statistical modeling to reach
conclusions from data. One assumes that the data are generated by a given stochas-
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tic data model. The other uses algorithmic models and treats the data mechanism
as unknown. [...] If our goal as a field is to use data to solve problems, then we need
to move away from exclusive dependence on data models and adopt a diverse set of
tools” (Breiman et al., 2001, p. 199). In this quote Breiman catches the essence of
SL algorithms: their ability to capture hidden patterns in the data by directly learn-
ing from them, without the restrictions and assumptions of model-based statistical
methods.
SL algorithms employ a set of data with input data and response values, referred
as training sample, to learn and make predictions (in-sample predictions) while an-
other set of data, referred as test sample, is kept separate to validate the predictions
(out-of-sample predictions). Training and testing sets are usually built by randomly
sampling observations from the initial data set. In the case of panel data, the testing
sample should contain only observations that occurred later in time than the ob-
servations used to train the algorithm to avoid the so-called look-ahead bias. This
ensures that future observations are predicted from past information, not vice versa.
When the dependent variable is categorical (e.g., yes/no or category 1–5) the task
of the SL algorithm is referred as a “classification” problem, whereas in “regression”
problems the dependent variable is continuous.
The common denominator of SL algorithms is that they take an information set
XN×P, i.e. a matrix of features (also referred to as attributes or predictors), and
map it to an N-dimensional vector of outputs y (also referred to as actual values or
dependent variable), where N is the number of observations i = 1, . . . ,N and P is
the number of features. The functional form of this relationship is very flexible and
gets updated by evaluating a loss function. The functional form is usually modelled
in two steps (Mullainathan and Spiess, 2017):
1. pick the best in-sample loss-minimizing function f (·):
argmin
N
∑
i=1
L
(
f (xi),yi
)
over f (·) ∈ F s. t. R( f (·))≤ c (1)
where ∑Ni=1 L
(
f (xi),yi
)
is the in-sample loss functional to be minimized (i.e., the
mean-squared-error of prediction), f (xi) are the predicted (or fitted) values, yi are
the actual values, f (·) ∈ F is the function class of the SL algorithm and R( f (·))
is the complexity functional that is constrained to be less than a certain value
c ∈ R (e.g., one can think of this parameter as a budget constraint);
2. estimate the optimal level of complexity using empirical tuning through cross-
validation.
Cross-validation refers to the technique that is used to evaluate predictive models
by training them on the training sample, and evaluating their performance on the test
sample.1 Then, on the test sample the algorithm’s performance is evaluated on how
1 This technique (hold-out) can be extended from two to k folds. In k-folds cross-validation, the
original data set is randomly partitioned into k different subsets. The model is constructed on k−1
folds and evaluated on 1 fold repeating the procedure until all the k folds are used to evaluate the
predictions.
4
well it has learned to predict the dependent variable y. By construction, many SL
algorithms tend to perform extremely well on the training data. This phenomenon
is commonly referred as “over-fitting the training data” because it combines very
high predictive power on the training data with poor fit on the test data. This lack
of generalizability of the model’s prediction from one sample to another can be
addressed by penalizing the model’s complexity. The choice of a good penalization
algorithm is crucial for every SL technique to avoid this class of problems.
In order to optimize the complexity of the model, the performance of the SL al-
gorithm can be assessed by employing various performance measures on the test
sample. It is important for practitioners to choose the performance measure that fits
best the prediction task at hand and the structure of the response variable. In re-
gression tasks different performance measures can be employed. The most common
ones are the mean-squared-error (MSE), the mean-absolute-error (MAE) and the R2.
In classification tasks the most straightforward method is to compare true outcomes
with predicted ones via confusion matrices from where common evaluation metrics,
such as true positive rate (TPR), true negative rate (TNR), and accuracy (ACC), can
be easily calculated (see Figure 1). Another popular measure of prediction quality
for binary classification tasks (i.e., positive vs. negative response), is the Area Under
the receiver operating Curve (AUC) that relates how well the trade-off between the
models TPR and TNR is solved. TPR refers to the proportion of positive cases that
are predicted correctly by the model, while TNR refers to the proportion of negative
cases that are predicted correctly. Values of AUC range between 0 and 1 (perfect
prediction), where 0.5 indicates that the model has the same prediction power as a
random assignment. The choice of the appropriate performance measure is key to
communicate the fit of a SL model in an informative way.
Fig. 1 Exemplary confusion matrix for assessment of classification performance
Consider the example in Figure 1 in which the testing data contains 82 pos-
itive outcomes (e.g. firm survival) and 18 negative outcomes, such as firm exit,
and the algorithm predicts 80 of the positive outcomes correctly but only one of
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the negative ones. The simple accuracy measure would indicate 81% correct clas-
sifications, but the results suggest that the algorithm has not successfully learned
how to detect negative outcomes. In such case, a measure that considers the unbal-
ance of outcomes in the testing set, such as balanced accuracy (BACC, defined as
((T PR + T NR/2) = 51.6%), or the F1-score would be more suited. Once the al-
gorithm has been successfully trained and its out of sample performance has been
properly tested, its decision rules can be applied to predict the outcome of new ob-
servations, for which outcome information is not (yet) known.
Choosing a specific SL algorithm is crucial since performance, complexity, com-
putational scalability, and interpretability differ widely across available implementa-
tions. In this context, easily interpretable algorithms are those that provide compre-
hensive decision rules from which a user can retrace results (Lee and Shin, 2019).
Usually highly complex algorithms require the discretionary fine tuning of some
model hyper-parameters, more computational resources and their decision criteria
are less straightforward. Yet, the most complex algorithms do not necessarily deliver
the best predictions across applications (Kotthoff, 2016). Therefore, practitioners
usually run a horse race on multiple algorithms and choose the one that provides
the best balance between interpretability and performance on the task at hand. In
some learning applications for which prediction is the sole purpose, different algo-
rithms are combined and the contribution of each chosen so that overall predictive
performance gets maximized. Learning algorithms that are formed by multiple self-
contained methods are called ensemble learners (e.g., the super-learner algorithm
by Van der Laan et al. (2007)).
Moreover, SL algorithms are used by scholars and practitioners to perform pre-
dictors selection in high-dimensional settings (e.g., scenarios where the number
of predictors is larger than the number of observations: small N large P settings),
text analytics, and natural language processing (NLP). The most widely used algo-
rithms to perform the former task are the Least-Absolute-Shrinkage-and-Selection-
Operator (Lasso) algorithm (Tibshirani, 1996) and its related versions such as stabil-
ity selection (Meinshausen and Bu¨hlmann, 2010) and C-Lasso (Su et al., 2016). The
most popular supervised NLP and text analytics SL algorithms are support vector
machines (Steinwart and Christmann, 2008), Naive Bayes (Ng and Jordan, 2002),
and Artificial Neural Networks (ANN) (Hassoun et al., 1995).
Reviewing SL algorithms and their properties in detail would go beyond the
scope of this contribution, however, in Table 1 we provide a basic intuition of the
most widely used SL methodologies employed in the field of firm dynamics. A more
detailed discussion of the selected techniques, together with a code example to im-
plement each one of them in the statistical software R and a toy application on real
firm-level data, is provided in the following web page:
https://github.com/fbargaglistoffi/machine-learning-firm-dynamics
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Table 1 SL algorithms commonly applied in predicting firm dynamics
Method Description Interpretability
Decision
Tree
(DT)
Decision trees (DT) consist of a sequence of binary decision rules
(nodes) on which the tree splits into branches (edges). At each final
branch (leaf node) a decision regarding the outcome is estimated. The
sequence and definition of nodes is based on minimizing a measure of
node purity (e.g., Gini index, or entropy for classification tasks and
MSE for regression tasks). Decision trees are easy to interpret but
sensitive to changes in the features, that frequently lower their
predictive performance (see also Breiman, 2017) .
High
Random
Forest
(RF)
Instead of estimating just one DT, random forest (RF) re-samples the
training set observations to estimate multiple trees. For each tree at
each node a set of m (with m < P) predictors is chosen randomly from
the features space. To obtain the final prediction the outcomes of all
trees are averaged or in classification tasks chosen by majority vote
(see also Breiman, 2001).
Medium
Support
vector
ma-
chines
(SVM)
Support vector machine algorithms (SVM) estimate a hyperplane over
the feature space to classify observations. The vectors that span the
hyperplane are called support vectors. They are chosen such that the
overall distance (referred to as margin) between the data points and
the hyperplane as well as the prediction accuracy is maximized (see
also Steinwart and Christmann, 2008).
Medium
(Deep)
Artificial
Neural
Net-
works
(ANN)
Inspired by biological networks, every artificial neural network
(ANN) consists of, at least, three layers (deep ANNs are ANNs with
more than three layers): an input layer with feature information, one
or more hidden layer, and an output layer returning the predicted
values. Each layer consists of nodes (neurons) that are connected via
edges across layers. During the learning process, edges that are more
important are reinforced. Neurons may then only send a signal if the
signal received is strong enough (see also Hassoun et al., 1995).
Low
3 SL prediction of firm dynamics
Here, we review SL applications that have leveraged inter firm data to predict vari-
ous company dynamics. Due to the increasing volume of scientific contributions that
employ SL for company related prediction tasks, we split the Section in three parts
according to the life cycle of a firm. In Section 3.1 we review SL applications that
deal with early stage firm success and innovation, in Section 3.2 we discuss growth
and firm performance related work, and lastly, in Section 3.3, we turn to firm exit
prediction problems.
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3.1 Entrepreneurship and innovation
The success of young firms (referred to as startups) plays a crucial role in our econ-
omy since these firms often act as net creator of new jobs (Henrekson and Johansson,
2010) and push, through their product and process innovations, the societal frontier
of technology. Success stories of Schumpeterian entrepreneurs that reshaped entire
industries are very salient, yet from a probabilistic point of view it is estimated
that only 10% of startups stay in business long-term (Griffith, 2014; Krishna et al.,
2016).
Not only is startup success highly uncertain, but it also escapes our ability to
identify the factors to predict successful ventures. Numerous contributions have
used traditional regression based approaches to identify factors associated with the
success of small businesses (e.g., Lussier and Pfeifer, 2001; Lussier and Halabi,
2010; Halabi and Lussier, 2014), yet do not test the predictive quality of their meth-
ods out-of-sample and rely on data specifically collected for the research purpose.
Fortunately, open access platforms such as Chrunchbase.com and Kickstarter.com
provide company and project specific data whose high dimensionality can be ex-
ploited using predictive models (Dalle et al., 2017). SL algorithms, trained on a large
amount of data, are generally suited to predict startup success, especially because
success factors are commonly unknown and their interactions complex. Similarly
to the prediction of success at the firm level, SL algorithms can be used to predict
success for singular projects. Moreover, unstructured data, e.g. business plans, can
be combined with structured data to better predict the odds of success.
Table 2 summarizes the characteristics of recent contributions in various disci-
plines that use SL algorithms to predict startup success (upper half of the Table)
and success on the project level (lower half of the Table). The definition of success
varies across these contributions. Some authors define successful startups as firms
that receive a significant source of external funding (this can be additional financing
via venture capitalists, an initial public offering or a buyout) that would allow to
scale operations (Arroyo et al., 2019; Bento, 2018; Sharchilev et al., 2018; Xiang
et al., 2012; Zhang et al., 2017). Other authors define successful startups as com-
panies that simply survive (Bo¨hm et al., 2017; Krishna et al., 2016; McKenzie and
Sansone, 2017) or coin success in terms of innovative capabilities (Kinne and Lenz,
2019; Guerzoni et al., 2019). As data on the project level is usually not publicly
available (Janssen, 2019; Dellermann et al., 2017), research has mainly focused on
two areas for which it is, namely the project funding success of crowdfunding cam-
paigns (Etter et al., 2013; Greenberg et al., 2013; Kaminski and Hopp, 2019) and
the success of pharmaceutical projects to pass clinical trials (DiMasi et al., 2015;
Feijoo et al., 2020; Lo et al., 2019; Munos et al., 2020).2
2 Since 2007 the US Food and Drug Administration (FDA) requires that the outcome of clinical
trials that passed “Phase I” are publicly disclosed (Zarin et al., 2016). Information on these clinical
trials, and pharmaceutical companies in general, has since then been used to train SL methods to
classify the outcome of R&D projects.
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To successfully distinguish how to classify successes from failures, algorithms
are usually fed with company, founder, and investor specific inputs that can range
from a handful of attributes to a couple of hundred. Most authors find the infor-
mation that relate to the source of funds predictive for startup success (e.g., Bento,
2018; Krishna et al., 2016; Sharchilev et al., 2018) but also entrepreneurial char-
acteristics (McKenzie and Sansone, 2017) and the engagement in social networks
(Zhang et al., 2017) seem to matter. At the project level, funding success depends on
the number of investors (Greenberg et al., 2013) as well on the audio/visual content
provided by the owner to pitch the project (Kaminski and Hopp, 2019), whereas
success in R&D projects depends on an interplay between company, market and
product driven factors (Munos et al., 2020).
Yet, it remains challenging to generalize early stage success factors, as these
accomplishments are often context dependent and achieved differently across het-
erogeneous firms. To address this heterogeneity, one approach would be to first cate-
gorize firms and then train SL algorithms for the different categories. One can man-
ually define these categories (i.e., country, size cluster, etc.) or adopt a data driven
approach (e.g., Su et al., 2016).
The SL methods that best predict startup and project success vary vastly across
reviewed applications with random forest (RF) and support vector machine (SVM)
being the most commonly used approaches. Both methods are easily implemented
(see our web appendix) and despite their complexity still deliver interpretable re-
sults, including insights on the importance of singular attributes. In some applica-
tions, easily interpretable logistic regressions (LR) perform at par or better than
more complex methods (Fantazzini and Figini, 2009; Kaminski and Hopp, 2019;
Krishna et al., 2016). This might first seem surprising, yet it largely depends on
whether complex interdependencies in the explanatory attributes are present in the
data at hand. As discussed in Section 2 it is therefore recommendable to run a horse
race to explore the prediction power of multiple algorithms that vary in terms of
their interpretability.
Lastly, even if most contributions report their goodness of fit (GOF) using stan-
dard measures such as ACC and AUC, one needs to be cautions when cross compar-
ing results because these measures depend on the underlying data set characteristics
which may vary. Some applications use data samples, in which successes are less
frequently observed than failures. Algorithms that perform well when identifying
failures but have limited power when it comes to classifying successes would then
be better ranked in terms of ACC and AUC than algorithms for which the opposite
holds (see Section 2). The GOF across applications simply reflects that SL meth-
ods, on average, are useful for predicting startup and project outcomes. However,
there is still considerable room for improvement that could potentially come from
the quality of the used features as we do not find a meaningful correlation between
data set size and GOF in the reviewed sample.
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3.2 Firm performance and growth
Despite recent progress (Buldyrev et al., 2020) firm growth is still an elusive prob-
lem. Since the seminal contribution of Gibrat (1931) firm growth is still consid-
ered, at least partially, as a random walk (Coad et al., 2013), there has been little
progress in identifying the main drivers of firm growth (Coad, 2009) and recent
empirical models have a small predictive power (van Witteloostuijn and Kolkman,
2019). Moreover, firms have been found to be persistently heterogeneous with re-
sults varying depending on their life stage and marked differences across industries
and countries. Although a set of stylized facts are well established, such as the neg-
ative dependency of growth on firm age and size, it is difficult to predict the growth
and performance from previous information such as balance sheet data. - i.e., it re-
mains unclear what are good predictors for what type of firm.
SL excels at using high dimensional inputs, including non-conventional unstruc-
tured information such as textual data, and use them all as predictive inputs. Recent
examples from the literature reveal a tendency in using multiple SL tools to make
better predictions out of publicly available data sources such as financial reports
(Qiu et al., 2014), and company web pages (Kolkman and van Witteloostuijn, 2019).
The main goal is to identify the key drivers of superior firm performance in terms
of profits, growth rates and return on investments. This is particularly relevant for
stakeholders, including investors and policy makers, to devise better strategies for
sustainable competitive advantage. For example, one of the objectives of the Euro-
pean commission is to incentivize high growth firms (HGFs) (Commission, 2010),
which could get facilitated by classifying such companies adequately.
A prototypical example of application of SL methods to predict HGFs is Wein-
blat (2018) who uses an RF algorithm trained on firm characteristics for different
EU countries. He finds that HGFs have usually experienced prior accelerated growth
and should not be confused with startups that are generally younger and smaller.
Predictive performance varies substantially across country samples, suggesting that
the applicability of SL approaches cannot be generalized. Similarly, Miyakawa et al.
(2017) show that RF can outperform traditional credit score methods to predict firm
exit, growth in sales and profits of a large sample of Japanese firms. Even if the re-
viewed SL literature on firms’ growth and performance has introduced approaches
that increment predictive performance compared to traditional forecasting methods,
it should be noted that this performance stays relatively low across applications in
the firms’ life cycle and does not seem to correlate significantly with the size of the
data sets. A firm’s growth seems to depend on many interrelated factors whose quan-
tification might still be a challenge for researchers who are interested in performing
predictive analysis.
Besides identifying HGFs, other contributions attempt to maximize predictive
power of future performance measures using sophisticated methods such as ANN
or ensemble learners (e.g., Ravi et al., 2008; Lam, 2004). Even though these ap-
proaches achieve better results than traditional benchmarks, such as financial re-
turns of market portfolios, a lot of variation of the performance measure is left
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unexplained. More importantly, the usage of such “black-box” tools makes it dif-
ficult to derive useful recommendations on what options exist to better individual
firm performance. The fact that data sets and algorithm implementation are usually
not made publicly available adds to our impotence at using such results as base for
future investigations.
Yet, SL algorithms may help individual firms improve their performance from
different perspectives. A good example in this respect is Erel et al. (2018) who
showed how algorithms can contribute to appoint better directors.
3.3 Financial distress and firm bankruptcy
The estimation of default probabilities, financial distress and the predictions firms’
bankruptcies based on balance sheet data and other sources of information on firms
viability is a highly relevant topic for regulatory authorities, financial institutions
and banks. In fact, regulatory agencies often evaluate the ability of banks to as-
sess enterprises viability as this affects their capacity of best allocating financial
resources and, in turn, their financial stability. Hence, the higher predictive power
of SL algorithms can boost targeted financing policies that lead to safer allocation
of credit either on the extensive margin, reducing the number borrowers by lending
money just to the less risky ones, or on the intensive margin (i.e., credit granted), by
setting a threshold to the amount of credit risk that banks are willing to accept.
In their seminal works in this field Altman (1968) and Ohlson (1980) apply stan-
dard econometric techniques such as multiple discriminant analysis (MDA) and
logistic regression to assess the probability of firms’ default. Moreover, since the
Basel II Accord in 2004, default forecasting has been based on standard reduced-
form regression approaches. However, these approaches may fail as for MDA the
assumptions of linear separability and multivariate normality of the predictors may
be unrealistic, and for regression models there may be pitfalls in (i) their ability to
capture sudden changes in the state of the economy, (ii) their limited model com-
plexity that rules out non-linear interactions between the predictors and, (iii) their
narrow capacity for the inclusion of large sets of predictors due to possible multi-
collinearity issues.
SL algorithms adjust for these shortcomings by providing flexible models that
allow for non linear interactions in the predictors space and the inclusion of large
number of predictors without the need to invert the covariance matrix of predic-
tors, thus circumventing multicollinearity (Linn and Weagley, 2019). Furthermore,
as we saw in Section 2, SL models are directly optimized to perform predictive task
and this leads, in many situations, to a superior predictive performance. In particu-
lar, Moscatelli et al. (2019) argue that SL outperform standard econometric models
when the predictions of firms’ distress is (i) based solely on financial accounts data
as predictors and, (ii) relies on a large amount of data. In fact, as these algorithms are
“model-free”, they need large data sets (“data hungry algorithms”) in order to extract
the amount of information needed to build precise predictive models. Table 4 depicts
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a number of papers in the field of economics, computer science, statistics, business
and decision sciences that deal with the issue of predicting firms’ bankruptcy or fi-
nancial distress through SL algorithms. The former stream of literature (bankruptcy
prediction) - that has its foundations in the seminal works of Udo (1993), Lee et al.
(1996), Shin et al. (2005) and Chandra et al. (2009) - compares the binary predic-
tions obtained with SL algorithms with the actual realized failure outcomes and
uses this information to calibrate the predictive models. The latter stream of liter-
ature (financial distress prediction) - pioneered by Fantazzini and Figini (2009) -
deals with the problem of predicting default probabilities (DPs) (Moscatelli et al.,
2019; Bargagli-Stoffi et al., 2020c) or financial constraint scores (Linn and Weagley,
2019). Even if these streams of literature approach the issue of firms’ viability from
slightly different perspectives, they train their models on dependent variables that
range from firm’s bankruptcy (see all the “bankruptcy” papers in Table 4) to firm’s
insolvency (Bargagli-Stoffi et al., 2020c), default (Fantazzini and Figini, 2009; Behr
and Weinblat, 2017; Moscatelli et al., 2019), liquidation (Bonello et al., 2018), dis-
solvency (Bargagli-Stoffi et al., 2020c) and financial constraint (Hansen et al., 2018;
Sun et al., 2017).
In order to perform these predictive tasks, models are built using a set of struc-
tured and unstructured predictors. With structured predictors we refer to balance
sheet data and financial indicators, while unstructured predictors are, for instance,
auditors reports, management statements and credit behaviour indicators. Hansen
et al. (2018) show that the usage of unstructured data, in particular, auditors reports,
can improve the performance of SL algorithms in predicting financial distress. As
SL algorithms do not suffer of multicollinearity issues, researchers can keep the set
of predictors as large as possible. However, when researcher wish to incorporate just
a set of “meaningful” predictors, Behr and Weinblat (2017) suggest to include in-
dicators that (i) were found to be useful to predict bankruptcies in previous studies;
(ii) are expected to have a predictive power based on firms’ dynamics theory; (iii)
were found to be important in practical applications. As on the one side, informed
choices of the predictors can boost the performance of the SL model, on the other
side economic intuition can guide researchers in the choice of the best SL algorithm
to be used with the disposable data sources. Bargagli-Stoffi et al. (2020c) show that
a SL methodology that incorporates the information on missing data into its pre-
dictive model – i.e., the BART-mia algorithm by Kapelner and Bleich (2015) – can
lead to staggering increases in the predictive performances when the predictors are
missing-non-at-random (MNAR) and their missingness patterns are correlated with
the outcome.3
As different attributes can have different predictive power with respect to the cho-
sen output variable, it may be the case that researchers are interested in providing
to policy makers interpretable results in terms of which are the most important vari-
ables or the marginal effects of a certain variable on the predictions. Decision tree
based algorithms, such as random forest (Breiman, 2001), survival random forests
3 Bargagli-Stoffi et al. (2020c) argue that often times the decision not to release financial account
information is driven by firm’s financial distress.
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(Ishwaran et al., 2008), gradient boosted trees (Friedman, 2001) and Bayesian addi-
tive regression trees (Chipman et al., 2010), provide useful tool to investigate the
aforementioned dimensions (i.e., variables importance, partial dependency plots,
etc.). Hence, most of economics papers dealing with bankruptcy or financial distress
predictions implement such techniques (Behr and Weinblat, 2017; Linn and Wea-
gley, 2019; Moscatelli et al., 2019; Bargagli-Stoffi et al., 2020c) in service of policy
relevant implications. On the other side, papers in the fields of computer science and
business, that are mostly interested in the quality of predictions, de-emphasizing the
interpretability of the methods, are built on black box methodologies such as arti-
ficial neural networks (Alaka et al., 2018; Bre´dart, 2014; Hosaka, 2019; Sun and
Li, 2011; Tsai and Wu, 2008; Tsai et al., 2014; Wang et al., 2014; Lee et al., 1996;
Udo, 1993). We want to highlight that, from the analyses of selected papers, we find
no evidence of a positive correlation between the number of observations and pre-
dictors included in the model and the performance of the model. Indicating that the
more is not always the better in SL applications to firm’s failures and bankruptcies.
4 Final discussion
SL algorithms have advanced to become effective tools for prediction tasks relevant
at different stages of the company life cycle. We provided a general introduction
into the basics of SL methodologies and highlighted how they can be applied to
improve predictions on future firm dynamics. In particular, SL methods improve
over standard econometric tools in predicting firm success at an early stage, supe-
rior performance, and failure. High dimensional, publicly available data sets have
contributed in recent years to the applicability of SL methods in predicting early
success on the firm level and, even more granular, success at the level of single
products and projects. While the dimension and content of data sets varies across
applications, SVM and RF algorithms are oftentimes found to maximize predictive
accuracy. Even though the application of SL to predict superior firm performance
in terms of returns and sales growth is still in its infancy, there is preliminary evi-
dence that RF can outperform traditional regression-based models while preserving
interpretability. Moreover, shrinkage methods, such as Lasso or stability selection,
can help identifying the most important drivers of firm success. Coming to SL ap-
plications in the field of bankruptcy and distress prediction, decision tree-based al-
gorithms and deep learning methodologies dominate the landscape, with the former
widely used in economics due to their higher interpretability, and the latter more fre-
quent in computer science where usually interpretability is de-emphasized in favour
of higher predictive performance.
In general, the predictive ability of SL algorithms can play a fundamental role in
boosting targeted policies at every stage of the lifespan of a firm - i.e., i) identifying
projects and companies with a high success propensity can aid the allocation of
investment resources; ii) potential high growth companies can be directly targeted
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with supportive measures; (iii) the higher ability to disentangle valuable and not
valuable firms can act as screening device for potential lenders.
As granular data on the firm level becomes increasingly available, this will
open many doors for future research directions focusing on SL applications for
prediction tasks. To simplify future research in this matter, we briefly illustrated
the principal SL algorithms employed in the literature of firm dynamics, namely
decision trees, random forests, support vector machines and artificial neural net-
works. For a more detailed overview of these methods and their implementation
in R we refer to our GitHub page (https://github.com/fbargaglistoffi/
machine-learning-firm-dynamics) where we provide a simple tutorial to pre-
dict firms’ bankruptcies.
Besides reaching a high-predictive power, it is important, especially for policy
makers, that SL methods deliver retractable and interpretable results. For instance,
the US banking regulator has introduced the obligation for lenders to inform bor-
rowers about the underlying factors that influenced their decision to do not provide
access to credit.4 Hence, we argue that different SL techniques should be evaluated,
and researchers should opt for the most interpretable method when the predictive
performance of competing algorithms is not too different. This is central as the un-
derstanding of which are the most important predictors, or which is the marginal
effect of a predictor on the output (e.g, via partial dependency plots) can provide
useful insights for scholars and policy makers. Indeed, researchers and practitioners
can enhance models’ interpretability using a set of ready-to-use models and tools
that are designed to provide useful insights on the SL black box. These tools can be
grouped into three different categories: tools and models for (i) complexity and di-
mensionality reduction (i.e., variables selection and regularization via LASSO, ridge
or elastic net regressions, see Martı´nez et al. (2011)); (ii) model-agnostic variables’
importance techniques (i.e., permutation feature importance based on how much the
accuracy decreases when the variable is excluded, Shapley values, SHAP [SHapley
Additive exPlanations], decrease in Gini impurity when a variable is chosen to split a
node in tree based methodologies); and (iii) model-agnostic marginal effects estima-
tion methodologies (average marginal effects, partial dependency plots, individual
conditional expectations, accumulated local effects).5
In order to form a solid knowledge base derived from SL applications, scholars
should put an effort in making their research as replicable as possible in the spirit
of Open Science. Indeed, in the majority of papers that we analysed we did find
no possibility to replicate the SL analyses. Higher standards of replicability should
be reached by releasing details about the choice of the model hyperparameters, the
codes and software used for the analyses as well as by releasing the training/testing
data (to the extent that this is possible), anonymizing them in the case that the data
are proprietary. Moreover, most of the datasets used for the SL analyses that we
4 These obligations were introduced by recent modification in the Equal Credit Opportunity Act
(ECOA) and the Fair Credit Reporting Act (FCRA).
5 For a more extensive discussion on interpretability, models’ simplicity and complexity we refer
the reader to Bargagli-Stoffi et al. (2020a) and Lee et al. (2020).
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covered were not disclosed by the authors as they are linked to proprietary data
sources collected by banks, financial institutions and business analytics firms (i.e.,
Bureau Van Dijk).
Here, we want to stress once more time that SL learning per se is not infor-
mative about the causal relationships between the predictors and the outcome, so
that researchers who wish to draw causal inference should carefully check the stan-
dard identification assumptions (Imbens and Rubin, 2015) and inspect whether or
not they hold in the scenario at hand (Athey and Imbens, 2019). Besides not di-
rectly providing causal estimands, most of the reviewed SL applications focus on
pointwise predictions where inference is de-emphasized. Providing a measure of
uncertainty about the predictions, e.g., via confidence intervals, and assessing how
sensitive predictions are to unobserved predictors are sensible directions to explore
further (Bargagli-Stoffi et al., 2020b).
In this contribution, we focus on the analysis of how SL algorithms predict var-
ious firm dynamics on “inter company data” that cover information across firms.
Yet, nowadays companies themselves apply ML algorithms for various clustering
and predictive tasks (Lee and Shin, 2019), which will presumably become more
prominent for small and medium sized companies (SMEs) in the upcoming years.
This is due to the fact that (i) SMEs start to construct proprietary data bases (ii)
develop the skills to perform in-house ML analysis on this data and (iii) powerful
methods are easily implemented using common statistical software.
Against this background, we want to stress that applying SL algorithms and eco-
nomic intuition regarding the research question at hand should ideally complement
each other. Economic intuition can aid the choice of the algorithm and the selection
of relevant attributes, thus leading to better predictive performance (Bargagli-Stoffi
et al., 2020c). Further, it requires a deep knowledge of the studied research ques-
tion to properly interpret SL results and to direct their purpose so that intelligent
machines are driven by expert human beings.
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Table 2 SL literature on firms’ early success and innovation
Author, Year Domain Output Country, time Data set size Primary
SL-method
Attributes GOF
Arroyo et al. (2019) CS Startup funding INT (2011-2018) 120,507 GTB 105 82% (ACC)
Bento (2018) BI Startup funding USA (1985-2014) 143,348 RF 158 93% (AUC)
Bo¨hm et al. (2017) BI Startup survival,
-growth
USA, GER (1999-2015) 181 SVM 69 67-84% (ACC)
Guerzoni et al. (2019) ECON Startup
innovativeness
ITA (2013) 45,576 bagging, ANN 262 56% (TPR),
95% (TNR)
Kinne and Lenz (2019) ECON Firm innovativeness GER (2012-2016) 4,481 ANN N/A 80% (F-score)
Krishna et al. (2016) CS Startup survival INT (1999-2014) 13,000 RF, LR 70 73-96% (ACC)
McKenzie and Sansone (2017) ECON Startup survival NIG (2014-2015) 2,506 SVM 393 64% (ACC)
Sharchilev et al. (2018) CS Startup funding INT 21,947 GTB 49 85% (AUC)
Xiang et al. (2012) BI Startup M&A INT (1970-2007) 59,631 BN 27 68-89% (AUC)
Yankov et al. (2014) ECON Startup survival BUL 142 DT 15 67% (ACC)
Zhang et al. (2017) CS Startup funding INT (2015-2016) 4,001 SVM 14 84% (AM)
DiMasi et al. (2015) PHARM Project success
(oncology drugs)
INT (1999-2007) 98 RF 4 92% (AUC)
Etter et al. (2013) CS Project funding INT (2012-2013) 16,042 Ensemble SVM 12 > 76% (ACC)
Feijoo et al. (2020) PHARM Project success
(clinical trials)
INT (1993-2018) 6,417 RF 17 80% (ACC)
Greenberg et al. (2013) CS Project funding INT (2012) 13,000 RF 12 67% (ACC)
Kaminski and Hopp (2019) ECON Project funding INT (2009-2017) 20,188 LR 200 65-71% (ACC)
Kyebambe et al. (2017) BMA Emerging Technologies USA (1979 - 2010) 11,000 SVM 7 71% (ACC)
Lo et al. (2019) CS Project success (drugs) INT (2003-2015) 27,800 KNN,RF 140 74-81% (AUC)
Munos et al. (2020) PHARM Project success (drugs) USA (2008-2018) 8.800 BART 37 91-96% (AUC)
Rouhani and Ravasan (2013) ENG Project success (IT) ME (2011) 171 ANN 24 69% (ACC)
Abbreviations used - Domain: ECON: Economics, CS: Computer Science, BI: Business Informatics, ENG: Engineering, BMA: Business, Management and Accounting, PHARM: Pharmacology.
Country: ITA: Italy, GER: Germany, INT: International, BUL: Bulgaria, USA: United states of America, NIG: Nigeria, ME: Middle East. Primary SL-method: ANN: (deep) neural network, SL:
supervised learner, GTB: gradient tree boosting, DT: Decision Tree, SVM: support vector machine, BN: Bayesian Network, IXL: induction on eXtremely Large databases, RF: random forest,
KNN: k-nearest neighbour, BART: Bayesian additive regression tree, LR: Logistic regression, TPR: true positive rate, TNR: true negative rate, ACC: Accuracy, AUC: Area under the receiver
operating curve, BACC: Balanced Accuracy (average between TPR and TNR). The year was not reported when it was not possible to recover this information from the papers.
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Table 3 SL literature on firms’ growth and performance
Author, Year Domain Output Country, time Data set size Primary
SL-method
Attributes GOF
Weinblat (2018) BMA High growth firms INT (2004-2014) 179,970 RF 30 52%-81%
(AUC)
Megaravalli and Sampagnaro
(2019)
BMA High growth firms ITA (2010-2014) 22,333 PR* 5 71% (AUC)
Coad and Srhoj (2019) BMA High growth firms HRV (2003-2016) 79,109 Lasso 172 76% (ACC)
Miyakawa et al. (2017) ECON Firm exit, sales growth,
profit growth
JPN (2006-2014) 1,700,000 weighted RF 50 70%,68%,61%
(AUC)
Lam (2004) BI ROE USA (1985-1995) 364 firms per
set
ANN 27 Portfolio return
comparison
Kolkman and van Witteloostuijn
(2019)
ECON Asset growth NL 8,163 firms RF 113 16% (R2)
Qiu et al. (2014) CS Groups of SAR,
EPS growth
USA (1997-2003) 1,276 firms SVM From
annual
reports
50% (ACC)
Bakar and Tahir (2009) BMA ROA MYS (2001-2006) 91 ANN 7 66.9% (R2)
Baumann et al. (2015) CS Customer Churn INT 5000-93,893 Ensemble 20-359 1.5 - 6.8 (L1)
Ravi et al. (2008) CS Profit of banks INT (1991-1993) 1000 Ensemble 54 80-93% (ACC)
Abbreviations used - Domain: ECON: Economics, CS: Computer Science, BI: Business Informatics, BMA: Business, Management and Accounting. Country: ITA: Italy, INT: International,
HRV: Croatia, USA: United states of America, JPN: Japan, NL: Netherlands, MYS: Malaysia. Primary SL-method: ANN: (deep) neural network, SVM: support vector machine, RF: random
forest, PR: Probit regression (simplest form of SL if out of sample performance analysis used), Lasso: Least absolute shrinkage and selection operator, Ensemble: Ensemble Learner. GOF:
Accuracy, AUC: Area under the receiver operating curve, L1: Top decile lift. R2 R-squared. The year was not reported when it was not possible to recover this information from the papers.
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Table 4 SL literature on firms’ failure and financial distress
Author, Year Domain Output Country, time Data set
size
Primary SL-method Attributes GOF
Alaka et al. (2018) CS Bankruptcy UK (2001-2015) 30,000 NN 5 88% (AUC)
Barboza et al. (2017) CS Bankruptcy USA (1985-2014) 10,000 SVM, RF, BO, BA 11 93% (AUC)
Bargagli-Stoffi et al. (2020c) ECON Fin. distress ITA (2008-2017) 304,000 BART 46 97% (AUC)
Behr and Weinblat (2017) ECON Bankruptcy INT (2010-2011) 945,062 DT, RF 20 85% (AUC)
Bonello et al. (2018) ECON Fin. distress USA (1996-2016) 1,848 NB, DT, NN 96 78% (ACC)
Bre´dart (2014) BMA Bankruptcy BEL (2002-2012) 3,728 NN 3 81%(ACC)
Chandra et al. (2009) CS Bankruptcy USA (2000) 240 DT 24 75%(ACC)
Cleofas-Sa´nchez et al. (2016) CS Fin. distress INT (2007) 240-8,200 SVM, NN, LR 12-30 78% (ACC)
Danenas and Garsva (2015) CS Fin. distress USA (1999-2007) 21,487 SVM, NN, LR 51 93% (ACC)
Fantazzini and Figini (2009) STAT Fin. distress DEU (1996-2004) 1,003 SRF 16 93% (ACC)
Hansen et al. (2018) ECON Fin. distress DNK (2013-2016) 278,047 CNN, RNN 50 84% (AUC)
Heo and Yang (2014) CS Bankruptcy KOR (2008-2012) 30,000 ADA 12 94% (ACC)
Hosaka (2019) CS Bankruptcy JPN (2002-2016) 2,703 CNN 14 18% (F-score)
Kim and Upneja (2014) CS Bankruptcy KOR (1988-2010) 10,000 ADA, DT 30 95% (ACC)
Lee et al. (1996) BMA Bankruptcy KOR (1979-1992) 166 NN 57 82% (ACC)
Liang et al. (2016) ECON Bankruptcy TWN (1999-2009) 480 SVM, KNN, DT, NB 190 82% (ACC)
Linn and Weagley (2019) ECON Fin. distress INT (1997-2015) 48,512 DRF 16 15% (R2)
Moscatelli et al. (2019) ECON Fin. distress ITA (2011-2017) 250,000 RF 24 84%(AUC)
Shin et al. (2005) CS Bankruptcy KOR (1996-1999) 1,160 SVM 52 77%(ACC)
Sun and Li (2011) CS Bankruptcy CHN 270 CBR, KNN 5 79% (ACC)
Sun et al. (2017) BMA Fin. distress CHN (2005-2012) 932 ADA, SVM 13 87%(ACC)
Tsai and Wu (2008) CS Bankruptcy INT 690-1,000 NN 14-20 79-97%(ACC)
Tsai et al. (2014) CS Bankruptcy TWN 440 ANN, SVM, BO, BA 95 86% (ACC)
Wang et al. (2014) CS Bankruptcy POL (1997-2001) 240 DT, NN, NB, SVM 30 82% (ACC)
Udo (1993) CS Bankruptcy KOR (1996-2016) 300 NN 16 91% (ACC)
Zikeba et al. (2016) CS Bankruptcy POL (2000-2013) 10,700 BO 64 95% (AUC)
Abbreviations used - Domain: ECON: Economics, CS: Computer Science, BMA: Business, Management, Accounting, STAT: Statistics. Country: BEL: Belgium, ITA: Italy, DEU: Germany,
INT: International, KOR: Korea, USA: United states of America, TWN: Taiwan, CHN: China, UK: United Kingdom, POL: Poland. Primary SL-method: ADA: AdaBoost, ANN: Artificial
neural network, CNN: Convolutional neural network, NN: Neural network, GTB: gradient tree boosting, RF: Random forest, DRF: Decision random forest, SRF: Survival random forest, DT:
Decision Tree, SVM: support vector machine, NB: Naive Bayes, BO: Boosting, BA: Bagging, KNN: k-nearest neighbour, BART: Bayesian additive regression tree, DT: decision tree, LR:
Logistic regression. Rate: ACC: Accuracy, AUC: Area under the receiver operating curve. The year was not reported when it was not possible to recover this information from the papers.
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