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RELATIVE BOUND AND ASYMPTOTIC COMPARISON OF EXPECTILE
WITH RESPECT TO EXPECTED SHORTFALL
SAMUEL DRAPEAU AND MEKONNEN TADESE
ABSTRACT. Expectile bears some interesting properties in comparison to the industry
wide expected shortfall in terms of assessment of tail risk. We study the relationship be-
tween expectile and expected shortfall using duality results and the link to optimized cer-
tainty equivalent. Lower and upper bounds of expectile are derived in terms of expected
shortfall as well as a characterization of expectile in terms of expected shortfall. Further,
we study the asymptotic behavior of expectile with respect to expected shortfall as the
confidence level goes to 1 in terms of extreme value distributions. We use concentration
inequalities to illustrate that the estimation of value at risk requires larger sample size than
expected shortfall and expectile for heavy tail distributions when α is close to 1. Illus-
trating the formulation of expectile in terms of expected shortfall, we also provide explicit
or semi-explicit expressions of expectile and some simulation results for some classical
distributions.
Keywords: Expectile; Expected Shortfall; Value at Risk; Extreme Value; Risk Measure.
1. INTRODUCTION
The expectile is a generalization of quantile introduced by Newey and Powell [34]. It is
defined as the argmin of a quadratic loss
eα(L) = arg min
{
αE
[(
(L−m)+)2]+ (1− α)E [((L−m)−)2]} .
For 1/2 ≤ α < 1, the expectile is a coherent risk measure that corresponds to Föllmer
and Schied [17]’s shortfall risk with loss function `(x) = αx+ − (1− α)x−. Widely used
in insurance and statistics, it has recently gained some interest in finance as it bears some
interesting features for the assessment of tail risk in comparison to the industry wide ex-
pected shortfall risk measure introduced by Artzner et al. [3]. From its definition, expectile
is elicitable, which is a useful property in terms of backtesting, see Gneiting [21], Bellini
and Bignozzi [6], Emmer et al. [16], Ziegel [41], and Chen [11] for a discussion about the
financial relevance. In the seminal paper Weber [40], and later Bellini and Bignozzi [6],
Ziegel [41], Delbaen et al. [15], it actually turns out that expectile is the only elicitable
risk measure within the class of coherent and law invariant risk measures. Expectile is
also invariant under randomization, while expected shortfall is not, see Weber [40] and
Guo and Xu [22]. The property of invariance under randomization is closely related to the
convexity of the acceptance set and rejection set of a risk measure, when risk is defined
on the space of distributions. That is, for expectile if both L1 and L2 are acceptable, then
the randomized position L = L1 with probability p and L = L2 with probability 1 − p
with p in [0, 1] is also acceptable, see [40] for the detail. Finally, multivariate shortfall risk
– expectile being an example of which – seems to be suitable in terms of systemic risk
management and risk allocation, see Armenti et al. [2]. Due to these appealing properties,
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several authors suggest expectile as an alternative to expected shortfall and value at risk,
see [6–8, 11, 16] for instance.
The goal of this paper is to study the relationship between expectile and expected shortfall.
More specifically, the objective is to provide lower and upper bounds of expectile in terms
of expected shortfall, formulate explicitly expectile and its Euler allocation as a function of
expected shortfall, and compare the asymptotic behavior of expectile and its Euler alloca-
tion with respect to expected shortfall as the confidence level goes to 1. As for the bounds,
our approach is based on duality results and the link between expectile and expected short-
fall through optimized certainty equivalent. For loss profile L with zero mean, our first
result mainly focus on the bounds
(1.1)
(
1− 1− α
α+ (1− 2α)β
)
ESβ(L) ≤ eα(L) ≤
(
1− 1− α
α
)
ESα(L).
As shown in Proposition 3.2, the optimal lower bound is in fact an equality
eα(L) =
(
1− 1− α
α+ (1− 2α)β∗
)
ESβ∗(L)
where β∗ ∈ [P [L < eα(L)] , P [L ≤ eα(L)]]. For continuous distribution, the expression
of β∗ is mentioned in Taylor [39, Equation 7] based on results by Newey and Powell [34].
We generalized this result to any distribution using optimized certainty equivalent. As
an application of this relation we can easily derive explicit or semi-explicit formulations
of expectile for wide classes of distributions. Let L1, . . . , Ld be loss profiles such that
L =
∑d
k=1 Lk. Under some smoothness assumptions, in the same sprits of the optimal
lower bound, the Euler allocations of expectile can also be formulated as a function of the
Euler allocation of expected shortfall given by
eα(Lk|L) =
(
1− 1− α
α+ (1− 2α)β∗
)
ESβ∗(Lk|L) + 1− α
α+ (1− 2α)β∗E[Lk].
As for the upper bound, Delbaen [14] and Ziegel [41] provide a comonotone least upper
bound of expectile in terms of concave distortion risk measure. Using this result, we show
that the upper bound given by Relation (1.1) is the smallest within the class of expected
shortfalls dominating expectile.
According to these bounds, expected shortfall is more conservative than expectile. We
therefore, address their comparative asymptotic behavior as the confidence level goes to
1. In actuarial literature, asymptotic analysis is a subject of intensive research as it helps
risk managers to model large losses with small amounts of data and to establish asymptotic
relationships between risk measures, see Hua and Joe [24]. While Hua and Joe [24], Tang
and Yang [36] and Mao and Hu [30] establish asymptotic relationship between expected
shortfall and value at risk, Bellini and Di Bernardino [7] and Mao et al. [32] provides as-
ymptotic analysis of expectile in terms of value at risk when the loss profile belongs to the
maximum domain of attraction of extreme value distributions. There is in particular an
asymptotic relationship between value at risk and expectile excerpting the tail index of the
distribution belonging to the Frechet type for instance. It is therefore possible to estimate
the tail index of a distribution by comparing the empirical value of value at risk and ex-
pectile for large α. However, from an asymptotic point of view the estimation of value at
risk may need large sample size as compared to expected shortfall and expectile for heavy
tailed distributions. From recent concentration inequality results from Fournier and Guillin
[19] using Wasserstein distance, we provide estimations of the error for the empirical ex-
pected shortfall ESα,n and empirical expectile eα,n as a function of the confidence level
α and their corresponding required sample size nESα and neα . For instance, in the case
2
where the distribution has some moment q > 2, we obtain
P [|ESα,n − ESα| ≥ ε] ≤ C1n1−sε2(1−s)(1− α)2(1−s)
P [|eα,n − eα| ≥ ε] ≤ C2n1−sε2(1−s)
(
1− α
α
)2(1−s)
for any 2 < s < q where the constant C1 and C2 are independent of n, ε and α. In
particular, as showed in Proposition 4.2, for Fréchet type distributions with a moment
q > 2, both nESα and neα are of the order 1/(1 − α)2 which are infinitesimal with
respect to the corresponding nqα for the quantile as α goes to one. Note that estimation
for the empirical estimation of the expected shortfall and expectiles and more general risk
measures has been the subject of recent studies, see Gao and Shaochen [20], Holzmann
and Klar [23], Kolla et al. [27], and Bartl and Tangpi [5] for instance. We use here the
bounds in [19] to get the explicit dependence in terms of the confidence level α which is
new to our knowledge.
Using related results, when the loss profile belongs to the domain of attraction of either
Weibull type MDA(Ψη), Gumbel type MDA(Λ) or Fréchet type MDA(Φη), we estab-
lish asymptotic relationship between expectile and expected shortfall by providing both the
first-order and second-order asymptotic expansion. For a Fréchet type tail distribution with
η > 1, asymptotically the ratio of expectile to expected shortfall become strictly less than
1. In this case, it actually hold
eα(L) ∼ (η − 1)
η−1
η
η
ESα(L) and eα(Lk|L) ∼ (η − 1)
η−1
η
η
ESα(Lk|L).
This result also show that the upper bound provided by Relation (1.1) is not asymptotically
equivalent to eα(L) in general. It also allows an estimation of tail index based on empirical
data.
We also consider the asymptotic behavior of the parameter β∗. For loss profiles whose
distribution belongs to Fréchet type MDA(Φη) with η > 1, Bellini et al. [8] provide
the asymptotic behavior of β∗ in terms of α. For Weibull type MDA(Ψη) and Gumbel
type MDA(Λ), we show that 1 − α = o(1 − β∗). For Fréchet case, we also provide a
second-order asymptotic expansion for (1− β∗)/(1− α).
The paper is organized as follows. In Section 2, aside definitions and notations, we revisit
the link between expectile and expected shortfall through optimized certainty equivalent.
In Section 3, we address the lower and upper bounds of expectile in terms of expected
shortfall as well as characterize expectile and its Euler allocations in terms of expected
shortfall. Section 4 focuses on asymptotic behavior of expectile in terms of expected
shortfall according to the maximum domain of attractions of extreme value distributions
to which the loss profile belongs. Section 5 illustrate the results of Section 3 in terms of
explicit or semi-explicit expression of expectile for commonly known distributions. It also
provide an illustrations for some of the asymptotic results of Section 4.
2. EXPECTILE VERSUS EXPECTED SHORTFALL THROUGH OPTIMIZED CERTAINTY
EQUIVALENT
Let (Ω,F , P ) be a probability space and L1 be the set of integrable random variables
identified in the almost sure sense. For a > 0 and b ≥ 0 with 1/a ≥ b, denote by
Qa,b =
{
Q P : b ≤ dQ
dP
≤ 1
a
}
.
Throughout, elements of L1 are generically denoted by L and considered as a loss profile.
Given such anL inL1, we denote by FL and qL its cumulative distribution and left-quantile
function, respectively, that is
qL(u) = inf {m : FL(m) := P [L ≤ m] ≥ u} .
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We also denote the right-quantile function of L by q+L , that is q
+
L (u) = inf{m : FL(m) >
u}. A function R : L1 → R is called a risk measure if it is
(I) quasi-convex: R(λL1+(1−λ)L2) ≤ max{R(L1), R(L2)} for every 0 ≤ λ ≤ 1.
(II) monotone: R(L1) ≤ R(L2) whenever L1 ≤ L2 almost surely.
A risk measure is further called monetary if it is additionally
(III) cash-invariant: R(L−m) = R(L)−m for every m in R.
Finally, a monetary risk measure is called coherent if it is additionally
(IV) sub-additive: R(L1 + L2) ≤ R(L1) +R(L2).
It is known that monetary risk measures are automatically convex, and, coherent monetary
risk measures are positive-homogeneous1. For L in L1, we define
• Value at Risk: for 0 < α < 1,
V@Rα(L) = inf {m : P [L ≤ m] ≥ α} = qL(α).
• Expected Shortfall: for 0 ≤ α < 1,
ESα(L) =
1
1− α
1∫
α
V@Ru(L)du =
1
1− α
1∫
α
qL(u)du.
• Expectile: for 1/2 ≤ α < 1, the α-expectile of L is defined as a unique number eα(L)
solving
αE
[
(L− eα(L))+
]
= (1− α)E [(L− eα(L))−] .
The value at risk is cash invariant, monotone and positive-homogeneous, it is however
not sub-additive, see [3, 37]. The expected shortfall is a special case of an optimized
certainty equivalent, while the expectile corresponds to the shortfall risk with loss function
`(x) = αx+ − (1− α)x− in the standard definition, [17, 40, 41]. Indeed, ` is increasing,
convex whenever α ≥ 1/2 and such that inf `(x) < 0 whenever α > 0. Hence, the
expectile can be seen as a scaled version of an optimized certainty equivalent, see [9]. In
the literature, see for instance [8, 34], expectile is also defined as
arg min
{
αE
[(
(L−m)+)2]+ (1− α)E [((L−m)−)2]} ,
for L in L2. However, due to the first order condition this coincides with the present
definition.
Let us recall the following known properties of expectile and expected shortfall.
Proposition 2.1. The expectile and expected shortfall are law invariant monetary risk
measures and it holds
ESα(L) = min
{
m+
1
1− αE
[
(L−m)+] : m ∈ R}
= qL(α) +
1
1− αE
[
(L− qL(α))+
]
= max
{
EQ[L] : Q ∈ Q1−α,0
}
with optimal density
dQ∗
dP
=
1
1− α
(
1{L>qL(α)} + k1{L=qL(α)}
)
1R(λL) = λR(L) for every λ > 0.
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where k is a constant such that E[dQ∗/dP ] = 1 and
eα(L) = max
1−α
α <γ<1
{
(1− γ)ES (1+γ)α−1)
(2α−1)γ
(L) + γE[L]
}
(2.1)
= max
1−α
α <γ<1
1∫
0
ESu(L)µ
γ(du)(2.2)
= max
{
EQ[L] : Q ∈ Q(1−α)/γα,γ for some γ ∈
[
1− α
α
, 1
]}
(2.3)
with optimal density
dQ∗
dP
=
α1{L>eα(L)} + (1− α)1{L≤eα(L)}
α+ (1− 2α)P [L ≤ eα(L)]
where µγ = (1− γ)δ (1+γ)α−1)
(2α−1)γ
+ γδ0 is a parameterized family of distribution on [0, 1].
These results can be found or derived from [3, 8, 9, 17]. Interestingly though, they are
strongly connected through the optimized certainty equivalent from Ben-Tal and Teboulle
[9]. For the sake of readability and further computation we expose briefly this connection.
Proposition 2.2. For a loss function `a,b(x) := x+/a − bx− where 0 < a < 1 and
0 ≤ b ≤ 1, the optimized certainty equivalent defined as
(2.4) Ra,b(L) = inf {m+ E [`a,b(L−m)] : m ∈ R} , L ∈ L1
is a law invariant coherent risk measure such that
Ra,b(L) = qL (λ(a, b)) + E [`a,b (L− qL (λ(a, b)))](2.5)
=
1
a
1∫
λ(a,b)
qL(u)du+ b
λ(a,b)∫
0
qL(u)du(2.6)
= (1− b)ESλ(a,b)(L) + bE[L](2.7)
= sup
{
EQ[L] : Q ∈ Qa,b
}
(2.8)
where λ(a, b) = (1− a)/(1− ab). Furthermore, for 0 < b ≤ 1 it holds
(2.9) inf {m : E [`a,b(L−m)] ≤ 0} = sup
a≤γ≤1/b
Ra/γ,bγ(L)
= sup
{
EQ[L] : Q ∈ Qa/γ,bγ for some γ ∈ [a, 1/b]
}
.
Proof. Following [9], the optimal m∗ in definition (2.4) satisfies
1
a
P [L > m∗] + bP [L ≤ m∗] ≤ 1 ≤ 1
a
P [L ≥ m∗] + bP [L < m∗] .
Rearranging, we get P [L < m∗] ≤ λ(a, b) ≤ P [L ≤ m∗] showing thatm∗ = qL(λ(a, b)).
Plugging the optimizer into (2.4) yields (2.5). From (2.5) to (2.6) comes from the fact that
qL ∼ L. As for (2.7)
1
a
1∫
λ(a.b)
qL(u)du+ b
λ(a,b)∫
0
qL(u)du =
(
1
a
− b
) 1∫
λ(a,b)
qL(u)du+ bE[L]
= (1− b)ESλ(a,b)(L) + bE[L].
The Relation (2.6) implies that the optimized certainty equivalent is a law invariant and
coherent risk measure. The Relation (2.8) follows from the general robust representation
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of optimized certainty equivalent in terms of divergences, that is
inf {m+ E [`a,b (L−m)] : m ∈ R} = sup
{
EQ [L]− E
[
`∗a,b
(
dQ
dP
)]
:
dQ
dP
∈ L∞
}
see [9, Theorem 4.2], since the convex conjugate2 `∗a,b(x) = 0 if b ≤ x ≤ 1/a and
∞ otherwise. As for the last Relation (2.9), it comes from the general relation between
optimized certainty equivalent and shortfall risk [9, Section 5.2] where
inf {m : E [`a,b(L−m) ≤ 0]} = sup
1/γ∈dom(`∗a,b)
inf {m+ γE [`a,b (L−m)]}
which gives the result. 
Proof of Proposition 2.1. The relations for the expected shortfall follows directly from
Proposition 2.2 by noticing that ESα(L) = Ra,b(L) for a = 1− α and b = 0. As for the
relations for the expectile, they follow from (2.9) as eα(L) = inf{m : E[`a,b(L−m)] ≤ 0}
for a = 1/2α and b = 2(1 − α) which fulfills the conditions of Proposition 2.2 as
1/2 ≤ α < 1. As for the optimal density for expected shortfall, see Föllmer and Schied
[18], McNeil et al. [33] and for expectile it is given in [8, Proposition 8]. 
Remark 2.3. Relations (2.1)–(2.3) provide the link between expectile and expected short-
fall. One sees in particular, that while expected shortfall is comonotone, the expectile is
not. Indeed, Relation (2.2) is the Kusuoka representation which can not fulfill the assump-
tions of [18, Theorem 4.93, p. 260]. On the other hand, as showed in [40] while expectile
is invariant under randomization, the expected shortfall is not.
3. EXPECTILE AS A FUNCTION OF EXPECTED SHORTFALL
Based on Relation (2.1) we provide bounds for the expectile in terms of expected shortfall
in the spirit of [8, Proposition 9]. The upper bound (1−(1−α)/α)ESα is to our knowledge
new, while the larger upper bound ES 2α−1
α
is given in [14]. The present proof uses the
relation between optimized certainty equivalent and expectile.
Proposition 3.1. Let L be in L1 with zero mean3. Then for each 0 < β < 1, it holds(
1− 1− α
α+ (1− 2α)β
)
ESβ(L) ≤ eα(L) ≤
(
1− 1− α
α
)
ESα(L) ≤ ES 2α−1
α
(L).
Proof. Let 1/2 ≤ α < 1 be given. On the one hand, from the proof of Propositions
2.1 and 2.2, eα(L) = supab≤γ≤1Rab/γ,γ(L) for a = 1/2α and b = 2(1 − α). It im-
plies that eα(L) ≥ Rab/γ,γ(L) and therefore from (2.7) it follows that eα(L) ≥ (1 −
γ)ESλ(ab/γ,γ)(L) for every ab ≤ γ ≤ 1. Solving γ for λ(ab/γ, γ) = β yields the
left hand inequality. On the other hand, we have `ab/γ,γ ≤ `ab,ab ≤ `ab,0, showing to-
gether with E[L] = 0 that eα(L) ≤ Rab,ab(L) ≤ Rab,0(L). Since ab = (1 − α)/α and
λ(ab, ab) = α, as a result of (2.7) the right hand side inequalities also hold. 
If we set β = α, the lower bound corresponds to the one stated in [8, Proposition 9], that is
(3.1)
(
1− 1
2α
)
ESα(L) ≤ eα(L).
2 `∗a,b(x) = sup{x · y − `a,b(y) : y ∈ Rd}.
3 Due to translation invariance, in the case where E[L] 6= 0, we get(
1− 1− α
α+ (1− 2α)β
)
ESβ(L) +
1− α
α+ (1− 2α)βE[L] ≤
eα(L) ≤
(
1− 1− α
α
)
ESα(L) +
1− α
α
E[L] ≤ ES 2α−1
α
(L).
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As for the lower bound, from (2.1), it is immediate that there exists β∗ satisfying the
equality in the above proposition. When FL is continuous, from [39, Equation 7] we get
an optimal β∗ = P [L ≤ eα(L)]. We generalized this result for any distribution and
formulate expectile as a convex combination of expected shortfalls.
Proposition 3.2. Let L be in L1 not identically constant,4 it holds that
eα(L) =
(
1− 1− α
α+ (1− 2α)β∗
)
ESβ∗(L) +
1− α
α+ (1− 2α)β∗E[L],
where β∗ ∈ [P [L < eα(L)] , P [L ≤ eα(L)]].
Proof. First, let us show that if L is not identically constant, then every β∗ in [P [L <
eα(L)], P [L ≤ eα(L)]] is strictly between 0 and 1. Since E[L] ≤ eα(L) and 0 < P [L <
E[L]] < 1, it hold that 0 < β∗ ≤ 1. If β∗ = 1, then P [L > eα(L)]] = 0 and hence
E[(L− eα(L))+] = 0. The first order condition can be written as
(3.2) eα(L)− E[L] = (2α− 1)E[(L− eα(L))
+]
1− α .
It follows that eα(L) = E[L] which contradict the fact that 0 < P [L ≤ E[L]] < 1. Hence,
β∗ must be in (0, 1). By the definition of β∗, it holds that eα(L) is in [qL(β∗), q+L (β
∗)].
As a result of [1, Proposition 4.2], it holds that
ESβ∗(L) = eα(L) +
E[(L− eα(L))+]
1− β∗ .
Together with Relation (3.2), this gives
ESβ∗(L) = eα(L) +
1− α
(2α− 1)(1− β∗) (eα(L)− E[L]).
Solving for eα(L) gives the required expressions of eα. 
From the proof of Proposition 3.2, it is easy to see that the inequality (3.1) become equality,
that is, the optimal β∗ = α if and only if eα is the α-quantile. When FL is strictly
increasing and continuous, it holds that eα(L) = qL(FL(eα)). Hence, in this special
case β∗ = α if and only if the expectile is a value at risk at confidence level α. This is the
case for instance when qL(α) = (2α− 1)/
√
α(1− α), see Koenker [26].
Remark 3.3. If FL is strictly increasing and continuous, then β∗ uniquely solves
(3.3) qL(β∗) =
(
1− 1− α
α+ (1− 2α)β∗
)
ESβ∗(L) +
1− α
α+ (1− 2α)β∗E[L].
Let L1, . . . , Ld be in L1 such that L =
∑d
k=1 Lk. For any risk measure R, the Euler risk
contribution of position Lk to the risk capital R(L) is defined as
(3.4) R(Lk|L) := lim
ε→0
R(L+ εLk)−R(L)
ε
,
provided that the limit exist for each k = 1, . . . d. It is well known, see for instance [25, 38],
that if R = ESα, then
ESα(Lk|L) = ESα(Lk|L > qL(α))
provided that the limit defined in (3.4) exists. Similarly, for the case where R = eα such
that the limit defined in (3.4) exist, according to [16] we also get
eα(Lk|L) =
αE[Lk1{L>eα(L)}] + (1− α)E[Lk1{L≤eα(L)}]
α+ (1− 2α)P [L ≤ eα(L)] .
4If L is identically constant, then β∗ is any number in (0, 1).
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Hence, in the same sprit of Proposition 3.2, the Euler risk contributions of position Lk to
the expectile risk capital can also be formulated as a function of its Euler risk contribution
to the expected shortfall risk capital.
Proposition 3.4. Let L1, . . . , Ld be in L1 such that the limit defined in (3.4) exist for both
ESβ∗ and eα, where β∗ = P [L ≤ eα(L)]. Then the Euler risk contribution of position Lk
to the risk capital eα(L) is given by
eα(Lk|L) =
(
1− 1− α
α+ (1− 2α)β∗
)
ESβ∗(Lk|L) + 1− α
α+ (1− 2α)β∗E[Lk].
We now turn to the question of the upper bound. If (Ω,F , P ) is non-atomic, from [14] and
[41], we get an other upper bound of expectile
Rϕ(L) :=
1∫
0
ϕ′(t)qL(1− t)dt
which is a distortion function corresponding to the concave distortion function ϕ : [0, 1]→
[0, 1], given by ϕ(t) = αt/((2α − 1)t + 1 − α). Furthermore, Rϕ is the least one from
the class of law-invariant coherent and comonotonic risk measure dominating eα. It also
holds that eα(1A) = Rϕ(1A) = ϕ(P [A]) for each A ∈ F . Since the upper bound given in
Proposition 3.1 is also coherent and comonotone, it follows in particular that
Rϕ(L) ≤
(
1− 1− α
α
)
ESα(L) +
1− α
α
E[L].
However, the upper bound (1 − (1 − α)/α)ESα(L) + (1 − α)E[L]/α is the least one
within the class of expected shortfall in the sense stated in the following proposition.
Proposition 3.5. Suppose (Ω,F , P ) be non-atomic. Then(
1− 1− α
α
)
ESα(L) +
1− α
α
E[L]
is the smallest risk measure of the form (1 − λ)ESβ(L) + λESδ(L) with 0 ≤ λ ≤ 1,
0 ≤ β < 1 and 0 ≤ δ < 1 uniformly dominating eα(L) for L in L1.
Proof. Note that
(1− λ)ESβ(L) + λESδ(L) = Rϕλ,β,δ(L) :=
1∫
0
ϕ′λ,β,δ(t)qL(1− t)dt
for the concave distortion function
ϕλ,β,δ(t) := (1− λ)
(
t
1− β ∧ 1
)
+ λ
(
t
1− δ ∧ 1
)
for 0 ≤ t ≤ 1,
which is continuous and strictly increasing with ϕλ,β,δ(0) = 0 and ϕλ,β,δ(1) = 1. For
β = α, λ = (1− α)/α and δ = 0, we have
Rϕλ,β,δ(L) =
(
1− 1− α
α
)
ESα(L) +
1− α
α
E[L].
On the one hand, let ϕ(t∗) > ϕλ,β,δ(t∗) for some t∗ in (0, 1). Since (Ω,F) is non-atomic,
there exist A ∈ F such that P [A] = t∗. Following [18] and [35], we get Rϕλ,β,δ(1A) <
ϕ(P [A]) = eα(1A) and therefore Rϕλ,β,δ can not dominate eα. Hence, for every 0 ≤ λ ≤
1, 0 ≤ β < 1 and 0 ≤ δ < 1, we have Rϕλ,β,δ dominate eα only if ϕ ≤ ϕλ,β,δ .
On the other hand, for every 0 ≤ λ ≤ 1, 0 ≤ β < 1 and 0 ≤ δ < 1 such that ϕ ≤ ϕλ,β,δ ,
it holds
Rϕλ,β,δ(L) ≥ eα(L).
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In this case, ϕ(1−α)/α,α,0 ≤ ϕλ,β,δ . Indeed, since ϕ(1−α)/α,α,0 is tangent to ϕ at the point
(0, 0) and (1, 1), and ϕ is strictly concave, ϕλ,β,δ(t) < ϕ(1−α)/α,α,0(t) for some t in (0, 1)
implies there exist t∗ in (0, 1) such that ϕ(t∗) > ϕλ,β,δ(t∗) for some t∗ in (0, 1), see Figure
1. By a similar argument, it follows that Rϕλ,β,δ can not dominate eα. Therefore, Rϕλ,β,δ
is the better one when λ = (1− α)/α, β = α and δ = 0. 
FIGURE 1. Graph of ϕ and optimal ϕλ,β,δ for α = 94%.
Remark 3.6. If (Ω,F , P ) contains atoms, Proposition 3.5 may not be true in general. For
instance, when Ω = {ω1, ω2} with P [ω1] = P [ω2] = 0.5, α = 9/10, λ = δ = 0 and
β = 4/9, we get ϕ(t) = 9t/(8t+ 1),
ϕλ,β,δ(t) =
{
9t
5 for 0 ≤ t ≤ 59
1 for 59 < t ≤ 1
and ϕ(1−α)/α,α,0(t) =
{
9t for 0 ≤ t ≤ 19
t+8
9 for
1
9 < t ≤ 1
.
Every L in L1 is of the form L = x11{ω1}+x21{ω2} for some x1 and x2 in R. Without loss
of generality, assume x1 ≤ x2, a simple computation yields eα(L) = ESβ(L) = Rϕ(L) =
0.9(x2 − x1) + x1 and (1− (1− α)/α)ESα + (1− α)E[L]/α = 17(x2 − x1)/18 + x1.
This implies that ESβ dominates eα, but it is dominated by (1− (1− α)/α)ESα + (1−
α)E[L]/α. Hence, (1− (1− α)/α)ESα + (1− α)E[L]/α is not the least one.
4. EXPECTILE VERSUS EXPECTED SHORTFALL: ASYMPTOTIC COMPARISON
Throughout this section, we consider a loss profile L with zero mean and for ease of nota-
tion its cumulative distribution is denoted by F . For ease of notations, we also use
eα := eα(L), qα := qL(α) and ESα := ESα(L).
Given L1, . . . , Ln, independent copies of L, we denote by Fn the empirical cumulative
distribution function of the empirical measure (
∑n
k=1 δLk)/n. Correspondingly, we use
the notations qα,n, ESα,n and eα,n for the value at risk, expected shortfall and expectile
of the empirical measure, respectively. We also use the standard notation f(α) ∼ g(α)
and f(α) = o(g(α)) as α goes to 1 which means that limα↗1 f(α)/g(α) = 1 and
limα↗1 f(α)/g(α) = 0, respectively. For f(α) ∼ g(α) we may equivalently write
f(α) = g(α) + o(g(α)).
For a given risk level α, expectile and value at risk are less conservative than expected
shortfall, that is, eα ≤ ESα and qα ≤ ESα. Expectile can be less or more conservative
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than value at risk depending on the considered loss profile, see [7]. When F is in the
maximum domain of attraction of an extreme value distribution function, [7] and [32] give
asymptotic comparison between value at risk and expectile. For Fréchet type MDA(Φη)
with η > 1, from [7] we have the relation
(4.1) eα ∼ (η − 1)
−1
η qα, α↗ 1.
Using this asymptotic result, [12] introduces the extreme expectile estimator
eˆα := (ηˆ − 1)
−1
ηˆ qα,n,
where ηˆ is the Hill estimator of η. Relation (4.1) also allows for instance to provide es-
timation of tail index using the ratio of empirical expectile to empirical value at risk for
large values of α. However, when looking at the tails, extreme quantile estimation may
needs extremely very large sample size compared to expected shortfall and expectile in the
case of heavy tail distributions as α close to 1. This fact is explained in Proposition 4.1 and
4.2 below and this motivates the study of asymptotic comparison of expectile with respect
to expected shortfall instead of value at risk. Therefore, in this section we are comparing
the number of sample size required for the estimation of extreme quantile with respect to
expected shortfall and expectile when the sample is taken from distribution F that belongs
to a Fréchet type MDA(Φη). We also consider the asymptotic behavior of expectile with
respect to expected shortfall and the optimal β∗ when F belongs to extreme value distri-
butions as the confidence level α goes to 1. These propositions are based on concentration
inequalities using Wasserstein distance. Such an approach has recently been adopted by
Bartl and Tangpi [5] to provide error bounds for classes of empirical risk measures. In
our context we focus however on the sensitivity with respect to the confidence level α and
make an approach which is slightly different using the results in Fournier and Guillin [19].
The asymptotic comparison uses techniques from extreme value theory. We say F is in the
maximum domain of attraction of an extreme value distribution function H , denoted by
MDA(H), if
lim
n↗∞
Fn(cnx+ dn) = H(x)
for some constants cn > 0 and dn ∈ R, n ∈ {1, 2, . . . }. It is well known that extreme
value distributionH belongs to either one of the following three categories: Weibull5 (Ψη),
Gumbel 6 (Λ) or Fréchet7 (Φη), where η > 0, see [7, 30, 33, 36] for more discussion in the
present context.
Let U(t) := q1−1/t for t > 1. The condition that F belongs to the maximum domain of
attraction can be equivalently given by the extended regular variation of U . Recall that a
measurable function f : R+ → R is said to be of extended regular variation with parameter
η ∈ R, denoted by f ∈ ERVη , if there exist a function a : R+ → R+ such that for each
x > 0,
lim
t↗∞
f(tx)− f(t)
a(t)
=
{
xη−1
η , η 6= 0
lnx, η = 0
.
It is known that F is in the maximum domain of attractions of Fréchet type MDA(Φη),
with η > 0 if and only if U ∈ ERV 1
η
. F is in the maximum domain of attractions of
Weibull type MDA(Ψη), with η > 0 if and only if U ∈ ERV− 1η . Finally, F is in the
maximum domain of attraction of Gumbel type MDA(Λ) if and only if U ∈ ERV0, see
[13, Theorem 1.1.6] for instance.
5Ψη(x) = exp(−(−x)η) for x < 0.
6Λ(x) = exp(−e−x) for x ∈ R.
7Φη(x) = exp(−x−η) for x > 0.
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The Wasserstein distance between the probability measures with cumulative distributions
Fn and F is defined as
w(Fn, F ) = inf{E[|Z − Y |] : Z ∼ Fn and Y ∼ F}.
We consider the following assumptions on L:
Ek,r(L) <∞ for some k > 1, r > 0 or(4.2)
Ek,r(L) <∞ for some k ∈ (0, 1), r > 0,(4.3)
mq(L) <∞ for some q > 2(4.4)
where mq(L) = E[|L|q] and Ek,r(L) = E[exp(r|L|k)]. A simple application of concen-
tration results by Fournier and Guillin [19] yields the following concentration inequalities
for expected shortfall and expectile.
Proposition 4.1. Let L1, . . . , Ln be a random sample from F such that either assumption
(4.2), (4.3) or (4.4) holds. If 1/2 ≤ α < 1, for all n ≥ 1 and 0 < ε ≤ α1−α , it holds
P [|ESα,n − ESα| ≥ ε] ≤ B(n, ε(1− α))
and
P [|eα,n − eα| ≥ ε] ≤ B
(
n,
ε(1− α)
α
)
where
B(n, h) = C

exp
(−cnh2) under assumption (4.2)
exp
(−cnsh2) for all 0 < s < k under assumption (4.3)
n1−sh2(1−s) for all 2 < s < q under assumption (4.4)
where C and c are positive constant that depends only on k, r, q, s, Ek,r andmq depending
on the set of assumptions.
It follows that the sample sizes required for expected shortfall and expectile with a given
precision ε and confidence γ is given by
nESα = H(γ, ε(1− α)) and neα = H
(
γ,
ε(1− α)
α
)
,
respectively, where
H(γ, h) =

− ln( γC )
c h
−2 under assumption (4.2)(
− ln( γ2C )
c
) 1
s
h−
2
s for all 0 < s < k under assumption (4.3)(
C
γ
) 1
s−1
h−2 for all 2 < s < q under assumption (4.4)
Proof. According to [19, Theorem 2], for all n ≥ 1 and 0 < ε ≤ 1 it holds8
(4.5) P [w(Fn, F ) ≥ ε]
≤ C

exp(−cnε2) under assumption (4.2)
exp(−cnε2) + exp(−cnsεs) for all 0 < s < k under assumption (4.3)
exp(−cnε2) + n1−sε−s for all 2 < s < q under assumption (4.4)
Note that the constants C and c are positive and depends only on r, k, s and Ek,r(L) for
the case (4.2), on r, k and Ek,r(L) for the case (4.3) and on q and mq(L) for the case (4.4),
see [19]. Let us treat the cases separately.
8For the third case, it is possible to have 0 < s < q. However the case where 0 < s ≤ 2 is not the best
choice in terms of bounds.
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• Under assumption (4.2), if holds immediately that
P [w(Fn, F ) ≥ ε] ≤ C exp
(−cnε2) .
• Under assumption (4.3), since 0 < s < k < 1, n ≥ 1 and ε ≤ 1, it follows that
nε2 ≥ nsε2 and nsεs ≥ nsε2. Hence
P [w(Fn, F ) ≥ ε] ≤ 2C exp
(−cnsε2) for all 0 < s < k.
• Under assumption (4.4), for all 2 < s < q, since ε ≤ 1 and s− 2 > 0, it holds
P [w(Fn, F ) ≥ ε] ≤ Cn1−sε2(1−s)
(
εs−2 + ns−1ε2(s−1) exp
(−cnε2))
≤ Cn1−sε2(1−s)
(
1 + ns−1ε2(s−1) exp
(−cnε2))
The function x 7→ xs−1ε2(s−1) exp (−cxε2) is maximum at x = (s − 1)/(cε2) > 0.
Plugging back this maximum, we get
P [w(Fn, F ) ≥ ε] ≤ Cn1−sε2(1−s)
(
1 +
(s− 1)s−1
cs−1
e1−s
)
the right hand side being independent of ε and n.
All together it follows that
(4.6) P [w(Fn, F ) ≥ ε] ≤ B(n, ε).
Sincew(Fn, F ) =
∫ 1
0
|qu,n−qu|du, see [29] for instance, for each α in (0, 1) the definition
of expected shortfall gives
(4.7) |ESα,n − ESα| = 1
1− α
∣∣∣∣∣∣
1∫
α
(qu,n − qu)du
∣∣∣∣∣∣ ≤ 11− αw(Fn, F ).
For each α in [1/2, 1) from [8], it also holds
(4.8) |eα,n − eα| ≤ α
1− αw(Fn, F ).
The Relations (4.6) -(4.8) yields the required concentration inequalities. As for the sample
size fix a confidence level γ such that B(n, ε(1 − α)) ≤ γ for expected shortfall and
B
(
n, ε(1−α)α
)
≤ γ for the expectile and solving for n yields the required result. 
According to Proposition 4.1, for a given precision ε and confidence γ, it follows that nESα
and neα tends to∞. Furthermore, under either of the assumptions (4.2), (4.3) or (4.4), it
holds
nESα ∼ neα α↗ 1.
However, this is not the case in general for value at risk versus expected shortfall and value
at risk versus expectile. For instance, suppose F has a strictly positive and continuous
density function f on the interval [qα − δ, qα + δ] for some δ > 0. According to [20,
Corollary 2.1] for every n ≥ 1 and ε in (0, δ], it holds
P [|qα,n − qα| ≥ ε] ≤ 4 exp(−2nε2δ2α),
where
δα = inf
x∈[qα−δ,qα+δ]
f(x).
It implies that sample size for a given precision ε in (0, δ] and confidence γ is given by
(4.9) nqα =
− ln (γ4 )
2ε2
δ−2α .
Hence, nqα depends on the relative behavior of δα as α goes to 1. Assuming that the
density f become non-increasing for large enough values, we get δα = f(qα + δ). When
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F belongs to the Fréchet type MDA(Φη), it holds that 1 − F is in RV−η . From [13,
Proposition B.1.9], we get limx↗∞ xf(x)/(1− F (x)) = η and this implies that
(4.10)
δα
1− α =
f(qα + δ)
1− F (qα) ∼
qαf(qα)
1− F (qα)
1
qα
→ 0, α↗ 1.
Hence, asymptotically for heavy tailed distributions, we may have δα = o(1− α) and nqα
tends to∞ faster than nESα and neα as shown in the following proposition.
Proposition 4.2. Suppose that F belongs to a Fréchet type MDA(Φη) with η > 1 and
some moment q > 2. Suppose further that the density function f of F is strictly positive
and decreasing for large enough values. Then, for every ε ≤ α/(1 − α), and confidence
level γ, as α goes to 1 it holds
nESα
nqα
= o(1), and
neα
nqα
= o(1).
Proof. Since qα goes to∞ as α goes to 1, by assumption, f is strictly positive and contin-
uous on the interval [qα− 1, qα + 1]. A simple application of Proposition 4.1 and Relation
(4.9) yields
nESα
nqα
= C˜
δ2α
(1− α)2
for some constant C˜. As a result of Relation (4.10), nESα/nqα goes to 0 as α goes to 1.
Likewise, neα/nqα = o(1) as α goes to 1. 
We now turn to the asymptotic behavior of the optimal β∗ and expectile with respect to
expected shortfall. A direct application of [7, 8, 30] yields
Proposition 4.3. For F in the maximum domain of attraction of Fréchet type MDA(Φη)
with η > 1, as the confidence level α goes to 1, we have that
1− β∗
1− α ∼ η − 1, and eα ∼
(η − 1) η−1η
η
ESα.
Proof. The relation between β∗ and α is given in [8], and from [30] we have
ESα ∼ η
η − 1qα.
Together with Relation (4.1) this yields the required result. 
Beyond this first order expansion, a second order one is useful to determine the rate of
convergence. In order to do so, we impose a second-order regular variation condition on
F . A measurable function f : R → R is said to be of regular variation with parameter
η ∈ R, denoted by f ∈ RVη , if limt↗∞ f(tx)f(t) = xη , for each x ∈ R. A regularly varying
function f : R → R which is eventually positive is said to be of second-order regular
variation with first-order parameter η ∈ R and second-order parameter ρ ≤ 0, denoted
by f ∈ 2RVη,ρ, if f ∈ RVη and there exists a measurable function A(t) which does not
change sign eventually and converges to 0 as t goes to∞ such that, for each x > 0
lim
t↗∞
f(tx)/f(t)− xη
A(t)
=
{
xη x
ρ−1
ρ if ρ 6= 0
xη lnx if ρ = 0
see, [13, 28] for further properties of regular variations. The function A is in RVρ, see [13,
Theorem 2.3.3], and is called the auxiliary function for f .
Proposition 4.4. For F in the maximum domain of attraction of Fréchet type MDA(Φη)
such that 1−F ∈ 2RV−η,ρ with η > 1, ρ ≤ 0 and auxiliary function A, as the confidence
level α goes to 1, it holds
eα
ESα
=
(η − 1) η−1η (2α− 1) 1η
η
(1− Cη,ρA(qα) + o (A(qα))) ,
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where
Cη,ρ =

η−1
ρη
(
1−(η−1)−
ρ
η
η−ρ−1
)
, ρ 6= 0
1
η
(
ln (η − 1) + 1η−1
)
, ρ = 0
.
Furthermore,
1− β∗
1− α =
η − 1
2α− 1
[
1− (η − 1)
− ρη
η − ρ− 1 A(qα) + o (A(qα)))
]
.
Proof. Let 1 − F be in 2RV−η,ρ with η > 1, ρ ≤ 0 and auxiliary function A. According
to [31, Theorem 3.1], we get
eα =
(
2α− 1
η − 1
) 1
η
qα [1 +Bη,ρA(qα) + o (A(qα))] ,
where
Bη,ρ =
 1ηρ
[
(η−1)1−
ρ
η
η−ρ−1 − 1
]
ρ 6= 0
− 1η ln (η − 1) ρ = 0
.
The condition 1−F ∈ 2RV−η,ρ with auxiliary functionA is equivalent to U is in 2RV 1
η ,
ρ
η
with auxiliary function η−2A(U), see [13, Theorem 2.3.9]. Hence, by [30, Theorem 4.5],
we get
ESα =
η
η − 1qα
[
1 +
1
η(η − ρ− 1)A(qα) + o (A(qα))
]
.
It follows that
eα
ESα
=
(η − 1) η−1η (2α− 1) 1η
η
1 +Bη,ρA(qα) + o (A(qα))
1 + 1η(η−ρ−1)A(qα) + o (A(qα))
=
(η − 1) η−1η (2α− 1) 1η
η
[
1 +
(
Bη,ρ − 1
η(η − ρ− 1)
)
A(qα) + o (A(qα))
]
which gives the required result for eα/ESα.
As for the ratio of (1− β∗)/(1− α), from [31, Proof of Theorem 3.1], we have
E[(L− eα)+] = eα(1− β
∗)
η − 1
[
1 +
1
η − ρ− 1A(eα) + o (A(eα))
]
.
From Relation (4.1), we have eα ∼ (η − 1)−1/ηqα. Since A ∈ RVρ, a straightforward
application of [13, Proposition B.1.10] yields A(eα) = (η − 1)−
ρ
ηA(qα) + o(A(qα))
showing that
E[(L− eα)+]
eα
=
1− β∗
η − 1
[
1 +
(η − 1)− ρη
η − ρ− 1 A(qα) + o (A (qα))
]
.
The first order condition given by Relation (3.2) can also be written as
1− α
2α− 1 =
E[(L− eα)+]
eα
.
Combining the last two equations gives the required result for (1− β∗)/(1− α). 
Remark 4.5. When E[L] 6= 0, for L˜ = L − E[L], following [31], we get that 1 − F˜
is in 2RV−η,(−1)∨ρ with auxiliary function A∗(x) = ηE[L]/x + A(x), where F˜ is the
cumulative distribution of L− E[L].
14
For a given confidence level α, expectile is always less conservative than expected shortfall,
that is, eα ≤ ESα. Proposition 4.3 implies that this inequality is more pronounced for
Fréchet type MDA(Φη) when η is close to 2. For η = 2, it holds that ESα ∼ 2eα. For
heavy tail index η sufficiently close to 1, eα and ESα are asymptotically equivalent.
According to [10] and [23], for a random sample from F having a finite mean the empirical
estimators ESα,n and eα,n converges almost surely to ESα and eα, respectively. If F is
further a Fréchet type MDA(Φη) with η > 1, then almost surely
lim
α↗1
(
lim
n↗∞
eα,n
ESα,n
)
=
(η − 1) η−1η
η
.
For the comparison of the empirical ratio eα,n/ESα,n with the theoretical ratio eα/ESα,
we provide a simulation study for Pareto and Student t distributions with different regular-
ity tail index η and sample size n, see Example 5.3 and 5.4 for more discussion.
In the same sprit of Proposition 4.3, the Euler allocations of expectile can also be formu-
lated as a function of expected shortfall in the sense of the following proposition.
Proposition 4.6. Let L1, . . . , Ld be a non-negative loss profiles in L1 with continuous
distribution such that L =
∑d
k=1 Lk. If the cumulative distribution of L1 belongs to a
Fréchet type MDA(Φη) with η > 1 such that
lim
t↗∞
P [L1 > tx1, . . . , Ld > txd]
P [L1 > t]
exist for all (x1, . . . , xd) ∈ [0,∞]d/{0} and not identically equal to 0, then
eα(Lk|L) ∼ (η − 1)
η−1
η
η
ESα(Lk|L).
Proof. From Proposition 3.4, we have that
eα(Lk|L) =
(
1− 1− α
1− α+ (2α− 1)(1− β∗)
)
E[Lk|L > eα]
+
1− α
1− α+ (2α− 1)(1− β∗)E[Lk].
Under the given assumption, [4] showed that F is Fréchet type MDA(Φη), E[Lk|L >
t] ∼ ckt as t goes to∞ and ESα(Lk|L) ∼ ckqα for some ck > 0 as α goes to1. Together
with Proposition 4.3, this yields
eα(Lk|L) ∼
(
1− 1
η
)
ckeα +
E[Lk]
η
∼ η − 1
η
ckeα
∼ η − 1
η
ESα(Lk|L)eα
qα
∼ (η − 1)
η−1
η
η
ESα(Lk|L).

We now turn to the asymptotic comparison between expectile and expected shortfall for
F in the domain of attraction of Weibull and Gumbel type. For F that belongs to Weibull
type MDA(Ψη), it is known that xˆ <∞. A direct application of [30, 32] yields
Proposition 4.7. Let xˆ := sup{x : F (x) < 1}. For F in the maximum domain of
attraction of Weibull type MDA(Ψη), as α goes to 1 , it holds
1− α = o(1− β∗) and xˆ− ESα
xˆ− eα = o(1).
Proof. The first order condition given by Relation (3.2) can also be re-written as
E[(L− eα)+] = eα(1− α)
2α− 1 .
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Since eα ↗ xˆ asymptotically the first order condition becomes
E[(L− eα)+] ∼ xˆ(1− α).
From [30, Lemma 3.2 and Remark 3.3] we have
E[(L− x)+]
(xˆ− x)(1− F (x)) ∼
1
η + 1
.
Hence, as α goes to 1, it follows that
E[(L− eα)+]
1− β∗ ∼
xˆ− eα
η + 1
which implies 1 − α = o(1 − β∗). From [30, Theorem 3.4] and [32, Proposition 3.3] we
have
xˆ− ESα ∼ η
η + 1
(xˆ− qα) and xˆ− qα
xˆ− eα = o(1)
which yields the desired asymptotic relationship between eα and ESα. 
Since the Weibull type MDA(Ψη) distributions have a finite right end point xˆ, both eα
and ESα converges to xˆ as α goes to 1. Proposition 4.7 implies that ESα converges to xˆ
very fast as compared to eα. Under additional assumption on the distribution of F , we also
provide a second order expansion.
Proposition 4.8. For F in the maximum domain of attraction of Weibull type MDA(Ψη)
such that P [L > 0] > 0 and 1 − F (1/·) ∈ 2RV−η,ρ with η > 0, ρ < 0 and auxiliary
function A, as the confidence level α goes to 1, it holds
xˆ− ESα
xˆ− eα =
η((2α− 1)(xˆ− qα)) 1η+1
(η + 1)Cη[
1 +
(
Cη(xˆ− qα)
η
η+1
(η + 1)xˆ
+
C−ρη
ρ(η − ρ+ 1)A0(qα)
)
(1 + o(1))
]
,
where
Cη = (xˆ(η + 1))
1
η+1 and A0(qα) = A
(
(xˆ− qα)−
η
η+1
)
.
Furthermore,
1− β∗
1− α ∼
(
xˆ(η + 1)
xˆ− qα
) η
η+1
.
Proof. Let 1 − F (xˆ − 1/·) be in 2RV−η,ρ with η > 0, ρ < 0 and auxiliary function A.
According to [30, Proposition 2.4], as x goes to∞ we have 1 − F (xˆ − 1/x) ∼ cx−η for
some c > 0. Hence, by [32, Proposition 3.3], it holds
(4.11) xˆ− eα ∼ Cη(xˆ− qα)
η
η+1 .
In particular, for the same reason as in the proof of Proposition 4.4, it follows that
(4.12) A
(
1
xˆ− eα(L)
)
∼ C−ρη A0 (qα) and A
(
1
xˆ− qα
)
= o
(
A
(
1
xˆ− eα
))
.
The regularity condition on 1−F (xˆ− 1/·) implies that xˆ−U ∈ 2RV− 1η , ρη with auxiliary
function asymptotically equivalent to−η−2A(1/(xˆ−U)) as t goes to∞, see [28]. Hence,
using Relation (4.12), and [36, Theorem 4.5] gives
xˆ− ESα = η(xˆ− qα)
η + 1
1− A
(
1
xˆ−qα
)
η(η − ρ+ 1)(1 + o(1))

=
η(xˆ− qα)
η + 1
[
1 + o
(
A
(
1
xˆ− eα
))]
.
(4.13)
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Using Relation (4.12) and [32, Relation 3.14 and 3.17], we also get that
(4.14)
eα =
(2α− 1)(xˆ− eα)η+1
(η + 1)(xˆ− qα)η
[
1 +
1
ρ
(
η + 1
η − ρ+ 1
)
A
(
1
xˆ− eα
)
+ o
(
A
(
1
xˆ− eα
))]
.
Substituting the left hand side of Equation (4.14) with (4.11) and solving for xˆ− eα gives
(4.15)
(2α− 1) 1η+1
Cη(xˆ− qα)
η
η+1
(xˆ− eα)
=
[
1−
(
Cη(xˆ− qα)
η
η+1
xˆ
+
η + 1
ρ (η − ρ+ 1)A
(
1
xˆ− eα
))
(1 + o(1))
] 1
η+1
= 1−
(
Cη(xˆ− qα)
η
η+1
(η + 1)xˆ
+
1
ρ (η − ρ+ 1)A
(
1
xˆ− eα
))
(1 + o(1)).
Computations using Relations (4.12)-(4.13) and (4.15) yields the required expression of
(xˆ− ESα)/(xˆ− eα).
As for (1−β∗)/(1−α), using the fact that eα goes to xˆ as α goes to 1, [31, Relation 3.13]
and the first order condition given by Relation (3.2) implies that
E[(L− eα)+]
xˆ− eα ∼
1− β∗
η + 1
and
xˆ
xˆ− eα ∼
E[(L− eα)+]
xˆ− eα .
Combining these Relations together with Relation (4.11) yields the result. 
Remark 4.9. When E[L] 6= 0, the proof of Proposition 4.8 allow to derive the expression
xˆ− ESα
xˆ− eα =
η((2α− 1)(xˆ− qα)) 1η+1
(η + 1)C˜η[
1 +
(
C˜η(xˆ− qα)
η
η+1
(η + 1) (xˆ− E[L]) +
C˜−ρη
ρ(η − ρ+ 1)A0(qα)
)
(1 + o(1))
]
where
C˜η = ((xˆ− E[L])(η + 1)) 1η+1 .
A direct combination of results by [30, 36] and [7] yields
Proposition 4.10. For F in the domain of attraction of Gumbel typeMDA(Λ), as the con-
fidence level α goes to 1, it holds 1−α = o(1−β∗). If further F (x) = 1−exp (−xτg(x))
with g ∈ RV0 and τ > 0, then
ln (eα) ∼ ln (ESα).
Moreover, if
(4.16) lim
x↗∞
(
g(cx)
g(x)
− 1
)
ln g(x) = 0
for some constant c > 0, then
eα ∼ ESα.
Proof. From [32, Proposition 3.6], we have 1− F (qα) = o(1− β∗). For F in MDA(Λ),
it is known that 1− F (qα) ∼ 1− α, see [36] for instance. Therefore, 1− α = o(1− β∗).
As for the relationship between expectile and expected shortfall it is a direct consequence
of [30, 36] and [7, Proposition 2.4]. 
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As an application of the asymptotic results, we compare eα and the upper bound(
1− 1− α
α
)
ESα(L) +
1− α
α
E[L]
when F belongs to the domain of attractions of extreme value distributions. In general, this
bound is asymptotically equivalent to ESα. For F in the domain of attraction of Fréchet
type MDA(Φη) with η > 1, it holds that eα/ESα < 1 as α goes to 1. In this particular
case, the bound is not asymptotically equivalent to eα. Every distribution F in the Weibull
type MDA(Ψη) has finite end point xˆ. This implies that both eα and ESα converges to
xˆ. Hence, the bound become asymptotically equivalent to eα provided that xˆ 6= 0. For
F in the Gumbel type MDA(Λ) with finite end point xˆ or satisfying condition (4.16), the
bound also becomes asymptotically equivalent to eα.
5. EXAMPLES AND SIMULATIONS
For many common distributions explicit or semi-explicit expressions for both the quantile
and expected shortfall are known. Taking this advantage, in this section we illustrate the
explicit or semi-explicit computations of expectile using the optimal β∗ and illustrating
some of the results of Section 4 for Beta, exponential, Pareto and Student t distributions.
While Beta distribution is a Weibull type MDA(Ψ1), the exponential is Gumbel type
MDA(Λ). The Pareto and Student t distributions are Fréchet type MDA(Φη) with η = a
and η = ν, respectively. We also include a simulation study for Pareto and Student t distri-
butions to compare the sample size required for empirical ratio eα,n/qα,n and eα,n/ESα,n
to converge the theoretical ratio eα/qα and eα/ESα, respectively.
Example 5.1 (Beta). For a > 0, let FL(x) = xa with x in [0, 1]. Then
qL(β
∗) = β∗1/a, E[L] =
a
a+ 1
and ESβ∗(L) =
a
(
1− β∗ 1a+1
)
(1− β∗)(a+ 1) .
Relation (3.3) gives the optimal β∗ solving
β∗
1
a (α(a+ 1) + (1− 2α)β∗) = aα.
Hence,
eα(L) = β
∗1/a.
For a = 1, the Beta distribution coincides with the standard uniform distribution and it
holds that
β∗ =
√
α(1− α)− α
1− 2α = eα(L).
If a 6= 1, then 1 − FL(1/·) ∈ 2RV−1,−1 with auxiliary function A(x) = (a − 1)x−1/2,
see [30, 32] for instance. By Remark 4.9, we have
1− ESα(L)
1− eα(L) =
√
(a+ 1)(2α− 1)(1− α 1a )
2
√
2 1 + a+ 2
3
√
2(1− α 1a )
a+ 1
(1 + o(1))
 .
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FIGURE 2. Graph of the ratio (1− eα)/(1−ESα) for Beta distribution
with a = 1.01 and a = 1.1.
As α goes to 1, the ratio (1− eα)/(1−ESα) goes to 0. As shown in figure 2, the accuracy
of the second order expansion for (1− eα)/(1− ESα) depends on the parameter a. As a
close to 1, the second order expansion become more accurate.
Example 5.2 (Exponential). Let FL(x) = 1 − exp(−x) for x ≥ 0. Then ESβ∗(L) =
1− ln(1−β∗) and qL(β∗) = −ln(1−β∗). The Relation (3.3) becomes 1 + (1−2α)β∗ =
(1−α)(1− ln(1−β∗)). For x := 1− lnβ∗, it holds (x−2)ex−2 = (2α−1)/((1−α)e).
Thus, x = 2 +W((2α − 1)/(1 − α)e) and β∗ = 1 − exp(1 − x) where,W is Lambert
function9. Therefore,
eα(L) = 1 +W
(
2α− 1
(1− α)e
)
.
A similar expression for eα can also be found in [7]. It is also known that FL belongs to
Gumbel type MDA(Λ) and satisfy condition (4.16). Hence, eα(L) ∼ ESα(L).
Example 5.3 (Pareto). For a > 1 and x ≥ 0, let FL(x) = 1−(1/(x+1))a. It follows that
qL(β
∗) = (1− β∗)−1/a−1, E[L] = 1/(a−1) and ESβ∗(L) = aE[L](1− β∗)−1/a−1.
Relation (3.3) gives the optimal β∗ solving
a(1− α)
(
(1− β∗) 1a − 1
)
+ α+ (1− 2α)β∗ = 0.
Hence,
eα(L) = (1− β∗)−1/a − 1.
In particular, for a = 2,
β∗ =
α+ 2
√
α(1− α)
1 + 2
√
α(1− α) , and eα(L) =
√
α(1− α)
1− α .
It also holds that 1 − FL ∈ 2RV−a,−1 with auxiliary function A(x) = a/x, see [24, 32].
By Remark 4.5, for L˜ = L − E[L] it follows that 1 − FL˜ ∈ 2RV−a,−1 with auxiliary
function A∗(x) = a2x−1/(a− 1). Hence, by Proposition 4.4, it holds that
eα(L˜)
ESα(L˜)
=
(a− 1) a−1a (2α− 1) 1a
a
(
1 +
1− (a− 1) 1a
(1− α)− 1a − aa−1
(1 + o(1))
)
.
The cash-invariant property gives
eα(L) =
1
a− 1 +
(
2α− 1
a− 1
) 1
a (
(1− α)− 1a − 1
)(
1 +
1− (a− 1) 1a
(1− α)− 1a − aa−1
(1 + o(1))
)
.
9W is a function such that xex = y if and only if x =W(y).
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FIGURE 3. Graph of eα(L˜)/ESα(L˜) for Pareto distribution for a = 1.8
and a = 2.9.
The second order expansion is more accurate than the first order one. The accuracy seems
better when the tail become more heavier, see Figure 3.
Example 5.4 (Standard Student t). Let L be a standard Student t with degree of freedom
v > 1. From [33], we get
ESβ∗(L) =
1
(1− β∗)(v − 1)ψ(Ψ
−1(β∗))
(
v + (Ψ−1(β∗))2
)
where Ψ and ψ are the cumulative distribution and probability density function of the
standard Student t distribution with v degree of freedom, respectively. Relation (3.3), yields
the optimal β∗ solving
Ψ−1(β∗) =
(2α− 1)ψ(Ψ−1(β∗))(v + (Ψ−1(β∗))2)
(v − 1)((1− 2α)β∗ + α) .
Hence,
eα(L) =
(2α− 1)ψ(Ψ−1(β∗))(v + (Ψ−1(β∗))2)
(v − 1)((1− 2α)β∗ + α) .
It also holds that η = ν such that 1 − FL ∈ 2RV−ν,−2 with auxiliary function A(x) =
ν2(ν + 1)x−2/(ν + 2), see [24, 32]. By Proposition 4.4, it holds that
eα(L)
ESα(L)
=
(ν − 1) ν−1ν (2α− 1) 1ν
ν
1 + (ν − 1)
(
1− (ν − 1) 2ν
)
2(ν + 2)(q2L(α))
(1 + o(1))
 .
Figure 4 shows that the second order expansion is more accurate than the first order one.
The simulation results suggests that the accuracy of the second order expansion is better
when the distribution become more heavier.
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FIGURE 4. Graph of eα/ESα for standard Student t distribution for
ν = 1.8 and ν = 2.9.
As shown in Section 4, in order to have the same bound for the probability of an estimation
error bigger than a fixed threshold ε, value at risk needs more observations than expected
shortfall and expectile as α goes to 1, when the data is sampled from a heavy tailed distri-
bution. As a result of this fact, the same argument can be applied for the ratio of expectile
to quantile versus the ratio of expectile to expected shortfall. To illustrate this fact, we
compare the empirical ratios eα,n/qα,n and eα,n/ESα,n with the theoretical ratio eα/qα
and eα/ESα, respectively by generating a random sample from Pareto and Standard Stu-
dent t distributions with tail index η = 2.1 and η = 2.3. We denote by Err% the absolute
relative percentage error
∣∣∣∣eα/qα − eα,n/qα,neα/qα
∣∣∣∣× 100% and ∣∣∣∣eα/ESα − eα,n/ESα,neα/ESα
∣∣∣∣× 100%
of the empirical ratio to the theoretical ratio for quantile and expected shortfall, respec-
tively. Table 1–4 compares the relative percentage error of the empirical ratios eα,n/qα,n
and eα,n/ESα,n with the theoretical ratio eα/qα and eα/ESα, respectively. Indeed, both
tables suggest that for Pareto and Student t distributions the ratio eα,n/ESα,n converges
to eα/ESα faster than the ratio of expectile to value at risk.
n = 106 n = 5× 105 n = 105
α Theo. Ratio Emp. Ratio Err% Emp. Ratio Err% Emp. Ratio Err%
98.3% 1.0941 1.1066 1.14% 1.0948 0.05% 1.0697 2.24%
Expectile vs 98.7% 1.0759 1.0922 1.53% 1.0753 0.06% 1.0593 1.55%
Value at Risk 99.1% 1.0551 1.0742 1.81% 1.0557 0.05% 1.0499 0.49%
99.5% 1.0294 1.0491 1.91% 1.0373 0.76% 0.9940 3.44%
99.9% 0.9888 1.0238 3.53% 0.9805 0.84% 0.9456 4.37%
98.3% 0.5307 0.5308 0.02% 0.5307 0.00% 0.5310 0.05%
98.7% 0.5273 0.5275 0.04% 0.5272 0.02% 0.5278 0.11%
Expectile vs 99.1% 0.5231 0.5223 0.03% 0.5231 4.50% 0.5238 0.13%
ES 99.5% 0.5177 0.5177 0.00% 0.5177 0.01% 0.5183 0.11%
99.9% 0.5086 0.5083 0.05% 0.5086 0.00% 0.5103 0.34%
TABLE 1. The ratio eα,n/qα,n, eα/qα, eα,n/ESα,n, eα/ESα and rela-
tive percentage error of Pareto distribution with a = 2.1.
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n = 106 n = 5× 105 n = 105
α Theo. Ratio Emp. Ratio Err% Emp. Ratio Err% Emp. Ratio Err%
98.3% 0.9577 0.9422 4.71% 0.9387 4.34% 0.9839 9.07%
Expectile vs 98.7% 0.9574 0.9386 4.42% 0.9363 4.17% 0.9892 9.69%
Value at Risk 99.1% 0.9569 0.9370 4.34% 0.9268 3.27% 0.9929 10.18%
99.5% 0.9565 0.9269 3.39% 0.9220 2.88% 0.9913 10.13%
99.9% 0.9559 0.9180 2.63% 0.8859 0.73% 0.9593 6.94%
98.3% 0.4918 0.4919 0.56% 0.4919 0.56% 0.4911 0.73%
98.7% 0.4938 0.4942 0.56% 0.4942 0.55% 0.4932 0.77%
Expectile vs 99.1% 0.4959 0.4964 0.56% 0.4965 0.52% 0.4952 0.79%
ES 99.5% 0.4980 0.4989 0.48% 0.4990 0.47% 0.4973 0.81%
99.9% 0.5000 0.5017 0.38% 0.5030 0.12% 0.4998 0.78%
TABLE 2. The ratio eα,n/qα,n, eα/qα, eα,n/ESα,n, eα/ESα and rela-
tive percentage error for standard Student t distribution with ν = 2.1.
The simulation result also suggest that with ν = 2.1 for Student t distribution more obser-
vations may be needed for eα,n/qα,n than eα,n/ESα,n to converge to the theoretical ratio
as compared to Pareto distribution with a = 2.1, see Table 1 and 2.
n = 106 n = 5× 105 n = 105
α Theo. Ratio Emp. Ratio Err% Emp. Ratio Err% Emp. Ratio Err%
98.3% 1.0272 1.0364 0.88% 1.0136 1.34% 1.0173 0.97%
Expectile vs 98.7% 1.0102 1.0229 1.26% 0.9992 1.08% 0.9921 1.79%
Value at Risk 99.1% 0.9905 1.0051 1.47% 0.9785 1.21% 0.9576 3.33%
99.5% 0.9661 0.9794 1.37% 0.9474 1.94% 0.9229 4.47%
99.9% 0.9270 0.9630 3.88% 0.8820 4.85% 0.8852 4.52%
98.3% 0.5331 0.5330 0.02% 0.5335 0.07% 0.5340 0.17%
98.7% 0.5299 0.5297 0.03% 0.5304 0.09% 0.5309 0.19%
Expectile vs 99.1% 0.5260 0.5257 0.06% 0.5266 0.12% 0.5275 0.29%
ES 99.5% 0.5209 0.5204 0.11% 0.5218 0.17% 0.5238 0.55%
99.9% 0.5123 0.5107 0.33% 0.5157 0.65% 0.5184 1.18%
TABLE 3. The Ratio eα,n/qα,n, eα/qα, eα,n/ESα,n, eα/ESα and rel-
ative percentage error for Pareto distribution with a = 2.3.
n = 106 n = 5× 105 n = 105
α Theo. Ratio Emp. Ratio Err% Emp. Ratio Err% Emp. Ratio Err%
98.3% 0.8971 0.8967 0.04% 0.8962 0.09% 0.9190 2.45%
Expectile vs 98.7% 0.8963 0.8953 0.12% 0.8940 0.26% 0.9165 2.25%
Value at Risk 99.1% 0.8955 0.8925 0.34% 0.9034 0.88% 0.9211 2.86%
99.5% 0.8944 0.8976 0.36% 0.8990 0.51% 0.9130 2.07%
99.9% 0.8929 0.8933 0.04% 0.8666 2.94% 0.9429 5.60%
98.3% 0.4947 0.4946 0.04% 0.4950 0.05% 0.4932 0.32%
98.7% 0.4969 0.4970 0.00% 0.4972 0.04% 0.4951 0.37%
Expectile vs 99.1% 0.4991 0.4992 0.02% 0.4989 0.05% 0.4972 0.40%
ES 99.5% 0.5014 0.5012 0.04% 0.5008 0.11% 0.4996 0.36%
99.9% 0.5037 0.5033 0.07% 0.5066 0.56% 0.5009 0.55%
TABLE 4. The ratio eα,n/qα,n, eα/qα, eα,n/ESα,n, eα/ESα and rela-
tive percentage error for standard Student t distribution with ν = 2.3.
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