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SU(4)-HOLONOMY VIA THE LEFT-INVARIANT HYPO AND
HITCHIN FLOW
MARCO FREIBERT
Abstract. The Hitchin flow constructs eight-dimensional Riemannian mani-
folds (M, g) with holonomy in Spin(7) starting with a cocalibrated G2-structure
on a seven-dimensional manifold. As Sp(2) ⊆ SU(4) ⊆ Spin(7), one may also
obtain Calabi-Yau fourfolds or hyperKa¨hler manifolds via the Hitchin flow.
In this paper, we show that the Hitchin flow on almost Abelian Lie algebras
and on Lie algebras with one-dimensional commutator always yields Riemann-
ian metrics with Hol(g) ⊆ SU(4) but Hol(g) 6= Sp(2). We investigate when
we actually get Hol(g) = SU(4) and obtain so many new explicit examples
of Calabi-Yau fourfolds. The results rely on the connections between cocali-
brated G2-structures and hypo SU(3)-structures and between the Hitchin and
the hypo flow and on a systematic study of hypo SU(3)-structures and the
hypo flow on Lie algebras. This study gives us many other interesting results:
We obtain full classifications of hypo SU(3)-structures with particular intrinsic
torsion on Lie algebras. Moreover, we can exclude reducible or Sp(2)-holonomy
or do get Hol(g) = SU(4) for the Riemannian manifolds obtained by the hypo
flow with initial values in some other intrinsic torsion classes.
1. Introduction
In Riemannian geometry, dimension eight is of particular interest for various
reasons. First of all, an eight-dimensional Riemannian manifold (M, g) can have
exceptional holonomy Spin(7). However, there are even two other irreducible spe-
cial holonomy groups from Berger’s list [Be] in this dimension, namely SU(4), i.e.
(M, g) can be Calabi-Yau, or Sp(2), i.e. (M, g) can be hyperKa¨hler. In all three
cases, (M, g) is Ricci-flat and admits one or more parallel spinor fields [W]. Both
properties make these manifolds also very attractive for physicists and they occur
as internal spaces in M - or F -theory compactifications, cf., e.g., [ALRY], [V].
A method to construct eight-dimensional Riemannian manifolds with holonomy
in Spin(7) or SU(4) is by the so-called Hitchin or hypo flow, respectively. These
flows are systems of partial differential equations for one-parameter families of co-
calibrated G2- or hypo SU(3)-structures on a seven-dimensional manifoldM , whose
solution on an interval I then defines a Riemannian metric g = gt+dt
2 onM×I with
holonomy in Spin(7) or SU(4), respectively. Conversely, given a eight-dimensional
Riemannian manifold N with holonomy in Spin(7) or SU(4), any oriented hypersur-
faceM in N has an induced cocalibrated G2- or hypo SU(3)-structure, respectively,
and the induced one-parameter families of these geometric structures on equidistant
hypersurfaces in N fulfill the Hitchin or the hypo flow, respectively.
The Hitchin flow has been introduced in [Hi] and local existence and uniqueness
of solutions has been shown for real-analytic initial data in [CLSS]. Analogous
results have been obtained in [CS] for the hypo flow in dimension five and in [C]
and [CF] for the hypo flow in arbitrary odd dimension greater than five. Note that
for smooth initial data, solutions may not exist, cf. [Br] and [AMM].
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A particular interesting and more manageable case occurs when the initial data is
homogeneous. Then the solution of both flows stays homogeneous for all times t ∈ I,
the flow equations get non-linear systems of ordinary differential equations and the
solutions define a cohomogeneity one metric on M × I with holonomy contained in
Spin(7) or SU(4), respectively. In the homogeneous setting, the Hitchin flow has
been solved explicitly for certain initial values, cf., e.g, [R1], [R2], [DFISUV]. In
some of these cases, the holonomy of the outcoming Riemannian manifold has been
determined and it was found that there are examples with full holonomy Spin(7)
but that in many cases the holonomy reduces further to SU(4) ⊆ Spin(7).
Generally, the Hitchin flow cannot be solved explicitly even in the homogeneous
setting and it is then of interest to find conditions on the initial value which en-
sure such a holonomy reduction or full holonomy. In this paper, we provide such
conditions for the left-invariant Hitchin flow on certain kinds of Lie groups. More
exactly, we show that any cocalibrated G2-structure ϕ on an almost Abelian Lie
algebra or a Lie algebra with one-dimensional commutator is induced by a hypo
SU(3)-structure (α, ω, ψ) and then use the general fact that then the Hitchin flow
with initial value ϕ is induced by the hypo flow with initial value (α, ω, ψ), so nec-
essarily the Hitchin flow with initial value ϕ yields a Riemannian manifold with
holonomy contained in SU(4). Moreover, we exclude the third possible irreducible
holonomy group Sp(2) ⊆ SU(4) in dimension eight in the two mentioned cases and
obtain so that the Hitchin flow on the seven-dimensional Heisenberg algebra h7
always yields SU(4)-holonomy metrics. Also, we examine when the Hitchin flow on
almost Abelian Lie algebras g leads to Riemannian manifolds with holonomy equal
to SU(4) if there is a basis of g which stays orthogonal during the Hitchin flow.
The mentioned results rely on a proper investigation of hypo SU(3)-structures
and of the hypo flow on seven-dimensional Lie algebras in Sections 3 and 4, leading
also to many other interesting results for hypo SU(3)-structures and the hypo flow.
More exactly, after an introduction to theG-structures occuring in this paper and
to the two mentioned flows in Section 2, we compute the intrinsic torsion of (hypo)
SU(3)-structures in Subsection 3.1. In Subsection 3.2, we consider different tor-
sion classes of hypo SU(3)-structures and obtain some general results for arbitrary
manifolds M . On Lie algebras, we classify hypo SU(3)-structures for which ker(ω)
is an ideal in terms of six-dimensional Ka¨hler Lie algebras with additional data,
classify all hypo SU(3)-structures with dα = 0, show that hypo SU(3)-structures
with invariant intrinsic torsion (λ1, λ2) ∈ R2 with λ1λ2 < 0 cannot exist and give
explicit examples with λ1λ2 > 0 in Example 3.16. Note that in [CF], hypo SU(3)-
structures on Lie algebras of the form R4 ⋊ h with a four-dimensional solvable Lie
algebra fulfilling dα = −2ω are classified, including some examples with invariant
intrinsic torsion with λ1λ2 > 0. However, our examples with invariant intrinsic
torsion are new and not contained in [CF].
In Section 4, we look at the hypo flow on Lie algebras. We first show that the
hypo flow preserves various intrinsic torsion classes and reduces to simpler flow
equations in these intrinsic torsion classes. Our first main result is Theorem 4.6,
which states that for initial values with dψ = iλ2ψ and (dα)
3 6= 0, the hypo flow
always yields Riemannian manifolds with irreducible holonomy Sp(2) or SU(4). The
proof uses the mentioned simpler form of the flow equations to show that there is a
basis which stays orthogonal during the flow, which then allows to prove that parts
of the Riemannian curvature tensor do not vanish, implying good enough lower
bounds on the dimension of the holonomy group by Ambrose-Singer to conclude
the result. Afterwards, we investigate the possibility of holonomy equal to Sp(2),
using representation theoretic arguments to show that then the initial hypo SU(3)-
structure is induced by a hypo Sp(1)-structure and that the hypo flow comes, in
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fact, from a flow of hypo Sp(1)-structures. But the existence of such an Sp(1)-
structure inducing a hypo SU(3)-structure of particular intrinsic torsion implies
various constraints on the Lie algebra. These constraints together with the flow
equations for the hypo Sp(1)-structures allow us exclude holonomy equal to Sp(2)
for the Riemannian manifold obtained by the hypo flow for initial values with
dα = 0 and allow us to show that for initial values with invariant intrinsic torsion
and λ1 6= 0 we always get holonomy equal to SU(4). Moreover, we give new explicit
examples of such holonomy SU(4)-metrics in Example 4.14.
Finally, in Section 5, we put our results together in Subsection 5.1 and prove
the mentioned reduction results for the holonomy of the Riemannian manifolds ob-
tained by the Hitchin flow on almost Abelian Lie algebras, on Lie algebras with
one-dimensional commutator and on h7. We also give an explicit example of a
holonomy SU(4)-metric obtained by the Hitchin flow on h7 in Example 5.4. In the
final Subsection 5.2, we determine all cocalibrated G2-structures on almost Abelian
Lie algebras for which there exists a particular type of basis which stays orthog-
onal during the Hitchin flow and for which the outcoming Riemannian manifold
has holonomy equal to SU(4). This leads then to many new explicit examples of
Riemannian manifolds with holonomy equal to SU(4).
2. The Hitchin and the hypo flow
In this section, we define the different kinds of G-structures appearing in this
article and introduce the Hitchin and the hypo flow. All these G-structures will
be defined by a collection of differential forms whose common model forms on Rn
have stabilizer G. As SU(3) will appear both as a subgroup of SO(6) as well as one
of SO(7), we stick to the notation given in [MC] and call SU(n)-structures in even
dimensions special almost Hermitian structures. More information on the discussed
G-structures and flows as well as proofs of the mentioned properties can be found,
e.g., in [CF], [CLSS], [Hi], [MC] and [SH].
We start by recalling the concept of model forms :
Definition 2.1. Let M be an n-dimensional manifold and ρi ∈ ΩkiM be a ki-form
on M for i = 1, . . . ,m. The m-tuple (ρ1, . . . , ρm) is said to have the model forms
(ρ01, . . . , ρ
0
k) ∈ Λk1 (Rn)∗ × . . .× Λkm (Rn)∗ if for all x ∈ M there exists an isomor-
phism u : Rn → TxM such that
(
u∗(ρ1)x, . . . , u∗(ρm)x
)
= (ρ01, . . . , ρ
0
m). In this
case, we call (u(e1), . . . , u(en)) an adapted basis (for (ρ1, . . . , ρm)). If the common
GL(n,R)-stabilizer of (ρ01, . . . , ρ
0
k) ∈ Λk1 (Rn)∗ × . . .× Λkm (Rn)∗ is in SO(n), then
one has a well-defined induced Riemannian metric g(ρ1,...,ρm) and orientation by
requiring that adapted bases are orthonormal and oriented. So we also have an
induced Hodge star operator ⋆(ρ1,...,ρm).
We proceed by defining the different geometric structures that we need in this
article and start with special almost Hermitian structures :
Definition 2.2. LetM be a 2n-dimensional manifold with n ≥ 3. A special almost
Hermitian structure on M is a pair (Ω,Ψ) ∈ Ω2M ×Ωn(M,C) with model tensors(
e12 + . . .+ e2n−1 2n, e1C ∧ . . . ∧ enC
) ∈ Λ2 (R2n)∗ × Λn (R2n)∗ ⊗ C,
where ej
C
:= e2j−1 − ie2j for j = 1, . . . , n. We usually set Ψ+ := ReΨ and Ψ− :=
Im(Ψ) so that Ψ = Ψ+ + iΨ−. Note that any Ψ ∈ Ωn(M,C) with model tensor
e1
C
∧ . . . ∧ en
C
and any Ω ∈ Ω2M with model tensor e12 + . . . + e2n−1 2n naturally
define volume forms φ(Ψ) and φ(Ω) on M by
φ(Ψ) :=
{
1
4Ψ ∧Ψ = 12Ψ2+, if n is even,
1
4iΨ ∧Ψ = 12Ψ− ∧Ψ+, if n is odd,
, φ(Ω) = Ω
n
n! .
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For a special almost Hermitian structure, these two volume forms fulfill the nor-
malization condition
(2.1) φ(Ψ) = 2n−2φ(Ω).
As the common GL(2n,R)-stabilizer of the model tensors is SU(n) ⊆ SO(2n), we
have an induced Riemannian metric g(Ω,Ψ). Moreover, we get an induced almost
complex structure JΨ if we require that for any x ∈ M and for any adapted basis
(f1, . . . , f2n) at x we have
(JΨ)x (f2i−1) = −f2i, (JΨ)x (f2i) = f2i−1
for all i = 1, . . . , n. The stabilizer of the model tensor of Ψ is SL(n,C) ⊆ GL(n,C) ⊆
GL(2n,R) and so JΨ depends, in fact, only on Ψ as the notation indicates. Even
more, if n = 2l − 1 is odd and M is oriented, then already a real n-form Ψ+ with
model tensor Re
(
e1
C
∧ . . . ∧ en
C
)
induces an almost complex structure given in an
adapted basis as above and Ψ := Ψ++ i(−1)lJ∗Ψ+Ψ+ has model tensor e1C∧ . . .∧enC,
cf., e.g., [SH, Chapter 1, Proposition 1.5]. In this situation, we set φ(Ψ+) := φ(Ψ).
Coming back to arbitrary special almost Hermitian structures, one easily sees
that the pair (g(Ω,Ψ), JΨ) constitutes an almost Hermitian structure with fundamen-
tal two-form Ω, i.e. JΨ is orthogonal with respect to g(Ω,Ψ) and Ω = g(Ω,Ψ)(·, JΨ·).
Now an almost Hermitian structure is Ka¨hler if and only if the fundamental two-
form is closed and the almost complex structure is integrable. So the induced almost
Hermitian structure is Ka¨hler if and only if
dΩ =0,
dΨ =(γ + iJ∗Ψγ) ∧Ψ = γ ∧Ψ+ − J∗Ψγ ∧Ψ− + i (γ ∧Ψ− + J∗Ψγ ∧Ψ+)
for some γ ∈ Ω1M , cf., e.g., [SH, Chapter 3, Proposition 1.3]. However, J∗Ψγ∧Ψ− =
−γ ∧ Ψ+ and J∗Ψγ ∧ Ψ+ = γ ∧ Ψ−, and so the second equation is equivalent to
dΨ = β∧Ψ for some β ∈ Ω1M . We also call (Ω,Ψ) then Ka¨hler and if additionally
β = 0, i.e. if
dΩ = 0, dΨ = 0,
(Ω,Ψ) is called a Calabi-Yau structure. In this case, (Ω,Ψ) is parallel,Hol(g(Ω,Ψ)) ⊆
SU(n) and g(Ω,Ψ) is Ricci-flat. Note that if n ≥ 4, then (Ω,Ψ) is already Calabi-Yau
if dΩ = 0 and dΨ+ = 0 as then automatically dΨ− = 0 [MC].
Remark 2.3. The case n = 3 is rather special in the sense that the set of real 3-forms
on a six-dimensional vector space V with model tensor Re
(
e1
C
∧ e2
C
∧ e3
C
)
is an open
subset of Λ3V ∗. Note further that the set of two-forms on V with model tensor
e12 + e34 + e56 is open in Λ2V ∗ as well. Moreover, a pair (Ω, ψ) ∈ Λ2V ∗ × Λ3V ∗ is
a special almost Hermitian if and only if both have individually the model tensors
e12 + e34 + e56 and Re
(
e1
C
∧ e2
C
∧ e3
C
)
, respectively, ω ∧ ψ = 0, the normalization
condition (2.1) holds for n = 3 and ω(Jψ·, ·) is positive-definite, the latter condition
being an open condition if the other conditions hold.
Next, we define SU(3)-structures on seven dimensional manifolds.
Definition 2.4. Let M be a seven-dimensional manifold. An SU(3)-structure on
M is a triple (α, ω, ψ) ∈ Ω1M × Ω2M × (Ω3(M,C)) with model tensor
(α0, ω0, ψ0) :=
(
e7, e12 + e34 + e56, e1C ∧ e2C ∧ e3C
) ∈ (R7)∗ × Λ2 (R7)∗ × Λ3 (R7)∗ .
We always set ρ := Re(ψ) and ρˆ := Im(ψ) so that ψ = ρ+ iρˆ. There is a natural
six-dimensional distribution Dα defined as the kernel of α and a complementary
one-dimensional distribution Dω defined as the kernel of ω. Moreover, we denote
in this situation by X the vector field tangential to Dω ⊆ TM with α(X) = 1 and
call it the Reeb vector field of (α, ω, ψ).
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Now the restriction of (ω, ψ) to Dα is a special almost Hermitian structure on
Dα in the sense that for any x ∈ M it is a special almost Hermitian structure
on the vector space (Dα)x. By the above, we have an almost Hermitian structure
(g(ω,ψ), Jψ) on Dα and we define a Riemannian metric g(α,ω,ψ) on M by
g(α,ω,ψ) = g(ω,ψ) + dα
2.
This Riemannian metric coincides with the one induced by the SU(3)-structure as
in Definition 2.1. Similarly, we extend Jψ to a vector bundle morphism J(α,ψ) of
TM by J(α,ψ)(X) = 0. Note that then
(
J(α,ψ), X, α, g(α,ω,ψ)
)
is an almost contact
metric structure on M with associated fundamental two-form ω.
We define (1, 0)- and (0, 1)-forms β ∈ Ω1(M,C) by requiring that β ◦J(α,ψ) = iβ
or β ◦ J(α,ψ) = −iβ, respectively. This allows then to define also (complex) (p, q)-
forms and real forms of type (p, q) and (q, p). Note that all these forms have
Dα in their kernel. For these forms, we may define a Lefschetz operator and so
also primitive differential forms. We use the usual notations for all these spaces
like Ωp,qM for the space of all complex (p, q)-forms or [[Ωp,q0 M ]] for the space of
all primitive real forms of type (p, q) and (q, p) noting that now ΛkTM ⊗ C 6=∑k
i=0 Λ
i,k−i. Finally, we call an SU(3)-structure (α, ω, ψ) hypo if
dω = 0, d(α ∧ ψ) = 0.
Next, we consider another G-structure in seven dimensions.
Definition 2.5.
Let M be a seven-dimensional manifold. A G2-structure on M is a three-form
ϕ ∈ Ω3M with model tensor
ϕ0 := ω0 ∧ α0 + ρ0.
As the GL(7,R)-stabilizer of ϕ0 is G2 ⊆ SO(7), we get an induced Riemannian
metric gϕ and an induced orientation and so also a Hodge star operator ⋆ϕ. One
then has
(⋆ϕϕ)x = f
1234 + f1256 + f3456 + f1367 + f1457 + f2367 − f2467
for all x ∈ M and for any adapted basis (f1, . . . , fn) at x ∈ M . ϕ is called
cocalibrated if
d ⋆ϕ ϕ = 0.
One knows that ϕ is parallel, and so Hol(gϕ) ⊆ G2, if and only dϕ = 0 and
d ⋆ϕ ϕ = 0 [FG].
Finally, we will also need the following G-structure in eight dimensions.
Definition 2.6. Let M be an eight-dimensional manifold. A four-form Φ ∈ Ω4M
is called Spin(7)-structure on M if it has model tensor
Φ0 = ϕ0 ∧ e8 + ⋆ϕ0ϕ0 ∈ Λ4
(
R
8
)∗
As the stabilizer of Φ0 is Spin(7) ⊆ SO(8), we have an induced Riemannian metric
gΦ. Moreover, Φ is parallel with respect to ∇gΦ if and only if dΦ = 0 and then
Hol(gΦ) ⊆ Spin(7).
Next, we recall the Hitchin flow:
Proposition 2.7 (Hitchin). Let M be a seven-dimensional manifold, I be an open
interval and t be the standard coordinate on I. Moreover, let Φ ∈ Ω4(M × I) be a
parallel Spin(7)-structure on M × I such that the induced Riemannian metric is of
the form g(t)+ dt2. Then the induced smooth one-parameter family I ∋ t 7→ ϕ(t) ∈
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Ω3M given by ϕ(t) := − ∂
∂t
yΦ
∣∣
M×{t} consists of cocalibrated G2-structures which
fulfill Hitchin’s flow equations
(2.2)
d
dt
⋆ϕ(t) ϕ(t) = −dϕ(t).
Conversely, any smooth one-parameter family I ∋ t 7→ ϕ(t) of G2-structures on M
which is cocalibrated for some t0 ∈ I and fulfills Hitchin’s flow equations (2.2) on
I defines a parallel Spin(7)-structure Φ on M × I given by
(2.3) Φ := ϕ(t) ∧ dt+ ⋆ϕ(t)ϕ(t).
The Riemannian metric gΦ on M×I is given by gΦ = gϕ(t)+dt2 and has holonomy
in Spin(7).
The Riemannian manifold (M×I, g) obtained by the Hitchin flow has, in general,
not holonomy equal to Spin(7). We are, in fact, interested in the cases when the
holonomy is less than Spin(7) but still irreducible. Then the holonomy is either
equal to SU(4) or to Sp(2) and we have a Calabi-Yau structure or a hyperKa¨hler
structure, respectively. We will mainly talk about the first case and refer for a
discussion of the second case to Subsection 4.3. Similarly to above for Spin(7)-
structures onM×I, we may obtain Calabi-Yau structures of certain kind onM×I
by the flow of one-parameter families of structures induced on the hypersurfaces
M × {t}. Here, the induced structures are hypo SU(3)-structures. More exactly,
we have:
Proposition 2.8 (Conti, Fino). Let M be a seven-dimensional manifold, I be an
open interval and t be the standard coordinate on I. Let (Ω,Ψ) ∈ Ω2(M × I) ×
Ω4(M×I)⊗C be a Calabi-Yau structure on M×I such that the induced Riemannian
metric is of the form g(t)+dt2. Then the induced smooth one-parameter family I ∋
t 7→ (α(t), ω(t), ψ(t)) ∈ Ω1M × Ω2M × Ω3(M,C) given by α(t) := − ∂
∂t
yΩ
∣∣
M×{t},
ω(t) := Ω|M×{t}, ψ(t) := −i ∂∂tyΨ
∣∣
M×{t} consists of hypo SU(3)-structures which
fulfill the hypo flow equations (for SU(3)-structures)
(2.4)
d
dt
ω(t) = −dα(t), d
dt
(α(t) ∧ ψ(t)) = −idψ(t)
Conversely, any smooth one-parameter family I ∋ t 7→ (α(t), ω(t), ψ(t)) of SU(3)-
structures on M which is hypo for some t0 ∈ I and fulfills the hypo flow equations
(2.4) on I defines a Calabi-Yau structure (Ω,Ψ) on M × I given by
(2.5) Ω := ω(t) + α(t) ∧ dt, Ψ := ψ(t) ∧ (α(t) − idt)
Moreover, the induced Riemannian metric g(Ω,Ψ) on M × I is given by g(Ω,Ψ) =
g(α(t),ω(t),ψ(t)) + dt
2 and has holonomy in SU(4).
Remark 2.9. • Note that there are some different sign conventions in Defini-
tion 2.6, Proposition 2.7 and Proposition 2.8 as, e.g., in [CLSS] and [CF].
• Note further that the flows studied in Proposition 2.7 and Proposition 2.8
are known to admit a unique local solution on an open neighborhood U of
M×{0} inM×R for a given initial real-analytic cocalibrated G2-structure
or real-analytic hypo SU(3)-structure on a real-analytic seven-dimensional
manifold M [Hi], [C], respectively. For the hypo case, note that [C] states
only the existence of a solution. However, the proof is based on the Cartan-
Ka¨hler theorem which gives also uniqueness in the considered case as M
has codimension one in M × R. In the homogeneous or compact case, we
may choose U =M × I for some open interval I containing 0. Note further
that in the smooth category, these flows do, in general, not have a local
solution, cf. [Br], [AMM].
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As SU(3) ⊆ G2, any SU(3)-structure induces a G2-structure, which turns out to
be cocalibrated if the SU(3)-structure is hypo. Moreover, the solutions of the hypo
and the Hitchin flow for these initial values are then related in the same way:
Lemma 2.10. Let M be a seven-dimensional manifold. Let (α, ω, ψ) ∈ Ω1M ×
Ω2M × Ω3M be a hypo SU(3)-structure on M . Then ϕ := ω ∧ α − ρˆ ∈ Ω3M is
a cocalibrated G2-structure with Hodge dual ⋆ϕϕ =
ω2
2 + α ∧ ρ inducing the same
metric as (α, ω, ψ). Moreover, if I ∋ t 7→ (α(t), ω(t), ψ(t)) ∈ Ω1M × Ω2M × Ω3M
is a solution of the hypo flow for SU(3)-structures on M with initial value (α, ω, ψ),
then t 7→ ϕ(t) := ω(t) ∧ α(t) − ρˆ(t) ∈ Ω3M is a solution of the Hitchin flow on M
with initial value ϕ and the induced Riemannian metric on M × I coincides with
the one induced by t 7→ (α(t), ω(t), ψ(t)).
Proof. The fact that ϕ = ω ∧ α − ρˆ is a G2-structure with Hodge dual ω22 + α ∧ ρ
can be checked using at each point p ∈M an adapted basis (e1, . . . , e7) for (α, ω, ψ)
and noting that then (−e2, e1,−e4, e3,−e6, e5, e7) is an adapted basis for ϕ. But
then the closure of the Hodge dual is clear as (α, ω, ψ) was hypo. Moreover, by the
hypo flow equations,(
⋆ϕ(t)ϕ(t)
)′
= ω′(t) ∧ ω(t) + (α(t) ∧ ρ(t))′ = −dα(t) ∧ ω(t) + dρˆ(t) = −dϕ(t),
i.e. ϕ(t) solves the Hitchin flow as claimed. 
The last lemma has the following important easy consequence.
Corollary 2.11. Let M be a real-analytic seven-dimensional manifold and ϕ ∈
Ω3M be a real-analytic cocalibrated G2-structure on M which is induced by a real-
analytic hypo SU(3)-structure (α, ω, ψ) ∈ Ω1M × Ω2M × Ω3M in the sense that
ϕ = ω ∧ α − ρˆ. Then the Riemannian manifold obtained by the Hitchin flow with
initial value ϕ has holonomy contained in SU(4).
In the following sections, we will often concentrate on left-invariant structures
on Lie groups G, which we will identify with the corresponding structures on the
associated Lie algebra g. So we are able to speak about cocalibrated G2-structures,
hypo SU(3)-structures, etc., on a Lie algebra g. Moreover, we will consider the
Hitchin/hypo flow on a Lie algebra g by which we mean the corresponding flow
equation on the associated simply-connected Lie group G˜ with left-invariant initial
value. Note that then the solution of the hypo/Hitchin flow stays left-invariant and
we can, in fact, consider the flow as a flow on g.
3. Hypo SU(3)-structures
3.1. Intrinsic torsion of SU(3)-structures. In this section, we compute the in-
trinsic torsion τ of SU(3)-structures (α, ω, ρ) ∈ Ω1M × Ω2M × Ω3(M,C).
Naturally, the intrinsic torsion τ is a section of the vector bundle T ∗M ⊗
su(3)⊥(P ) of rank 91, where P is the SU(3)-reduction of the frame bundle associ-
ated to the SU(3)-structure (α, ω, ρ) and su(3)⊥(P ) is the vector bundle associated
to the natural SU(3)-representation on the orthogonal complement su(3)⊥ of su(3)
in so(7) with respect to the Killing form of so(7). Conti [C] showed that the intrin-
sic torsion is fully determined by the differentials (dα, dω, dψ). As SU(3)-modules,
we have R7 = Dα ⊕ Dω = R6 ⊕ R. Now the well-known representation theory of
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SU(3) gives us
Λ2(R7)∗ =α0 ∧ (R6)∗ ⊕ R · ω0 ⊕ [Λ1,10 (R6)∗]⊕ [[Λ2,0(R6)∗]]
Λ3(R7)∗ =R · α0 ∧ ω0 ⊕ α0 ∧ [Λ1,10 (R6)∗]⊕ α0 ∧ [[Λ2,0(R6)∗]]⊕ R · ρ0 ⊕ R · ρˆ0
⊕
[[
Λ2,10
(
R
6
)∗]]⊕ ω0 ∧ (R6)∗
Λ4(R7)∗ =R · α0 ∧ ρ0 ⊕ R · α0 ∧ ρˆ0 ⊕ α0 ∧
[[
Λ2,10
(
R
6
)∗]]⊕ α0 ∧ ω0 ∧ (R6)∗
⊕ R · (ω0)2 ⊕ [Λ1,10 (R6)∗] ∧ ω0 ⊕ (R6)∗ ∧ ρ0.
as SU(3)-modules. These decompositions induce decomposition of the associated
vector bundles and we can decompose dα, dω, dρ and dρˆ accordingly. We have the
equation ω ∧ ρ = 0 which gives us dω ∧ ρ = −ω ∧ dρ and so relations between the
different components. Similarly, we have dω ∧ ρˆ = −ω ∧ dρˆ. Moreover, dψ has
to lie in the subbundle associated to the SU(3)-module α ∧ (Λ3,0 ⊕ Λ2,1)⊕ Λ3,1 ⊕
Λ2,2. Furthermore, ρˆ ∧ ρ = 23ω3 gives us dρˆ ∧ ρ − ρˆ ∧ dρ = 2dω ∧ ω2. Together,
these equations, the fact that R6 ∋ X 7→ Xy ρ ∈ Λ2,0 (R6)∗ is an SU(3)-module
isomorphism, the identities (β♯y ρ0) ∧ ρ0 = (ω0)2 ∧ β = −(J(β♯)y ρ0) ∧ ρˆ0 for all
β ∈ (R6)∗, which only have to be checked for one particular β ∈ (R6)∗ using
Schur’s Lemma, and straightforward computations yield the following proposition.
Note that parts of the computations are also done in [SH, Chapter 3, Proposition
3.4].
Proposition 3.1. Let (α, ω, ψ) ∈ Ω1M × Ω2M × Ω3(M,C) be an SU(3)-structure
on a seven-dimensional manifold M . Then
dα =α ∧ β1 + µ1ω + ω˜1 + β♯2y ρ,
dω =
3
2
w−1 ρ−
3
2
w+1 ρˆ+ w3 + w4 ∧ ω +
2
3
µ2α ∧ ω − α ∧ (β♯3y ρ) + α ∧ ω˜2,
dρ =w+1 ω
2 + w+2 ∧ ω + w5 ∧ ρ+ µ2α ∧ ρ− µ3α ∧ ρˆ+ α ∧ γ + α ∧ β3 ∧ ω,
dρˆ =w−1 ω
2 + w−2 ∧ ω + w5 ∧ ρˆ+ µ3α ∧ ρ+ µ2α ∧ ρˆ− α ∧ J∗γ − α ∧ J∗β3 ∧ ω
with µ1, µ2, µ3, w
+
1 , w
−
1 ∈ Ω0M , β1, β2, β3, w4, w5 ∈ [[Ω1,0M ]] (i.e. real one-
forms which annihilate Dω), ω˜1, ω˜2, w+2 , w−2 ∈ [Ω1,10 M ] and γ, w3 ∈ [[Ω2,10 M ]] and
where J = J∗(α,ψ) is the almost complex structure induced on Dα. These forms
encode the intrinsic torsion of (α, ω, ψ) which lies in the subbundle associated to
the SU(3)-module
(
R7
)∗ ⊗ so(7)/su(3) = 5R⊕ 5R6 ⊕ 4[Λ1,10 ]⊕ 2[[Λ2,10 ]].
Next, we compute the intrinsic torsion of a hypo SU(3)-structure. Thereto, we
note that dω = 0 if and only if w−1 = 0, w
+
1 = 0, w3 = 0, w4 = 0, µ2 = 0, β3 = 0
and ω˜2 = 0. If this is the case, we have
d(α ∧ ρ) = dα ∧ ρ− α ∧ dρ = α ∧ β1 ∧ ρ+
(
β♯2y ρ
)
∧ ρ− α ∧ w+2 ∧ ω − α ∧w5 ∧ ρ
and so d(α ∧ ρ) = 0 if and only if w5 = β1, β2 = 0 and w+2 = 0. Consequently, if
dω = 0 and d(α ∧ ρ) = 0, then d(α ∧ ρˆ) = −α ∧w−2 ∧ ω and so also d(α ∧ ρˆ) = 0 if
and only if w−2 = 0. Altogether, we obtain:
Proposition 3.2. Let (α, ω, ψ) ∈ Ω1M × Ω2M × Ω3(M,C) be a hypo SU(3)-
structure on a seven-dimensional manifold M . Then
dα =α ∧ β + λ1ω + ω˜,
dρ =β ∧ ρ− λ2α ∧ ρˆ+ α ∧ γ,
dρˆ =β ∧ ρˆ+ λ2α ∧ ρ− α ∧ J∗(α,ψ)γ
(3.1)
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with λ1, λ2 ∈ Ω0M , β ∈ [[Ω1,0M ]], ω˜ ∈ [Ω1,10 M ] and γ ∈ [[Ω2,10 M ]]. So hypo
SU(3)-structure are those SU(3)-structures whose intrinsic torsion lies in the SU(3)-
submodule 2V1⊕V6⊕V8⊕V12 := 2R⊕R6⊕ [Λ1,10
(
R6
)∗
]⊕ [[Λ2,10
(
R6
)∗
]] ⊆ (R7)∗⊗
so(7)/su(3)
We use the decomposition of the intrinsic torsion of a hypo SU(3)-structure to
distinguish them into different classes and say that a hypo SU(3)-structure is of
class 2V1 ⊕ V6 etc. if the intrinsic torsion lies pointwise in 2V1 ⊕ V6 etc. If we need
to distinguish the two V1-classes we denote them by V1(λ1) and V1(λ2).
3.2. Different torsion classes. In this subsection, we consider different torsion
classes and assume throughout this section that (α, ω, ψ) is a hypo SU(3)-structure
on a seven-dimensional manifold M .
3.2.1. Torsion class V1(λ1)⊕ V6 ⊕ V8. Consider the distribution Dω and note that
it is always integrable as it has rank one. Hence, we may consider the leaf space
W := M/Dω, which we assume in the following to be smooth. Then ω is a basic
form and so can be pushed down to a form on W . However, ψ is, in general, only
semi-basic. From Proposition 3.2, we see that it is basic if and only if it is of
class V1(λ1)⊕ V6 ⊕ V8. Moreover, the pushed-down forms then constitute a special
almost Hermitian structure on W . By Proposition 3.2, we have dψ = β ∧ ψ and so
0 = d2ψ = dβ ∧ ψ, which implies Dωy dβ = 0. Hence, β is also basic and by what
we noted in Definition 2.2, the induced special almost Hermitian structure on W is
Ka¨hler.
Proposition 3.3. Let (α, ω, ψ) be a hypo SU(3)-structure of class V1(λ1)⊕V6⊕V8
on a seven-dimensional manifold M and assume that the space of leaves W :=
M/Dω is smooth. Then there exists a Ka¨hler special almost Hermitian structure
(Ω,Ψ) on W with ω = π∗Ω and ψ = π∗Ψ for π : M → W being the canonical
projection.
Next, we like to invert this construction, i.e. we want start with data on W and
construct M and the hypo SU(3)-structure of class V1(λ1) ⊕ V6 ⊕ V8 on M from
the data on W . Thereto, note that by Proposition 3.2 dα = α ∧ β + τ for some
semi-basic τ ∈ Ω2M . As τ should come from data onW , it should be basic. Hence,
0 = d2α = τ ∧ β − α ∧ dβ + dτ and Dωy dβ = 0 imply dτ = −τ ∧ β and dβ = 0.
So assume now that we have a six-dimensional manifold endowed with a special
almost Hermitian structure (Ω,Ψ) with dΨ = β ∧ Ψ such that dβ = 0 and a real
(1, 1)-form τ ∈ Ω2M with dτ = −τ ∧ β. We additionally assume that β is not only
closed but exact and let f ∈ C∞(W ) be such that df = β. Set τ˜ := efτ and note
that dτ˜ = 0. If τ˜ ∈ Ω2W has integral periods, we may build a principal S1-bundle
π : M → W with principal S1-connection θ ∈ Ω1M such that dθ = π∗τ˜ . Setting
α := e−π
∗fθ, we get dα = α ∧ π∗β + π∗τ . So we have obtained
Proposition 3.4. Let (W,Ω,Ψ) be six-dimensional Ka¨hler special almost Hermit-
ian manifold endowed with a real (1, 1)-form τ such that dτ = −τ ∧β for the unique
one-form β with dΨ = β∧Ψ. Assume further that β = df for some f ∈ C∞(W ) and
that efτ has integral periods. Then there exists a principal S1-bundle π∗ :M →W
and a semi-basic one-form α ∈ Ω1M such that (α, π∗Ω, π∗Ψ) is a hypo SU(3)-
structure of class V1(λ1)⊕ V6 ⊕ V8 on M .
Remark 3.5. A special case of Proposition 3.4 is when (W,Ω,Ψ) is Calabi-Yau and
Ω has integral periods. Taking then τ = Ω gives a hypo SU(3)-structure of class
V1(λ1) on the Boothby-Wang fibration over W .
We are ultimately interested in left-invariant hypo SU(3)-structures (α, ω, ψ) on
Lie groups G. As the space of leaves G/Dω should be again a Lie group, we need
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that Dω is an ideal in the associated Lie algebra g. Note that then (α, ω, ψ) is
automatically of class V1(λ1)⊕ V6 ⊕ V8. However, not all hypo SU(3)-structures of
class V1(λ1)⊕ V6 ⊕ V8 have Dω as an ideal.
Take, e.g., the seven-dimensional Lie algebra g defined by the differentials of
a dual basis
(
e1, . . . , e7
)
by (e27,−e17,−e47, e37, 0, 0, 0) and the SU(3)-structure
(α, ω, ψ) :=
(
e7, e12 + e34 + e56, e1
C
∧ e2
C
∧ e3
C
)
on g and note that (α, ω, ψ) is a hypo
SU(3)-structure of class V1(λ1) ⊕ V6 ⊕ V8 (even of class {0}, i.e. parallel) but
Dω = span(e7) is not an ideal.
So we are considering now a stricter class in the left-invariant situation then in
the general situation but are so able to obtain a one-to-one correspondence between
six- and seven-dimensional data.
Theorem 3.6. There exists a one-to-one correspondence between the following
data:
(i) Isomorphism classes of seven-dimensional Lie algebras g endowed with a
hypo SU(3)-structure (α, ω, ψ) such that Dω is an ideal.
(ii) Isomorphism classes of six-dimensional Ka¨hler Lie algebras (h,Ω, J) en-
dowed with a (3, 0)-form Ψ and a real (1, 1)-form τ such that Ψ∧Ψ = 4i3 Ω3
and such that dβ = 0 and dτ = −τ ∧ β for the unique real one-form β ∈ h∗
fulfilling dΨ = β ∧Ψ
Proof. Take first a seven-dimensional Lie algebra g endowed with a hypo SU(3)-
structure (α, ω, ψ) for which Dω is an ideal. Then Proposition 3.3 yields that
h := g/Dω is a six-dimensional Lie algebra which possesses a Ka¨hler special almost
structure (Ω,Ψ) given by the push-downs of (ω, ψ). In particular, Ψ ∧ Ψ = 4i3 Ω3.
Moreover,
0 = d2α = d(α ∧ β + τ) = τ ∧ β − α ∧ dβ + dτ
for some real two-form τ of type (1, 1) with Dωy τ = 0. As Dω is an ideal, we must
have Dωy dτ = 0 and Dωy dβ = 0 and so get dτ = −τ ∧ β and dβ = 0. Pushing
down τ and β to h gives the claimed result.
Let now (h,Ω, J) be a Ka¨hler Lie algebra endowed with a (3, 0)-form Ψ and a
real (1, 1)-form τ such that Ψ∧Ψ = 4i3 Ω3 and such that dβ = 0 and dτ = −τ ∧β for
the unique real one-form β ∈ h∗ fulfilling dΨ = β∧Ψ. We build a seven-dimensional
Lie algebra g as the vector space direct sum h⊕ R together with the Lie brackets
[1, X ]g = −β(X)1, [X,Y ]g = [X,Y ]h − τ(X,Y )1
for allX, Y ∈ h. We have to check the Jacobi identity. To do this, takeX, Y, Z ∈ h.
Then
[1, [X,Y ]g]g + [X, [Y, 1]g]g + [Y, [1, X ]g]g =[1, [X,Y ]h]g + [X, β(Y )1]g − [Y, β(X)1]g
=− β([X,Y ]h)1 = dhβ(X,Y )1 = 0
and ∑
cyc
[X, [Y, Z]g]g =
∑
cyc
[X, [Y, Z]h]g −
∑
cyc
[X, τ(Y, Z)1]g
=
∑
cyc
[X, [Y, Z]h]h −
∑
cyc
τ(X, [Y, Z]h)1−
∑
cyc
β(X)τ(Y, Z)
=− (dhτ + β ∧ τ)1 = 0.
So g is, in fact, a Lie algebra with Dω being an ideal. Let π : g → h be the
projection onto h and note that this map is a Lie algebra homomorphism. Let α be
that element in the annihilator of h in g with α(1) = 1. Then dα = α ∧ π∗β + π∗τ
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and so (α, ω, ψ) := (α, π∗Ω, π∗Ψ) is an SU(3)-structure. Moreover, (α, ω, ψ) is hypo
as dω = π∗dΩ = 0 and
d(α ∧ ψ) = dα ∧ π∗Ψ− α ∧ π∗dΨ = α ∧ π∗(β ∧Ψ) + π∗(τ ∧Ψ)− α ∧ π∗(β ∧Ψ)
=0,
using that τ is of type (1, 1) and ψ of type (3, 0). 
Remark 3.7. • If we start with a six-dimensional Ka¨hler Lie algebra with
dβ = 0 we may always take τ = 0 to construct a seven-dimensional Lie
algebra with hypo SU(3)-structure with Dω being an ideal. Note that then
the hypo SU(3)-structure is of class V6 and Dα is a subalgebra.
• There are six-dimensional Ka¨hler Lie algebras for which β is closed and ones
for which β is not closed. An example with closed β is given in Example
3.8 below whereas an example with dβ 6= 0 is the following one:
Take the six-dimensional Lie algebra h with basis (e1, . . . , e6) such that the
only non-zero Lie bracket (up to anti-symmetry) are [e4, e1] = e1, [e4, e2] =
−e3, [e4, e3] = e2. Set Ω := e14+e23+e56 and define J uniquely by J(e1) =
−e4, J(e2) = −e3, J(e5) = −e6. Then dΩ = 0 and Ψ :=
(
e1 − ie4) ∧(
e2 − ie3)∧ (e5 − ie6) is a non-zero (3, 0)-form with dΨ = (−e1 − e4)∧Ψ.
Hence, (h,Ω, J) is Ka¨hler and and β = −e1−e4 but dβ = −de1 = −e14 6= 0.
Example 3.8. We consider h = r2 ⊕ r2 ⊕ r2 with basis (e1, . . . , e6) whose only
non-zero Lie bracket (up to anti-symmetry) are [e2i−1, e2i] = e2i−1 for i = 1, 2, 3.
Set Ω := e12 + e34 + e56 and J(e2i−1) = −e2i, J(e2i) = e2i−1 for all i = 1, 2, 3.
Then dΩ = 0 and Ψ :=
(
e1 − ie2)∧ (e3 − ie4)∧ (e5 − ie6) is a non-zero (3, 0)-form
with Ψ ∧ Ψ = 4i3 Ω3 and dΨ = (e2 + e4 + e6) ∧ Ψ. So (h, ω, J) is Ka¨hler with
β = e2 + e4 + e6 and dβ = 0. Now
τ := e14 + e16 + e36 − e23 − e25 − e45 + 2Ω
is a (1, 1)-form with dτ = −τ ∧ β. Hence, by Theorem 3.6 the seven-dimensional
Lie algebra g dually defined by
(−e12, 0,−e34, 0,−e56, 0,−e27 − e47 − e67 + τ)
has Dω = span(e7) as ideal and admits the hypo SU(3)-structure (e7,Ω,Ψ) of class
V1(λ1)⊕ V6 ⊕ V8.
3.2.2. Torsion class V1(λ2) ⊕ V6 ⊕ V12. In this section, we are considering hypo
SU(3)-structures (α, ω, ψ) on seven-dimensional manifoldsM of class V1(λ2)⊕V6⊕
V12. Note that Proposition 3.2 shows that (α, ω, ψ) is of class V1(λ2) ⊕ V6 ⊕ V12
if and only if Dα is integrable. If this is the case, we may consider an integral
manifold ι : N →M of Dα and pullback the forms ω and ψ. Then
dι∗ω = 0, dι∗ψ = ι∗dψ = ι∗
(
β ∧ ψ + iλ2α ∧ ψ + α ∧ (γ − iJ∗(α,ψ)γ))
)
= ι∗β∧ι∗ψ
and so the almost Hermitian structure underlying the special almost Hermitian
structure (ι∗ω, ι∗ψ) is Ka¨hler. Moreover,
0 = d2α = d(α ∧ β) = −α ∧ dβ
and so dβ ∈ α∧Ω1M . This implies dι∗β = ι∗dβ = 0. Moreover, (α, ω, ψ) is of class
V1(λ2) ⊕ V12 if and only if dα = 0 and so if and only if (ι∗ω, ι∗ψ) is Calabi-Yau.
Summarizing, we have obtained:
Proposition 3.9. Let M be a seven-dimensional manifold and (α, ω, ψ) be a hypo
SU(3)-structure on M . Then (α, ω, ψ) is of class V1(λ2) ⊕ V6 ⊕ V12 if and only if
Dα is integrable. If this is the case and ι : N → M is an integral manifold of Dα,
then (ι∗ω, ι∗ψ) is a special almost Hermitian structure whose underlying almost
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Hermitian structure is Ka¨hler and for which the unique real one-form β ∈ Ω1N
with dι∗ψ = β ∧ ι∗ψ fulfills dβ = 0. (ι∗ω, ι∗ψ) is Calabi-Yau if and only if (α, ω, ψ)
is of class V1(λ2)⊕ V12.
Conversely, suppose we are in a left-invariant setting and have given a six-
dimensional Ka¨hler Lie algebra (h, ω, J) with dβ = 0 for the unique real one-form
β ∈ h∗ with dψ = β ∧ ψ for some ψ ∈ Λ3,0h∗ with ψ ∧ ψ = 4i3 ω3. One way
to obtain a hypo SU(3)-structure (α, ω, ψ) of type V1(λ2) ⊕ V6 ⊕ V12 on a seven-
dimensional Lie algebra with h = Dα is using Theorem 3.6 with τ = 0, cf. Remark
3.7. But then (α, ω, ψ) is of type V6 and Dω is an ideal. To get examples for
which Dω = span(X) is not necessarily an ideal, we consider the vector space
sum g := h ⊕ span(X) and first have to set the Lie brackets [X,Z]g for Z ∈ h
such that g gets a Lie algebra. As we want to get dα = α ∧ β, we must have
[X,Z]g = f(Z) − β(Z)X for some f ∈ End(h) and the Jacobi identity implies
that f and β have to fulfill the equations f([Z1, Z2]h) = [f(Z1), Z2]h + [Z1, f(Z2)]h
and f([Y, Z1]h) = [f(Y ), Z1]h + [Y, f(Z1)]h − ||β||2f(Z1) for all Z1, Z2 ∈ ker(β)
and Y := β♯ ∈ h. A solution of these equations is provided by setting f |ker(β) :=
ad(Y )|ker(β) and f(Y ) := ||β||2Y noting that ker(β) is an ideal in h. Next, we
have to determine when the SU(3)-structure (α, ω, ψ) on g is hypo. First of all,
dg(α∧ψ) = α∧β∧ψ−α∧dhψ = 0 and dgω = dhω+α∧f.ω = α∧f.ω. Thus, (α, ω, ψ)
is hypo if and only if f.ω = 0. Moreover, we have (LY ω)(Z1, Z2) = f.ω(Z1, Z2) and
−f.ω(Y, Z1) = ω(||β||2Y, Z1) + ω(Y, [Y, Z1]h) = (β ∧ Y yω) (Y, Z1)− (LY ω)(Y, Z1)
for all Z1, Z2 ∈ ker(β). Hence, f.ω = 0 if and only if LY ω = β ∧ Y yω and we got
Proposition 3.10. Let (h, ω, J) be a six-dimensional Ka¨hler Lie algebra and ψ ∈
Λ3,0h∗ be such that ψ∧ψ = 4i3 ω3 holds. Assume that the unique real one-form β ∈ h∗
with dψ = β ∧ ψ fulfills dβ = 0 and that Y := β♯ fulfills LY ω = β ∧ (Y yω). Then
the seven-dimensional Lie algebra g := h⊕R ·X endowed with the anti-symmetric
bilinear map [·, ·]g : g× g→ g defined by [·, ·]g|Λ2h = [·, ·]h, [X,Z]g := [Y, Z]h for all
Z ∈ ker(β) and [X,Y ]g := ‖β‖2 (Y −X) is a seven-dimensional Lie algebra which
admits the hypo SU(3)-structure (α, ω, ψ) of type V1(λ2) ⊕ V6 ⊕ V12, where α ∈ h0
is uniquely defined by α(X) = 1.
Example 3.11. We take h = r2 ⊕ R4 with basis (e1, . . . , e6) such that the only
non-zero Lie bracket (up to anti-symmetry) is given by [e1, e2] = e1. Moreover,
we take ω and ψ of the same form as in Example 3.8. Then β = e2, Y = e2 and
LY ω = d(Y yω) = −de1 = e12 = e2 ∧ (−e1) = e2 ∧ (Y yω). Thus, we may apply
Proposition 3.10 to get a seven-dimensional Lie algebra g with basis (e1, . . . , e7)
whose non-zero Lie brackets (up to anti-symmetry) [e1, e2] = e1, [e7, e1] = −e1,
[e7, e2] = −e7 + e2 with hypo SU(3)-structure (e7, ω, ψ) of type V1(λ2)⊕ V6 ⊕ V12.
The next proposition classifies hypo SU(3)-structures of type V1(λ2) ⊕ V12 on
seven-dimensional Lie algebras. Thereto, note that by Proposition 3.2 a hypo
SU(3)-structure (α, ω, ψ) is of type V1(λ2) ⊕ V12 if and only if Dα is an ideal in
g and that then by Proposition 3.9 the six-dimensional Lie algebra Dα possesses
the Calabi-Yau structure (ω, ψ). Using these properties, we obtain
Theorem 3.12. Let (α, ω, ψ) ∈ g∗×Λ2g∗× (Λ3g∗ ⊗ C) be a hypo SU(3)-structure
on a seven-dimensional Lie algebra g. Then (α, ω, ψ) is of type V1(λ2) ⊕ V12 if
and only if (g, α, ω, ψ) is isomorphic to a hypo SU(3) Lie algebra (g˜, α˜, ω˜, ψ˜) in the
following list:
(i) g˜ is an almost Abelian Lie algebra with codimension one Abelian ideal u
for which there exists a non-degenerate two-form ω˜ ∈ Λ2u∗ such that some
X ∈ g˜\u acts symplectically on (u, ω˜), ψ˜ ∈ Λ3X0 ⊗ C ∼= Λ3u∗ ⊗ C is such
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that (ω˜, ψ˜) defines a special almost Hermitian structure on u and α ∈ u0
fulfills α(X) = 1.
(ii) g˜ has a basis (e1, . . . , e7) with non-zero Lie brackets (up to anti-symmetry)
given by
[e1, e6] = ae2, [e2, e6] = −ae1, [e3, e6] = −ae4, [e4, e6] = ae3,
[e1, e7] = −a1e2 + a2e3 + a3e4, [e2, e7] = a1e1 + a3e3 − a2e4,
[e3, e7] = a2e1 + a3e2 − a4e4, [e4, e7] = a3e1 − a2e2 + a4e3, [e6, e7] = a5e5
for certain a ∈ R∗, (a1, . . . , a5) ∈ R5 and
(α˜, ω˜, ψ˜) :=
(
e7, e12 + e34 + e56,
(
e1 − ie2) ∧ (e3 − ie4) ∧ (e5 − ie6)) .
Proof. First of all, we classify six-dimensional Calabi-Yau Lie algebras (h, ω, ψ). Of
course, R6 is a Calabi-Yau Lie algebra for any special almost Hermitian structure
and we assume now that h is not Abelian. However, still the induced Riemannian
metric is flat as it is Ricci-flat, cf. [AK]. Now Milnor [Mi] classified flat Lie algebras
and from this classification we get, cf. also [BDF, Proposition 2.1], that h =
R2k ⋊ R6−2k for some k ∈ {1, 2} with orthogonal factors, R6−2k acting by skew-
symmetric endomorphisms on Rk with ad(Z) = ∇Z for all Z ∈ R6−k, ∇W = 0 for
all W ∈ Rk and [h, h] = R2k. Moreover, 0 = (∇ZJ)(W ) = ∇ZJ(W ) − J(∇ZW ) =
[Z, J(W )] − J([Z,W ]) for all Z ∈ R6−k and all W ∈ Rk, which gives us that the
commutator [h, h] is J-invariant. Furthermore, we must have k = 2: Otherwise,
we may choose a C-basis W1, W2, W3 of h with W1 ∈ [h, h] = R2 ⊆ R2 ⋊ R4 and
W2, W3 ∈ R4 ⊆ R2 ⋊ R4 such that [W2,W1] = aJW1 for some 0 6= a ∈ R and
[JW2,W1] = 0 = [W3,W1] = [JW3,W1]. But then
0 6= aψ(JW1, JW2,W3) = ψ([W2,W1], JW2,W3) = −dψ(W2,W1, JW2,W3) = 0,
a contradiction. Hence, k = 2 and h = R4 ⋊ R2. Now SU(3) acts transitively on
the space of all J-invariant four-dimensional subspaces and so we may assume that
there exists an adapted basis e1, . . . , e6 for (ω, ψ) with e1, . . . , e4 being a basis for
R4 and e5, e6 being a basis of R
2. Then ω = ω1 + e
56, ψ+ = ω2 ∧ e5 − ω3 ∧ e6
for ω1 := e
12 + e34, ω2 := e
13 − e24 and ω3 := e14 + e23. Moreover, setting
f := ad(e5)|[h,h] and g := ad(e6)|[h,h], we have dν = e5 ∧ f.ν + e6 ∧ g.ν for all
ν ∈ Λkspan(e1, . . . , e4), de5 = 0 and de6 = 0. Hence 0 = dω = e5 ∧ f.ω1+ e6∧ g.ω2,
i.e. f.ω1 = g.ω1 = 0. So f, g ∈ u(2) and f and g act on span(ω2, ω3) as rotations,
i.e. f.ω2 = aω3, f.ω3 = −aω2, g.ω2 = bω3, g.ω3 = −bω2 for a, b ∈ R. Thus,
0 = dψ+ = e
6 ∧ g.ω2 ∧ e5 − e5 ∧ f.ω3 ∧ e6 = − (bω3 − aω2) ∧ e56.
This implies that f , g preserve ω2, ω3, i.e. that f, g ∈ sp(1) = su(2). As they
must commute, they have to be linearly dependent. Now any element in su(2) can
be conjugated to a matrix of the form diag(aD,−aD) with D := ( 0 −11 0 ) for some
a ∈ R∗ by an element of U(2) and so we can find some A ∈ SU(3) preserving
the subspaces R4 and R2 of h such that Ae5 is central and g = ad(Ae6)|R4 =
diag(aD,−aD) with respect to the basis Ae1, Ae2, Ae3, Ae4. Denoting the adapted
basis Ae1, . . . Ae6 by e1, . . . , e6, we get ω = e
12 + e34 + e56, ψ =
(
e1 − ie2) ∧(
e3 − ie4)∧ (e5 − ie6) and that the Lie bracket of h is determined by [e6, e1] = ae2,
[e6, e2] = −ae1, [e6, e3] = −ae4 and [e6, e4] = ae3. So any six-dimensional Calabi-
Yau Lie algebra (h, ω, ψ) is either Abelian or of the just determined form.
Now we have to check when an SU(3)-structure (e7, ω, ψ) on a seven-dimensional
Lie algebra g of the form g = h⋊Re7 with (ω, ψ) being a Calabi-Yau structure on h
is hypo. Generally, setting h := ad(e7)|h, we have dge7 = 0 and dgν = dhν+e7∧h.ν
for all ν ∈ Λkh∗ and so dhω = α∧h.ω and dg
(
e7 ∧ ψ) = 0. Hence, (e7, ω, ψ) is hypo
if and only if h ∈ sp(h, ω). If h is Abelian, this gives (i) in Theorem 3.12. In the
other case, we have more restrictions as h ∈ der(h) 6= gl(h). As a derivation, h has
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to preserve both the center span(e5) as well as the commutator span(e1, e2, e3, e4)
of h and so it has the form
h =
A 0 v0 b c
0 0 d

with respect to the basis e1, . . . , e6, where A ∈ R4×4, v ∈ R2 and b, c, d ∈ R. Since
sp(h, ω) = sp(6,R) with respect to the basis e1, . . . , e6, we must have A ∈ sp(4,R),
v = 0 and d = −b. Moreover, h is a derivation if and only if
Ag(ei) = A [e6, ei] = h([e6, ei]) = [h(e6), ei] + [e6, h(ei)] = −b[e6, ei] + [e6, Aei]
= −b · g(ei) + gA(ei)
for all i = 1, . . . , 4, i.e. if and only if [A, g] = −b · g. Using that A ∈ sp(4,R), we
may solve this equation explicitly and get b = 0 as well as
A =

0 a1 a2 a3
−a1 0 a3 −a2
a2 a3 0 a4
a3 −a2 −a4 0

for arbitrary a1, . . . , a4 ∈ R. This shows the statement. 
3.2.3. Torsion class 2V1 ⊕ V12. Next, we look at the torsion class 2V1 ⊕ V12. Then
dα = λ1ω, dω = 0 and so 0 = d
2α = dλ1 ∧ ω, which gives dλ1 = 0.
Lemma 3.13. Let (α, ω, ψ) ∈ Ω1M × Ω2M × Ω3M be a hypo SU(3)-structure of
type 2V1 ⊕ V12. Then the function λ1 ∈ C∞(M) uniquely defined by dα = λ1ω is
constant. In particular, any manifold which admits a hypo SU(3)-structure of type
2V1 ⊕ V12 with λ1 6= 0 also admits one with λ1 = 1.
In the particular case of torsion 2V1, we say that (α, ω, ψ) has invariant intrinsic
torsion. This torsion class as well as the more general class 2V1⊕V12 includes some
well-known structures. However, even in the invariant intrinsic torsion case, λ2, in
contrast to λ1 need not to be constant.
Remark 3.14. • Even stronger, if (α, ω, ψ) is of type V1(λ2), it does not follow
that λ2 is constant. For a counterexample, take M = N ×R with (N,ω, ψ)
being Calabi-Yau and f : R → R a smooth function with non-constant
derivative f ′. Then (dt, ω, eif(t)ψ) with t being the standard coordinate
on R is a hypo SU(3)-structure on M of type V1(λ2) with d(e
if(t)ψ) =
if ′(t)dt ∧ ψ, i.e. with λ2 = f ′(t) being non-constant.
• A Sasaki-Einstein structure on a seven-dimensional manifold M can also
be seen as a hypo SU(3)-structure (α, ω, ψ) ∈ Ω1M ×Ω2M ×Ω3M fulfilling
dα = −2ω, dψ = 4iα ∧ ψ, cf. [CF], i.e. as a hypo SU(3)-structure of
type 2V1 with λ1 = −2, λ2 = 4. Note that the the solution of the hypo
flow with this initial value is given by (α(t), ω(t), ψ(t)) = ((t + 1)α, (t +
1)2ω, (t + 1)3ψ) and the induced metric on M × (−1,∞) ∼= M × R+ is
the cone metric. Recall that Sasaki-Einstein structures have positive scalar
curvature and so we cannot have a left-invariant Sasaki-Einstein structure
on a non-compact Lie group. As each Sasaki-Einstein structure in seven
dimensions induces a nearly parallel G2-structure by Lemma 2.10, i.e. a
cocalibrated G2-structure with dϕ = λ ⋆ϕ ϕ for some λ ∈ R \ {0}, [FMKS]
shows that there is also no left-invariant Sasaki-Einstein structure on a
compact seven-dimensional Lie group. Thus, there do not exist Sasaki-
Einstein structures on seven-dimensional Lie algebras at all.
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• In [CF], a hypo SU(3)-structure (α, ω, ψ) ∈ Ω1M × Ω2M × Ω3M is called
contact hypo if dα = −2ω. So contact hypo SU(3)-structures are hypo
SU(3)-structures of type 2V1 ⊕ V12 with λ1 = −2.
In Lemma 3.13 we saw that for hypo SU(3)-structures of type 2V1 ⊕ V12 we can
normalize λ1 to 1 as it is constant. More generally, we can do this for arbitrary
hypo SU(3)-structures if the invariant intrinsic torsion part is constant.
Lemma 3.15. Let (α, ω, ψ) be a hypo SU(3)-structure such that the invariant part
(λ1, λ2) of the intrinsic torsion is constant with λ1λ2 6= 0. Then, for any (a1, a2) ∈
R2 with sgn(λ1λ2) = sgn(a1a2), the triple (
λ2
a2
α, λ1λ2
a1a2
ω, (λ1λ2
a1a2
)
3
2ψ) is a hypo SU(3)-
structure with invariant intrinsic torsion equal to (a1, a2). In particular, there is
no hypo SU(3)-structure with invariant intrinsic torsion with λ1λ2 < 0 on a seven-
dimensional Lie algebra g.
Proof. The first statement is a direct computation. But then the existence of a hypo
SU(3)-structure on g with invariant intrinsic torsion (λ1, λ2) with λ1λ2 < 0 implies
that g admits a Sasaki-Einstein structure in contradiction to Remark 3.14. 
So any Lie algebra g admitting a hypo SU(3)-structure of type 2V1 ⊕ V12 with
λ1λ2 6= 0 also admits a contact hypo SU(3)-structure. Conti and Fino [CF] classified
semidirect sums of the form R4 ⋊H for H being a three-dimensional solvable Lie
algebra which admit contact hypo SU(3)-structure, including some with invariant
intrinsic torsion. We like to give here two others examples of contact-hypo SU(3)-
structures with invariant intrinsic torsion not included in [CF].
Example 3.16. In both cases, we define g dually by the differentials de1, . . . , de7 of
a basis e1, . . . , e7 of g∗. The contact hypo SU(3)-structure with invariant intrinsic
torsion (λ1, λ2) = (−2,−4) is then given by (e7, e12 + e34 + e56, e1C ∧ e2C ∧ e3C).
• The first Lie algebra g is defined by
de1 = 2
√
2e12, de2 = 0, de3 = 23
√
6
(
e34 + e56
)
, de4 = − 23
√
6
(
e34 + e56
)
de5 = −2
√
2e16 −
√
6
3
(
e35 + 3e36 + e45 − 3e46)+ 4e67
de6 = 2
√
2e15 +
√
6
3
(
3e35 − e36 − 3e45 − e46)− 4e57
de7 = −2 (e12 + e34 + e56) .
One has g = span(
√
6
6 (e3 − e4) − 12e7, 12e6,− 12e5,
√
6
4 (e3 + e4) ,
1
4e7) ⊕
span(12e1 −
√
2
4 e7,
1
2
√
2
e2) ∼= A5,37 ⊕ r2, where A5,37 is the five-dimensional
solvable Lie algebra with the same name in [PSWZ] and r2 is the non-
Abelian two-dimensional Lie algebra. So g is solvable but cannot be of the
form R4⋊h for some solvable three-dimensional Lie algebra g as g does not
contain an Abelian ideal of dimension four. Hence, it is not contained in
the examples of [CF].
• The second Lie algebra g is defined by
de1 = 2
√
2e12, de2 = 0, de3 = 2
√
2e34, de4 = 0,
de5 = −2
√
2
(
e16 + e36
)
+ 4e67, de6 = 2
√
2
(
e15 + e35
)− 4e57,
de7 = −2 (e12 + e34 + e56) .
g is not solvable but still decomposable with g = span(e2, e1 −
√
2
2 e7) ⊕
span(e4, e3 −
√
2
2 e7)⊕ span(e5, e6, e7) ∼= r2 ⊕ r2 ⊕ sl(2,R).
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4. The left-invariant hypo flow
4.1. Torsion classes invariant under the flow. In this subsection, we consider
several torsion classes on Lie algebras which stay invariant under the hypo flow and
simplify the hypo flow equations in these cases. This simplification will turn out to
be very useful for the determination of the holonomy of the Riemannian manifolds
obtained by the hypo flow. We start with the broad class 2V1 ⊕ V8 ⊕ V12, i.e. only
the V6-part is zero. To show invariance of this class under the hypo flow and to
simplify the flow equations in this case, we will need the following
Lemma 4.1. Let g be a seven-dimensional Lie algebra with vector space splitting
g = span(X)⊕V , dim(V ) = 6 and V being oriented, such that [X,V ] ⊆ V . Let I be
an open interval, f : I → R be smooth and (τt + iτˆt)t∈I be a smooth one-parameter
family of complex 3-forms on V with model tensor e1
C
∧ e2
C
∧ e3
C
fulfilling
τ ′t = f(t)Xy dτˆt
for all t ∈ I. If, furthermore, d(Λ6V ∗) = 0 and dτˆt ∧ τt = 0 for all t ∈ I, then:
(a) The induced family (Jt)t∈I of almost complex structure on V fulfills
J ′tv = −f(t) (Jt[X, Jtv] + [X, v])
for all v ∈ V and all t ∈ I.
(b) For all t ∈ I we have
τˆ ′t = −f(t)Xy dτt.
Proof. (a) Recall from Definition 2.2 that τt defines for any t ∈ I a volume form
φ(τt) =
1
2 τˆt ∧ τt and a complex structure Jt. Then we have, cf., e.g., [SH,
Chapter 1], the equalities dφτt(α) = τˆt∧α, Jtvy τˆt = vy τt, Jtvy τt = −vy τˆt,
vy τˆt ∧ τt = −vy τt ∧ τˆt and Jtvyφ(τt) = vy τt ∧ τt = vy τˆt ∧ τˆt for all v ∈ V
and all α ∈ Λ3V ∗. Furthermore, by our assumptions dφ(τt) = 0 and so
J ′tvyφ(τt) = −Jtvy dφτt(τ ′t) + vy τ ′t ∧ τt + vy τt ∧ τ ′t
= −f(t)
(
Jtvy (τˆt ∧Xy dτˆt)− (vyXy dτˆt) ∧ τt − vy τt ∧Xy dτˆt
)
= −f(t)Xy
(
Jtvy dτˆt ∧ τˆt + vy dτˆt ∧ τt
)
= −f(t)Xy
(
LJtv τˆt ∧ τˆt − d(vy τt) ∧ τˆt − dτˆt ∧ vy τt
)
= −f(t)Xy (LJtv τˆt ∧ τˆt + d(vyφ(τt)))
= f(t)
(
[LJtv, Xy ]τˆt ∧ τˆt + [Lv, Xy ]φ(τt)
)
= −f(t) (Jt[X, Jtv] + [X, v])yφ(τt),
i.e. J ′tv = −f(t) (Jt[X, Jtv] + [X, v]), for all v ∈ V .
(b) Using the result of (a), we get
τˆ ′t(v1, v2, v3) = −
(
τt(Jtv1, v2, v3)
)′
= −τ ′t(Jtv1, v2, v3)− τt(J ′tv1, v2v3)
= −f(t)
(
(Xy dτˆt)(Jtv1, v2, v3)− τt(Jt[X, Jtv1] + [X, v1], v2, v3)
)
= f(t)
(
τˆt(Jtv1, [X, v2], v3) + τˆt(Jtv1, v2, [X, v3]) + τt([X, v1], v2, v3)
)
= f(t)
(
τt(v1, [X, v2], v3) + τt(v1, v2, [X, v3]) + τt([X, v1], v2, v3)
)
= −f(t)(Xy dτt)(v1, v2, v3)
for any v1, v2, v3 ∈ V .

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Next, we prove the announced invariance and simplification result for the hypo
flow on a Lie algebra g with starting value in the class 2V1⊕V8⊕V12. Thereto, note
that for ν ∈ Λ2g∗ and τ ∈ Λ3g∗ having common one-dimensional kernel Dω and
ν having model tensor e12 + e34 + e56 and τ having model tensor
(
e1
C
∧ e3
C
∧ e3
C
)
,
Definition 2.2 allows to define (non-zero) six-forms φ(ν) and φ(τ) on g∗ annihilating
Dω. As the space of such six- forms is one-dimensional, the quotient φ(τ)φ(ν) is a well-
defined real number. Note further that for an SU(3)-structure (α, ω, ψ), we have
φ(ψ) = 2φ(ω). With these clarifications, we can prove now
Proposition 4.2. Let (α0, ω0, ψ0) be a hypo SU(3)-structure of class 2V1 ⊕ V8 ⊕
V12 on a seven-dimensional Lie algebra g. Then the maximal solution (α(t), ω(t),
ψ(t))t∈I of the hypo flow with initial value (α0, ω0, ψ0) at t = 0 is given by
(4.1) (α(t), ω(t), ψ(t)) =
(
x′(t)α0, ω0 − x(t)dα0, τ(t) + iτˆ (t)
x′(t)
)
where x : I → R, τ : I → Λ3g∗ is the maximal solution of the initial value problem
x′(t) =
√
φ(τ(t))
2φ(ω0 − x(t)dα0) , τ
′(t) =
X0y dτˆ(t)√
φ(τ(t))
2φ(ω0−x(t)dα0)
,
x(0) = 0, τ(0) = ρ0.
(4.2)
In particular, (α(t), ω(t), ψ(t)) is of class 2V1 ⊕ V8 ⊕ V12 for all t ∈ I.
Proof. First of all note that Equation (4.2) has a unique maximal solution
(x(t), τ(t))t∈I with τ(t) having model tensor Re
(
e1
C
∧ e3
C
∧ e3
C
)
as this is an open
condition by Remark 2.3. Moreover, this solution stays in the subspace V :=
{ν ∈ Λ3g∗∣∣X0y ν = 0, ω0 ∧ ν = dα0 ∧ ν = 0}:
Namely, let β ∈ {ω0, dα0} and let ν ∈ V have model tensor Re
(
e1
C
∧ e3
C
∧ e3
C
)
.
Then β ∧ ν = 0 implies that β is of type (1, 1) with respect to the induced almost
complex structure Jν on ker(α0). Hence, also β ∧ νˆ = 0. But so, since dβ = 0 and
X0y β = 0, we get
β ∧X0y dνˆ = X0y (β ∧ dνˆ) = X0y d(β ∧ νˆ) = 0.
Now ω′(t) = −x′(t)dα0 = −dα(t) and, setting ρ(t) := τ(t)x′(t) , we get ω(t) ∧ ρ(t) = 0
as τ(t) stays in V and
φ(ρ(t)) =
φ(τ(t))
(x′(t))2
=
φ(τ(t))
φ(τ(t))
2φ(ω0−x(t)dα0)
= 2φ(ω0 − x(t)dα0) = 2φ(ω(t)).
So Remark 2.3 shows that (ω(t), ρ(t))t∈I is a one-parameter family of special almost
Hermitian structures on Dα0 for all t ∈ I. Hence, (α(t), ω(t), ψ(t)) is an SU(3)-
structure with Dα(t) = Dα0 , Dω(t) = Dω0 , dω(t) = 0 and ω′(t) = −dα(t) for all
t ∈ I. Thus, by Proposition 3.1 and the discussion directly after this proposition,
dτˆ (t) ∧ τ(t) = 0 for all t ∈ I. Moreover, d(ω30) = 0, i.e. d(Λ6D∗α0) = 0, and
[X0, V ] ⊆ V as dα0 ∈ Λ2D∗α0 by assumption. So Lemma 4.1 gives us that
τˆ ′(t) = − X0y τ(t)√
φ(τ(t))
2φ(ω0−x(t)dα0)
for all t ∈ I. But this shows that τ(t) stays even in U := V ∩ {ν ∈ Λ3g∗
∣∣α0 ∧ dν =
α0 ∧ dνˆ = 0} as for any ν ∈ U we have
α0 ∧ d(X0y dνˆ) = −d(α0 ∧ (X0y dνˆ)) + dα0 ∧ (X0y dνˆ)
= d
(
X0y (α0 ∧ dνˆ)
)− d(α0(X0)dνˆ) +X0y d(α0 ∧ dνˆ)
= 0
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and so also α0 ∧ d(X0y ν) = −α0 ∧ d(X0y ̂̂ν) = 0. As τ(t) and τˆ(t) are in U for
all t ∈ I, we have d(α(t) ∧ ψ(t)) = d(α0 ∧ (τ(t) + iτˆ (t))) = 0 for all t ∈ I. So
(α(t), ω(t), ψ(t)) is hypo with dα(t) ∈ Λ2D∗α(t), i.e. of type 2V1 ⊕ V8 ⊕ V12, for all
t ∈ I. Hence, (α(t), ω(t), ψ(t)) solves the hypo flow as
(α(t) ∧ ψ(t))′ = (α0 ∧ (τ(t) + iτˆ(t)))′ = −iα0 ∧X0y d(τ(t)+iτˆ(t)))x′(t)
= −iα0 ∧X0y dψ(t) = −iα0(X0)dψ(t) = −idψ(t).

Proposition 4.2 gives us not only the invariance of the class 2V1 ⊕ V8 ⊕ V12
under the hypo flow but also the invariance of certain subclasses as well as further
simplifications of the hypo flow for these subclasses.
Corollary 4.3. Let (α0, ω0, ψ0) be a hypo SU(3)-structure on a seven-dimensional
Lie algebra g and (α(t), ω(t), ψ(t))t∈I be the maximal solution of the hypo flow with
initial value (α0, ω0, ψ0) at t = 0. Then:
(a) If (α0, ω0, ψ0) is of class V1(λ2)⊕ V12, then
(α(t), ω(t), ψ(t)) =
(√
φ(τ(t))
2φ(ω0)
α0, ω0,
τ(t)+iτˆ(t)√
φ(τ(t))
2φ(ω0)
)
for τ : I → Λ3g∗ being the maximal solution of the initial value problem
τ ′(t) = X0y dτˆ(t)√
φ(τ(t))
2φ(ω0)
, τ(0) = ρ0.
In particular, (α(t), ω(t), ψ(t)) is of class V1(λ2)⊕ V12 for all t ∈ I.
(b) If (α0, ω0, ψ0) is of class 2V1 ⊕ V8, then
(α(t), ω(t), ψ(t)) =
(
x′(t)α0, ω0 − x(t)dα0, y(t)
x′(t)
ψ0
)
for x, y : I → R being the maximal solution of the initial value problem
x′ =
y√
2φ(ω0−xdα0)
φ(ψ0)
, y′ = λ2
√
2φ(ω0 − xdα0)
φ(ψ0)
, x(0) = 0, y(0) = 1,
with y > 0. In particular, (α(t), ω(t), ψ(t)) is of class 2V1⊕V8 for all t ∈ I.
(c) If (α0, ω0, ψ0) has invariant intrinsic torsion with λ1 6= 0, then
(α(t), ω(t), ψ(t)) =
(
x′(t)α0, (1− λ1x(t))ω0, f(x(t))
x′(t)
ψ0
)
,
where x : I → R is the maximal solution of the initial value problem
x′ = (1− λ1x)− 32 f(x), x(0) = 0
and f(x) :=
√
− λ22λ1 (1− λ1x)
4 + λ22λ1 + 1 for x ∈ J , where J is the max-
imal interval around 1 on which the radicand is positive. In particular,
(α(t), ω(t), ψ(t)) has invariant intrinsic torsion for all t ∈ I.
Proof. In all cases, we only have to check that Equations (4.1) and (4.2) are fulfilled.
For (a), this follows directly from dα0 = 0.
For (b), note that for τ(t)+ iτˆ (t) := y(t)ψ0, one has φ(τ(t)) = y
2(t)φ(τ0). Thus,
the first equation in (4.2) is fulfilled. Moreover, dτˆ(t) = y(t)dρˆ0 = λ2y(t)α0 ∧ ρ0 =
λ2α0 ∧ τ(t) and so y′ = λ2
√
2φ(ω0−xdα0)
φ(ψ0)
is equivalent to τ ′ = X0y dτˆ√
φ(τ)
2φ(ω0−xdα0)
.
Now (c) follows from (b) as dα0 = λ1ω0 and as f : J → R is the maximal solution
of the initial value problem dy
dx
= λ2
2φ(ω0−xdα0)
yφ(ψ0)
= λ2(1−λ1x)
3
y
, y(0) = 1. 
SU(4)-HOLONOMY VIA THE LEFT-INVARIANT HYPO AND HITCHIN FLOW 19
Remark 4.4. If (α0, ω0, ψ0) has invariant intrinsic torsion with λ1 = 0, then the
solution of the hypo flow with this hypo SU(3)-structure at t = 0 as initial value is
given by (α(t), ω(t), ψ(t)) = ((1 + λ2t)α0, ω0, ψ0).
4.2. Irreducible holonomy by the left-invariant hypo flow. If the hypo flow
on a seven-dimensional Lie algebra g is such that there exists a basis of g which
stays orthogonal through the flow, then the following lemma will turn out to be very
helpful to show that the outcoming Riemannian manifold has irreducible holonomy.
Lemma 4.5. Let G be a seven-dimensional simply-connected Lie group with associ-
ated Lie algebra g, I an open interval, (e1, . . . , e7) a basis of g and g a Riemannian
metric on G× I of the form
g =
7∑
i=1
hi(t)e
i ⊗ ei + dt2
with smooth hi : I → R+ for i = 1, . . . , 7. If Hol(g) ⊆ SU(4) and hi is not
the square of a polynomial of degree at most 1 for all i = 1, . . . 7, then Hol(g) ∈
{Sp(2), SU(4)}.
Proof. We compute R(∂t, ei)(∂t) for all i = 1, . . . , 7. As the Koszul formula gives us
∇∂t∂t = 0, we have R(∂t, ei)(∂t) = ∇∂t∇ei∂t = ∇∂t∇∂tei. Now the Koszul formula
gives us also ∇∂tei = h
′
i(t)
2hi(t)
ei for all i ∈ {1, . . . , n} as g(ei, ej) = g(ei, ∂t) = 0 for
j 6= i. Hence,
R(∂t, ei)(∂t) =∇∂t∇∂tei = ∇∂t
(
h′i(t)
2hi(t)
ei
)
=
(
h′i(t)
2hi(t)
)′
ei +
(
h′i(t)
2hi(t)
)2
ei
=
2hi(t)h
′′
i (t)− 2(h′i(t))2 + (h′i(t))2
4(hi(t))2
ei =
2hi(t)h
′′
i (t)− (h′i(t))2
4(hi(t))2
ei.
for i = 1, . . . , 7. By the Theorem of Ambrose-Singer, R(∂t, ei) is contained in the
holonomy algebra hol(g) for all i = 1, . . . , 7 and so
dim(Hol(g)) ≥
∣∣∣∣{i ∈ {1, . . . , 7} ∣∣∣∣2hi(t)h′′i (t)− (h′i(t))24(hi(t))2 6= 0 for some t ∈ I
}∣∣∣∣
=
∣∣∣∣{i ∈ {1, . . . , 7} ∣∣∣∣h′′i (t) 6= (h′i(t))22hi(t) for some t ∈ I
}∣∣∣∣
≥
∣∣{i ∈ {1, . . . , 7} ∣∣hi 6= p2 for all polynomials p of degree 0 or 1}∣∣
= 7
as the solutions of the ordinary differential equation x′′(t) = (x
′(t))2
2x(t) with positive
x(t) are of the form x(t) = (at + b)2 for appropriate a, b ∈ R. As we also have
Hol(g) ⊆ SU(4), we must have Hol(g) = SU(3) or Hol(g) ∈ {Sp(2), SU(4)}. In the
first case, hol(g) (g⊕ span(∂t)) has to be six-dimensional but
hol(g) (g⊕ span(∂t)) ⊇ {R(∂t, ei)(∂t)| i = 1, . . . , 7} = g,
a contradiction. Thus, Hol(g) ∈ {Sp(2), SU(4)}. 
This allows us now to prove that under some mild extra assumptions the hypo
flow on Lie algebras with initial values in class 2V1⊕V8 yield Riemannian manifolds
with irreducible holonomy.
Theorem 4.6. Let (α0, ω0, ψ0) be a hypo SU(3)-structure of class 2V1 ⊕ V8 on a
seven-dimensional Lie algebra g with (dα0)
3 6= 0. Then the hypo flow on g with
initial value (α0, ω0, ψ0) yields a Riemannian manifold (G × I, g) with Hol(g) ∈
{Sp(2), SU(4)}, where G denotes the associated simply-connected Lie group.
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Proof. By Corollary 4.3 (b), the maximal solution (α(t), ω(t), ψ(t))t∈I of the hypo
flow with initial value (α0, ω0, ψ0) at t = 0 is given by
(α(t), ω(t), ψ(t)) =
(
x′(t)α0, ω0 − x(t)dα0, y(t)
x′(t)
ψ0
)
,
where x, y : I → R is the maximal solution of the initial value problem
x′ =
y√
2φ(ω0−xdα0)
φ(ψ0)
, y′ = λ2
√
2φ(ω0 − xdα0)
φ(ψ0)
, x(0) = 0, y(0) = 1
In particular, Jψ(t) = Jψ0 for all t ∈ I and so
g = g(ω(t),ψ(t)) + α(t)⊗ α(t) + dt2 = ω(t)(Jψ0 ·, ·) + (x′(t))2α0 ⊗ α0 + dt2
= g0 − x(t)g1 + (x′(t))2α0 ⊗ α0 + dt2
for g0 := ω0(Jψ0 ·, ·) and g1 := dα0(Jψ0 ·, ·). Note that g1 is symmetric as dα0
is a (1, 1)-form and that g1 is non-degenerate as (dα0)
3 6= 0. We choose a basis
(e1, . . . , e6) of Dα0 such that g0 =
∑6
i=1 e
i ⊗ ei. As g1 is symmetric, we may
choose this basis such that g1 =
∑6
i=1 aie
i ⊗ ei for certain a1, . . . , a6 ∈ R. The
non-degeneracy of g1 is then encoded in ai 6= 0 for all i = 1, . . . , 6. Moreover,
g =
6∑
i=1
(1 − aix(t))ei ⊗ ei + (x′(t))2α0 ⊗ α0 + dt2.
By Lemma 4.5, it suffices to show that x(t) is not a polynomial of degree at most 2
in t to conclude the result. So assume the contrary. Note that we may assume that
x(t) has degree 2 as otherwise 1 − aix(t) can only be the square of a polynomial
of degree at most 1 if x is constant, which is not possible as Corollary 4.3 gives us
x′(0) = 1. Now p(x) := 2φ(ω0−xdα0)
φ(ψ0)
is a polynomial of degree 3 in x as (dα0)
3 6= 0
and so q(t) := p(x(t)) has degree 6. As y(t) = x′(t)
√
p(x(t)) = x′(t)
√
q(t), we
obtain the equation
λ2
√
q(t) = y′(t) = x′′(t)
√
q(t) + x
′(t)q′(t)
2
√
q(t))
,
i.e. 2(λ2 − x′′(t))q(t) = x′(t)q′(t). Now x′′(t) is constant and so q′ divides q.
Thus, q has only one complex root t0 of degree 6, which has to be real as q is a
real polynomial. As a complex polynomial maps C surjectively onto C and q(t) =
p(x(t)), the real number x0 := x(t0) is the only complex root of p(x) and we have
p(x) = b(x− x0)3 for some b ∈ R. Moreover, dα0 = λ1ω0 + ω˜ for some λ1 ∈ R and
some ω˜ ∈ [Λ1,10 ] by Proposition 3.2 and so
6φ(ω0 − xdα0) =6φ ((1− λ1x)ω0 + xω˜)
=(1− λ1x)3ω30 + 3x2(1 − λ1x)ω0 ∧ ω˜2 + x3ω˜3
=
(
(1− λ1x)3 + 3C1x2(1− λ1x) + C2x3
)
ω30 ,
where C1, C2 ∈ R are defined by ω0 ∧ ω˜2 = C1ω30 and ω˜3 = C2ω30 . Hence,
p(x) =(1− λ1x)3 + 3C1x2(1− λ1x) + C2x3
=(−λ31 − 3C1λ1 + C2)x3 + 3(λ21 + C1)x2 − 3λ1x+ 1.
Now the equality p(x) = b(x− x0)3 is equivalent to −bx30 = 1, bx20 = −λ1, −bx0 =
λ21 + C1 and b = −λ31 − 3C1λ1 + C2. From the first two equations, we get λ1 6= 0
and so b = −λ31, x0 = 1λ1 . Then the third and the fourth give us C1 = C2 = 0.
So ω0 ∧ ω˜2 = 0. Denote by ⋆ the Hodge star operator on Dα0 induced by g0 and
φ(ω0). Computing with one explicit element and using Schur’s Lemma, one obtains
⋆ν = −ν∧ω0 for any ν ∈ [Λ1,10 ]. So 0 = ω0∧ ω˜2 = −ω˜∧⋆ω˜ = −g(ω˜, ω˜)φ(ω0), which
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implies ω˜ = 0. Then (dα0)
3 6= 0 gives us λ1 6= 0. Setting Q(t) := P (x(t)) with
P (x) := − λ22λ1 (1− λ1x)
4
+ λ22λ1 + 1 and noting that Q
′(t) = 2λ2(1 − λ1x(t))3x′(t),
Corollary 4.3 (c) yields
x′(t)Q′(t) = 2λ2(x′(t))2(1 − λ1x(t))3 = 2λ2Q(t).
We must have λ2 6= 0 as otherwise Q′(t) = 0 and so Q would be constant, which is
not possible as P (x) is of degree 4 in x and so Q(t) has degree 8 in t. So Q′ divides
Q and analogous as above we get P (x) = c(x − x1)4 for certain c ∈ R\{0} and
x1 ∈ R. From the explicit formula for P we get that this implies λ22λ1 = −1. But
there is no hypo SU(3)-structure on a Lie algebra with this property by Lemma
3.15. This finishes the proof. 
4.3. Obstructions for holonomy Sp(2). In this subsection, we develop obstruc-
tions for the holonomy of the Riemannian manifold obtained by the left-invariant
hypo flow on a Lie group G being equal to Sp(2). More exactly, we show that if the
holonomy is equal to Sp(2), then the Riemannian manifold can also be obtained by
a flow of so-called hypo Sp(1)-structures on G which are left-invariant for all times
t and induce the corresponding hypo SU(3)-structure at the time t. In particular,
we obtain that the Lie algebra g has to admit a hypo Sp(1)-structure of a certain
kind, which already gives severe restrictions on g in some cases.
The main ingredient in the proof of the mentioned obstruction is the well-known
next lemma, which tells us that if the holonomy equals Sp(2), then the only parallel
forms are linear combinations of wedge products of the three Ka¨hler forms.
Before stating this lemma, recall that an Sp(2)-structure ( in the literature of-
ten called almost hyper-Hermitian structure) on an eight-dimensional manifold is
a quadruple (g, J1, J2, J3) consisting of a Riemannian metric g and three anti-
commuting orthogonal almost complex structures J1, J2, J3 fulfilling the quater-
nionic relation J1J2 = J3. Then we have three associated fundamental forms
(ω1, ω2, ω3) , ωi = g(·, Ji·). The pointwise stabilizer of (g, J1, J2, J3) equals Sp(2),
which is also the pointwise stabilizer of (ω1, ω2, ω3). Hence, one can reconstruct
(g, J1, J2, J3) from (ω1, ω2, ω3) and we also call the triple (ω1, ω2, ω3) an Sp(2)-
structure. In fact, considering ωi as a vector bundle homomorphism TM → T ∗M ,
one has Ji = −ω−1i+1 ◦ ωi+2 for all i = 1, 2, 3 and then obtains g by g = ωi(Ji·, ·) for
any i ∈ {1, 2, 3}. Note that an Sp(2)-structure (ω1, ω2, ω3) has model tensors(
e12 + e34 + e56 + e78, e13 − e24 + e57 − e68,−e14 − e23 − e58 − e67) ∈ (Λ2(R8)∗)3
and one can then check that ω41 = ω
4
2 = ω
4
3 = 3ω
2
i ∧ω2j for all (i, j) ∈ {1, 2, 3}, i 6= j.
Another well-known important feature of Sp(2)-structures (ω1, ω2, ω3) is that they
are parallel with respect to the Levi-Civita connection induced by g if and only if
dω1 = dω2 = dω3 = 0. Moreover, on an eight-dimensional Riemannian manifold
(M, g) with holonomy contained in Sp(2) there exists a parallel Sp(2)- structure
(also called hyperKa¨hler structure) (ω1, ω2, ω3) inducing the Riemannian metric g.
With this background, we may now state the above mentioned lemma.
Lemma 4.7. Let (M, g) be an eight-dimensional Riemannian manifold with ho-
lonomy equal to Sp(2). Then there exists a parallel Sp(2)-structure (Ω1,Ω2,Ω3)
and the space of parallel two-forms equals span(Ω1,Ω2,Ω3) and the space of parallel
four-forms equals span(Ω21,Ω
2
2,Ω
2
3,Ω1 ∧ Ω2,Ω1 ∧ Ω3,Ω2 ∧ Ω3)
Proof. By the holonomy principle, inserting a point p ∈M provides an isomorphism
between the space of parallel two- or four-forms and the space of Sp(2)-invariant
two- or four-forms on Λ2T ∗pM ∼= Λ2
(
R8
)∗
, p ∈M , respectively. By [Fu], the latter
spaces are spanned by the three Ka¨hler forms or the wedge products of the three
Ka¨hler forms on R8, respectively. 
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Applying Lemma 4.7 to the situation we are interested in, namely to an eight-
dimensional manifold M endowed with the action of a Lie group G and with a G-
invariant parallel SU(4)-structure (Ω,Ψ) for which the induced Riemannian metric
g has holonomy contained in Sp(2), leaves us with two problems. Firstly, how the
induced parallel Sp(2)-structure (Ω1,Ω2,Ω3) is related to (Ω,Ψ) and secondly, if
(Ω1,Ω2,Ω3) is again G-invariant. In general, the latter is not true. E.g., take a
Lie algebra of the form g = R6 ⋊ϕ R
2 with ϕ : R2 → su(3) ⊆ gl(6,R) being a Lie
algebra homomorphism such that for some v ∈ R2, the endomorphism ϕ(v) has
rank 6. Then g admits a flat Calabi- Yau structure but no hyperKa¨hler structure
by [BDF, Proposition 3.2]. However, the next lemma shows that the situation is
different when the holonomy is equal to Sp(2).
Lemma 4.8. Let (M, g) be a Riemannian manifold endowed with an action of a
connected Lie group G and a parallel G-invariant SU(4)-structure (Ω,Ψ) inducing
the Riemannian metric g. If the holonomy of (M, g) equals Sp(2), then there exists
a G-invariant parallel Sp(2)- structure (Ω1,Ω2,Ω3) ∈
(
Ω2M
)3
inducing the metric
g such that Ω = Ω1 and Ψ =
1
2 (Ω2 + iΩ3)
2.
Proof. By Lemma 4.7, there is a parallel Sp(2)- structure (Ω1,Ω2,Ω3) ∈
(
Ω2M
)3
inducing the metric g and the space of parallel two-forms on (M, g) is given by
span(Ω1,Ω2,Ω3). Hence, we may assume that Ω = Ω1. Moreover, Lemma 4.7 yields
that a complex basis of the parallel complex four-forms is given by Ω21, Ω1 ∧ ΩC,
Ω1 ∧ ΩC, Ω2C, ΩC ∧ ΩC, Ω
2
C, where ΩC := Ω2 + iΩ3. Now ΩC is a (2, 0)-form, Ω1
is a (1, 1)-form and Ψ is a (4, 0)-form with respect to J1 for J1, J2, J3 being the
associated complex structures. Hence, Ψ = λΩ2
C
for some constant λ ∈ C. The
normalization condition (2.1) reads here
2|λ|2
3 Ω
4
1 =
|λ|2
4
(
Ω42 +Ω
4
3 + 2Ω
2
2 ∧ Ω23
)
= 14Ψ ∧Ψ = φ(Ψ) = 4φ(Ω) = 16Ω41
and so gives us |λ| = 12 . After a rotation in span(Ω2,Ω3), we may assume that
λ = 12 . Now Ψ is G-invariant and so one obtains
0 = LXΨ = LXΩC ∧ ΩC
for all X ∈ g = Lie(G). But this implies LXΩC = 0 as the Lefschetz map is injective
in this case, cf., e.g., [Huy]. Hence, LXΩ2 = LXΩ3 = 0. As G is connected, Ω2 and
Ω3 are both G-invariant. 
Next, we introduce the mentioned hypo Sp(1)-structures.
Definition 4.9. LetM be a seven-dimensional manifold. Then an Sp(1)- structure
on M is given by (α1, α2, α3, ω1, ω2, ω3) ∈ (Ω1M)3 × (Ω2M)3 with model tensors(
e7,−e6,−e5, e12 + e34, e13 − e24,−e14 − e23) ∈ ((R7)∗)3 × (Λ2 (R7)∗)3 ,
and it is called hypo if
d(ω1 − α2 ∧ α3) = 0, d(ω2 − α3 ∧ α1) = 0, d(ω3 − α1 ∧ α2) = 0.
A hypo Sp(1)-structure induces a Riemannian metric g = g((α1,α2,α3,ω1,ω2,ω3) on M
by g = g(ω1,ω2,ω3)⊕
∑3
i=1 αi⊗αi, where g(ω1,ω2,ω3) is the Riemannian metric induced
on the distribution D4 :=
⋂3
i=1 ker(αi) of rank four by the almost hyper-Hermitian
structure (ω1, ω2, ω3) on D4.
Any hypo Sp(1)-structure induces a hypo SU(3)-structure as follows.
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Lemma 4.10. Let M be a seven-dimensional manifold and (α1, α2, α3, ω1, ω2, ω3)
be a hypo Sp(1)-structure on M . Then
(α, ω, ψ) := (α1, ω1 − α2 ∧ α3,−ω3 ∧ α2 − ω2 ∧ α3 + i (ω2 ∧ α2 − ω3 ∧ α3))
is a hypo SU(3)-structure on M .
Proof. Using adapted bases, we see that (α, ω, ψ) is an SU(3)-structure. Moreover,
ω is closed by assumption and, as ω22 = ω
2
3 and ω2 ∧ ω3 = 0, we have
α ∧ ψ = (ω3−α1∧α2)2−(ω2−α3∧α1)22 − i(ω2 − α3 ∧ α1) ∧ (ω3 − α1 ∧ α2).
Hence, α ∧ ψ is closed, too. 
Nowwe can show the result announced at the beginning of the subsection, namely
that if the Riemannian manifold obtained by the left-invariant hypo flow on a Lie
group has holonomy equal to Sp(2), then it can also be obtained by a certain flow
of left-invariant hypo Sp(1)- structures.
Proposition 4.11. Let G be a simply-connected seven-dimensional Lie group with
associated Lie algebra g and (α(t), ω(t), ψ(t))t∈I be a solution of the hypo flow on
g. Assume that the Riemannian manifold (G × I, g) obtained by this solution as
holonomy equal to Sp(2). Then there exists a one-parameter family of hypo Sp(1)-
structures (α1(t), α2(t), α3(t), ω1(t), ω2(t), ω3(t))t∈I on g fulfilling the flow equations
(4.3) (ωi(t)− αi+1(t) ∧ αi+2(t))′ = −dαi(t)
for i = 1, 2, 3 and inducing (α(t), ω(t), ψ(t))t∈I in the sense of Lemma 4.10. More-
over, (Ω1,Ω2,Ω3) ∈
(
Ω2(G× I))3 with
Ωi := ωi(t)− (αi+1(t) ∧ αi+2(t) + dt ∧ αi(t))
for i = 1, 2, 3 is a parallel Sp(2)-structure inducing the Riemannian metric g on
G× I.
Proof. The parallel SU(4)-structure (Ω,Ψ) = (ω(t) + α(t) ∧ dt, ψ(t) ∧ (α(t)− idt))
on G × I obtained by the hypo flow is G-invariant under the natural G-action
by left multiplication on the first factor as (α(t), ω(t), ψ(t))t∈I were left-invariant.
As the holonomy of the induced Riemannian metric g is equal to Sp(2), Lemma
4.8 gives us the existence of a G-invariant parallel Sp(2)-structure (Ω1,Ω2,Ω3) ∈(
Ω2(G× I))3 inducing the metric g such that Ω = Ω1 and Ψ = 12 (Ω2 + iΩ3)2.
Denote by J1, J2, J3 the associated complex structures and set αi := −J∗i dt ∈
Ω(G × I) for i = 1, 2, 3. As TG is orthogonal to span(∂t), ∂t is in the kernel
of all αi and so αi = αi(t) is a time-dependent one-form on G, which is also
left-invariant as Ji is G-invariant. Using the quaternionic relations, we see that
restricted to D := span(∂t, J1∂t, J2∂t, J3∂t) ⊆ T (G× I) the two-form Ωi is equal to
− (αi+1(t) ∧ αi+2(t) + dt ∧ αi(t)) for all i = 1, 2, 3. So we may write
Ωi = ωi(t)− (αi+1(t) ∧ αi+2(t) + dt ∧ αi(t))
for certain ωi(t) ∈ Ω2G with kernel D. The G-invariance of Ωi gives us the left-
invariance of ωi(t). This shows that (α1(t), α2(t), α3(t), ω1(t), ω2(t), ω3(t)) is an
Sp(1)-structure on g for all t ∈ I. Namely, Sp(2) acts transitively on the seven-
sphere and so we may assume that at a point (e, t) ∈ G × I we have an adapted
basis (e1, . . . , e8) for (Ω1,Ω2,Ω3) with dt = e
8 at this point. But at this point,
α1 = −J∗1 e8 = e7, α2 = −J∗2 e8 = −e6 and α3 = −J∗3 e8 = −e5, we see that
α1(t) = e
7, α2(t) = −e6 and α3(t) = −e5. Inserting this into the expression for
Ωi in terms of an adapted basis, we get ω1(t) = e
12 + e34, ω2(t) = e
13 − e24 and
ω3(t) = −e12 − e34.
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Moreover, writing d8 for the exterior derivative on G × I and d for the one on
G, the closure of Ωi gives us
0 = d8Ωi = dt ∧ (ωi(t)− αi+1(t) ∧ αi+2(t))′ + dt ∧ dαi(t)
+ d (ωi(t)− αi+1(t) ∧ αi+2(t))
i.e.
d (ωi(t)− αi+1(t) ∧ αi+2(t)) = 0, (ωi(t)− αi+1(t) ∧ αi+2(t))′ = −αi(t).
So all Sp(1)-structures are hypo and fulfill the flow equations (4.3). Finally, writing
out the equalities Ω = Ω1 and Ψ =
1
2 (Ω2 + iΩ3)
2
, one checks that (α1(t), α2(t),
α3(t), ω1(t), ω2(t), ω3(t))t∈I induces (α(t), ω(t), ψ(t))t∈I in the sense of Lemma 4.10.

Next, we show that hypo Sp(1)-structures on seven-dimensional Lie algebras g
inducing hypo SU(3)-structures with invariant intrinsic torsion or of class V1(λ2)⊕
V12 are of a very restricted form and that also the Lie algebra g is of special type.
Lemma 4.12. Let (α1, α2, α3, ω1, ω2, ω3) be a hypo Sp(1)-structure which induces
a hypo SU(3)-structure with invariant intrinsic torsion or of class V1(λ2) ⊕ V12.
Then dωi = 0 for all i = 1, 2, 3, dα1 = 0 and (dα2, dα3)
t = α1 ∧ A · (α2, α3)t for
some A ∈ sl(2,R). Moreover, g = V4 ⋊ V3 with V4 :=
⋂3
i=1 ker(αi) being a four-
dimensional Abelian ideal and V3 := ker(ω1) being a three-dimensional solvable
unimodular Lie subalgebra acting on V4 skew-symmetrically.
Proof. We assume first, slightly more general, that (α1, α2, α3, ω1, ω2, ω3) is a hypo
Sp(1)-structure which induces a hypo SU(3)-structure of class 2V1⊕V12. Note that
we have a splitting g = V4 ⊕ V3 into two subspaces V4 and V3 of dimension four
and three, respectively, where V4 is the subspace annihilated by α1, α2, α3 and V3
is the subspace annihilated by ω1, ω2, ω3. Then g
∗ = V ∗4 ⊕ V ∗3 and we set Λi,j :=
ΛiV ∗4 ∧ΛjV ∗3 , denote by by ηi,k−i the Λi,k−i-part of a k-form η and denote by Λ− the
three-dimensional subspace of Λ2,0 consisting of those element whose wedge product
with all ωi, i = 1, 2, 3 , is zero. Observe now that dωi ∈ αi+1 ∧ Λ2g∗ + αi+2 ∧ Λ2g∗
for all i = 1, 2, 3 by the hypo equations. Hence,
dωi =
3∑
j=1
βji ∧ ωj + τi + νi
with βji ∈ span(αi+1, αi+2), τi ∈ Λ− ∧ Λ0,1 and νi ∈ Λ1,2. Moreover, one has ωi ∧
ωj = δijω
2
1 for all i, j = 1, 2, 3. Differentiating this and looking at the Λ
4,1-part, we
get β := β11 = β
2
2 = β
3
3 and β
j
i = −βij for all i 6= j. But then βji ∈ span(αi+1, αi+2)
implies β = 0 and βi+1i ∈ span(αi+2) for all i = 1, 2, 3. Define b1, b2, b3 ∈ R by
β21 = b3α3, β
1
3 = b2α2 and β
3
2 = b1α1. Then, as dα1 = λ1(ω1 − α2 ∧ α3), we get
0 = d (ω2 − α3 ∧ α1) = −b3α3 ∧ ω1 + b1α1 ∧ ω3 + τ2 + ν2 − dα3 ∧ α1 + λ1α3 ∧ ω1,
0 = d (ω3 − α1 ∧ α2) = b2α2 ∧ ω1 − b1α1 ∧ ω2 + τ3 + ν3 − λ1ω1 ∧ α2 + α1 ∧ dα2.
Looking at the Λ2,1-parts of these equations, we get b2 = b3 = λ1, (dα2)2,0 = b1ω2+
ω−2 , (dα3)2,0 = b1ω3+ω
−
3 for certain ω
−
2 , ω
−
3 ∈ Λ− and τ2 = α1∧ω−3 , τ3 = −α1∧ω−2 .
Furthermore (dα2)0,2 = c1α1 ∧α2+ c2α1 ∧α3, (dα3)0,2 = c3α1 ∧α2+ c4α1 ∧α3 for
certain c1, c2, c3, c4 ∈ R and ν2 = α1 ∧ (dα3)1,1, ν3 = −α1 ∧ (dα2)1,1. Moreover,
0 = d (ω1 − α2 ∧ α3)2,1 =λ1 (α3 ∧ ω2 − α2 ∧ ω3) + τ1 − b1ω2 ∧ α3 − ω−2 ∧ α3
+ b1α2 ∧ ω3 + α2 ∧ ω−3 .
So b1 = λ1 and τ1 = ω
−
2 ∧ α3 − α2 ∧ ω−3 . Moreover, the Λ0,3-part of this equation
gives us c4 = −c1. Finally, the Λ1,2-part gives us ν1 = α3∧ (dα2)1,1−α2∧ (dα3)1,1.
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Writing (dαi)1,1 =
∑3
j=1 αj ∧ γji for i = 2, 3 with γji ∈ Λ1,0 for (i, j) ∈ {2, 3} ×
{1, 2, 3}, we obtain ν1 = α1 ∧ α2 ∧ γ13 − α1 ∧ α3 ∧ γ12 − α2 ∧ α3 ∧ (γ33 + γ22), ν2 =
α1∧α2∧γ23+α1∧α3∧γ33 and ν3 = −α1∧α2∧γ22−α1∧α3∧γ32 . Now the Λ3,2-part of
the differentials of the equalities ω21 = ω
2
2 = ω
2
3 gives us ω1 ∧ ν1 = ω2 ∧ ν2 = ω3 ∧ ν3
and so
(4.4) γ33 = −γ22 , γ13 ∧ ω1 = γ23 ∧ ω2 = −γ22 ∧ ω3, γ12 ∧ ω1 = −γ33 ∧ ω2 = γ32 ∧ ω3.
So let us now first discuss the case V1(λ2)⊕ V12. Then Theorem 3.12 implies that
for any η ∈ g, the two-form dη fulfills (dη)2 ∈ α1 ∧ Λ2g∗. Now
dα2 = ω
−
2 + α2 ∧ γ22 + α3 ∧ γ32 + α1 ∧ (γ12 + c1α2 + c2α3),
and so, as ω−2 has rank four unless it is zero, we get ω
−
2 = 0 and that γ
2
2 and γ
3
2
are linearly dependent. Similarly, looking at dα3 = 0, we get ω
−
3 = 0 and that γ
2
3
and γ33 are linearly dependent. As γ
3
3 = −γ22 by Equation (4.4), the same equation
implies that all γji have to zero. This gives us dω1 = dω2 = dω3 = 0 and that
dα2 and dα3 are of the claimed form. Now V4 is a four-dimensional ideal in g
admitting the hyperKa¨hler structure (ω1, ω2, ω3) and so has to be Abelian, cf., e.g.,
[BDF]. Note that dω1 = 0 already implies that [V3, V3] ⊆ V3, i.e. that V3 is a Lie
subalgebra. Finally, V3 acts skew-symmetrically on V4 as it preserves (ω1, ω2, ω3)
and so also g(ω1,ω2,ω3). This shows the statement for this case.
Now we have to consider the case that the induced hypo SU(3)-structure has
invariant intrinsic torsion. We show that then λ1 = 0 and so we are in the situation
of the just discussed case. First of all, Lemma 4.10 gives us
λ2(α1 ∧ α2 ∧ ω2 − α1 ∧ α3 ∧ ω3) = dω3 ∧ α2 + ω3 ∧ dα2 + dω2 ∧ α3 + ω2 ∧ dα3
Looking at the Λ2,2-part, we get τ2 = τ3 = 0, i.e. ω
−
2 = ω
−
3 = 0 as well as c1 = 0
and c3 = −c2 = λ1 + λ2. Thus, by Equation (4.4),
0 = (d2α2)3,0 = d
λ1ω2 − (λ1 + λ2)α1 ∧ α3 + 3∑
j=1
αj ∧ γj2

3,0
= λ1
3∑
j=1
ωj ∧ γj2
= 3λ1ω1 ∧ γ12 .
So either λ1 6= 0 or γ12 = 0. But in the second case, Equation (4.4) implies that all
γji are zero. Hence,
0 = d2α2 = d(λ1ω2 − (λ1 + λ2)α1 ∧ α3)
= −(λ1 + λ2)d(ω2 − α3 ∧ α1) + (2λ1 + λ2)dω2
= λ1(2λ1 + λ2)(ω3 ∧ α1 − ω1 ∧ α3),
and we get again λ1 = 0 as λ2 = −2λ1 6= 0 is impossible by Lemma 3.15. 
All these results allow us now to exclude holonomy equal to Sp(2) for the hypo
flow with certain initial values.
Theorem 4.13. Let (α, ω, ψ) be a hypo SU(3)-structure on a seven-dimensional
Lie algebra g with invariant intrinsic torsion or of class V1(λ2) ⊕ V12. Then the
hypo flow with initial value (α, ω, ψ) yields a Riemannian manifold (G× I, g) with
holonomy not equal to Sp(2). Moreover, if (α, ω, ψ) has invariant intrinsic torsion
with λ1 6= 0, then the holonomy of (G× I, g) is even equal to SU(4).
Proof. Assume the contrary and let (α(t), ω(t), ψ(t))t∈I be the solution of the
hypo flow with initial value (α, ω, ψ). By Proposition 4.11, (α(t), ω(t), ψ(t))t∈I
is induced by a one-parameter family of hypo Sp(1)-structure (α1(t), α2(t), α3(t),
ω1(t), ω2(t), ω3(t))t∈I fulfilling the flow equations (4.3). By Lemma 4.12, the ini-
tial value (α1, α2, α3, ω1, ω2, ω3) fulfills dω1 = dω2 = dω3 = 0, dα1 = 0 and
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(dα2, dα3)
t = α1 ∧ A(α2, α3)t for some A ∈ sl(2,R) and g = V4 ⋊ V3 with the
four-dimensional Abelian ideal V4 =
⋂3
i=1 ker(αi) and the three-dimensional Lie
subalgebra V3 = ker(ω1) acting skew-symmetrically on V4. Then a solution of
the hypo flow is given by (α1(t), α2(t), α3(t), ω1(t), ω2(t), ω3(t))t∈I with ωi(t) ≡ ωi
for i = 1, 2, 3 and (α1(t)α2(t), α3(t))t∈I ∈ span(α1, α2, α3)3 being the solution of
(αi+1(t) ∧ αi+2(t))′ = dαi(t), i = 1, 2, 3 (note that we can recover all αi(t) uniquely
from the two-forms (α1(t) ∧ α2(t), α2(t) ∧ α3(t), α3(t) ∧ α1(t)) if this triple is not
too far away from (α1 ∧ α2, α2 ∧ α3, α3 ∧ α1)). We did not determine whether the
flow equations (4.3) with given initial value have a unique solution but we know
that any solution of (4.3) induces a solution of the hypo flow, and this solution is
unique. So the induced Riemannian metric on G×R has to be equal to g, the one
obtained by the hypo flow. Hence, choosing an orthonormal basis e1, . . . , e4 of V4
for g(ω1,ω2,ω3), we obtain
g =
4∑
i=1
ei ⊗ ei +
3∑
i,j=1
cij(t)αi ⊗ αj + dt⊗ dt
for some symmetric time-dependent matrix C(t) = (cij(t))ij ∈ R3×3. As g = V4 ⋊
V3, V4 is Abelian and V3 acts skew-symmetrically, we get from the Koszul formula
that ∇ei = 0 for all i = 1, . . . , 4, ∇Y |V4 = ad(Y )|V4 and ∇Y (V3 ⊕ span(∂t)) ⊆ V3 ⊕
span(∂t) for all Y ∈ V3 as well as∇∂t |V4 = 0 and∇∂t(V3⊕span(∂t)) ⊆ V3⊕span(∂t).
Hence, ∇eiωj = 0 and ∇∂tωj = 0 for all (i, j) ∈ {1, . . . , 4} × {1, 2, 3}. Moreover,
∇Y ωj = ad(Y ).ωj = Y y dωj = 0 for all Y ∈ V3. Hence, ω1, ω2, ω3 are parallel in
contradiction with Lemma 4.7. So the holonomy of g cannot be equal to Sp(2). 
Example 4.14. Let G be a Lie group whose Lie algebra g is one of the two Lie
algebras of Example 3.16. Using the basis e1, . . . , e7 of left-invariant one-forms on
G given in Example 3.16, we obtain, due to Theorem 4.13 and Corollary 4.3 (c),
that the Riemannian metric g on G× (− 12 ,∞) given by
g =
6∑
i=1
(1 + 2x)ei ⊗ ei + 2−(1+2x)4(1+2x)3 e7 ⊗ e7 + (1+2x)
3
2−(1+2x)4 dx⊗ dx
has holonomy equal to SU(4).
5. The left-invariant Hitchin flow
5.1. Holonomy reduction for the Hitchin flow. In this subsection, we show
that the Hitchin flow on certain Lie algebras always leads to Riemannian manifolds
with holonomy contained in SU(4) as the initial cocalibrated G2-structure is induced
by a hypo SU(3)-structure in the sense of Lemma 2.10. In general, we have
Lemma 5.1. Let ϕ ∈ Ω3M be a cocalibrated G2-structure on a seven-dimensional
manifold M . Then ϕ is induced by a hypo SU(3)-structure (α, ω, ψ) if and only if
there exists a unit vector field X ∈ X(M) such that d(Xyϕ) = 0 and d(Xb∧ϕ) = 0.
Proof. If ϕ is induced by a hypo SU(3)-structure (α, ω, ψ), then take X to be the
Lee vector field. Then α = Xb and ϕ = ω ∧ α − ρˆ. So Xyϕ = ω is closed as well
as Xb ∧ ϕ = −α ∧ ρˆ.
Conversely, assume that a unit vector fieldX with d(Xyϕ) = 0 and d(Xb∧ϕ) = 0
exists. Write ϕ = ω ∧Xb− τ and ⋆ϕϕ = Ω+Xb ∧ ρ for ω ∈ Ω2M , τ, ρ ∈ Ω3M and
Ω ∈ Ω4M such that all these forms annihilate X . As G2 acts transitively on S7,
we find, for any given p ∈M , an adapted basis (e1, . . . , e7) for ϕp with (Xb)p = e7.
Then one checks that (Xb, ω, ρ+ iτ) is an SU(3)-structure on g with adapted basis
(e2,−e1, e4,−e3, e6,−e5, e7) in p ∈ M and Ω = ω22 . Hence, d(Xyϕ) = 0 and
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d(Xb ∧ ϕ) = 0 give us dω = 0 and d(Xb ∧ τ) = 0. Moreover, ϕ is cocalibrated and
so d ⋆ϕ ϕ = d
(
ω2
2 +X
b ∧ ρ
)
= d(Xb ∧ ρ). Thus, (Xb, ω, ρ+ iτ) is hypo. 
Our previous results imply now the following statements.
Theorem 5.2. Let g be a seven-dimensional Lie algebra admitting a cocalibrated
G2-structure ϕ. If dim([g, g]) = 1 or g is almost Abelian, then ϕ is induced by a hypo
SU(3)-structure on g and the Hitchin flow with initial value ϕ yields a Riemannian
manifold (G× I, g) with holonomy Hol(g) contained in SU(4) but Hol(g) 6= Sp(2).
In particular, the Hitchin flow on the seven-dimensional Heisenberg algebra h7 al-
ways yields a Riemannian manifold with holonomy equal to SU(4).
Proof. Combining Lemma 2.10 and Lemma 5.1, the first statement in both cases
follows if we can find a unit length X ∈ g such that d(Xyϕ) = 0 and d(Xb∧ϕ) = 0.
For any unit length X ∈ g, we denote by V the orthogonal complement of X in g.
Then we can write ϕ = ω ∧ Xb − ρˆ and ⋆ϕϕ = ω22 + Xb ∧ ρ for a special almost
Hermitian structure (ω, ρ + iρˆ) on V and if the unit length X fulfills the above
equations, then a hypo SU(3)-structure on g inducing ϕ is given by (Xb, ω, ρ+ iρˆ),
cf. the proof of Lemma 5.1.
Now consider first the case dim([g, g]) = 1 and take X ∈ [g, g] of unit length. If
ν ∈ ΛkV ∗, i.e. ν annihilates X , then dν = 0 as X is a basis of the commutator.
Hence, dω = d(Xyϕ) = 0 as well as dρ = dρˆ = 0. So 0 = d ⋆ϕ ϕ = dX
b ∧ ρ, which
gives that dXb annihilates X , i.e. dXb ∈ Λ2V ∗, and that dXb is of type (1, 1)
with respect to the induced almost complex structure on V . But then −d(Xb ∧
ϕ) = dXb ∧ ρˆ = 0 as well. For the second statement in this case, we argue by
contradiction and assume that Hol(g) = Sp(2). As the hypo flow with initial
value (Xb, ω, ρ+ iρˆ) also yields the metric g on G× I, Proposition 4.11 shows the
existence of a hypo Sp(1)-structure (α1, α2, α3, ω1, ω2, ω3) inducing (X
b, ω, ρ+ iρˆ)
Lemma 4.10. In particular, we have Xb = α1. As α2, α3, ω2, ω3 all annihilate X ,
they are all closed and so the hypo equations give us 0 = dXb∧α3 and 0 = dXb∧α2,
i.e. that dXb = λα2 ∧ α3 for some λ ∈ R. Hence, a solution of the flow equations
(4.3) with initial value (Xb, α2, α3, ω1, ω2, ω3) is given by α1(t) = (1 +
3λ
2 t)
− 13 Xb,
αj(t) = (1 +
3λ
2 t)
1
3 αj for j = 2, 3 and ωi(t) = ωi for i = 1, 2, 3. This shows that
g = V4 ⊕ V3 with V4 := kerω1 ∼= R4 and V3 :=
⋂3
i=1 ker(αi) as Lie algebras, that
this decomposition is orthogonal for all times t and that the metric on V4 does not
depend on t. Hence, the Koszul formula gives us ∇V4 = 0 and ∇V3⊕span(∂t)(g ⊕
span(∂t)) ⊆ V3 ⊕ span(∂t) for the Levi-Civita connection ∇ of the Riemannian
metric g on G × I. Thus, ∇ωi = 0 for all i = 1, 2, 3, which contradicts Lemma
4.7. So Hol(g) 6= Sp(2) in this case. If we have g = h7, then (Xb, ω, ρ + iρˆ) is a
hypo SU(3)-structure of type 2V1 ⊕ V8 with (dXb)3 6= 0 and so Hol(g) = SU(4) by
Theorem 4.6.
In the second case, we take X of unit length being orthogonal to an Abelian ideal
V of codimension one. Then dXb = 0 and dν = Xb ∧ f.ν for all ν ∈ ΛkV ∗, where
f := ad(X)|V . Thus, d(Xb ∧ Λkg∗) = {0} and so, automatically, d(Xb ∧ ϕ) = 0.
Moreover, 0 = d ⋆ϕ ϕ = dω ∧ ω = Xb ∧ f.ω ∧ ω, i.e. f.ω ∧ ω = 0. But, as V
is six-dimensional, the Lefschetz map from Λ2g∗ to Λ4V ∗, cf., e.g., [Huy]. Hence,
f.ω = 0 and so 0 = Xb ∧ f.ω = dω = d(Xyϕ). As the hypo SU(3)-structure
inducing ϕ constructed by Lemma 5.1 is in this case of class V1(λ2)⊕V12, Theorem
4.13 implies the second statement.

Remark 5.3. The seven-dimensional Lie algebras with one-dimensional commutator
ideal are given by r2 ⊕R5 and h2k+1 ⊕R6−2k for k = 1, 2, 3, where r2 is the unique
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non-Abelian two-dimensional Lie algebra and h2k+1 is the (2k + 1)-dimensional
Heisenberg algebra. One easily sees that r2 ⊕ R5 does not admit a cocalibrated
G2-structure while the others do and that the holonomy of the Riemannian metric
obtained by the Hitchin flow on h3 ⊕ R4 and h5 ⊕ R2 is reducible.
Let us give an explicit example of a Riemannian metric with holonomy equal to
SU(4) obtained by the Hitchin flow on h7. Note that for generic initial values on
h7 one cannot solve the Hitchin flow explicitly.
Example 5.4. Take a basis e1, . . . , e7 of h3 such that the only non-zero Lie brackets
(up to anti-symmetry) are given by [e2i−1, e2i] = e7 for i = 1, 2, 3 and let ϕ =
ω ∧ e7 + ρ with ω := e12 + e34 + e56 and ρ := e135 − e146 − e236 − e245. The
solution (ϕ(t))t∈I of the Hitchin flow with initial value ϕ is then given by ϕ(t) =(
5
2 t+ 1
)− 15 ω ∧ e7 + ( 52 t+ 1)35 ρ for t ∈ (− 25 ,∞) and it induces the Riemannian
metric g with holonomy equal to SU(4) on H7 ×
(− 25 ,∞) given by
g =
(
5
2 t+ 1
)2
5
6∑
i=1
ei ⊗ ei + ( 52 t+ 1)−65 e7 ⊗ e7 + dt2.
5.2. The diagonal Hitchin flow on almost Abelian Lie algebras. In this
final subsection, we like to give many explicit examples of Riemannian metrics
obtained by the left-invariant Hitchin flow on almost Abelian Lie groups G with
holonomy equal to SU(4). To solve the Hitchin, or alternatively the hypo flow,
explicitly and to be able to show that the holonomy of the outcoming Riemannian
manifold is actually equal to SU(4), recall that Lemma 4.5 gives us, in combination
with Theorem 5.2, a criterion for the holonomy to be equal to SU(4) in the case
that there exists a basis (e1, . . . , e7) of the Lie algebra g which stays orthogonal
during the flow. So it is of interest to determine first those almost Abelian Lie
algebras which possess such a basis. To simplify this investigation and to make a
connection to the given initial cocalibrated G2-structure ϕ0 and the structure of g,
we assume that the basis is an adapted basis for ϕ0 such that (e1, . . . , e6) is a basis
of a codimension one Abelian ideal u. In this situation, we call (e1, . . . , e7) adapted
for (ϕ0, u). We obtain:
Lemma 5.5. Let g be a seven-dimensional almost Abelian Lie algebra with codi-
mension one Abelian ideal u, ϕ0 ∈ Λ3g∗ be a cocalibrated G2-structure on g and
e7 ∈ g\u be orthogonal to u and of norm one. Moreover, let (ϕ(t))t∈I be the solu-
tion of the Hitchin flow with initial value ϕ(0) = ϕ0, Jt be the complex structure
on u induced by ϕ(t)|u and the orientation induced by ω0 := (e7yϕ0) |u and set
f := ad(e7)|u. Then there exists an adapted basis for (ϕ0, u) which last entry e7
which stays orthogonal through the Hitchin flow with initial value ϕ0 if and only if
(i) f ∈ u(u, ω0, J0) and then Jt = J0 for all t ∈ I or
(ii) there exists an orthogonal splitting u = V4 ⊕ V2 into J0- and f -invariant
subspaces V4 and V2 with dim(Vi) = i for i = 2, 4 such that [f, J0]|V4 = 0
and that form some v ∈ V2 we have f(v) = av+J0v and f(J0v) = cv+aJ0v
for certain a, b, c ∈ R and then Jt|V4 = J0|V4 or
(iii) f(e1) = λ1e2 + ae3, f(e2) = µ1e1 + ae4, f(e3) = −ae1 + λ2e4, f(e4) =
−ae2+µ2e3, f(e5) = λ3e6 and f(e6) = µ3e5 for certain a, λi, µj ∈ R, i, j =
1, 2, 3, with a
(
(λ1−λ2)2+(µ1−µ2)2
)
= 0 for an adapted basis (e1, . . . , e7)
for (ϕ0, u). This adapted basis stays orthogonal during the Hitchin flow.
Proof. Note first of all that ϕ0 is cocalibrated if and only if f ∈ sp(u, ω0), cf.
[Fr]. So let now (e1, . . . , e7) be an adapted basis for (ϕ0, u). By the proof of
Theorem 5.2, ϕ0 is induced by the hypo SU(3)-structure (α0, ω0, ψ0) with α0 := e
7
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and ψ0 := (e
1 − ie2) ∧ (e3 − ie4) ∧ (e5 − ie6). So by Lemma 2.10, the solution
(α(t), ω(t), ψ(t))t∈I of the hypo flow with this initial value induces the solution of
the Hitchin flow (ϕ(t))t∈I and yields, in particular, the same metric g = gt + dt2
on G × I as the Hitchin flow. Now, combining Corollary 4.3 and Lemma 4.1,
we know that ω ≡ ω0 and that the induced almost complex structure Jt fulfills
J˙t = g(t)(JtfJt + f) for some non-zero function g : I → R. As g˙t = ω0(J˙t·, ·)
and as the adapted basis e1, . . . , e6 fulfills J0e2i−1 = −e2i and J0e2i = e2i−1 for
i = 1, 2, 3, the condition that (e1, . . . , e6) stays orthogonal through the hypo flow
is equivalent to J˙te2i−1 ∈ span(e2i) and J˙te2i ∈ span(e2i−1) for i = 1, 2, 3. Using
that J2t = − idu, this is, in turn, equivalent to
Jt =

0
h1(t)
h2(t)
h3(t)
− 1
h1(t)
− 1
h2(t)
− 1
h3(t)
0

with respect to the basis (e1, e3, e5, e2, e4, e6) for smooth functions h1, h2, h3 : I → R
with hi(0) = 1 for i = 1, 2, 3.
If h1, h2, h3 are all constant, then Jt = J0 for all t ∈ I and so J0fJ0 + f = 0,
i.e. [f, J0] = 0. Hence, f ∈ u(u, ω0, J0).
If exactly two of the hi, say h1 and h2, are constant then Jt|V4 = J0|V4 for
all t ∈ I and (J0fJ0 + f)|V4 = 0 for V4 := span(e1, e2, e3, e4). In general, we
have J0f(e2i) = −J0fJ0e2i−1 = f(e2i−1) = −JtfJte2i−1 = hi(t)Jtf(e2i) for all
i = 1, 2, 3 and all t ∈ I up to terms in span(e2i). Inserting some t ∈ I for which
h3(t) 6= 1, we get that f(e1), f(e3) ∈ V4 and f(e5) ∈ V2 := span(e5, e6). Similarly,
we see that f(e2), f(e4) ∈ V4 and (e6) ∈ V2. Thus, f preserves the subspaces V2
and V4. But then (f + JtfJt)(e5) ∈ span(e6) and (f + JtfJt)(e6) ∈ span(e5) are
equivalent to f(e5) = ae5 + be6 and f(e6) = ce5 + ae6 for certain a, b, c ∈ R and
Finally, assume that at most one of the hi is constant. Writing f = (A BC D )
with A,B,C,D ∈ R3×3 with respect to the basis (e1, e3, e5, e2, e4, e6), the condition
f ∈ sp(u, ω0) is equivalent to D = −At, Bt = B and Ct = C. Moreover,
J0fJ0 + f =
(
A+ At B + C
B + C −A−At
)
.
Hence, At = −A and cij = −bij for all i 6= j. Similarly, for F := diag(h1, h2, h3)
we obtain
JtfJt + f =
(
A− FAF−1 B + FCF
C + F−1BF−1 A− F−1AF
)
.
So the desired evolution behavior is equivalent to aij
(
1− hi
hj
)
= 0 for all i, j ∈
{1, 2, 3} and bij(1−hihj) = 0 for all i, j with i 6= j. By rotating (e2l, e2l−1) by π2 and
(e2k, e2k−1) by −π2 for appropriate l, k ∈ {1, 2, 3}, k 6= l, we get again an adapted
basis and so we may assume that hihj 6≡ 1 for all i 6= j. But then necessarily bij = 0
for all i 6= j. Write B = diag(µ1, µ2, µ3) and C = diag(λ1, λ2, λ3). One computes
that then J˙te2i = h˙i(t)e2i−1 = g(t)(µi+λih2i (t))e2i−1, i.e. h˙i(t) = g(t)(µi+λih
2
i (t))
for all i = 1, 2, 3.
If hi(t) 6= hj(t) for all i 6= j, we get A = 0 and are in the claimed situation. If
there are i 6= j with hi = hj, then h˙i = h˙j and so λi+ µihi(t) = λj+
µj
hj(t)
= λj+
µj
hi(t)
for all t ∈ I. As hi = hj cannot be constant by assumption, we must have λi = λj
and µi = µj . If only two his are equal, we may permute the indices so that
h1 = h2 6= h3 and then must have a13 = −a31 = a23 = −a32 = 0 and are in
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the claimed situation. Finally, we consider the case h1 = h2 = h3. As A is skew-
symmetric, there exists some G ∈ SO(3) such that
G−1AG =
0 −a 0a 0 0
0 0 0
 := B
for some a ∈ R. Now diag(G,G) ∈ SU(3) and so we may assume that with respect
to our adapted basis f =
(
B µI3
λI3 B
)
for some λ, µ ∈ R. This finishes the proof. 
Theorem 5.6. Let g be a seven-dimensional almost Abelian Lie algebra with codi-
mension one Abelian ideal u, ϕ0 be a cocalibrated G2-structure on g, e7 ∈ g\u be
orthogonal to u and of norm one and set f := ad(e7)|u.
Then there exists a basis of g adapted for (ϕ0, u) with last vector e7 which stays
orthogonal during the Hitchin flow such that the Riemannian manifold obtained by
the Hitchin flow has holonomy equal to SU(4) if and only if there exists a basis
(e1, . . . , e7) adapted for (ϕ0, u) such that f is given by
µ1 −a
λ1 −a
a µ2
a λ2
µ3
λ3

with respect to the basis (e1, . . . , e6) for certain (a, λ1, λ2, λ3, µ1, µ2, µ3) ∈ R7 with
a
(
(λ1 − λ2)2 + (µ1 − µ2)2
)
= 0, λi + µi 6= 0
for all i = 1, 2, 3.
If this is the case, (M × I, g) is isometric to (M × J, g˜), where
g˜ =
3∑
i=1
(
1
fλi,µi (x)
e2i−1 ⊗ e2i−1 + fλi,µi(x) e2i ⊗ e2i
)
+
3∏
j=1
λj+µj
λjfλj ,µj (x)+
µj
fλj,µj (x)
(
e7 ⊗ e7 + dx2) ,
for any (λ, µ) ∈ R2, the function fλ,µ is the maximal solution of the initial value
problem
(5.1) f ′λ,µ = −(λf2λ,µ + µ), fλ,µ(0) = 1
and J =
⋂3
i=1 Ji, where Ji is the intersection of the maximal interval of existence
of fλi,µi with the interval on which fλi,µi > 0, i = 1, 2, 3.
Remark 5.7. Note that for (λ, µ) ∈ R2, the solution fλ,µ of the initial value problem
(5.1) is given by
fλ,µ(y) =

√
µ
λ
tan
(
−sgn(µ)√λµ y + arctan
(√
λ
µ
))
, if λ
µ
> 0,√−µ
λ
tanh
(
−sgn(µ)√−λµ y + artanh
(√
−λ
µ
))
, if − 1 < λ
µ
< 0,√−µ
λ
coth
(
−sgn(µ)√−λµ y + arcoth
(√
−λ
µ
))
, if λ
µ
< −1,
1
λy+1 , if µ = 0,
1− µy, if λ = 0.
.
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Proof. Let (ϕ(t))t∈I be the solution of the Hitchin flow with initial value ϕ0 and
gt := gϕ(t), so g = gt + dt
2. We need to consider the different cases in Lemma 5.5.
In the first two cases in Lemma 5.5, there exists a splitting u = V ⊕ U with
V 6= 0 such that f preserves both V and U and acts skew-symmetrically on V ,
such that the splitting is gt-orthogonal for all t ∈ I and such that gt|V is constant.
By the Koszul formula, this implies ∇V = 0, ∇U⊕span(∂t)V = 0, ∇U⊕span(e7,∂t)(U ⊕
span(e7, ∂t)) ⊆ U ⊕ span(e7, ∂t) and ∇e7 |V = f |V . Take a non-zero form ν ∈
Λdim(V )g∗ annihilating U⊕span(e7). As f preserves V and acts skew-symmetrically
on V , we have f.ν = − tr(f |V )ν = 0. As ∇wν for all w ∈ u, ∇∂tν = 0 and
∇e7ν = f.ν = 0, the non-zero dim(V )-form ν is parallel. But so the holonomy
principle shows that the holonomy reducible and cannot be equal to SU(4).
In the last case in Lemma 5.5, assume first that λi+µi = 0 for some i ∈ {1, 2, 3}.
Note that in the case i ∈ {1, 2}, the above conditions imply that a = 0 or λj = −µj
for all j = 1, 2. This ensures that in all cases we have a splitting u = V ⊕ U with
V 6= 0 such that f and J0 both preserve both V and U , f acts skew-symmetrically
on V , [J0, f ]|V = 0 and the splitting is gt-orthogonal for all t ∈ I. But [J0, f ]|V = 0
shows (J0fJ0 + f)|V = 0 and so that Jt|V = J0|V for all t ∈ I. Hence, gt|V is
constant. Arguing as above, we see that the holonomy of (G × I, gt + dt2) has to
be reducible and so cannot be equal to SU(4).
Finally, we consider the last case in Lemma 5.5 with λi+µi 6= 0 for all i = 1, 2, 3.
Let (f1, f2, f3) : I → U :=
{
(x1, x2, x3) ∈ R3
∣∣∣∣xi > 0, λixi+µixiλi+µi > 0 for i = 1, 2, 3
}
be the maximal solution of the initial value problem
(5.2) f ′i = −
(
λif
2
i + µi
)√√√√ 3∏
j=1
λjfj+
µj
fj
λj+µj
, fi(0) = 1, i = 1, 2, 3.
We first show that√f1(t)e1, 1√
f1(t)
e2,
√
f2(t)e3,
1√
f2(t)
e4,
√
f3(t)e5,
1√
f3(t)
e6,
√√√√ 3∏
i=1
λifi(t)+
µi
fi(t)
λi+µi
e7

is an adapted basis for ϕ(t) for all t ∈ I. Note that it is not clear from the
beginning that the maximal interval I˜ of existence of the initial value problem (5.2)
equals I. However, if we have shown that the family of G2-structures obtained by
the above adapted bases solves the Hitchin flow with initial value ϕ0, then surely
I˜ ⊆ I. Now, if I˜ would be smaller than I, then either one fi = gt(e2i, e2i) or∏3
j=1
λjfj+
µj
fj
λj+µj
= 1
gt(e7,e7)
goes to zero or to infinity at the boundary points of I˜
which are inner points of I, a contradiction.
Let ϕ˜(t) be the G2-structure for which the above basis is adapted. Then we have
ϕ˜(t) =
√√√√ 3∏
i=1
λi+µi
λifi(t)+
µi
fi(t)
(
e127 + e347 + e567
)
+ (f1(t)f2(t)f3(t))
− 12 e135
−
√
f2(t)f3(t)
f1(t)
e146 −
√
f1(t)f3(t)
f2(t)
e236 −
√
f1(t)f2(t)
f3(t)
e245,
⋆ϕ˜(t)ϕ˜(t) = e
1234 + e1256 + e3456 +
√√√√∏3i=1 λi+µiλi+ µif2
i
(t)
f1(t)f2(t)
e1367 +
√√√√∏3i=1 λi+µiλi+ µif2
i
(t)
f1(t)f3(t)
e1457
+
√√√√∏3i=1 λi+µi
λi+
µi
f2
i
(t)
f2(t)f3(t)
e2357 −
√√√√ 3∏
i=1
λi+µi
λi+
µi
f2
i
(t)
e2467.
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In particular, ϕ˜(0) = ϕ0 = ϕ(0) and ϕ˜(t) is cocalibrated for all t ∈ I. Moreover,
using that f1 = f2 if a 6= 0, we obtain
dϕ˜ = 1√
f1f2f3
(
(µ3 − λ2f2f3 − λ1f1f3) e1367 + (µ2 − λ3f2f3 − λ1f1f2) e1457
+ (µ1 − λ2f1f2 − λ3f1f3) e2357
)
−
√
f1f2f3
3∑
i=1
µi
fi
e2467.
Now
d
dt
√√√√ 3∏
i=1
λi+µi
λi+
µi
f2
i
= 1
2
√√√√∏3i=1 λi+µi
λi+
µi
f2
i
·
3∑
j=1
 2(λj+µj)µj(
λi+
µi
f2
i
)2
f3
j
f ′j ·
3∏
i=1,i6=j
λi+µi
λi+
µi
f2
i

=
√√√√ 3∏
i=1
λi+µi
λi+
µi
f2
i
3∑
j=1
µj
fj(λjf2j+µj)
f ′j = −
√√√√ 3∏
i=1
fi ·
3∑
j=1
µj
fj
,
which implies dϕ˜(t) = − ⋆ϕ˜(t) ϕ˜(t)′ and so ϕ˜(t) = ϕ(t), i.e. the statement that the
basis given above is adapted for ϕ(t).
Next, we give another description of the solutions (f1, f2, f3) of the initial value
problem (5.2), which allows us to conclude that (G × I, g) is isometric to (G ×
J˜ , g˜) and helps us in the determination of the holonomy of g below. Thereto, let
(fλ1,µ1 , fλ2,µ2 , fλ3,µ3) be as in the assertion and let x be the maximal solution of
the initial value problem
(5.3) x′ =
√√√√ 3∏
j=1
λjfλj ,µj (x)+
µj
fλj,µj (x)
λj+µj
, x(0) = 1,
where we note that the right hand side is well-defined exactly on the interval J of
the assertion since 0 6= f ′λj ,µj (x) = −(λjf2j (x) + µj) for all x ∈ J .
Now, let I ′ be the maximal interval of existence of the initial value problem (5.3).
Then (fλ1,µ1 ◦x, fλ2,µ2 ◦x, fλ3,µ3 ◦x) solves the initial value problem (5.2) on I ′, so
fi = fλi,µi ◦ x on I ′ and I ′ ⊆ I. Note first that x(I ′) = J : Otherwise I ′ has to be
unbounded, say in positive direction, and J ∋ x0 = limt→∞ x(t). But then there
has to be some sequence (tk)k with limk→∞ tk =∞ and
0 = lim
k→∞
x′(tk) =
√√√√ 3∏
j=1
λjfλj,µj (x0)+
µj
fλj,µj (x0)
λj+µj
,
a contradiction. Moreover, we must have I ′ = I: Otherwise, there is some t0 ∈
I ∩ ∂I ′ and we must have x0 := limt→t0 x(t) ∈ ∂J or x0 ∈ {∞,−∞}. So, from the
explicit solutions of (5.1) given in Remark 5.7, we see that for some j ∈ {1, 2, 3},
λjfj(t0) +
µj
fj(t0)
= limt→t0 λjfj(t) +
µj
fj(t)
= limx→x0 λjfλj ,µj (x) +
µj
fλj,µj (x)
= 0 or
fj(t0) = limt→t0 fj(t) = limx→x0 fλj ,µj (x) ∈ {0,∞}, a contradiction. Thus, I = I ′
and (h, t) 7→ (h, x(t)) is an isometry between (G× I, g) and (G× J, g˜)
So we are left with showing that Hol(g) = Hol(g˜) = SU(4). This follows from
Lemma 4.5 and Theorem 5.2 if gt(ek, ek) is not the square of a polynomial of degree
at most one for all k = 1, . . . , 7. By symmetry, it suffices to show this for k = 1, 2, 7.
Moreover, replacing f1 by f˜1 :=
1
f1
, the new triple (f˜1, f2, f3) fulfills the initial value
problem (5.2) for λ˜1 = −µ1, µ˜1 = −λ1 and λ˜j = λj , µ˜j = µj for j = 2, 3. So we
only need to consider k = 2, 7.
Consider first k = 7, i.e. we assume that gt(e7, e7) is the square of an affine
function. Then h(t) :=
√
gt(e7, e7) =
√∏3
i=1
λi+µi
λifi(t)+
µi
fi(t)
has to be an affine
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function and so we must have h′′(t) = 0 for all t ∈ I. A direct computation yields
−2h′′(t)h(t) =∑3j=1 (λjfj(t) + µjfj(t))2, leading to 0 = −2h′′(0) =∑3j=1(λj+µj)2,
a contradiction.
Consider now k = 2, i.e. assume that f1(t) = gt(e2, e2) = (at + 1)
2 for some
a ∈ R. Then
2a
√
f1(t) = 2a(at+ 1) = f
′
1(t) = −(λ1f21 (t) + µ1)
√√√√ 3∏
j=1
λjfj+
µj
fj
λj+µj
,
and so f1(λ1f1+
µ1
f1
)3(λ2f2+
µ2
f2
)(λ3f3+
µ3
f3
) = fλ1,µ1(λ1fλ1,µ1+
µ1
fλ1,µ1
)3(λ2fλ2,µ2+
µ2
fλ2,µ2
)(λ3fλ3,µ3 +
µ3
fλ3,µ3
) ◦ x is constant and not zero. As x is injective and fλi,µi
is real-analytic, we get that
k := fλ1,µ1(λ1fλ1,µ1 +
µ1
fλ1,µ1
)3(λ2fλ2,µ2 +
µ2
fλ2,µ2
)(λ3fλ3,µ3 +
µ3
fλ3,µ3
)
is constant and not zero on J .
From the explicit solution of (5.1) given in Remark 5.7, we see that for any
(λ, µ) ∈ R2 with λ+ µ 6= 0 the maximal interval around 1 on which fλ,µ is defined
and greater than zero has a finite boundary point and that at each finite boundary
point, fλ,µ goes to zero or infinity and λfλ,µ +
µ
fλ,µ
goes to infinity. So J has a
finite boundary point x0. Moreover, if fλ1,µ1 does not go to zero at x0, it is clear
that the function k goes to infinity at x0 and we have a contradiction. However,
the same happens at x0 also if fλ1,µ1 goes to zero as
fλ1,µ1(λ1fλ1,µ1 +
µ1
fλ1,µ1
)3 = λ31f
4
λ1,µ1
+ 3λ21µ1f
2
λ1,µ1
+ 3λ1µ
2
1 + µ
3
1f
−2
λ1,µ1
and as fλ1,0 does not go to zero at a finite point. 
Example 5.8. Take a = λ1 = λ2 = λ3 = 0 and µ1 ≥ µ2 ≥ µ3 > 0 in Theorem 5.6.
Then g is two-step nilpotent and the induced Riemannian metric g reads
g =
3∑
i=1
(
1
1−µix e
2i−1 ⊗ e2i−1 + (1 − µix) e2i ⊗ e2i
)
+
3∏
j=1
(1− µjx)
(
e7 ⊗ e7 + dx2) .
and is defined on G ×
(
−∞, 1
µ3
)
. Now g obviously admits a basis with rational
structure constants and so there exists a cocompact lattice Γ in G. Hence, we can
build the compact nilmanifold Γ\G and get an induced Riemannian metric with
holonomy equal to SU(4) on Γ\G×
(
−∞, 1
µ3
)
.
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