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Abstract
An equitable coloring of a graph G = (V,E) is a (proper) vertex-coloring of G, such that
the sizes of any two color classes differ by at most one. In this paper, we consider the
equitable coloring problem in block graphs. Recall that the latter are graphs in which each
2-connected component is a complete graph. The problem remains hard in the class of block
graphs. In this paper, we present some graph theoretic results relating various parameters.
Then we use them in order to trace some algorithmic implications, mainly dealing with the
fixed-parameter tractability of the problem.
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1. Introduction
In this paper, we consider finite, undirected graphs. They do not contain loops or parallel
edges. Two vertices of a graph G are independent if there is no edge joining them. A set of
vertices is independent, if any two its vertices are independent. Let α(G) be the cardinality
of a largest independent set in a graph G. Similarly, two edges of a graph are independent,
if they do not share a vertex. A matching is a subset of edges of a graph such that any two
edges in it are independent. Let ν(G) be the size of a largest matching of G. A matching is
perfect if it covers all the vertices of the graph. A vertex cover is a subset of vertices whose
removal results into a graph with no edge. The size of a smallest vertex cover is denoted by
τ(G). In any graph G we have
ν(G) ≤ τ(G) ≤ 2ν(G).
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A clique of a graph G is a maximal complete subgraph of G. For a graph G let ω(G) be the
size of a largest clique of G. A vertex v is a cut-vertex, if G − v contains more connected
components than G. A block of a graph G is a maximal 2-connected subgraph of G.
A graph G is a block graph, if every block of G is a clique. If G is a block graph, then
a vertex is simplicial, if it is not a cut-vertex. Clearly, the neighbors of a simplicial vertex
are in the same clique. A clique in a block graph is pendant if it contains one cut-vertex of
G. Let P (G) be the number of pendant cliques of G. Let S(G) be the number of simplicial
vertices of G. Clearly, for any block graph G, we have P (G) ≤ S(G).
If G is a connected graph then let d(u, v) denote the length of a shortest path con-
necting the vertices u and v. For a vertex u, its eccentricity ǫG(u) is defined as ǫG(u) =
maxv∈V {d(u, v)}. The radius ofG is rad(G) = minv∈V {ǫG(v)} and diam(G) = maxv∈V {ǫG(v)}.
The center of a graph is the subset of vertices whose eccentricity is equal to the radius of
the graph. For any graph G, we have
rad(G) ≤ diam(G) ≤ 2 · rad(G).
Following [11], we define a cluster in a graph G as a subgraph such that each of its compo-
nents is a clique. The distance to the cluster, denoted by dc(G), is the smallest number of
vertices of G, whose removal results into a cluster. A set D is called a dc-set, if |D| = dc(G)
and G−D is a cluster. We refer to [13] for non-defined concepts on graphs.
This paper deals with the one of variants of classical Vertex Coloring problem,
namely Equitable Coloring. If the set of vertices of a graph G can be partitioned
into k (possibly empty) classes V1, V2, . . . , Vk such that each Vi is an independent set and
the condition ||Vi| − |Vj|| ≤ 1 holds for every pair (i, j), then G is said to be equitably
k-colorable. The smallest integer k for which G is equitably k-colorable is known as the
equitable chromatic number of G and denoted by χ=(G) [17]. This model of graph coloring
has attracted attention of many graph theory specialists for almost 50 years. The conducted
studies are mainly focused on the proving known conjectures for particular graph classes,
analysis of the problems complexity, designing exact algorithms for polynomial cases, and
approximate algorithms or heuristics for hard cases.
We know that in general case, the Equitable Coloring problem is NP-complete, as
a particular case of Vertex Coloring. Note that the Bin Packing Problem with
Conflicts (BPC) is closely related to Equitable Coloring. The first one is defined
as follows. We are given a set V of n items of weights w1, w2, . . . , wn, k identical bins of
capacity c. Two items i and j are said to be conflicting if and only if they cannot be assigned
to the same bin. The problem is to assign all items in the least possible number of bins
while ensuring that the total weight of all items assigned to a bin does not exceed c and
that no bin contains conflicting items. Note that the problem with c = n/k and weights
equal to one is equivalent to an equitable coloring of the corresponding conflict graph. Some
exemplary heuristics for solving BPC can be found in [10, 18].
An interesting overview of the results of studies over equitable coloring can be found in
[9] and [16]. This issue is very important due to its many applications (creating timetables,
task scheduling, transport problems, networks, etc.) (see for example [7, 8]). Very recently
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there have been published a few papers investigating the parameterized complexity of the
problem of equitable coloring (see [2, 5, 6, 11, 12]). Recall that if Π is an algorithmic problem,
then it is fixed-parameter tractable with respect to a parameter t, if it can be solved with
an exact algorithm, whose running-time is g(t) · poly(size). Here g is some (computable)
function of t, size is the length of the input and poly is a polynomial function. Usually, a
(parameterized) problem is paraNP-hard, if it remains NP-hard even when the parameter
under consideration is constant. The reader can learn more about this topic from [3], that
can be a good guide for algorithmic concepts that are not defined in this paper.
Fellows et al. in [5] showed that the Equitable Coloring problem is W [1]-hard,
parameterized by the treewidth plus the number of colors. Fiala et al. [6] considered another
structural parameters - vertex cover. They showed that the problem is FPT with respect to
it. Gomes et al. [11] established new results for some other parameters: W [1]-hardness for
pathwidth and feedback vertex set, and fixed parameter tractability for distance to cluster.
Gomes et al. in their another paper [12] considered parameterized complexity of Equitable
Coloring problem for subclasses of perfect graphs. They showed W [1]-hardness for block
graphs when parameterized by the number of colors, and for K1,4-free interval graphs when
parameterized by treewidth, number of colors and maximum degree.
In this paper, we continue the line of the research by considering the problem of equi-
table coloring of block graphs as a non-trivial subclass of chordal graphs, thus also perfect
graphs. For block graphs, it is shown in [12] that the problem is W[1]-hard with respect
to the treewidth, diameter and the number of colors. This, in particular, means that un-
der the standard assumption FPT6=W[1] in parameterized complexity theory, the problem
is not likely to be polynomial time solvable in block graphs. In this paper we investigate
parameterized complexity of Equitable Coloring of block graphs with respect to many
other parameters thus completing the state of art in this area.
The paper is organized as follows. In Section 2, we investigate the problem with respect
to some parameters that are related to the independence of vertices and edges of graphs.
In Section 3, we consider other parameters and related them in block graphs. Finally, we
conclude the paper in Section 4, where we also present some open problems that we feel
deserve to be investigated.
2. Equitable Coloring and independent sets of block graphs
In this section, we consider block graphs and the Equitable Coloring problem from
the perspective of independent sets of vertices and edges. In Subsection 2.1, we work mainly
with the parameter αmin, which has tight connections with the size of the largest independent
set of vertices of a block graph. In Subsection 2.2, our focus is on matchings of block graphs.
In particular, we view the problem from the angle of the number of vertices that a maximum
matching of a block graph does not cover.
Before we start presenting our results, we list some minor observations and corollaries
from some results in the literature.
Lemma 1 ([19]). Let Π be an algorithmic problem, and let k1 and k2 be some parameters.
Assume that there is a (computable) function g : N→ N, such that for any instance I of Π,
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we have k1(I) ≤ g(k2(I)). Then if Π is FPT with respect to k1, then it is FPT with respect
to k2.
Theorem 2 ([12]). EQUITABLE COLORING of block graphs of diameter at least four
parameterized by the number of colors and treewidth is W [1]-hard.
Theorem 3 ([11]). EQUITABLE COLORING is FPT when parameterized by the distance
to cluster.
Theorem 4 ([6]). EQUITABLE COLORING is FPT when parameterized by vertex cover.
Theorem 5 ([5]). EQUITABLE COLORING is W [1]-hard, parameterized by treewidth.
Theorem 6 ([12]). EQUITABLE COLORING is FPT when parameterized by the treewidth
of the complement graph.
Directly, we have
Corollary 7. EQUITABLE COLORING of complements of block graphs with fixed clique
number is polynomialy solvable.
2.1. Independent sets and the parameter αmin
Recall that for a graph G α(G) denotes the size of a largest independent set in G. Let
α(G, v) be the size of the largest independent set of G that contains the vertex v. Define:
αmin(G) = min
v∈V (G)
α(G, v).
In [4] we presented a conjecture, which implies that there are only two possible values for
the equitable chromatic number of block graphs.
Conjecture 1. ([4]) For any block graph G, we have:
max
{
ω(G),
⌈
|V (G)|+ 1
αmin(G) + 1
⌉}
≤ χ=(G) ≤ 1 + max
{
ω(G),
⌈
|V (G)|+ 1
αmin(G) + 1
⌉}
.
While the lower bound on χ=(G) is true, even for general graph, the upper bound is only
proven for well-covered block graphs, some symmetric block graphs, and block graphs with
αmin ∈ {1, 2} [4]. In this section we give full characterization of block graphs with αmin = r,
r ≥ 1 and prove that Equitable Coloring of block graphs is FPT when parametrized by
αmin. We start with some preliminaries.
Proposition 8. Let G be a block graph and let w be a simplicial vertex. Then α(G,w) =
α(G).
Proof. Let I be an independent set of G of size α(G). If w ∈ I, then we are done. Thus,
we can assume that w /∈ I, hence there is a vertex u ∈ I that lies in the unique clique Q
containing w. Consider the set I ′ obtained from I by replacing u with w. Observe that I ′
is an independent set of size α(G) and it contains w. The proof is complete.
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Lemma 9. Let G be a block graph, v be a cut vertex and let w be any simplicial vertex of
G. Then α(G, v) ≤ α(G,w).
Proof. The statement follows directly from Proposition 8.
The lemma implies
Corollary 10. For any block graph G containing a cut-vertex, there is a cut vertex v, such
that α(G, v) = αmin(G).
Proof. If αmin(G) = α(G), there is nothing to prove. On the other hand, if αmin(G) < α(G),
then Lemma 9 implies that the minimum of α(G, z)s is attained on cut-vertices. The proof
is complete.
Lemma 11. Let G be a block graph obtained from a block graph H by adding a clique K to
a vertex u of H. Then for any vertex v 6= u of H, we have α(G, v) ≤ 1 + α(H, v).
Proof. If I is an independent set of G of size α(G, v) containing v, then clearly I can contain
at most one vertex of K. Thus, we consider the set I minus this vertex, then it is an
independent set of size α(G, v) − 1 in H . Thus, α(G, v) − 1 ≤ α(H, v), or equivalently,
α(G, v) ≤ 1 + α(H, v). The proof is complete.
Our next result is dealing with the characterization of connected block-graphs with
αmin = r. Our theorem implicitly relies on the fact that an induced subgraph of a block
graph is a block graph. Observe that the same property does not hold for usual subgraphs.
Also, observe that if G is a block graph and we want to check whether a particular ver-
tex z belongs to all independent sets in G of size αmin(G) it suffices to check whether
αmin(G) = αmin(G− z). Since G− z is a block graph and we can find the size of the largest
independent set in a block graph in polynomial time, we have that this property we can
check in polynomial time.
Theorem 12. Assume that r ≥ 1 is an integer. Let G be a connected block graph and let
v be a cut-vertex with α(G, v) = αmin(G) (Corollary 10). Then αmin(G) = r if and only if
there is a sequence G1 ⊂ G2 ⊂ ... ⊂ Gr = G of induced subgraphs of G, such that
(a) G1 = G[N [v]] (G1 is the subgraph of G induced on the closed neighborhood of v),
(b) αmin(Gi+1) = αmin(Gi) + 1, for i = 1, ..., r − 1,
(c) α(Gi, v) = αmin(Gi) for i = 1, ..., r
and the induced subgraph Gi+1 can be obtained from Gi in the following way
(1) add a clique to any cut-vertex of Gi that is different from v and is adjacent to a pendant
clique,
(2) Let Q be a clique in Gi that contains at most one vertex z that lies in a non-pendant
clique (except Q).
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(2.1) If there are at least three simplicial vertices in Q, add a clique to one of them.
(2.2) If there are exactly two simplicial vertices in Q, then let G′i be the graph obtained
from Gi by adding two cliques to these two vertices, one clique per simplicial
vertex of Q. If z belongs to all independent sets of size α(G′i, v) = αmin(G
′),
then (2.2a) let Gi+1 be the graph obtained from Gi by adding one clique to one of
simplicial vertices of Q, otherwise (2.2b) let Gi+1 be G
′
i.
(2.3) If there is exactly one simplicial vertex in Q, which implies that z belongs to all
independent sets of size α(Gi, v) = αmin(G) that contain v, then add a clique to
the unique simplicial vertex x.
(3) If at least one of cliques added in the above steps (steps (1), (2.1)-(2.3)) is K2, with
V (K2) = {w1, w2}, then let w2 be the simplicial vertex. If for each independent set I,
with v ∈ I and |I| = αmin(G), we have w1 /∈ I, then we may add a clique of any size
to w2.
(4) The resulting graph is Gi+1.
Proof. We start with the sufficiency. Let us assume that we have the desired sequence of
induced subgraphs. Let us show that αmin(G) = r. Observe that by definition of G1, this
subgraph is a clique-star, hence αmin(G1) = αmin(G1, v) = 1. By (b), we have αmin(G2) = 2,
αmin(G3) = 3,.., αmin(Gr) = r. Since Gr = G, we have αmin(G) = r.
Thus, in order to complete the proof of the theorem, it suffices to show that if αmin(G) =
r, then we can find the corresponding sequence of induced subgraphs Gi. Let us prove this
statement by induction on αmin(G). If αmin(G) = 1, then let G1 = G. Observe that the
sequence of subgraphs comprised of just G1 is the required sequence for this case. Thus, by
induction, we can assume that our statement is true for all block graphs with αmin ≤ r− 1,
and we can consider the block graph G with αmin(G) = r ≥ 2, and we can assume that v is
a cut-vertex attaining αmin(G).
First, let us assume that G contains a cut-vertex x 6= v, such that x is adjacent to at
least two pendant cliques. Let J be one of these pendant cliques. Consider the subgraph
H = G−(V (J)−x) of G. Observe that H is an induced subgraph of G. Moreover, G can be
obtained from H by applying the operation on (1). Let us show that αmin(H) = αmin(G)−1.
First observe that any independent set I of G of size α(G, v) and containing the vertex v,
cannot contain the vertex x, as otherwise, we could have replaced x with one simplicial
vertex from each pendant clique, incident to x and get a larger independent set containing
v. This implies that any independent set containing the vertex v, must contain a vertex
from V (J)− x, hence we have that
αmin(H) ≤ α(H, v) ≤ α(G, v)− 1 = αmin(G)− 1.
The final equality follows from the choice of v. On the other hand, by Lemma 11, αmin(H)
cannot decrease by two or more. Thus, we have α(H, v) = αmin(H) = αmin(G) − 1 =
r− 1. By induction, we have that there is the corresponding sequence of induced subgraphs
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G1, .., Gr−1 = H . Now, if we define Gr = G, then clearly G1, .., Gr meets our constraints
from the statement of the theorem.
The above implies that without loss of generality, we can assume that each cut vertex
x 6= v of G is adjacent to at most one pendant clique. Let Q be a non-pendant clique in G
that contains at most one vertex z that lies in a non-pendant clique (except Q). If there is
no such vertex z, (then G looks like clique plus some pendant cliques) we can define z to be
any cut vertex of Q. Clearly, Q must contain a cut vertex as αmin(G) ≥ 2.
We first consider the case when |Q| ≥ 3. Now, if Q contains a simplicial vertex y, then
let x be a cut vertex of Q different from z. Since Q is non-pendant, x exists. By our
assumption, x is adjacent to exactly one pendant clique J (Figure 1).
z
y
x
Q
J
Figure 1: The clique Q with simplicial vertex y and a cut vertex x that is adjacent to the pendant clique J .
Consider the graph H = G − (V (J) − x). Observe that any independent set of size
α(G, v) containing v contains a vertex from Q (as otherwise we could have added y to it).
Thus, by replacing this vertex with y, we can obtain an independent set that contains y.
This implies that α(H, v) = αmin(H) = αmin(G) − 1 = r − 1. By induction, we have that
there is the corresponding sequence of induced subgraphs G1, .., Gr−1 = H . Now, if define
Gr = G, then clearly G1, .., Gr meets our constraints from the statement of the theorem.
Moreover, observe that G can be obtained from H either from step (2.1) or step (2.2a) since
the clique Q contains at least two simplicial vertices in H .
Thus, we can assume that |Q| ≥ 3 and each vertex of Q different from z is adjacent to
exactly one pendant clique. Since |Q| ≥ 3, Q contains two cut vertices x1 and x2, different
than z, that are adjacent to pendant cliques J1 and J2, respectively. If z belongs to all
independent sets of size αmin(G) containing v, then consider the graph H = G−(V (J1)−x1).
Observe that H is an induced subgraph of G. Moreover, α(H, v) = αmin(H) = αmin(G)−1 =
r− 1. By induction, we have that there is the corresponding sequence of induced subgraphs
G1, .., Gr−1 = H . Now, if we define Gr = G, then clearly G1, .., Gr meets our constraints from
the statement of the theorem. Moreover, observe that G can be obtained from H from step
(2.2a) since the clique Q contains at least two simplicial vertices in H . On the other hand,
assume that z does not belong to at least one independent set I of size αmin(G) = α(G, v)
containing v. Let us show that without loss of generality, we can assume that x1 ∈ I.
Assume that I does not contain x1. We consider two cases. First, if I does not contain
a vertex of Q, then I must contain a simplicial vertex of J1. Replace this vertex with x1.
Observe that the resulting set of vertices is independent, it contains the vertex v and it is
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of size α(G, v). However, it contains x1. On the other hand, if I contains a vertex w of Q,
then by our assumption, w is incident to a pendant clique Jw. Observe that I must contain
a simplicial vertex of J1. Now, consider a set of vertices obtained from I by removing the
vertex w and the simplicial vertex of J1, and adding a simplicial vertex of Jw and the vertex
x1. Observe that the resulting set of vertices is independent, it contains the vertex v and it
is of size α(G, v). However, it contains x1.
Consider the graph H = G− (V (J1)−x1)− (V (J2)−x2). Observe that H is an induced
subgraph of G. Moreover, α(H, v) = αmin(H) = αmin(G) − 1 = r − 1. By induction, we
have that there is the corresponding sequence of induced subgraphs G1, .., Gr−1 = H . Now,
if we define Gr = G, then clearly G1, .., Gr meets our constraints from the statement of the
theorem. Moreover, observe that G can be obtained from H from step (2.2b) since the clique
Q contains at least two simplicial vertices in H .
Thus, it remains to consider the case when Q = K2. Let x be the other vertex of Q
different from z. Let J be the pendant clique adjacent to x. If z belongs to all independent
sets of size αmin(G) containing v, then consider the graph H = G − (V (J) − x). Observe
that H is an induced subgraph of G. Moreover, α(H, v) = αmin(H) = αmin(G) − 1 =
r− 1. By induction, we have that there is the corresponding sequence of induced subgraphs
G1, .., Gr−1 = H . Now, if we define Gr = G, then clearly G1, .., Gr meets our constraints
from the statement of the theorem. Moreover, observe that G can be obtained from H from
step (2.3) since the clique Q contains exactly one simplicial vertex in H .
Finally, if z does not belong to at least one independent set of size αmin(G) containing
v, then consider the graph H = G − V (J). Observe that H is an induced subgraph of G.
Moreover, α(H, v) = αmin(H) = αmin(G)−1 = r−1. By induction, we have that there is the
corresponding sequence of induced subgraphs G1, .., Gr−1 = H . Now, if we define Gr = G,
then clearly G1, .., Gr meets our constraints from the statement of the theorem. Moreover,
observe that G can be obtained from H from step (3). The proof is complete.
v
Figure 2: An example of a block graph with αmin = 3 that requires to attach two cliques in one step.
It is natural to wonder whether there is a block graph that in its construction from
above theorem requires to attach two cliques in one step. The example from Figure 2 has
this property. It is easy to see that in this example αmin(G) = 3 and v is the only vertex
attaining the minimum.
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Now, we pass to the investigation of parameterized complexity of our problem with
respect to αmin. We claim that the parameter dc(G) can be bounded in terms of αmin(G)
for any block graph G.
Theorem 13. For any block graph G, dc(G) ≤ αmin(G).
Proof. Our proof is by induction on |V |. The theorem is obvious when |V | ≤ 2. Now, let G
be any block graph of order at least 3. Clearly, we can assume that G is connected as if G
has components G1, ..., Gt, then
dc(G) = dc(G1) + ... + dc(Gt) ≤ αmin(G1) + ...+ αmin(Gt) ≤ αmin(G).
If G is a star of cliques, then clearly
dc(G) = αmin(G) = 1,
thus the statement is trivial for this case. Hence we can assume that G is not a star of cliques.
Let v be a vertex with α(G, v) = αmin(G). First let us show that any other ( 6= v) cut-vertex
of G is adjacent to at most one pendant clique. Assume, that a cut-vertex w 6= v is adjacent
to two pendant cliques. Let J be one of them. Consider the block graphH = G−(V (J)−w).
Observe that H is a block graph of order smaller than G. Hence we have dc(H) ≤ αmin(H).
Observe that if D is a set of vertices of H such that H −D is comprised of cliques, then by
adding w to it, we will have such a set in G. Thus,
dc(G) ≤ dc(H) + 1
≤ αmin(H) + 1
= αmin(G).
The equality αmin(H) + 1 = αmin(G) can be proved in the same way that we did in (1)
of Theorem 12. Thus, without loss of generality we can assume that any cut-vertex of G
different from v is adjacent to at most one pendant clique. Let Q be a non-pendant clique
of G such that it contains at most one vertex z that is not adjacent to a non-pendant clique
other than Q. All other vertices of Q are either simplicial or they are adjacent to exactly
one pendant clique. Since G is not a star of cliques, we have that this vertex z exists. We
consider two cases.
Case 1: Q contains at least one simplicial vertex y. Observe that in this case |Q| ≥ 3.
Let x be a cut-vertex of Q that is adjacent to a pendant clique J . Since Q is not pendant,
the vertex x exists. Consider the graph H = G− (V (J)− x). Observe that H is a smaller
block graph than G. By induction, we have
dc(H) ≤ αmin(H).
Moreover, as in the characterization theorem (proof of Theorem 12, the paragraph after
Figure 1), we have
αmin(H) = αmin(G)− 1.
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Observe that if DH is a smallest set such that H − DH is a disjoint union of cliques, then
adding x to it, we will get such a set in G. Thus,
dc(G) ≤ 1 + dc(H) ≤ 1 + αmin(H) = αmin(G).
Case 2: Q contains no simplicial vertices. Observe that this case includes the one when
Q = K2. In this case, all vertices of Q except z are adjacent to exactly one pendant clique.
Consider the graph H obtained from G by removing the pendant cliques adjacent to vertices
of Q, including their cut vertices. Observe that only the vertex z remains in H . Note that
H is a block graph containing v. Hence by induction,
dc(H) ≤ αmin(H).
Now observe that if DH is a smallest set such that H − DH is a disjoint union of cliques,
then adding all cut vertices of Q except z to it, we will get such a set in G. Thus,
dc(G) ≤ dc(H) + (|Q| − 1)
≤ αmin(H) + (|Q| − 1)
≤ αmin(G)
since
αmin(H) ≤ α(H, v) ≤ α(G, v)− (|Q| − 1) = αmin(G)− (|Q| − 1).
The proof is complete.
Theorem 3, combined with Lemma 1, implies the following result.
Proposition 14. EQUITABLE COLORING of block graphs is FPT when parameterized
by αmin.
2.2. Matchings in block graphs
In this section, we prove that EQUITABLE COLORING is W [1]-hard in block graphs
with a perfect matching. Recall that in any graph G, we have
ν(G) ≤ τ(G) ≤ 2 · ν(G).
Thus the parameterization with respect to τ is equivalent to that of with respect ν. Theorem
4 and Lemma 1 imply
Corollary 15. EQUITABLE COLORING is FPT when parameterized by the matching
number.
One can try to strengthen this result. Since in any graph
τ(G)− ν(G) ≤ ν(G),
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we can ask about the parameterization with respect to τ(G) − ν(G). Equitable coloring is
NP-hard for bipartite graphs [1]. In these graphs, the difference τ(G) − ν(G) is zero, thus
the problem is paraNP-hard with respect to τ(G) − ν(G), and hence less likely to be FPT
with respect to it.
Observe that in any graph G,
ν(G) ≤ |V | − ν(G).
From Corollary 15 and Lemma 1, we have that equitable coloring is FPT with respect to
|V |− ν(G). Thus one can try to do the next step trying to show that it is FPT with respect
to |V | − 2ν(G). We consider the restriction of the problem to block graphs with a perfect
matching, i.e. with |V | − 2ν(G) = 0.
Below we observe that equitable coloring is NP-hard for graphs containing a perfect
matching. In order to demonstrate this, we will need:
Theorem 16 ([20]). Let G be a connected, claw-free graph on even number of vertices.
Then G has a perfect matching.
Observation 17. Every line graph is claw-free.
The classical result by Holyer [14] states that the problem of testing a given bridgeless
cubic graph for 3-edge-colorability is an NP-complete problem. One can always assume that
the bridgeless cubic graph in this problem contains even number of edges. For otherwise, just
replace one vertex with a triangle. The resulting graph is a bridgeless cubic graph on even
number of edges and it is 3-edge-colorable if and only if the original graph is 3-edge-colorable.
Observation 18. Equitable coloring is NP-hard for 4-regular graphs containing a perfect
matching.
Proof. We start with the 3-edge-coloring problem for the connected bridgeless cubic graphs
with even number of edges. For such a graph G, consider its line graph L(G). Observe
that G is 3-edge-colorable if and only if L(G) is 3-vertex-colorable. Moreover, since in any
3-edge-coloring of G, the color classes must form a perfect matching, we have that the color
classes in G have equal size. Thus, the color classes in any 3-vertex-coloring of L(G) must
have equal size, too. Thus, G is 3-edge-colorable if and only if χ=(L(G)) = 3.
Now, observe that L(G) is connected, since G is connected. Moreover, it is 4-regular,
since G is cubic. Finally, |V (L(G))| is even since G has even number of edges. Thus, L(G)
has a perfect matching via Theorem 16. The proof is complete.
Corollary 19. Equitable coloring is paraNP-hard with respect to |V | − 2ν(G) in the class
of 4-regular graphs.
Now, we are going to show that the problem remains hard even in block graphs with a
perfect matching. In [12], some results are obtained about the parameterized complexity of
the equitable coloring problem in block graphs. We will use them in order to obtain some
more results. In this paper, the Bin Packing problem is defined as follows: given a set
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of natural numbers A = {a1, ..., an}, two natural numbers k and B, the goal is to check
whether A can be partitioned into k parts such that the sum of numbers in each part is
exactly B. In [15], it is shown that Bin Packing remains W [1]-hard with respect to k even
when the numbers are represented in unary. Below we prove the following:
Observation 20. Bin Packing remains W [1]-hard when the parity of k is fixed.
Proof. We reduce Bin Packing to the Bin Packing with fixed parity of k. Let I be
an instance of Bin Packing. If we are happy with the parity of k in I, then we output
the same instance. Assume that we are unhappy with the parity of k. Then consider the
instance I ′ = (A′, k′, B′) defined as follows:
A′ = A ∪ {1, B − 1}, k′ = k + 1, B′ = B.
Observe that I ′ can be constructed from I in polynomial time. Moreover, in I ′ k′ has a
different parity than k. Let us show that I is a yes instance if and only if I ′ is a yes instance.
If I is a yes instance, then we can add {1, B − 1} as a new bin and we will have a (k + 1)
partition of A′ such that the sum in each partition is B. Now, assume that I ′ is a yes
instance. Observe that 1 and B − 1 must be in the same bin and no other number can be
with them. Thus the remaining k sets in the partition form a k-partition in A. Thus, I is a
yes-instance. The proof is complete.
Corollary 21. Equitable coloring remains W [1]-hard in block graphs with odd values
of k.
Proof. In [12], the authors reduce the instance I = (A, k, B) of (unary) Bin Packing to
the equitable (k+1)-colorability of a block graph GI . By Observation 20, we can apply the
same reduction only to instances of (unary) Bin Packing when k is even. Thus, we will
have that (k + 1) is odd for the resulting instances of equitable coloring in block graphs.
The proof is complete.
Observation 22. Equitable Coloring remains W [1]-hard in block graphs with a perfect
matching.
Proof. Let us start with any instance of Equitable Coloring in block graphs where k is
odd. We will construct graph G′ being an instance for the same problem, but G′ will have
a perfect matching such that G has equitable k-coloring if and only if G′ does.
If G has a perfect matching, then G′ := G and we are done. So, let G does not have
a perfect matching. Let M(G) be a matching of the largest size in G and VM(G) = {v ∈
V (G) : v 6∈ e, for any e ∈M(G)}, i.e. VM(G) is a subset of vertices of G such that they are
not end vertices of any edge belonging to M(G), they are not covered by M . Recall that k
is odd. We construct G′ from G by adding to every vertex of G not covered by M(G) an
edge with a pendant clique Kk (cf. Figure 3).
Since in every k-coloring of the added gadgets every color is used exactly the same
number of times, then we immediately get the equivalence of equitable k-coloring of G and
G′. The proof is complete.
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v
G
Figure 3: The construction of G′ from G: we add an edge with a clique of size k to every vertex of G not
covered by the maxmimum matching. In this example, k = 3.
Corollary 23. If FPT 6= W [1], then Equitable Coloring in block graphs is not FPT
with respect to |V | − 2ν(G).
Proof. If Equitable Coloring in block graphs is FPT with respect to |V | − 2ν(G), then
it is polynomial time solvable for block graphs with a perfect matching. Hence it is FPT for
block graphs containing a perfect matching. By the previous observation it is W[1]-hard for
block graphs with a perfect matching. Hence FPT=W[1].
3. Equitable coloring and other structural parameters
In Subsection 2.1, we used the parameter distance to cluster to bound from above αmin
for block graphs. In consequence we showed that Equitable Coloring is FPT for block
graphs when parameterized by αmin. Now, we establish some new similar results.
Theorem 24. Let G be a connected, block graph. Then rad(G) ≤ αmin(G).
Proof. Our proof is by induction on |V |. Clearly, the theorem is true when |V | ≤ 2. Now,
let G be a connected block graph with |V | ≥ 3 vertices. If G is a star of cliques, then clearly
rad(G) = αmin(G) = 1,
thus the statement is trivial for this case. Hence we can assume that G is not a star of cliques.
Let v be a cut-vertex with α(G, v) = αmin(G) (Corollary 10). Since v is a cut-vertex, it is
adjacent to at least two cliques. Let us show that all cliques around v are non-pendant.
Assume that there is a pendant clique J around v and let y be a simplicial vertex of J .
Consider the block graph H = G− y. Observe that since ǫG(y) ≥ ǫG(v) and for all vertices
u ∈ V (H), ǫH(u) = ǫG(u), we have rad(G) = rad(H). Thus,
rad(G) = rad(H) ≤ αmin(H) ≤ α(H, v) = α(G, v) = αmin(G).
Thus, we can assume that all cliques around v are non-pendant. Now, let us show that
any other ( 6= v) cut-vertex of G is adjacent to at most one pendant clique. Assume, that a
cut-vertex w 6= v is adjacent to two pendant cliques. Let J be one of them, while K is the
other one. Consider the block graph H = G− (V (J)−w). Observe that H is a block graph
of order smaller than G containing v. Hence we have rad(H) ≤ αmin(H). Now, it is easy
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to see that rad(G) = rad(H). Indeed, it is enough to notice that ǫG(qK) = ǫG(qJ) for any
vertices qK ∈ V (K) and qJ ∈ V (J), so minq∈V (G) ǫG(q) = minp∈V (H) ǫH(p), of course under
the assumption that G is not a star of cliques. Hence
rad(G) = rad(H) ≤ αmin(H) ≤ α(H, v) ≤ α(G, v) = αmin(G).
Thus, without loss of generality we can assume that any cut vertex w 6= v of G is adjacent
to at most one pendant clique. Let Q be a non-pendant clique of G such that it contains
at most one vertex z that is not adjacent to a non-pendant clique other than Q. All other
vertices of Q are either simplicial or they are adjacent to exactly one pendant clique. Note,
that there is at least one non-simplicial vertex x in Q, except z. Since G is not a star of
cliques, we have that this vertex z exists. Let us show that we can assume that Q contains
no simplicial vertices. If y is a simplicial vertex in Q, then consider the graph H = G − y
containing v. Now, it is easy to see that rad(G) = rad(H). Indeed, it follows from the facts
that ǫG(y) ≥ ǫG(z),ǫG(y) ≥ ǫG(x), ǫH(x) = ǫG(x), ǫH(z) = ǫG(z) and Q is a clique. Hence
rad(G) = rad(H) ≤ αmin(H) ≤ α(H, v) ≤ α(G, v) = αmin(G).
Thus, we can assume that Q contains no simplicial vertices. Hence all vertices of Q except z
are adjacent to exactly one pendant clique. Let us show that Q is K2. Assume that |Q| ≥ 3.
Let x be any cut vertex in Q different from z. Let J be the pendant clique adjacent to x.
Define H = G − (V (J) − x) containing v. Now, it is easy to see that rad(G) = rad(H).
This just follows from the fact that Q is a clique, ǫG(qJ) ≥ ǫG(x) for any vertex qJ ∈ J , and
ǫH(u) = ǫG(u) for any vertex u ∈ V (H). Hence
rad(G) = rad(H) ≤ αmin(H) ≤ α(H, v) ≤ α(G, v) = αmin(G).
Thus, we can assume that Q = K2. Let J be the unique clique adjacent to the other ( 6= z)
vertex x of Q. Let us show that J = K2. If |J | ≥ 3, then let y be a simplicial vertex in Q.
Consider the graph H = G− y containing v. Now, it is easy to see that rad(G) = rad(H).
The reasoning is similar to the previous one. This just follows from the fact that J is a
clique, ǫG(y) ≥ ǫG(x), and ǫH(u) = ǫG(u) for any vertex u ∈ V (H). Hence
rad(G) = rad(H) ≤ αmin(H) ≤ α(H, v) ≤ α(G, v) = αmin(G).
Thus, we have that J = K2. Observe that this conclusion holds for every clique Q chosen as
above. Now, consider the graph H containing v obtained from G by removing the vertices
of all such pendant cliques J . We remove the two vertices of J for each choice of J . Observe
that rad(G) ≤ rad(H) + 2. In order to see this, let us observe that, by the definition of
rad(H), we have that for some vertex w ∈ V (H), ǫH(w) = rad(H). Now, by construction,
rad(G) ≤ ǫG(w) ≤ ǫH(w) + 2 = rad(H) + 2.
Also, note that α(G, v) ≥ α(H, v) + 2. This can be proved as follows. Since the cut-vertex
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v is adjacent to at least two cliques, and all cliques around v are non-pendant, then there
are at least two choices of cliques Q and their corresponding pendant cliques J . Thus,
α(G, v) ≥ α(H, v) + 2. Hence,
rad(G) ≤ rad(H) + 2 ≤ αmin(H) + 2 ≤ α(H, v) + 2 ≤ α(G, v) = αmin(G).
The proof is complete.
In the next theorem we bound the radius of a block graph by a function of its dc(G).
We precede the theorem with some simple observations concerning block graphs.
Observation 25. For any vertices u and v of G, the internal vertices of any shortest
u− v-path are cut-vertices.
Observation 26. Let u be a vertex in G and let P be a u− v-path such that P is of length
ǫG(u). Then all internal vertices of P are cut-vertices and v is a simplicial vertex.
Observation 27. Assume that a vertex y is adjacent to vertices x and z such that xz /∈ E.
Then for any dc-set D, we have D ∩ {x, y, z} 6= ∅.
Observation 28. Let H and G be two graphs with H ⊆ G. Then dc(H) ≤ dc(G).
Note that the difference dc(G)− rad(G) can be arbitrarily large. In order to see this, let
G be a graph obtained from a star of at least two cliques K3, sharing vertex v, by adding
one clique Q = Kk+2 to one of K3 in the star. The common vertex of Q and the star of
cliques is named by x. Finally, we add exactly one pendant clique, of size at least 3, to
each simplicial vertex of Q. Note that rad(G) = 2 - the center is formed by vertex x, while
dc(G) = k+2. Any dc-set D of G of size dc(G) is formed by vertices v, x and k cut-vertices
of Q, excluding x (cf. Fig. 3).
x
v
Figure 4: An exemplary block graph G with dc(G) − rad(G) = k with k = 7.
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Theorem 29. Let G be a connected, block graph. Then rad(G) ≤ 3
2
· dc(G) + 1.
Proof. Assume that the statement is wrong. Let G be a counter-example minimizing |V (G)|.
Clearly, |V | ≥ 3 as if |V | ≤ 2, then dc(G) = 0 and rad(G) ≤ 1.
First of all, let us show that no internal (that is, non-pendant) clique contains a simplicial
vertex. Assume that there is a non-pendant clique J such that it contains a simplicial vertex
y. Let x be a cut-vertex of J . Consider the block graph H = G − y. Observe that since
ǫG(y) ≥ ǫG(x) and for all vertices u ∈ V (H), ǫH(u) = ǫG(u), we have rad(G) = rad(H).
Thus,
rad(G) = rad(H) ≤ 1 +
3
2
· dc(H) ≤ 1 +
3
2
· dc(G).
Thus, all non-pendant cliques contain only cut vertices. Next, let us show that each pendant
clique contains exactly one simplicial vertex. In particular, this means that all pendant
cliques in G are K2s. On the opposite assumption, consider a pendant clique J with at least
two simplicial vertices. Consider the block graph H obtained from G by removing one of
them. Observe that rad(G) = rad(H). Thus,
rad(G) = rad(H) ≤ 1 +
3
2
· dc(H) ≤ 1 +
3
2
· dc(G).
Thus, all pendant cliques in G are K2s. Now, let us show that there is no cut vertex w in G
such that it is adjacent to two pendant cliques. Assume that w is adjacent to two pendant
cliques J1 = {w, z1} and J2 = {w, z2}, where z1 and z2 are simplicial vertices. Consider the
graph H = G− z2. Observe that rad(G) = rad(H). Thus,
rad(G) = rad(H) ≤ 1 +
3
2
· dc(H) ≤ 1 +
3
2
· dc(G).
Thus, we can also assume that each cut vertex is adjacent to at most one pendant clique.
Let Q be a non-pendant clique of G such that it contains at most one vertex z that is not
adjacent to a non-pendant clique other than Q. All other vertices of Q are adjacent to
exactly one pendant clique. Note, that there is at least one cut vertex x in Q, except z.
Since Q contains no simplicial vertices, we have that all vertices of Q except z are adjacent
to exactly one pendant clique. Let us show that Q is K2. Assume that |Q| ≥ 3. Let x be
any cut vertex in Q different from z. Let J be the pendant clique adjacent to x. Define
H = G− (V (J)− x). Now, it is easy to see that rad(G) = rad(H). This just follows from
the fact that Q is a clique, ǫG(qJ) ≥ ǫG(x) for any vertex qJ ∈ J , and ǫH(u) = ǫG(u) for any
vertex u ∈ V (H). Hence
rad(G) = rad(H) ≤ 1 +
3
2
· dc(H) ≤ 1 +
3
2
· dc(G).
Thus, we can assume that Q = K2. Now let us assign levels to our cliques of G. We do
it by the following algorithm: all pendant cliques are assigned level 1. Then we remove all
pendant cliques except their cut vertices. In the resulting block graph, all pendant cliques
get level 2 in G. We repeat this process till all cliques of G get their level. It is easy to see
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that the cliques Q from the previous paragraph are level 2 cliques.
If G contains no level 3 clique, then it is easy to see that rad(G) = 2 and dc(G) = 1.
Thus, our inequality is true for this case. This means, that we can assume that G contains
at least one level 3 clique R.
Let us show that all such cliques R are K2. Indeed, if R is a clique of size at least 3, we
use the following reasoning. Note, since R is a clique of level 3, by the definition, there is
at most one cut vertex of R that is adjacent to cliques of level 3 or more. At least one of
its cut vertices x is adjacent to exactly one level 2 clique Q which in its turn is adjacent to
a pendant clique J , by the definition of Q. We have that all vertices of R are cut vertices,
so the rest of cut vertices are adjacent to a level 1 or 2 cliques. If one of these cut vertices
w of R is adjacent to a pendant clique K2 = wz, then consider the graph H = G− z. We
have ǫG(z) ≥ ǫG(w) and ǫH(u) = ǫG(u) for any vertex u ∈ V (H). Hence
rad(G) = rad(H) ≤ 1 +
3
2
· dc(H) ≤ 1 +
3
2
· dc(G).
Next, if one of these cut vertices w is adjacent to a level 2 clique Q′ = wz and z is adjacent
to a pendant clique J ′ = zy, then consider the graph H = G−z−y. We have ǫG(y) ≥ ǫG(w),
ǫG(z) ≥ ǫG(w) and ǫH(u) = ǫG(u) for any vertex u ∈ V (H). Hence
rad(G) = rad(H) ≤ 1 +
3
2
· dc(H) ≤ 1 +
3
2
· dc(G).
Thus, in our counterexample graph G the clique R must be K2. Moreover, the cut vertex x
that belongs to both Q and R is of degree two.
Now, let G contain at least two level 3 cliques R1 and R2. Let cliques Q1, J1 and cliques
Q2, J2 be the corresponding level 1 and level 2 cliques corresponding to cliques R1 and R2.
We have
(V (J1) ∪ V (Q1)) ∩ (V (J2) ∪ V (Q2)) = ∅.
By Observation 27, any dc(G) set D intersects V (J1) ∪ V (Q1) and V (J2) ∪ V (Q2). Thus, if
we define H = G− V (J1)− V (Q1)− V (J2)− V (Q2), then
dc(H) ≤ dc(G)− 2.
Hence
rad(G) ≤ rad(H) + 3 ≤ 4 +
3
2
· dc(H) ≤ 4 +
3
2
· (dc(G)− 2) = 1 +
3
2
· dc(G).
Thus, we are left with the case when there is exactly one level 3 clique R in G. It is
not hard to see that the graph G forms P5 and the two vertices of R form the center of G.
Moreover, their eccentricity is 3 and rad(G) = 3. On the other hand, we can assume that
dc(G) ≥ 2. Hence
rad(G) = 3 ≤ 1 +
3
2
· dc(G)
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and the proof is complete.
Remark 30. The bound presented in the previous theorem is tight for infinitely many block
graphs. Let Pn be the path on n vertices. Observe that
rad(Pn) =
⌊n
2
⌋
.
Using Observation 27, it can be shown that
dc(Pn) =
⌊n
3
⌋
.
Thus, for n = 2(mod6), we will have rad(Pn) =
3
2
· dc(Pn) + 1.
In Theorem 24, we have shown that in any connected block graph G, rad(G) ≤ αmin(G).
Thus, one can try to strengthen the result about the parameterization of EQUITABLE
COLORING with respect to αmin(G), by showing that it is FPT with respect to rad(G).
Unfortunately, it turns out that such a result is less likely to be true. In [12], it is shown that
equitable coloring is W[1]-hard with respect to diam(G) - the diameter of G (cf. Theorem
2), for block graphs. Since in any graph G, not necessarily block graph,
rad(G) ≤ diam(G) ≤ 2 · rad(G),
from Lemma 1, we have that diam(G) and rad(G) are equivalent from the perspective of
FPT. Thus, [12] implies that equitable coloring is less likely to be FPT with respect to
rad(G) even when the input is restricted to block graphs.
4. Conclusion and future work
In this paper, we discussed the problem of Equitable Coloring of block graphs
with respect to many different parameters. Our research completes the approach given in
[2, 6, 11, 12]. We presented some graph theoretic results that relate various parameters in
block graphs. We also discussed algorithmic implications of these results.
Many parameters still remain open for the problem of Equitable Coloring, even for
block graphs. Two of them are MaxLeaf and MinLeaf - the maximum and minimum
number of leaves in a spanning tree of G, respectively. Let us note that MaxLeaf was
stated as an open problem already in [11]. These parameters are NP-hard to compute in
general graphs. Below we present two observations that imply that these two parameters
can be easily computed in the class of block graphs.
Proposition 31. Let G be a connected block graph. Then MinLeaf(G) coincides with the
number of pendant cliques in G.
Proof. Let P (G) be the number of pendant cliques of G. First observe that any spanning
tree of G has at least one degree-one vertex in a pendant clique of G. Thus, MinLeaf(G) ≥
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P (G). Moreover, any simplicial vertex of a pendant clique can be made as a leaf in the
spanning tree with smallest number of leaves.
In order to show the converse inequality, let us proceed by induction. If G is a star of
cliques, then clearly
MinLeaf(G) ≤ P (G).
Now, let us consider an arbitrary connected block graph G. Let J be a pendant clique in G.
Consider the block graph H obtained from G by removing all the vertices of J except the
unique cut-vertex x. Observe that H is a connected block graph of smaller order. Thus,
MinLeaf(H) ≤ P (H).
Let TH be a spanning tree in H with smallest number of leaves. Attach a Hamiltonian path
of J to it to get TG. Observe that TG is a spanning tree of G. Moreover, x is no longer a
leave even it were. We consider two cases.
Case 1: x was a simplicial vertex of a pendant clique in H . In this case, we can assume
that x was a leaf in TH . Hence we will have
MinLeaf(G) ≤ |Leaves(TG)| = |Leaves(TH)| = MinLeaf(H) ≤ P (H) ≤ P (G),
where Leaves(T ) denotes the set of all leaves in tree T .
Case 2: x was not a simplicial vertex of a pendant clique in H . This means that
P (G) = P (H) + 1. Hence,
MinLeaf(G) ≤ |Leaves(TG)| ≤ 1+ |Leaves(TH)| = 1+MinLeaf(H) ≤ 1+P (H) = P (G).
The proof is complete.
Proposition 32. Let G be a connected block graph. Then MaxLeaf(G) coincides with the
number of simplicial vertices in G.
Proof. In order to prove the statement, let us proceed by induction on the number of vertices.
If G is a star of cliques, then certainly the spanning tree with the largest number of leaves
has a form of a star. Then
MaxLeaf(G) = |V (G)| − 1 = S(G).
Now, let us consider any connected block graph not being a star of cliques. Let Q be a non-
pendant clique such that it contains at most one vertex z that is not adjacent to pendant
cliques other than Q. Since Q is not pendant, then there is at least one cut vertex x in Q,
except z. Let x1, . . . , xt be cut vertices in Q, except z. Let H be the block graph obtained
from G by removing all pendant cliques that are adjacent to Q in x1, . . . , xt, but without
these vertices. H is a connected block graph of smaller order. Thus,
MaxLeaf(H) = S(H).
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Let TH be a spanning tree in H with the largest number of leaves. Now, vertices x1, . . . , xt
are leaves in TH , by the inductive assumption. Attach edges of form {xi, u} for all xi ∈
{x1, . . . , xt} and u ∈ V (G)\V (H) to TH to get TG. Observe that TG is a spanning tree of
G. Moreover, all vertices that were added to H due to obtain G become leaves. In addition,
vertices x1, . . . , xt are no longer leaves, while each such a vertex u becomes simplicial in G.
Since no cut vertex of G can be a leaf in a spanning tree of G, then we have
MaxLeaf(G) = |Leaves(TG)| = |Leaves(TH)| − t + |V (H)\V (G)| =
= S(H)− t+ |V (H)\V (G)| = S(G)
and the proof is complete.
Since MaxLeaf(G) coincides with the number of simplicial vertices for block graph G,
then |V | −MaxLeaf(G) is equal to the number of cut vertices. Note that removing all cut
vertices from a block graph G leads to a union of cliques. Thus,
dc(G) ≤ |V | −MaxLeaf(G) ≤ |V | −MinLeaf(G).
Due to Theorem 3 and Lemma 1 we have the following results.
Proposition 33. Equitable Coloring in block graphs is FPT with respect to |V | −
MaxLeaf(G).
Proposition 34. Equitable Coloring in block graphs is FPT with respect to |V | −
MinLeaf(G).
Even our problem is FPT with respect to complementary parameters |V | −MaxLeaf
and |V |−MinLeaf , its status with respect to MaxLeaf and MinLeaf is open. We believe
that these two parameters deserve a further investigation.
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