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It is shown that if a real-valued function f  is polynomial-time computable on 
[a, b], with a < 0 < b, and is analytic at 0, then the Taylor coefficients off at 0, as 
a sequence of real numbers, is polynomial-time computable. 0 19x8 Academic PESS. 
IW. 
A polynomial complexity theory of real functions has been developed in 
Ko and Friedman [6]. In this theory, the concept of feasible computability 
is formally identified with the concept of polynomial-time computability. A 
real-function f is said to be polynomial-time computable on [a, b] if there 
exist a Turing machine M and two polynomials p and 4 such that, when 
given as input an integer n and an approximate value d to a real number 
x E [a, b] with error less than 2 Pfnf M outputs, in q(n) moves, an 
approximate value e to f(x) within an error 2-” (see Definition 3 for the 
formal definition). It is shown in [5, 61 that, in general, a polynomial-time 
computable function does not necessarily have a polynomial-time comput- 
able first derivative. On the other hand, if f is polynomial-time computable 
on [a, b] and f E C(“+‘) [a, b], then the derivatives f’, f@), . . . , f (“1 are all 
polynomial-time computable on [a, b]. In particular, if f is polynomial-time 
computable and f E P[u, b] then every derivative f (“I, n 2 1, of f is 
polynomial-time computable on [a, b]. 
For polynomial-time computable functions f E ?[a, b], a more inter- 
esting question is whether the sequence { f (nf};zl is computable uniform@ 
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in polynomial time. In other words, assuming that f E (?[a, b] and that f 
is polynomial-time computable, can we compute, from an approximate 
value d to x E [a, b], an approximate value e to f(“)(x) within an error 
2-” in time q(n + k) for some fixed polynomial q? The answer is “no” as 
it is easy to construct a polynomial-time computable function f E 
Cm[ -l,l] such that the sequence (f(“)(0)}~Sp,, increases in value faster 
than the sequence {2*” }, and hence is not computable in polynomial time 
(see Proposition 1). The next natural question then is whether f being 
analytic on [ - 1, 11 implies that the sequence { f(“)(O)}~=i is computable 
uniformly in polynomial time, because it is well known that ]f(“)(x)] 5 M” 
for some constant M when f is analytic at x and so the size argument used 
above does not apply to analytic functions. In this paper we give an 
affirmative answer to this question. We show that an iterative algorithm 
computing f’“‘(O) based on the formula 
produces outputs converging to f(“)(O)/n! within an error 2-” in n2 
iterations (Theorem 2). 
It is important to note that the polynomial-time computability of the 
power series of an analytic function f provides a simple, uniform ap- 
proximation to f, and allows polynomial-time term-by-term operations on 
f. Thus, the class of all polynomial-time computable functions which are 
analytic on [a, b] is closed under the following basic operations on real 
functions: minimization and maximization, integration, differentiation, and 
root-finding. For instance, consider the integration of a polynomial-time 
computable function. In general, the integral of a polynomial-time com- 
putable function f is not necessarily polynomial-time computable unless 
P = #P [l]. However, if f is analytic on [a, b] then our result above 
implies that the integral of f can be computed by simply integrating the 
power series of f term by term and thus is polynomial-time computable 
(Theorem 3). 
1. DEFINITIONS AND NOTATION 
We assume that the reader is familiar with Turing machines (TMs) and 
their time complexity (see, for instance, Hopcroft and Ullman [3]). Our 
basic model of computation of real functions is the oracle Turing machine 
(oracle TM) which uses function oracles. An oracle TM is an ordinary 
multi-tape TM equipped with an additional tape, called the query tape, and 
an additional state, called the answering state. When an oracle TM M, 
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working with a functional oracle 4, enters the query state, the “oracle” 4 
replaces the current string y on the query tape by the new string +(y), 
moves the read/write head of the query tape to the cell of the first symbol 
of +(y), and places the machine M in the answering state. This action of 
the oracle # counts only one unit of time. 
Let D denote the set of all dyadic rational numbers, i.e., rational numbers 
which have finite representations in binary expansion. Real numbers are 
represented by Cauchy sequences of dyadic rational numbers. More specific, 
for any real number x, let CS, be the set of all functions 9: N --f D such 
that for all n E N, I+(n) - x] I 2-“. 
DEFINITION 1 [6]. A real number x is computable if there exists a 
computable function + E CS,. x is polynomial-time computable if there 
exist a function 4 E CS, and a polynomial p such that G(n) is computable 
in time p(n) for all n. 
DEFINITION 2 [6]. A sequence {x1*} of real numbers is polynomial-time 
computable if there exist a TM M and a polynomial p such that on input 
(n. k), Moutputs adyadic rational e satisfying ]e - x,] I 2-k in p(n + k) 
moves. 
Real functions are computed by oracle TMs using Cauchy sequences as 
oracles. 
DEFINITION 3 [6]. A real function f: [a, b] + R is computable if there is 
an oracle TM M such that for any x E [a, b], and + E CS, and any n > 0, 
the machine M, with input n and oracle +, outputs an dyadic rational 
e E D such that (e - f(x) ( I 2 - “. f is said to be polynomial-time comput- 
able if there also exists a polynomial p such that the machine M, on input 
n, always halts in p(n) moves (regardless of what the oracle function is). 
2. THE MAIN RESULTS 
We first show that polynomial-time computable real functions do not 
necessarily possess a polynomial-time computable sequence of derivatives 
even if it is in Cm[ - l,l]. 
PROPOSITION 1. There exists a polynomial-time computable real function 
f E Cm[ - 1, l] such that the sequence {f (“j(O)} is not polynomial-time 
computable. 
Proof It is easy to see that if a sequence { x, } of real numbers grows 
faster than {c . 22’} for some constant c then it is not a polynomial-time 
computable sequence because it requires about 2” moves to just write down 
the integral part of x,. So it suffices to construct a polynomial-time 
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computable real function f E Cm[ - 1, l] such that, for any n > 0, If’“‘(O) ] 
2 c . 2*” for some c. The construction is basically the same as the one given 
by Pour-El and Richards [7] where they proved the existence of a comput- 
able real function f E Cm[ - 1, 11 whose derivatives f(“)(O) are not comput- 
able uniformly. 
Define the function f on L-L11 by 
f(x) = g 2-k”“‘klcos( 2kX + ;), 
k=O 
where the function log uses base 2. It is clear that the sequence 
g,,(x) = f 2-k”ogk’COS 
k=O 
converges to function f in a polynomial speed in the sense that for each 
m 2 1 and each x E [ - 1, 11, ]g,(x) - f(x)] I 2-“. This shows that f is 
polynomial-time computable because we can approximate f(x) to within an 
error I 2-” by computing g,+,(x) to within an error I 2-(“+‘). Further- 
more, for any n > 0, we can calculate the n th derivative of g, as 
g;;‘(x) = f 2-k(lbkl-,l) 
k=O 
(trig(2kx + J), 
where trig denotes the function sin, - sin, cos, or - cos, depending upon n. 
It is easy to see that for each n > 0, the sequence { g~)}~=O converges 
uniformly. This shows that derivatives f (“) exist for all n > 0, and hence 
fE C5[-l,l]. 
Finally we check that 
If W’(o)1 = E 2-k(L’ogkl-n) . I/,&. 
k=O 
Since ]log k] - n < 0 if k < 2”, we have 
2”- 1 
If( > C 2-k(Lbkl-n) . $m 
k=O 
This completes the proof. 0 
Next we prove our main theorem. 
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THEOREM 2. Assume that f is polynomial-time computable on [ - 1, l] and 
is analytic at 0. Then the sequence { f (“j(O)} is polynomial-time computable. 
ProoJ: Let the power series of f at 0 be 
f(z) = C a/, 
n=O 
with the radius of convergence R > 0. Then, for each n 2 1, a, = 
f(“‘(O)/n!. It suffices to show that the sequence {a,} is polynomial-time 
computable. We first state two basic facts about the power series of f. 
FACT A. There is a constant c such that IanI I 2’” for all n 2 0. 
FACT B. For any i 2 1, let ai be a real number with ]Si] I R, then 
i-l 00 
ai = f(a,) . Siri - C ajyei - C aiS/-‘. 
j=O j-i+1 
(1) 
To prove that {a,,} is a polynomial-time computable real sequence, we 
present an iterative algorithm to compute, in n* iterations, approximate 
values bj to ai, for all i I n, such that Ibi - a,1 I 2-“. It is easy to see that 
this implies that {a,,} is polynomial-time computable. In the kth iteration, 
we will apply Eq. (1) to compute approximate values bk,i to a, for all 
i I nk such that 
lbk,i - ail 5 &k,i, 
where the parameters nk, Si, and &k,i are defined as below: 
(i) For each k, 1 5 k I n*, let nk be the greatest integer i such that 
n* - k I (n - i)*. We note that nk grows from 0 to n when k grows from 
1 to n*. 
(q Let p = 2-(c+4D+l), where c is a constant satisfying Fact A and 
the condition 2’ 2 R. For each i, 0 I i s n, define Si = /32(“-i)+1. 
(iii) For each k, 1 I k I n*, and each i, 0 I i -< nk, define Ek, i = 
2-(4n-3i) . p(ti-i)*-(d-k) 
Intuitively, the k th iteration of our algorithm applies Eq. (1) to compute 
bk,i, i = 0, 1, . . . , nk, using values b, j to substitute for aj if j < i and 
values bkpl, j to substitute for aj if j ‘> i. Formally, the algorithm may be 
described as follows. 
ALGORITHM. 
(1) Compute an approximate value b, to a0 = f(0) such that 
lb, - a,1 5 min ek,O = e,z,g. 
Isksn= 
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(2) Compute, for each i = O,l, . . . , n, an approximate value yj to f( Si) 
such that 
(3) Do the following for each k, 1 I k i n2, in increasing order: 
(3-l) b,,, = b,; 
(3.2) For each i, 1 I i I nk, let 
i-l nk-l 
bk,i = yi *  s;’ - c bk,j. s/-i - c b,-,, j. 6/-i. 
(2) 
j=O j-i+1 
(Let the third term be 0 if nkel I i I nk or k = 1.) 
(4) For each i = O,l, . . . , n, output bi = bn2,1 as an approximation to a,. 
ERROR ANALYSIS. We claim that the above algorithm produces values 
bkT i satisfying 
lbk,, - ai\ 2 Ek,i (3) 
andforkandisatisfying1~kIn2andOIiInk.Notethat&,z,iI2-“, 
and so this claim implies that the outputs b,,z, i are approximations of a, of 
error I 2-“. 
The proof proceeds as an induction on the pair (k, i), under the order 
(LO), (1, 11, . . . ,(l, n,),(2,0),(2, l), . . . ,(2, n,), . . . ,(n2,0), . . . ,(n2, n). First, 
note that for n > 1, nr = 0. Also, for k 2 1, b, o is defined to be b,. So, by 
step (1)~ lb,,, - ao\ I I+~. This proves inequality (3) for k = 1 or i = 0. 
Next, for each k, 1 < k I n*, and for each i > 0, we divide the error 
lb,,, - a,( into four parts. Comparing Eqs. (1) and (2) we obtain 
i-l 
Ibk,i - ai( I Iyi -f&)1 * St:’ + c (bk,j - ujj * 6fi 
j=O 
nk-l 
+ c Ibk-l,j - Ujl * 8j-i + 
j=i+l j=mar(n~+l,i+l)luj~ * sri* 
Let E,, E,, E,, and E, denote the four terms on the right-hand side of the 
above inequality, respectively. We now show that each of these four terms 
E,, 1 I r I 4, is bounded above by E&4: 
(i) E, = lyi - f(&) 1 * 6;’ s Ed, /4. To bound E,, we note that we 
computed, in step (2), yi such that Iyi - f(6,) 1 I &k, i * $/4. It fohows that 
El I Ek, i/4* 
(ii) E, = 2j:klbk,j - ujl . SjUi I Q, J4. Note that by the inductive 
hypothesis, we have that 
Ibk,j - ajI < Ek, j’ forj=O,...,i-1. 
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Thus, we need only to show that 
or 
i-l 
c Ek, j . q-’ 5 y 
,j = 0 
E k. i . s/-i < .ck,i * 2-(r-j+2), if j < i 2 nke 
To see that inequality (4) holds, we note that if j < i _< n, then 
(n -j)’ - (n - i)’ = (n -j - n + i)(n -j + n - i) 
= (i -j)(2n - i -j) 2 (i -j)[2(n - i) + 11. (5) 
Now we verify inequality (4) as 
Ek,, -. a/-, = 2-(4"-3j)+(4n-3;) . P(n-j)2-(n-i)* . p-(i-~)[2(n-i)+l] 
E X,i 
2 2-3(‘-j) (by inequality (5)) 
s 2-(i-j+3 
This verifies inequality (4) and shows that E, I Ek, j/4. 
(iii) E, = C;‘L;Lllbkel, j - a,[ . S;-’ I ek.,/4. If nksl I i I nk, then 
E, = 0. Thus we may assume that i < nkel. By the inductive hypothesis, 
we have (bk-,,j - ai1 I Ek-l,/ for all j. So, we need only to show that 
or 
ek-l , . ai-’ 5 ~~~~~ 2-(J-‘+2’, if i <j 5 nkml. (6) 
We note that if i <j I n, then 
(n - i)’ - (n -j)’ = (n - i - n + j)(n - i + n -j) 
= (j - i)(2n - i - j) _< (j - i)(2n - 2i - 1) 
5 (j - i$[2(n - i) + l] - 2. (7) 
Inequality (6) may now be verified as 
‘k-1, j . s,i-i = 2-(4n-3j)+(4n-3r) . ~(n-j)2-(n-i)2+(n2-k)-(n2-(k-1)) 
Ek,i 
.p(i-W)(n-i)+ll 
I 23(j-i) . /3 (by inequality (7)) 
s 2-(j-i+2) (by the definition of p). 
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This completes the proof for E, I Ed, /4. 
(iv) E, = CJM_max(n~~,+l,,+l)lujI . Sj-’ I &,J4. We consider two 
cases. 
Case 1. i I nk _ i. Then, we may simplify E, as 
Since C~=J’ I 2r” whenever r 2 $, we have 
E, I 2s,-i(2c~i)‘zl-l+1 _< y(n+l)+lp-i+l~ 
So, it suffices to show that 
E 
2c(n+l)+l~~n,~,-i+l) 5 k.i 
4 
if i I nkel. (8) 
We note that if i I nkwl then, by the definition of nkPl, (n - (nk-l + 
l))* < n* - (k - l), and hence 
(n - i)’ - (n’ - k) < (n - i)’ - (n - nkel - l)* + 1 
= (n - i - n + nkel + 1) 
.(n - i + n - nkpl - 1) + 1 
= (nkel - i + 1)(2n - i - nkel - 1) + 1 
I (nkpl - i + 1)[2(n - i) - l] + 1 
< (nkpl - i + 1)[2(n - i) + 11. (9) 
Inequality (8) may now be verified as 
p&,-r+1 
I = ~(~k~,-i+l)[2(n-i)+1]-[(n-i)2-(n2-k)l . 24n-3i 
‘k,i * 
s p. 24n-3i (by inequality (9)) 
5 2-(c(nt1)+3) (by the definition of /3). 
Case 2. nkpl < i I nk. From the definition of nk, we know that 
nkel + 1 2 nk 2 nkpl. Therefore, in this case, i must be equal to nk. We 
simplify E, as 
E, = E lajl . &-i 5 f 2’j. a;-’ < 28;‘(2c&)‘+1 2 2c(n+l)+lg i’ 
j=i+l j=i+l 
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In other words, we need only check that 
y(n+l)+lg < Ek,i 
i- if i = nk. 4 ’ (10) 
Since i = nk, we know that (n - (i + 1))’ < n2 - k I (n - Q2. This im- 
plies that 
(n - i)’ - (n’ - k) = (n - (i + 1))2 - (n’- k) 
+(n - i)‘- (n - (i + 1))2 
< (n - i)’ - (n - (i + 1))2 = 2(n - i) - 1. (11) 
Thus, inequality (10) may be verified as 
LL _ 24,r-31 
.P 
2(,1-i)+l-[(n-r)Z-(n2-k)l 
EL,, 
< 24~3; 
*P 
2(n-r)+l-[2(n-r)-1] (by inequality (11)) 
2411-31 = 
*P2 
< 2-(c(n+1)+3) (by the definition of p). 
This completes the proof of inequality (lo), and hence E, I Ed, ~‘4. 
Since all four errors, E,, E,, E,, E,, are I ~~,,/4, the inductive step is 
complete, and the inequality (3) follows. 
TIME COMPLEXITY. Note that p = 2-(ct4)(“+1). This implies that each 6, 
can be written as a dyadic rational number of O(n2) bits. Similarly, each 
Ed,; is a dyadic rational of O(n’) bits. Furthermore, if, in steps (1) and (2), 
we find the approximations b, to a, and y, to f(6,) correct to within an 
error of 2-o(‘14), and continue, in step (3.2), with exact arithmetics on 
dyadic rationals, then all the parameters have at most O(n4) bits to the 
right of the binary point. This shows that the algorithm can be implemented 
in polynomial time. 
3. CONCLUSION 
As pointed out in the introduction, the polynomial-time computability of 
the power series of a polynomial-time computable analytic function allows 
us to perform various numerical operations by first computing the power 
series and then performing the operations on each term of the power series. 
From this nice property, we conclude that the class of polynomial-time 
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computable analytic functions on a closed interval [a, b] forms a closed 
class under the operations of maximization, integration, differentiation, and 
root-finding. We summarize these closure properties in contrast with results 
on the class of polynomial-time computable functions. (In the following, see 
Hopcroft and Ullman [3] and Garey and Johnson [2] for the discussions on 
the open problems P = ?NP and P = ?#P.) 
(1) Roots. Let f be a polynomial-time computable, analytic function 
on [0, l] which is not identical to 0. It is shown in [6] that for any x E [0, 11, 
f(x) = 0 implies x is polynomial-time computable. On the other hand, it is 
proved in the same paper [6] that there exists a polynomial-time comput- 
able function g on [0, l] such that g is strictly increasing on [0, l] with 
g(O) < 0 < g(l), but g-‘(O) is not polynomial-time computable. 
(2) Maximum values. Let f be a polynomial-time computable, analytic 
function on [0, l] which is not a constant function. Assumed that x,, E (0,l) 
is a maximum point for f (i.e., f(x,,) 2 f(y) for all y E [0, 11). Then, x,, is 
the root of f’ and hence, by (1) above, is polynomial-time computable. This 
implies that f(x,,) = max 0 ~ x S if( x) is polynomial-time computable. For 
nonanalytic functions, the maximum values are not necessarily polynomial- 
time computable unless P = NP. More precisely, it is shown in [l, 41 that 
there exists a polynomial-time computable function f on [0, II2 such that 
the function g on [0, 11, defined by g(x) = maxO ~ y <if(x, y), is not 
polynomial-time computable unless P = NP. 
(3) Deriuatiues. Our main result shows that the derivatives of a 
polynomial-time computable, analytic function form a polynomial-time 
computable sequence of real numbers. On the other hand, it is shown in [5] 
that there exists a polynomial-time computable function f which is in 
C”)[ - 1, l] but its derivative f’(0) is not polynomial-time computable. 
(4) Integrals. Using Theorem 2, we can show that the integral of a 
polynomial-time computable, analytic function is polynomial-time com- 
putable (Theorem 3 below). For nonanalytic functions, the integral of a 
polynomial-time computable function is not necessarily polynomial-time 
computable unless P = #P. More precisely, Friedman [l] showed that 
there exists a polynomial-time computable function f on [0, l] such that the 
function g(x) = jtf(t) dt is not polynomial-time computable unless P = 
#P. 
THEOREM 3. Assume that f is polynomial-time computable and is analytic 
on [0, 11. Then the function g(x) = j$f(t) dt is polynomial-time computable. 
Sketch of Proof. Assume that f has a Taylor expansion 
f(z) = 2 fcny;o)(z - zoy 
n-0 
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on the interval {z: (z - za] I R}, with 0 < R I 1. Then, the integral of 
the function f over the interval [z,, - R/2, z0 + R/2] can be approximated 
by first computing the coefficients a, = f (“)(z,)/n!, with a sufficiently 
small error, and then integrating them term by term. Since, by the Cauchy 
inequalities for the Taylor coefficients, la,,] I M/R” for some constant M, 
we know that, in order to achieve the error bound 2-k for the integral of f, 
we need only compute the first m = k + [log M] + 2 terms, with each term 
correct to within an error 2-(k+m+1). Therefore, the function g(x) = 
/& R,2 f (t) dt is polynomial-time computable on [z,, - R/2, z. + R/2]. 
Now, by the compactness of the interval [0, 11, we can find a partition of 
the interval [0, l] into a finite number of subintervals {[xi, xi+ ,]};“;o’, with 
0 = x0 < x1 < . * * < XK = 1, having the following property: for each 
i = O,..., K - 1, f has a Taylor expansion at (xi + xi+ ,)/2 with a radius 
of convergence R i 2 xi+ 1 - xi. Then, by the above discussion, the integral 
function g(x) = /;f(t) dt on [0, l] can be computed by computing the 
integrals on each subinterval and then combining them together, with the 
running time still bounded by a polynomial function. 0 
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