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Abstract
In this paper we address database-related issues in the emerging application ﬁeld of
ITS (Intelligent Transportation Systems). In this context we propose and study two co-
operative driving scenarios: on-the-ﬂy highway alert scenario and mutual driving group
scenario. Vehicles cooperate and coordinate their actions by exchanging information,
hence the need for database technologies such as consistency, replication, and query op-
timization. Technical requirements and suitability of technologies such as wireless and
peer-to-peer communication and mobile ad-hoc networks are discussed. We introduce
the notion of a peer-dependent query for the application environment.
1 Introduction
The area of ITS, Intelligent Transportation Systems, is a fairly new concept which involves
an advanced information and telecommunications network for users, roads, and vehicles
[1, 12, 34]. Problems of concern addressed by ITS are road safety, detection and avoidance
of traﬃc accidents or traﬃc congestion, and safe driving assistance. One direction associated
with ITS is cooperative driving, a paradigm involving inter-vehicle communication in which
road participants exchange information in order to coordinate and support some of their
actions [10, 14]. The existence of ITS is due to developments in several technological
areas: navigation systems, electronic toll collection systems (ETC), telecommunications,
and wireless communication.
Vehicle-to-vehicle communications in an ITS demonstrate properties of both peer-to-
peer (P2P) [20] networks and mobile ad-hoc networks [22]. In peer-to-peer (P2P) systems,
participants rely on one another for service, rather than solely relying on a dedicated and
centralized infrastructure. Peers in the system both provide and consume services. A mobile
ah-hoc network is a collection of mobile hosts with wireless communication capabilities,
forming a temporary network without aid of any established infrastructure [22]. In such
networks, topological connectivity is subject to frequent, unpredictable change. Given the
mobility of vehicles on the road, it is obvious that an ITS network demonstrates properties of
both network types. Further, in an ad-hoc network two hosts that want to communicate may
not be within wireless range of each other, but could still communicate if other hosts betweenFigure 1: The basic concept of ITS communications
them are also participating in the ad-hoc network and are willing to forward messages for
them. We exploit already existing routing algorithms for inter-vehicle communication.
Our contribution consists in studying how peer-to-peer communication in a mobile ad-
hoc network would serve as architecture for two new cooperative driving scenarios, namely
on-the-ﬂy highway alert scenario and mutual driving group scenario, and also demonstrate
the role for database management in such an architecture. To the best of our knowledge
this is the ﬁrst comprehensive examination of ITS from a database perspective, even though
there exists research on component topics of mobile databases [3, 7, 9, 24, 25]. We demon-
strate how ITS merges problems from these diverse areas, and give a practical architecture,
b a s e do np r e v i o u sw o r ki nt h e s eﬁ e l d s .
The paper is structured in ﬁve sections as follows. Section 1 introduces the general
framework, Section 2 describes the two cooperative driving scenarios, and Section 3
presents the architecture while addressing the technical and networking issues. Database
techniques applicable to our scenarios are discussed in detail in Section 4, including ma-
terialization of views for query answering as well as location and peer dependent queries.
Our concluding remarks and future research directions are presented in Section 5.
2 Problem Description
Before we describe our scenarios, we brieﬂy present the basic concept of intelligent trans-
portation system (ITS) communications. There are two basic types of ITS (see Figure 1
[23]):
• road-to-vehicle communications
• vehicle-to-vehicle communications
The road-vehicle communication involves several base stations located along the road
that communicate with the vehicles on the road and are coordinated by several control
stations. An example is the warning highway system that warns about congestion or ac-
cidents and suggests alternative route(s). In the road-assistance applications and services
2already existing, a person (operator) assists the traveler. Similar scenarios involving agents
that oﬀer support to mobile users have been described in [30] and [29]. Mobility oﬀers a
high degree of ﬂexibility, but also requires new location-based technologies and assistance
services. Agent-based solutions represent one approach for the mobile environment. In the
future, optical ﬁber networks will be implemented along the roadside to convey high speed
data to access points, which will connect ﬁber and wireless links for moving vehicles. Radio
on ﬁber is the future trend in ITS.
The other mode of communication involving inter-vehicle communication has not been
explored in as much detail. We are interested in vehicle-to-vehicle communication. In this
paper we present two application scenarios of an intelligent transportation system, in which
vehicles can cooperate and coordinate their actions, and enumerate the database issues
involved. In order for a set of vehicles to be engaged in a cooperative driving scenario, they
have to be able to exchange information about each other. Cooperative driving has been
brieﬂy introduced in the literature [5, 33, 34, 36], and we extend the discussion to working
scenarios and study the related databases aspects. To this point, ITS technology has been
exclusively addressed in the domain of networking and private corporations. However,
as the functionality of these systems progresses, the need for database technologies such
as consistency, replication, and query optimization will have an increasing role. To our
knowledge, this is the ﬁrst comprehensive examination of ITS from a database perspective.
We ﬁrst describe the two cooperative driving scenarios that we considered.
In the on-the-ﬂy highway alert scenario, vehicles transmit to and receive from other
participating vehicles warning messages regarding the state of the road (accidents, traﬃc
congestion, closed roads). Although this service is available in a centralized broadcast fash-
ion, it can be enhanced by allowing the vehicles themselves to be involved in detecting and
propagating the road status information. This can be useful when a centralized dispatcher
is not available for that speciﬁc road segment, or it can be used to improve the accuracy of
the centralized information (if available). For this scenario to function properly, a consider-
able number of vehicles need to participate in detecting and passing along the information
to upcoming vehicles. Otherwise the information might be meaningless or not trustworthy.
Each vehicle uses this information to decide an alternative route or to make local decisions
(depending on the warning type). We opt for a totally decentralized solution since it oﬀers
ﬂexibility and is suitable for our dynamic scenario.
The second scenario is a mutual driving group of vehicles that plan a trip together.
They leave together and plan to reach the same destination. The goal is that vehicles
stay in communication as much as possible throughout the entire trip. They may need
to communicate in order to make common decisions (such as dynamically deciding which
exit to take). Clearly, it is not always possible that vehicles stay in visual contact, and
communication disconnections are quite possible. Unlike other approaches [5] that perform
real-time cooperative driving, we will allow vehicles to lose communication contact for
periods of time, and still be able to track each other. We would like each vehicle of the
group to have suﬃcient information about the rest of the group, at any given time, and
also be able to foresee when they will be meeting again (by meeting we mean that vehicles
are within communication range). Again, we do not rely on a central point of control, the
solution being fully decentralized. This allows group members to equally contribute to the
scenario by communicating and exchanging information with each other.
33A n I T S A r c h i t e c t u r e
In this section we present the technical requirements for the cooperative driving scenario
and summarize the technologies involved. We will enumerate the network, security and
database issues in this environment.
3.1 Assumptions
Location information is essential in the scenarios described. Therefore, each vehicle is
equipped with a GPS (Global Positioning System) receiver and a corresponding oﬀ-line
map. Due to the rapid developments in mobile technologies and the need for devices that
support mobility [4], there exists many diﬀerent GPS receivers [6] on the market, and all
provide diﬀerent functionalities. The more sophisticated the GPS, the more services and
facilities are available to the user. For our purpose, the GPS receiver will provide the
following functionalities:
• location coordinates (x,y)a tt i m et,
• ability to locate (x,y)o nas t a t i cm a ps t o r e di nt h ed e v i c em e m o r y ,
• ability to plot a path on the map given the table (x,y,t), and
• the ability to plot multiple paths of the form given above.
Each participating vehicle is equipped with a wireless communication module (transceiver),
that has a limited broadcast range R. Initially, assume all have the same range.
Each vehicle has a unique identiﬁcation number (vid) based on its transceiver, for use
in communication and tracking. Though security issues are not addressed in this paper,
the vehicle vid may be encoded using encryption techniques during communication. Our
assumption is that all the vehicles are trustworthy.
3.2 An Ad Hoc Mobile Network
Using the wireless transceivers, vehicles form a wireless network given a suitable network
protocol.
Due to the highly dynamic nature of the environment, vehicles join and leave the network
frequently. Therefore, the network is an ad-hoc network [22], where hosts travel through
physical space and communicate in an opportunistic manner via wireless links.
Further, since the communication and control are decentralized , the network can be
viewed as a peer-to-peer network. Decentralization oﬀers scalability, robustness, and limits
requirements for central administration. A peer-to-peer (P2P) [20] distributed system is
one in which participants rely on one another for service, rather than solely relying on a
dedicated and centralized infrastructure. Peers in the system both provide and consume
services. There is no server that oﬀers services to clients. Service and data are provided by
the participants in the P2P network at any given time.
4In summary, our network is characterized by wireless communications, no central control,
and cooperation among nodes. These features form a union of P2P, wireless, and ad-hoc
networks, therefore our network architecture will be a peer-to-peer, mobile, ad-hoc, wireless
network.
3.3 Network and Routing Issues
In this section we will look at membership, discovery and routing issues in the context of
cooperative driving. These topics have been well studied in the context of system networks.
Algorithms exist for routing in ad-hoc networks [22], and group membership management
and discovery in peer-to-peer networks [31]. We will be using these results in designing a
solution for the cooperative driving problem.
Discovery protocols are used in establishing connectivity among wireless devices. The
group membership maintenance problem is deﬁned as the requirement for each host to have
knowledge of what other hosts are members of its group and for such knowledge to be
consistent across the entire group at all times [31]. To solve this problem, assumptions need
to be made about host movement and network delays, membership policy, and a protocol
that serializes all conﬁguration changes need to be deﬁned. The notion of group can have
two slightly diﬀerent meanings: in the more general sense, a number of nodes belong to the
same group if they are within each other’s communication range; in a more speciﬁc sense
(i.e. when referring to the mutual group driving), members of the group are only those
vehicles that share the trip.
Vehicles periodically send messages to their peers to discover their status. On the other
hand, any vehicle joining the network must send a number of housekeeping messages to
inform other members about their presence. This will insure basic network connectivity.
Each vehicle manages a routing table, needed to store information about neighboring vehicles
(participating vehicles within its range) which will be used in look-ups. Updates in the
routing table are triggered by the receipt of a broadcast message. Because vehicles can
fail (go out of range) without prior notiﬁcation, each vehicle must periodically monitor the
state of its neighbors. The membership in mobile ah-hoc networks is dynamic.
A broadcast message is a quadtuple (vid,x,y,t), where vid is the vehicle identiﬁcation
number, (x,y) is vehicle’s current GPS coordinates, and t is the value of the local clock.
Note that GPS tells extremely accurately the time, so clock synchronization is not an issue.
Vehicles continuously broadcast these messages. History table management is discussed in
detail in Section 4.
GPS-enabled vehicles allow for the development of useful location dependent services.
Examples of such services are: direction assistance, navigation, automated road assistance,
selective multicasting to speciﬁc geographic areas (deﬁned in terms of GPS coordinates),
providing a service only to nodes withing a certain geographic range, providing information
to mobile users when the information depends on the user’s geographic position. Integrating
GPS data into network protocols, such as the Internet protocol, to create such services has
been studied in [11]. Addressing based on physical location of nodes instead of a logical
a d d r e s si sc a l l e dgeographic addressing, and corresponding GPS-based routing protocols have
been proposed [2, 8, 11, 15, 17, 18, 21]. The idea is that the message address will be speciﬁed
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as a polygon on the map. Then, the polygon will be translated into GPS coordinates and
the messages will eventually be multicast to all clients who are located within the bounds
of that polygon [11]. For ad-hoc speciﬁed areas, the polygon addressing will be used. We
can make use of existing algorithms regarding geographic and ad-hoc routing to solve the
addressing and routing mechanisms for our scenarios.
As with any P2P architectures the system’s robustness, availability, performance and
accuracy depend on the number of peers: the more participating peers, the more available
and accurate the information. Vehicles would not beneﬁt much if the network size is small
and if new members join and leave frequently.
3.4 Database Issues
One important aspect in our application is the availability of a consistent view of the system
to all of the network members. It is not trivial [13] to compute the global network image due
to the highly dynamic behavior of the network which may induce stale data in the routing
tables. The routing table is in fact a database relation that stores information about the
neighboring vehicles. This relation can be seen as a view of a distributed database, since all
the members of the ad-hoc network contribute information. The entire conﬁguration of the
network is most likely not known by each individual node, although this is desirable (for
instance, to ﬁnd where a particular vehicle which is not within the communication range is
located). Instead, each node has some local information regarding its neighboring1 vehicles.
Putting all local information together creates the global view of the system.
A vehicle with a GPS and no transceiver is limited on the types of queries that can
be performed. Data from the GPS can be used for static mapping and location-dependent
queries. Some examples of such queries are: “Where am I?”, “Where is the closest gas
station?”, “How far is the closest restaurant?”. However, by introducing a mechanism for
communication between GPS-equipped vehicles, database issues of application, distribution,
and consistency arise. From a global-level view, at any point in time, there exists a relation
L(vid,x,y,t) storing the current location of all vehicles plus time t. Further, a global-level
historical relation H(vid,x,y,t) stores locations of all vehicles for all times. Each vehicle
1It is worth mentioning that the issue of proximity (or neighborhood in our case) has been debated in
the ad-hoc networks literature.
6i has its own local views Li and Hi of the global relations. The views of both relations
are continually dynamic, especially L,w h e r e a sH may contain incomplete or inconsistent
information. We highlight that views are in fact constructed based upon the information
exchanged by the peers and not based upon information provided by a central unit. Figure 2
provides the infrastructure.
3.5 Security Issues
Security issues are not our core focus, but we list here some of the important issues.
Our assumption is that the participating members are all trustworthy. For the mutual
group driving, it is not unreasonable to assume that the group members are trustworthy.
However, since the communication is broadcast-based, messages can be received by mali-
cious traﬃc participants. To avoid such cases, some security mechanism is needed.
For the highway alert scenario, malicious information can be detected based on the
answers received from participants. If contradictory information is detected, then this can
be ignored, provided that enough participants collaborate and assuming that malicious cases
are rare.
3.6 GPS Issues
Many GPS receivers provide the functionality of displaying the current position of the
vehicle on a map. For mutual group driving, the GPS should be able to display the positions
of all the group vehicles on the screen. Thus, each driver has a visual picture of where the
other vehicles are with respect to his own vehicle and with respect to the ﬁnal destination.
Tracking multiple vehicle routes on the same map is not currently a standard feature of
GPS receivers. We assume that given a view of the historical relation H for car i,t h eG P S
can plot the path of each vehicle over time. This view is constructed by only selecting tuples
in Hi corresponding to the current driving group. By inputing historical relation Hi into
GPS, one vehicle can monitor the route progress of a predeﬁned set of vehicles.
4 Applying Database Techniques to Cooperative Driving
The source data for the database is the history table that contains one tuple per vehicle at
time t, and has the following attributes: (vid, x, y, t), where vid is the vehicle identiﬁer,
(x,y) represents the GPS coordinates and t is the associated time. The routing table has
the same ﬁelds, but it stores only the most current information about the direct neighbors
of one vehicle, and it is used solely for routing. Each time a vehicle receives a message, it
accordingly updates the two tables: the tuple corresponding to the vehicle whose vidis in the
message received will be updated in both Li and Hi. On an update from a broadcast, the
history table represented by relation H(vid,x,y,t) is updated by inserting current tuple
(vid,x,y,t)f o ri nHi. The routing table is managed by the underlying network routing
protocol.
Important issues are dealing with disconnections, stale data, and garbage collection, and
they are discussed in the next section.
74.1 View Materialization for Query Answering
In order to compute the global view of the network, individual vehicles need to query other
members to gather information about non-neighboring nodes. Dynamic routing protocols
are used to re-materialize a view.
The information in the routing table can become stale under certain conditions. If some
data corresponding to vehicle i has been stored in vehicle j’s routing table and it has not
been refreshed for the last T units of time, the data becomes stale and the record becomes a
candidate for deletion. The deletion does not have to happen automatically after interval T.
Rather, when T time has elapsed and no new information has been acquired about vehicle
X,t h e ni initiates a process of locating X. This may be accomplished by broadcasting a
query of the form “Where is X?” and waiting for a reasonable amount of time for answers
from its neighbors. If no answer is received or if the answers are of the form “No information
on X” or the answers contain location information about X older than i’s information on
X, then the tuple corresponding to X is deleted from i’s routing table.
The history table is used to store information about all the neighbors throughout the
journey. The database queries will be performed on this table. We consider two possible
cases: when a node receives the query “Where is X?”, it can either answer immediately
with whatever information that node has by inspecting its routing table, or it can itself
initiate a look-up process to gather information from its own neighbors. Since the sets of
neighbors of these two nodes can be distinct, more valuable information may be collected. A
mechanism is used to detect query replication. Suppose vehicle i sends this query to vehicle
j.T h e n j will perform a query like SELECT * FROM Hj WHERE (SELECT MAX(t)
FROM Hj WHERE vid = X) = t.
One valid question is how far should the query process go. The number of steps should be
ﬁnite and also the time allotted to this operation should not exceed a certain threshold, since
in that case the answer might be already outdated by the time it reaches the initiator (the
queried vehicle has change its position considerably, making the information useless). To
improve eﬃciency, when a vehicle replies to a query it appends its own current information
to the reply. This allows the query initiator to update two tuples when receiving the answer:
the one corresponding to the queried vehicle and the one corresponding to the answering
neighbor.
In addition to storing time information, derived information such as a velocity vector
information is also useful. By using interpolation techniques, this would allow us to make
location-time predictions or answer queries corresponding to time values for which no records
exist in H.
We did not specify how this database is indexed, but various algorithms exist [26, 27, 28,
32, 38] for indexing mobile objects, and eﬃcient query answering protocols can be developed
based on these indexing techniques.
4.2 Location Dependent Queries
In this dynamic scenario, queries depend on the geographical position of a vehicle, and/or
on the relative position of two or more vehicles.
8Queries can be classiﬁed into GPS speciﬁc queries and location dependent queries in the
context of cooperative driving. Examples of GPS speciﬁc queries, that can be answered by
(mostly) any GPS receiver and do not involve peer interaction, include:
• What is your current position?
• How far have you traveled? (odometer)
• How long have you been traveling? (timer)
• What is your current speed? (speedometer)
• What is your average speed?
• Draw the journey trajectory showing exactly where you have traveled on the map
• Show the estimated time of arrival at your destination if you maintained the current
speed.
These queries are simple in nature as they can be answered by applying mathematical
formulas to the stored data in the GPS receiver in addition to information from the history.
Database techniques are not required.
In addition to these queries we should be able ask peer-dependent queries,s u c ha s :
• Who are my neighbors?
• Where is vehicle X?
• Are all the mutual group vehicles within my range? (of course this query is similar
to the ﬁrst one, because one can check the neighbors list and look for certain vehicle
vids).
Peer-dependent queries require peer knowledge and can always be “trivially” answered by
querying over the history table (relation H). To answer “Where is vehicle X?”, a vehicle
i could check its history table. If it ﬁnds the corresponding entry there, and if the tuple’s
timestamp is recent enough2, then the information is considered valid. If the information is
stale 3, then a look-up procedure is performed. The protocol for detecting the position of
vehicle X is presented in Figure 3.
The answer to the query “Who are my neighbors?” can be easily obtained by scanning
the routing table. If it is essential that the information is very accurate, a record may be
checked for stale data, and appropriate actions should be taken if this is detected.
An interesting feature that may be implemented is the one that predicts the next meet-
ing4 time and location for two vehicles which are not direct neighbors. This may be useful
in the mutual group scenario, when one group member gets disconnected from the others,
and plan to rejoin the group. The predicted information can be generated by taking into
account several parameters: current local time, last update time, last known position and
driving direction of the disconnected vehicle.
2It means that the diﬀerence between i’s clock and the tuple timestamp is less than a predeﬁne value
tmax.
3It means that the diﬀerence between i’s clock and the tuple timestamp is greater than tmax.
4meeting means the vehicles are withing communication range
9Protocol for vehicle i to detect vehicle X
{ i ﬁrst checks its own table Hi, then broadcasts }
Ni := { i’s set of neighbors };
rec = SELECT * FROM Hi WHERE
(SELECT MAX(t) FROM Hj WHERE vid = X)=t ;
if rec = ∅ then rec := (X, 0, 0, 0); endif;
send “Where is X?” to Ni (broadcast);
receive { recj | j ın Ni };
for each recj do
if recj.t > rec.t then
Hi := Hi ∪ (X,x,y,t);
endif
Hi := Hi ∪ (j,xj,y j,t j);
enddo;
Figure 3: Protocol to answer “Where is X?”
4.3 Problem Alert Queries
Alert queries involve passing warning messages among vehicles. Similar ideas were presented
in [35, 37]. Instead of drivers initiating and sending warning messages directly, given each
vehicle’s local view, data mining can be performed on the historical relation H to decide if
the traﬃc ahead has signiﬁcantly changed in speed and/or movement direction. A notion
of progress can be established. Progress occurs when vehicles maintain roughly the same
speed and direction. Any changes in this setting signals a potentially wrong event and an
alert message is broadcast. The neighbors receive the message and retransmit it further
to their neighbors (geographic routing is involved), thus alerting the upcoming vehicles of
potential problems ahead. The drivers can then become more cautious, adjust their speed,
and make route changing decisions ahead of time if necessary. Such capability contributes
to a safer driving environment. Diﬀerent types of warnings may exist, corresponding to
diﬀerent degrees of potential hazard.
Note that the message propagation wave can reach vehicles located very remotely from
the actual incident, and might not be at all aﬀected by a sudden traﬃc slow down. The
vehicles can make local decisions with respect to the importance of the notice, by considering
the location, time, gravity of the incident from the broadcast message and their own time,
location, and direction of movement. A message can be ignored or, on the contrary, actions
can be taken appropriately by the driver.
5 Conclusion and Future Work
In this paper we have studied how protocols that deal with routing in mobile ad-hoc networks
and routing based on geographical location can be used in cooperative driving scenarios,
where road participants become engaged in oﬀering and consuming services while driving.
The environment is a totally decentralized architecture, based on a peer-to-peer interaction.
10In addition to enumerating the issues in the emerging application area, we characterized
some of the database issues involved. By moving from static, single vehicle queries to
dynamic, multi-vehicle communications, the need for database technologies increases. We
also discussed database issues related to routing table management, namely constructing
materialized views of the system, and how this information can be used in answering location
dependent queries. A protocol for answering queries by dynamic view materialization using
existing network protocols has been proposed.
Our future work will focus on adding security constraints to our scenarios and by opti-
mizing the management of the history table. This table can grow considerably (can easily
reach tens of thousands of records when refreshing period is one second, the trip duration is
at least one hour and the number of neighbors is ten on average). Techniques for reducing
t a b l es i z ea r ei m p o r t a n t .
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