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ABSTRACT
The future Stokes drift climate is investigated using a global wave climate projection (2071–2100) forced
with EC-EARTH winds under the RCP8.5 scenario. The future climate run is compared against a historical
run (1976–2005). The Stokes drift climate is analyzed in terms of Stokes transport and surface Stokes drift.
The impact on Stokes drift from changes to the wind, wind sea, and swell climate is identified. The conse-
quences for upper-ocean mixing and circulation are studied by investigating the turbulent Langmuir number
and the Stokes depth. The historical climate run is also compared to a hindcast with ERA-Interim forcing.
Systematic discrepancies due to differences in resolution andmodel physics are identified, but no fundamental
weaknesses are uncovered that should adversely affect the future run. As the surface Stokes drift is largely
dictated by high-frequency waves, it is to a great degree controlled by changes to the local wind field, whereas
the Stokes transport is more sensitive to swell. Both are expected to increase in the Southern Ocean by about
15%, while the North Atlantic sees a decrease of about 10%. The Stokes depth and the turbulent Langmuir
number are set to change by about620% and610%, respectively. The changes to the Stokes depth suggest a
deeper impact of the Coriolis–Stokes force in the SouthernOcean and a decrease in the northern extratropics.
Changes to the KPP Langmuir-enhancement factor suggests potentially increased mixing in the Southern
Ocean and a reduction in the North Atlantic and the North Pacific.
1. Introduction
Wind-generated ocean surface gravity waves, referred
to simply as waves, are important to climate projections
because theymodulate the exchange ofmomentum, heat,
and mass between oceans and atmosphere (e.g., Cavaleri
et al. 2012; Hemer et al. 2013) and because of their in-
fluence on all aspects of coastal (Cavaleri et al. 2018) and
offshore activities, such as coastal erosion, flooding,
and sediment budgets, and the loads imposed on offshore
structures and moving vessels (Bitner-Gregersen et al.
2018).
The wave-induced Stokes drift (Stokes 1847; van den
Bremer and Breivik 2017) is essential for calculating the
trajectories of oil spills (Jones et al. 2016) and drifting
objects (Röhrs et al. 2012; Breivik et al. 2013; Röhrs
et al. 2015). The Stokes drift contributes to the advection
of momentum and tracers on the near-surface ocean
(Ardhuin et al. 2009; Röhrs et al. 2014; Dagestad et al.
2018; Strand et al. 2018) and influences the upper-ocean
circulation through generation of Langmuir turbulence
(e.g., Belcher et al. 2012; D’Asaro et al. 2014; Fan and
Griffies 2014; Li et al. 2016, 2017) as well as the Coriolis–
Stokes forcing (e.g., Breivik et al. 2015; Suzuki and Fox-
Kemper 2016; Alari et al. 2016; Staneva et al. 2017).
How changes to the wave climate will alter the Stokes
drift and the associated depth-integrated Stokes transport
in the future is thus of practical and scientific interest.
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The Stokes drift profile can be calculated from the
two-dimensional spectrum (Kenyon 1969), but this is
rarely done in ocean modeling because of the exorbitant
cost of integrating the wave model spectrum at every
vertical level required by the ocean model. Instead, ap-
proximate Stokes drift profiles are usually employed that
depend on the surface Stokes drift and the Stokes trans-
port (Breivik et al. 2014, 2016; Li et al. 2017).
Recently, several studies have appeared that em-
ploy near-surface winds from phase 5 of the Coupled
Model Intercomparison Project (CMIP5) to investigate
changes to the future wave climate. Aarnes et al. (2017),
using wind fields from ensemble members of six differ-
ent CMIP5models to force a wavemodel, found that the
majority of the models studied exhibited a decrease in
wind speed and associated wave height in the North
Atlantic region. Shimura et al. (2016) saw a similar trend
in the western North Pacific. Wang et al. (2014), using a
statistical method to relate the wind and pressure fields
of 20 CMIP5 models to the local significant wave height,
found that the Southern Ocean will experience an in-
crease in wind speed and wave height, while the North
Pacific and the North Atlantic will mainly see a decrease
in both wind speed and wave height, broadly consistent
with the findings of Aarnes et al. (2017) and Shimura
et al. (2016). These studies focused on changes in the
significant wave height climate toward the end of the
twenty-first century. The aim of the present study is to
investigate the impact of the projected changes, under
the RCP8.5 scenario, on the surface Stokes drift and the
depth-integrated Stokes transport as well as the conse-
quences for two quantities commonly used to model
wave impact on the mixed layer, namely, the turbulent
Langmuir number and the Stokes depth. The RCP8.5
scenario has the highest greenhouse gas emissions forcing
of the four scenarios commonly studied under CMIP5,
with a constant positive emission trend from 2005 to
2100. Under this scenario the global mean surface tem-
perature for 2081–2100 relative to 1986–2005 is pro-
jected to be in the range from 2.68 to 4.88Cand theArctic
is expected to warm even faster (Stocker et al. 2013).We
chose a high-emission scenario in order to investigate
the maximum change that can be expected for the wave
climate as well as its impact on upper-ocean mixing and
circulation.
The paper is organized as follows. Thewave quantities
to be studied are presented in section 2. In section 3, we
describe the wave model setup and briefly compare
the historical wave climate integration against an ERA-
Interim-forced wave hindcast (discussed further in the
appendixes). Section 4 reports the major differences
between the historical and future climate run. In section 5,
we discuss the consequences for the Stokes depth and
the turbulent Langmuir number. Finally, some conclu-
sions are drawn about the consequences of the future
Stokes drift climate in section 6.
2. Stokes drift, Stokes transport, Stokes depth, and
the turbulent Langmuir number
The deep-water Stokes drift (assuming the deep-
water dispersion relation v2 5 gk), following the nota-










f 3k̂e2kzF( f , u) dfdu. (1)
Here u is the wave direction measured clockwise from











f k̂F( f , u) dfdu. (2)
The integral here is the first-order moment of the wave
spectrum m1 weighted by the unit vector k̂ of the wave
component. As the wave model does not calculate the
Stokes transport, we estimate it fromm1 [see Eq. (35) in










Here Tm01 5m0/m1 is the first-moment mean wave pe-





transport is always less than 2pm1, see Eq. (34) in
Breivik et al. (2014), but even in multidirectional seas
the Stokes transport is only slightly smaller than 2pm1
(about 16%). This leads to a modest, but consistent, over-
estimation of the Stokes transport in both the historical and
the future climate integrations as well as the hindcast run.
The surface Stokes drift [z 5 0 in Eq. (1)] is propor-
tional to the third moment m3 and heavily weighted by
the higher frequencies. It is therefore more dominated
by locally generatedwind sea than by low-frequency swell.
Changes to the surface Stokes drift are for this reason
expected to bemore in tunewith changes to thewind field.
With depth, the wave field is ‘‘filtered’’ as a given wave
frequency has an e-folding depth of (2k)21 in Eq. (1), and
swell will consequently dominate the deeper levels. The
Stokes transport is more sensitive to changes in swell
patterns than the surface Stokes drift as it is proportional
to m1; see, for example, Carrasco et al. (2014).
The Stokes production term in the turbulence kinetic
energy (TKE) equation (Li and Garrett 1997; Flór et al.
2010) is related to theStokes drift shear.TheTKEequation,
following the notation of Breivik et al. (2016), is written

























Here e is the turbulent kinetic energy per unit mass; w0e
and w0p0 are the turbulent transport and pressure corre-
lation terms (Stull 1988; Kantha and Clayson 2000). The
Eulerian shear (marked) and the buoyancy production
terms are S  S5 S2 5 (›u/›z)2 and N2 52(g/rw) drw/dz,
respectively, where Kh,m are turbulent diffusion co-
efficients. Finally, « represents dissipation of turbulent ki-
netic energy. It is the third term, Stokes production, that
represents Langmuir turbulence.
How the Stokes drift profile varies with Stokes
transport and surface Stokes drift can best be investi-
gated by looking at the Stokes depth ds. For a mono-
chromatic (exponential) Stokes drift profile, this represents
its e-folding depth and is related to the wavenumber as
ds 5 1/(2k), see Polton et al. (2005) and Kukulka and
Harcourt (2017). This can be written as the ratio of the





and is calculated straight from the wave model param-
eters. The Stokes depth is the scale depth to which the
Stokes drift penetrates (Polton et al. 2005), determining

















Here u is the horizontal Eulerian current vector, f the
Coriolis frequency, ẑ the upward unit vector, p the pres-
sure, and t the stress.
The turbulent Langmuir number, first introduced by





where u* is the water-side friction velocity. Its square
approximates the ratio of the Eulerian shear and Stokes
production terms in Eq. (4) [see also Eq. (2) in Belcher
et al. 2012]. It is commonly used (Fan andGriffies 2014; Li
et al. 2016) to include a Langmuir-enhancement factor
FLT in the turbulent velocity scale W of the K-profile







Here k is von Kármán’s constant, and F is the Monin–
Obukhov stability function. The first and most widely
tested (Fan and Griffies 2014; Li et al. 2016; Malila 2017;
Ali et al. 2018, manuscript submitted toOcean Modell.)












The empirical constants Cw and a are assumed positive
[0.08 and 2, respectively, were proposed by McWilliams
and Sullivan (2000)]. The K in KPP is assumed to be a
function of the depth of the mixed layer hbl and the
turbulent velocity scale whose profile is dictated by a




When the turbulent Langmuir number is small (i.e.,
when Stokes drift shear dominates over Eulerian shear;
Belcher et al. 2012; Sutherland et al. 2014), W becomes
large, boosting the turbulent diffusion coefficient. Sev-
eral Langmuir-enhancement factors have since been
explored (all approximately proportional to an inverse
power ofLat), notably by Smyth et al. (2002), Li et al.
(2005), Harcourt and D’Asaro (2008), Takaya et al.
(2010), Van Roekel et al. (2012), and Li and Fox-
Kemper (2017). The global study by Fan and Griffies
(2014) of the parameterizations by McWilliams and
Sullivan (2000) and Smyth et al. (2002) as well as the
study by Li et al. (2016) and recent studies of all of the
aforementioned parameterizations byMalila (2017) and
Ali et al. (2018, manuscript submitted toOceanModell.)
show that themixed layer is quite sensitive to the specific
choice of empirical formula, and that Eq. (8) yields too
strong mixing, especially during winter deep convection
events. This means that relatively small changes to the
turbulent Langmuir number could make a difference to
the mixed layer properties of the ocean model. How-
ever, changes toLat may also have a small effect if the
turbulent Langmuir number is already well above the
level where Langmuir turbulence is thought to dominate
(around 0.3; Belcher et al. 2012), as the mixing due to
Langmuir turbulence is negligible in this end of the re-
gime diagram (see Fig. 3 by Belcher et al. 2012). The
intensity of Langmuir mixing is more sensitive to the
changes toLat for smaller values (i.e., Lat , 0:3) than
for larger values (Lat ; 1) and parameterizations of
Langmuir-enhanced mixing that are based on these
scaling laws are sensitive to changes ofLat for smaller
values than 0.3 and therefore also sensitive to the exact
formula of the enhancement factor (e.g., Li et al. 2016).
The choice of Langmuir-enhancement factor will
clearly affect the impact that changes to the Stokes drift
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climate will have on ocean models. Although known to
overestimate the mixing (Fan and Griffies 2014; Li et al.
2016), we choose to investigate the parameterization
[Eq. (9)] in McWilliams and Sullivan (2000) as it is the
one most commonly tested. We refrain from investi-
gating more parameterizations here as the full impact
on upper-ocean mixing can only be studied using fully
coupled atmosphere–wave–ocean climate models.
There exist a few studies of the impact of Langmuir
turbulence in ocean models that employ a TKE mixing
scheme (as opposed to KPP; e.g., Janssen 2012; Noh
et al. 2016), but as there is currently no straightforward
way to employLat in a one-equation TKE scheme, it is
unclear how models of this vein could be compared
against models that employKPP, andwe do not consider
one- or two-equation TKE schemes here.
3. Wave model configuration
A global wave model (WAM; Hasselmann et al.
1988; Komen et al. 1994) was forced with 10-m winds
from the global climate CMIP5 EC-EARTH model.
The EC-EARTH general circulation model is a fully
coupled atmosphere–ocean–sea ice system climate
model developed from the ECMWF operational sea-
sonal forecast system 3 (Hazeleger et al. 2010, 2012).
Ice cover was also taken from EC-EARTH. Two cli-
mate integration periods, each 30 years, were studied.
The first is the period 1976–2005, referred to as the
‘‘historical’’ run. This integration uses the observed
greenhouse gas concentrations over the period. The sec-
ond is denoted the ‘‘future’’ run.Herewe have chosen the
period at the end of the twenty-first century (2071–2100)
under the RCP8.5 scenario (see Table 1 for an overview
of the model setups). WAM is a third-generation wave
model, and the version used here is the cycle 4.5.3
(CY4.5.3), an update of the WAM, cycle 4, described by
Komen et al. (1994). Cycle 4.5.3 includes a source
function integration scheme developed by Hersbach
and Janssen (1999), with a new semi-implicit approach
developed at the ECMWF. The model updates of
EC-WAM described by Bidlot et al. (2007) are also
included.
The model was run with a directional resolution of 158
and 25 frequencies, ranging from 0.042 to 0.41Hz with
logarithmic 10% increments (corresponding to wave-
lengths between 10 and 885m). The model domain is
global with a resolution of 18 3 18 and output every 6 h.
The following analysis on wind speed and wave model
parameters was done on daily means. The surface Stokes
drift speed was calculated from vector quantities, but
all analysis was done on scalar averages. Unidirectional
Stokes transport Vs magnitude was calculated using
Eq. (3), since vectorial Stokes transport is not an output
parameter in the wave models.
We have compared the historical run to an EC-WAM
(ECMWF 2016) hindcast forced with ERA-Interim
(1999–2017) winds (Dee et al. 2011). This wave model
integration (referred to as the ‘‘hindcast’’) is run at higher
resolution (approximately 0.368 3 0.368) and covers a
larger spectral range (see Table 1). The hindcast was
chosen because the Stokes drift is not directly available
from the ERA-Interim archive, but also because it was
run with a new, experimental version of EC-WAM with
wave physics based on the source term package 4 (ST4)
parameterization introduced by Ardhuin et al. (2010),
which shows superior swell damping in the tropics. The
wavemodels thus differ in theirmodel physics, notably the
swell-damping scheme inEC-WAM, and in their different
wind input source terms. A detailed account of the dif-
ferences between the historical climate model integration
and the hindcast are given in appendix A.
Although there are notable differences between the
two wave model integrations, the general features of the
past climate of the surface Stokes drift, significant wave
height, and the Stokes transport are well represented by
the historical run. The differences are understood and
are mostly associated with discrepancies in the wind
field, the swell attenuation schemes, and subgrid topo-
graphic features. Importantly, differing spectral ranges
and resolution affect the average surface Stokes drift
(see appendixA). However, these resolution-dependent
TABLE 1. Features of the climate and the hindcast runs.
Climate runs Hindcast
WAM WAM CY4.5.3 EC-WAMcycle 43R3 (CY43R3)withArdhuin et al. (2010) physics (ST4)
Type of run Past climate and RCP8.5 EC-WAM stand-alone global hindcast
Winds and ice from EC-EARTH 10m, neutral
Spectral resolution 25 frequencies: 0.0418–0.4115Hz 30 frequencies: 0.0345–0.5476Hz
24 directions (158) 24 directions (158)
SD integration Trapezoidal rule Simpson integration scheme
Output time step 6 h 1 h
Spatial resolution 18 0.368
Period 1976–2005 and 2071–2100 1999–2017
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differences are qualitatively the same in a future cli-
mate. Appendix B presents the differences at the 95th
percentile level and the full probability density functions
(PDFs) of U10,Hs, and ys broken down on geographical
regions.
4. EC-EARTH climate projection
Figure 1 summarizes the differences (30-yr averages)
between the historical and future integration for wind
speed, surface Stokes drift, significant wave height,
and Stokes transport. A Wilcoxon rank sum test for
paired samples (Gibbons and Chakraborti 2011) was per-
formed to compare the means of the future run and the
historical run. Only regions with statistically significant
differences at the 0.01 level were colored in Figs. 1b, 1d,
1f, and 1h.
The most striking feature in Figs. 1b, 1d, 1f, and 1h is
the projected increase in mean values in the Southern
Ocean of all the variables. A slight displacement of the
maxima toward the south can also be observed since
considerable changes occur south of 608S, while the
maxima in Figs. 1a, 1c, 1e, and 1g occur along 508S.
Another distinct feature is the projected decrease of
mean values in the North Atlantic, which is in agree-
ment with findings by Aarnes et al. (2017).
The projected wind speed (Figs. 1a,b) shows an in-
crease in the Southern Ocean and a decrease in the
northern extratropics. The annual-mean Hs and its
projected change (Figs. 1e,f) exhibit some similarities
FIG. 1. (a) Average 10-m wind speedU10, (c) Stokes drift speed ys0 , (e) significant wave heightHs, and (g) Stokes
transport Vs from the historical run (1976–2005) and (b),(d),(f),(h) the normalized difference (%) between the
future RCP8.5 run (2071–2100) and the historical run. Only the regions statistically different with a significance
level of 0.01 are colored.
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with the changes to the wind field in the extratropics. A
general decrease is found in the North Atlantic and an
increase is observed in the Southern Ocean. Because of
the quadratic relation between the Hs of fully de-
veloped wind sea and the wind speed (Pierson and
Moskowitz 1964), the differences are typically larger
for Hs than for U10. The decrease in wind speed in the
northern extratropics and the corresponding decrease
in significant wave height has been documented for the
North Atlantic by Aarnes et al. (2017) and the North
Pacific by Shimura et al. (2016). The situation is quite
another in the tropics where Hs patterns differ signifi-
cantly from the wind speed patterns because of remote
swell intrusion. The eastern equatorial Pacific (EEP)
stands out with a modest wave height increase in the
future RCP8.5 scenario.
The impact of changes to the wind field on the surface
Stokes drift is evident from Figs. 1c and 1d, and we see
changes very similar to those found for the wind speed
(Fig. 1b). It is worth noting that the relative change of ys0
is greater than that of the wind speed. This is in part
because the surface Stokes drift velocity [Eq. (1)] scales
as the third spectral moment [see, e.g., Eq. (36) in
Breivik et al. (2014)], and will in general increase weakly
nonlinearly with the wind speed [see the empirical re-
lation between wind speed and surface Stokes drift; Eq.
(7) in Ardhuin et al. (2009)]. It is also related to the fact
that wind and waves are in general not in equilibrium
(Hanley et al. 2010), and changes in the swell pattern
that are uncorrelated with the local wind climate will
also affect the surface Stokes drift (although weakly, as
it is dominated by the high-frequency part of the spec-
trum). The Stokes transport (Figs. 1g,h), on the other
hand, exhibits a pattern more similar to Hs, which is
unsurprising since Vs is proportional to the first spectral
moment, and is thus less influenced by the high-
frequency part of the spectrum than ys0. The Southern
Ocean experiences an increase in both surface Stokes
drift and Stokes transport, whereas the North Atlantic
and the eastern North Pacific are set to experience a
decrease of 15%–20%. The equatorial regions exhibit a
more varied pattern, with the surface Stokes drift again
mostly responding to changes in the local wind, while the
Stokes transport picks up the changing swell patterns.
This is evident in the EEP where the significant wave
height (Fig. 1f) is increasing because of the increased
influx of swell from the Southern Ocean toward the end
of the century.
Figure 2 shows the differences between the future
RCP8.5 scenario and the historical run at the annual
95th-percentile level calculated from daily means. The
differences follow the same general geographical pat-
terns as those of the mean differences (Fig. 1) with an
increase in wind speed in the Southern Ocean and a
decrease in the North Atlantic and eastern North Pa-
cific. This is reflected by the changes to the significant
wave height, surface Stokes drift, and Stokes transport.
The difference between the future and present swell
pattern is presented in Figs. 3a and 3b. Swell is defined in
both wave models (EC-WAM and WAM) as spectral
wave components whose propagation vector projected
on the local wind vector cannot be sustained by the wind
speed (ECMWF 2016),
1:23 28(u*/c) cos(u2f)# 1: (10)
Here u* is the air-side friction velocity and c is the phase
speed. The cosine of the angular difference u2f be-
tween the propagation direction of the waves and the
local wind direction ensures that wave components
traveling at large angles to the local wind are classified
as swell. The future swell pattern shows a clear decrease
in the North Atlantic and a significant increase in the
Southern Ocean. The associated swell Stokes transport
shows the same general pattern (Figs. 3c,d). It is clear
from Fig. 3a that the wave height increase in the EEP
observed in Fig. 1 is caused by the larger influx of swell
from the Southern Ocean.
5. Changes to the Stokes depth and turbulent
Langmuir number
The surface Stokes drift and Stokes transport sum-
marize in a compact way changes to the Stokes drift
climate, even if they cannot account for veering with
depth due to multidirectional wave systems consisting
of, for example, swell and local wind sea (Webb and
Fox-Kemper 2011, 2015). An important question is how
the Stokes drift shear will change, as it is related to the












we see that the Stokes depth [Eq. (5)] is approximately
inversely proportional to the layer-averaged Stokes
shear. It defines the e-folding depth of the Stokes drift
and thereby the penetration depth of the Coriolis–
Stokes force (Polton et al. 2005). Consequently, when
it changes, it directly affects the momentum balance and
the advection of tracers. Figure 4 shows the average
Stokes depth for the historical period (Fig. 4a) and the
relative change for the future RCP8.5 scenario (Fig. 4b).
It is interesting to note that the Stokes depth is an order of
magnitude larger in the swell-dominated equatorial
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regions of the Pacific and Atlantic Oceans than in the
wind-sea-dominated Caribbean. This highlights how
swell and wind-sea-dominated regions may have similar
Stokes transport butwidely different Stokes depth climate.
The future Stokes depth (Fig. 4b) exhibits a 15% deep-
ening in the Southern Ocean and a shallowing of about
15% in the North Atlantic. These changes are largely
driven by changes in swell patterns (cf. Fig. 1h and Fig. 3d).
The averageLat from thehistorical run is shown inFig. 4c.
An average value of 0.3 is often assumed (McWilliams
et al. 1997; Belcher et al. 2012) for the extratropics. This
is close to the levels found in the Southern Ocean and
the North Atlantic and North Pacific (Fig. 4c). The
spatial patterns ofLat are quite similar but of opposite
sign to those of ds. We see a 5%–10% decrease inLat in
the Southern Ocean and an increase of about 5% in the
central North Atlantic (Fig. 4).
Several KPP enhancement factors FLT have been
proposed, all based on inverse powers ofLat. To further
investigate the expected impact on the turbulent diffu-
sion in the mixed layer of an ocean model, we calculated
the long-term average of the enhancement factor [Eq.
(8)] proposed byMcWilliams and Sullivan (2000) for the
historical and the RCP8.5 runs (Fig. 5). The results in-
dicate an enhancement of about 5% for the Southern
Ocean and a decrease of 5%–10% in the central North
Pacific and a smaller reduction in the North Atlantic.
6. Conclusions
The Stokes drift profile is, to first approximation, a
function of the surface Stokes drift and the Stokes
transport (Breivik et al. 2014).We have investigated one
scenario (RCP8.5) for the future wave climate generated
FIG. 2. (a) Annual 95th-percentile 10-m wind speedU10, (c) Stokes drift speed ys0, (e) significant wave heightHs,
(g) and Stokes transport Vs from the historical run and (b),(d),(f),(h) the normalized difference (%) between the
future RCP8.5 run and the historical run.
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by the EC-EARTH climate model and found that the
Southern Ocean can expect an increase in both ys0 and
Vs of about 15% and 20%, respectively. This increase is
stronger than the projected changes to the wind field
(see Fig. 1). Likewise, the decrease in the Northern
Hemisphere is stronger than the wind speed decrease. In
the case of Stokes drift, we can expect to see increased
westerly drift in the Southern Ocean and a weakening in
FIG. 4. (a) Average Stokes depth for the historical period. (b) Relative change to Stokes depth under RCP8.5.
(c) Average turbulent Langmuir number for historical period. (d) Relative change to the turbulent Langmuir
number under RCP8.5. In (b) and (d), only the regions statistically different with a significance level of 0.01 are
colored.
FIG. 3. (a) Average swell wave height and (c) swell Stokes transport from the historical run (1976–2005) and (b),(d) the
normalized difference (%) between the future RCP8.5 run (2071–2100) and the historical run. Colored areas have sig-
nificant differences (significance level: 0.01).
1684 JOURNAL OF CL IMATE VOLUME 32
the North Atlantic and in parts of the eastern North
Pacific. Whether these changes will affect the mixed
layer of the ocean depends to some extent on how the
swell patterns (see Fig. 3b) change since the total Stokes
drift profile is determined by the full wave spectrum,
Eq. (1). Recent studies (Van Roekel et al. 2012;
McWilliams et al. 2014) point out that the presence of
crossing seas (e.g., swell and wind sea propagating in
different directions) will affect the depth and strength of
Langmuir-induced mixing. If these patterns are found to
change significantly, for example, in areas such as the
EEP, where we see an increase in significant wave height
due to more swell toward the end of this century (see
Fig. 1f), we must expect changes to the mixing and the
mixed layer depth as well. It is, however, clear that the
relation betweenLat and the mixing in the upper ocean
must be further investigated. The parameterization of
the Langmuir-enhancement factor, Eq. (8), originally
presented by McWilliams and Sullivan (2000), has been
found to be too vigorous (Fan and Griffies 2014; Li et al.
2016; Ali et al. 2018, manuscript submitted to Ocean
Modell.). Alternative enhancement factors based on the
work by, among others, Smyth et al. (2002), Li et al.
(2005), Harcourt and D’Asaro (2008), Takaya et al.
(2010), and Van Roekel et al. (2012) yield a weaker
enhancement by the Langmuir turbulence on the KPP
scheme, as shown by Li et al. (2016), Ali et al. (2018,
manuscript submitted to Ocean Modell.), and Malila
(2017). Also important is the mixed layer depth. For
example, in wintertime conditions with a deep mixed
layer, the additional mixing induced by Langmuir tur-
bulence is unlikely to make much difference (Ali et al.
2018, manuscript submitted to Ocean Modell.). This
means that although themixing canbe expected todecrease
in the northern extratropics and to increase in the Southern
Ocean, as seen in Fig. 5b, the actual magnitude of these
changes must be investigated by integrating fully coupled
models with an active wave model component (Fan and
Griffies 2014; Breivik et al. 2015; Li et al. 2016) under dif-
ferent emission scenarios. However, the differences found
for the enhancement parameterization, Eq. (8), are large
enough that we can expect to see increased mixing in
the Southern Ocean and reduced mixing in the northern
extratropics toward the end of the twenty-first century un-
der the RCP8.5 scenario. Similarly, the projected changes
of 610% to the Stokes depth suggest that the changing
wave climatemayalso affect the circulationdirectly through
changes to the near-surface Coriolis–Stokes forcing.
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APPENDIX A
Comparison of the Historical Wave Climate
Integration and a Wave Hindcast
There are notable differences betweenWAMused for
the historical run and the EC-WAM hindcast. These
differences are significant, and the purpose of the
FIG. 5. (a) Average of the Langmuir-enhancement factor FLT [Eq. (8)] proposed by McWilliams and Sullivan
(2000) for the historical period (1976–2005). (b) Relative change (%) to FLT under RCP8.5 for the future period
(2071–2100) vs the historical period. Only the regions statistically different with a significance level of 0.01 are
colored in (b).
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comparison is not to look for details of the wave field but
rather to assess whether the climate of the historical run
broadly corresponds to what can be considered a state-
of-the-art global hindcast of the present wave climate
and to ascertain that we understand the differences.
Importantly, EC-WAM has a subgrid scheme for
accounting for unresolved topographic features (most
importantly islands). The model runs cover slightly
different periods (1999–2016 and 1975–2005), but the
historical climate run is not expected to capture year-
to-year differences in the past climate record, and we
deem these periods to be sufficiently overlapping to
allow a meaningful comparison. Moreover, as mentioned
above, the version of EC-WAM used for this hindcast
contains recent modifications made to incorporate the
latest wave physics of Ardhuin et al. (2010), in particular,
attenuation of the long swell that propagates into the
tropics and a retuned wind input term with the wave
sheltering effect directly accounted for. The hindcast was
interpolated using bilinear interpolation to the coarser
resolution of the climate run and daily averages were
formed for comparison.
The average of the ERA-Interim wind field used to
force the wave hindcast is shown in Fig. A1a. Fig. A1b
displays the normalized difference between the
EC-EARTH 30-yr average wind field and the hindcast
average. The trade wind regions show significant dif-
ferences in wind speed in relative terms (on the order of
20%), but the winds are generally weak in those regions.
The differences in the windier extratropics are on the
order of 610%. There are also differences that can be
attributed to resolution, such as in the Indonesian ar-
chipelago. However, they are not huge, and it is clear
that the historical EC-EARTH run agrees reasonably
FIG. A1. (a) Annual-average 10-m wind speed U10, (c) Stokes drift speed ys0 , (e) significant wave heightHs, and
(g) Stokes transport Vs from the hindcast run and (b),(d),(f),(h) the relative difference (%) between the historical
experiment and the hindcast run.
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well with average ERA-Interim surface wind patterns.
The historical EC-EARTHwind fields and the historical
wave model integration considered here were evaluated
against buoys and reanalysis wind by Semedo et al. (2018)
and found to be in good agreement. ERA-Interim yields
realistic averagewind fields, although the trends are known
to be unreliable (Aarnes et al. 2015) because of changes
to the observation network.
Figures A1c and A1d show the surface Stokes drift of
the hindcast and the normalized difference of the his-
torical climate run relative to the hindcast, respectively.
The surface Stokes drift of the hindcast is larger than
that from the historical run almost everywhere. EC-
WAM covers a larger range of frequencies (higher and
lower frequencies; see Table 1). This partly explains the
differences, as ys0 is sensitive to the tail of the spectrum
because of its f 3 weighting [see Eq. (1)]. Note that both
models do add a diagnostic high-frequency tail (ECMWF
2016; Breivik et al. 2014), but as EC-WAM has a much
higher frequency range, there can be substantial
differences in the amount of energy on the highest
prognostic frequency band. As Breivik et al. (2014) re-
ports, the contribution to the surface Stokes drift from the
high-frequency (HF) tail may be as high as 30%.However,
HF contribution decays rapidly with depth, and conse-
quently, the Stokes transport is almost unaffected [about
3% on average according to Breivik et al. (2014)]. Certain
areas stand out, such as theGalapagos Islands andHawaii,
where the historical run has up to 30% higher ys0. These
discrepancies stem in part from differences in wind speed,
but are exacerbated by the fact that the climate run is
unable to resolve the islands where the subgrid scheme
of the hindcast effectively reduces the wave energy ad-
mitted between unresolved islands.
FIG. B1. (a)Annual 95th-percentile 10-mwind speedU10, (c) Stokes drift speed ys0, (e) significant wave heightHs,
and (g) Stokes transport Vs from the hindcast run and (b),(d),(f),(h) the relative difference (%) between the his-
torical experiment and the hindcast run.
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FIG. B2. PDF of daily means of (left)U10, (center)Hs, and (right) ys0 for different regions. The hindcast run is
plotted in blue, and the historical climate run is plotted in black.
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The significant wave height (Figs. A1e,f) and Stokes
transport (Figs. A1g,h) are more dominated by swell
than the surface Stokes drift (Figs. A1c,d). We see that
Hs is mostly higher in the historical climate run, on av-
erage by about 10%. This has to dowith the stronger swell
dissipation in EC-WAM (with the ST4 physics employed
in this hindcast). This becomes particularly pronounced in
the eastern equatorial Pacific where swell propagates
from both hemispheres. This is evident in Fig. A1f where
we see that the average difference in the eastern Pacific
exceeds 25%. The subtropical and tropical latitude range
from 408S to 408N is dominated by swell, and it is clear
that this also affects the Stokes transport (see Figs. A1g,
h), which is also larger in the historical run than in the
hindcast. These differences are attributable to the dif-
ferent model resolution and the differing physics as well
as the model periods, and there is nothing in the differ-
ence patterns that suggests that the wave climate model
setup should perform better or worse in a future climate.
APPENDIX B
Probability Density Functions and
Upper-Percentile Maps
Figure B1 (left panels) present maps of annual 95th-
percentile levels for the hindcast (cf. with annual-mean
quantities in Fig. A1). The differences (right panels)
between the historical run and the hindcast at the 95th-
percentile level are found to be quite similar to those be-
tween the mean quantities, but the historical run exceeds
the hindcastwind speed in amuch larger area (see Fig. B1).
Figure B2 shows the probability density function
(PDF) from daily means of the wind speed, Hs, and ys0
from the historical run (black lines) and the hindcast run
(blue lines) for various regions of the world’s oceans (see
top panel for an overview of the regions). The wind speed
PDFs differmostly in the tropical regions, as suggested by
Fig. A1b. The mean Hs from the historical run is almost
always higher than themean from the hindcast that is also
in accordance with Fig. A1f. Although themean ys0 of the
hindcast is almost always higher than the historical run,
also in accordancewith Fig.A1d, the shape of the ys0 PDF
is markedly different from those of Hs and wind speed,
and the difference between the hindcast and the historical
run is considerable. The almost bimodal shape of the
PDF is due to swell, which, in the absence of wind sea, will
yield a weak surface Stokes drift. It is clear that the
hindcast has a stronger swell dissipation since the occur-
rence of swell is smaller than the one in the historical run.
The other notable difference is in the tail of the PDF
where differences are mostly attributable to the higher-
frequency cutoff of the hindcast run (see Table 1).
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