The switching algorithm for fusion data of satellite navigation system and standard onboard sensors for low-cost unmanned aerial vehicle (UAV) is proposed and numerically studied by the example of the hypothetical small jet-propelled UAV.
INTRODUCTION
The sole Global Navigation Satellite System (GNSS) system cannot provide the UAV navigation system with all the data necessary for guidance. The relatively low data rate and possible loss of the signals from satellites can be mentioned among the GNSS demerits. This causes the lack of the GNSS navigation continuity (Strachan, 1997; Tanju et al., 2000; Mutuel and Speyer, 2000; Blomenhofer, 1996 Blomenhofer, -1997 . The typical and the most undeniable solution lies in the data fusion of the GNSS and the onboard Integrated Navigation System (INS). For data processing of the GNSS/INS navigation systems, the Kalman filtering is commonly used. In the present paper we consider applicability of an alternative approach for a small lowcost air vehicle navigation, assuming absence of the onboard INS. Continuity requirement is ensured by means of the Kalman filtering and customary onboard sensors. The Kalman estimator receives data from the airborne sensors (gyros, accelerometers, altitude sensor, etc.) and provides the guidance system with the high-rate state estimates of the UAV (i.e. with the rate, which is required for guidance and control along the trajectory). The GNSS signals are used for renewing the estimates at the instants (possibly random) of GNSS availability. The sample time of renewing may significantly exceed the sample time, used for Kalman filtering. Typically, only the models of sensors and GPS/INS errors (Vallot et al., 1991; Coffee and Maganty, 1996) 
are used for Kalman filtering in GNSS/INS
Partially supported by the Saint Petersburg State University, Academy of Finland, the Russian Foundation for Basic Research (grant Nos. 12-08-0118, 13-08-00925, 13-08-01014) , Grant of RF President No MK-3133.2012 .1 and the Russian Federal Program "Cadres" (agreements 8846, 8855) . navigation systems. It is worth mentioning that in the series of papers, devoted to navigation of autonomous aerial, underwater and ground vehicles, the vehicle dynamics are taken into consideration for enhancement the existing INS performance (Dmitriev et al., 1999; Koifman et al., 1995; Koifman and Bar-Itzhack, 1999; Algrain and Saniie, 1994; Perera et al., 2010; Hegrenaes and Hallingstad, 2011; Sazdovski and Silson, 2011; Vasconcelos et al., 2011 Vasconcelos et al., , 2010 Morgado et al., 2013) . In our study it is assumed that no onboard INS is present. To use the proposed method, more detailed and accurate UAV dynamics model than commonly used for GNSS/INS Kalman filtering is needed. It should be mentioned that the present method is not suggested as a way for navigation precision enhancement comparing with combined GNSS/INS navigation systems. The purpose of the present research is to find out what a level of precision can be ensured by the purely algorithmic means, without employing the onboard INS.
UAV NAVIGATION METHOD USING GNSS AND KALMAN ESTIMATOR

System Structure and Principal Parameters
Consider the small-size UAV, equipped with the following sensors: the GNSS receiver; the gyro-sensors for Euler angles (pitch angle ϑ, yaw angle ψ, roll angle γ) measurement 1 ; the rate gyros measuring the angular velocities with respect to the body-fixed reference frame (ω x , ω y , ω z ); the barometric altimeter; the g-meters measuring accelerations along the axes of the body-fixed frame (j x , j y , j z ); the rudders deflection sensors (δ e , δ r , δ a ); the onboard computer for primary and secondary navigation data-processing, flight path tracking and control; the steering gears and the auxiliary equipment. UAV has four controlling inputs: the symmetrical and differential taileron deflection (δ a , δ e ), the rudder deflection (δ r ), and the engine throttle (thrust position δ th ).
The key problem, considered in the paper is fulfilment of the GNSS and the sensors data fusion. Preliminary data processing the GNSS signals is realized by means of the separate algorithm and is not considered here.It is assumed that this algorithm converts the pseudorange measurements from the GNSS receiver into the estimates of UAV position in a certain Earth-fixed frame (x, h, z) and UAV velocity with respect to the Earth (V k ). These data are used for renovation of the Kalman estimates at time instants {t K }. Below, for the numerical analysis,
is taken, where T S is a sampling time which is assumed to be noticeably greater that of the Kalman estimator (denoted below as T s ), T S T s . For distinctness, T S = 5 s is taken. The value T S is not used for the estimator algorithm design, therefore the case when the instants {t K } are not equally spread is also possible: t K = t K−1 + T S (K), say, with the random increments T S (K).
In the present study, without loss of generality, it is assumed that the sensor data flow, Kalman estimation and the controlling signals have the equal sample rate f s = 1/T s . Typically, f s = 40 ÷ 100 Hz. Sample time T s in 20 ms (i.e. f s = 50 Hz) is chosen hereafter.
ESTIMATOR DESIGN
The process of the estimator design has several phases. Firstly, the linearized UAV model is obtained. Secondly, the extended model, including the model of some disturbances is obtained. Thirdly by means of the discretization on time with given sample period T s the discrete-time extended model is found. This leads to the switched navigation algorithm (Tanwani et al., 2013; Balluchi et al., 2012) . The Kalman-estimator design technique is applied to this model and the discrete-time estimator equations are finally obtained. More detailed description of this procedure is given below.
The UAV dynamics are nonlinear and depend on the flight conditions (the flight velocity V , the altitude h, the path angle θ and some other factors) (Hemsch and Mendenhall, 1992) . Immediate design of discrete-time Kalman estimator for a time-variant nonlinear system is a very challenging problem and can lead to algorithms, which are difficult for implementation and performance analysis. Therefore, it is seems reasonable to apply more simple and rough design technique based on the linear approximation of the plant dynamics. The quality of the obtained solution should be inquired subsequently with usage of the initial (nonlinear) model. For estimator design and the numerical study of the navigation system the UAV dynamics model presented in (Chen et al., 2009; Ye et al., 2006 ) is employed in the paper.
Extended UAV model involves the UAV dynamics equations and the internal model of disturbances (where measuring errors: position, velocity, attitude errors, gyro drift, accelerometer bias, etc. can be added). In the present study only the wind disturbances are included into the extended model, more specifically, the systematic components of the wind velocity vector W = col{W x , W y , W z } is taken into account. Assuming they are constant, one gets the following internal model of disturbances:
(1)
Two extended UAV models are used below. The first one ("Model-I") is suggested as a constituent of the real-time estimation algorithm, and the next one ("Model-II") is intended for the estimator design. Let us describe them in details.
The numerical analysis and simulations show that the considered system with the vector y I as an output is illconditioned in the sense of observability with respect to V k (t) and Ψ(t). Therefore, the estimates of these state variables are highly sensitive to the disturbances and these variables are estimated by the separate algorithms, described below.
Model-I
is used for the UAV state and disturbances estimation inside the intervals between the corrections based on GNSS signals. In compliance with the given above list of sensors, output vector y I of this model can be taken as
Measurable input vector is taken as u I = col{δ e , δ r , δ a ,V k }, whereV k stands for the velosity estimate, obtained by means of the extrinsic algorithm.
Thus, the state-space equations of the Model-Iẋ I (t) = A I x I (t)+B I u I (t), y I (t) = C I x I (t)+D I u I (t) have matrices A I , B I , C I , D I in the following block form: 4, 5, 6, 8, 10, 11, 12, 15, 16, 17) ,(2,...,12) | D (4, 5, 6, 8, 10, 11, 12, 15, 16, 17) ,(4,5,6) ∈ R 10×14 , . 4, 5, 6, 8, 10, 11, 12, 15, 16, 17) ,(1,2,3) | C (4, 5, 6, 8, 10, 11, 12, 15, 16, 17) 
where indices show the numbers of the rows and columns of the elements of corresponding matrices of the linearized model that are used in Model-I. The "shift" ϕ I for this model is found as
Model-II is used for computation of the Kalman estimator feedback gain matrix. It has to satisfy the observability condition and only measurable outputs can be used in this model and only observable states can be estimated. It should be mentioned that Model-II, as itself, is not destined for getting the state estimates. It is used only in order to obtain the estimator feedback gain matrix. There- 4,5,6,8,10,11,12 | B (2,4,5,6,8,10,11,12) , (4, 5, 6) 2, 4, 5, 6, 8, 10, 11, 12) ,(1,2,3) 4, 5, 6, 8, 10, 11, 12, 15, 16, 17) , (2, 4, 5, 6, 8, 10, 11, 12) | D (4, 5, 6, 8, 10, 11, 12, 15, 16, 17) , (4, 5, 6) 4, 5, 6, 8, 10, 11, 12, 15, 16, 17) 
Sampling. Data processing in the considered systems has a discrete mode, so the discrete-time models have to be found. Assuming the input signal u(t) be constant between the sampling instants t k = kT s (k = 0, 1, 2, . . .), one gets the following discrete-time form of the linearized model:
and for the ideal case takes place:
. The P and Q matrices in (4) satisfy the following
Applying this procedure to the Models-I,II, one gets them in form of the difference equations, respectively:
Model-II/D:
where
The state, output and input vectors of these models have the following components:
Estimator parameters computation. Discrete full-order state estimator (Kalman Estimator, State Observer) for the plant model
is as follows:
wherex[k] denotes the estimate of the plant state vector x(t k ) at the kth instant (for real-time systems, t k = kT s , T s is a sample time). The problem of the estimator design lies in finding the appropriate gain matrix function
In the steady-state mode (after the transient
The statistical-optimal solution with respect to whitenoise disturbances can be found by solving the Riccati equation and turns estimator (7) into the optimal Kalman filter. Optimal filtering application implies sufficiently exact knowledge of the plant model, sensor parameters and disturbance properties. Another approach to estimator design based on the criterion "stability/trancient time" and consists in ensuring the prescribed eigenvalues of estimator (7). This approach is used at the present paper. For the discrete-time systems it is convenient to find the desired eigenvalues z i (i=1,2,. . . ,n) by transformation z i = exp(p i T s ), where p i are appropriately picked eigenvalues for a continuous-time system. The estimator transient time t est can be approximately found as t est ≈ 5/η, where η = min i=1,...,n (−Re p i ). The greater η is taken, the greater speed of acting and measurement noise sensitivities are, at the same time the less disturbance and parametristic sensitivities are achieved. In this study are taken p i = −ω est (1 + i/n II ), where ω est > 0 is the picked estimator parameter, n II = dim x II = 11 is the Model-II (6) degree, i = 1, 2, . . . , n II .
Thus, estimator (7) gain matrix L ≡ L II for plant model (6) should satisfy the following expressions:
where I n II denotes the identity n II × n II matrix, i = 1,. . . ,n II . To find matrix L II , the duality theorem and pole placement technique (Kautsky et al., 1985) may be used.
After the gain matrix L II is found, it is used for designing the real-time estimator, based on the Model-I (2). A modification is made for fitting the estimator algorithm to the nonlinear UAV model (Chen et al., 2009; Ye et al., 2006) : the estimator outputŷ I is calculated from the nonlinear relationŷ I = g(x I , u I ). Therefore, the acceleratons are found as j x = −g sinθ + (P cos ϕ −X)/m, j y = −g cosθ cosγ + (P sin ϕ +Ŷ )/m, j z = g cosθ sinγ +Ẑ/m, whereθ,γ are the estimates of the angles ϑ, γ;X,Ŷ ,Ẑ denote the estimates of the stopping, lift and lateral forces, obtained on the base of estimationx I of the vehicle state vector x I . Finally, the discrete-time state estimator is as follows:
The rows of 14×10-matrix L I should be copied from those of matrix L II . The rest elements of matrix L II are zeros.
Given above method of the estimator design can be treated as a row of the successive steps: separation of the plant model into the observable and unobservable subsystems; the estimator design for the observable subsystem; return to the original model.
Estimator state renewal.
As it is told above, it the instants t K of the GNSS availability re-counting of some estimates should be fulfilled. Renewing procedure of the estimator state is as follows: 
, where k r = E(t K /T s ) are the discrete-time instants, corresponding to t K ; E(·) stands for the integral part function;
are obtained by means of primary data processing of the GNSS signals.
Supplementary estimation. The estimates of V k and Ψ, embedded into the similar estimation procedure turned out to be very sensitive to the measurement noise and disturbances. Therefore the other algorithms are used for estimation of these variables. The value of V k between the instants t K is estimated via the discrete-time integration of the accelerometer signal j x :
EstimatesΨ of the track angle Ψ inside the time intervals [t K−1 , t K ) are obtained via estimator (9) with no correction by the feedback signal (note, that all elements of matrix L I are equal to zero in the corresponding row). At the instants t K for renewal ofΨ the equatioṅ z = −V k sin Ψ cos θ. Assuming Ψ(t) to be constant for
,one gets the following formula forΨ correction at the instants (9) and having used finite summation instead of integration, one obtains the following renewal algorithm:
Formulas (9), (10), (11) present the proposed UAV state estimation algorithm with the GNSS corrections.
Numerical analysis of the UAV flight parameters estimation
In this Section some numerical results of efficiency and accuracy of the navigation algorithm, proposed in the Section 3 are given. The UAV model is taken in the form of (Chen et al., 2009; Ye et al., 2006) . Let the following mass/geometrical parameters of the hypothetical UAV be taken: length, L = 2.31 m; diameter, D = 0.152 m; wing-span, l k = 0.8 m; wing aspect ratio, λ k = 5; wing surface area, S k = 0.128 m 2 ; UAV cruising mass, m = 38.5 kg; cruising speed, V = 250 m/s; cruising thrust, P = 225 N; moments of inertia, 2 J x = 0.162, J y = 13.7, J z = 13.7 kg·m 2 . For the numerical example the linearized UAV model is found with regard 
Simulation parameters.
At this phase of resarch the main attention is paid to data processing for navgation. The considered UAV possesses arrow stability and the open loop system is simulated with the initial state x 0 = col{235, 0, −0.087, 0, 0, 0, 0, 6000, 0, 0.035,0, −0.0785} and constant rudder deflections: δ e = −0.209, δ a = δ = 0 rad. The estimator initial state is taken as x 0est = col{250, 0, −0.077, 0, 0, 0, 0, 6000, 0, 0.033, 0, −0.0785} The thrust is assumed to be nominal, P = 221 N. For a start, all the sensors and the GNSS position/velocity data are supposed to be ideal. The aim of the presented below results is to ascertain the dynamical properties of the estimator, the effects of wind disturbances and vanishing the GNSS signal. The atmospheric wind simulation is a difficult independent problem (see, for example, (Hedin et al., 1988 (Hedin et al., , 1996 Anonymous, 1954) ). In this simulation the simplified wind model is taken: components W x , W y , W z of the wind velocity vector are taken as the stationary stochastic processes with mean values {10, −17, 7} m/s (respectively), and self-correlated functions R(τ ) = σ 2 exp(−µ|τ |), σ = 10 m/s, µ = 0.3 1/s. The sample time T S for the GNSS data processing is assummed to be constant, T S = 5 s. The estimator parameter ω est = 2.5 s −1 is taken.
The ideal measurements The simulation was made by MATLAB R 5 -SIMULINK software. Some results are shown in Fig. 1-2 . Statistical properties of the estimation errors are presented in Table 3 .1.2.
In Fig. 2 the rate of error between the real and estimated UAV positions is shown (curve 1). This curve was obtained by numerical time-differentiation of the deviation vector between the real UAV position (x, h, z) and its estimated value (x,ĥ,ẑ): This curve shows, that the position error L(t) increases with the rate about 4 meters per every second, when GNSS is unavailable. The curve 2 shows the better accuracy; the mean value ofL is about 2 m/s. This curve was found through the difference between the real V k and estimatedV k UAV velocity vectors, namely:
In short, position estimates have greater errors, than would be achieved via the velocity integration. The reason of this effect lies in the linearity of the estimator (9) equation. Hence, to improve the estimation accuracy, let us modify the algorithm (9), bringing the nonlinear relations on the estimator equations.
Nonlinear estimator. Let us use the nonlinear model of the UAV translational kinematics. Similarly to (10), one gets the following discrete-time recurring algorithm:
This algorithm should be used instead of the linear one in (10) on the steps between the GNSS corrections in the instants t r . Term L h e[k] in the formula forĥ appears as a corresponding row of
for the considered case with the estimator equation (9)). Finally, the (9) is modified as follows: rows 6,7,8 of matrix Q I are taken zeros; rows 6,7,8 of matrix P I are changed as follows: 6, 7, 8; 3. Equations (12) are implemented in the estimation procedure between the corrections from GNSS.
The ideal measurements and nonlinear estimator. Simulation of the system with the nonlinear estimator gives the accuracy characteristics presented in Table 2 .
In Fig. 3 the rates of error between the real and estimated UAV positions, analogously those in Fig. 2 , are shown. These results demonstrated that the accuracy properties could be improved by means of the nonlinear estimator. Now let us turn to the study the state estimation accuracy in the presence of measuring errors.
Perturbed measurements and nonlinear estimator. Let us take into account some errors in the sensors/GNSS data, which act on the system in addition to the wind disturbances. The following perturbations model is used: the real value of the thrust P = 231 N, for estimation the trust is assumed to be 221 N, ∆P = 10 N; measuring values of the rudders deflection differ from the real ones on the constant shift ∆δ e,r,a = {3.5·10 −3 , −3.5·10 −3 , −3.5·10 −3 } rad; GNSS measuring velocity errors ∆V GN SS k are taken as the Gaussian random numbers with zero mean and the GNSS primary data processing (Blanch et al., 2008) and wind disturbances; research of the accuracy, achievable by means of the optimal Kalman filtering; usage of the completely nonlinear estimator, which seems to be more adequate to the UAV dynamics for the different flight conditions; investigation of the suitability of the on-line identification methods for tuning the estimator during the flight.
