ABSTRACT Virtual synchronous generator (VSG) control is a promising control method for grid-tied inverters, as it can provide inertia support for the grid. However, VSG-controlled grid-tied inverters are subjected to intrinsic low-frequency oscillation, because the emulation of swing equation of a conventional synchronous generator (SG) also introduces an oscillatory mode. In this paper, a damping term produced from state feedback control is added to VSG control to solve this issue. This method is then further developed by applying a low pass filter to the measured active power, to improve its ripple attenuation ability, at the cost of increased design complexity. Both the proposed state feedback damping method without and with low pass filter have one more design degree of freedom than previous methods, which is used to improve dynamic response to active power reference change. The small-signal analyses and experimental results show that both methods can well damp the intrinsic low-frequency oscillation with better dynamic responses than previous fixed-parameter damping methods, whereas the method with a low pass filter has the best overall performance thanks to its improved ripple attenuation ability.
I. INTRODUCTION
Along with the rapid growth of the penetration rate of renewable energy sources (RESs) in the power grid, more and more conventional power plants using synchronous generators (SGs) are replaced by RESs which are connected to the power grid via grid-tied inverters. Unlike SGs, due to the absence of rotating mass, inverters do not possess any intrinsic inertia. Therefore, increasing penetration of inverterinterfaced generators will lead to a lack of system inertia, which makes the power grid prone to frequency fluctuation and raises the probability of frequency collapse.
To stabilize the frequency of the future power grid, which is expected to be highly penetrated by grid-tied inverters, it is proposed to emulate the swing equation of SGs in the control scheme of grid-tied inverters. This kind of inverter is
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called virtual synchronous generator (VSG) [1] , [2] , or virtual synchronous machine (VSM) [3] , or synchronverter [4] , [5] . As these solutions share the same main concept, all these control methods are classified into the category of VSG control in this paper. By applying VSG control, a grid-tied inverter can provide inertia support for the power grid and thus restrain its frequency fluctuation [6] , [7] . Besides, as most VSG control methods are developed from the droop control concept, the advantages of droop control, such as power sharing between multiple inverters, and seamless transitions between grid-connected and islanded modes, are also inherited by VSG control [8] .
Owing to these features, VSG control is considered as a promising solution of inverter-interfaced distributed generators (IIDG) [8] , such as photovoltaic (PV) systems [9] , wind power generation [10] using permanent magnet synchronous generators (PMSG) [11] , [12] or doubly-fed induction generators (DFIG) [13] . Moreover, applications of VSG control in VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ other grid-tied DC-AC converters are also developed, such as in energy storage systems [14] , [15] , in bi-directional battery chargers of electrical vehicles (EVs) to provide vehicle-togrid (V2G) services [16] , in voltage source converters (VSC) of high voltage dc transmission (HVDC) [17] - [21] , and in grid-tied DC-AC converters of DC microgrids [22] . In general, the VSG-control-based grid-tied converter can be considered as a unified interface for smart grid integration [23] . However, the emulation of the swing equation also introduces an oscillatory mode of a typical SG, which causes intrinsic low-frequency oscillations in active power and frequency of the inverter. This oscillation seriously deteriorates the dynamic performance of VSG. In the worst case, it may even result in unnecessary trips of VSGs, because inverters generally have very limited overcurrent capability compared to SGs. Consequently, a proper damping effect should be included in VSG control.
In most VSG control schemes of dispatchable inverters, the governor function of a conventional SG is also emulated. This governor function is also known as P − f droop control. It is pointed out that the damping effect can be provided by this droop term [4] . However, as the droop coefficient should be designed according to the steady-state operating point of P − f droop, there is no design degree of freedom for the damping effect in this method. As a result, the droop term can only provide a fixed damping effect, which is not enough especially if a large virtual inertia is required. Therefore, VSG control schemes only using droop term for damping [5] , [24] are considered as the no dedicated damping (NoD) method in this paper.
A straightforward dedicated damping method for VSG control is to emulate the damping effect produced by damper windings in an SG [25] . Therefore, this method is called damper windings emulation (DWE) in this paper. The proper parameters design to assign the closed-loop poles of the DWE method is developed through [25] , [26] . However, the emulation of damper windings effect requires the calculation of the slip between the virtual rotor frequency and the grid frequency, and the latter is measured through a phase-locked loop (PLL). Therefore, this PLL will delay the dynamics of VSG, which results in unexpected dynamic performance as discussed in this paper. A phase compensation method to alleviate the influence of PLL is proposed in [27] . However, other aspects, e.g., ripple attenuation ability, are not discussed in this paper. Besides, it is proposed that the grid frequency can be replaced by a low pass filter (LPF) term of internal virtual frequency [16] instead of using a PLL; however, undesired transient frequency overshoot can be observed in the results of this paper, and the tuning of LPF time constant is not discussed.
Another effective dedicated damping method is proposed in [28] , which is called damping correction loop (DCL) method. Similarly to the DWE method, the dominant closed-loop poles of the DCL method can also be assigned to predefined locations by proper parameters design [29] . However, as the damping effect of the DCL method is realized through a differential term of active power, this method is sensitive to noises and ripples in measured active power. Although an LPF is embedded in the DCL method to address this issue, its ripple attenuation ability is still not satisfactory enough.
A droop-control-based method to emulate VSG, called inertial droop control, is proposed in [6] . This method introduces a first-order lead unit to realize the damping effect. It can be proved that if an LPF is added to this method, it is equivalent to the DCL method, as shown in the appendix. Therefore, it has the same issues as the DCL method.
Besides these methods, in [10] , a power system stabilizer (PSS), which is a conventional damping method for SGs, is applied to VSG control; however, its damping is not effective enough as shown in the presented results. This is because the effect of PSSs is limited by the physical restrain of SG. Contrarily, effective damping methods of VSG control such as the DWE and DCL methods can eliminate this oscillatory mode through closed-loop poles assignment. In [8] , it is presented that increasing output reactance through virtual impedance control can increase the damping ratio of the VSG; however, the resulted damping effect is insufficient, and transient response of VSG becomes even slower.
Besides the abovementioned fixed-parameter methods, adaptive-parameter approaches mentioned in [14] and [30] - [32] have some merits. However, some questions related to stability analyses and seamless operation between grid-connected and islanded modes remain uninvestigated. Therefore, adaptive-parameter type VSGs are out of the scope of this paper.
In summary, for a fixed-parameter VSG, a dedicated damping term and closed-loop poles assignment are preferable for achieving effective damping. However, existing effective damping methods, i.e., the DWE and DCL methods have respective flaws. Moreover, once the desired closed-loop poles are determined, all parameters in DWE and DCL methods are almost fixed. Therefore, there is no design degree of freedom for other performance indices, such as dynamic response.
To further improve the damping techniques of fixedparameter VSG control, we propose a novel damping method based on state feedback (SF) in [26] . In this paper, the SF method is further improved in two respects. First, a firstorder LPF is added to filter measured active power, in order to improve ripple attenuation ability. This developed SF method is called the SFLPF method in this paper. The introduced LPF changes the complete state feedback system into an incomplete state feedback system, thus the closed-loop poles assignment is restudied. Secondly, we find that both SF and SFLPF methods have one more design degree of freedom than existing damping methods. To fully take advantage of this design degree of freedom, tuning methods of SF and SFLPF are proposed for optimized dynamic performance. Analytical comparisons with the existing NoD, DWE and DCL methods are presented, and experimental verifications in both grid-connected and islanded modes, including parallel 99178 VOLUME 7, 2019 inverters in an islanded microgrid, are conducted to show that the proposed methods outperform previous fixed-parameter methods in all operation modes.
The rest of this paper is organized as follows. In Section II, to understand the intrinsic oscillatory mode introduced by the swing equation, the single machine infinite bus model of an SG is discussed. In Section III, the proposed SF and SFLPF methods are presented, including the closed-loop poles assignment, optimized tuning, and design procedure of each method. In Section IV, analytical comparisons on the dynamic response and the ripple attenuation ability between the proposed SF and SFLPF methods and the existing NoD, DWE and DCL methods are presented, in which the advantage of the proposed methods are highlighted. The comparative discussions are further verified by experimental results shown in Section V. Finally, this paper is concluded in Section VI.
II. INTRINSIC OSCILLATORY MODE OF AN SG
In this section, a simple second-order SG model is discussed, to briefly explain why an oscillatory mode is introduced to a VSG during swing equation emulation. Since the objective of VSG control is providing inertia support rather than perfectly emulating an SG, a complete SG model including automatic voltage regulator (AVR) and PSS is not necessary. Fig. 1 illustrates the single machine infinite bus model of an SG. Its swing equation is expressed as follows [33] .
where P in is the shaft power, P out is the output power, J is the moment of inertia, ω m is the angular mechanical frequency of the rotor, and P d is the damping power produced by the damper windings. As the principle of damper windings is similar to that of an induction machine, it is proportional to the slip frequency as shown in (2) .
where D is the damping factor and ω bus is the angular frequency of infinite bus. In several previous research works on VSG, the damping power is formulated in the form of friction. However, this may be debatable as the damping of rotor motion by mechanical losses is small and negligible compared to the damping from damper windings [33] . The shaft power of an SG is usually regulated by a governor, of which the function is shown in (3) .
where P 0 is the set value of active power, k p is the droop coefficient, ω 0 is the nominal angular frequency. It is noteworthy that for a real thermal power plant model, a mechanical delay should be considered in the governor model, and a high-order thermodynamic model of the turbine should also be included. Complete governor and turbine models are emulated in several previous works of VSG [34] . However, it is demonstrated in [6] and [7] that not including poles in governor function can improve the transient response of VSG control. Therefore, the governor delay and the turbine model are omitted and thus the zero-order governor model is adopted in this paper. Equation (4) shows the transient synchronizing power coefficient K , which forces the SG to move to its stable equilibrium point in the power-angle diagram [33] . The relation between the power angle and frequencies can be expressed as
where δ is the power angle.
Equations (1)- (5) can be linearized in small signal [6] and arranged in the state-space form shown in (6) .
where the output vector y, the state vector x, the control input u, the disturbance input w, the state matrix A, the control input matrix B, and the disturbance input matrix E are as follows.
The eigenvalues of the state-transition matrix A can be deduced as
Therefore, the undamped natural frequency ω n and the damping ratio ζ of the intrinsic low-frequency oscillation of an SG can be represented as
From (14) and (15), it can be noticed that a larger moment of inertia J results in smaller undamped natural frequency, which is not influenced by the damping factor D. Moreover, larger J results in smaller ζ , which makes the system more oscillatory. On the other hand, ζ can be increased by increasing D. These relations can also be confirmed from the eigenvalue loci plot shown in Fig. 2 . From this figure, it can be concluded that effective damping can be achieved by increasing D. However, in a real SG, it is difficult to make D large enough due to physical constraints of damper windings, thus ζ of an SG is usually small, which results in an oscillatory mode. The effects of varying J and D on dynamic responses of VSG are discussed in [6] . This intrinsic oscillatory mode is also introduced into VSG when swing equation (1) is emulated. If it is not well damped by a proper method, only small inertia can be applied; otherwise, large power oscillation will occur, and may finally damage the inverter. However, if small inertia is applied, the advantage of VSG over droop control becomes limited. As there are no constraints for the virtual values, large D can be applied to obtain the desired ζ for proper damping, such as in the DWE method [25] . Moreover, damping power in VSG control can be realized in other forms besides (2), as well as it can increase ζ , such as the DCL method [28] . Furthermore, it is shown that the closed-loop poles of DWE and DCL methods can be assigned to predefined locations through proper parameters design [26] , [29] . Therefore, it can be concluded that the closed-loop poles assignment is important for effective damping. However, the DWE and DCL methods have respective defects as discussed in Section IV; therefore, new damping methods are expected. 
III. PROPOSED CONTROL METHODS

A. OVERALL CONTROL SCHEME OF A DISPATCHABLE IIDG
In this paper, new fixed-parameter damping methods using state feedback control are proposed. For the generality purpose, and to study the performance in both grid-connected mode and islanded mode, the design of the proposed methods is presented in the case of a dispatchable IIDG, in which source dynamics is absorbed by large energy storage connected to the DC-link. The adaptation of the proposed methods for non-dispatchable IIDG is discussed in Part E of this section.
The proposed control scheme of IIDG is shown in Fig. 3 . It is composed of two parts: the power generation part controls the voltage, frequency, active and reactive power of the IIDG; and the power quality compensation part controls the negative and harmonic sequences. In this paper, we will focus on the power generation control part, and the control method proposed in [35] is adopted for the power quality compensation part.
The power generation part is a typical VSG control without an inner voltage loop. This type of VSG uses the combination of V−Q droop and reactive power control to regulate output voltage instead of an inner voltage loop. The ''governor and virtual inertia'' block shown in Fig. 4 is the key to the VSG control. Two versions are proposed in this paper and the difference is the presence of the low pass filter (LPF(P)) applied to the measured output active power P out . The method without LPF is called the state feedback (SF) method as shown in (16)- (17) . where J sf is the apparent virtual inertia, and k xω , k xp , k xi are the feedback gain of virtual rotor frequency, output active power, and the integral term of P d , respectively. The method with an LPF is called the state feedback with an LPF (SFLPF) method and can be expressed as
where T fsf is the time constant of the LPF in the SFLPF method. It can be noticed that the damping power P d is produced by state feedback from the virtual rotor frequency, the measured output active power and the integral of itself.
As an integral term of P d appears in the state variables, P d is forced to zero in a steady state, and thus the operating point of P − f droop is not affected by P d . Moreover, information of all these states are already available in the VSG control, thus no additional measurement is required. The detailed design of the ''governor and virtual inertia'' is discussed in the following parts of this section. The rest of the power generation part is inherited from a previous VSG control developed in [8] . In the block ''stator impedance adjuster'' shown in Fig. 5 , a virtual impedance control is applied to adjust the total output reactance X of the inverter. As a result, from (4), the transient synchronizing power coefficient K can be adjusted to better share transient active power between inverters. It is proposed in [8] that X * is set as 0.7 pu to increase the damping effect; however, large X * slows down the dynamics of the inverter. Therefore, the recommended design of X * is set as 0.3 pu in this paper as shown in (21) , because the damping effect provided by the proposed SF and SFLPF methods is effective enough. (21) where L ls is the virtual stator inductance, L f and L line are the inductance of LC filter and feeder, respectively. As the output impedance should be controlled to be inductive to avoid coupling of active and reactive power, it is not recommended to further reduce the value of X . Note that L line may be unknown if the installer of the IIDG does not have access to grid network data. In this case, online measurement or intelligent tuning methods for L line such as [36] , [37] may be useful. Besides, as it is discussed in [8] , since the control scheme has no inner voltage loop, the voltage drop on L ls only increases the internal variable E and does not cause real voltage drop at the output terminal.
In the block ''Q droop'' shown in Fig. 6 , the droop relation between voltage and reactive power is applied. In the block ''V bus Estimator'' shown in Fig. 7 , the bus voltage is estimated from the measurement of output voltage and current, to provide a common reference for the V−Q droop control. Since it is already shown in [8] that reactive power can be perfectly decoupled by introducing L ls , which makes line resistance negligible, the control part and results of reactive power and voltage are omitted in this paper.
The control parameters adopted in this paper are listed in Table 1 unless stated otherwise. In this table, T fq is the time constant of the LPF for measured output reactive power, K pq and T iq are the proportional gain and integral time constant of the PI controller for reactive power control, respectively, and ρ is defined as
and will be discussed in Part D of this section. Parameters normalized in per unit value are defined as 
where M * is the inertia constant.
B. SF METHOD
Similarly to (6), small-signal state-space equations of the single machine infinite bus model of a VSG using the SF method can be derived from (4), (5), (16) , and (17) as follows.
Equation (27) shows a typical full-state feedback control system. Its closed-loop state-space functions can be expressed as
The closed-loop poles of this system, which are equivalent to the eigenvalues of the closed-loop state-transition matrix A o −B f K x , can be assigned to any desired locations by computing a proper gain matrix K x , as long as (27) is state controllable. This is known as the pole placement method [38] . As shown in Fig. 8 , to obtain a well-damped system, the damping ratio ζ of the desired dominant closed-loop poles is set to 0.9 and the undamped natural frequency ω n is kept unchanged. That is to say, the dominant closed-loop poles are placed to
By comparing Fig. 8(a) to Fig. 2 , it can be noticed that the movement of the closed-loop poles of this method is similar to that of increasing D. This implies that the oscillation is damped whereas the moment of inertia J of VSG is kept. It is noteworthy that in Fig. 8 , the plant poles are the eigenvalues ofÂ o , except the one introduced by P d , and J sf = J . It can be noticed that the integral term of P d introduces a third pole into the system. As shown in Fig. 8(b) , this third pole should be placed far to the left of the conjugate poles such as shown in (38) , to make it negligible [39] .
Generally, (27) is controllable. Therefore, K x can be computed fromÂ o ,B f , and the desired poles set λ as shown in (39) .
For a full-state feedback control like (27) , there are several solution algorithms of K x , among which the Ackermann's formula is commonly used and is available in commercial computing softwares such as MATLAB [38] .
C. SFLPF METHOD
When the SFLPF method is applied, (27) is modified to
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It can be noticed from (41) that the LPF introduces a new state into the system, results in four states in total. However, only three of them are fed back. Therefore, (40) is subject to an incomplete state feedback system. Its closed-loop statespace functions can be expressed as
As only three states are fed back, three out of four closedloop poles can be placed arbitrarily, and the fourth pole is affected by T fsf and cannot be placed arbitrarily. However, as long as it is to the left of the third pole, i.e.,
the fourth pole is negligible. The solution algorithm of K x fromÃ o ,B f ,C f , and λ is discussed in [40] . It is noteworthy that ill-conditioning may occur in a state feedback system if one of the desired poles is close to an open-loop zero [40] . In the system described by (40) , there is an open-loop zero
, although ill-conditioning will not occur, the fourth pole will be placed to the right of λ 3 , thus it may become a dominant pole that significantly deteriorates the dynamics of the system. To avoid these conditions, from (38) , T fsf should be confined as
and some margin should be considered when (50) is applied to avoid ill-conditioning. The closed-loop poles of the SFLPF method using the parameters listed in Table 1 are shown in Fig. 8 . It can be noticed that the dominant poles and the third pole are placed to the same locations as the SF method because the desired λ is the same. As for the fourth pole, since it is to the left of the third pole, it barely influences the dynamic response of the system.
Although the design of the SFLPF method is complicated compared to the SF method due to the incomplete state feedback, it is worthwhile because its ripple attenuation ability is improved. The output power calculated in the power meter shown in Fig. 3 is based on the instantaneous reactive power theory [41] . It is well known that 2ω m ripples will appear in calculated power if there is three-phase unbalance in output voltage and/or current, and 6mω m (m = 1, 2, . . . ) ripples will appear if harmonics are involved. These ripples will enter the ''governor and virtual inertia'' block, and result in ripples in virtual rotor frequency ω m . As the output waveforms of VSG are generated based on ω m , ripples in ω m will further deteriorate output power quality. Therefore, the attenuation ability of the transfer function ω m P out of the ''governor and virtual inertia'' block at harmonic frequency such as 2ω 0 and 6mω 0 becomes quite important.
From (16) and (17), the transfer function
of the SF method can be derived as
From (18)- (20), the transfer function
of the SFLPF method is obtained as shown at the bottom of the next page.
The Bode plots of (51) and (52) are shown in Fig. 9 . It is noteworthy that in Fig. 9 , (51) and (52) are multiplied by S base ω 0 to show the attenuation ratio in per-unit value. It is clear that the SFLPF method has better ripple attenuation ability than the SF method owing to the LPF applied to P out . 
D. TUNING FOR OPTIMIZED DYNAMIC RESPONSE
From the discussions of the SF and SFLPF methods, it can be noticed that the dominant and the third closed-loop poles are only determined by the desired poles set λ. That is to say, as long as λ is designed according to (37) - (39), the equivalent moment of inertia J and damping effect ζ are already fixed. Therefore, the parameter J sf is not necessarily equal to the desired moment of inertia J and can be designed arbitrarily. VOLUME 7, 2019 As defined in (22) , the parameter ρ can be tuned arbitrarily without modifying the closed-loop poles. As a result, in these methods, the physical inertia emulation should be designed based on J , not on J sf . As shown in Fig. 10 , the response of P out to active power reference P 0 transition in grid-connected mode is affected by ρ. Smaller ρ leads to a shorter rising time, whereas overshoot may occur if ρ is too small. The recommended value of ρ in this paper is tuned for the shortest rising time without overshoot.
Analytical step responses in Fig. 10 are plotted based on the transfer functions P out P 0 of (53) for SF method and of (54) for the SFLPF method shown at the bottom of this page, which are derived from respective closed-loop state-space equations (36) and (48).
It is noteworthy that the poles in (53) and (54) are the desired closed-loop poles shown in Fig. 8 , which are not affected by ρ. However, a zero z 1 = −k xi appearing in both SF and SFLPF methods is affected by ρ. This is because the variation of ρ modifies the plant, thus finally changes the calculated feedback gain matrix K x . Therefore, tuning of ρ improves the response rising time through the zero z 1 . However, as the settling time is dependent on poles, it is less affected by ρ as shown in Fig. 10 .
It is also noteworthy that most of other features of the SF and SFLPF methods are not affected by ρ, such as respective transfer function
shown in (51) and (52) and the fourth pole of the SFLPF method, as they are not related to zero z 1 .
It should be aware that too small value of ρ may also cause ill-conditioning in both SF and SFLPF methods, as the resulted z 1 may approach λ 1,2 . In the case of ill-conditioning, a negative value(s) will appear in K x . Therefore, after the computation of K x , well-conditioning should be verified by checking whether all elements in K x are positive.
To conclude, the proposed SF and SFLPF methods have the design freedom of tuning J , ζ , and ρ to compute all control parameters. The effect and tuning of J and ζ are similar to other VSG methods, which are discussed in Section II and previous research such as [6] . The unique design freedom of tuning ρ makes the proposed methods capable to respond faster to the reference power command than the previous damping methods.
E. ADAPTATION FOR NON-DISPATCHABLE IIDG
When VSG control is applied to non-dispatchable IIDG, P in is usually produced by an outer control loop instead of the governor [10] . In this case, the proposed SF and SFLPF methods can still be applied by forcing k p = 0 in the discussed equations.
F. DESIGN PROCEDURES FOR THE PROPOSED CONTROL METHODS
1) Decide the desired inertia constant M * and droop coefficient k * p according to the target application, and calculate the desired virtual inertia J and droop coefficient k p using (23) and (24) . 2) Tune the output reactance X * to be 0.3 pu through (21) , and then calculate K using (4). 3) Calculate the desired closed-loop poles λ by (37)-(39). 4) (SFLPF only) Set the time constant T fsf within the range described by (50). 5) Establish the state-space model using (27) (SF) or (40) (SFLPF). 6) Calculate the feedback gain for a series of ρ using Ackermann's formula [38] (SF) or the method shown in [40] (SFLPF), and then plot Fig. 10 using (53) (SF) or (54) (SFLPF) to find the optimized ρ. 7) Verify that all elements in K x are positive; otherwise, go back to Step 6 and use a larger ρ. (SFLPF only) If one or more negative value appears in K x no matter the value of ρ, go back to Step 4 and reduce T fsf .
8) Verify that the final closed-loop poles are assigned to the desired locations and that the fourth pole in the SFLPF method meets the constraint shown in (49).
IV. COMPARISONS WITH THE EXISTING METHODS
In this section, three existing methods for the ''governor and virtual inertia'' block in Fig. 3, i. e., the NoD, DWE, and DCL methods, are introduced, and then analytical comparisons between the proposed SF/SFLPF methods and these methods are discussed.
A. EXISTING METHODS 1) NOD METHOD
In the NoD Method, the damping effect P d of an SG shown in (1) is not emulated, thus from (1) and (3), the control law in the ''governor and virtual inertia'' block is
Although a fixed damping effect can be provided by k p , it is not enough if large J is applied. The poles of the NoD method are equivalent to the plant poles shown in Fig. 8 , which indicate a quite oscillatory mode because ζ is not large enough.
2) DWE METHOD
In the DWE method, the effect of damper windings is emulated. From (1)- (3), its control law in the ''governor and virtual inertia'' block can be represented as
whereω g is the grid frequency measured by a PLL from the information of the output voltage V out . This PLL is the weakness of the DWE method, because its dynamics will delay the final response of VSG. Besides, during the transients, the frequency of V out may differ from that of the bus due to a sudden change of power angle. Therefore, in some cases, the influence of PLL is difficult to be modeled, and the practical dynamic response of the DWE method is generally worse than the corresponding analytical results neglecting the PLL.
3) DCL METHOD
The control law of the DCL method in the ''governor and virtual inertia'' block can be represented as
where J dcl , D dcl , and T fdcl are the apparent virtual inertia, damping factor, and LPF time constant of the DCL method, respectively [28] . For a fair comparison, the DWE and DCL methods presented in this paper are tuned to have the same dominant poles as the SF and SFLPF methods shown in (37) . The pole assignment of the DWE and DCL methods are discussed in [26] and [29] , respectively. It is noteworthy that the DCL method also has a third pole as an LPF is embedded in this method to attenuate ripples in P out . For a fair comparison, the DCL method is tuned iteratively so that all of the three poles are the same as (39) . The resulted parameters of the DWE and DCL methods are listed in Table 2 , in which D and J dcl are normalized as follows. 
B. DYNAMIC RESPONSE TO ACTIVE POWER REFERENCE TRANSITION
To compare the dynamic performance of the proposed methods with the existing methods, analyses similar to (53) and (54) can also be applied to the existing methods, and the resulted analytical step responses to active power reference P 0 transition in grid-connected mode are plotted in Fig. 11 and the performance indices are shown in Table 3 .
Because a large inertia M * = 8 s is desired for better inertia support, insufficient damping leads to large oscillation and overshoot which may destroy the inverter, such as that shown in NoD method. Contrarily, all the methods using a dedicated damping unit to assign the closed-loop poles to (37) demonstrate good damping ability. Among them, the proposed SF and SFLPF methods show even better dynamic performance, as their rising time and settling time are shorter than those of the DWE and DCL methods. As discussed in Section III-D, this is because the SF and SFLPF methods have one more design degree of freedom, which can be utilized to modify zero z 1 . Oppositely, all parameters in the DWE and DCL methods are fixed by the desired poles, thus their dynamic responses are difficult to be further improved. 
C. RIPPLE ATTENUATION ABILITY
Similarly to (51) and (52), the transfer functions shown in Fig. 12 . It can be noticed that the NoD method has the best ripple attenuation ability. The DWE method is at the same level as the NoD method because no further ripples from P out are introduced in its damping unit. However, it should be aware that the ripples inω g from the PLL are not included in this analysis, thus the final ripples of the DWE method will be larger than that of the NoD method. The DCL and SF methods have the worst ripple attenuation ability, as P out is used for their damping term, thus introduce more ripples. As the SF method uses a proportional term of P out and the DCL method uses a differential term of P out , as shown in (17) and (57), respectively, the DCL method needs an embedded LPF to achieve the same ripple attenuation ability as the SF method. Therefore, by also adding an embedded LPF, the SFLPF method shows much better ripple attenuation ability than the DCL method, and at a frequency higher than 12th order, the SFLPF method even outperforms the NoD and DWE methods.
V. EXPERIMENTAL RESULTS
To verify the proposed SF and SFLPF methods and the analytical comparison with the existing methods, experiments are performed in a microgrid testbed illustrated in Fig. 13 . The circuit of this microgrid is shown in Fig. 14 and the control parameters are the same as those in Tables 1 and 2 . As both DGs are supposed to be dispatchable with large energy storage connected the DC-link, the input of the inverters can be modeled as a DC source. Both inverters are controlled independently by a digital control unit Myway PE-Expert IV, and the switching frequency and sampling/ control frequency of the inverters are set at 18 kHz. All presented data are internal variables of the control unit, which are recorded using the embedded function of PE-View X, which is the software interface of Myway PE-Expert IV. Here, we evaluate the frequency dynamics by the virtual frequency of inverters instead of grid frequency because not only grid-connected mode but also islanded mode is studied. Besides, measurement of grid frequency requires a PLL, of which the time delay makes the results less convincing.
Two case studies are conducted. In Case 1, only DG 1 is involved, and in Case 2, the parallel operation of both DGs are investigated. It is noteworthy that a 20-Hz LPF is applied to the waveforms of P out in Figs. 15 and 16 for better visibility.
A. CASE 1: SINGLE INVERTER
The results of Case 1 are shown in Fig. 15 . Initially, this microgrid is operating in grid-connected mode with the twophase RL load connected, and the active power reference P * 0 of DG 1 is set to 0.5 pu. At 2 s, P * 0 is changed from 0.5 pu to 1 pu. The performance indices of this transient are listed in Table 4 . Similarly to Fig. 11 , the NoD method is very oscillatory due to its insufficient damping, and other methods well damp this intrinsic low-frequency oscillation. It can be noticed that the dynamic responses of P out of all discussed damping methods coincide with those shown in Fig. 11 and Table 3 , except that the DWE method undergoes an unexpected overshoot because its PLL is not considered in the analytical results. Besides, overshoots of the DCL, SF and SFLPF methods in Table 4 are larger than those in Table 3 due to steady-state ripples in P out caused by unbalance. Again, the proposed SF and SFLPF methods show better dynamic responses than the other methods.
At 8 s, the tested microgrid is disconnected from the grid, and the three-phase rectifier load is connected at 14 s. The frequency of all discussed methods changes slowly, which shows an inertial feature similar to an SG. As all discussed methods have almost the same settling time, which indicates the same moment of inertia [6] , it can be concluded that the idea of equivalent inertia design based on the closed-loop poles is verified. However, the frequency variation right after the disturbance in dedicated damping methods is faster than the NoD method, which implies a larger rate of change of frequency (ROCOF) in the early stage. This indicates that there is a trade-off between the damping effect and the ROCOF during the first swing. Therefore, fixed-parameter damping methods are effective if overcurrent limitation is a priority. If lower ROCOF is more preferable, these methods can be combined with the adaptive damping method proposed in [31] , i.e., placing the closed-loop poles to less damped locations during the first swing. Besides, it can be noticed that the DWE method undergoes frequency overshoots due to the dynamics of the PLL.
From Fig. 15(c) , it can be noticed that large ripples at 2ω m appear in P out due to the presence of the unbalanced load, with slight ripples at 6ω m and higher due to the rectifier load. With the same ripples in P out , the resulted ripples in ω m are different according to respective ripple attenuation ability. Obviously, the NoD method has the best ripple attenuation ability, whereas the DCL and SF methods have the worst. Although ripples in the SFLPF method are slightly larger than the DWE method at 2ω m , at a higher frequency, the SFLPF method outperforms the DWE method as noticeable 6ω m ripples can be observed in the latter. Therefore, it can be concluded that the SFLPF method is one of the best effective damping methods regarding ripple attenuation.
B. CASE 2: PARALLEL INVERTERS
The results of Case 2 are shown in Fig. 16 . The microgrid operates in islanded mode in Case 2. Initially, both DG 1 and DG 2 are connected to the bus and power the three-phase RL load. At 1 s, the rectifier load is connected, and at 7 s, P * 0 of DG 1 is changed from 1 pu to 0.5 pu.
It can be observed that the transients of P * 0 change of DG 1 at 7 s is similar to the transient at 2 s in Case 1. The response of the NoD method is very oscillatory, and the intrinsic lowfrequency oscillation is well-damped in dedicated damping methods. Similarly to Case 1, the proposed SF and SFLPF methods outperform the DWE and DCL methods in terms of fast dynamic response.
As for the loading transition at 1 s, there is no oscillation even in the NoD method. This is because the per-unit value of output reactance X * of each DG is tuned to be the same regarding respective rated power. In this case, as discussed in [8] , the oscillatory poles are canceled by zeros in loading transition, and thus smooth loading transition can be realized even with small damping. Therefore, dynamic responses of all the discussed methods are almost the same. Here, a large settling time of frequency transient, which indicates the inertial feature of VSG, is observed again in all methods, with the issue of faster early-stage frequency variation in dedicated damping methods. Similarly, lower early-stage ROCOF can be easily obtained with adaptive damping [31] if desired, which is out of the scope of this paper.
It is noteworthy that in both transients, frequency overshoots are observed in the DWE method. This indicates that the dynamics of the DWE method are deteriorated by the PLL.
VI. CONCLUSIONS
In this paper, to develop the dedicated damping technology of fixed-parameter VSG control, two damping methods of VSG control using state feedback were proposed, and their design procedures to realize a given virtual inertia and damping ratio were discussed in detail. From the results of analytical and experimental comparisons, it can be concluded that the basic one, i.e., the state feedback (SF) method, well damps the intrinsic low frequency introduced by the swing equation and outperforms existing fixed-parameter VSG methods, e.g. the damper windings emulation (DWE) and damping correction loop (DCL) methods, in term of fast dynamic response. This improvement is realized through the optimized parameter tuning owing to its additional design degree of freedom. Moreover, the state feedback with a low pass filter (SFLPF) method was proposed to improve ripple attenuation ability, by embedding an LPF in the SF method to filter the ripples in measured active power, which are caused by three-phase unbalance and harmonics in output voltage and current. Incomplete state feedback design considering the new state introduced by this LPF was discussed. Although this LPF complicates the pole placement calculation, it makes ripple attenuation ability of the SFLPF method at the same level as the DWE method, and even better than the latter at highorder frequency. Meanwhile, the SFLPF method inherits the excellent dynamic response of the SF method. Nevertheless, the SF method is still the best choice in applications where three-phase unbalance and harmonics are less of an issue, as its design is simpler than the SFLPF method.
Note that due to the intrinsic trade-off between damping effect and the first swing ROCOF for all damping methods, in the case that lower ROCOF is preferred rather than overcurrent limitation, it is better to combine the proposed methods with adaptive damping method, i.e. applying weaker damping during the first swing.
APPENDIX
The control law of the inertial droop control proposed in [6] can be expressed as
where T d is the time constant to emulate inertia, and T a is the time constant to emulate damping effect. If an LPF is added to this method as
by comparing (57) and (61), it can be noticed that if
, T a = D dcl , and T fid = T fdcl , the inertial droop control with an LPF is equivalent to the DCL method.
