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This thesis deals with the development and analysis of a discretization method
and the error controlled adaptation of spatial and temporal discretizations in con-
text of the time-dependent Maxwell equations.
To this end, a hp space-time Galerkin discretization for Maxwell’s equations, al-
lowing for local adaptation of the polynomial approximation order p as well as
the local meshsize h, is developed and analyzed. Furthermore, the developed dis-
cretization is extended to problems with waveguide structure, in order to efficiently
model waveguide ports.
For the purpose of local adaptation and control of the global discretization error,
a posteriori error estimates for quantities of interest such as scattering parameters
or farfield quantities are derived and employed within an hp-adaptive algorithm.
While such adjoint based a posteriori error estimates are available for many other





Die vorliegende Arbeit beschäftigt sich mit der Entwicklung und Analyse
einer Diskretisierungsmethode sowie der adaptiven Kontrolle der räumlichen und
zeitlichen Diskretisierungsfehler im Rahmen der zeitabhängigen Maxwellgleichun-
gen.
Dazu wird eine hp-Galerkin Diskretisierungsmethode, welche die lokale Adap-
tion des Grades der approximierenden Polynome p sowie der Gitterschrittweite h in
Raum und Zeit ermöglicht, entwickelt und analysiert. Weiterhin wird die entwick-
elte Methode mittels speziell angepasster Basisfunktionen dahingehend erweitert,
dass Wellenleiterprobleme effizient und genau gelöst werden können.
Mit dem Ziel der Kontrolle des globalen Diskretisierungsfehlers, werden a pos-
teriori Fehlerschätzer für von der Lösung der Maxwellgleichungen abgeleitete
Größen wie z.B. Streuparameter oder Fernfelder hergeleitet und innerhalb eines
Raum-Zeit hp-adaptiven Algorithmus angewendet. Während solche auf der Fehler-
darstellung über das adjungierte Problem basierende Fehlerschätzer bereits für
viele andere Gleichungen publiziert wurden, wurde die Anwendung dieser Meth-
ode der a posteriori Fehlerschätzung auf die zeitabhängigen Maxwellgleichungen





The accurate and efficient solution of Maxwell’s equations plays an important
role in applications like broadband scattering, antenna design, or the development
of particle accelerator components. In many of these applications, one is not in-
terested in the solution primarily itself, but in certain quantities derived from the
solution. Typical quantities of interest (QOIs), arising for example in antenna de-
sign, are farfield characteristics or scattering parameters. Given the importance of
such quantities, it is desirable to know and control the error in such QOIs, which is
inevitably introduced, when numerical methods are applied for solving the under-
lying Maxwell’s equations. Furthermore, it is of importance to obtain the QOI with
the least possible effort in terms of computational costs.
This leads directly to the topic of goal-oriented error control within adaptive nu-
merical methods (see in particular the survey papers [8, 19]). The goal is to refine
the discretization locally, such that at termination of the adaptive process the QOI is
approximated within a given error-tolerance. In this context, it is desirable to em-
ploy discretization methods, which are not only high-order accurate, but also offer
high flexibility in terms of local refinement. Possible choices are finite-difference
[67, 69], finite-volume [38], and finite-element methods (FEMs) [18, 27, 52, 53].
Both requirements can be achieved in a natural way for FEMs. Since the solution
is approximated locally by polynomials, the discretization can be refined not only
by reducing the local mesh size h, but also by locally raising the degree of the ap-
proximating polynomials.
While h-refinement allows for algebraic rates of convergence with respect to the
number of degrees of freedom (DOFs) in the discretization, p-refinement allows
for obtaining exponential rates of convergence in case of smooth solutions. The
combination of both types of refinement within an adaptive discretization leads to
hp-adaptive finite element methods [4, 13? ]. For this class of methods, it is possi-
ble to obtain exponential rates of convergence with respect to DOF, even if the so-
lution is locally non-smooth. This is the case for many application problems, such
as those containing material interfaces, sharp edges, or reentrant corners. Goal-
oriented hp-adaptive finite element methods have already been devised for vari-
ous time-harmonic Maxwell problems [13, 47, 70] and exponential convergence
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has been demonstrated experimentally for non-trivial test cases. For the time-
dependent Maxwell system under consideration, spatially hp-refined finite-element
discretizations in combination with low-order finite-difference time-discretizations
have been successfully explored in [54, 56, 57]. However the question of error-
control has not been addressed so far for the time-dependent Maxwell equations.
Since a time-dependent problem is considered, it is important to be able to control
errors introduced by the spatial- as well as temporal discretizations. To this end,
the following two points are of fundamental importance
• The discretization method should be of high-order accuracy in space and
time and allow for local refinement in space and in time.
• The discretization error in the QOI needs to be estimated accurately for the
purpose of serving as a stopping criterion. Further, local refinement indica-
tors are needed within an adaptive algorithm.
These points are addressed in this thesis.
1.2 Outline
In chapter 2 of this work, the governing Maxwell equations and some important
properties, namely energy conservation and continuity conditions are introduced.
Furthermore, the modeling of scattering problems in unbounded domains is de-
scribed.
Chapter 3 is devoted to the development of a space-time discontinuous Galerkin
method, which allows for locally hp-refined discretizations of the space-time do-
main. It will be shown, that the developed method preserves the important prop-
erty of energy conservation, inherent to Maxwell’s equations. It is also uncondition-
ally stable. Furthermore, under some restrictions, the full a priori error analysis is
carried out, fully explicit in the discretization parameters h and p, where h denotes
the mesh size and p the degree of the approximating polynomials. Furthermore,
implementation strategies are presented. They allow for efficient iterative solution
of the resulting linear systems of equations. The chapter is concluded with nu-
merical experiments showing for the first time space-time hp-adaptive simulations,
where local hp-refinement is also applied with respect to time.
In chapter 4, an extension of the developed space-time discontinuous Galerkin
method is presented, which allows for the efficient discretization of waveguide
structures by employing waveguide-mode basis functions. The extension is natural
in the space-time discontinuous Galerkin framework. It allows, on the one hand,
for the efficient and accurate modeling of waveguide ports and on the other hand,
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for consideration within a priori and a posteriori error estimates.
Chapter 5 deals with the accurate approximation of QOIs by means of error con-
trolled hp-adaptive simulations. To this end, an a posteriori error estimate is de-
rived. It employs the established mathematical framework of adjoint-based error
estimation [8], [19]. Furthermore, under some restrictions, the hp-a priori error
analysis for QOIs is carried out and the result confirms improved convergence rates.
The analysis extends results, which were established for other types of equations
(see eg. [19], [22]). The chapter is concluded with numerical experiments. These
include goal-oriented space-time hp-adaptive simulations of test problems, show-
ing exponential convergence of the numerically obtained QOIs towards reference
solutions in the context of the time-dependent Maxwell equations. Furthermore,
it is demonstrated, that the derived a posteriori error estimator yields accurate
estimates of the actual error.
1.2 Outline 3

2 The Physical Setting - Classical
Electrodynamics
In this chapter, the governing equations, material laws, and boundary conditions
are introduced. Further, Poynting’s theorem, a conservation law for the electro-
magnetic energy, is derived, since a discrete version will play an important role in
the stability analysis of the numerical method presented in chapter 3. Finally the
scattered field formulation of Maxwell’s equations is recalled, as it is employed in
numerical examples considered in this thesis.
2.1 Maxwell’s Equations
In 1861 J.C. Maxwell axiomatically stated a set of equations which describe the
phenomena of electromagnetism in continuous media. Maxwell’s equations can be
written as the following system of partial differential equations (PDEs)
∂D
∂ t
−∇×H+ J= 0, Ampère’s law
∂ B
∂ t
+∇× E = 0, Faraday’s law
∇ ·D= ρ ∇ · B= 0, Coulomb’s law and absence of free magnetic poles (2.1)
with the electric and magnetic fields E and H, the electric displacement D, and the
magnetic flux density B. The current density J can be decomposed into an external
source term Je independent of the fields, the conductive current density Jσ, and
the convective current density Jc due to free charges as
J= Je + Jσ + Jc. (2.2)
The above quantities are measured in the units
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Physical quantity unit
Electric field E V/m
Magnetic field H A/m
Electric displacement D As/m2
Magnetic flux density B Vs/m2
Current density J A/m2
Charge density ρ C/m3
Finally, we note that we require ρ = 0 and Jc = 0 in this work.
2.1.1 Constitutive Equations
The system (2.1) is closed with constitutive laws, which connect the fields E and
H with the flux quantities D,B and J. In this thesis we consider linear, isotropic,
non-dispersive, non-permanent-magnetic constitutive laws, which are a good ap-
proximation in many cases for high frequency problems:
D= ǫE, B= µH, Jσ = σE. (2.3)
In the general case of anisotropic media, the electric permittivity ǫ, the magnetic
permeability µ and the conductivity σ are tensorial, time invariant quantities mea-
sured in the units As/Vm, Vs/Am and A/Vm. In the case of isotropic media, the
quantities become scalar valued. For the special but important case of vacuum,
there holds ǫ0 = 8.8542 · 10−12As/Vm, µ0 = 4π · 10−7Vs/Am and σ = 0.
2.1.2 Initial and Boundary Conditions
Inserting the constitutive laws into the system (2.1) and applying the divergence
operator to the first two equations, it can easily be seen, that the last two equations
are fulfilled automatically for all times, provided they hold at the initial time. Thus,








+∇× E= 0 in (0, T]×Ω
E(x , 0) = E0, H= H0, ∇ · (ǫE) = 0, ∇ · (µH) = 0 in Ω, t = 0
+ boundary conditions on (0, T]× ∂Ω. (2.4)
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Interface and Boundary Conditions
For the fields near a material interface S between two materials with material
parameters ǫ1,µ1 and ǫ2,µ2 there holds
(D1 −D2) · n= ρS, (B1 − B2) ·n = 0,
n× (E1 − E2) = 0, n× (H1 −H2) = JS, (2.5)
where ρS denotes a surface charge density and JS is a surface current density.
Thus, the tangential component of the electric field and the normal component of
the magnetic flux density is continuous at a material interface. In general, the nor-
mal component of the electric displacement is continuous up to the surface charge
density and the tangential component of magnetic field is continuous up to the
surface current.
For the case of a perfect electrical conductor on one side of the interface, the per-
fectly conducting boundary (PEC) condition
n× E= 0, n · B= 0, (2.6)
is obtained by taking into account that the fields vanish inside the perfect conductor.
2.1.3 Poynting’s Theorem
The conservation law for the electromagnetic energy is given by Poynting’s the-
orem. A discrete version of this theorem will be employed in the following chapter
in order to show stability of the discretized Maxwell system.
Taking the inner product of Ampere-Maxwell’s and Faraday’s law with E and H






























∇ · (E×H)dx = −
∫
V
J · Edx .
Thus, denoting the electromagnetic energy density by w = 12 (D · E+ B ·H) and the
energy flux density by S= E×H, we obtain Poynting’s theorem
∂ w
∂ t
+∇ · S = −J · E. (2.7)
If J= 0, the electromagnetic energy is conserved for all times.
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2.1.4 Non-Dimensionalization
In this thesis, Maxwell’s equations are often used in a non-dimensional form
[27], which is obtained by introducing a reference length L and reference magnetic
field strength H0. Denoting Z0 =
p
µ0/ǫ0, the non-dimensional form is given by
ex = x/L, et = t/(L/c0), eE= E/(Z0H0) eH= H/H0 eJ= JL/H0. (2.8)
In order to simplify notation, the dimensional and non-dimensional forms of (2.4)
are not explicitly distinguished. If results in dimensional form are presented, they











Figure 2.1: Scattering by an object consisting of multiple materials
An important class of electromagnetic problems are scattering problems as de-
picted in Fig. 2.1. Here, an object, occupying a domain Ωs possibly being com-
posed of different materials is illuminated by an incoming electromagnetic wave
Einc , Hinc . Note that PEC regions with boundary ΓPEC are excluded from the compu-
tational domain Ω and modeled by a PEC boundary condition on ΓPEC. One usually
is interested in the back-scattered fields Esc , Hsc , or certain derived quantities de-
pending on the scattered fields.
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2.2.1 Modeling of an Unbounded Domain
In order to model an unbounded computational domain, we shall also consider



















where x = r/r, r = |r|, r ∈ R3. The Silver-Mueller radiation conditions can be




µ/ǫ n× (n×Hsc) = 0 on Γ0,
n×Hsc −
Æ
ǫ/µn× (n× Esc) = 0 on Γ0. (2.9)
However it has to be noted, that the Silver-Mueller boundary condition is an ap-
proximation which is exact only for outgoing plane waves propagating in direction
of the outer surface normal n.
2.2.2 Scattered Field Formulation
Whenever the incoming fields are known explicitly, for example in the form of
a plane-wave solution, it is desirable to solve for the scattered field only in order
to save computational resources. The linearity of the Maxwell’s equations in (2.4)
allows to decompose the total fields into scattered and incoming fields as
E = Esc + Einc, H = Hsc +Hinc. (2.10)
Inserting (2.10) into (2.4) and taking into account that Einc , Hinc are solutions
to (2.4) where ǫ = ǫinc,µ = µinc,σ = σinc denote the material properties of the





−∇×Hsc = (ǫinc − ǫ)∂ E
inc
∂ t








n× Esc = −n× Einc on (0, T]× ΓPEC,
n× Esc +
Æ
µ/ǫ n× (n×Hsc) = 0 on (0, T]× Γ0,
+ initial conditions. (2.11)
Usually the initial conditions for the scattered field are chosen to be zero.
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2.2.3 Radar Cross Section and Near to Farfield Transform
An important quantity of interest is the radar cross section (RCS)




|Einc(r,φ,θ ;ω)|2 = 0. (2.12)
Here r denotes the distance from the center of the scatterer to the point of ob-
servation x(φ,θ), φ and θ are the azimuthal and polar angle between the wave
vector and x. The scattered far field Escfar for wave number κ, corresponding to the
circular frequencyω, can be evaluated at any closed surface S around the scatterer.








[x× (x× (n×H)) + x× (E× n)] eiκx·y+iωt dS(y)dt,
(2.13)
where the integration with respect to time and the factor eiωt arise due to the
Fourier transform from time to frequency domain.
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3 Space-time Galerkin Discretization
of Maxwell’s Equations
Popular methods for the numerical solution of the time-dependent Maxwell sys-
tem (2.4) are the Finite-Difference Time-Domain method (FDTD) [69] and the
closely related Finite Integration Technique (FIT) [67]. They often combine Carte-
sian dual-orthogonal grid pairs and an explicit symplectic time-integration method
such as the leap-frog scheme to a computationally extremely efficient algorithm.
If the leap-frog scheme is applied for time integration, the resulting algorithm is
second order accurate in space and time. Additionally, the discretization preserves
important physical properties of the Maxwell system such as the conservation of
energy and charge. However, the use of Cartesian grids demands very fine grid
resolutions for problems with complicated geometries. The inherent second order
accuracy of the method also becomes an issue if very small discretization errors are
required. The latter is particularly true for the simulation of electrically large struc-
tures, which are dominated by dispersion errors. Also local refinement in space
and in time as it is desirable in an adaptive context, is not straightforward.
Conforming finite element methods [52, 53] employing Nedelec’s families of finite
elements [45, 46] constitute another approach. Conceptually, this allows for ar-
bitrarily high order discretizations in space. Meshes consisting of various shapes
of elements as tetrahedra, hexahedra, prisms or pyramids can be employed. This
allows for discretizing complicated geometries with possibly curved boundaries in
an accurate way. Furthermore, local hp-refinement is possible (see eg.[13]), which
makes the method attractive for adaptive simulations. Unfortunately, the continu-
ity of the finite element spaces, makes it necessary to introduce special transition
elements when local hp-refinement is desired [13].
The latter is not required for discontinuous Galerkin (DG) methods, which became
a popular tool for the numerical solution of Maxwell’s equations in the past decade
[12, 18, 27]. Here, the approximations are allowed to be discontinuous at the
element interfaces and continuity is imposed weakly by the introduction of a nu-
merical flux. This opens up the possibility to employ variable local approximations
including hp-refinement ([31], [56]) and special basis functions taylored to the
specific problem [36].
The DG method is often applied in space, whereas time is discretized with an
explicit time integrator. This leads to a conditionally stable method, where the
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maximal stable time-step is determined by a Courant Friedrichs Levy (CFL) con-
dition. The CFL condition itself depends on element size and polynomial degree.
In order to achieve stability for non-uniform discretizations, the minimum of all
element-wise computed CFL time steps has to be applied. Thus, for explicit time-
integrators, the temporal resolution is determined by stability instead of accuracy
requirements. This issue has been addressed by the introduction of local time-
stepping [12, 49, 61], and locally implicit (IMEX) schemes [14, 15], which can
lead to good speed-ups on locally refined discretizations. Nevertheless, refinement
in time is still introduced for stability reasons rather than accuracy.
An alternative approach are space-time DGmethods [64], where space and time are
simultaneously discretized with finite elements. This allows for local hp-refinement
in space and time in a natural way. The resulting methods are unconditionally sta-
ble. Thus, due to their high flexibility, they are a promising candidate for space-time
adaptivity. However, the application of the DG approach in time leads to the intro-
duction of non-physical dissipation. The amount of dissipation depends on the
respective polynomial degree employed for the time variable. In the case of piece-
wise constant polynomials in time, the space-time DG method corresponds to a
spatial DG discretization combined with an implicit Euler method in time, which is
known to be highly dissipative. For higher-order approximation in time, dissipation
decreases.
In this work, a continuous Galerkin approach in temporal direction is combined
with a DG approach in the spatial directions. This allows for obtaining a non-
dissipative method, which allows for local space-time hp refinement and can be
proven to be unconditionally stable [40]. If a uniform time-step and a uniform
approximation order is choosen for all elements in the spatial mesh, this method
corresponds to certain symplectic Gauss-Runge-Kutta methods in time combined
with a DG discretization in space. Moreover for linear basis functions in time-
direction, the Crank-Nicholson method is obtained. In this chapter the space-time
discontinuous Galerkin method from [40] is presented and analyzed with respect
to stability and consistency. This will yield, for the special case of no local refine-
ment in time to hp-error estimates in the ‖·‖L∞ (0,T ;L2(Ω))- and ‖·‖L2 (0,T ;L2(Ω))-norms.
Further it is discussed, how the residual can be efficiently evaluated in a matrix free
implementation with a complexity ofO(p4) andO(p5) for affine and non-affine el-
ements, respectively. Together with an a posteriori error indicator for the iteration
error, the arising linear systems can be solved inexactly without compromising the
overall accuracy. The chapter is concluded with numerical experiments, demon-
strating the feasibility of the presented approach for fully space-time hp-adaptive
simulations.
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3.1 A Space-Time Discontinuous Galerkin Method
In this section, the notation and the space-time Galerkin method from [40] are
introduced. Furthermore, basic consistency results are stated.
We consider the slightly simplified problem
ǫ∂tE−∇×H= J in Ω× (0, T]
µ∂tH+∇× E= 0 in Ω× (0, T]
n× E= n× g on ∂Ω× (0, T]
E = E0, H = H0 in Ω× {0}. (3.1)
The extension to Silver-Mueller boundary conditions as well as conducting media
is straight-forward.
3.1.1 Function Spaces
We denote vector valued function spaces with bold letters, e.g. L2(D) :=
[L2(D)]3. We introduce the spaces
H(curl,Ω) := {v ∈ L2(Ω) : ∇× v ∈ L2(Ω)},
H0(curl,Ω) := {v ∈ L2(Ω) : ∇× v ∈ L2(Ω),n× v= 0 on∂Ω},
and recall, that for g= 0 Maxwell’s equations have a unique solution u = {E,H} in
V := C0([0, T],H0(curl,Ω))∩ C1[0, T],L2(Ω))
×C0([0, T],H(curl,Ω))∩ C1([0, T],L2(Ω)). (3.2)
For details see e.g. [51].
3.1.2 Partitioning of the Space-Time Domain
We derive the space-time DG method for hexahedral spatial meshes and note
that a most of the results can be obtained with minor modifications for tetrahedral
meshes, as well. By dividing the time axis in intervals In = (tn, tn+1], we partition
the space-time cylinder I × Ω in time slabs In × Ω. For each time slab, we parti-
tion the spatial domain Ω in non-overlapping hexahedral elements K resulting in a
triangulation Tn(Ω). Note, that the triangulation Tn(Ω) is required to be a refine-
ment of a coarse master-triangulation T (Ω). Furthermore, the obtained space-time





× K , such
that the time-slab In ×Ω is partitioned in space-time elements I Kk ×K ∈ Sn(In×Ω).
The obtained triangulation of the time slab is denoted by Sn(In ×Ω), see Fig. 3.1.
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tn
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Figure 3.1: Example of a space-time triangulation Sn(In ×Ω)
3.1.3 Discrete Spaces
By FK we denote the mapping from the reference element bK = [0, 1]3 with
axes bx , by,bz to the physical element K = FK (bK). Denoting by DFK the Jaco-
bian matrix of FK , the fields are transformed using the covariant transformation





Let Ppt (I) denote the space of polynomials of degree pt on interval I . Further,
Qpx ,py ,pz (
bK) is the space of tensor product polynomials of degrees px , py and pz in
the bx , by,bz directions.
We choose the local trial- and test-spaces as
V k
h,bK := Ppt (I Kk )⊗

Qpx ,py ,pz (
bK)3 ,
W k
h,bK := Ppt−1(I Kk )⊗

Qpx ,py ,pz (
bK)3 . (3.3)
We require that the polynomial degrees pt , px , py , pz in (3.3) are identical
1 for all
space-time elements I K
k
× bK within one macro-element In × bK . This leads to tensor
1 For the temporal polynomial degree pt this assumption is not essential.
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product trial- and test spaces consisting of a spatial part Qpx ,py ,pz (
bK) and spaces of
piecewise polynomials in time, which we denote by SK (In) and TK(In).
Vh,K := SK (In)⊗

Qpx ,py ,pz (
bK)3, SK (In) := {u(t) ∈ H1(In) : uIK
k
∈ Ppt (I Kk )}
Vh,K := TK(In)⊗

Qpx ,py ,pz (
bK)3, TK(In) := {u(t) ∈ L2(In) : uIK
k
∈ Ppt−1(I Kk )}.
(3.4)
Now we can define the global spaces for one time slab
Vh(In ×Ω;pn) := {v(t,x) ∈ H1(In; L2(Ω)) : DF T v

K
oF ∈ Vh,bK}, (3.5)
and
Wh(In ×Ω;pn) := {v(t,x) ∈ L2(In;Ω)) : DF T v

K
oF ∈ Wh,bK}, (3.6)
where pn denotes a vector containing the polynomial degrees. Note, that trial
functions from Vh are continuous while test functions from Wh are discontinuous
with respect to time. In the spatial directions test- and trial functions are allowed





Figure 3.2: Left: a function from the trial space Vh, right: a function from the corre-
sponding test space Wh
three space-time elements.
Finally, we set Vn
h
(In ×Ω) := Vh(In ×Ω)× Vh(In ×Ω) and Wnh(In ×Ω) :=Wh(In ×
Ω)×Wh(In ×Ω).
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Assumptions on the discretization
For the a priori error analysis we frequently make use of the following assump-
tions:
Assumption 3.1.1 (Element-wise constant materials). The electric permittivity ǫ
and magnetic permeability µ are element-wise constant and ǫ ≥ ǫ > 0,µ≥ µ > 0.
Assumption 3.1.2 (Global hp-refinement in time). Within each time-slab the space-
time macro elements In × K are not locally refined with respect to time (uniform time
step). Furthermore, the temporal polynomial degree pt is uniform with each time step.
Assumption 3.1.2 implies that SK (In) and TK(In) are uniform for all spatial el-
ements K . Note, that assumption 3.1.2 allows that the global time-step ∆tn =
tn+1 − tn and the temporal polynomial-degree may be non-uniform for different
time-slabs. This corresponds to the choice of different single-rate time-integrators
for each time-step.
Furthermore, for simplicity we often make the assumption that the spatial part of
the discretization is fixed for all time-slabs:
Assumption 3.1.3 (Fixed spatial discretization and exact representation of the ini-
tial data). The spatial part of the discretization, more precisely the spatial mesh and
spatial polynomial degrees are fixed for all time-slabs, i.e. Tn(Ω) = T (Ω) and pn = p.
Furthermore, the initial data can be represented exactly, i.e. u1
h
(0) = u(0).
In section 3.2.5 we comment on the extension of the error analysis to variable
discretizations. It will turn out, that in this case additional terms arise due to
projection errors.
3.1.4 Faces and Trace Operators
Let F denote the set of faces in the spatial triangulation T (Ω). Furthermore, F0
is the set of interior faces f := ∂ K1 ∩ ∂ K2 : K1, K2 ∈ T (Ω) and Fb is the set of
boundary faces f := ∂ K ∩ ∂Ω : K ∈ T (Ω).
We define the average and tangential jump operators as
{v} := (v1 + v2)/2 on f ∈F0, {v} := v on f ∈ Fb,
JvKT := n
1 × v1 + n2 × v2 on f ∈ F0, JvKT := n× v on f ∈ Fb,
where v1 and v2 are the traces of v on f taken from within element K1 and K2 with
outward unit normals n1 and n2.
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3.1.5 Discrete Variational Problem: Discretizations with Global
hp-Refinement in Time
In this section we consider the discretization of a single time-slab In × Ω. We
restrict the presentation to discretizations with global refinement with respect to
time, see assumption 3.1.2. The more general case is treated in the next section.
Furthermore, for simplicity we require that assumption 3.1.3 holds.
By multiplying (3.1) by smooth test functions wE ,wH , integrating on a macro-



































n× (E∗ − E) ·wH dS dt = 0, (3.7)
where E∗ and H∗ are the numerical fluxes. We choose
E∗ = {Eh} −αEJHhKT onFi , E∗ = g onFb (3.8)
H∗ = {Hh}+ αHJEhKT onF0, H∗ = {Hh}+ αHJEh − gKT on Fb
αE = c{
Æ
µ/ǫ}−1, αH = c{
Æ
ǫ/µ}−1, c ≥ 0.
By setting c = αE = αH = 0 we obtain a non-dissipative centered-flux formula-
tion [18] and by choosing c > 0 we obtain a dissipative upwind-type formulation
[27, 44]. Adding dissipation to the formulation can have advantages when the
problem under consideration features strong singularities or when parts of the so-
lution are kept under-resolved, as it is often the case when goal-oriented adaptivity
is employed.
By substituting u := {E,H} ∈ V in (3.7) with the discrete fields uh := {Eh,Hh} ∈ Vnh ,






































































































n× g ·wH dS d
containing volume and boundary source terms.






















JHKT · {wE}dS dt.
Noting that JEKT = JHKT = 0, we obtain Galerkin orthogonality and thus consis-
tency of the method (3.9).
Theorem 3.1.1. Under assumptions 3.1.2 and 3.1.3, there holds
Bn
h
(u− uh,w) = 0 ∀w ∈ Wnh. (3.12)
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3.1.6 Extension to Discretizations with Local hp-Refinement in Time
The stability analysis in section 3.2.1 will show that (3.9) is not L2(Ω)-stable,
when assumption 3.1.2 does not hold. However, in section 3.2.2 we will show that
L2(Ω)-stability can be recovered by adding a suitable stabilization form Sh.
We consider an interior space-time face In × f , f ∈ F0, which is shared by two
space-time macro-elements In×K i , i = 1, 2. We define pieT f : L2(In)→ eT (In) as the
L2-orthogonal projection operator onto the space eT (In) := TK1(In) ∩ TK2(I), i.e.
the largest common temporal test space. Moreover, we define pieT as the projection
operator whose restriction to each In × f is pieTf .


























































Note, that for simplicity we again require assumption 3.1.3 to hold. It should be
further noted, that under assumption 3.1.2 there holds Sn
h
(uh,w) = 0 such that in
this case (3.14) reduces to problem (3.9) of the previous section.
Proceeding similarly as in the previous section, instead of the Galerkin orthogonal-
ity (3.12) we observe, that we commit a “variational crime”
Bn
h
(u− uh,w) = Snh (u,w) ∀ w ∈ Wnh. (3.15)
3.1 A Space-Time Discontinuous Galerkin Method 19
However, for the inconsistent term on the right-hand-side of (3.15) there holds by










































(pieTE− E) · JwHKT dS dt

,
which can be estimated face-by-face with estimates for the L2-projection pieT. Thus
in the limit ∆t → 0 we obtain Sh(u,w) = 0. This also holds for sufficiently smooth
solutions u in the limit pt →∞.
3.2 a priori Error Analysis
In this section, the convergence analysis of the space-time discontinuous
Galerkin method is carried out for discretizations with global hp-refinement with
respect to time. The analysis extends results for an h-version hybrid discontin-
uous Galerkin (HDG) discretization for the wave equation [20] and results for
semi-discretizations for Maxwell’s equations (see. [11, 18]) to the presented hp-
version space-time DG method. It yields error-bounds in the ‖ · ‖L∞(0,T ;L2(Ω))- and
‖ · ‖L2(0,T ;L2(Ω))-norms. Essentially, the analysis is valid for 1-irregular meshes con-
sisting of affine hexahedra and isotropic spatial polynomial degrees p = px = py =
pz , in order to be able to use standard approximation results. It is noteworthy, that
the analysis also applies to tetrahedral meshes. However, the extension to non-
affine elements is not straightforward (see for hexahedral elements [48]).
Furthermore, the stability analysis in the L2(Ω)-norm is also given for the general
case of discretizations with local refinement in time.
The error analysis can be outlined as follows. First, as usual [10], the error is
decomposed in approximation- and discrete errors
‖u− uh‖L2(I;L2(Ω)) = ‖η+ ξ‖L2(I;L2(Ω)) ≤ ‖η‖L2(I;L2(Ω)) + ‖ξ‖L2(I;L2(Ω)) (3.16)
η = u− Ihu, ξ = Ihu− uh,
where Ih : V → Vh denotes a suitable space-time interpolation operator, the choice
of which is detailed in section 3.2.3.
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The first term on the right-hand side of (3.16) is estimated using approximation






(−η,w) ∀ w ∈ Wn
h
∀ n. (3.17)





, β > 0 (3.18)
is shown to hold in section 3.2.1. The right-hand side of (3.18) is then estimated in
section 3.2.3. Both results are then combined to obtain the desired bound on the
discrete error.
3.2.1 Stability: Discretizations with Global hp-Refinement in Time
For discretizations fulfilling assumptions 3.1.2 and 3.1.3, in this section we pro-
vide stability estimates in the L2(Ω)- and L2(I;L2(Ω))-norms, which were estab-
lished in [40]. To this end, we apply techniques similar to those from [20], where
a h-version HDG-method for the wave equation is analyzed.




















We extent the L2(Ω)-stability result in the next section to discretizations with lo-
cal refinement in time, i.e. the case when 3.1.2 does not hold. The extension to
variable spatial discretizations, when assumption 3.1.3 does not hold, is treated in
section 3.2.5.
Stability: L2(Ω)-Norm
We establish stability of the method by demonstrating that a discrete version of







(ǫEh · Eh +µHh ·Hh) dx , (3.20)
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is constant up to a contribution of the source-terms and the dissipative stabilization
term. Moreover, for the choice of central fluxes (αE = αH = 0) and g = 0, J = 0,
we obtain conservation of the discrete electromagnetic energyWh(tn).




























αHJπTHhKT · JπTHhKT dS dt (3.21)
Proof. By πT : Vh → Wh, we denote the L2-orthogonal projection operator from
the trial-space Vh onto the test-space Wh. Since the spatial parts of Vh and Wh are
identical, the projection πT reduces to a projection with respect to time only.


























































JgKT · JπTEhKT dS dt
(3.22)




















ǫEh(tk) · Eh(tk)dx .
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µ∂tHh ·πTHh dx dt =Wh(tn+1)−Wh(tn).
(3.23)












πTHh · ∇h × Eh dx dt,
such that the sum of the third and fourth terms is zero.
























































π1H1 · n1 × E1
h















π2H2 · n1 × E1
h






π2H2 · n2 × E2
h
dS dt (3.24)
= T1 + T2 + T3 + T4 + T5 + T6 + T7 + T8.
Here, π1 and π2 are the restrictions of the projector πT to the local test spaces
Wh,K1 and Wh,K2 from (3.4). For the non-coupling terms in (3.24), e.g. T1 and T5,
















π1H1 · n1 × E1
h
dS dt = −T5,
and thus T1 + T5 = 0. By the same argument we get T4 + T8 = 0. Considering the






























· n1 × E1
h
dS dt = −T7,
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. Note, that this only holds by assumption
3.1.2, which assures that the temporal parts TK1(In) and TK2(In) of the local test
spaces Wh,K1 and Wh,K2 are identical. Thus, we obtain T2 + T7 = 0 and analogously
T3 + T6 = 0.
Finally, we remark that mesh-dependent boundary terms have the same structure
as the non-coupling terms in (3.24) and obtain the desired result.
Stability: L2(I; L2(Ω))-Norm
Now, we demonstrate stability in the L2(I;L2(Ω))-norm. To this end, we need
some recurrence relations for the Legendre-polynomials Li(ξ), see [1].
(i + 1)Li+1(ξ) = (2i + 1)ξLi(ξ)− iŁi−1(ξ)
L′
i





= (i + 1)Li+1(ξ) + i Li−1(ξ) + (i − 1)Li−1(ξ) + (i − 2)Li−3(ξ) ... (3.25)
Lemma 3.2.1. Under assumption 3.1.1 there holds
1
2∆t
‖ǫ 12 Eh‖2L2(In;L2(Ω)) +
1
2∆t











µ∂tHh ·πT(τ(t)πTHh)dx dt +Wh(tk), τ(t) =
(tk+1 − t)
∆t
Proof. Noting that πT is an orthogonal projection and ∂tEh ∈ Wh, integration by




ǫ∂t Eh ·πT(τ(t)Eh)dx dt =
1
2∆t



















ǫ∂tEh ·τ(t)πTEh dx dt. (3.26)
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ǫ∂t Eh ·τ(t)(Eh −πTEh)dx dt ≤ 0.
Using the space-time tensor product structure of the local finite element spaces, we










Lpt (ξ)ϕk(x , y, z)ept k (3.27)
with ξ = 2(t − tk)/∆t − 1, Ns = 3(px + 1)(py + 1)(pz + 1) and the expansion
coefficients eik.
By employing again the projection property, inserting (3.27) and then applying the















































ϕ j(x , y, z) ·ϕ l(x , y, z)dxei jept l .
Now, we can apply the third recurrence relation from (3.25) and then use the
















ϕ j(x , y, z) ·ϕ l(x , y, z)dx ept+1 jept+1 l ≤ 0.
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Employing lemma 3.2.1 and similar arguments as in the proof of theorem 3.2.1,
we can show that the following stability estimates hold for each time-slab In ×Ω.
The second estimate (3.29) follows from (3.28) and implies unique solvability of
the discrete problem.
Theorem 3.2.2. Under assumptions 3.1.1 and 3.1.2 there holds










(uh,πT(τπTuh)) + 2∆tWh(tn) (3.28)









Proof. Choosing ew= πT(τ(t)πTuh) yields
Bn
h




















αHJHhKT · JπT(τ(t)πTHh)KT dS dt
where we have followed the line of arguments of the proof of Theorem 3.2.1. Ap-
plying lemma 3.2.1 yields (3.28). The second estimate follows forWh(tn) = 0 with
‖πT‖ ≤ 1 and 1≥ τ(t)≥ 0 on In.
Now, we prove the continuous dependence of the solution on the initial-data and








Lemma 3.2.2. Under assumptions 3.1.1 and 3.1.2 there holds
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≤ ℓE(πT(τ(t)πTEh)) + ℓH(πT(τ(t)πTHh)) +Wh(tk)
≤ ‖ℓE‖W ′
h


































Using, ‖πT‖ ≤ 1 and 1≥ τ(t) ≥ 0 on In, yields the result.
We are now ready to obtain a global stability bound, by combining the local
bounds from theorem 3.2.1 and lemma 3.2.2. A particularly useful property of
the obtained bound are the explicitly known constants. This allows for obtain-
ing a guaranteed bound on the iteration error in section 3.3, such that the linear
systems arising from the implicit discretization can be solved inexactly without
compromising the overall accuracy of the solution.
Theorem 3.2.3. Under assumptions 3.1.1 and 3.1.2 there holds




























Proof. The proof follows along the lines of [20] Corollary 1.
We set nmax = argmax
n
Wh(tn). We obtain using Theorem 3.2.1 and the Cauchy-
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Now, we use the obtained estimate for Wh(tn) in (3.30) and get the result.
3.2.2 Stability: Discretizations with Local hp-Refinement in Time
In this section, we present the L2(Ω)-stability result from [40] for discretizations
with local hp-refinement in time, which do not fulfill assumption 3.1.2. To this end,
we consider the stabilized problem (3.14) with the additional stabilization form Sh.
It will become clear, that the additional term restores anti-symmetry in the coupling
flux-terms.
Stability: L2(Ω)-Norm
For discretizations with local hp-refinement in time theorem 3.2.1 becomes:




























αHJpieTHhKT · JpieTHhKT dS dt. (3.32)
Proof. Since the volume- and boundary-terms can be treated exactly as in the proof
of theorem 3.2.1, we only consider the mesh-dependent terms associated with in-
terior faces f ∈F0.
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JgKT · JπTEhKT dS dt
(3.33)
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· n1 × E1
h








· n2 × E2
h
dS dt (3.34)
= T1 + T2 + T3 + T4 + T5 + T6 + T7 + T8,
where π1 and π2 are defined as in (3.24). We observe, that only the coupling
terms in (3.34) are modified by the stabilization term, compared to (3.24). Thus,





















· n1 × E1
h
dS dt
and π1pieT f H
2
h
= pieT f H
2
h
















· n1 × E1
h









· n1 × E1
h
dS dt,
such that we obtain T2 + T7 = 0 and analogously T3 + T6 = 0.
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3.2.3 Bounds on the Discrete error
Before we conduct the analysis, we recall some standard hp-approximation re-
sults. Further, we will assume that the spatial mesh-sizes and polynomial degrees
are of bounded local variation. This means that for two neighboring elements K1
and K2 there holds
γ−1 ≤ hK1/hK2 ≤ γ, δ−1 ≤ ps,K1/ps,K2 ≤ δ. (3.35)
Note, that in this section we denote for better readability q := pt .
hp-Approximation Results
Regarding approximation in the space, we will make use of the following result
from [3]:
Lemma 3.2.3. For u ∈ Hk(K), σ = min(p + 1, k), 0 ≤ m ≤ k there exists an ap-
proximation Πmu ∈ Sp(K), p ≥ 1 and a constant C , independent of the discretization






In particular, we can choose Π0u = Π0,K u, where Π0,K denotes the L
2-projection
onto Sp(K). Due to its optimality we have





Furthermore, in order to estimate the mesh-dependent terms of the form, we need
to bound the L2-norm of the trace of the approximation error. To this end we will
make use of the following estimate (see for affine hexahedra [30] and for affine
tetrahedra [43]). It holds for u ∈ Hk(K), k > 1/2:








We will also make use of the inverse trace-inequality (see e.g. [58])






Furthermore, for approximation in time we will use an hp-version H1-conforming
interpolant (see [58], Theorems 3.14, 3.17). A similar interpolant has been used
in [20].
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Lemma 3.2.4. For u ∈ H l(In), τ = min(qn + 1, l), l ≥ 1 there exists an approxima-
tion π1u ∈ Pq(In), p ≥ 1 and a constant C independent of ∆tn, qn with
π1u(tn) = u(tn),π1u(tn+1) = u(tn+1)∫
In






‖∂tu− ∂tπ1u‖L2(In) ≤ C
∆tτ−1
ql−1
‖u‖H l (In) (3.40)
Now we can proceed with the analysis. We begin with making a choice for the
interpolation operator Ih. Note, that a “good” choice of Ih is important for the anal-
ysis, since it allows to employ several orthogonalities in the estimates. In contrast, a
suboptimal choice of the interpolation operator can lead to overly pessimistic error
estimates.
Local Bounds on the Discrete Error
Denoting by Π0 the global L
2-projection with respect to space and by π1 the




with regard to space and time and choose Ih = Π0π1.
We split the error in approximation and discrete errors
u− uh = η+ ξ η= (ηE ,ηH)T = u−Π0π1u, ξ= (ξE ,ξH)T = Π0π1u− uh.





(−η,w) ∀ w ∈ Wk
h
. (3.41)
Further, we split the approximation error in its temporal and spatial parts
η= u−π1u+π1u−Π0π1u =: ηt +ηs (3.42)
The following theorem 3.2.5 provides estimates of the right-hand side of (3.41).
The first estimate will be used in the case of the weak formulation with dissipative
stabilization, since in this case, the jump terms arising in the estimate can be ab-
sorbed by those on the left hand side in (3.30). This technique was discovered by
Warburton for semidiscrete upwind-flux DG in [66] and also applied in [11]. For
the centered flux(αE = αH = 0), the jump terms are not present in the stability es-
timate (3.30), thus, in this case, we need to treat the jump terms using the inverse
inequality (3.39), which yields the second estimate in theorem 3.2.5.
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Theorem 3.2.5. Let assumptions 3.1.1, 3.1.2 and 3.1.3 hold. For E,H ∈
H l(In;H
k(Ω)), k > 1/2, l ≥ 1 with ∇ × E,∇ × H ∈ H l (In,L2(Ω), l ≥ 1, there
holds with C and CK independent of ∆tn, hK , qn, pK and CK depending in general on
the maximal number of faces per element, shape-regularity and for (3.43) on the
stabilization parameters αE ,αH
|Bn
h















































For the centered flux formulation (αE = αH = 0) there holds
|Bn
h












































Proof. We begin with showing that (3.43) holds. Please note that, for brevity, we
present only the estimates related to the electric equation, the magnetic equation
can be treated analogously.




(ηt ,w) + B
n
h




Starting with the terms containing the time-derivatives we have, using the proper-




ǫ(∂tπ1E− ∂tE) ·wE dx dt = 0,
since the temporal part of w belongs to Pq−1(In).





∇× (π1E− E) ·wdx dt
≤ C∆tτnql
n
‖∇× E‖H l (In;L2(Ω))‖wH‖L2(In;L2(Ω)),
(3.46)
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where we have used the Cauchy-Schwarz inequality and Lemma 3.2.4.
Remark: All other terms associated with Bh(π1u− u,w) are mesh-dependent and
involve tangential jumps of the interpolation errors. Since the temporal interpola-
tion errors are tangentially continuous, all these terms vanish.
Now, we turn to the estimation of the spatial part Bh(ηs,w):
Again we start with the time derivative terms. Considering the term involving





ǫ(∂tΠ0π1E− ∂tπ1E) ·wE dx dt = 0




(Π0π1H−π1H) · ∇h ×wE dx dt = 0,
and after an element-wise integration by parts for the curl-term involving E.












































where we have applied (3.38) in the last step.
Note that the constant also depends on the number of faces (i.e. neighboring
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elements) of K (maximum of 24 and 16 faces for a hexahedron or tetrahedron






















Thus, after applying Cauchy’s inequality, we have proven (3.43).
We turn now to (3.44). The only difference lies in estimating the mesh dependent














C‖Π0,K′π1H−π1H‖L2(In;L2(∂ K∩∂ K′))‖n×wE‖L2(In;L2(∂ K)).
Estimating the traces of the projection errors on the faces with (3.38), ‖n ×
wE‖L2(In;L2(∂ K)) with the inverse trace-inequality (3.39) and using that the mesh-
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The constants are independent of h, p and α, but depend on the shape-regularity
of the mesh, the maximal number of neighbors per element and the constants γ,δ
from (3.35). Applying Cauchy’s inequality also to the estimate (3.46), we arrive at
(3.44).
Together with Lemma 3.2.2 we can give the following bounds for the local dis-
crete errors ξE = Π0π1E− Eh, ξH = Π0π1H−Hh.
Lemma 3.2.5. Under the assumptions of theorem 3.2.5, there holds in case of the
centered flux






















































































Proof. Using lemma 3.2.2 with (3.41) we have
1
2∆tn
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In case of the centered flux formulation estimate (3.44) from theorem 3.2.5 leads
to














































Since ‖πT‖ ≤ 1 and 1≥ τ(t) ≥ 0 on I, together with the choice cH = cǫ/∆tn, cE =
cµ/∆tn with c > 0 and small enough, we obtain the result for the centered flux
case.
The result for the dissipative flux formulation is obtained analogously using (3.43)
from theorem 3.2.5 with (3.53) and c f ,H = cαE , c f ,E = cαH with c > 0 and small
enough.
Global Bounds on the Discrete Error
Global bounds on the discrete errors in the L2(Ω)- and L2(I,L2(Ω))-norms can
be obtained, proceeding similarly as in the proof of theorem 3.2.3. In particular we
have
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In order to prove the desired convergence theorem it remains to employ theorem







. Using lemma 3.2.6 we obtain
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3.2 a priori Error Analysis 39
For the special case of uniform spatial polynomial degrees and quasi-uniform
meshes, the part of the error associated with the spatial part of the discretiza-
tion is of order hps/pk−3/2
s
for the non-dissipative centered flux formulation and
hps+1/2/pk−1/2
s
for the dissipative formulation, provided the solution is sufficiently
smooth. The temporal part of the error is in both cases of order ∆t pt+1/pl
t
. The
maximal error at the time nodes, measured in the ‖ · ‖L2(Ω)-norm grows with
p
T ,
the error measured in the ‖ · ‖L2(In;L2(Ω)) grows with T .
3.2.5 Extension to Variable Discretizations
For the a priori error analysis we have so far only considered the case, when
assumption 3.1.3 holds, i.e. the discretization is kept constant for all time slabs
and the error due to the approximation of the initial data is zero. However, in
the context of adaptivity, the discretization might be adapted dynamically for each
time-slab [55, 56], in order to resolve travelling wave-fronts in an efficient way. To





, where the superscript n denotes the time-slab. The solution is transferred by





















for each time-slab. Note, that now the solution is not time-continuous at the time-
nodes tn, unless the spatial part of V
n
h
contains the one of Vn−1
h
.





































thus, dynamically changing discretizations do not affect the stability of the method,
instead they render the scheme dissipative, where the amount of dissipation is de-
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termined by the projection errors between time-slabs. Noting, that the consistency
















which can be bounded using theorem 3.2.3 elementwise, analogously to the error
due to the approximation of the initial data.
3.3 Iterative Solution and Computational Complexity
In this section we present strategies, published in [40], for efficiently solving the
linear systems due to (3.9).
In particular for three-dimensional problems, the linear system of equations gov-
erned by (3.9) is often very large. In this case, the direct solution may become un-
feasible due to the computational complexity and high memory demands of sparse
direct solvers. Furthermore, for adaptive simulations the discretization may change
from time slab to time slab, such that the linear systems have to be reassembled.







directly without storing element matrices. Additionally, under the assumptions of
theorem 3.2.3 we derive a guaranteed bound for the error due to inexact iterative
solution. The error bound can be employed to balance discretization and iteration
errors, which leads to a significant reduction of iterations. Thus, the resulting
method shares many computational advantages of explicit methods.
3.3.1 Basis Functions for Trial- and Test-Space
We denote by Li(ξ) i = 0, ..., p the orthonormal Legendre polynomials on [0, 1]
and by li(t), the integrated Legendre polynomials on [0, 1]:
l0(ξ) = 1− ξ, l1(ξ) = ξ, li(ξ) =
ξ∫
0
Li−1(s)ds i = 2, ..., p. (3.64)
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For the local trial space V k
h,Kˆ
, we choose the tensor product basis




| )ϕc jkl( xˆ , yˆ, zˆ) (3.65)
ϕc jkl( xˆ , yˆ, zˆ) = L j( xˆ)Lk( yˆ)Ll(zˆ)ec
i = 0, ..., pt , j = 0, ..., px , k = 0, ..., py , l = 0, ..., pz. (3.66)





−T vˆci jkl eci jkl , with the
coefficients eci jkl .
The basis for the local test-spaces W k
h,Kˆ
consists entirely of Legendre polynomials




| )ϕc jkl( xˆ , yˆ, zˆ) (3.67)
ϕc jkl( xˆ , yˆ, zˆ) = L j( xˆ)Lk( yˆ)Ll(zˆ)ec
i = 0, ..., pt − 1, j = 0, ..., px , k = 0, ..., py , l = 0, ..., pz . (3.68)
3.3.2 Efficient Evaluation of the Space-Time Residual
In this section we discuss the complexity of evaluating the space-time residual
(3.63). For affine elements and element-wise constant materials we obtain an opti-
mal complexity of O(p4) for each space-time element and for non-affine elements
we get a complexity of O(p5). For simplicity, we assume isotropic polynomial de-
grees pt = px = py = pz = p within each space-time element. Furthermore, we
employ index notation and summation convention.
Time-Derivative Residual


























ǫDF−Tϕc jkl( xˆ , yˆ, zˆ)DF
−Tϕdnpq( xˆ , yˆ, zˆ)|J |d xˆd yˆdzˆ.




Li(ξ)∂t lm(ξ)dξ = δim for i > 1, m > 1 by definition (3.64) and
the orthogonality of the Legendre polynomials. Thus, the time derivative term
can be evaluated by applying a spatial mass matrix Mc jkl,dnpq O(p) times. One
application of Mc jkl,dnpq has a complexity of O(p
3) operations for affine elements
with constant material parameters and a complexity of O(p4) operations for non-
affine elements, when fast-summation techniques are employed (see [13, 42]).






















ϕc jkl( xˆ, yˆ, zˆ) · ∇ ×ϕdnpq( xˆ , yˆ, zˆ)d xˆd yˆdzˆ
For m > 2 we have lm(ξ) = (Lm+1(ξ) − Lm−1(ξ))/
p
(2m + 1), such that the dis-
crete curl operator Cv ol
c jkl,dnpq
is applied O(p) times. Each application of the discrete
curl can be done with O(p3) operations using recurrence relations of the Legendre
polynomials [35]. This leads to a total complexity of O(p4) operations.
Flux Terms
In the following we discuss how the flux terms can be evaluated with a com-
plexity of O(p4) operations. We consider the evaluation of a coupling flux term,
which has to be evaluated at the interface ft × fs, ft = I1 ∩ I2, fs = ∂ K1 ∩ ∂ K2 of
two space-time elements I1 × K1, I2 × K2. We emphasize, that the interface can be
nonconforming in space and also in time.
There holds K i = Fi([0, 1]
3), I i = τi([0, 1]) and we employ a co-variant transform























· (nˆ1 ×pieTf vˆ1)d xˆ d yˆ d tˆ. (3.69)
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In (3.69) we denote byψ2
1
: τ1
−1(I1)× F1−1( fs)→ τ2−1(I2)× F2−1( fs) the mapping







are constant for each face, see for the spatial part [12]. Both mappings
are in general affine and the matrix is a scaled permutation matrix. The scaling in
turn is different from the identity matrix in the case of non-conforming interfaces.
For simplicity, in the following we assume that no coordinate permutations occur,
i.e. we can write ψ2
1
as ( xˆ2, yˆ2, zˆ2, tˆ2) = (sx xˆ
1 + bx , sy yˆ
1 + by , sz zˆ
1 + bt , st tˆ
1 + bt).
There holds for a face with normal nˆ1 = e3 in reference coordinates
Eˆ2
h
= li( tˆ)L j( xˆ)Lk( yˆ)Ll(−1)eci jklec = li( tˆ)L j( xˆ)Lk( yˆ)eFc jkl ec . (3.70)
We can compute the coefficients eF
ci jk
= Ll(−1)eci jkl with an operation count of
O(p4). Using I tˆ = τ
−1
1
( ft) and I xˆ × I yˆ = F−11 ( fs), employing the tensor product



















1 + by)Lo( yˆ
1)d yˆ1(nˆ1 × ed) · ec eFci jk.







1 + by)Lo( yˆ





1 + bx)Ln( xˆ
1)d xˆ1Aux1doi j










Each summation in (3.71) has a complexity of O(p4), when the interface is non-
conforming in the corresponding direction. For interfaces which are conforming
in a certain direction, the corresponding summation can be skipped due to the
orthogonality properties of the trial and test basis functions. Thus, in total we can
compute the flux-residual with a complexity of O(p4) operations.
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3.3.3 Inexact Iterative Solution - Guaranteed Iteration Error Bound
In order to save computational costs, we solve the problem (3.9) inexactly and
employ an error estimate for the iteration error.





− uh,w) = Rm,nh (w).
We can now employ theorem 3.2.3 to get a bound on the error at time tN
‖ǫ 12 em(tN )‖2L2(Ω) + ‖µ
1






























with em = Em
h
− Eh and hm = Hmh −Hh. We evaluate the dual norm of the residual
on the right hand side of (3.72) exactly by computing the Riesz-representor. This
corresponds to the application of an L2-projection and can be done in parallel for
all elements due to the discontinuous test space.
Finally, we note that the iteration error bound (3.72) is free of unknown constants
and therefore guaranteed.
3.3.4 Remarks on the Iterative Solution Procedure
The linear systems governed by (3.14) are non-symmetric in general. For their
solution we employ a preconditioned GMRES solver with restarting after nr itera-
tions, which leads to a memory consumption of essentially nr × N , where N is the
number of degrees of freedom. In most cases, we choose nr = 10.











µ∂tHh ·wH dx dt. (3.73)
The preconditioner (3.73) is at most block-diagonal with block size 3(px +1)(py +
1)(pz + 1). Moreover, in the important special case of affine elements a diagonal
preconditioner is obtained. Thus, recalling the complexity analysis in the previous
sections, one preconditioned GMRES iteration leads to computational costs per
spatial element K similar to NK time-steps of an explicit Runge-Kutta scheme with
pt stages.
Finally, it should be emphasized that the preconditioner (3.73) is efficient only for
sufficiently small ∆t because the terms in (3.14) which are neglected in (3.73)
scale with ∆t.
3.3 Iterative Solution and Computational Complexity 45
p steps Ni t eNi t Ni t/eNi t e(T ) e(T ) Ie f f
1 189 7.9 4.0 2.0 2.04× 10−1 2.04× 10−1 1.7
2 315 24.0 6.1 4.0 3.65× 10−3 3.90× 10−3 3.1
3 220 25.0 6.0 4.2 5.57× 10−3 5.31× 10−3 6.8
4 283 20.0 7.8 2.6 2.30× 10−4 2.26× 10−4 12.6
5 213 22.0 8.6 2.5 1.91× 10−4 1.83× 10−4 5.7
6 252 18.0 8.8 2.0 4.84× 10−5 4.83× 10−5 5.7
Table 3.1: Number of time-steps, average number of GMRES-iterations Ni t per
time-step for exact and eNi t for inexact solution of the linear systems,
speedup Ni t/eNi t , errors e(T ) = ‖u(T )− uh(T )‖L2(Ω) and e(T ) = ‖u(T )−euh(T )‖L2(Ω) for exact and ineaxct solution and efficiency index for the
iteration error bound (3.72) Ie f f = Ei t/‖enh(T )− eh(T )‖L2(Ω)
Example
For illustrating the computational costs of the iterative solution process, we sim-
ulate a Tmm-mode in a resonator and report the number of iterations and errors for
exact and inexact iterative solution in table 3.1.
The computational domain is defined as Ω := [0, 1]3 and discretized with 8×8×8
hexahedral elements. We choose uniform polynomial degrees p = pt = px = py =
pz . The time step is choosen as ∆t = h/(2p + 1), which is the maximal stable
time step for a SSP low-storage Runge-Kutta method of order p + 1 [60]. We set
the wavenumber m to 1 for p = 1, 2, to 2 for p = 3, 4 and to 3 for p = 5, 6. In
table 3.1 the number of iterations required for solving the linear systems within a
tolerance of 10−14 is about Ni t = 20− 30 per time-step. Compared to an explicit
method, where the computational costs are roughly equal to one iteration, the
costs are prohibitively high. However, the number of iterations eNi t = 4 − 9 for
inexact solution is reduced by a factor of 2-4.2 and the associated iteration errors
are consistently overestimated by factors of 2-12, such that the total accurracy is
not compromised by the inexact iterative solution process.
3.4 Numerical Experiments
In this section we present the numerical experiments from [40]. The first part of
this section is devoted to basic convergence tests on non-adaptive discretizations.
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In the second part, we carry out numerical experiments on fully space-time hp-
adaptive discretizations.
3.4.1 Convergence Tests on Non-Adaptive Discretizations
TM Mode hp-Discretization
We choose the computational domain as Ω = [0, 1] × [0, 1] × [0, 1/5] and set
the initial data, boundary conditions and source such that we approximate a TM11-
mode. Further, we set ǫ = µ= 1. The exact solution for the electric field is,
E= sin(πx) sin(πy) cos(ωt)ez , (3.74)
with angular frequency ω = π
p
m2 + n2. For the discretization visualized in Fig.
y
x











Figure 3.3: The discretization in the x− y -plane. The numbers inside the elements of
the spatial mesh are equal to the number of local time steps. We choose
the polynomial degrees isotropically pt = px = py = pz = p increasing
from pmin at the boundary to pmin + 2 the center of the discretization,
corresponding to the shading.
3.3, we show in Fig. 3.4 (left) the time traces of the L2(Ω)-error for 200 periods for
pmin = 1, 2, 3, 4. In Fig. 3.4 (right) we depict the exponentially converging error
measured in the ‖ · ‖L2(In;L2(Ω))-norm.
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Figure 3.4: Left: Time traces of the error measured in the ‖ · ‖L2(Ω)-norm. Right:
Error measured in the ‖ · ‖L2(I;L2(Ω))-norm. Both for pmin = 1, 2, 3, 4 and
the setup from Fig. 3.3
Local h-Refinement in Time
In this section we discuss the convergence of the temporal part of the error, when
local h-refinement in time is present in the discretization. To this end we choose
initial conditions, boundary conditions and sources such that we approximate the
exact solution [65]
E= et x(x − 1)z(1− z)ey ,
H= et x(x − 1)(1− 2z)ex − et(2x − 1)z(1− z)ez
in the space-time domain I × Ω with I = [0, 5],Ω = [0, 1]3 and ǫ = µ = 1. We
decompose the space-time domain in time slabs ∆t × Ω. We depict the spatial
mesh and the temporal refinement level in Fig. 3.5. Since we are interested in
the temporal part of the error, we choose the polynomial degrees in the spatial
directions as px = pz = 2 and py = 0. Thus, the temporal part of the error should
be dominating. In Fig. 3.6 (left), we show the error in the ‖·‖L2(I;L2(Ω))-norm under
∆t-refinement for pt = 1, 2, 3, 4, 5 and obtain convergence orders of pt + 1. In Fig.
3.6 (right), we depict the convergence of the quantity max
k
‖u(tk) − uh(tk)‖L2(Ω)
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for the same setup and obtain orders of 2pt . For continuous-Galerkin (cG) time
stepping schemes, this nodal superconvergence behavior is reported in [2, 68].
z
x
Figure 3.5: Spatial mesh with temporal refinement level. The temporal refinement
level increases according to the shading from 0 at the boundary to 3 at































































































Figure 3.6: Left: error ‖u− uh‖L2(I;L2(Ω)), right: error max
k
‖u(tk)− uh(tk)‖L2(Ω) for
the local h-refinement with respect to time depicted in Fig.3.5
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Broadband Pulse in a Coaxial Waveguide
We consider the propagation of a broadband pulse in a coaxial waveguide with
ǫ = µ= 1. Denoting with r, ϕ and z the radial, azimuthal and axial coordinates of
a cylindrical coordinate system, the computational domain is given, by 4≤ r ≤ 10,
−π ≤ ϕ ≤ π and −50 ≤ z ≤ 50. The boundary condition at the lower end of the
waveguide (z = −50) is chosen as n × Eh = n × E. At the upper end (z = 50)
we apply a Silver-Mueller boundary condition and on the remaining part of the













sin(π( f1 + f2)(z − t))eϕ , (3.76)
where er , eϕ and ez denote the corresponding unit vectors. We set fc = ( f1 + f2)/2
in (3.75) to fc = 3/20. Thus, the wavelength λ is about 1/16-th of the length
of the coaxial waveguide. We decompose the spatial domain in 1600 hexahedra
which leads to an edge length of approximately λ/3. We set∆t = 1/4 and T = 80.
The temporal evolution of the error measured in the ‖ · ‖L2(Ω)-norm is depicted in
Fig. 3.7. The error shows an odd even pattern, the origin of which is likely to be
related to the choice of a central flux. A similar behavior is reported in [28].
Bi-Static RCS, Metallic Sphere - Global p-Refinement
We illuminate a PEC-sphere with radius a = 1 by a ex -polarized time-harmonic
plane wave Einc = sin(ez · x − ωt)ex propagating in ez-direction. The angular
frequency is ω = 2π. We employ the scattered field formulation (2.11) and choose
Ω as a spherical shell with outer radius R = 5. Further, we choose ǫ = µ = 1.
We decompose the spatial domain Ω into 576 hexahedral elements such that the
elements have an edge-length of approximately λ/2 at the surface of the scatterer
and an edge length of about λ at the absorbing boundary. We set the polynomial
degrees uniformly to p = pt = px = py = pz = pgeo. Here, pgeo denotes the
polynomial degree of the mapping F from the reference to the physical element.
We evaluate the bi-static RCS (2.12) and evaluate the far field integral (2.13) using
Gauss quadrature of sufficiently high order on a closed surface S which is one
wavelength away from the surface of the scatterer. In Fig. 3.8 we depict the RCS
obtained for p = 2, . . . , 6 together with aMie-series solution (red line) for reference.
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Figure 3.7: Time traces of the error measured in the ‖ · ‖L2(Ω)-norm for p =
2, 3, 4, 5, 6.
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Figure 3.8: Bi-static RCS, of a PEC sphere with ka = 2π, numerical solutions for a
576-element mesh with polynomial degrees p = 2, . . . , 6 and the analyt-
ical Mie-series solution (red line)
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3.4.2 Space-Time hp-Adaptive Examples
In this section we demonstrate that the developed method can be employed
within a fully automatic space-time hp-adaptive algorithm. To this end, we first
present an adaptive algorithm based on the concept of reference solutions [13, 59].
The material in this section is published in [40].
• Choose a global time step ∆t. This leads to a partitioning of the space-time
domain in equally sized time slabs.
• Given a time slab ∆t ×Ω, choose an initial mesh S0 and polynomial degree
distribution p0.
• Choose a coarse discretization (SH ,pH) = (S0,p0) with finite element space
Vn
H
. Construct a refined discretization (Sh,ph) by isotropically refining all
space time elements and increasing all polynomial degrees by one. We de-




Now, we iteratively perform






2. ESTIMATE: Evaluate the error indicators E2(In × K) = ‖uh −
uH‖2L2(In;L2(K)). If ‖uh − uH‖L2(In;L2(Ω)) ≤ TOL stop and proceed to
the next time slab. Otherwise continue with MARK.
3. MARK: Using the indicators E(In × K), mark space-time macro ele-
ments In×K for refinement/derefinement. We employ a fixed fraction
marking strategy [16].
4. REFINE: Given a marked In × K , we create a set of refinement candi-
dates V cand
H,In×K (In× Kˆ ,pK). The set of candidates, contains all combina-
tions of the following modifications
– increase/decrease the polynomial degrees px , py , pz , pt
– isotropically h-refine/derefine in the spatial directions
– increase/decrease the temporal refinement level
If the refinement leads to new space-time elements, we reduce the
number of candidates by choosing the same polynomial degrees for all
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newly created elements.





E cand − E
#DOF(V candH )
,





Thus, we obtain a new global coarse finite element space Vn
H
, create a
new refined space Vn
h
and go to SOLVE.
• At this point, the coarse- and fine-grid solutions are computed for the time
slab In ×Ω and we continue with the next time slab.
Remark1: For the coarse and fine-grid solutions at time-slab n we choose as initial-
data the L2-projection of the fine-grid solution from time-slab n− 1.
Remark2: The number of linear solver iterations for the fine-grid solve can be sig-





Figure 3.9: Tensor product visualization for polynomials with degrees px ,pz
Broadband Pulse in a Coaxial Waveguide
We again simulate the coaxial waveguide from section 3.4.1, but this time with
the space-time hp-adaptive algorithm. The initial spatial mesh employed for each
time slab contains only 200 elements and the polynomial degrees are set uniformly
to pt = 1, px = py = pz = 0. We set the degree of the element transformation at
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curved boundaries to pgeo = 4 and in the interior of the computational domain to
pgeo = 1. Moreover, we set T = 80 and choose the global time step as∆t = 1/2. We
depict the electric field magnitude |Eh|, the spatial polynomial degree distribution
and the temporal polynomial degree distribution of the final coarse-grid discretiza-
tion of time slab 73 in Fig. 3.10. We observe, that refinement is concentrated in
the area of the pulse and that the hp-algorithm chooses mostly p refinement with
higher spatial polynomial degrees in axial direction than in radial direction. This
reflects the nature of the exact solution, which is smooth and features a greater
variation in axial direction than in the radial and circumferential directions. Fur-
ther, we note that the temporal refinement level was never raised. The relative fine
grid error measured in the ‖ · ‖L2(I;L2(Ω)) is 9.6 · 10−3.
Scattering from a Dielectric Sphere
A dielectric sphere with radius a = 1 is illuminated by a plane-wave with Gaus-
sian shape
Einc = e
−(ex ·x−t−4)2ez , Hinc = ex × Einc .
We choose the relative electric permittivity and magnetic permeability of the scat-
terer as ǫ = 4 and µ = 1, respectively. Further, in fee space we set ǫ = µ = 1.
The scatterer is embedded in a sphere of radius R = 5 and we compute the scat-
tered fields using the scattered field formulation (2.11). We set T = 80 and the
global time step as ∆t = 1/10. The initial mesh for each time slab consists
of only 72 elements and the initial polynomial degrees are chosen uniformly as
pt = 1, px = py = pz = 0. For an accurate representation of the curved surfaces
we set pgeo = 4 at the surface of the dielectric sphere and at the absorbing bound-
ary. In Fig. 3.11 we show the electric field magnitude and the discretizations
obtained with the hp-adaptive algorithm for time slabs 33, 65 and 124. Inspect-
ing the spatial discretization, we observe that moderate polynomial degrees and a
rather fine mesh are chosen at the material interface. Here, the fields have only
limited regularity. Away from the interface, where the solution is smooth, the al-
gorithm chooses high polynomial degrees and a larger mesh size. With respect to
time, local h-refinement is dominating. Since the temporal polynomial degree pt
was essentially never modified, we do not show the corresponding polynomial de-
gree distributions. We show the obtained bi-static RCS for ka = 1, where k denotes
the wavenumber, together with a Mie-solution for reference in Fig. 3.12. The rela-




















Figure 3.10: hp-adaptive simulation of a broadband pulse in a coaxial waveguide
at time slab 73. From top to bottom: distribution of the electric field
magnitude |Eh|, the spatial polynomial degrees (px , py , pz), and the
temporal polynomial degree pt .













= 2.53 · 10−2.
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Figure 3.11: Scattered field from a dielectric sphere and the corresponding dis-
cretization, obtained with the hp-adaptive algorithm for timeslabs 34,
66, 125 (from top to bottom). From left to right: electric field magni-
tude |Eh|, spatial polynomial degrees (px , py , pz) and temporal refine-
ment level.
56 3 Space-time Galerkin Discretization of Maxwell’s Equations
































bC bC bC bC
bC bC bC bC bC bC
bC bC bC bC bC bC bC bC bC bC bC
bC bC bC bC bC bC
Figure 3.12: Bistatic RCS of a dielectric sphere with ǫ = 4 and ka=1. Here, k de-
notes the wavenumber and a the radius of the sphere. Discrete solu-
tion (black circles), Mie-series solution (black line).
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3.5 Conclusions
We have presented a space-time Galerkin method which combines a discontin-
uous Galerkin approach in the spatial directions with a continuous Galerkin ap-
proach in the temporal direction. The resulting method naturally allows for local
hp-refinement in space and in time. Furthermore, it can be demonstrated that
the method is non-dissipative, provided a centered flux is chosen and the spatial
discretization is not changed during the simulation. We have described how the
arising linear systems of equations can be solved iteratively, without the need of
assembling and storing global or local element matrices. Since an efficient resid-
ual evaluation is particularly important in order to cut down computation times
in practice, we have demonstrated that the residual can be evaluated directly with
complexities of O(p4) for affine elements and O(p5) operations for non affine el-
ements. This was achieved by employing fast-summation techniques, which are
an established tool for the implementation of high-order finite element methods
[9, 13, 35, 42].
Furthermore, for discretizations not containing local refinement with respect to
time, we have carried out the fully discrete a priori error analysis, being explicit in
the spatial- and temporal mesh size as well as in the degrees of the approximating
polynomials. The analysis extents results for an h-version HDG discretization for
the wave equation [20] to the presented hp-discretization for Maxwell’s equations.
Under the same assumption, we have established a guaranteed a posteriori bound
on the iteration error. For a test-problem, the estimate was shown to overestimate
the actual error consistently by factors between 1.5 and 12. The obtained bound
on the iteration error can be employed for the purpose of balancing iteration and
discretization errors.
While the computational costs of the space-time Galerkin method are higher than
those of explicit hp-DG methods such as [56, 57], it allows to apply hp-adaptivity
also in time. Thus, it provides the possibility for controlling the discretization error
in the entire space-time domain.
Future work should be directed towards the extension of the a priori error anal-
ysis to the general case of local refinement in time and the development of more
efficient methods for the iterative solution of the linear systems.
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4 Extension to Waveguide Problems
For many technical applications it is required to guide electromagnetic fields,
e.g. in antenna feeding. As rectangular or circular waveguides are very commonly
applied for this purpose, their numerical modeling is of high practical importance.
For volume discretization schemes this amounts to the truncation of the compu-
tational domain at so called waveguide ports. On the one hand, waveguide ports
have to absorb outgoing waves with as little reflection as possible, and on the other
hand they have to allow guiding fields into the computational domain. The lat-
ter requires the two-dimensional field distribution at the waveguide port to fulfill

















Figure 4.1: Left: Computational domain Ω consisting of ΩD and 4 waveguide sub-
domains Ωi
w
, right: waveguide subdomainΩi
w
The absorption of outgoing waves can be achieved, e.g., by applying Silver-
Mueller boundary conditions. Unfortunately, the application of first order Silver-
Mueller boundary conditions can lead to significant reflection at waveguide bound-
aries, such that reflected waves propagate back into the computational domain
and lead to a large modeling error. This is also the case when some perfectly
matched layer (PML) formulations are employed to absorb outgoing waves con-
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taining modes with frequencies near the cut-off frequency.
One approach, which leads to an effective absorption of outgoing modes at all
frequencies, is the application of an inhomogeneous boundary condition with ana-
lytical solutions [41]. Here the waveguide fields are decomposed in their temporal-
longitudinal and transversal parts. The transversal parts can be computed either
analytically or numerically from an eigenvalue problem on the cross-section. The
remaining part is the solution to a time-dependent PDE in one dimensional space,
which can be solved analytically. However, this approach makes it necessary to
compute convolutions of the discrete solution with Bessel functions, in each time
step.
Yet another approach presented in [50] instead employs discrete solutions to the
1D PDE , which are obtained with a DG method. This leads to a coupled 3D-1D
problem with two additional 1D PDEs for each considered mode. However, no sta-
bility and convergence analysis is available for this method.
In this work, a similar approach to [50] is adopted. Instead of discretizing the cou-
pled 3D-1D problem, the waveguide parts of the three-dimensional computational
domain are extended, such that a PEC boundary condition can be applied at their
ends. The solution is approximated by tensor-product basis functions, consisting
of waveguide-modes in transversal directions and polynomials in longitudinal and
time-directions. This approach is a natural extension of the space-time discontinu-
ous Galerkin method presented in chapter 3, inheriting its arbitrary high order of
accurracy in space and time. Further it allows for an extension of the a priori and
a posteriori analysis presented in chapters 3 and 5. It is also noteworthy, that the
additional computational effort associated with the waveguide parts corresponds
to that of a single 1D problem for each waveguide subdomain and each considered
mode.
4.1 Waveguide Solutions
We consider problems, where one or more subdomains of the computational do-
main Ω are homogeneous waveguides. The situation is depicted in Fig. 4.1. For
simplicity, in the following section we consider the case of one waveguide subdo-
main i.e. Ω = ΩD ∪Ωw. Here, Ωw = Sw × Iw where Sw denotes the cross-section.
We assume that Iw is aligned with the ez-axis. Solutions of Maxwell’s equations in
a homogeneous waveguide with non-varying cross-section can be represented as a
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series of transverse magnetic (ν = TM) and electric modes (ν′ = TE) by employing





















For the transverse fields, denoting by∇T =∇−∂z and∆T =∆−∂zz , there holds
emν(x , y) =∇T vm(x , y) hmν(x , y) = ez ×∇T vm(x , y) (4.2)
enν′(x , y) = −ez ×∇T wn(x , y) hnν′(x , y) =∇T wn(x , y), (4.3)




mνvm = 0 in Sw ∆T wn +λ
2
nν′wn = 0 in Sw
vm = 0 on ∂ Sw n · ∇T wn = 0 on ∂ Sw. (4.4)
Further, for λmν > 0,λmν′ > 0, following [37], we normalize the eigenfunctions as∫
Sw




















hmν′hnν′ dS = δnm, (4.6)
where δnm denotes the Kronecker symbol. In special cases, e.g. rectangular or
circular cross-sections, exact solutions to the eigenvalue problems (4.4) are well
known [33].
The functions with (z, t)-dependence in (4.1), fulfill
µ fmν,t + gmν,z −λ2mνhmν = 0 ǫ fnν′,t + gnν′,z − λ2nν′hnν′ = 0
ǫgmν,t + fmν,z = 0 µgnν′,t + fnν′,z = 0
ǫhmν,t + fmν,z = 0 µhnν′,t + fnν′,z = 0. (4.7)
It has to be noted, that when one considers the Fourier transform with respect to
time of (4.7), it can be seen, that solutions decay exponentially for wavenumbers
smaller than λm,λn. They correspond to the cut off frequencies (see e.g. [33]).
Thus, away from inhomogeneities, for a given frequency range, depending on the
geometry of Sw, only a limited number of eigenpairs needs to be considered in the
ansatz (4.1). This allows for the reduction of Maxwell’s equations to (4.7) and
(4.4).
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4.2 Spacetime hp-Galerkin Method for Problems with Waveguide Ports
By employing a discontinuous Galerkin discretization we can use different ap-
proximations in Ωw and ΩD, as depicted in 4.2: While for the part In × ΩD we
employ the discretization described in chapter 3, for the subdomain Ωw, we will
approximate the solution with functions mimicking the separation ansatz (4.1). To
this end, the waveguide-subdomain Ωw is partitioned in segments K = Jm × Sw
leading to a triangulation Tw. Thus, proceeding with the temporal part exactly as
in section 3.1.2, we obtain a partitioning of each time-slab (tn, tn+1]×Ω, consisting
of space-time macro elements Q = In × K , where the spatial elements K are hex-
ahedra in TD and waveguide segments in Tw. On the interface Γw = ∂Ωw ∩ ∂ΩD,
modeling the waveguide port, we do not impose any constraint on the irregularity
of the triangulation. By Fw, we denote the set of non-empty faces f = K ∩ K ′,
where K ∈ Tw and K ′ ∈ TD.
Fw
Tw TD
Figure 4.2: Left: Spatial triangulation of Ω consisting of TD(ΩD) and a waveguide
subdomain Tw(Ωw)
4.2.1 Finite Element Spaces for Ωw
For the transverse part we employ the functions satisfying (4.4)
Vν(Sw) = span{vn(x , y)}Nνn=1, Vν′(Sw) = span{wn(x , y)}
Nν′
n=1,
where Nν and Nν′ denote the number of TM and TE modes considered. For sim-
plicity, we assume that Sw is such that an analytical solution is available for the
eigenvalue problems (4.4). In general, however, the eigenvalue problems can be
solved numerically, for example with an hp-discontinuous Galerkin method.
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For the axial and temporal part we employ a tensor product construction analo-
gously to (3.4)
Vzt(K; pt , pz) := SK(In)⊗ Ppz (Jm), Wzt(K; pt , pz) := TK (In)⊗ Ppz (Jm). (4.8)
For the trial- and test-spaces we make use of the following tensor-product spaces
Vnν(Q) := Vν(Sw)⊗ Vzt(In × Im; pt ,Q, pz,Q),
Wnν(Q) := Vν(Sw)⊗Wzt(In × Im; pt ,Q, pz,Q),
Vnν′(Q) := Vν′(Sw)⊗ Vzt(In × Im; pt ,Q, pz,Q)
Wnν′(Q) := Vν′(Sw)⊗Wzt(In × Im; pt ,Q, pz,Q)
The discrete solution is locally approximated in
VE
ν
(Q) := {v= vT + vn : vT ∈ ∇T Vnν(Q),vn ∈ Vnν(Q)},
VHν (Q) := {v= ez × vT : vT ∈ ∇T Vnν(Q)}, (4.9)
in the TM case and in
VE
ν′(Q) := {v = −ez × vT : vT ∈ ∇T Vnν′(Q)},
VH
ν′(Q) := {v = vT + vn : vT ∈ ∇T Vnν′(Q),vn ∈ Vnν′(Q)}, (4.10)









replacing Vnν(Q) in with Wnν(Q) in (4.9) and Vnν′(Q) with Wnν′(Q) in (4.10).
4.2.2 Finite Element Spaces for ΩD ∪Ωw
Recalling for K ∈ TD the spaces Vh,Kˆ , Wh,Kˆ from (3.4), we define the trial- and
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Furthermore, we denote the global-in-time versions by Vh and Wh.
4.2.3 Weak Formulation for Waveguide Problems
We apply the weak formulation (3.14) without modifications




(w) ∀ w ∈ Wn
h
.
The only difference lies in the fact, that in the waveguide-domain another set of
basis functions is employed, which consists, of 3M (pt + 1) (pz + 1) basis functions
for each space-time element in the waveguide-part of the triangulation. Here M
denotes the number of propagating modes in the waveguide, which is application
dependent and usually rather small. In many cases, the dimensions of the cross-
section Sw are chosen such that only the fundamental mode, corresponding to the
smallest eigenvalue in (4.4), can propagate. The evaluation of the local residuals
can be carried out with O(M p2) operations using the same techniques as in sec-
tion 3.3. Thus, the computational effort for the waveguide part of the discretization
corresponds to that of a one-dimensional time-dependent problem, which is often
negligible, even if the waveguide domain is several hundred elements long.
It is noteworthy, that the stability analysis presented in chapter 3 is directly appli-
cable, also for discretizations with local refinement in time. Under similar assump-
tions as in chapter 3 (no local refinement in time, affine elements), the a priori
error analysis could be extended as well and would yield hp-convergence to the
solution in the entire domain Ω.
Thus, provided the length of the waveguide domain Ωw is chosen, such that no
reflections from the end can enter ΩD, the proposed method yields an arbitrarily
accurate “termination” of ΩD, regardless if evanescent modes are present near the
interface Γw.
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4.3 Modelling of Waveguide Excitation for S-Parameter Computations



























n× (n× (H−Hinc)) · hneνeiωt dS dt. (4.13)
In order to excite predefined electromagnetic waves Hinc, propagating into ΩD
through the port surface Γ j
w
, we enforce the transmission condition
JHKT = jS on (0, T]× Γ jw jS = 2g(t)eneν, (4.14)
which excites an incident magnetic field with n× (n×Hinc) = g(t)hneν on Γ jw. The
function g(t) is usually chosen, such that it contains a predefined frequency range






, c = ( f2 − f1)/(2
Æ
2 ln(10)). (4.15)
The condition (4.14) is enforced weakly through the numerical flux, which is




, H∗ = {Hh}+αEJEhKT +
1
2
n× jS ∀ f ∈ Fw,
such that, for the model problem
ǫ∂t E−∇×H = 0 in Ω× (0, T]
µ∂tH+∇× E= 0 in Ω× (0, T]
n× E= 0 on ∂Ω× (0, T]




E = 0, H= 0 in Ω× {0}, (4.16)
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we obtain the discrete problem



















αH jS · JwKT dx dt,




from (4.11) and (4.12).
4.4 Numerical Experiment
4.4.1 Waveguide Transmission
To evaluate the accuracy of the proposed method for realizing waveguide ports,
we consider the propagation of a TE10-mode in a rectangular waveguide with
ǫ = µ = 1. The computational domain is given by ΩD = [0, 2] × [0, 1] × [0, 24]




at both ends. The problem
under consideration is (4.16) and excitation at the port with surface Γ 1
w
, located
at z = 0, is chosen as in (4.14), such that Hinc = g(t − to)e1,TE with g(t) from
(4.15). The frequency range is f1 = 1.45 fcut ,1, f2 = 0.95 fcut ,2, where fcut ,1 = 1/4
and fcut ,2 are the cut-off frequencies of the considered TE10-mode and the modes
TE11/TM11. The simulation duration corresponds to 150 periods at the center fre-







is 100 wavelengths at the center frequency fc , such that even for a simulation
time corresponding to 150 periods at frequency fc , reflections from the ends cannot
enter ΩD. The spatial mesh covering ΩD consists of only 2× 1× 24 hexahedral ele-
ments and each waveguide-domain is meshed with 240 segments. The polynomial
degrees are isotropic in space and time ie. pt = px = py = pz = p.
In Fig. 4.3 we show the convergence of the magnitudes of the reflection and trans-
mission parameters S11 and S21 under p-refinement for the energy conserving for-
mulation as well as the formulation with the dissipative flux. The S-parameters
converge exponentially for both formulations. The results of the stabilized formu-
lation are more accurate for most of the considered frequency points, than those,
obtained with the energy conserving, centered flux formulation. This is expected
given the a priori-error analysis in chapter 3.
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Figure 4.3: Convergence of S-parameters under p-refinement. Top row: Conver-
gence of the magnitude of the reflection parameter S11( f ). Bottom
row: Convergence of the magnitude of the transmission parameter
S21( f ). Left: Results obtained, using the formulation with centered
fluxes. Right: Results obtained, using the formulation with dissipative
stabilization.
4.5 Conclusion
In this chapter, we have developed an extension of the space-time discontinuous
Galerkin method, which allows to discretize waveguide structures in an efficient
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way. To this end, we have constructed basis functions consisting of waveguide
modes in the transversal directions and tensor-product polynomials in the time-
and axial directions. This reduces the number of degrees of freedom in parts of
the computational domain with waveguide structure significantly. As the extension
is consistent with the space-time formulation (3.14), the results of the a priori
error analysis can be extended and exponential convergence for smooth solutions
is observed in numerical tests.
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5 Approximation of
Quantity-of-Interest Functionals
For many practical applications derived quantities of the solution are more im-
portant than the actual field solution. Examples for such QOIs include antenna
farfields or the RCS of objects, the specific absorption rate SAR of a tissue sample,
or scattering parameters.
Mathematically, QOIs can be represented as a functional on the solution space
J : V → R. Performing mesh adaptation with the aim of computing a QOI with
a given error tolerance rather than minimizing some global error norm of the field
solution can lead to substantially different mesh refinements. In particular, signifi-
cantly less computational resources can be required for reducing the error in a QOI
to a given tolerance if goal-oriented adaptivity is performed.
The efficient and reliable computation of such QOIs within adaptive algorithms
has been an active topic of research for the last 20 years. In particular, a poste-
riori error estimation for QOIs by adjoint techniques such as the dual-weighted-
residual (DWR) method (see the review articles [8, 19]) received much attention.
Adjoint-based error estimation is based on a general theoretical framework, which
is applicable to a wide range of problems, including linear and nonlinear ellip-
tic, parabolic and hyperbolic problems. Applications include elasticity, the Euler-
and Navier-Stokes equations [24–26], scalar linear hyperbolic problems [6, 30],
Maxwell’s equations in the frequency domain [32], elliptic eigenvalue problems
and optimal control problems [29]. The DWR method is applicable to discretiza-
tion methods, which can be cast into a variational framework as it is the case
for continuous and discontinuous Galerkin methods as well as some finite volume
methods [17] and the FDTD and FIT methods [39].
The abstract a priori-error analysis for QOIs has been carried out for conforming
finite element methods in [19]. For scalar hyperbolic equations discretized with
DG, hp error bounds were presented in [30] and for PDEs with non-negative char-
acteristic form in [22]. For smooth solutions such a priori estimates yield improved
convergence rates of O(h2p) for QOIs, compared to estimates in the energy norm
(O(hp)). However, these improved convergence rates can only be realized when
also the associated dual solution is smooth, which in turn depends on the particular
QOI functional [21].
First the model-problem under consideration and its adjoint problem for a volume-
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based QOI-functional are stated. Then, an outline of the adjoint-based a posteriori
error estimate is given in an abstract setting. Finally, the necessary consistencies
are verified and an adjoint-based error estimator for the discretization of Maxwell’s
equations presented in chapter 3 is derived. Furthermore, applying techniques
similar to [22], an hp-a priori error analysis for linear QOI functionals is presented,
confirming improved convergence rates in comparison to the norm-based error es-
timates from chapter 3. Finally the a posteriori and a priori error estimates are
validated with numerical experiments.
5.1 A Dual Maxwell Problem
The dual problem and its boundary conditions depend on the primal problem,
including the boundary conditions as well as the QOI functional. We consider as a
model problem
ǫ∂tE−∇×H= J in Ω× (0, T]
µ∂tH+∇× E = 0 in Ω× (0, T]
n× E= 0 on ∂Ω× (0, T]
E= 0, H= 0 in Ω× {0}, (5.1)























zH · (µ∂tH+∇× E) dx dt,
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n×H · zE dS dt.
Thus, taking into account the initial conditions for E and H as well as the boundary
condition n× E= 0 we obtain the dual problem
− ǫ∂t zE +∇× zH = JE
−µ∂tzH −∇× zE = JH in Ω
n× zE = 0 on ∂Ω
zE(T ) = 0,z(T ) = 0 in Ω, (5.2)
where the dual boundary condition n×zE = 0 and the terminal conditions zE(T ) =
0, z(T ) = 0 have been obtained from the remaining (space-time) surface terms.
5.2 Adjoint Error Representation
Sufficiently smooth solutions u ∈ V to system (5.1) fulfill the continuous varia-
tional equation
B(u,w) = L(w) ∀w ∈ W, (5.3)





























J ·wE dx dt,
and W is a sufficiently smooth test-space. By using the tangential continuity of u
as in the proof of (3.12) we can replace the forms B and L in (5.3) with Bh and Lh,
such that also
Bh(u,w) = Lh(w) ∀ w ∈ W (5.4)






Further, the sufficiently smooth solution z = {zE ,zH} to the adjoint problem (5.2)
fulfills
B(v,z) = J(v) ∀ v ∈ V.
Thus, provided Bh is adjoint-consistent, i.e.
Bh(v,z) = J(v) ∀ v ∈ Vh (5.5)
and further
Bh(v,z) = Jh(v) ∀ v ∈ V, (5.6)
we can obtain the error representation
J(u)− Jh(uh) = Jh(u)− Jh(uh) consistency of Jh
= Bh(u,z)− Bh(uh,z) (5.5) and (5.6)
= Bh(u− uh,z) linearity
= Bh(u− uh,z− ewh) Galerkin orthogonality
= Lh(z− ewh)− Bh(uh,z− ewh) (5.3) (5.7)
where, in the second step, we have used primal Galerkin orthogonality (3.12) yield-
ing Bh(u− uh, ew) = 0 for any ewh ∈Wh.
In the following section we show that the required consistency results (5.5) and
(5.6) hold and state how the resulting error representation can be employed to
obtain a computable a posteriori error estimate.
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5.3 Goal Oriented a posteriori Error Estimate
Before we proceed with deriving the error representation, we verify the consis-
tencies (5.5) and (5.6). We will also account for discretizations with local refine-
ment in time, changing meshes and polynomial-degree distributions (see section
3.2.5).




































Lemma 5.3.1. For z ∈ W, sufficiently smooth, the solution z to the adjoint problem
(5.2) fulfills
Bh(v,z) = J(v) + Sh(v,z) := Jh(v) ∀ v ∈ Vh (5.9)
and further for sufficiently smooth v
Bh(v,z) = J(v) ∀ v ∈ V. (5.10)






































































































Integrating all time-derivative terms in (5.11) interval-wise by parts with respect
to time, integrating element-wise by parts the fourth term in (5.11) with respect
to the spatial variables, we can use the tangential continuity of z and continuity in
time of z to see that the dual solution z to (5.2) fulfills (5.9) and (5.10).
Note that, that the stabilization term Sh(v,z) vanishes always by tangential con-
tinuity of z and v for (5.10). For v ∈ Vh and local refinement in time this is
however not the case. Thus, we consider in this case the modified functional
Jh(v) := J(v) + Sh(v,z), as a consistent approximation to J(v), see also the dis-
cussion at the end of section 3.1.6.
Having verified the consistencies (5.9) and (5.10), we can proceed with deriv-
ing the error representation. Within the error-representation, we will make the
particular choice of the function ewh as the L2-projection of z onto the discrete
test-space Wh. To this end, we denote Π
∗ = Π0π0, where π0 and Π0 are the L
2-
projection operators onto the temporal and spatial parts of the discrete test-space
Wh, respectively.
Theorem 5.3.1. Under the assumptions of lemma 5.3.1, the error can be represented





















































= z−π0z, η∗s = π0z−Π0π0z.
Proof. Using the obtained adjoint consistencies (5.10) and (5.9) with v = u and
v= uh, and further , we obtain
J(u)− Jh(uh) = Jh(u)− Jh(uh) = Bh(u,z)− Bh(uh,z) = Bh(u− uh,z)
= Bh(u− uh,z− ewh) + Bh(u− uh, ewh) = Rh(uh;z− ewh) + Rh(uh; ewh).
Choosing ewh = Π∗z, we have
J(u)− Jh(uh) = Rh(uh;z−Π∗z) + Rh(uh;Π∗z).
Note that in the case of exact solution of the linear systems, due to Galerkin orthog-
onality (3.12), there holds Rh(uh;Π
∗z) = 0, such that we can associate Rh(uh;Π
∗z)
with the error due to inexact solution.
Introducing the splitting of the projection error
z−Π∗z= z−π0z+π0z−Π0π1z =: η∗t +η∗s , (5.13)





















Assuming z is known, the error representation from theorem 5.3.1 can be em-
ployed as a stopping criterion within an adaptive algorithm. In order to obtain
error indicators for the purpose of local refinement, a localized version of (5.12) is
needed:





































5.3 Goal Oriented a posteriori Error Estimate 75
where Rn
h,K
denotes the restriction of the residual to the space-time (macro) element
In × K . Thanks to the splitting of the dual projection error η∗, we obtain the
















= π0z− bΠxπ0z, η∗y = bΠxπ0z− bΠy bΠxπ0z, η∗z = bΠy bΠxπ0z− bΠz bΠy bΠxπ0z,
where to projections bΠx , bΠy , bΠz are carried out on the spatial reference elementbK . Thus, in the anisotropic case we obtain


























Rnh,K (uh;η∗x ) , Eny,K := Rnh,K (uh;η∗y) , Enz,K := Rnh,K (uh;η∗z)
(5.15)
Please note, that the error bounds (5.14) and (5.15), should only be used for the
purpose of local refinement indicators. Summing up the absolute values of the local
contributions in (5.14) can lead to estimates being orders of magnitude larger than
(5.12), see for a detailed discussion e.g. [8].
5.3.1 Evaluation of the a posteriori Error Estimator
Since the error representation formula from theorem 5.3.1 contains the in gen-
eral unknown solution z to the continuous adjoint problem (5.2), we will replace
it by an approximation ezh in a larger space eVh. It should be noted, that due to
Galerkin-orthogonality, we cannot choose ezh in Wh, since this would yield an error
equal to zero.
One might raise the question, why then one should not directly approximate u
by euh in a larger space and simply evaluate the approximate error J(euh)− J(uh).
However, while this approach delivers information about the size of the error in
the QOI, it delivers no information for guiding adaptive refinement with the goal
of reducing the QOI-error. This information is contained in the residuals weighted
by the dual solution.
In the literature, one can find several approaches for obtaining an improved ap-
proximation to z. The conceptually simplest, but from the computational point of
view probably also most expensive approach, consists of solving the dual problem
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directly in a larger space as proposed in [31]. A different approach is to solve
the dual problem in the same space as the primal problem and using techniques,
which rely on superconvergence properties of finite element approximations such
as patch-wise higher order interpolation (see e.g. [5, 8]). Which approach is more
suitable, depends on the accuracy demands for the error bound and on the problem
at hand. If not stated differently, we will, employ an approach similar to the one
proposed in [31]. However, instead of solving the problem directly in the larger
space eVh, we solve the dual problem in the same space as the primal one, extend
the solution to a globally p-refined space eVh and do only a few linear-solver iter-
ations in the larger space. Numerical experiments suggest, that the approximate
dual solution obtained with this approach leads to a sufficiently accurate approxi-
mation of the dual weight z−Π∗z, yielding accurate estimates of the error.
In many cases the obtained approximate error representation is accurate enough,
to obtain an improved approximation to the value of the QOI by adding the ap-
proximate error representation to the functional value. In the literature, this con-
ceptually simple technique is sometimes referred to as adjoint postprocessing (see
[19]).
5.4 a priori Error Analysis: Linear Functionals
In this section we give a priori-estimates for linear quantity-of-interest function-
als of the solution. To this end we will apply an approach, similar to the one in
[22].
For the analysis we require, that no local refinement with respect to time is present
in the discretization, the spatial elements are affine and their polynomial degrees
are isotropic px = py = pz = p. Further, we require exact integration and exact
solution of the linear systems. Note, that we again set q := pt for better readability.
Denoting η∗ = z−Π∗z, we have by Galerkin orthogonality (3.12)
|JE(E− Eh) + JH (H−Hh)|= |Bh(u− uh,η∗)|
≤ |Bh(η,η∗)|+ |Bh(ξ,η∗)|. (5.16)
The first term in (5.16) can be estimated as
Lemma 5.4.1. Let assumptions 3.1.1, 3.1.2 and 3.1.3 hold. For E,H ∈ H l(In;L2(Ω))
, zE ,zH ∈ H l
∗
(In;H
k∗ (Ω)) l, k, l∗, k∗ ≥ 1 with∇×E,∇×H∈ H l(In,L2(Ω),∇×zE,∇×





= min(pK + 1, k
∗
K
), τ∗ = min(q, l∗) there holds with C and
CK independent of ∆t, hK , q, pK and CK depending in general on the maximal number
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‖zE‖L2(In;Hk∗K (Ω)) + ‖zH‖L2(In;Hk∗K (Ω))

(5.17)
Proof. Using the splittings (3.42) and (5.13) of the primal and dual projection





























)|. Note that we will only consider the terms
arising due to the electric equation, the terms arising due to the magnetic equation
can be treated analogously.
Applying the Cauchy-Schwarz inequality, the interpolation error estimate (3.2.4) to
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αEJE−π1EKT · JzE −π0zEKT dS dt = 0. (5.19)











ǫ∂t(E−π1E) · (π0zE −Π0π0zE)dx dt = 0






















JH−π1HKT · {zE −Π0π0zE}dS dt.
First we note that by tangential continuity of H and π0H the second term on the
right-hand side vanishes such that after an application of the Cauchy-Schwarz in-
equality, it remains to estimate the first term using (3.2.4) for the primal interpola-
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αEJE−π1EKT · JzE −Π0π0zEKT dS dt = 0.





)| we have after applying the Cauchy-Schwarz inequality,









































The mesh dependent terms vanish for the same reason as in (5.22).





)| we have, η∗
s
being a polynomial of degree q − 1




ǫ∂t(π1E−Π0π1E) · (π0zE −Π0π0zE)dx dt = 0.
















(π1H−Π0π1H) · ∇h × (Π1π0zE −Π0π0zE)dx dt,
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where the second term on the right hand side vanishes by orthogonality of the L2-
projection. Applying (3.37) for the primal interpolation error and Lemma 3.2.3 for


















−1 ‖zE‖L2(In;Hk∗K (K))‖H‖L2(In;HkK (K)).












































where we have used the Cauchy-Schwarz inequality and then applied for each
face the approximation result (3.38) for the primal and dual approximation errors
respectively. Note that the constants also depend on the number of neighbors.
For estimating the term |Bn
h
(ξ,η∗)|, we can proceed essentially along the lines of
the proof of theorem 3.2.5.













τ∗ = min(q, l∗) there holds with C and CK independent of ∆t, hK , q, pK and CK de-
pending in general on the maximal number of faces per element, shape-regularity and
for (3.43) on the stabilization parameters αE,αH
for the centered flux formulation (αE = αH = 0)
|Bn
h












‖∇× zE‖2H l∗ (In;L2(Ω)) + c
−1
H
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and for the dissipative formulation (αE > 0,αH > 0)
|Bn
h
















‖∇× zE‖2H l∗ (In;L2(Ω)) + c
−1
H



















































ǫ∂tξE · (zE −π0zE)dx dt = 0.






















αEJξEKT · JzE −π0zEKT dS dt = 0. (5.22)
For the term |(ξ,η∗
s




ǫ∂tξE · (π0zE −Π0π0zE)dx dt = 0
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{π0zE −Π1π0zE} · JξHKT dS dt,
where the first term vanishes by orthogonality. Thus it remains to estimate the
mesh dependent terms. For the dissipative formulation we have (see the proof of

























































Recalling (5.16), we can now sum up the contributions for each time-slab from




(ξ,η∗)| from lemmas 5.4.1 and 5.4.2, respec-
tively. Then, the estimate from lemma 3.2.6 is employed to bound the consistency
error ξ in (5.20). This is yields theorem 5.4.1.
In the case of global polynomial degrees in space and in time and quasiuniform
meshes, for sufficiently smooth primal and dual solutions, the a priori estimate
yields convergence orders of h2p/p2k−3 with respect to space and of ∆t2q/q∗2l
∗
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with respect to time. For QOIs we thus obtain twice the convergence rate of the
energy-norm estimate, when considering the spatial part of the discretization. For
the temporal part, we only obtain a convergence rate of 2q due to the approxi-
mation properties of the discrete test-space, consisting of polynomials with degree
q∗ = q− 1.
Theorem 5.4.1. Under the assumptions of lemmas 3.2.6, 5.4.1 and 5.4.2, there holds
for the centered formulation












































‖∇× zE‖2H l∗ (In;L2(Ω)) + c
−1
H
































The case of the dissipative formulation is subject of ongoing work. Here an




In order to validate the obtained error estimate for QOIs from theorem 5.23, we
consider the propagation of a time-harmonic TEmn-mode of angular frequency ω
in a rectangular waveguide. The waveguide has a cross section Sw = [0, a]×[0, b],
with normal n= ez , and the mode is propagating in ez direction. The exact solution
is given by
ETE = e2,TE cos(ωt − kzz), e2,TE = −ky cos(kx x) sin(ky y)ex + kx sin(kx x) cos(ky y)ey






cos(kx x) cos(ky y)
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We choose m = n = a = b = ǫ = µ = 1, kz = π/2 and the length of the waveguide
as L = 10. The problem under consideration is (5.1) with the boundary condition
n× E= n× ETE. (5.25)






h2,TE ·H cos(ωt −π/2)d xd t, (5.26)
which could be used for S-parameter evaluation. S+ denotes the cross-sectional
(outflow) surface at the end (z = 10) of the waveguide. Proceeding as in (5.1), we
obtain for the QOI in (5.26) the dual problem
− ǫ∂tzE +∇× zH = 0
−µ∂tzH −∇× zE = 0 in Ω
n× zE = n× e2,TE cos(ωt −π/2) on S+w
n× zE = 0 on ∂Ω\S+w
zE(t = T ) = 0,z(t = T ) = 0 in Ω, (5.27)
where we have used h2,TE = ez × h2,TE. One can observe that the QOI functional
translates to an inhomogeneous boundary condition for n × zE yielding a smooth
dual solution, which is depicted in figure 5.1.
Centered flux - JH
p = 1 p = 2 p = 3
eJH 1.77 5.89 5.69
Es 1.85 6.14 5.71
Et 1.90 3.98 5.97
Dissipative flux - JH
p = 1 p = 2 p = 3
eJH 2.72 4.88 6.90
Es 2.90 4.84 6.94
Et 1.89 3.98 5.96
Table 5.1: Left: Experimentally obtained convergence rates of the errors eJH :=
|JH (H)− JH(Hh)|, the spatial and temporal parts Es and Et of the error
estimate (5.12) for the non-dissipative formulation. Right: The corre-
sponding data, obtained with the dissipative formulation.
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Figure 5.1: Left: Magnitude of the approximate dual solution zE for the QOI JH(H)
Centered flux - JH
h p = 1 p = 2 p = 3
5 · 10−2 1.17 0.98 1.05
2.5 · 10−2 1.02 0.98 1.01
1.25 · 10−2 1.00 0.97 1.00
6.25 · 10−3 1.00 0.99 1.00
Dissipative flux - JH
h p = 1 p = 2 p = 3
5 · 10−2 1.07 0.91 1.06
2.5 · 10−2 1.02 0.97 1.01
1.25 · 10−2 1.00 0.99 1.00
6.25 · 10−3 1.00 1.00 1.00
Table 5.2: Efficiency indices for the estimated error for the non-dissipative (left) and
dissipative (right) formulations.
The relative errors, for h-refinement in space and time, measured in the QOI JH
are shown in Fig. 5.2 for the centered formulation and the dissipative formula-
tion. Additionally, the convergence rates, are shown in table 5.1. One can observe
convergence rates of h2p and h2p+1 for the centered and dissipative formulations,
respectively. Note, that for even polynomial degrees some superconvergence phe-
nomenon occurs in case of the centered formulation. This is also known to occur
for the error measured in the L2-norm (see [28]). For the centered flux case, the
rate is in agreement with the a priori estimate (5.23). The convergence rates from
86 5 Approximation of Quantity-of-Interest Functionals















































































Figure 5.2: Relative error measured in the QOI functional JH for the non-dissipative
centered flux formulation (left) and for the dissipative formulation
(right), for simultaneous refinement of the spatial- and temporal step-
sizes.
(5.23) are reflected also in the convergence-rates of the spatial- and temporal parts
Es and Et in the error representation (5.12). Their convergence rates are also dis-
played in table 5.1. The spatial indicators converge with rates of h2p+1 and h2p for
the dissipative and centered formulations, respectively. In contrast, the temporal
indicators converge with a rate of ∆t2p for both formulations.
In order to demonstrate the efficiency of the a posteriori error estimate (5.12), ef-
ficiency indices Ie f f = E/|JH(H)− JH(Hh)| are displayed in table 5.2. All efficiency
indices are close to one, which is expected, given the simplicity of the considered
problem.
5.5.2 Examples with Goal-Oriented Space-Time hp-Adaptivity
In order to demonstrate the effectiveness of the proposed error estimator in the
context of goal-oriented space-time hp-adaptivity, we have extented the adaptive
algorithm from [5].
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Adaptive Algorithm
In section 3.4.2 we have employed an adaptive algorithm, where the adaptation
procedure SOLVE - ESTIMATE - MARK - REFINE has been applied locally for each
time-slab In × Ω. This raises however difficulties with the adjoint error estimator
from (5.14). For evaluation of the error indicators in time-slab n, an approxima-
tion to the dual solution z is needed. Recalling, that the dual-problem is running
backwards in time, in order to obtain z, the dual problem needs to be solved from
time t = T to t = tn. To this end, we will instead use a global algorithm, which has
been successfully employed in the context of error-controlled h-adaptivity with the
DWR method for time-dependent problems, for example for the wave equation in
[7] and [5].
Given a discretization of the entire space-time domain at iteration m, consisting







and a set of polynomial
degree vectors p= {pm}Nmn=1:
• SOLVE PRIMAL: Solve the entire time-dependent problem on the current
discretization and save the solution for each time-slab.
• ESTIMATE - MARK - REFINE: Solve the entire time-dependent dual problem
using the same discretization:
For each time-slab In ×Ω n= Nm, . . . , 1:
– SOLVE DUAL: Solve the dual problem using Sm
n
(I ×Ω),epn = pn + 1.
– ESTIMATE: Load the saved solution un
h
and evaluate the contribution
En to the error representation (5.12) and the error indicators in (5.14)
(isotropic refinement with respect to space), or (5.15) (anisotropic re-
finement in space).
– MARK (global refinement in time): Apply the strategy described in [5],
which aims to achieve an equal distribution of error. Within this strat-


















where NK denotes the number of elements in the spatial triangulation.
To this end, for the purpose of spatial refinement, all space-time ele-
ments In × K which do not fulfill the upper or lower bound (5.28) are
chosen for refinement or derefinement, respectively. Analogously, the
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current time-slab is marked for temporal refinement or coarsening if
it does not fulfill (5.28). In this work we have not applied coarsening
and chosen αs = αt = 1/2 and βs = βt = 0.
– MARK (local refinement in time): In this case, we do not distinguish












were we chose α= 1 and β = 0.
– REFINE (global refinement in time): If the space-time element is
marked for spatial refinement, we carry out spatial p-refinement, if
the solution is assumed to be smooth with respect to space: In order
to account for anisotropy in the solution, we enrich the polynomial
degree pd in direction d ∈ D = {bx , by,bz} by one, provided






holds true. It turned out, that a reasonable choice for γ is 0.2. If the
solution is assumed to be non-smooth with respect to space, we em-
ploy isotropic h-refinement by splitting the hexahedron in each direc-
tion. Furthermore if the time-slab is marked for temporal refinement,
we raise the temporal polynomial degree by one, if the solution is as-
sumed to be smooth. Otherwise we split the time-interval In, where
the spatial part of the discretization is identical for both of the newly
created time-slabs.
– REFINE (local refinement in time): Given a space-time element marked
for refinement, we employ local temporal refinement, if the tempo-
ral part of the error-indicator fulfills the anisotropy criterion (5.29)
with d = t where D = {t, bx , by,bz}. If the solution is supposed to be
smooth with respect to time, we perform p-refinement, and otherwise
h-refinement. The spatial part of the discretization is treated as in the
case of global refinement in time.
Now, the discretization for the next iteration has been obtained Sm. If Nm∑
n=1
En
> TOL, goto SOLVE.
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For the waveguide-parts of the computational domain, we employ essentially a one
dimensional variant of the described algorithm. Furthermore in the waveguide
domain, we generally employ p-refinement with regard to space and time, since
the solution is expected to be smooth there in the temporal and axial directions.
Waveguide Transmission - Adaptive
We consider the propagation of a broadband TE10-mode in a long homogeneous
rectangular waveguide (ǫ = µ = 1) with cross-section Sw := [0, 20]× [0, 10]. The
computational domain is choosen as ΩD := Sw×[0, 2400], where the all lengths are
given in units of mm. The computational domain ΩD is discretized with hexahedral
elements of edge length 10mm. For realizing the two waveguide ports Γ 1
w
at z = 0
and Γ 2
w





, which are choosen to be sufficiently long for a reflection free realization
of the ports, using the method proposed in chapter 4. The problem under con-
sideration is (4.16) and the excitation is choosen at the waveguide-port Γ 1
w
as the
function g(t − to) from (4.15). The frequency range is determined by f1 = 10.86
GHz and f2 = 14.24 GHz. Further, the time-offset to corresponds to 20 periods at
the center-frequency ( f1 + f2)/2.
The QOI is the magnitude of the (complex) S21-parameter S21 = b2/a1 at f =
13.6978 GHz. The magnitude of the incoming modal-coefficient |a1| can be com-
puted exactly using the excitation (see (4.13)). Thus, for the purpose of error









n× (n×H) · h1TEeiωt dS dt

around the discrete solution Hh, which we denote by J
′(Hh;H). The dual problem
is in this case
− ǫ∂tzE +∇× zH = 0
−µ∂tzH −∇× zE = 0 in Ω
n× zE = 0 on ∂Ω
JzEKT = jH on Γ
2
w
zE(t = T ) = 0,z(t = T ) = 0 in Ω, (5.30)









jH ·Hdx dt. (5.31)
In Fig. 5.3, we depict the convergence of the exact errors of the QOI, the estimated

























































































Figure 5.3: Left: Convergence of the exact, estimated and postprocessed errors eJ ,
E and e∗
J
of |S21| for p-adaptive refinement with global refinement with
respect to time. Right: Convergence of the same quantities with local
refinement in time.
error and the error of the postprocessed QOI, which is obtained by adding the error
estimate to the functional value. The data shown on the left has been obtained
by applying the p-adaptive version of the adaptive algorithm of section 5.5.2, em-
ploying global refinement with respect to time. The data on the right in contrast
has been obtained by applying local refinement with respect to time. In both cases
we have employed the dissipative formulation. Both algorithms yield exponen-
tial convergence of the errors with respect to the number of degrees of freedom,
where the algorithm with local refinement in time converges only slightly faster
than the global refinement variant, which is surprising given the structure of the
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Figure 5.4: From top to bottom: Magnitude of the electric field, spatial polynomial
degrees and temporal polynomial degrees at time t = 5.24 ns.
problem. However, for the local-in-time refinement algorithm, the error decreases
in a smoother way in comparison to the global-in-time refinement. In figure 5.4 we
depict the solution E, the spatial polynomial degree distribution and the temporal
polynomial degree distribution at time t = 5.24 ns, obtained with the algorithm
allowing local refinement with respect to time. One can observe, that spatial and
temporal refinement are concentrated in the area of the pulse. Furthermore spatial
refinement is stronger in axial direction than in the transversal directions, which in-
dicates that the criterion for anisotropic refinement (5.29) based on the anisotropic
error indicators (5.15) is effective in this case.
Scattering by a PEC Cube
We consider the scattering of a plane wave Einc = g(ex · x− t − 3.5)ey from an
axis aligned PEC cube with edge length 1. The computational domain is chosen as
Ω= [−21/2, 21/2]3\[−1/2, 1/2]3 and the function g is given by (4.15), containing
the frequency range determined by f1 = 1/2 and f2 = 3/2. We choose ǫ = µ = 1
and solve the scattered field problem (2.11) using the dissipative formulation until
T = 12, once employing the adaptive algorithm of section 5.5.2 without and once
with local-in-time refinement. The initial discretization consists of 11472 elements
in space, using basis functions constant in the spatial directions and linear in time-
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direction. The spatial mesh size of the elements is about h = 1/4 at the boundary
of the scatterer.
As QOI we choose the backscattering-RCS (direction x = −ex) at ω= 2π, given by





Since the incident field is known, its amplitude |Einc(r,φ,θ ;ω)|2 can be computed














Since the surface integral in (5.32) yields the same value for any surface S enclosing
the scatterer, it can be reformulated as a volume integral, by averaging it over a
family of parametrized surfaces S(a), a ∈ [0, 1] (see for a detailed discussion [13],

















We choose S(a) as spherical surfaces with radius (
p
3+ 1)/2≤ R ≤ (p3+ 1)/2+δ
where δ = 0.4. The weight function w(a) is choosen as a smooth cut-off function
with width equal to δ. For the pupose of error estimation, we choose the lineariza-
tion J ′(uh;u) of the volume based functional J(u) from (5.33). Then, the dual
problem is of the form
− ǫ∂tzE +∇× zH = JE
−µ∂tzH −∇× zE = JH in Ω





) = 0 on Γ0
zE(t = T ) = 0,z(t = T ) = 0 in Ω, (5.34)
where ΓPEC is the boundary of the scatterer and Γ0 the exterior boundary.
Since an analytical solution is not available for this problem, we take as a reference
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solution the RCS σBEM obtained with a boundary element method. The surface
mesh of the PEC cube, used for obtaining the reference solution consists of 40 tri-
angles per wavelength using third order basis functions. In Fig. 5.5 we depict the
relative error |σBEM −σh|/σBEM , the relative estimated error E/σBEM and the rel-
ative error of the postprocessed QOI |σBEM − σh + E |/σBEM in logarithmic scale
versus the number of degrees of freedom in an algebraic scale. One can observe
exponential convergence of the error for the considered hp-adaptive algorithms.
Clearly, the algorithm allowing local-in-time refinement is significantly more eco-
nomical in terms of degrees of freedom. For the first iteration, the primal and dual
solutions where likely under-resolved. In this preasymptotic regime the error es-
timator is not expected to work well as the numerical solution fails to represent
signicicant features of the true solution. For the subsequent iterations the error is
estimated quite well with efficiency-indices between 0.7 and 1.5.
The magnitude of the discrete solution Eh and the approximate dual solution zE as
























































































Figure 5.5: Relative error eJ , relative error estimate E/σBEM and relative error of
the postprocessed solution e∗
J
/σBEM in the backscattering RCS, obtained
with the global refinement in time (left) and local refinement in time
(right) adaptive algorithms.
well as the spatial and temporal discretizations are depicted for two time instants
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in figure 5.6.
First one can observe (Fig. 5.6, top row, left), that the solution features singulari-
ties at the edges of the cube. The refinement algorithm applies spatial h-refinement
at the singular edges (third row). Away from the singularities, p-refinement is ap-
plied, which is more pronounced in direction of propagation of the solution. Fur-
thermore, the magnitude of the dual-solution is particularly large in the region
enclosed by the support of the QOI-functional (in sperical coordinates (R,θ ,φ):
0 ≤ R ≤ (
p
3 + 1)/2, 0 ≤ θ ≤ π, 0 ≤ φ < 2π). Recalling the structure of the a
posteriori-error estimator (5.12), the dual solution acts as a weight on the resid-
ual, which leads to the concentration of refinement in this region. This also holds
for refinement with respect to time (see figure 5.6, bottom row). The role of the
dual-solution as a weight on the residual is also illustrated by the significantly
under-resolved field (5.6, top right) outside the region enclosed by the support of
the RCS functional. Clearly, if the objective was to reduce a global error norm, then
the adapted mesh at time t = 7 ns would look very different. This is in line with
the comment made at the beginning of this chapter on how goal-oriented adaptivity
can reduce computational resources for the accurate computation of QOI. Finally it
is noted, that the spatial part of the discretization, obtained with the algorithm fea-
turing global refinement in time is similar. However, most time-slabs were refined
to polynomial degree pt = 2 in time, which leads to larger number of degrees of
freedom compared to the algorithm allowing local refinement in time.
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Figure 5.6: From top to bottom row, left column t = 1.5, right column t = 7: Mag-
nitude of the discrete solution |Eh|, magnitude of the discrete dual solu-
tion |zE |, spatial polynomial degrees visualized using the tensor product
visualization from Fig. 3.9, temporal polynomial degrees.






Figure 5.7:Magic-T splitter with initial mesh, dividing incoming waves at port 1 into
two waves of equal amplitude at ports 2 and 3.
This numerical experiment deals with the simulation of a so called magic-T
waveguide splitter, depicted in Fig. 5.7. It has the purpose to split the incom-
ing TE10-wave at port 1 into two waves of equal amplitude at ports 2 and 3. The
waveguide cross-section Sw has dimensions 50mm x 20mm. At the four ports, the
computational domain is extended with sufficiently long waveguide domains for
reflection free realization of the waveguide ports. At port 1 with port surface Γ 1
w
,
we apply an excitation using (4.14) with the excitation function g(t − to) from
(4.15). The frequency range is chosen according to f1 = 3.4 GHz and f2 = 5.9
GHz. The time-offset to corresponds to 10 periods at fc = ( f1 + f2)/2. The QOI
is the magnitude of the transmission parameter S21 = b2( f
∗)/a1( f
∗) at frequency
f ∗ = 5.501GHz. Proceeding analogously as in section 5.5.2, the dual problem is
given by (5.30).
As an initial discretization, we employ the mesh shown in Fig. 5.7, which consists
of 93 hexahedra with polynomial degrees pt = 1, py = py = pz = 2. The simu-
lation time is T = 7 ns and the initial time-step size is ∆t = 1/40( f1 + f2). We
have employed the adaptive algorithm of section 5.5.2 using the dissipative formu-
lation with global and local refinement in time. The algorithm was provided with
the edges featuring singularities and carried out spatial h-refinement for elements,
located at singular edges and p-refinement in all other parts of the computational
domain. With respect to time, p-refinement is applied.
We have obtained a reference solution with the commercial FIT code CST
MICROWAVE STUDIO® for the QOI |S21|, using a mesh with 200 cells per wave-
length. In Fig. 5.8 we show convergence of the relative error eJ = ||S21| −
|S21,h||/|S21|, the relative estimated error |E |/|S21| and the relative error in the
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postprocessed QOI ||S21h|+ E − |S21||/|S21| for the algorithms with global and local
refinement in time. For both algorithms, we observe exponential convergence with
respect to the number of degrees of freedom. Furthermore, the a posteriori error
estimates are very accurate. This leads to significant gains in terms of accuracy by
postprocessing.
For this example, there are essentially no savings in terms of degrees of freedom
for the algorithm employing local refinement in time. We attribute this to the small
size of the computational domain in terms of wavelength. In addition, the primal
and dual solutions occupy almost the entire computational domain as depicted in
figure 5.10 for time t = 2.25 ns. This leads to refinements (in space and time)
which are not localized as it is for example the case for the scattering problem in
section 5.5.2, where local in time refinement led to a significantly lower number of
degrees of freedom.
In Fig. 5.9, we depict the convergence of the magnitude of the S-parameters |S11|
and |S21| as a function of frequency for all adaptation cycles. Even though, the
discretization was adapted towards the QOI-functional |S21( f ∗ = 5.501GHz)|, one
can observe errors below the estimated error, at least for f ≤ f ∗. The results for
scattering parameter S11 are reasonably accurate as well. However, it can be ob-
served from Fig. 5.9 that convergence for the error in |S11| is not as smooth as for
|S21|. This is expected as |S11| is not included in the QOI functional.
5.6 Conclusions
We have derived an a posteriori-error estimator for QOI functionals. The er-
ror estimator fits into the established mathematical framework of adjoint based
error estimates [8, 19]. The methodology has been applied to a wide range of
problems and types of discretizations, including the wave equation [5, 7] and the
time-harmonic Maxwell’s equations [32]. The application to the time-dependent
Maxwell’s equations has however not been reported to date.
Furthermore, we have carried out the a priori error analysis, explicit in h and p, for
QOIs approximated by the space-time discontinuous Galerkin method introduced
in chapter 3. The analysis yielded improved convergence rates like O(h2p) for
QOIs, compared to estimates in the energy norm (O(hp)). This is a well known
phenomenon and a priori error estimates can be found in the literature already for
other types of problems (see e.g. [19], [22], [30]), but not for Maxwell’s equations
and the considered discretization.
We have validated the a priori estimate in a simple numerical test-case. Fur-
ther we have applied the derived error estimator in the context of goal-oriented
hp-adaptivity in space and time. The derived error estimator provided accurate
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Figure 5.8: Left: Convergence of the exact, estimated and postprocessed errors
of the QOI |S21( f ∗)|, f ∗ = 5.501 GHz for hp-adaptive refinement with
global refinement with respect to time. Right: Convergence of the same
quantities with local refinement in time.
estimates of the error. For the test cases considered, we obtained exponential con-
vergence rates with respect to degrees of freedom.
The adaptive algorithm algorithm is an extension of the algorithm used for goal-
oriented adaptivity in [5]. However, it was supplied with information of geome-
try induced singularities. The algorithm based the decision, if h- or p-refinement
should be carried out, on this information. Thus, the development of a fully au-
tomatic hp-adaptive algorithm for goal-oriented adaptivity should be addressed in
future work. Another topic, which should be addressed is the extension of goal-
oriented adaptivity to multiple QOIs. To this end, the approach reported in [23]
should be applicable. Furthermore, the implementation should be extended to al-
low anisotropic h-refinement, which could also be controlled by the anisotropic
error indicators from (5.15).
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Figure 5.9: Left: Convergence of the errors in |S11| (top) and |S21| (bottom) as a
function of frequency for hp-adaptive refinement with global refine-
ment with respect to time. Right: Convergence of the same quantities
with local refinement in time.
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Figure 5.10: Magnitude of the magnetic field Hh and the approximate dual solu-
tion zE , spatial and temporal polynomial degrees at time t = 2.25 ns.
Top left: Magnetic field in logarithmic scale. Top right: Dual solution
in logarithmic scale. Bottom left: Spatial polynomial degrees using the





In this thesis, an adaptive error controlled high-order discretization method for
Maxwell’s equations has been established
In chapter 2, the physical setting was introduced and the governing Maxwell’s
equations were stated.
In chapter 3 a space-time discontinuous Galerkin method was devised. It al-
lows for local adaptation of the spatial and temporal mesh-size and the degrees
of the approximating polynomials. It was shown that the method is uncondition-
ally stable and energy conserving, as long as the spatial part of the discretization
is not changed between time-slabs. Furthermore, it was shown, that the method
can be implemented in a matrix-free way, such that the complexity of the evalu-
ation of the residual within an iterative solution method can be done with O(p4)
and O(p5) operations for affine and non-affine elements, respectively. To this end,
sum-factorization techniques [42] were applied for evaluating integrals of tensor
product basis functions.
Under the restriction that no local refinement in time is present in the discretiza-
tion, the full hp-error analysis was carried out. The analysis extends techniques
introduced in [20] and [11] to the context of the developed space-time hp-
discontinuous Galerkin method.
Also under the assumption of no local refinement in time, a guaranteed a poste-
riori error bound on the iteration error was devised. It allows for controlling the
iteration error. Thus, the linear systems, arising due to the implicit discretization,
can be solved inexactly, without compromising the overall accuracy. Provided that
an error bound on the discretization error is available, discretization and iteration
errors can be balanced.
For the efficient discretization of waveguide structures, the developed space-
time Galerkin method was complemented with a set of specific basis functions.
They consist of waveguide-modes in transversal- and polynomials in the axial- and
temporal directions. By construction this approach is a natural extension of the
presented method and inherits in particular its stability and high-order accuracy
properties. Since waveguide ports are modeled as 1D structures essentially, the
introduction of the waveguide mode basis leads to a greatly reduced number of
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3M(p + 1)2 degrees of freedom per element compared to 6(p + 1)4 in case of the
classical tensor product polynomial basis on hexahedra. This allows to simply ex-
tent the computational domain at waveguide ports, in order to model an open
boundary. The idea of extending the computational domain with a 1D model is not
original, and has also been applied in [50]. However, there the authors consider
a coupled 3D-1D problem, which is conceptually different and in contrast to the
approach presented in chapter 4 more difficult to analyze in terms of stability and
accuracy.
Chapter 5 dealed with the error controlled hp-adaptive approximation of
quantities-of-interest. Prominent examples are S-parameters or farfield quanti-
ties like the radar cross section. For the purpose of error control, an a posteriori
error estimator for quantity-of-interest functionals was derived. The error estima-
tor fits into the mathematical framework of adjoint-based error estimators [8, 19].
In order to be able to steer anisotropic refinements, a splitting of the error indica-
tors was proposed. It relies on the tensor-product structure of the approximating
polynomials. While the splitting is conceptually simple, it allows for a reliable de-
tection of anisotropy in the error.
Furthermore, it was shown, that an improved a priori error bound of rate O(h2p)
holds for the convergence of QOIs. To this end, techniques were employed, which
extend those from [22] to the developed discretization of the Maxwell problem.
The analysis showed, that for obtaining the improved convergence rates, not only
the solution to Maxwell’s equations is required to be sufficiently smooth, but also
the solution of the respective dual problem. Since the QOI enters the dual prob-
lem in the shape of a source term, its smoothness is also affected by the particular
choice of QOI. This leads to the conclusion, that QOIs should be carefully selected,
in order to obtain the best possible rate of convergence.
The effectiveness of the developed error estimator for QOIs in the context of the
space-time Galerkin method was demonstrated by its application to a series of test
problems. Thereby, exponential convergence rates were obtained for the QOIs un-
der consideration. Furthermore, the error estimator yielded accurate estimates of
the error in the QOIs.
6.1 Outlook
Several aspects could be adressed in future research.
One important aspect concerning the applicability of the presented method to
large scale problems is the solution of the linear systems. While the proposed
104 6 Conclusions
preconditioner (3.73) consisting of the time-derivative terms in the bilinear-form
showed to be quite effective for small time-steps, the number of iterations increases
drastically with the size of the time-step.
From a practical point of view, this prohibits the application of larger time-steps,
which otherwise the unconditional stability and high-order accuracy of the pro-
posed method allows for. Thus, the question of preconditioning should be ad-
dressed. One possible approach could be the use of an explicit time-stepping
method as a preconditioner [34] or smoother within a multilevel algorithm
[62, 63]. This would still allow for a computationally efficient matrix-free im-
plementation of the method.
Another aspect regarding the discretization method, is the extension of the a pri-
ori error analysis to the general case of discretizations with local-hp-refinement in
time. To this end, lemma 3.2.2 needs to be extended, which is an open problem.
The remaining part of the error analysis is expected to pose no major problems.
Regarding adaptivity, the implementation of a fully automatic hp-refinement al-
gorithm, would certainly be useful, also for goal-oriented adaptivity. In the context
of this work, a strategy based on smoothness estimation was already implemented.
The strategy is computationally very efficient, and it can be straight-forwardly gen-
eralized to anisotropic smoothness estimation. However, experience shows that
smoothness estimation does not yet exhibit the robustness, that is required for
driving mesh adaptation for arbitrary application problems. Further research into
this direction is necessary.
A promising alternative is to extend the hp-strategy from [57] to goal-oriented re-
finement. This strategy builds on the concept of reference solutions [13, 59], which
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CFL Courant Friedrichs Levy number.
DG Discontinuous Galerkin.
DOF degree of freedom.
FDTD Finit-Difference Time-Domain method.
FEM finite element method.
FIT Finit Integration Technique.
HDG Hybrid discontinuous Galerkin.
PDE partial differential equation.
PEC perfect electrical conductor.
QOI quantity of interest.
RCS Radar Cross Section.










B magnetic flux density measured in the units Vs/m2.
D electric displacement current measured in the units As/m2.
E electric field measured in the units V/m.
ǫ electric permittivity measured in the units As/Vm.
H magnetic field measured in the units A/m.
J current density measured in the units A/m2.
µ magnetic permeability measured in the units Vs/Am.
ρ charge density measured in the units C/m2.
σ conductivity measured in the units S/m.
Function Spaces
H(curl,Ω) space of L2(Ω) functions with square-integrable curl.
H0(curl,Ω) space of L
2(Ω) functions with square-integrable curl and zero tangen-
tial trace on ∂Ω.













(uh,w), for time-slab n.
z continuous solution to an adjoint problem.
zE continuous solution to an adjoint problem, dual to electric field.
zH continuous solution to an adjoint problem, dual to magnetic field.
Cn
h
(uh,w) form for the non-dissipative formulation for problems without local hp-




(uh,w) stabilization form of the dissipative formulation for time-slab n.
Eh discrete solution: electric field.
Hh discrete solution: magnetic field.








× K k-th space-time element for spatial element K .





(w) linear-form for time-slab n, containing source terms (current and data for
inhomogeneous boundary condition).
NK number of space-time elements (or local time-steps) for the spatial element K .
Sn
h
(uh,w) stabilization-form of the non-dissipative formulation for the general case
with local hp-refinement in time, for time-slab n.
SK (In) temporal part of the local trial-space for the space-time (macro) element
In × K .
TK (In) temporal part of the local test-space for the space-time (macro) element
In × K .
Tn(Ω) spatial triangulation of Ω for time-slab n.
Sn(In ×Ω) space-time triangulation of time-slab n.
uh discrete solution: electric and magnetic field.
Vn
h
trial-space for time-slab n In × K .
Vh,K local trial-space for the space-time (macro) element In × K .
Wn
h
test-space for time-slab n In × K .
Wh discrete electromagnetic energy.
Vh,K local test-space for the space-time (macro) element In × K .
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