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The interplay between time scales and structural properties of complex networks of nonlinear oscillators can
generate many interesting phenomena, like amplitude death, cluster synchronization, frequency synchroniza-
tion etc. We study the emergence of such phenomena and their transitions by considering a complex network
of dynamical systems in which a fraction of systems evolves on a slower time scale on the network. We
report the transition to amplitude death for the whole network and the scaling near the transitions as the
connectivity pattern changes. We also discuss the suppression and recovery of oscillations and the cross over
behavior as the number of slow systems increases. By considering a scale free network of systems with multiple
time scales, we study the role of heterogeneity in link structure on dynamical properties and the consequent
critical behaviors. In this case with hubs made slow, our main results are the escape time statistics for loss
of complete synchrony as the slowness spreads on the network and the self-organization of the whole network
to a new frequency synchronized state. Our results have potential applications in biological, physical, and
engineering networks consisting of heterogeneous oscillators.
PACS numbers: 43.25.-x, 43.25.+y, 89.75.-k, 64.60.aq, 89.75.Fb, 05.45.Df
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Complexity of real world systems are studied
mainly in terms of the nonlinearity in the intrin-
sic dynamics of their sub systems and the com-
plex interaction patterns among them. In such
systems, the variability and heterogeneity of the
interacting sub systems can add a further level of
complexity. In this context heterogeneity arising
from differing dynamical time scales offers sev-
eral challenges and has applications in diverse
fields, ranging from biology, economy, sociology
to physics and engineering. In our work, we study
the interesting cooperative dynamics in interact-
ing nonlinear systems of differing time scales us-
ing the frame work of complex networks.
I. INTRODUCTION
Multiple-timescale phenomena are ubiquitous in Na-
ture and their in-depth understanding brings in sev-
eral novel challenges. Some of the examples of
such phenomena in real world systems are neuronal
electrical activity1–3, hormonal regulation4–7, chemi-
cal reactions8–10, turbulent flows11–13 and population
dynamics14–16 etc. Although there have been iso-
lated studies addressing its various aspects, there are
still many interesting questions that demand multidisci-
plinary approaches. Several modelling frameworks have
a)Electronic mail: g.ambika@iisertirupati.ac.in
proposed methods to understand dual time scale phe-
nomena in single systems, like dynamical models for neu-
ronal dynamics17. However, studies on collective behav-
ior of connected systems that differ in their intrinsic time
scales, are very minimal with many open questions. In
this context, the framework of complex networks provides
a promising tool to study nonlinear multiple time scale
dynamics.
The emergence of synchronization in interacting dy-
namical units is important for the functionality of
many systems and coupled oscillator networks are of-
ten studied to understand their dynamics18,19. Several
types of synchronization phenomena like complete, phase
and generalized synchronization20–22, as well as cluster
synchronization23,24 have been studied in various con-
texts. However, frequency synchronization is of recent
interest and has relevance in many realistic situations
ranging from neuronal systems to power grids25–28, where
the individual oscillators can have non-identical natural
frequencies.
The suppression of oscillations or amplitude death29–35
is also an emergent phenomenon that has interesting im-
plications. In an assembly of coupled systems, amplitude
death emerges mainly due to specific nature of coupling
like transmission delay, processing delay, dynamic cou-
pling, nonlinear coupling, environmental coupling, etc.
or due to parameter mismatch33,34,36–43 or time scale
diversity44,45. Most often, amplitude death is required
to suppress unwanted oscillations in connected systems.
In this context we note that the revival of oscillations
is an equally important and related emergent phenom-
ena in coupled oscillators. Often in many systems re-
covering oscillations from suppressed state is necessary
2for their proper functioning, to maintain the output in-
tensity in arrays of power generators, to get maximum
output from coupled laser systems even with transmis-
sion delay, to sustain oscillations in interacting cardiac
cells etc.25,48–50. Recently a few mechanisms to revive
oscillations from quenched state in coupled systems have
been reported51–55.
Interestingly, heterogeneity of interacting systems
plays an important role in the diversity and organization
in many complex systems56–59. The dynamical processes
underlying their complexity often display phase transi-
tions and analysis and prediction of such transitions are
crucial for their proper functioning. Heterogeneity can
arise from the pattern of interactions or nature of con-
nectivity among the systems. Thus, in scale-free net-
works, the heterogeneity is mostly from the broad dis-
tribution of node degrees such that there exists a few
nodes with very high degrees. In addition, heterogene-
ity due to different dynamical time scales is prevalent in
many complex systems. It is shown that functional hier-
archy emerges through a form of self-organization of two
distinct types of neurons, with multiple timescales and
hence not only the spatial connections between neurons
but also the timescales of neural activity are important in
the mechanisms leading to functional hierarchy in neu-
ral systems60. So also, widely different time scales are
common in systems of chemical reactions. In a recent
study in biochemical networks, the fastest time scales is
shown to correspond to the chemical equilibrium between
metabolites while the slower ones relate to more physio-
logically relevant transformations61. This brings out the
need to analyse correlations between metabolites consid-
ering the characteristic time scales of the network. The
heterogeneity in network connectivity is shown to result
in frequency synchronized clusters in non-identical phase
oscillators62.
The main motivation of the present study is to an-
alyze the onset and characterization of interesting col-
lective dynamics or emergent behaviour in a network of
connected systems with differing dynamical time scales.
Thus the heterogeneity in dynamical time scales that
we introduce is different from earlier studies where con-
nected systems with nonidentical intrinsic frequencies
are considered. In two coupled slow and fast systems
and in minimal networks of three or four systems, onset
amplitude death and occurrence of frequency synchro-
nized states with tunable emergent frequencies are stud-
ied recently46,47. By considering two types of complex
networks, we study the interplay between heterogeneity
in link structure or connectivity among the systems and
their differing time scales that can lead to interesting
collective behaviour. Our study primarily uses standard
periodic oscillators of Ro¨ssler and Landau Stuart type
so that it brings out the amplitude variations and their
cross over behaviours as the slowness factor increases.
We find the difference in time scales and the hetero-
geneity in connectivity together can drive the whole net-
work to frequency synchronized clusters. Increasing the
heterogeneity in time scales by increasing the number of
slow systems or the mismatch in time scales, the whole
network settles to a state of no oscillations. The transi-
tions to that state as well as recovery to slower oscilla-
tions with cross over in amplitudes are some of the inter-
esting results of the study.
We also address the important question of what hap-
pens if part or even one node of a scale free network of
systems suddenly slows down and then how does it affect
the performance of the whole network. In this case, the
robustness of the network to such changes is studied in
terms of the time taken for each node to escape from the
synchronized state leading the whole network to desyn-
chronized dynamics. We find this phenomenon of loss of
synchrony settles in a time that decreases with the degree
of the node that becomes slow first. The desynchroniza-
tion transition that happens over a characteristic time is
followed by the reorganisation of the whole network to
a frequency synchronized state and this self-organization
time depends on the difference in time scales. In addi-
tion, we study the transition to amplitude death on a
scale free network, with multiple time scales, drawn from
a normal distribution and with time scales decided by
the connectivity of the systems.
II. RANDOM NETWORKS OF SLOW AND FAST
PERIODIC SYSTEMS
We construct a random network of N nodes where each
node represents an n dimensional dynamical system. The
dynamical equation of each node is taken as
X˙i = τiF (Xi) +Gǫτi
N∑
j=1
Aij(Xj −Xi) (1)
where i=1, 2, ..... N. F (Xi) represents the intrinsic dy-
namics of each node. Aij represents the adjacency matrix
of connections in the network with its elements having
values 1, if the nodes i and j are connected and zero
otherwise. The topological connectivity of the random
network is defined by a parameter p, where p is the prob-
ability with which any two nodes of the network are con-
nected. G is diag(1,0,....) since we consider diffusive
coupling between the first variables of the systems. The
systems on the network are identical in their intrinsic dy-
namics except that they evolve at different time scales, ti,
which are scaled as ti = τit to get the equation1. Then
τi will function as a parameter defining the dynamical
time scale of evolution of the ith system. We vary τi in
the range (0.1,1) to introduce time scale diversity in the
network of systems.
Choosing periodic Ro¨ssler system as nodal dynamics,
3the equations that govern the dynamics are
x˙i = τi(−yi − zi) + τiǫ
N∑
j=1
Aij(xj − xi)
y˙i = τi(xi + ayi)
z˙i = τi(b+ zi(xi − c)) (2)
With the parameters chosen as a=0.1, b=0.1 and c=4,
the intrinsic nodal dynamics is periodic.
First, we consider the case of dual time scales, such
that in the network, out of N identical systems, m evolve
on a slower time scale. The subset of oscillators with
slower time scale is taken as S. Thus τi = τ if i be-
longs to the set S and τi = 1 for other nodes. Then the
value of τ indicates the extend of mismatch in time scales
between the two sets of oscillators, smaller values of τ
corresponding to larger mismatch. We analyse how the
slowness of m of the systems can affect the dynamics of
the whole network. For this the system of equations in
eqn.(2) are integrated using Adams-Moulton-Bashforth
method, with time step 0.01 for 100,000 times and the
last 10,000 values of the x-variables are used for calcula-
tions in the study.
A. Suppression and recovery of oscillations
In this section, we report the general results on the cou-
pled dynamics of the systems by varying the parameters
involved, time scale of slow systems (τ), number of slow
systems (m) and coupling strength of connections(ǫ),
keeping the probability of connection of the network
p = 0.5. We find that for sufficient time scale mismatch
between slow and fast subsets of systems, for strong cou-
pling, for a range m, all the systems go to a synchronized
fixed point. This state is generally known as amplitude
death(AD)29–35 in the context of coupled dynamics. The
Fig. 1 shows the state of amplitude death in the random
network of slow and fast systems.
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FIG. 1. (colour online) Time series of x variables of periodic
Ro¨ssler systems in a random network of slow and fast systems
showing amplitude death state for m=50, p = 0.5, τ=0.35,
ǫ = 0.05.
We calculate the difference between global maximum
to global minimum, Adiff , from the time series of each
oscillator. This averaged over all the N systems in the
network serves as an index to identify onset of AD in the
network, since < Adiff >= 0 would correspond to AD
state in the whole network. Using this we identify the re-
gion for occurrence of AD for different m, the number of
slow systems present in the network, with suitable values
chosen for the other parameters, p, τ , ǫ. We plot this re-
gion for two sets of values of τ and ǫ in Fig. 2. This shows
 0
 2
 4
 6
 8
 10
 12
 14
 0  20  40  60  80  100
<
A
d
i
f
f
>
m
FIG. 2. (colour online)Variation of average Adiff with m.
Here τ=0.35 and ǫ=0.01 for red curve and τ=0.35 and ǫ=0.05
for green curve. N=100, p=0.5.
that a minimum number of slow systems is required for
AD to occur, denoted as m1. As m increases the het-
erogeneity decreases and the network recovers from AD
state beyond a certain value, m2. Thus, suppression of
dynamics happens asm reaches a critical minimum value
m1 and recovery to oscillatory state happens beyond the
second critical value, m2; both these values depend on
other parameters like τ , p and ǫ of the system.
With m chosen from the region of AD in Fig. 2, we
isolate the region of AD in (τ, ǫ) plane, for a chosen p =
0.5, and this is shown as region 1 in Fig. 3.
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FIG. 3. (colour online)Regions of different dynamical states
in the parameter plane (τ, ǫ). Region 1 corresponds to AD,
2 corresponds to frequency synchronization, 3 leads to insta-
bility and 4 is a transient state where systems start diverging
from fixed point state before reaching unstable state. Here
m=50,p=0.5,N=100.
4B. Frequency synchronized dynamics
In this section we present the possible dynamical states
outside the region of AD in the parameter plane (τ, ǫ).
When coupling is strong and time scale mismatch is
small, all the systems in the network settle to an orga-
nized state with oscillations of differing amplitudes but
same frequency. This state of frequency synchronization
is seen in region 2 in the Fig. 3. This is identified by cal-
culating the frequency of each oscillator from its x-time
series using equation,
ω =
1
K
K∑
k=1
2π
(tk+1 − tk)
(3)
where tk is the time of the k
th zero crossing point in the
time series of the oscillator and K is the total number
of intervals for which the zero crossings are counted. In
this state, the oscillations of slow systems are relatively
closer in phase and so are fast oscillators among them-
selves but the phase difference between slow and fast sets
is relatively large. Below region 2, with low coupling
strength the oscillators show a two-frequency state and
as time scale mismatch increases they become periodic
with two separate time scales. For very high coupling
strength in the region marked as 3, network becomes un-
stable but before this there is region for low τ(region 4),
where the systems are in a transient state, diverging from
AD (Fig. 3).
C. Crossover phenomena in the emergent dynamics for
large m
When the systems are in the state of frequency syn-
chronized oscillations, corresponding to region 2 in Fig. 3,
the amplitudes of slow and fast sets of systems vary from
each other. In general, for low m, we observe that am-
plitudes of slow systems are smaller than those of fast
systems, while for higher m this behavior gets reversed
with the slow set having larger amplitudes than the fast
one. Thus, we observe a novel phenomenon of crossover
behavior in the amplitudes as m is varied. To show this
explicitly, we study the average amplitude of all the slow
systems and that of all the fast systems as m is varied
keeping the values of τ and ǫ in frequency synchroniza-
tion state. We find that at a critical value of m, the
amplitude of slow and fast systems undergoes a reversal
as shown in Fig. 4.
When m=0 or N, the systems are all completely syn-
chronized. For other values of m, there is approximate
synchronization among systems in each set, slow and fast,
but are phase shifted between them. Then the number
of systems included in the coupling that come with mis-
match or the number of systems from the other set, is ef-
fectively deciding the amplitude of oscillations. Thus for
small m, the slow systems have smaller amplitude due to
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FIG. 4. (colour online)Crossover in magnitudes of amplitudes
of slow and fast sets of oscillators, in the random network of
100 systems. Average amplitude of slow set is shown in (red)
and that of fast in green. Here p=0.5, τ = 0.7, ǫ = 0.05.
the larger number of phase shifted and mismatched sys-
tems from the fast set. This gets reversed as m becomes
large and close to N. At a certain value of m, the cross
over point, the effect of mismatched and phase shifted
terms in the coupling have equal effects for both sets.
In the state of frequency synchronization, we also ob-
serve a similar cross over in the synchronized frequency,
which is high for lowm and very low for highm. The syn-
chronized frequency calculated using eqn.(3) for all the
oscillators is plotted as function of m in Fig. 5. For each
particular τ the mean frequency of the intrinsic slow and
fast frequencies is also shown (black lines). Thus, when
the synchronized frequency for any given τ crosses the
mean and decreases below that with larger m, we say
frequency suppression occurs. The value of m for which
this happens is noted as the crossover point for the emer-
gent frequency of the oscillators.
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FIG. 5. (colour online) Frequency vs m for ǫ=0.05
τ=0.6(red),0.7(green) and 0.8(blue) showing crossover to fre-
quency suppressed state as the emergent frequency crosses the
mean value of fast and slow frequencies shown by correspond-
ing black lines(increasing order of τ from below to above) .
p=0.5.
5D. Transition to amplitude death and connectivity of the
network
The topology or structure of the random network used,
depends on its connectivity which is decided by the prob-
ability of connections p. As p is increased from 0 to 1, the
topology goes from sparsely connected to fully connected
network. In order to understand the role of topology or
the connectivity of the network in the transition to AD,
we study the collective behavior of all the systems by
varying p, for an m value that lies in the AD region of
Fig. 2 and values of τ and ǫ from the AD region in the
parameter plane (Fig.3). For each value of p, we take
100 realizations of the network and check what fraction
of them goes to AD state for the whole network. This
fraction of the realizations f gives the probability of tran-
sitions. We plot f for different values of m, to get the
corresponding transition curves. We observe that as m
increases, the transition to AD occurs at lower values of
p, till it reaches a minimum and with further increase of
m, the transitions move to higher values of p. This is
clear from Fig.6. The threshold value for the transition,
where half of the realizations go to amplitude death, is
taken as pt.
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FIG. 6. a)(colour online)a)Fraction of realizations f for the
transition to AD, plotted with the probability p of connections
in the network, b) normalized transition curves form=30(red,
plus), 40(green, cross), 50(blue, star), 60(magenta, square),
70(cyan, solid square), 80(black, circle) and c) Variation of
critical p value, pt with m. Here τ = 0.35 and ǫ = 0.01.
For each value of m used, we get the width of the tran-
sition curve as δ and normalize the transition curves by
replacing p with (p− pt)/δ. Then we find all the transi-
tion curves fall on top of each other revealing a univer-
sal behavior. This data crunched curve is shown in the
Fig. 6(b). Moreover, the threshold value pt varies with
m as shown in Fig. 6(c), which indicates a minimum at
a particular value of m. At this value of m, the hetero-
geneity in the network is optimized or maximized and
hence transition to AD can happen even with sparsely
connected network corresponding to minimum value of
p, the probability of connections in the network. For the
random network of 100 periodic Ro¨ssler systems, pt is ob-
served to be minimum when the number of slow systems
is around 40.
1. Scaling with size of network
We repeat the above analysis and obtain the transition
curves for different network sizes, with N=100, 150, 200,
300, 500, 600, keeping m/N ratio fixed at 0.5. We notice
the larger the size of the network lower the value of p
at which transition takes place. To study the scaling
properties of these transitions, with system size, we fit
each transition curve with the functional form
f = (p− pc)
α. (4)
Here the value of pc is chosen as the one where the func-
tion gives best fit, and then the corresponding value of
the scaling index α is calculated for each transition curve.
Our results indicate that the index α varies with the net-
work size N. To get the value of α in the large size limit,
i.e. as N approaches infinity, we plot the calculated α vs
1/N and take the asymptote as 1/N goes to zero. This
comes out to be 0.68, which within numerical errors, can
be taken as 2/3. (Fig. 7)
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FIG. 7. (colour online)Fraction of realizations f for
the transition to AD plotted with the probability p for
N=100(red, plus), 150(green, cross), 200(blue, star), 300(ma-
genta, square), 500(cyan, solid square), 600(black, circle),
τ = 0.35, ǫ = 0.01. b) Normalized transition curves p − pt/δ
for different N. c) Variation of the scaling index with 1/N with
error bar shown in red.
E. Transitions to amplitude death in random networks
with non-uniform probabilities of connections
In the study presented in sections IIA-IID, the proba-
bility of connections for generating the random network
p is kept the same for slow and fast nodes. We now
6consider a much more heterogeneous case of random net-
works, generated with three different probabilities and
study the effect of slow and fast dynamics on it. This is
done by taking the probability with which a slow system
connects to another slow system as p1, while a fast sys-
tem connects with another fast system with p2 and a slow
system connects with a fast system with p3. We compute
the fraction of realizations resulting in amplitude death
in this random network of slow and fast systems by vary-
ing p3 for different sets of values of p1 and p2.
It is interesting to note that amplitude death happens
even in a bipartite network, with p1 = 0 and p2 = 0 but
non-zero p3. However, having non-zero values for p1 and
p2 helps the network to reach amplitude death state at
lower values of probability p3 and the minimum p3 for
this transition becomes smaller with increasing p1 and
p2 (Fig. 8). We also study the special cases when with
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FIG. 8. (colour online)Fraction of realizations for transition
to AD for random network of heterogeneous probabilities for
varying p3 a)p1=0,p2=0, b)p1=0.3,p2=0.3. Here τ = 0.35,
ǫ = 0.01. m=30(red, plus), 40(green, cross), 50(blue, star),
60(magenta, square), 70(cyan, solid square), 80(black, circle).
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.2  0.4  0.6  0.8  1
f
p3
(a)
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.3  0.6  0.9
f
p3
(b)
FIG. 9. (colour online)Fraction of realizations for transition
to AD for a random network of heterogeneous probabilities for
varying p3 a)p1=0,p2=0.8, b)p1=0.8,p2=0, keeping τ = 0.35,
ǫ = 0.01. m=30(red, plus), 40(green, cross), 50(blue, star),
60(magenta, square), 70(cyan, solid square), 80(black, circle).
p1 = 0, p3 is varied keeping p2 fixed as well as p2 = 0
and p3 is varied with p1 fixed. The results shown are for
p1 = 0.8 and p2 = 0.8 in the respective cases and p3 is
varied (Fig. 9a,b).
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FIG. 10. (colour online)a)Region showing AD in τ, ǫ plane
for Landau-Stuart systems on a random network, p = 0.5,
m = 50, N = 100, b) variation of fraction of realizations with
p for τ = 0.35, ǫ = 0.01. m=30(red), 40(green), 50(blue),
60(magenta), 70(cyan).
F. Random network of Landau Stuart systems
We do a similar study for slow and fast Landau Stuart
oscillators on random networks given by the equations
x˙i = τi((a− xi
2
− yi
2)x− ωyi) + τiǫ
N∑
j=1
Aij(xj − xi)
y˙i = τi((a− xi
2
− yi
2)y + ωxi) (5)
The results are qualitatively similar for amplitude death
and oscillatory behaviors. The region of AD is numeri-
cally calculated and shown for p=0.5, m = 50, N=100 in
τ, ǫ (Fig.10a). Choosing the τ and ǫ from the region of
AD one can show the variation for fraction of realizations
of AD while p varies. In this case also an optimum num-
ber of slow systems exists for which the transition occurs
for minimum value of probability p as shown in Fig.10b.
1. Stability analysis for amplitude death state
We find the onset of amplitude death is due to the sta-
bilisation of the unstable fixed point at (0,0). Hence the
transition to AD can be obtained by a detailed stability
analysis. We note that stability of AD state is analysed
in the case of two coupled systems of differing time scales,
globally coupled networks and minimal networks or mo-
tifs of 3 or 4 systems44–47. In the present study, with
heterogeneity in the pattern of connections also, AD oc-
curs due to interplay of time scales and topology.
We can write Jacobian of n-dimensional slow and fast
systems on a network of size N as
J = (τ ·I)⊗F′ + (τ ·L)⊗H (6)
where τ is an NxN matrix in which τij corresponds to
τi of eqn(1) for all j. I is NxN identity matrix. Dot
product (·) is defined here by the element wise product
of two matrices, and cross product (⊗) is defined as each
element of the former matrix being multiplied by the later
matrix as a block63. L is the laplacian matrix,
L = D−A (7)
7where D is the diagonal degree matrix of the network,
andA is adjacency matrix. F′ is Jacobian of the intrinsic
system around fixed point and is an nxn matrix, where
n is the dimension of a single system on each node. H is
nxn coupling matrix.
In the case of Landau-Stuart oscillators systems with
coupling function as given in eqn(5) and AD at the fixed
point (0,0), we have
F′ =
(
−a −ω
ω a
)
,H =
(
ǫ 0
0 0
)
We construct the matrix J following the equation (6)
and calculate its eigenvalues. Scanning the whole plane of
τ ǫ, we estimate the values of τ and ǫ, where the real part
of the largest eigenvalue crosses zero. The plot of these
values in (τ, ǫ) plane gives the transition curve to AD or
the boundary for the stable region for AD. This is shown
in black dots in Fig.10a. We note that the boundaries
calculated using the above stability analysis agrees well
those obtained by direct numericalGraph partitions and
cluster synchronization in networks of oscillators simula-
tions.
III. SCALE FREE NETWORKS OF SLOW AND FAST
SYSTEMS
As is well known, scale-free networks are inherently
more heterogeneous than random networks, with broad
distribution of nodal degrees and a few nodes with very
high degrees, called hubs. Hence the emergent dynamics
due to interactions among slow and fast dynamical sys-
tems on such a scale free network will be interesting. For
this we generate several realizations of scale free networks
using Baraba´si-Albert algorithm64 and consider the dy-
namics on each node of the network, as that of periodic
Ro¨ssler systems. The equations for the dynamics on such
a network will be the same as eqn( 2) with all parame-
ters taken the same way. But the adjacency matrix Aij
is taken as per the scale free network topology obtained
from the Baraba´si-Albert algorithm.
In a typical calculation, we take a network of size 100,
with a set of m nodes evolving at the slower time scale.
Since in a scale free network, hubs play the role of control
nodes, we mostly concentrate on cases where hubs follow
slower dynamics. Hence in this case the number of slow
systems required for AD to occur, is much smaller. Thus
on a scale free network of 100 systems even with eight
of the higher degree nodes or hubs having a time scale
mismatch of τ , we find the dynamics of all the systems
can be suppressed to AD state (Fig.11). We isolate the
region of AD in (τ, ǫ) plane as the region where the dif-
ference between the global maxima and global minima of
all the oscillators goes to zero. This is shown in Fig. 12.
We also estimate the minimum number of slow systems
required to induce AD starting with the highest degree
as slow and increasing the number one by one. For each
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FIG. 11. (colour online) Time series of few typical x-variables
are plotted, showing amplitude death in a scale free network
of periodic Ro¨ssler systems for τ = 0.3, ǫ = 0.2 and m=8.
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FIG. 12. (colour online) AD region in (τ, ǫ) plane for 100
periodic Ro¨ssler systems coupled on a typical realization of
scale free network with 8 hubs taken from the high degree
end slow in dynamics.
case, the average amplitude differences of all the oscilla-
tors is calculated. The plot of this averaged amplitude
(< Adiff >) with the number of slow hubs m gives this
as the value of m at which (< Adiff >) becomes zero.
This is repeated for different realizations and shown in
Fig.13. Here the values of τ and ǫ are chosen from the
AD region in Fig. 12.
We repeat the above study using Landau-Stuart oscil-
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FIG. 13. (colour online)< Adiff > vs m showing the mini-
mum value for number of slow hubs required for AD to occur
for periodic Ro¨ssler systems on a scale free network. Here
τ = 0.12 and ǫ = 0.25 Different colors correspond to different
realizations.
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FIG. 14. (colour online)Variance of few typical periodic
Ro¨ssler oscillators (var) with time to show that each oscilla-
tor takes a different time to move away from the synchronized
state. τ = 0.3, ǫ = 0.03.
lator as nodal dynamics. We find qualitatively similar
results for this case also with AD state and frequency
synchronization.
A. Spreading of slowness on scale free networks
When there is no time scale mismatch in the dynamics
of systems, all the systems on a scale free network, can
be completely synchronized with a sufficiently strong cou-
pling strength. Starting with such a state, after giving
sufficient time so that all the oscillators settle to complete
synchronization, we make one of the nodes, called source
node, slower in its dynamics. Clearly this can disrupt the
dynamics of all other nodes as the slowness spreads over
the network. Consequently, all oscillators will then move
away from the state of complete synchronization.
Due to the heterogeneity of connections in the scale
free network, the time taken by each oscillator to move
away from synchronization will not be the same. We an-
alyze this scenario in terms of the degree of the node
and shortest path from the source node, in the following
two ways. We calculate the change in the variance of all
oscillators in time. When they are completely synchro-
nized, the variance would be zero as shown in Fig. 14.
When one node is made slow, the variation of each os-
cillator from the mean of anticipated synchronized os-
cillations(the synchronized oscillation they would have
followed if this node was not made slow), is nonzero in-
dicating onset of desynchronization. From the Fig. 14 it
is evident that for each oscillator the time taken for the
variance to go to a non zero value ±ν is different, with
the source node taking the least time obviously. This
time, tν , for each oscillator to reach a specific value ±ν
(typically -0.01 or 0.01) for its variation is plotted as a
function of the degree of the nodes. It is easy to see that
tν increases as the shortest path of that node from the
source node increases. We repeat this for several nodes
as sources, including hubs and low degree nodes. Fig. 15
shows the plot of tν against degree of nodes for the two
cases with a hub as the source node and a low degree
node as the source node for a typical realization. In the
case where a hub is the source of slowness, we see most
of the nodes move away in much shorter times since the
shortest path from the source node is small.
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FIG. 15. (colour online)Time taken for each oscillator to move
away from synchrony is plotted with its degree (ki) when one
source node becomes slow. This is shown for a particular re-
alisation of the network of 100 systems where a) the highest
degree hub is made slow with degree 47 and in b) the low-
est degree node is made slow with degree 2. Different colors
represent different shortest path lengths from the source node
with shortest path 1(red, plus), 2(green, cross), 3(blue, star).
Here τ is 0.3 for the source node and ǫ is taken as 0.03.
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FIG. 16. (colour online) Number of systems that move away
from synchrony(Ns) in a range of time is plotted with time.
The results shown are averaged over six realisations. Here a)
corresponds to the highest hub as source of slowness for each
realisation and b) corresponds to the lowest degree node being
made slow. In this case also, τ is 0.3 for the source node and
ǫ= 0.03.
We repeat the study for different realizations of the
network and calculate the number of systems that get
desynchronized in a given time and this number averaged
over the realizations varies as shown in Fig. 16, for the
two cases, when a hub and a low degree node are the
sources of slowness. It is interesting to note that the
total time taken for all the systems to move away from
each other decreases with the degree of the source node
as a power law. This is clear from Fig. 17 shown for
a typical realization of the network. We find that this
curve can be fitted with a function as
T (k) = (a/k) + b (8)
with a = 180 and b = 18. The desynchronization transi-
tion is followed by a reorganization of the whole network.
B. Self organization of the network to frequency
synchronized state
Once synchrony is disturbed as discussed above due
to a single node going slow, de-synchronization sets in
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FIG. 17. (colour online)Total time taken for all oscillators in
the network to move away from synchrony is plotted against
the degree of source node for periodic Ro¨ssler systems on scale
free network. The source node has time scale as τ = 0.3 and
ǫ = 0.03.
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FIG. 18. (colour online)Time series of few typical x-variables
of periodic Ro¨ssler systems are plotted to show the frequency
synchronized state reached from the state of complete syn-
chronization after one node is made slow. Here τ = 0.3 for
the slow node and ǫ = 0.1.
characteristic times depending on the degrees of nodes
in the network. Subsequent to this, given sufficient time,
all the oscillators are found to reorganize themselves into
a frequency synchronized state. (Fig. 18). This is an in-
teresting and novel phenomenon of self-organization,
where the network goes from a collective behavior of
complete synchronization to another less ordered but co-
herent emergent state of frequency synchronization by
re-adjusting the dynamics of all the nodes, after the net-
work is perturbed by making one node slow.
To characterize this process, we calculate the fre-
quency of each oscillator using eqn.3 and plot them with
time(Fig.19a). The figure shows the synchronized fre-
quencies in the beginning, the de-synchronized frequen-
cies just after one node is made slow at t=500, and finally
the re-adjusted lower frequency after self-organization to
frequency synchronized state. We also study the time
taken for self-organization, called self organization time,
(tso), averaged over several realizations for τ varying in
the range 0.2− 0.8 for a particular ǫ=0.1, (Fig.19b). We
observe that tso decreases with the increase in the time
scale mismatch introduced on the source node, along a
straight line.
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FIG. 19. (colour online)a) Self-organization of oscillators into
frequency synchronized state for the whole network for a typi-
cal realization of scale free network after one hub is made slow.
On the x axis the time and on the y axis the corresponding
frequency are shown. At time=500 one hub is made slow, b)
Time taken to organize into the new synchronized state, tso,
averaged over six realizations is plotted for different τ values
with ǫ kept at 0.1. tso falls off with increasing mismatch τ as
a straight line.
C. Scale free network with multiple time scales
In this section, we study the collective dynamics of
nonlinear systems on a scale free network where the time
scale of each node varies with its degree following the
relation
τi = 2/ki (9)
This is chosen such that the node with highest degree
will have the slowest time scale and the time scale in-
creases as degree decreases. Since the network is scale
free, the number of different degrees, ki and hence the
number of different time scales, τi, will be less than N
but still will have a multiplicity of time scales. Thus, for
one typical realisation of 1000 nodes, we get 30 different
time scales in the network. We find the presence of mul-
tiple time scales, forces the whole network to collapse to
a state of AD. The onset of AD, after a threshold cou-
pling strength, is evident from the plot of < Adiff >, for
different values of ǫ, in Fig. 20 with three different sizes
N=100,500 and 1000.
For lower values of ǫ, prior to onset of AD, we see os-
cillations with differing amplitudes. But even with mul-
tiple time scales, the connectivity through the network
makes the systems organize into three groups, high de-
gree nodes with lower time scales having smaller ampli-
tudes, low degree nodes with faster time scales having
larger amplitudes and an intermediate group with ampli-
tudes in between. This is clear from the distribution of
amplitudes of all the oscillators in the network from six
realizations of the network of size N=1000 (Fig.21).
Similarly we do the analysis for another distribution of
time scales on nodal dynamics of scale free network. In
this case we choose the ith node to follow a time scale
τi drawn from a normal distribution with mean 0.5 and
standard deviation 0.15. Since in this case there is no
correlation between the degree of the node and its time
scales and the network is hierarchical, we take multiple
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FIG. 20. (colour online)< Adiff > vs ǫ in a typical realization
of scale free network showing onset of AD due to multiplicity
of time scales for periodic Ro¨ssler systems with τi = 2/ki for
N=100(red), 500(green), 1000(blue).
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FIG. 21. (colour online)Distribution of amplitudes of 1000
periodic Ro¨ssler systems with multiple time scales on a scale
free network for ǫ = 0.03, with the time scales distributed as
eqn. 9. The different colours indicate different realizations of
the network.
realizations of the distribution and analyse the dynamics.
The onset of AD state on a scale free network of periodic
Ro¨ssler systems and the threshold value of ǫ is shown in
(Fig. 22a). We also estimate the transition probability
as the fraction of realizations of time scale distributions
for which AD occurs, for different values of ǫ and plot
this fraction (f) with ǫ to see the transition curve to AD.
(Fig. 22b)
IV. CONCLUSION
The study reported, in general, addresses the impor-
tant question of how the mismatch in dynamical time
scales of different interacting units can affect the collec-
tive performance of a complex system. We consider non-
linear dynamical systems with complex interaction pat-
terns modelled by random and scale free topologies. We
are motivated by the fact that one important factor for
heterogeneity of interacting systems in real-world com-
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FIG. 22. (colour online)Onset of AD on a scale free network
of 100 periodic Ro¨ssler systems with normal distribution for
time scales. a)< Adiff > vs ǫ in 5 typical realizations (shown
in different colour) of time scale distributions showing onset
of AD. b)Fraction of realizations of time scale distributions
showing transition to AD with ǫ for 50 realizations.
plex systems is the diversity in time scales. This makes
our study highly relevant in understanding such systems
from a dynamical system’s perspective.
We study the robustness of coupled oscillator networks
which are widely used as models for understanding the
dynamics of networked systems in biology, physics, and
engineering and see how increasing the heterogeneity in
time scales makes them undergo transitions in their dy-
namics. The emergent dynamics is then characterized
in terms of the average amplitude of oscillations and the
common frequency of the coupled systems.
The results presented are primarily for periodic Ro¨ssler
systems, with two distinct time scales. However qualita-
tively similar results are obtained in the case of random
networks, with Landau-Stuart oscillators, chaotic Ro¨ssler
and Lorenz systems.
When the network of connections is random, we study
suppression and recovery of oscillations and cross over in
amplitudes and frequency as number of slow systems in-
creases. The transition to AD in terms of the probability
of connections p is found to scale with network size, the
index of scaling being 2/3.
If the systems are connected on a scale free network
with heterogeneity in the degrees, we find hubs can func-
tion as control nodes in the emergent dynamics. We
study the spread of slowness through the network due
to one hub being slow and discuss the self-organization
of the whole network from completely synchronized state
to a state of frequency synchronization. The hierarchical
structure of this network leads to different patterns in
the spread of slowness due to one slow source node. The
study of the times involved gives an estimate of minimum
time within which corrective measures are to be initiated
to restore the network dynamics.
We also observe transition to AD on a scale free net-
work, with multiple time scales, with time scale of each
node depending on its degree and with time scales drawn
from a normal distribution.
In all cases studied, suppression of dynamics with the
whole network settling to a common fixed point, seems
to be the most prevalent emergent state. We note that
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amplitude death due to time scale diversity has been re-
ported in a few specific cases with global coupling44,45.
Our study establishes how difference in dynamical time
scales of systems induces AD in systems, interacting with
random and scale free patterns of connections. So also
we show recovery of oscillations of any desired common
frequency is possible by tuning the time scales of the
systems. It is interesting that cooperative phenomenon
of lower order like frequency synchronization, may still
emerge even in the presence of time scale diversity. As
reported recently in modular networks of neurons65, tun-
ing the time scales can also result in a variety of specific
activity patterns with spatial order and frequency lock-
ing.
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