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Mark Dang-Anh, Jessica Einspänner und Caja Thimm 
Die Macht der Algorithmen –  
Selektive Distribution in Twitter 1 
Abstract: Der Beitrag analysiert die Strukturen der Inhaltsdistribution im 
Microblogging-System Twitter. Den Ausgangspunkt hierfür bildet eine Fokus-
sierung der Medienforschung auf Produktion und Rezeption von „User Genera-
ted Content“ im Social Web, die ebenso wie die Annahme einer „freien“ Wahl 
von Themen- und Informationsquellen im Web hinterfragt werden soll. Die zent-
rale These lautet hierbei, dass nicht nur Nutzerinnen und Nutzer über die Vertei-
lung der Inhalte bestimmen, sondern in hohem Maße auch Algorithmen. Im 
Konzept der selektiven Distribution werden die typischen Distributionsmodi so-
wie deren Erzeugungsmechanismen herausgearbeitet und dargestellt. Die medi-
enethische Verantwortung für die Verteilung der nutzergenerierten Inhalte liegt 
(auch) bei den Medienunternehmen, die die Macht über algorithmische Distribu-
tionsstrukturen haben. Die Unternehmen geraten dadurch, wie abschließend ar-
gumentiert wird, in einen Konflikt zwischen wirtschaftlichen Interessen und ge-
sellschaftlicher Verantwortung. Aus der Analyse ergeben sich Forderungen nach 
mehr Transparenz der algorithmischen Distributionsprinzipien sowie mehr Kon-
trollmöglichkeiten für die User. 
1. Einleitung
Die Frage, welche Rolle die großen Medienkonzerne der digitalen Welt, al-
len voran Google, Amazon und Facebook, für unseren digitalen und non-
digitalen Alltag spielen, wird mit immer kritischerem Unterton gestellt. Da-
bei ist die Beobachtung, dass Selektionsprozesse von digitalen Programm-
codes unsere Wahrnehmung steuern, nicht neu. Schon 1993 sprach Howard 
Rheingold von den „cyber tribes“, geschlossenen Gruppen im Netz, die den 
Kontakt mit anders Orientierten unter anderem aufgrund von Suchfunktio-
nen, die sich nur nach Übereinstimmungen richten, nicht finden. Die Ab-
rechnung von Reppesgaard (2008) mit der Macht der größten Suchmaschi-
ne Google im „Google Imperium“ setzte einen weiteren Akzent. All diese 
Verweise wurden jedoch eher in der publizistischen Öffentlichkeit und we-
1 Wir danken der Deutschen Forschungsgemeinschaft (DFG) für die Förderung unse-
rer Arbeit im Teilprojekt „Deliberation Im Netz: Formen und Funktionen des digita-
len Diskurses am Beispiel des Microblogging-Systems Twitter“ des Schwerpunkt-
programms 1505 „Mediatisierte Welten“. 
Dang-Anh, Mark/Einspänner, Jessica/Thimm, Caja (2013): Die Macht der Algorithmen – Selektive Distribution in 
Twitter. In: Emmer, Martin/Filipović, Alexander/Schmidt, Jan-Hinrik/Stapf, Ingrid (Hrsg.): Echtheit, Wahrheit, 
Ehrlichkeit. Authentizität in der Online-Kommunikation (Kommunikations und Medienethik, 2). Weinheim/Basel: 
Beltz Juventa, S.74–87.
75 
niger in der Wissenschaft debattiert (vgl. hierzu jedoch Röhle 2010, Mager 
2012). Erst der TED-Vortrag von Eli Pariser 2011 und die Aufarbeitung in 
seinem Buch zur „Filter Bubble“ warfen ein schärferes Licht auf die Rolle 
und Funktionen der Algorithmen für die Steuerungsmechanismen unserer 
digitalen Umwelt. Damit standen nunmehr nicht nur die technischen Rah-
menbedingungen, sondern auch politische und ethische Fragen auf der 
Agenda. Was nämlich bedeutet es für die Konstruktion sozialer Realität, 
wenn diese schon im Prozess der Wahrnehmung durch Filterprozesse ge-
steuert sind, die wir nicht dekodieren können? Was heißt es für unsere Mei-
nungsbildung, wenn wir in einer meinungskonformen Umwelt nur noch be-
stätigende Informationen erhalten und das Widerständige außen vor bleibt? 
In diesem Zusammenhang erhalten Fragen nach der Macht der Medien eine 
neue und zunehmend ethisch relevante Bedeutung. Während man früher 
Medien als „Meinungsmacher“ kritisierte, so muss man heute etwas breiter 
nach der Kontrollfunktion von Medien über unsere jeweilige soziale Wirk-
lichkeit fragen. Allzu häufig wird das Netz als Ort der Freiheit und der poli-
tischen Partizipationsoptionen gesehen, ohne dabei zu berücksichtigen, dass 
die so wahrgenommenen Prozesse unter Umständen hochgradig selektiv 
und technisch gesteuert sind. Besonders die sozialen Netzwerke gelten als 
Orte der Begegnung und des grenz- und zeitüberschreitenden Austauschs, 
schon allein deswegen, da Nutzergruppen im Social Web bzw. im Web 2.0 
ihre eigenen Kommunikationen mit „User Generated Content“ steuern, fil-
tern und selektieren können. 
Im vorliegenden Beitrag soll zunächst thematisiert werden, dass sich die 
Netzforschung auf Grundlage des Konzepts des „User Generated Content“ 
auf die Prozesse der Produktion und Rezeption konzentriert und dadurch 
Distributionsaspekte in den Hintergrund rücken (Abschnitt 2). Darauf wird 
am Beispiel der Microblogging-Plattform Twitter das Konzept der selek-
tiven Distribution eingeführt (Abschnitt 3), mit dem sich im Anschluss die 
Bedeutung der algorithmenbasierten „Twitter Trending Topics“ für Agen-
da-Setting-Prozesse verdeutlichen lässt (Abschnitt 4). Schließlich wird die 
medienethische Frage nach der Verantwortung von Medienunternehmen 
vor dem Hintergrund der explizierten Distributionssystematik gestellt (Ab-
schnitt 5). 
2. Distribution in Social Media
Die Zentrierung des Diskurses über Social Media auf nutzergenerierte In-
halte impliziert die Annahme einer relativ freien Verfügung der Nutzer über 
die Verteilung der erzeugten Inhalte sowie einer tendenziellen Gleichgül-
tigkeit gegenüber den ihnen zugrunde liegenden Distributionsstrukturen. 
Nutzergenerierte Inhalte spielen im Social Web „eine herausragende Rolle 
[…], nicht die Applikation selbst“ (Brinning 2008: 70). Die Verteilung der 
Inhalte, so der naheliegende Schluss, erfolgt über das Prinzip einer freien 
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Rezipientenselektion: Wer „Freund“ (Facebook) oder „Follower“ (Twitter) 
ist, ist potenzieller Empfänger und (Weiter-) Verteiler der Inhalte gleicher-
maßen. In die Konzeptualisierung von User Generated Content in Social 
Media ist demnach ein Paradigmenwechsel vom passiven Rezipienten hin 
zum aktiven Produzenten (Bruns 2008, Altmann 2011) eingeschrieben. Ak-
tivität beschreibt hierbei nicht nur die Erstellung von eigenen Inhalten im 
Netz, sondern zudem auch eine „aktivere Rezeptionssituation […], weil 
sich der User nicht mit einem vorselektierten Programm berieseln lassen 
kann, sondern mithilfe von Maus und Texteingabe selbst tätig werden 
muss“ (Altmann 2011: 19, Hervorhebung im Original). Als Subjekt von 
Distributionshandlungen werden in dieser Lesart explizit die Nutzerinnen 
und Nutzer identifiziert. Die Funktionen des jeweiligen Social Media-
Dienstes hingegen als Verteiler, Verfügbarmacher und gegebenenfalls Ver-
hinderer oder gar Zensor werden nicht thematisiert. Entsprechend ‘distribu-
tionsneutral’ fällt dann auch eine Definition von Social Media aus: „Social 
Media is a group of Internet-based applications that build on the ideological 
and technical foundations of Web 2.0, and that allow the creation and ex-
change of user generated content” (Kaplan/Haenlein 2010: 61). Die Reduk-
tion der medialen Netzplattform auf ihre Anwendungsfunktion (vgl. auch 
die Bezeichnung „Applikation“, Brinning 2008: 70) verschleiert deren 
Schlüsselfunktion als aktiver Distributor von nutzergenerierten Inhalten. 
Auch O’Reilly erwähnt in seinem What is Web 2.0? betitelten, viel beachte-
ten Beitrag diesen Aspekt, betont darüber hinaus aber stärker die Kompo-
nente der Partizipation, die er unter anderem am Beispiel der Datentausch-
plattform BitTorrent als grundlegendes Prinzip des Web 2.0 expliziert:  
“BitTorrent thus demonstrates a key Web 2.0 principle: [...] There's an 
implicit "architecture of participation", a built-in ethic of cooperation, in 
which the service acts primarily as an intelligent broker, connecting the 
edges to each other and harnessing the power of the users themselves” 
(O’Reilly 2005). 
Das hier skizzierte Prinzip der Partizipation erfasst das Zusammenwirken 
informationstechnologisch zur Verfügung gestellter Partizipationspotentiale 
und die konkreten Nutzungspraktiken der Anwenderinnen und Anwender. 
Anastasiadis/Thimm (2011) betonen, dass die konkreten Handlungskontex-
te bei Analysen von Social Media zu berücksichtigen sind, da „Nutzungs- 
und Anwendungsformen von Web 2.0-Angeboten vielfältige gesellschaftli-
che Strukturen und Institutionen berühren“ (ebd.: 9). Über Web 2.0-
Applikationen lassen sich soziale Kontakte organisieren und stützen (Mau-
rer/Alpar/Noll 2008). Sie ermöglichen neue Arbeits-, Freundschafts- und 
Intimbeziehungen; sie versorgen Menschen mit Informationen aus allen 
Lebens-, Gesellschafts- und Politikbereichen; sie helfen bei der Organisati-
on und Unterstützung von Bürgerbewegungen und Revolutionen (zum Bei-
spiel in Birma, Iran, Tunesien und Ägypten); sie stellen die medientechni-
sche Infrastruktur für Gegenöffentlichkeiten wie WikiLeaks (Thimm 2012), 
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eröffnen neue Wirtschaftsformen, beeinflussen Werbe- und PR-Strategien 
(Thimm/Einspänner 2012) und reorganisieren Wissen (Pscheida 2010). Die 
offensichtliche gesellschaftliche Relevanz und die Dynamik von technolo-
gischen Entwicklungen sowie Nutzungspraktiken erfordern eine Überprü-
fung bisheriger medienethischer Kategorien. 
Im Kontrast zu traditionellen Massenmedien wie Print, TV und Rundfunk, 
anhand derer bisher medienethische Klassifizierungen und Einschätzungen 
von Distributionsmechanismen entwickelt wurden (Funiok 2005), lassen 
sich für Social Media keine eindeutig zuweisbaren Verteilstrukturen konsta-
tieren. In der wissenschaftlichen Diskussion zu Kommunikationsprozessen 
im Netz liegt der Fokus auf Produktions- und Rezeptionsmustern im Netz, 
technische Steuerungsprozesse bzw. distributive Strukturen treten dagegen 
oftmals in den Hintergrund. Mit der Frage nach den Handlungssubjekten 
und deren Kontrolle über die „soziale Umwelt Internet“ (Thimm 2011) geht 
die medienethische Frage nach der Verantwortung für die jeweiligen pro-
duktiven, rezeptiven und distributiven Handlungen einher. Gefragt werden 
muss daher in diesem Zusammenhang vermehrt nach der Distributionssys-
tematik von Inhalten im Social Web.  
Als Ausgangspunkt unserer Überlegungen lässt sich festhalten, dass Social 
Media-Unternehmen über algorithmenbasierte Verfahren Distributions-
handlungen vollziehen bzw. veranlassen. Auf den entsprechenden Plattfor-
men entstehen spezifische Verteilprozesse, deren Strukturen sich im Modell 
der selektiven Distribution abbilden lassen. Diese distributiven Prozesse 
sollen am Beispiel des Microblogging-Systems Twitter exemplifiziert wer-
den.  
3. Selektive Distribution in Twitter 
In Twitter, dem bei weitem populärsten Microblogging-Dienst mit ca. 140 
Millionen aktiven Nutzern weltweit (blog.twitter.com, 05.04.2012), dessen 
Distributionsstruktur hier analysiert werden soll, werden Inhalte in Form 
von Postings (Tweets) verfügbar gemacht. Die Autoren der Tweets sind da-
bei, mit Ausnahme von Retweets, die sogenannten ‚Followees‘ eines Nut-
zers. Das bedeutet, dass jeder Twitteruser die Autoren der Beiträge, die in 
seiner Timeline erscheinen, nach einem Abonnentenprinzip vorausgewählt 
hat. Ein wesentliches Charakteristikum von Social Media gemäß der oben 
zitierten Definition nach Kaplan/Haenlein (2010) ist somit erfüllt: Nutzer 
generieren Inhalte („creation“), die sie dann – in diesem Fall allein durch 
ihre Teilnahme an Twitter – zur potentiellen Distribution („exchange“) zur 
Verfügung stellen (sofern sie ihren Account für Dritte nicht gesperrt ha-
ben). Twitteruser folgen gezielt den Accounts ihrer Wahl und rezipieren 
dementsprechend Tweets ihrer gewählten Accounts. Es handelt sich hierbei 
um eine persönliche Distribution.  
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Es müssen jedoch zwei Einschränkungen gemacht werden: Zum einen kann 
es vorkommen, dass Accounts in der Timeline eines Nutzers auftauchen, 
die vorher nicht von ihm gewählt wurden, sondern deren Tweets durch „ge-
folgte“, also selektierte Nutzer per Retweet redistribuiert wurden. Dies ist 
eine Funktion, die Twitter als Diffusionsmedium charakterisiert 
(Thimm/Dang-Anh/Einspänner 2011). Zum anderen kann es vereinzelt vor-
kommen, dass Tweets von Accounts in der Timeline auftauchen, die man 
eigentlich nicht abonniert hat. Diese Tweets stammen beispielsweise von 
Unternehmen, die Twitter für eine prominente Positionierung ihrer Tweets 
Geld bezahlen. Diese Werbetweets sind dann als „sponsored tweets“ mar-
kiert.  
Es lassen sich weiterhin Bereiche auf Twitter identifizieren, die durch eine 
spezifische algorithmenbasierte (Prä-)Selektion gekennzeichnet sind. Diese 
Vorauswahl betrifft insbesondere folgende drei Bereiche 
(1) Followerempfehlungen 
(2) Suchergebnisse  
(3) Trending Topics  
(1) Die Followerempfehlungen betreffen nicht direkt Inhalte (Tweets), son-
dern vielmehr die Produzenten der Inhalte. Twitter schlägt seinen Nutzern 
vor, bestimmten Accounts zu folgen (s. Abbildung 1). 
 
Abbildung 1: Followerempfehlungen, Quelle: twitter.com.  
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Hierbei liegen algorithmische Verfahren zugrunde, deren Programmierprin-
zipien nicht transparent sind. Es ist davon auszugehen, dass der Berechnung 
der Followerempfehlungen die Auswertung des bisherigen Verhaltens auf 
dem Microblogging-Dienst, insbesondere die persönliche Selektion von 
Followees, zugrunde liegt. Folgen Nutzer nun diesen Empfehlungen, kann 
man sagen, dass auch die vermeintlich freie persönliche Selektion der po-
tenziellen Produzenten von zu rezipierenden Inhalten zumindest in Teilen 
auf algorithmischen Vorschlägen basiert. Insofern ist auch die Timeline, der 
Kern der Inhaltsrezeption, mit Beiträgen durchmischt, die ohne entspre-
chende Empfehlungen durch Twitter vermutlich nicht rezipiert worden wä-
ren. Followerempfehlungen sind accountgebunden, das heißt, jeder Nutzer 
erhält individuell erzeugte Empfehlungen der Accounts, denen er folgen 
könnte. Insofern handelt es sich bei einer derartigen Verteilung von Vor-
schlägen um eine personalisierte Distribution. 
(2) Mit einer gemischten Verteilung haben wir es bei den Suchergebnissen 
zu tun, die generiert werden, wenn man die Twitter-Suchfunktion benutzt. 
Die erste Ergebnisausgabe ist von Twitter bereits gefiltert, was durch eine 
farbliche Hervorhebung des Wortes „Top“ angezeigt wird. Daneben gibt es 
die Möglichkeit, auf die Ergebnisliste, bezeichnet als „Alle“, zu wechseln: 
hier verändert sich die Komposition der angezeigten Tweets, es findet of-
fenbar keine personalisierte Vorauswahl mehr statt. Dieses Ranking bein-
haltet mitunter nicht alle aktuellen Tweets, die die gesuchte Zeichenkette 
enthalten, weshalb auch hier von einer algorithmenbasierten Selektion aus-
gegangen werden muss. Dies ist zum Teil der Software-Architektur und 
dem großen Datenstrom auf Twitter geschuldet. Für unterschiedliche Ac-
counts gilt jedoch, dass die Suche nach dem gleichen Suchbegriff unter-
schiedliche Ergebnisse für die „Top“-Liste, jedoch immer – bis auf oben 
erwähnte technisch induzierte Varianzen – gleiche Ergebnisse für die „Al-
le“-Liste hervorbringt. Eine dritte Auswahlmöglichkeit besteht darin, Su-
chergebnisse aus den Tweets der Followees generieren zu lassen („Leute, 
denen Du folgst“). Insofern werden durch die Filterungsmöglichkeiten der 
Suchergebnisse alle drei Modi selektiver Distribution abgedeckt: die per-
sönliche Distribution („Leute, denen Du folgst“), die personalisierte Distri-
bution („top“) und die globale Distribution („alle“). 
(3) Anders verhält es sich bei den Trending Topics. Dies sind zehn inde-
xierte und damit klickbare Hashtags, Begriffe oder Phrasen, die auf der 
Twitter-Startseite neben der Timeline erscheinen (s. Abbildung 2). 
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Abbildung 2: Trending Topics Deutschland 13.02.2012,  
Quelle: twitter.com. 
 
Diese Top-Ten-Liste ist in einzelne Länder- bzw. Städtelisten (z. B. 
“Trending Topics in Deutschland/München”) oder für das ganze „Twit-
teruniverse“ (“weltweit”) unterteilbar. Zudem gibt es die Möglichkeit, indi-
viduell generierte Trendlisten erzeugen zu lassen („Tailored Trends“), de-
ren Berechnung auf Grundlage der Followees und des Ortes erfolgt 
(blog.twitter.com, 12.06.2012). Insofern bietet Twitter hier bereits Filter-
möglichkeiten für die Auswahl gezielter Themenlisten. Die genauen Krite-
rien für die Berechnung und Komposition der Trending Topics werden von 
Twitter nicht genannt; ein Umstand, der immer wieder Grund zu Spekulati-
onen um etwaige Einflussnahmen durch das Unternehmen Twitter auf die 
Themen-Agenda der Microblogging-Plattform gibt (s. Abschnitt 4). In 
Tweets lässt sich ein relativ hoher Anteil an Metakommunikation zu den 
Trending Topics ausmachen. Dies kann als ein Indikator dafür gewertet 
werden, dass Rezeptions- und Produktionsverhalten der Nutzer zu einem 
nicht unerheblichen Maß von den Themenvorschlägen beeinflusst sind. 
Durch die Auswahl von zehn aktuellen „Trendthemen“ findet eine Selekti-
on durch den Algorithmus von Twitter statt, die für alle Nutzer gleiche Er-
gebnisse bringt. Daher lässt sich diese als globale Distribution bezeichnen. 
Die Verteilung der individuell generierten „Tailored Trends“ hingegen ist 
als personalisierte Distribution zu verstehen.  
Die Distributionsmodi lassen sich wie folgt konzeptionieren: 
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Abbildung 3: Selektive Distribution in Twitter 
 
In der selektiven Distribution von Inhalten in Twitter, die über die Timeline 
verteilt werden, erfolgt die Auswahl nur teilweise durch die Nutzer. Zwar 
handelt es sich bei der Timeline um das zentrale inhaltsdarstellende Ele-
ment, jedoch wurde gezeigt, wie auch ihre Zusammensetzung durch die 
Präselektion des Anbieters beeinflusst sein kann. Algorithmen, so die hier 
vertretene These, prägen klar und dennoch für die Nutzer nicht direkt er-
sichtlich die inhaltliche Komposition ihrer potentiellen Medienrezeption. 
Neben die Nutzer treten also algorithmische Verfahren an die Stelle der dis-
tributiven Handlungsträger. In der Darstellung wird die Durchmischung al-
gorithmenbasierter und nutzerbestimmter Inhaltsverteilung durch die gestri-
chelte Linie gekennzeichnet. Die Timeline indes enthält auch Beiträge, die 
durch eine algorithmenbasierte Filterung, etwa solche Tweets, die von emp-
fohlenen Accounts gesendet werden, zustande kommen. Die Timeline ist 
dementsprechend nicht eindeutig einem Distributionsmodus zuzuordnen 
(vgl. Abb. 3).  
4. Agenda-Setting in Twitter: Zusammenspiel von  
Algorithmen und nutzergenerierten Inhalten  
Im Folgenden soll am Beispiel der algorithmenbasierten Trending Topics 
gezeigt werden, inwiefern nutzergenerierte Inhalte auf Twitter selektiv dis-
tribuiert werden. Hierbei wird erneut deutlich, dass Selektion nicht allein 
durch die Nutzerinnen und Nutzer erfolgt, sondern neben der Distribution 
auch die Produktion und Rezeption der nutzergenerierten Inhalte durch Al-
gorithmen beeinflusst wird. 
Die Themensetzung auf Twitter liegt zunächst in der Hand der Nutzerinnen 
und Nutzer. So benutzen sie beispielsweise Hashtags, um Tweets zu kon-
textualisieren und somit bestimmten Diskursen zuzuordnen (Thimm et al. 
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2011). Darüber hinaus unterstützen die twittereigenen Algorithmen die 
Themenwahl der User und werden auf diese Weise zum zweiten Akteur des 
Agenda-Setting-Prozesses: Ab einer bestimmten Verwendungshäufigkeit 
erscheint ein Hashtag, ein Schlagwort oder eine Phrase in den Trending To-
pics. Der Algorithmus, der hinter der Listenkomposition steht, „identifiziert 
beliebte Themen im Moment ihres Beliebt-Werdens“ (support.twitter.com, 
o.J.). Sobald ein Begriff in der Trending Topic-Liste erscheint, erfährt die-
ser und der darum entstandene Diskurs eine Hervorhebung. Auch Twit-
ternutzer/-innen, die das bestimmte Trending Topic nicht kennen, werden 
so auf das entsprechende Thema aufmerksam gemacht und können auch zu 
einem späteren Zeitpunkt (im Moment des Entdeckens des Begriffs in der 
Trending Topic-Liste) noch in den Diskurs einsteigen. Gestützt durch den 
Mechanismus einer spezifischen Nutzungsfrequenz bestimmter Begriffe 
weist der Trending Topics-Algorithmus folglich auf Themen hin, die offen-
bar für eine Gruppe von Twitterusern relevant sind. Andere Twitternutzer/-
innen werden angeregt, am Diskurs teilzunehmen, indem sie mitlesen („lur-
ken“), welche Tweets zu dem jeweiligen Schlagwort gesendet werden, oder 
sich aktiv zu beteiligen und selbst Tweets mit dem Hashtag, dem Schlag-
wort oder der Phrase zu verfassen. Insofern ist diese Form der algorithmi-
schen Themenempfehlung von Twitter als Form des Agenda-Settings einzu-
ordnen, da sie dem User zusätzlich zu seiner persönlichen Followerauswahl 
noch ein Themenspektrum bietet, das sich aus den Tweets vieler anderer 
Twitteruser zusammensetzt, die nicht zwangsläufig zum eigenen Follower-
kreis zählen.  
Offen bleibt jedoch die genaue Funktionsweise des Trending Topics-
Algorithmus, zumal er für die Öffentlichkeit nicht überprüfbar ist: Wie häu-
fig muss ein Begriff auf Twitter genannt werden, um unter den Trending 
Topics gelistet zu werden? Damit einher geht auch die Frage, wie lange ein 
Hashtag in der Liste bleibt, bis es von einem anderen „verdrängt“ wird. Wie 
„authentisch“ ist der Algorithmus oder – anders gefragt – liegt die Macht 
wirklich bei den Nutzer/-innen, die durch häufiges Verwenden eines 
Schlagwortes die Themenagenda in Twitter setzen? Antworten auf diese 
Fragen sind nicht leicht zu finden und werden von Twitter nur in Ausnah-
mefällen explizit genannt, wie etwa bei konkreten Zensurvorwürfen. Als 
bekanntes Beispiel gilt der Fall zur Protestaktion „Occupy Wall Street“, die 
im September 2011 in New York startete und sich gegen den Einfluss der 
Banken und des Finanzsektors auf die politische Agenda richtete. Beobach-
ter warfen Twitter Zensur in den USA vor, da das zugehörige Hashtag #oc-
cupywallstreet (bzw. #ows, #occupy) nicht in der Trending Topics-Liste 
des Landes auftauchte, obwohl die einzelnen Demonstrationen dazu auf 
Twitter ein stark diskutiertes Thema waren (Albright 2011, Sydell 2011), 
was Blogger mit eigenen Recherchen zu belegen wussten (z. B. Higgins 
2011). Bereits in den vergangenen Jahren wurde Twitter mit Zensurvorwür-
fen hinsichtlich der Trending Topics-Liste konfrontiert, die das Unterneh-
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men jedoch stets zurückwies. In einer Erklärung dazu wird auch die genau-
ere Funktionsweise des Trending Topic-Algorithmus erläutert 
(blog.twitter.com, 08.12.2010). Demnach identifiziert der Algorithmus 
nicht einfach nur die am häufigsten verwendeten Schlagworte in Tweets pro 
bestimmter Zeiteinheit (z. B. pro Minute), sondern untersucht darüber hin-
aus auch „topics that are being talked about more right now than they were 
previously“ (ebd.). Das heißt, Trending Topics entsprechen den Themen, 
die im Moment ihres Erscheinens in der Liste noch häufiger getwittert wer-
den als normalerweise. Diese Aussage verweist zugleich auf die Konsistenz 
des Tweet-Trackings, bei dem die Inhalte sämtlicher Tweets permanent von 
Twitter analysiert, kategorisiert und zur Weiterentwicklung von Algorith-
men verwendet werden („We track the volume of terms mentioned on Twit-
ter on an ongoing basis“, ebd.). Im Fall von #occupywallstreet wird die Ab-
senz des Hashtags in der Trending Topic-Liste unter anderem mit der All-
zeitrelevanz des Themas erklärt, die keine plötzliche Brisanz darstellte, 
welche jedoch für eine Aufnahme in die Trending Topics nötig gewesen 
wäre:  
„Occupy Wall Street has been going on for weeks. The hashtag is being 
used as frequently as some trending topics, but it's not being used that 
frequently all of a sudden. If something major happens that causes a lot 
more people to use it all at once, then it would trend. Steadily becoming 
more and more widespread won't cut it“ (quora.com, Okt. 2011).  
Ferner wird außerdem darauf hingewiesen, dass ein Thema wie die Oc-
cupy-Bewegung mit verschiedenen Hashtags in unterschiedlichen Schreib-
weisen auf Twitter virulent werden kann, von denen aber unter Umständen 
keine einen Platz in der Trending Topics-Liste erreicht (Sydell 2011).  
Abgesehen von einzelnen Fällen wie dem #occupy-Beispiel sehen Kritiker 
das Problem ganz allgemein in der Intransparenz des Twitter-Algorithmus 
und der dahinter stehenden Tweetfilterung: „the fact is, as Twitter’s spoke-
speople stated themselves, algorithms and full access to user’s activity data 
are not public. Nor do they want it to be. Twitter is a business that must 
protect its intellectual property“ (Albright 2011). Solange die algorithmi-
sche Filterung nicht eindeutig nachvollziehbar oder gar durch die Nutzer/-
innen individuell einstellbar ist, lassen sich auch Vorwürfe gegenüber einer 
vermeintlichen Zensur durch Twitter nur schwer entkräften. 
5. (Medien-)Macht oder Recht auf Transparenz? 
In klassischen Medienstrukturen ist die Zuweisung der medienethischen 
Verantwortung im Vergleich zu netzbasierten Strukturen relativ eindeutig: 
Geht es um massenmediale Inhalte, sind die professionellen Medienschaf-
fenden die Produzenten, die Betreiber der Massenmedien sorgen für die un-
idirektionale Distribution, und das Publikum sind die Rezipienten (Debatin 
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1998: 121ff.). Die medienethische Verantwortung für die Produktion von 
Inhalten ist dabei teils durch Professionsethiken, wie den Pressekodex, aber 
auch durch vertragliche, medienrechtliche Vereinbarungen reguliert (Funi-
ok 2005). Durch Social Media erweitert sich das potentielle Produzenten-
spektrum um den individuellen Nutzer, womit auch die medienethische 
Verantwortung hinsichtlich der Produktion von Online-Inhalten nicht mehr 
so eindeutig zuzuweisen ist wie bei traditionellen massenmedialen Inhalten. 
So haben User in „Second Life“ beispielsweise kaum Einfluss auf das Ge-
schehen im virtuellen Umfeld – auch hier ist der Medienkonzern „Linden 
Labs“ der Kontrolleur im Hintergrund (Thimm 2009).  
Für Twitter gilt, dass die Verteilung von Inhalten zur zentralen Funktion 
geworden ist und der Microblogging-Dienst demnach als „Distributionsme-
dium“ (Thimm/Dang-Anh/Einspänner 2012) zu verstehen ist. Anhand des 
Konzepts der selektiven Distribution wird deutlich, dass nicht nur die User 
Träger distributiver Handlungen sind, sondern dass diese Handlungen eben-
so durch Algorithmen vollzogen werden. Damit erwächst nicht nur dem so-
zialen Netzwerk eine spezifische Kraft der Kommunikation, sondern auch 
dem Unternehmen „Twitter“ eine neue Form der medienethischen Verant-
wortung. Hierbei gilt es zu berücksichtigen, dass Twitter als Medienunter-
nehmen Maßstäben folgt, die nicht unbedingt mit dem Verhalten seiner 
Nutzerinnen und Nutzer in Einklang zu bringen sind. Vorstellbar sind etwa 
Szenarien, in denen User den Microblogging-Dienst zur Kommunikation 
über oder gegen eine politische Autorität bzw. Organisation nutzen, die mit 
dem Unternehmen wirtschaftlich kooperiert. Dann träte für ein Medienun-
ternehmen der medienethisch relevante Konfliktfall ein, dass „zwei Grund-
prinzipien gegeneinander[stoßen]: das Profitstreben als unternehmerisches 
Ziel und die ethische Verantwortung als gesellschaftliche Erwartung“ (Alt-
meppen/Arnold 2010: 332). 
In anderen Bereichen werden algorithmische Verfahren in Online-
Anwendungen weniger kritisch betrachtet. Daten, die aus anderen Daten 
erzeugt sind, lassen sich mit Wehner (2008) als „taxonomische Kollektive“ 
klassifizieren. Sie sind besonders dort als nützlich zu erachten, in denen sie 
Konsumenten Produktvorschläge oder Fans populärer Kultur Musikvor-
schläge machen, die auf dem eigenen Konsumverhalten und/oder dem 
Kauf- bzw. Surfverhalten Dritter beruhen. Sie werden dann medienethisch 
interessant, wenn die durch sie relevant gemachte politische Kommunikati-
on Machtstrukturen und Eigeninteressen der Medienkonzerne unterliegt. 
Jedoch scheinen Fragen nach Medienkontrolle und Regulierung in diesem 
Zusammenhang bisher noch kaum erörtert. Es wäre also an (uns) Nutzerin-
nen und Nutzern selbst, die entsprechende Transparenz bzw. Kontrollmög-
lichkeiten über die Konstruktions- und Selektionsprozesse der Algorithmen 
einzuklagen. 
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