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DISEÑO DE ISSIM Y EVALUACIÓN DE ALGORITMOS DE
ENRUTAMIENTO CON CALIDAD DE SERVICIO
NØstor Misael Peæa*, Hollman. A. Díaz**.
RESUMEN:
ISSIM es un simulador por eventos discretos diseæado para evaluar algoritmos de enrutamiento con y sin
capacidad de calidad de servicio en el contexto de la arquitectura actual de Internet, Mejor Esfuerzo, y
la arquitectura de Servicios Integrados. ISSIM es una herramienta que permite construir las topologías
de simulación en forma grÆfica y los resultados son entregados en un formato compatible con una hoja de
cÆlculo. Este nuevo simulador fue diseæado para poder comparar los tres algoritmos de enrutamiento,
SPF (Shortest Path First) y QOSPF (Quality of Service Shortest Path First) precÆlculo y en demanda,
bajo las mismas condiciones. Entre los resultados obtenidos se encuentran la determinación de la comple-
jidad de las variantes con calidad de servicio del algoritmo de Dijkstra (precÆlculo y en demanda), el
impacto en tiempo de procesamiento y en ancho de banda consumido.
ABSTRACT:
ISSIM is a discrete event simulator designed to evaluate routing algorithms with and without routing
quality of service capabilities in Best Effort and Integrated Services architectures. ISSIM is a tool that
allows to build network topologies in a graphic way and results are delivered in a spreadsheet compatible
format. A new simulator was designed because of necessity of comparing the three routing algorithms,
SPF and QOSPF precalculus and calculus on demand, under the same conditions. Among the found
results are the complexities of the Dijkstra algorithm and its variants with Quality of Service (precalculus
and calculus on demand), the impacts in the process time and used bandwidth.
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1 INTRODUCCIÓN
Debido al gigantesco crecimiento de Internet,
las debilidades del protocolo IP con su servicio
de mejor esfuerzo se estÆn haciendo evidentes.
La solución obvia para tratar con estos proble-
mas es incrementar el ancho de banda para
evitar la congestión en los enlaces. Sin embar-
go, no sólo ha aumentado la cantidad de trÆfi-
co transportado por la red, tambiØn han cam-
biado sus características. Ahora hay nuevas
aplicaciones, muchas basadas en IP, cuyos re-
querimientos operacionales son muy diferen-
tes a los de aplicaciones como transferencia de
archivos y correo electrónico [1].
Existen varias propuestas para poder suplir la
necesidad de calidad de servicio en las redes
IP. Entre ellas se encuentran las arquitecturas
de Servicios Integrados y Servicios Diferencia-
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dos y MPLS [2], [3]. Aunque se cree que Ser-
vicios Diferenciados provee una mejor solu-
ción desde el punto de vista de escalabilidad,
actualmente sólo Servicios Integrados ofrece
una solución integral desde la reserva de re-
cursos hasta el manejo de flujos en redes de
Ærea extendida [4].
Por esto se escogió la arquitectura de Servi-
cios Integrados como el modelo en el simula-
dor. AdemÆs, ya que OSPF (Open Shortest Path
First, [5]) es uno de los algoritmos de
enrutamiento intrasistema autónomo mÆs usa-
do, se tomó como base sobre la cual se han
evaluado algunas de las extensiones propues-
tas en [6].
Actualmente se tiene acceso a varios
simuladores, entre ellos se destaca MaRS  por
su capacidad en el enrutamiento [4]. Sin em-
bargo, MaRS puede simular solamente el al-
goritmo de Bellman-Ford y SPF [7]. Esto deja
un vacío para el anÆlisis del enrutamiento con
calidad de servicio, que de acuerdo a [2] tiene
el potencial de ser la pieza perdida en el esfuer-
zo de garantizar verdadera calidad de servicio
en redes IP.
Este vacío es llenado en parte por QRS [4], el
cual es un trabajo basado en la modificación
de MaRS. QRS puede evaluar un algoritmo de
enrutamiento, basado en SPF, con capacidad
de calidad de servicio usando el modelo de cÆl-
culo por demanda. Sin embargo, tanto [4]
como [6] concuerdan en decir que no existe
aœn claridad acerca de cuÆl modelo es mejor:
PrecÆlculo que consume grandes recursos en
intervalos separados de tiempo o cÆlculo por
demanda cuya carga computacional es menor
pero se hace mÆs seguido.
Se requería una herramienta que permitiera
evaluar los algoritmos de enrutamiento por
precÆlculo y en demanda bajo las mismas con-
diciones, para que las medidas puedan ser com-
paradas. Para satisfacer este requerimiento se
diseæo este nuevo simulador.
En la segunda parte del artículo se describe el
diseæo del simulador ISSIM y la arquitectura
de Servicios Integrados usada como modelo.
En la tercera parte se muestran los resultados
obtenidos en la evaluación de los tres algoritmos
de enrutamiento. Por œltimo, se presenta una
serie de conclusiones del trabajo realizado.
2 DISEÑO DE ISSIM
ISSIM es un simulador por eventos discretos
enfocado principalmente a la parte de
enrutamiento en redes IP de conmutación de
paquetes. Soporta dos tipos de servicio: El ser-
vicio de Mejor Esfuerzo y el servicio de Carga
Controlada [8] en el marco de la arquitectura
de Servicios Integrados [9].
Con Øl se evaluaron, bajos las mismas condi-
ciones, los algoritmos de enrutamiento de tipo
SPF sin y con calidad de servicio en las varian-
tes de precÆlculo y cÆlculo por demanda. Ade-
mÆs, se buscó diseæar una herramienta amiga-
ble al usuario que permita desarrollar futuros
trabajos en Æreas como control de admisión,
reserva de recursos, disciplinas de cola y des-
carte de paquetes.
2.1 ARQUITECTURA DE SERVICIOS INTEGRADOS
De acuerdo con [9], la arquitectura de Servi-
cios Integrados es la disposición de cuatro com-
ponentes para que, trabajando en conjunto,
pueda suministrarse servicios de Carga Con-
trolada o Servicio Garantizado. Los tres pri-
meros compo-nentes: Programador de paque-
tes, clasificador y control de admisión consti-
tuyen una función del enrutador conocida
como control de trÆfico. El otro componente
es la reserva de recursos. El enrutamiento no
forma parte del modelo de la arquitectura y
evaluar su desempeæo en ella es el interØs de
este trabajo.
En la Figura 1 se muestra la relación existente
entre los diferentes componentes dentro de un
enrutador. Esta figura sirvió como base para la
implementación de los nodos en el simulador.
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2.2 ESTRUCTURA DE ISSIM
ISSIM se compone bÆsicamente de cinco gran-
des partes:
Motor de simulación: Es el encargado del ma-
nejo de los eventos y paquetes dentro de la red.
Se usó como modelo base SIMLIB [10]. Tam-
biØn obtiene las estadísticas de las variables.
Interfaz grÆfica: Provee al usuario la facilidad
de hacer y verificar la red diseæada y alterar
los parÆmetros de Østa y de la simulación.
Enrutadores: Siguen el modelo de la Figura 1 y
las recomendaciones de [11]. Para la reserva
de recursos se usó una versión simplificada
(sólo soporta reserva FF) del protocolo RSVP
(ReSerVation Protocol) [12]. El programador
de paquetes tiene tres disciplinas de cola: FIFO,
por prioridades y CBQ (Class Based
Queueing), como se describen en [2] y el des-
carte de paquetes se hace por fin de cola [2] y
por algoritmo RED (Random Early Detection)
[13]. Para el control de admisión se
implementaron las opciones de aceptar todo,
control por suma simple y por suma medida
[2], [14]. El clasificador se basa en la direc-
ción destino para seleccionar la interfaz de sa-
lida y en la prioridad del paquete para asignar
la cola. En lo referente a enrutamiento se so-
portan tres protocolos, todos ellos basados en
el algoritmo de Dijkstra: SPF, QOSPF por
precÆlculo y en demanda.
Fuentes generadoras de trÆfico: Generan el trÆ-
fico en la red y las solicitudes de reserva de
recursos. Se aplicaron las recomendaciones de
[2] y [15], entre otras, al implementar las fuen-
tes. Pueden operar como fuentes de tasa de
salida constante o variable. y usan UDP como
protocolo de transporte, es decir, son no orien-
tadas a conexión.
Generador de reportes: Escribe en un archivo
csv las estadísticas generadas durante la simu-
lación. Incluye la media, la varianza, el nœme-
ro de las muestras, los valores mÆximos y mí-
nimos, el reporte consolidado de varias
iteraciones y los valores de los intervalos de
confianza.
3 EVALUACIÓN DE LOS ALGORITMOS DE
ENRUTAMIENTO
Antes de realizar los experimentos se hicieron
seis grupos de simulaciones, cada uno de 30
iteraciones, para verificar el funcionamiento de
ISSIM. La comparación se hizo contra Comnet
III [16] y contra valores teóricos. Los resulta-
dos obtenidos arrojaron diferencias menores a
0.11% para redes con parÆmetros determinís-
ticos. Para otras, con variables aleatorias, las
diferencias fueron menores al 1.2%.
El primer experimento consistió en hallar el
tiempo medio de procesamiento de los
enrutadores y su dependencia respecto al nœ-
mero de ellos. Se usó, entre otras, la topología
de la Figura 2.
Figura 2. Topología de red usada para hallar la com-
plejidad de los algoritmos de enrutamiento. En los nodos
sombreados se colocaron fuentes de trÆfico.
En ella se tienen dos fuentes de trÆfico (no se
muestran), sólo la que estÆ conectada al
enrutador 1 estÆ activa, la otra sólo funciona
Figura 1. Modelo de referencia de enrutadores en Ser-
vicios Integrados [9].
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como sumidero. Todos los enlaces son de
2048kbps con 1ms de tiempo de propagación.
Dado que el tiempo de procesamiento con SPF
y QOSPF depende de la cantidad de LSA (Link
State Advertisement) procesados, en este ex-
perimento se procuró que para cada red este
nœmero permaneciera constante. Los LSA se
generan de varias formas: periódicamente (en
este caso cada 100ms), cuando cambia la to-
pología de la red por caídas o subidas de enla-
ces o enrutadores y, para el caso de
enrutamiento con calidad de servicio, cuando
el ancho de banda disponible de un enlace cam-
bia por encima de cierto porcentaje umbral.
Para que sólo los LSA periódicos fueran gene-
rados, no se incluyeron eventos de caídas de
enrutadores o enlaces y la fuente de trÆfico ge-
neraba datos a una tasa de 20kbps, es decir,
cerca del 1% del ancho de banda de los enlaces
y el umbral de actualización se colocó en 20%.
El experimento, con una duración de tiempo a
simular de 10s, se repitió 30 veces para cada
algoritmo de enrutamiento y luego el œltimo
enrutador era borrado hasta que sólo queda-
ron dos.
En la Figura 3 se observan como marcas sobre
la curva los valores obtenidos para el tiempo
medio de procesamiento en cada enrutador con
SPF. La curva corresponde a una regresión
cuadrÆtica, R2=0.9986. La línea de abajo co-
rresponde al cociente entre la diferencia de los
tiempos para n y n+1 enrutadores y la diferen-
cia entre el nœmero de enrutadores, lo que es
una aproximación a la derivada. Las unidades
de tiempo (UT), que pueden ser ms o ns, de-
penden del procesador del enrutador.
La Figura 4 muestra los resultados para el al-
goritmo QOSPF en precÆlculo.
Para el algoritmo QOSPF en demanda, el pro-
medio del tiempo de procesamiento se obtuvo
para los enrutadores que recibían solicitudes
(enrutador 1 y enrutador 2) y los resultados se
presentan en la Figura 5.
Para determinar la relación entre el tiempo
medio de procesamiento (QOSPF en deman-
da) en cada enrutador de la red y el nœmero de
saltos se empleó la topología de la Figura 6.
En ella existe una fuente de trÆfico en el
enrutador 1 y su sumidero se ubicó en los
enrutadores 2 al 10. Los parÆmetros de la fuente
y de la simulación fueron los mismos que en el
Figura 3. Curva de tiempo medio de procesamiento en
la red con el algoritmo SPF y Dt/Dn contra el nœmero de
enrutadores en la red.
Figura 4. Curva de tiempo medio de procesamiento
en la red con el algoritmo QOSSPF precÆlculo y Dt/
Dn contra el nœmero de enrutadores en la red.
Figura 5. Curva de tiempo medio de procesamiento
en los enrutadores 1 y 2 con el algoritmo QOSSPF en
demanda y Dt/Dn contra el nœmero de enrutadores en
la red.
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experimento anterior. Los resultados se pre-
sentan en la Figura 7.
Se observa que el tiempo de procesamiento
medio en la red para el algoritmo QOSPF en
demanda tiene una dependencia cuadrÆtica res-
pecto al nœmero de saltos de la ruta. La regre-
sión cuadrÆtica da un valor de R2=1.
Un tercer experimento fue desarrollado para
determinar el impacto de los algoritmos de
enrutamiento con calidad de servicio en el uso
del ancho de banda, los tiempos de retraso y la
carga de procesamiento. Para tal fin se usó la
topología de la Figura 8. En ella los enrutadores
sombreados tienen conectadas dos fuentes de
trÆfico que envían paquetes a las fuentes ubi-
cadas en el vØrtice opuesto. Aquí todas las fuen-
tes funcionan como origen y sumidero.
En este caso tambiØn se consideraron enlaces
de 2048kbps con 1ms de tiempo de propaga-
ción. Las fuentes tienen una tasa de salida de
550kbps y solicitan un ancho de banda de
600kbps. La actualización de LSA se hacía cada
500ms o cada vez que el ancho de banda dis-
ponible cambiaba en 20%, Øste se medía con
un filtro EWMA (Exponential Weighted
Moving Average) que muestreaba el enlace cada
20ms y tenía un peso de 0.2.
En la primera parte del experimento, las fuen-
tes se encendían o apagaban de acuerdo a una
distribución exponencial con media 1s. La si-
mulación se hizo para un periodo de 10s y se
repitió 30 veces. En la segunda parte, el tiem-
po medio de encendido y de apagado era de
100ms tambiØn siguiendo una distribución
exponencial.
En las tablas 1 y 2 se puede ver la utilización
media de todos los enlaces por parte del trÆfi-
co de control (enrutamiento y reserva) y el trÆ-
fico  de los paquetes. Se aprecia que prÆctica-
mente la utilización por los paquetes de datos
no depende de los tiempos de encendido/apa-
gado de las fuentes. Lo que sí cambia es la uti-
lización del trÆfico de control que se dispara
por las continuas generaciones de LSA en los
algoritmos con calidad de servicio y por los
mensajes RSVP.
Figura 8. Topología de red usada para hallar el impacto
de los algoritmos de enrutamiento en la red. En los nodos
sombreados hay dos fuentes/sumideros que envían datos a
las ubicadas en el vØrtice opuesto.
Figura 7. Curva de tiempo medio de procesamiento
en la red con el algoritmo QOSSPF precÆlculo y Dt/
Dn contra el nœmero de saltos en la ruta.
Figura 6. Topología de red usada para hallar la relación
entre tiempo de procesamiento y nœmero de saltos. En el
nodo sombreado hay una fuente de trÆfico, su sumidero
varió en posición.
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En las tablas 3 y 4 se encuentran la cantidad de
LSA generados y el tiempo de procesamiento
para cada algoritmo de enrutamiento y para
cada tasa de encendido/apagado. Como se dijo
antes, los dos algoritmos con calidad de servi-
cio generan gran cantidad de LSA, es muy si-
milar tanto para precÆlculo como en cÆlculo
por demanda.
Tabla 3. Cantidad de LSA procesados y tiempo me-
dio de procesamiento en la red para un tiempo medio
de encendido y apagado de 1s.
Para el algoritmo sin calidad de servicio, los
LSA procesados no varían pues ellos son gene-
rados solamente por un mecanismo periódico.
Para los otros algoritmos, la cantidad de LSA
depende en parte del tiempo de encendido o
apagado de la fuente, se incrementa con la can-
tidad de sesiones que se abren y se cierran. Pero
esta cantidad varía mÆs con el trÆfico presente
en la red como lo muestra la tabla 5 la cual se
obtuvo apagando cuatro de las fuentes (una por
cada enrutador de los vØrtices) y repitiendo el
experimento con el que se halló la tabla 3.
Se aprecia que la generación de LSA en los
algoritmos con calidad de servicio estÆ ligada a
los niveles de trÆfico en la red y a la forma en
que este trÆfico se distribuye en el tiempo.
El tiempo de procesamiento de SPF y QOSPF
por precÆlculo no depende directamente de los
tiempos de encendido y apagado de las fuentes
sino de la cantidad de LSA a procesar la cual,
sí se ve afectada por este parÆmetro. Para
QOSPF en demanda el tiempo de procesamien-
to, tablas 3 y 4, crece mÆs de ocho veces, la
misma proporción en que crece la tasa de soli-
citudes de las fuentes que pasó de 0.476solici-
tudes/s a 3.94solicitudes/s.
En la Figuras 9 y 10 puede observarse el com-
portamiento del tiempo medio de retraso de
los paquetes. Los dos algoritmos con calidad
de servicio presentan menores tiempos medios
de retraso y menor dispersión debido a que
hacen una mejor distribución del trÆfico sobre
los enlaces. Este tiempo es menor a pesar de
tener una utilización media mÆs alta. SPF sólo
hace uso de una ruta, sin importar cuÆn carga-
da estØ, en algunos casos la utilización de un
enlace fue mayor al 60%.
Tabla 1. Utilización media de todos los enlaces de la
red para un tiempo medio de encendido y apagado de 1s.
Tabla 2. Utilización media de los todos enlaces de la
red para un tiempo medio de encendido y apagado de
100ms.
Tabla 4. Cantidad de LSA procesados y tiempo me-
dio de procesamiento en la red para un tiempo medio
de encendido y apagado de 100ms.
Tabla 5. Cantidad de LSA procesados y tiempo me-
dio de procesamiento en la red para un tiempo medio
de encendido y apagado de 1s y sólo cuatro fuentes
encendidas.
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4 CONCLUSIONES
Respecto al algoritmo SPF se mostró en for-
ma empírica que su complejidad es O(n2), sien-
do n  el nœmero de enrutadores en la red [17].
AdemÆs de los datos obtenidos, se pudo obser-
var que todos los enrutadores de la red tienen,
en esencia, el mismo tiempo de procesamien-
to sin importar su posición ni su nœmero de
enlaces.
Para el algoritmo QOSPF por precÆlculo, se
encontró el resultado esperado respecto a su
complejidad, es decir, que es O(n2) debido a
que este algoritmo corresponde casi a la repe-
tición del algoritmo de Dijkstra sobre C dife-
rentes grafos, donde C es el nœmero de niveles
de cuantificación asignados al algoritmo. Para
cada uno de los grafos se eliminan los enlaces
que no tengan como mínimo el ancho de ban-
da libre correspondiente al nivel cuÆntico.
En QOSPF por precÆlculo, tambiØn se obser-
va que el tiempo de procesamiento empleado
por cada enrutador es el mismo y al igual que
en SPF no existe dependencia de posición ni
de nœmero de enlaces siempre y cuando sea un
nodo activo en el grafo, es decir que al menos
uno de sus enlaces tenga el mínimo nivel de
ancho de banda libre del nivel cuÆntico.
Aunque el enrutamiento QOSPF en demanda
no halla las rutas para todos los destinos como
lo hace SPF y QOSPF por precÆlculo, su com-
plejidad tambiØn es O(n2). Sin embargo, su rata
de crecimiento comparada a los otros dos
algoritmos es la mÆs baja respecto al nœmero
de enrutadores en la red.
Por otro lado, en QOSPF en demanda sí existe
dependencia en los tiempos de procesamiento
respecto a la posición de los enrutadores en la
red. Primero, se observa que sólo los
enrutadores que procesan las solicitudes de
rutas con calidad de servicio tienen tiempo de
procesamiento diferente de cero. En segundo
lugar, se observa que los enrutadores pertene-
cientes a la ruta que se encuentran mÆs cerca
de la fuente destino tienen menores tiempos
de procesamiento.
Con referencia al uso de ancho de banda por
parte de los algoritmos con calidad de servi-
cio, se concluye que los dos producen prÆcti-
camente la misma cantidad de trÆfico pues la
generación de LSA no depende de ellos sino
de los cambios en la utilización del ancho de
banda de los enlaces. La utilización del enlace
por parte del trÆfico de control (enrutamiento
y RSVP) estuvo alrededor del 7% para enlaces
de 2048kbps (unos 143kbps) y pesar de ser 10
veces superior a la provocada por SPF, sigue
siendo pequeæa, en especial si los enlaces son
de alta velocidad.
Gracias a que los algoritmos de enrutamiento
con calidad de servicio dirigen los flujos a tra-
vØs de caminos con mayor ancho de banda dis-
ponible, hacen un mejor uso de los enlaces,
distribuyendo el trÆfico sobre una mayor can-
Figura 10. Histograma tiempos de restraso de los
paquetes usando el algoritmo QOSPF en demanda y
precÆlculo.
Figura 9. Histograma tiempos de restraso de los
paquetes usando el algoritmo SPF.
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tidad de ellos. Esto repercute en menores tiem-
pos de retraso y en una menor variabilidad de
estos, características deseables en aplicaciones
de tiempo real. Esto aplica para los dos
algoritmos QOSPF.
Dado que ambos algoritmos con calidad de
servicio presentan características similares en
lo que respecta a generación de trÆfico de con-
trol, mejor utilización de los enlaces y meno-
res tiempos de retraso promedio de los paque-
tes, el punto clave para su diferenciación estÆ
en sus tiempos medios de procesamiento.
Aunque en los dos, estos tiempos tienen de-
pendencia cuadrÆtica del nœmero de
enrutadores, la rata de crecimiento de QOSPF
por precÆlculo es mucho mayor que la del al-
goritmo en demanda. El tiempo de procesa-
miento del primero depende tambiØn de la can-
tidad de LSA procesados y la generación de
LSA periódicos crece linealmente con el nœ-
mero de enrutadores en la red.
Por otro lado, ya que el tiempo de procesa-
miento de QOSPF en demanda crece
linealmente con el nœmero de peticiones de
rutas, podría pensarse que para una alta rata
de Østas, el algoritmo por precÆlculo tendría
menos tiempo de procesamiento. Pero debe
tenerse en cuenta que a mayor cantidad de cam-
bios en el ancho de banda disponible en la red,
ocasionado por las fuentes de trÆfico, mayor
serÆ la cantidad de LSA producidos y por tan-
to tambiØn aumentarÆ el tiempo de proceso
del algoritmo por precÆlculo.
En resumen, QOSPF en demanda se muestra
como la mejor alternativa para la implementa-
ción de enrutamiento con calidad de servicio
dado sus menores tiempos de procesamiento.
Durante el desarrollo de las simulaciones, se
notó que la operación conjunta del algoritmo
de reserva RSVP con cualquiera de los
algoritmos de enrutamiento puede llegar a
crear bucles que se mantienen indefinidamen-
te si la fuente de trÆfico continœa realizando
refrescos de mensajes Path. Este comporta-
miento se presenta con mÆs frecuencia en los
algoritmos con calidad de servicio debido a los
frecuentes cambios en el dígrafo que representa
la red debido a las variaciones en las utilizacio-
nes de los enlaces. La especificación de RSVP
[12] no trata este problema aunque sí conside-
ran que puede presentarse. En ISSIM se adi-
cionó la detección de bucles de mensajes RSVP
y se proveyó una solución consistente en que
el enrutador que encuentre un mensaje en bu-
cle lo elimine y genere un mensaje de error
que viaje por el ciclo y borre la reserva, con el
propósito de que en el próximo refresco, los
dígrafos de todos los enrutadores hayan con-
vergido y se encuentre un ruta sin ciclos.
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