The manifold of a planar array in a direction finding system may be considered as two families of azimuth and elevation curves, where theparameter curves are as well as while the -parameter curves hyperhelical geodesic are . Since the -curves are not hyperhelical, their curvatures depend on and neither so analytical evaluation of curvatures of order greater than two can become exceedingly laborious and impractical. The advantages of having hyperhelical parameter curves are numerous. For one thing, all the curvatures of a hyperhelix may be evaluated recursively since they do not vary from point to point as a function of ² ³ lower-order curvatures. This has been demonstrated in [1] for the case of the singleparameter manifold of a linear array. Furthermore the convenient nature of a hyperhelix's geometry has proven invaluable in array design [2] , in investigating the detection and resolution thresholds [3] and in identifying ambiguities inherent in array configurations [4] . In view of the above facts, it seems logical that an alternative parametrization of the manifold surface, which results in two sets of hyperhelical parameter curves, can provide a great deal of additional insight into the nature of planar array behaviour and design. In this investigation, such a parametrization is identified and its significance is demonstrated by a number of examples/applications. 
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ABSTRACT: The manifold of a planar array in a direction finding system may be considered as two families of azimuth and elevation curves, where theparameter curves are as well as while the -parameter curves hyperhelical geodesic are . Since the -curves are not hyperhelical, their curvatures depend on and neither so analytical evaluation of curvatures of order greater than two can become exceedingly laborious and impractical. The advantages of having hyperhelical parameter curves are numerous. For one thing, all the curvatures of a hyperhelix may be evaluated recursively since they do not vary from point to point as a function of ² ³ lower-order curvatures. This has been demonstrated in [1] for the case of the singleparameter manifold of a linear array. Furthermore the convenient nature of a hyperhelix's geometry has proven invaluable in array design [2] , in investigating the detection and resolution thresholds [3] and in identifying ambiguities inherent in array configurations [4] . In view of the above facts, it seems logical that an alternative parametrization of the manifold surface, which results in two sets of hyperhelical parameter curves, can provide a great deal of additional insight into the nature of planar array behaviour and design. In this investigation, such a parametrization is identified and its significance is demonstrated by a number of examples/applications. 
I. Introduction
Consider the planar array of manifold vector, representing the response of a 5 isotropic sensors receiving a unity power signal from a far-field emitter, a exp 1
where r =~´ µ
% & 5d
, , is the matrix of sensor locations in units of half-T H wavelengths /2 and is the wavenumber vector pointing towards the emitter. The ² ³ locus of manifold vectors for all emitter bearings is known as the .
array manifold
It is common practice in the array processing literature to specify the direction of arrival of a received signal by its azimuth angle made with the -plane and ² % ' ³ elevation angle made with the -y plane , in which case the wavenumber vector is ² % ³ given by ² ³~² ³ , cos cos , cos , 2 " # sin sin T In spite of the intuitive appeal of using azimuth and elevation, this choice of angles is by no means unique and furthermore is not the most suitable for the study of the array manifold of planar arrays. A plane-wave may be characterized by any two independent angles which specify its orientation with respect to an arbitrary frame. For example, consider the frame --where and are the result of rotating the and axes by
an angle . Then, defining and as the bearings of the arriving wavefront with . respect to the positive directions of the --axes respectively, the wavenumber vector % & 
² c ³ Â ² c ³ Â ² ³
The relationship between the -and -conventions is illustrated in Fig 1a . At À ² ³ this stage the purpose of rotation angle may be unclear, however this will become . apparent in subsequent sections. As can be seen, and take values between and as they are defined according to their cosines. Parameters and are also known as cone angles since the loci of wavenumber vectors of constant or form a cone ² ³ about the (or ) axis as shown in Fig. (1b) .% & The rotation of the -frame by implies that matrix of sensor locations with
respect to the and axes is given by : 
It should be emphasized here that is a fixed scalar and not a direction of arrival . parameter. Angles and simply define the lines of azimuth with respect to # #b which and are respectively measured.
It is the objective of this paper to investigate the array manifold surface using coneangle parametrization which can provide a great deal of additional insight into the behaviour of DF systems employing planar arrays. Section II contains a summary of those results of differential geometry which are of practical interest in the study of array manifolds of planar arrays and the performance of direction-finding array systems. These results are subsequently used in Sections III and IV for investigating the individual -and -parameter curves as well as the intrinsic geometry of the manifold surface.
-and Section V examines the implications of the geometry of the -parameter curves in connection with the direction-finding capabilities of a planar array of sensors. The paper finally concludes in Section VI. 
II. Differential Geometry of a Two

9
The regularity condition of Eq. ( ) ensures that a tangent plane exists at all points on the surface. Note that the basis created by is in general not orthonormal. n
In the same way that the shape of a 1-parameter manifold (curve) is uniquely defined by its curvatures [1] , the shape of a 2-parameter manifold (surface) may be quantitatively expressed in terms of intrinsic properties such as its Gaussian curvature and the of the curves lying on its surface. In order to evaluate these geodesic curvature quantities, it is first necessary to introduce the building blocks of surface differential geometry as exemplified by the first fundamental coefficients and the Christoffel symbols. The first fundamental form I is essential for the evaluation of lengths and areas on the manifold surface. For instance, let a a , with be a regular
The first fundamental form and coefficients
curve on a surface a a . Then clearly the length of the curve is given by :
It may be similarly shown that the area of a segment on the surface of a manifold > a a is given by :
The significance of Equations (13) and (14) in relation to the intrinsic geometry of a surface will be clarified in the following sections.
The Christoffel symbols
In order to investigate the differential geometry of a surface a , it is necessary to ²Á ³ determine how the non-orthonormal basis of the tangent plane varies from point to n point on the array manifold. This information can be expressed in terms of the Christoffel symbols of first kind.
By using the matrix a , a and its two derivatives a , a and n n ñ´µ~C°C~´µ n n C°C~´µ a , a , the represent the Christoffel symbols of the first kind inner products between the tangent vectors a , a and their derivatives, and are defined as
Thus there are eight Christoffel symbols of first kind forming the two Christoffel matrices of the first kind defined as follows:
where due to the symmetry inherent in differentiation, and
Although the differential geometry of a surface can be completely described in terms of the above symbols, the process may be considerably simplified by the use of Christoffel symbols/matrices of the second kind which are related to the symbols of the first kind in the following way :
Once again due to symmetry, and . It is also customary to use ! ! ! ! s uperscripts to denote the elements of the inverse matrix :
where clearly , , .
It is obvious that all Christoffel symbols are functions only of the first fundamental coefficients and their derivatives, and for this reason they play a ²Á~Á³ central role is expressing the intrinsic geometry of a surface, described next.
Intrinsic geometry of a surface
In order to define the intrinsic geometry of a surface, it is first necessary to appreciate the concept of an isometric mapping. Hence we may think of an isometry as the bending of a surface into a different shape without changing the distance (along the surface) between any of its points. Consequently, the "inhabitants" of such a surface would not be aware of any change at all, as their geometric measurements remain exactly the same. The combination of the above definition with Eq ( ) implies that a one-to-one mapping of a surface a on to À another surface a is an isometry iff at corresponding points the first fundamental V coefficients remain unchanged, i.e.
. Thus there is no difference ~ DÁ ~Á V in the measurement of lengths, angles, and areas on isometric surfaces although the surfaces, when viewed from the embedding space, may have entirely different geometric shapes. An isometric mapping is by necessity both angle-preserving (conformal) and area-preserving (equiareal).
Definition c A property of a surface which remains invariant under an isometry is called an intrinsic property of the surface. The totality of the intrinsic properties of a surface is known as the of the surface. intrinsic geometry
Naturally a property of a surface is an intrinsic property if it only depends on the first fundamental coefficients (and hence the magnitudes and inner products of the tangents to the surface). The intrinsic geometry of a surface is completely independent of the space in which the surface is embedded and is built from the start solely on isometric invariants. Next, two important features of intrinsic geometry are briefly discussed, namely:
and Gaussian curvature geodesic curvature.
Gaussian curvature
At every point on a surface a , it is possible to define a real valued function ²Á ³ 2 gauss called the curvature, which according to the Theorema Egregium of Gaussian c Gauss is an intrinsic property of the surface and is representative of the local shape c of the surface. The Gaussian curvature (also known as the curvature scalar) can be shown to be of the form [8] :
The above expression may be more compactly represented in terms of the Christoffel symbols : Apart from defining the local shape of a surface, the Gaussian curvature has important implications with regards to isometric mappings. For example, two surfaces which are related by an isometric mapping must have the same Gaussian curvature at corresponding points (since is an intrinsic property). The converse of this is in 2 gauss general not true. However if two surfaces have the same constant Gaussian curvature, then any two sufficiently small neighborhoods of the surfaces are related by an isometric mapping. As a result, for which are the developable surfaces ² 2~ ³ gauss only surfaces that can be mapped isometrically on to a plane. This feature will be used later in Section IV. The general expression for the geodesic curvature of an arbitrary curve on a surface is rather involved but can be considerably simplified for the special case of constantparameter curves [9] :
Geodesic curves
Clearly the geodesic curvature is a function of the first fundamental coefficients only and is consequently preserved under an isometric mapping. This implies that an isometric mapping is by necessity also a geodesic mapping.
Following the above definition, a may be defined as a curve whose geodesic curve geodesic curvature is zero at every point along its length. Since for a geodesic curve the direction of acceleration is always orthogonal to the surface, the inhabitants of a surface perceive no acceleration at all for them the geodesic is a "straight" line. c It can also be shown that in the neighborhood of a point on a surface, there exists a ( unique geodesic through in any given direction. Consequently a unique geodesic ( joins point with every point in its neighborhood. Furthermore, the geodesic ( ) defines a unique between neighboring points and . The arc of minimum length ( ) converse is also true in that if a is an arc of minimum length between any two ²!³ points on a surface, a is a geodesic.
²!³
III. Investigating the -and -parameter curves
The differential geometry of the -and -curves are next investigated. Naturally, due to the symmetry of Eq. 7 , the parameter curves are expected to exhibit similar ² ³ characteristics.
Arc lengths of the -and -parameter curves
The most basic features of a curve a are its arc length and ²³ rate of change of arc length
where denotes differentiation with respect to parameter . Substituting Eq. ;
Theorem I : Curvatures of the -and -parameter curves The curvatures of the -and -curves of the manifold of a planar array of isotropic sensors may written as a function of lower-order curvatures in the following
with the initial conditions that :
where, following the usual notation, . 9 9 9 * * The recursive Equations of (28) are similar in form, to those derived for the curvatures of the -parameter manifold of a linear array of isotropic sensors 1 , with the ´µ difference that and have taken on the role of the sensor location 9² ³ 9² b ³ # # vector of the linear array. Consequently, Theorem I can be proved in a similar fashion to this described in [1] .
The curvatures and hence the shapes of the , -curves depend strongly on , # reminiscent of the drastic variations in array performance which can be observed along different lines of azimuth. Theorem-I is the centre-piece of this investigation and, as will be demonstrated next, has some far-reaching implications. Although the hyperhelical / -coordinate system shown above covers the whole of the manifold surface and is sufficient to fully define the manifold shape, it is not unique. In fact, to understand the behaviour of the array for all possible directions of arrival it is necessary to consider the hyperhelical coordinates corresponding to all values of from to . #
The above concept may be more easily appreciated by observing Fig. (4) which shows the effect of a non-zero value of . It should be stressed that, despite the # appearance of Fig. (4) , the use of various values of is not equivalent to a trivial # rotation of the parameter curves, since their differential geometry is a function of # (Corollary 3). c 
IV. Intrinsic Geometry of the Array Manifold
As might be expected, the intrinsic shape of a manifold surface, as defined by its Gaussian curvature, is invariant under any parameter transformation. Here, however, it is demonstrated that the study of manifold geometry is considerably simplified as a result of -parametrization, once again confirming the advantages of cone angles over azimuth and elevation.
As usual, a study of intrinsic geometry begins with the specification of a metric tensor a and the evaluation of the first fundamental coefficients and the Christoffel symbols. From Eq. (8) for the array manifold and the definitions of Section (2), it can be shown that:
Re a a 33
where as usual, a and a . Á~
Whenever or equal or , the matrix of the first fundamental coefficients a becomes singular. At such singularities, one or both of the tangent vectors a or a vanish and so the tangent plane is no longer defined. Fortunately the requirement £ (for the independence of and ) established at the outset avoids these singularities. Also note that the grid parametrization avoids the singularity at the apex ( which exists with -parametrization and hence is more suitable for the ³ study of the manifold in that region.
It is a simple matter to confirm that for balanced-symmetric arrays 
Proof :
Following the definition of Section II and the Christoffel symbol matrices defined in Section (3), the Gaussian curvature of the array manifold may be written as :
The above features may be demonstrated by the following example.
Example-2
Consider the developments of the manifolds of two array configurations when parametrized with cone angles and with recall that and
The array structures are indicated in Figures (5a) and (5b) with the respective developments in Figures (5c) and (5d) . Cone angles and are considered in steps of 10° from 0° to 180°. 
V. Applications Of Cone-Angle Parametrization
Having investigated the nature of the / parameter curves, it is now possible to examine their implications in connection with the direction-finding capabilities of a planar array of sensors.
Further insight into the direction finding performance of a planar array
In reference [6, 7] the accuracy, detection and resolution capabilities of an array of sensors and their dependence on the differential geometry of manifold parameter curves were investigated in some detail. It was seen that for sufficiently close emitters, the array performance is a function of the local shape of a manifold curve as specified by its length and first curvature. It was consequently deduced that while performance varies with azimuth in accordance with the array configuration, its variation with elevation obeys simple sinusoidal laws irrespective of the array. While these deductions are completely valid, examination of array performance in terms of cone angles can provide an alternative, and perhaps a clearer picture of the nature of a planar array. 
Theorem IV
Proof :
i³ According to Corollary-1 of Theorem I, all members of the family of -curves are identical, i.e. their differential geometry is independent of . ii³ From Corollary-4 of Theorem-I, each member of the -curve family is identical to the combination of the -curves corresponding to = and = . This implies that # # b # -estimation and -estimation performance along line of azimuth must by necessity be equivalent. Furthermore, since the -curves at = and = are mirror # # b images, we need only consider the former. Naturally, the roles of and may be interchanged in Theorem IV by simply replacing with . # #b Part of the above theorem suggests an underlying "conic" behaviour in the ² ³ i performance of a planar array which could not be observed by consideration of azimuth and elevation alone. Fig. (6a-b) 
Part
of Theorem IV indicates that the theory of -estimation array performance is ² ³ ii directly applicable to all corresponding cone angles (once sensor directivity is accounted for). In particular, one might immediately deduce that the -andestimation performances of a planar array of isotropic sensors are at their peaks when ~ and respectively, and degrade sinusoidally as and approach either or .
-----Direction of Arrival Loci b) The corresponding direction-of-arrival loci of part (a) on theparameter plane reveals the conic nature of the array performance.
Planar Array Performance For Emitters At Different Azimuths And Elevations
In general the array performance is investigated under the scenario of two emitters closely spaced either in azimuth (equal elevations) or in elevation (equal azimuths).
Here it is demonstrated how, based on cone parametrization, the analysis techniques used can be adapted to cope with more realistic cases where the emitters are located at ² ³ ² b b ³ " " , and , ; i.e. neither of the two bearing parameters are common.
The situation is depicted in Fig. (7a) . It is intuitively apparent that the problem essentially involves the identification of the unique geodesic curve (curve of 1 minimum length) which joins points and on the manifold surface. The arc length 7 8 and curvatures of such a curve would then dictate the ultimate capabilities of the array in estimating the directions of arrival.
In what follows, it is demonstrated that it is always possible, via a proper choice of , # to identify a hyperhelical/geodesic curve which connects any two arbitrary points on the manifold surface. Consider two emitters with arbitrary wavenumber vectors and as shown in Fig. (7b) . Clearly any two such vectors would have to lie on a cone of constant (say) about a line of azimuth . Therefore the geodesic curve which joins manifold vectors # a , and a , must also be a hyperhelical -curve. 
VI. Conclusions
In this study, cone angles and were introduced as an alternative and more helpful method for the parametrization of the planar array manifold. It was shown that this results in two families of -and -parameter curves which are not only hyperhelical but are also geodesic and are closely related to the single-parameter manifolds of linear arrays. Furthermore, it was shown that the members within each family of parameter curves are identical in shape but are of different lengths. Finally the performance analysis of a planar array structures and the array ambiguities were taken as two examples for demonstrating the significance of the above findings on the general Direction Finding problem.
