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1. INTRODUCTION 
The hybrid fixed-point heory initiated by Krasnoselskii [2] constitutes the fourth important 
category of fixed-point heory in the subject of nonlinear functional analysis and has several 
interesting applications to nonlinear differential and integral equations. The hybrid fixed-point 
theory for the single-valued mappings is growing with a good pace, and at present here are 
several hybrid fixed-point heorems available in literature. But, the case with the hybrid fixed- 
point theory for multivalued mappings is quite different. To the best of our knowledge, the 
multivalued analogue of Krasnoselskii's fixed-point theorem isthe only multivalued hybrid fixed- 
point theorem available in the literature, so far. See [3,4] and the references therein. Very 
recently, the present author has obtained the multivalued analogues of some hybrid fixed-point 
theorems of Dhage [5,6] in Banach algebras and discussed some of their applications to nonlinear 
differential and integral inclusions under suitable conditions. In the present paper, we shall prove 
two multivalued analogues of a hybrid fixed-point heorem of the present author [1] and apply 
one of them to differential inclusions in Banach algebras for proving the existence of solutions 
under the mixed Lipschitz and compactness conditions. 
2. PREL IMINARIES  
Before stat ing the main f ixed-point heorems, we give some useful definit ions and prel iminaries 
that  will be used in the sequel. 
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DEFINITION 2.1. A .mapping T : X --* X is called l)-Lipschitzian, if there exists a continuous 
and nondecreasing function ¢ : R + --~ N1 +, such that 
N Tx -  TY[I <- ¢(11 x -  Yi[), (2.1) 
for all x, y E X,  where ¢(0) = 0. 
Sometimes, we call for the function ¢ to be a 7?-function of T on X. Obviously, every Lips- 
chitzian mapping is :D-Lipschitzian, but the converse may not be true. 
Let X be a Banach space and let T ~ X. Then, T is called a compact operator, if T(X) 
is a compact subset of X. T : X -* X is called totally bounded, if, for any bounded subset S 
of X, T(S) is a totally bounded subset of X. Further, T is called completely continuous, if it is 
continuous and totally bounded. Note that every compact operator is totally bounded, but the 
converse may not be true. However, the two notions are equivalent on a bounded subset of X. 
We shall be interested in the multivalued analogue of the following hybrid fixed-point theorem 
of the present author involving the product of two operators in Banach algebras. 
THEOREM 2. !. (See [1].) Let X be a Banach algebra and let A, B : X -~ X be two operators, 
such that 
(a) A is Lipschitzian with a Lipschitz constant c~, 
(b) t? is compact and continuous, and 
(c) aM < 1, where M = sup{llBxN : x E X}. 
Then, either 
(i) the operator equation AxBx  = x has a solution, or 
(ii) the setg={ucX IAA(u/ l )  Bu- -u ,  0 (A(1} isunbounded.  
Note that the above fixed-point heorem involves the hypothesis of the continuity of the oper- 
ator T, however, in the case of multivalued operators, we have the different ypes of continuities, 
namely, lower semicontinuity and upper semicontinuity. Here, in this present work, we shall 
formulate the fixed-point heorems, for each of these continuity criteria. Below, we give some 
preliminaries of the multivalued analysis, which will be needed in the sequel, 
Let X be a Banach space and let P(X)  denote the class of all subsets of X. Denote 
Pf (X) = {A C X IA  is nonempty and has a property f} .  
Thus, Pbd(X),  Pcl(X), Pcv(X), Pcp(X), Pcl,bd(X), and Pcp,cv(X) denote the classes of all 
bounded, closed, convex, compact, closed-bounded and compact-convex subsets of X ,  respec- 
tively. Similarly, Pcl,cv,ba(X) and Pcp,cv(X) denote the classes of closed, convex and bounded 
and compact, convex subsets of X ,  respectively. A correspondence T : X -~ P f (X)  is called a 
multivalued operator or multivalued mapp ing  on X .  A point u C X is called a fixed-point of T, 
if u E Tu. The  mu]tivalued operator T is called lower semlcontinuous (in short, l.s.c.), if G is 
any open subset of X ,  then, 
T-~(~)(G) : {x e X I Tx N G # O} 
is an open subset of X. Similarly, the multivalued operator T is called upper semicontinuous (in 
short, u.s.c.), if the set, 
T-I(G) = {x e X I Tz C G}, 
is open in X for every open set G in X .  Finally, T is called continuous, if it is lower as well as 
upper semieontinuous on X .  A multivalued map T : X -~ Pcp(X)  is called compact, if T(X)  
is a compact  subset of X .  T is called totally bounded, if, for any bounded subset S of X ,  
T(S)  = [Jx~s Tm is a totally bounded subset of X .  It is clear that every compact  multivalued 
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operator is totally bounded, but the converse may not be true. However, the two notions are 
equivalent on a bounded subset of X. Finally, T is called completely continuous, if it is upper 
semicontinuous and totally bounded on X. 
For any A, B E Pf  (X), let us denote 
A+ B = {a+bla  E A,b  E B} ,  
A .B  = {abla E A,b E B},  
)~A = { )~al a E A } , 
for A E IR. Similarly, denote 
and 
IAI = {lafla e A} 
IIAll = suP{lal la  E A}. 
Let A, B E P¢I,bd(X) and let a E A. Then, by 
L) (a, B) -- inf { Ila - bfllb e B} 
and 
p (A, B) = sup { D (a, B)I a e A}.  
The function H : Pal,ha(X) X Pcl,bd(X) ~ R +, defined by 
H (A ,B)  = max {p(A ,B) ,p (B ,A)}  , 
is metric and is called the Hausdorff metric on X. It is clear that 
H(O,C)  = IICII = sup{ticil ic E c} ,  
for any C E Pcl,bd(X). 
DEFINITION 2.2. Let T : X --+ Pbd,cl(X) be a multivalued operator. Then, T is cMled a muIti- 
valued contraction, i f  there exists a constant k E (0, 1), such that, for each x, y E X ,  we have 
g (T (x), T (y)) _<_< k IJx - yll. 
The constant k is called a contraction constant of T. 
The following fixed-point heorem for rnultivalued contraction mappings appears in [7]. 
THEOREM 2.2, Let (X, d) be a complete metric space and let T : X --* Pbd,d(X) be a multivMued 
contraction. Then, T has a fixed point. 
3. MULT IVALUED F IXED-POINT  THEORY 
Before going to the main fixed-point results, we state some lemmas useful in the sequel. 
LEMMA 3.1. (See [8]0 Let (X,d)  be a complete metric space and T1,T2 : X -~ Pba,d(X) be two 
multivalued contractions with the same contraction constant k. Then, 
1 
sup p (T1 (x), T2 (x)). p(F ix  (T1),Fix (T2)) _< 1 - k ~cx 
1464 B.C.  DHAGE 
LEMMA 3.2. I rA ,  B e .Pbd,cl(X), tl}le/1, H(AC,  BC)  <_ H(0, C)H(A,  B) 
PROOF. The proof appears in [9], but for the sake of completeness, we give the details of it. 
Let x E AC andy  E BCbe arbitrary. Then, there exist a E A, b E B, andel,c2 E C, such 
that x = acl and y = bc2. Now, 
D (x, BC) : in f{ t lx -  Yl[ t Y e BC} 
= inf { Hx-bc2[ I  Ib E B, c2 E C2} 
=inf{ l lac l  -bc2[l [b e B,c2 E C2} 
_< inf { tlacl - bclll + llb~ - bc21II b e B, c2 e C2} 
_< inf {[[a - bll IIcll[ + [[bl] Ilcl - c2l] I b ~ B, c2 e C2} 
= inf { Ila - bN [IClll I b c B} 
= D(a,B)IlcllI • 
Again, 
p (AC, BC) = sup { D (x, BC) [ x e A} 
= sup { D (a, B) IlCl[ll a e A, c1 e C} 
<_ sup{D(a,B)[IC]l [a E A} 
= p (A, B) IICII 
=p(A,B)H(O,C) .  
Similarly, 
Hence,  
p (BC, AC) = p (B, A) H (0, C).  
H (AC, BC)  = max {p (AC, BC) ,  p (BC, AC)} 
_< max {p (A, B) H (0, C), p (B, A) H (0, C)} 
= H (0, C) max {p (A, B), p (B, A)} 
= H (0, C) H (A, B). 
The proof of the lemma is complete. 
Now, we state two key results, which are useful in the sequel. 
THEOREM 3.1. (See [10, p. 124].) Let X be a Banach space and let T : X -+ X be completely 
continuous. Then, either 
(i) the operator equation x = Tx  has a solution, or 
(ii) the setg={uEXlu=ATu,  0<A< 1} is unbounded. 
THEOREM 3.2. (See [11].) Let S be a nonempty and closed subset of a Banach space X and 
let Y be a metric space. Assume that the multivMued operator F : S x Y --~ Pet,or(S) be a 
multivalued mapping satisfying 
(a) H(F(xl ,y) ,F(x2,y))  _< kltXl -x2ll, for each (x~,y), (x2,y) e S × V, 
(b) for every x E S, F(x,  .) is lower semicontinuous (briefly, 1.s.c.) on Y.  
Then, there exists a continuous mapping f : S x Y --~ S, such that f (x ,  y) E F ( f (x ,  y), y), for 
each (x,y)  E S x Y.  
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THEOREM 3.3. Let X be a Banach space and let A : X ~ Pbd,d,cv(X), B : X -4 Pep,or(X) be 
two multivalued operators, such that 
(a) 
(b) 
(c) 
(d) 
Then, 
(i) 
(ii) 
PROOF. Define a multivalued operator T : X 
A is multivMued contraction with a contraction k, 
B is 1.s.c. and compact, 
AxBy is a convex subset of S, for each x, y E S, and 
Mk < 1, where M = lIB(X)[[ = sup{lIB(x)[[ x E X}. 
either 
the operator inclusion x c AxBx has a solution, or 
the set £ = {u E X [ Au C A(Xu)Bu, A > 1} is unbounded. 
x X ~ Pcp,cv(X) by 
T (x, y) = AxBy, 
for x E X and y C X. We show that T(x, y) is multivalued contraction in x, for each fixed y E X. 
Let Xl,X2 E X be arbitrary. Then, by Lemma 3.2, 
H(T(x l ,y )  ,T(x2,y)) = H (A (Xl) B (y), A (x2) B (y)) 
H (A (xl), A (x2)) H (0, By) 
k Ilxl - x~ll lIB (S)ll 
kM Ilxl - x~ll .  
This shows that the multivalued operator Ty(.) = T(., y) is a contraction on X with a contraction 
constant kM. Hence, an application of Covitz-Nadler fixed-point heorem yields that the fixed- 
point set, 
Fix(Ty) = {x E X I x e A(x) B (y)}, 
is nonempty and closed subset of S for each y E X. 
Now, the operator T(x, y) satisfies all the conditions of Theorem 3.2 and hence, an application 
of it yields that there exists a continuous mapping f : X xX  ~ X, such that f(x,  y) C A(f(x,  y))+ 
B(y). Let us define C(y) = Fix(Ty), C :  X -~ Pal(X). Let us consider the single-valued operator 
c : X ~ X defined by c(x) = f(x,  x), for each x E X. Then, c is a continuous mapping having 
the property that 
c (x) = f (x, x) E A ( f  (x, x)) + B (x) = A (c (x)) + B (x), 
for each x C X. 
Now, we will prove that c is totally bounded on X. Let S be a bounded subset of X. Then, 
there is a real number r > 0, such that [Ixll _< r, for all x E S. To finish, it is sufficient o show 
that C is compact on S. Let e > 0. Since B is compact on X and B(S) C B(X) ,  we have that 
B(S) is compact. Then, there exists Y = {yl , . . .  ,yn} C X, such that 
B (S) c {wl, . . . , w~} + B (O, ~@~Mke) c O B (yi) + B (O, ~Z~Mke ) , 
i= l  
where w~ E B(yi), for each i = 1,2, . . .  ,n; and B(a,r) is an open ball in X centered at a C X of 
radius r. By hypothesis (a), 
[]Ax[] _< IIA0][ + H (AO, Ax) 
_< IIAOII + k [Ix[[ 
_< 6, 
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for all x • S, where 
= IId0it + ~ < oo. 
Hence, A(S) is a bounded subset of X with bound 6. 
Therefore, for each y • S, it follows that, 
o ( s(~)c B(>)+S 0 , - - - -  , 
i= l  
and hence, there exists an element Yk • Y, such that 
1 - Mk  
p(B  (y ) ,B  (yk)) < ---~---E. 
Then, 
p (C (y), C (yk)) = p (Fix (Ty), Fix (Ty~)) 
1 
-< 1 -Mk ~u~p(Ty (x) ,T~ (x)) 
1 
- supp(d(x )B(y ) ,d (x )B(yk) )  
! - Mk  ~ez 
1 
sup p (0, Ax) p (B (y), B (Yk)) 
<- 1 -  Mk  ~ev 
6 (i - Mk)  
< e (1 - Mk)  5 
It follows that, for each u E C(y), there is vk E C(yk), such that Hu - vkn < e. Hence, for 
each y C S, C(y) C U~ B(vi, c), where vi C C(y~), i = 1 ,2 , . . . ,n .  Therefore, c(S) C C(S) c 
U~ B(v~, c) and so c(S) is a totally bounded set in X. Thus, c is completely continuous operator 
on Z .  
Finally, note that the mapping c : X -~ X satisfies all the assumptions of Schaefer's fixed-point 
theorem and hence, an application of it yields that, either 
(i) the operator equation x = cx has a solution, or 
(ii) the set £ = {u E X ] u = Acu, 0 < A < 1} is unbounded. 
This, by definition of c, further implies that either 
(i) the operator equation x E AxBx  has a solution, or 
(ii) the set £ = {u e X I Au e A(cu)Bu = A(Au)Bu, A > 1} is unbounded. 
This completes the proof. | 
A Hausdorff measure of noncompactness )/ of a bounded set S in X is a nonnegative real 
number x(S)  defined by 
0 } x(S)= in f t r>0:Ac  B(x i , r ) ,x iEX  . L i=1 
The function X enjoys the following properties. 
(X1) X(S) = 0 ¢=> S is precompact. 
(X2) x(S)  = x(S)  = X(-C6S), where S and ~-6S denote, respectively, the closure and the closed 
convex hull of S. 
(x3) Sl c & ~ z(&) _< x(&) 
(x~) z(& u &) = max{x(&), x (&)}  
(x~) x(As) = IAIx(S),VA • R. 
(x6) ~(& + &) < x(&) + x(&). 
The details of measures of noncompactness and their properties appear in [12,13]. 
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DEFINITION 3.1. A mapping T : X --* X is called condensing, if, for any bounded subset S of 
X, T(S), is bounded and 
X (T (S)) < X (A), X (S) > O. 
Note that contraction and completely continuous mappings are condensing, but the converse 
may not be true. Some interesting results concerning the condensing mappings and fixed points 
appear in [14,15]. The following fixed-point theorem for condensing multivalued mappings is well 
known. 
THEOREM 3.4. (See [16].) Let X be a Banach space and let T : X -~ P~p,cv(X) be a upper 
semicontinuous and X-condensing multivalued operator. Then, T has a fixed-point point. 
We need the following result, which is useful in the sequel. 
LEMMA 3.3. (See [17].) IY SI, S2 E Pbd(X), then, 
x (s l .&)  ___ x (s1)t l&l l  + x (&) I IS ,  ll • 
THEOREM 3.5. Let X be a Banach algebr~ and let A : X --~ Pbd,cl,cv(X), B : X --~ Pd,cv(X) be 
two multivMued operators, satisfying 
(a) 
(b) 
(c) 
(d) 
Then, 
(i) 
(ii) 
PROOF. 
A is Lipschitzian with a Lipschitz constant k, 
B is compact and upper semi-continuous, 
AxBx  is a convex subset of X,  for each x E X,  and 
Me(r )  < ~, whenever  > O, with M = ItB(x)I I .  
either 
the operator inclusion x E AxBx  has a solution, or 
the set $ = {u E X I Au E AuBu, A > 1} is unbounded. 
Define a mapping T : X ~ Pcl(X) by 
Tx : AxBx,  x E X. (3.5) 
We shall show that T satisfies all the conditions of Theorem 2.2 on X. 
STEP I. First, we claim that T defines a multivalued map T : X --~ Pcp,cv(X). Obviously, Tx is 
convex subset of X, for each x C X. Next, from Lemma 3.3, it follows that 
X (Tx) = X (Ax.  Bx) <_ X (Ax). lib (xDll + x (BxD. [[A (x) ll = 0, 
for every x E X and the claim follows. 
STEP II. Now, we shall show that mapping T is an upper semicontinuous on X. Let {x~} be 
a sequence in X converging to the point x* E X and let {Yn} be sequence defined by Yn E Txn 
converging to the point y*. It is enough to prove that y* C Tx*. Now, for any x, y C X,  we have 
H (Tx, Ty) = H (AxBx, AyBy) 
H (AxBx, AyBx) + H (AyBx, AyBy) 
<_ H (Ax, Ay) H (0, Bx) + H (0, Ay) H (Bx, By) (3.6) 
<- k l ix -y i I  I]B(X)II + I]AyII H (Bx, By) 
<_ Mk ]Ix - y][ + IiAy[[ g (Bx, By).  
Since B is u.s.c., it is H-upper semicontinuous and consequently, 
H (Bx,~ , Bx*) ~ O, whenever xn ~ x*. 
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Therefore, 
D (,y*,Tx*) _< lira D(yr~,Tx*) 
n --e o0 
<_ H (Tz~, Tx*) 
_< Mk I1=,-, x* l l  + llAy*II H(Bx~,Bx*) 
-----e O, as  12 ---~ oo .  
This shows that the multivalued operator T is an upper semicontinuous on X. 
STEP I I I .  Finally, we show that T is X-condensing on X. Let S is a bounded subset of X. Then, 
there is a real number r > 0, such that IIxll < r, for all x E S. Then, we have the following 
estimate concerning the multivalued operators A and B. Now, it can be shown, as in the proof 
of Theorem 3.1, that A(S) is a bounded subset of X with bound 5, where 5 is given by (3.3). 
Since B is compact, B(X)  is a precompact subset of X. Let e > 0 be given. Then, there exists 
Z = {x l , . . . , x ,}  in X, such that 
n 
i=1 
£ 
11, 
C B Bxi, , 
i= l  
for some Yi E Bxi, for i = 1, . . . ,  n. Therefore, for every x E S, there exists an xi ¢ Z, such that 
5 p (Bz, Bx~) < -g. 
Let x(S) = r. Then, we have 
5c 0 S(z~, r+Q. 
i= l  
Now, for any x E S, we have 
p (Tx, Txi) < H (Tx, Tx.~) 
<_ Mk Hx - x~ll + 5H (Bx, Bx~) 
£ 
< Mk Ilx - xdl + 5 
<_Mk(r +e)+e,  
for each i - - , . . . ,n .  
Txi, such that 
i in Again, each Txi is compact, for each i = , . . .  ,n, there are y[,... ,Yn(i) 
Now, from (3.6), it follows that 
Therefore, 
£ 
j= l  
T (s) c 0 {~ (yj, Mk (r + ~) + ~) } . 
i= l  
)~ (T (S)) < Mk (r 4- ~) ÷ ~. 
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Since e is arbitrary, one has 
X (T (S)) <_ Mkr -- Mkx (S) < X (S), 
whenever x(S) > 0. This shows that T 
Theorem 3.4 yields that, either 
(i) the operator inclusion x E Tx has a solution, or 
(ii) the set g = {u E X I Au E Tu, ), > 1} is unbounded. 
This, by definition of T, further implies that 
(i) the operator inclusion x E AxBx has a solution, or 
(ii) the set $ = {u C X I ~u E AuBu, )~ > 1} is unbounded. 
This completes the proof. 
is X-condensing on S into itself. Now, an application of 
4. D IFFERENTIAL  INCLUSIONS 
In this section, we prove the existence theorems for the differential inclusions in Banach algebras 
by the applications of the abstract results of the previous section under generalized Lipschitz and 
Carath~odory conditions. 
Given a closed and bounded interval J = [0, a] in R, for some a E ~, a > 0, consider the 
differential inclusion (in short, DI) 
f ( t ,x ( t ) ) J  EG( t ,x ( t ) ) ,  a .e . , tE J ,  (4.1) 
x (0) = xo c R, 
where f : Y x R - .  R - {0} is continuous and G : Y × R -~ Pcp,¢v(]~)- 
By a solution to DI (4.1), we mean a function x E AC(J,R) that satisfies 
/ (~,~ (t)) = v (t), t e J, 
for some v E L I ( J ,R) ,  satisfying v(t) E a(t ,z(t))  a.e.  t ~ J, where AC( J ,R )  is the space of all 
absolutely continuous real valued functions on Y. 
The DI (4.1) is new to the theory of differential inclusions and the special cases of it have been 
discussed in the literature extensively. For example, if f(t, x) = 1, then, the DI (4.1) reduces 
to DI 
x' E G ($,x), a.e., $ E J 
z (0) = z0 E 1~. 
There is a considerable work available in the literature for the DI (4.2). See [12,18-20], etc. 
Similarly, in the special case when G(t, x) = {g(t, x)}, we obtain the differential equation, 
x(t) ~' 
f ( t ,x(t ) ) ]  =g(t'x(t))'  a .e . , tE J  (4.3) 
x (0) = xo ~ R.  
The differential equation (4.3) has been studied recently in [21,22], for the existence of solutions. 
Therefore, it is of interest to discuss DI (4.3) for various aspects of its solution under suitable 
conditions. In this section, we shall prove the existence of the solutions of DI (4.1) in the space 
c(Y, N) of continuous real-valued functions on J, under the mixed generalized Lipschitz and 
Carath~odory conditions. 
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Defin  norm I1' II in C(J, R) by 
Again, define a multiplication "." by 
i lx l l  = sup (t)i. 
tE J  
(x .y ) ( t )=z( t )y ( t ) ,  V tE  J. 
Then, C(J, N) is a Banaeh algebra with the above norm and multiplication in it. 
We need the following definitions in the sequel. 
DEFINITION 4.1. A multivalued map F : J -+ PI(~) is said to be measurable, if, for any y E X,  
the function t ~ d(y,F(t)) = inf{ly - x l :  x E F(t)} is measurable. 
DEFINITION 4.2. A measurable multivalued function F : J --* Pep(R) is said to be integrabty 
bounded, if there exists a function h E L i ( J ,R) ,  such that Ilvll _< h(t), a.e. t E J, for ali v E F(t). 
REMARK 4.1. It is known that, if F : J 4-4 PI  (R) is an integrably bounded multifunetion, then, 
the set S~ of all Lebesgue integrabie selections of F is closed and nonempty. See [7]. 
DEFINITION 4.3. A multivalued function ,6 : J x R ~/~oa,ci(R) is cMled Carath4odory if
(i) t ~ /3(t, z) is measurable, for each x E E, and 
(ii) x ~ 13(t, x) is an upper semicontinuous almost everywhere, for t E g. 
DEFINITION 4.4. A Carath~odory multifunetion /3(t, z) is called Lix-Carathdodory, if there exists 
a function h E L i (J, R), such that 
for all x E R. 
Denote 
]l¢~(t,x)lt <_ h(t) ,  a.e., t E 3", 
St (x  ) = {v E L i ( J ,E)[v(t)  E f l ( t ,x(t ) ) ,  a.e., t E J} .  
Then, we have the following lemmas due to [23]. 
LEMMA 4.1. Let E be a Banach space. I f  dim(E) < oo and /3 : J × E --+ Pbd,cl(E) is 
LLCarath4odory, then, St(x ) 7 ~ @, for each x E E. 
LEMMA 4.2. Let E be a Banach space, /3 a Carathgodory multimap with S t 7 k ~ and let £ : 
Li ( J, E) --~ C( J, E) be a continuous linear mapping. Then, the operator, 
C (J,E) Pod,cl (C (J,E)) 
is a closed graph operator on C(J, E) x C(J, E). 
We consider the following hypotheses in the sequel. 
(H1) The function f : g x ]R -+ ]R is continuous and there exists a bounded function g : o r -4 ]R 
with bound I[gH, satisfying 
! f ( t ,x ) - f ( t ,y )L<e( t ) lx -yL ,  a.e., t e J, 
for all x, y E R. 
(H2) The multifunction G : J x R -~ Pcp,cv(R) is L~-Carath4odory. 
(Ha) There exists a function ~/E L 1 (J, R) with q,(t) > 0, a.e. t E J and a nondecreasing function 
fl : R + ~ (0, co), such that 
Ha(t, )lb _< a.e., e J, 
for all x E R. 
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THEOREM 4.1. Assume that the hypotheses (H~)-(Ha) hold. Further, if 
a (*----) > c2 Ib/llL~, 
where 
and 
f Izo/I (0, xo)l 
C1 = 
1 -Ilell ( Ixo/:  (O,.o)1 + IIh[IL~)' 
F 
C1= 
1 -I:11 ( Ixo/:  (o, ~o)l + II<IL,)' 
[lell ( ~ + [lhllc~) < 1, 
then, DI (4.1) has a solution on J. 
PaooF.  Let X = C(J, l~) and consider the two multivalued mappings A and B on X, defined 
by 
Ax (t) = f (t, x (t)) (4.5) 
and 
{ /o' } Bx( t )= uEX lu( t ) -  f(O, xo) + v(s) ds, veS~(x)  , 
for all t E J. 
Then, DI (4.1) is equivalent to the operator inclusion, 
(4.6) 
x (t) c A~ (t) B~ (t),  t e ]. 
We shall show that the multivalued operators A and B satisfy all the conditions of Theorem 3.3. 
Clearly, the operator B is well defined since S~(x) 7~ O, for each x E X. 
STEP I. We first show that the operators A and B define the multivalued operators A, B : X 
Pcp,cv(X). The case of A is obvious since it is a single-valued operator on S. We only prove the 
claim for the operator B. Let {u~} be a sequence in Bx converging to a point u. Then, there is 
a sequence {vn} C S~(x), such that 
X0 j~0 t ~ ( t ) -  : (O, xo~ + v~ (s) ds 
and vr~ ~ v. Since G(t,x) is closed, for each (t,x) E J x ]R, we have v E S~(x). As a result, 
50 jr0 t (t) = : (o, xo-----~ + ~ (s) ds e B~ (t), v t  e z. 
Hence, B has closed values on X. 
that 
Again, let ul,u~ E Ax. Then, the are Vl, V2 E S~(x), such 
:Co fot ~1 (t) - / (o, xo~ + vl (s) ds, t c J, 
and 
so /o t u2 (t) -- f (0, xo~) + v2 (s) ds, t E d. 
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Now, for any ~ E [0, 1], 
"yu 1 (t) + (1 -- "y) u~ (t) = "7 xo t vl ds) + ~ (~) 
/o' + (1 --y) I (o, xo-----~ + v2 (8) d~) 
_ "TO ~0 t
f (0, xo) + ['/vl (s) + (1 - 3') w. (s)] ds 
_ X0 fOt f (0, xo) + v (s) ds, 
where v(t) = 7vl(t) + (1 - ~,)v2(s) e G(t,x(t)), for all t E J. Hence, 7ul + (1 - 7)u2 E Bx 
and consequently, Bx is convex, for each x E X. As a result, A defines a multivalued operator 
B : X ~ Pbd,d,ov(X). Again, let t, r E J. Then, for any u ~ Bx, we have 
fot fo ~ ds lu ( t )  - u ( r ) i  -< v ( s )  ds  - v (s) 
<!? 
- [ j .  I ~(~)ld~1 
< Ip (t) - ;  (¢)i ,  
where p(t) = f0 ~ h(~) d~. 
Since p is continuous on compact intervM J, it is uniformly continuous. Hence, Bx is compact 
by Arzela-Ascoli theorem. Thus, we have B : X --+ Pcp,cv(X). Hence, A, B : X -~ Pcp,~v(X). 
STEP II. To show A a contraction on X, let x, y E X. Then, 
1lAx - Ayll = sup lAx (t) - Ay (t)I 
t6 J  
= sup If (t, x (t)) - f (t, y (t))l 
tEJ 
< sup ~ (t) Ix (t) - y (t)l 
tE J  
< Iletl IIx - yll ,  
showing that A is a Lipschitzian on X. 
STEP I I I .  Next, we show that B is compact and upper semicontinuous on X. First, we prove 
that B(X)  is totally bounded on X. To do this, it is enough to prove that B(X) is a uniformly 
bounded and equicontinuous set in X. To see this, let u E B(X) be arbitrary. Then, there is a 
v E S~(x), such that 
u(t) = v(s) ds, 
for some x E X. Hence, 
0 t 
!' <__ I la (8 ,x(s) ) l l  ds 
<_ h (s) ds 
= rlhllL1, 
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for all x • S and so, B(X) is a uniformly bounded set in X.  Again, as in Step I, it is proved that 
f~ (t) - ~ (~)f < Ip (t) - ;  (~)1, 
where p (t) = foh (s) ds. 
Notice that p is a continuous function on J, so, it is uniformly continuous on Y. As a result, we 
have that 
lu(t)-u(~-)l--.o, as t -~  r. 
This shows that B(X) is a equicontinuous set in X. Next, we show that  B is an upper semicon- 
tinuous multivalued mapping on X. Let {x~} be a sequence in X,  such that  x~ ~ x. .  Let {y~} 
be a sequence, such that y~ • Bx~ and Yn --* Y,. We shall show that y. E Bx,. Since y~ e Bx~, 
there exists a v~ • S~(xn), such that 
xo /0 yn (t) - / (0, z0~ + ~ (~) ds, t e J. 
We must prove that there is a v. C S~(x. ) ,  such that 
X0 j~0 t y. (t) - f (0, xo-----~ + v. (s) ds, t • Y. 
Consider the continuous linear operator K: : L I ( J ,  ~) -~ C(J, E) defined by 
// 
Now, we have 
Yn f (~-,Xo)' - y* f (~,x0) ~ 0, as n --* 0. 
From Lemma 4.2, it follows that ~ o S 1 is a closed graph operator. Also, from the definition 
of K ,  we have 
X0 
y,~(t) f(O, xo) e]~oS~(xn). 
Since y~ --* y,,  there is a point v. E S~(x.), such that 
x0 t 
y. (t) = f (0, x0-----~ + ~. (s) ds, t e J. 
This shows that B is a upper semicontinuous operator on X. Thus, B is an upper semicontinuous 
and compact operator on X. 
STEP IV. Here, we show that AxBx is a convex subset of X, for each x C X. Let x E X be 
arbitrary and let w,y E X. Then, there are u,v E S~(x), such that 
w= [f(t,x(t))] (f(~,xo) + ffo tu(s)ds) 
and 
X0 
y = [f (t, x (t))] f (0, xo) m+/otV/s/ s) 
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Now, for any ), E [0, 1], 
X0 
)`y+(i-)`)w=A[f(t ,x(t))]  f(O, xo-----~+ v(s) ds 
( // ) XO + (1 - )`) if (t,. (t))] f (0, ~o-----~ + v ¢) d~ 
( // ) X0 = [f(t,x(t))] )`-~,,xo) ÷ Av(s) ds 
( // ) +[f(t,x(t))] (1 - ) , )  Xo f (0, Xo) + (1 - )`) v (s) ds 
( // ) XO = [f (t, x (t))] ~ +  [ ) `u(s )+(1-A)v (s ) ]ds  . (0,~o) 
Since G(t,x(t)) is convex, z = )`y+ (1 - )`)w E C(t,x(t)), for all t E a r and so, z E Xl(x). As a 
result, )`2 + (1 - )`)w E AxBx. Hence, AxBx is a convex subset of X. 
STEP V. Finally, from condition (4.1), it follows that 
ft z0 I ) 
?vik = l/ll ~ ~ + Ilhl[L, < 1. 
Thus, all the conditions of Theorem 2.1 are satisfied and hence, a direct application of it yieids 
that either Conclusion (i) or Conclusion (ii) holds. We show that Conclusion (ii) is not possible. 
Let u E E be arbitrary. Then, we have, for any X > t, 
)`u (t) E Au (t) Bu (t) 
[ ( ~o /o' ) )  = f ( t ,u ( t ) ]  f(O, x ------~ + O(s,u(s)  ds , te  J, 
for some real number )` > 1. Therefore, 
( j~t ) X0 
)`u(t) E [f(t,u(t))] f(~-Zo) + G(s ,u (s ) )  ds 
or  
( // ) XO ~(t)=A-l[f(t,~(t))] /(0,~o----7+ ~(~) ds , 
for some ~ C S~(~).  
NOW, 
( /o t ) XO [u(t)I = I)` -1 [f(t,u(t))][ f(O, xo-----) + v(s) ds 
< ][f(t,u(t))]t ( ~ + ~tlv(s), ds) 
<_ [If (t,u(t)) - f (t,O)l + If (t,0)l] 
× ( ~ +  £t lio¢,~(s))[l ds) 
( // Xo _</@I >(t)l ~ + Ila(s,~(s))ll ds~/ 
+ F ( ~  + fo' ,lO (s,~(8)),l ds) 
-<l,qi I~(O, ( x~ +I'hlLL,) 
+ F ( ~ [  + fotd~(s)a(lu(s)') ds) 
t 
= C1 +C2~o ¢(s)f~(tu(s)f) as, 
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where 
C1 -~ 
F Ixo/f (0, xo)l 
1 - IN I  (Izo/f (0, xo)[ + IlhllL~) 
and 
Let 
C1 = 
F 
1 -Ilell (Ixo/f(O, xo)l + llh]lL1)" 
~0 t(t) = ¢~ + o2 ~ (s) a (~ (~)) ds 
Then, u(t) < w(t) and a direct differentiation of w(t) yields 
w' (t) < c2~ (t) a (~ (t)), 
w (0) = c1, 
(4.8) 
that is, 
fo ~ ~' (s) a (~ (~)) ~0 t- -  ds < C2 7 (s) ds <<_ C2 II~IIL~ • 
A change of variables in the above integral gives that 
/c ~(t) ds / /  ds 
a (s--~ -< c2 II~IIL, < a ( s )  1 
Now, an application of mean value theorem yields that there is a constant M > 0, such that 
w(t) < M, for all t E Y. This further implies that 
lu(t)l<w(t)<M, for all t e J. 
Thus, Conclusion (ii) of Theorem 2.2 does not hold. Therefore, the operator inclusion x E AxBx 
and consequently, FDI (4.1) has a solution on J. This completes the proof. | 
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