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Landslides are ubiquitous in any terrestrial environment area with slopes, driven by tectonic, climate and/or 
human activities. Related to other natural disasters, the International Disaster Database (EM-DAT) suggests that 
landslides account for 4.9% of all-natural disaster events and 1.3% of all nature hazard fatalities between 1990 
and 2015, and the fatalities caused by landslides might be underestimated in EM-DAT demonstrated by scholars. 
Every year, there are amount of human loss and economic cost, and safe estimated the average number of 
fatalities as 4300 per year worldwide. The United Nations International Strategy for Disaster Reduce addressed 
early warning systems as a powerful tool to reduce risk in a vast range of fields, including landslides.  
There are many established instruments applied in slope hazard early warning monitoring system, such as 
borehole-based measures (inclinometer, extensometer, etc.), image-based mapping, airborne and terrestrial 
laser scanning (TLS) and ground based interferometric synthetic aperture radar (GB-InSAR). Each technique has 
its own drawbacks. Borehole-based measurements provide a precise point sample useful for deep-seated 
continuous monitoring but not appropriate for wide area monitoring and for landslides that do not show ductile 
failure; on the other hand, image-based techniques, like TSL and GB-InSAR, provide constraints on the surface 
changes but have limitations concerning the subsurface changes, time lapse between surveys, and slope failure 
process mechanism. Seismic monitoring offers a unique measurement for brittle rock slope hazard study, the 
seismic signals emitted by slope dynamic activities from surface to subsurface, such as debris, rockfall, cracks, 
etc. are continuously reflecting the dynamic state of monitoring objective, that provides a complementary 
solution to these shortcomings from estimated instruments. 
For the purpose of this research motivation, a long-period seismic monitoring case was carried in a limestone 
quarry in Umbria Region (Italy) to verifying the performance of a small-scale seismic network as a part of an early-
warning system dedicated to an unstable rock mass monitoring, and in that monitoring period, an artificial 
released rockfall in-situ test was performed to study the seismic features of rockfall. Accordingly, in this thesis: 
a) the seismic features of artificial rockfall are studied, and show a qualitative relationship between seismic 
features (frequency content, amplitude, waveform, and duration) and local characteristics (geological material, 
geomorphology, topography). b) In order to achieve seismic event automatic detection and classification, a 
program DESTRO (DEtection and STorage of Rockfall Occurrence) is specially designed for rockfall hazard 
monitoring and also combined with earthquake detection. The performance of DESTRO are evaluated within the 
monitoring data in Torgiovannetto quarry. A program for seismic event automatic detection and classification is 
a kind of foundational and useful way for rock masses dynamic monitoring, even for slope instability forecasting 
and risk evaluation in earthquake prone areas. c) At last, an improved polarization-bearing method is proposed 
for rockfall localization in seismic monitoring and a seismic monitoring early warning method in rock slope is 
proposed, that provides an interesting way to track rockfall trajectory and slope susceptible area mapping. 
This thesis, aims to provide a state-of-the-art review about micro-seismic monitoring, and improve an algorithm 
for seismic event automatic detection and classification, finally, provide a novel solution for slope susceptible 
area mapping and risk early warning in rockfall occurrence with micro-seismic monitoring. The proposed 
methodology could be helpful for slope hazard early warning and instant mitigation and evacuation, especially 
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Rockfalls, or rock fall according to Hungr et al. (2014), are instability processes consisting of the intermittent 
and rapid mobilization of various sizes, types, and volumes of rock, that consists of the free fall, rebounding, 
rolling and sliding of a block that can fragmentate or impact with each other, which are difficult to observe 
directly and pose significant risk for human habitation, security and transportation. That’s a ubiquitous 
geomorphic process that shapes steep slopes and landforms constituting significant portions of mountainous 
areas (Dietze et al. 2017a). The economic and population development, increasing access and construction in 
mountainous area bring people and infrastructures to a greater exposure to slope hazards (Dammeier et al. 
2011; Fiorcucci et al. 2015; Fan et al. 2018; Fuchs et al. 2018). Many Italian valley slopes are affected by 
unstable rock masses as a consequence of bedrock and soil properties, steep slopes, and high seismic activity 
(Atkinson and Massari 1998; Romeo et al. 2017). There are many already established image-based methods for 
geohazard monitoring (McCarroll et al. 1998; Gigli et al. 2014a; Dietze et al. 2017a), while the temporal 
information on the occurrence of events delivered by these methods is very limited as it is bound to the survey 
lapse times, and which are typically on the order of days to months. Moreover, these techniques are also 
subjected to constraints such as vegetative cover and instrument resolution (Dietze et al. 2017a).  
On the other hand, recently, geo-hazard characterization and monitoring have been carried out by passive 
seismic techniques thanks to the abovementioned advantages of the technique (La Rocca et al. 2004; Roux et al. 
2008; Lin et al. 2010; Hibert et al. 2011; Feng et al. 2011; Yamada et al. 2013; Hibert et al. 2014a; Van Herwijnen 
et al. 2016; Dammeier et al. 2016; Coviello et al. 2019; Guinau et al. 2019; Li et al. 2019; Matsuoka 2019; Zhang 
et al. 2019). Seismic monitoring networks provide a complementary solution to these shortcomings bring by 
image-based methods (Lotti et al. 2015; Dietze et al. 2017a). Seismic signals generated by geomorphic processes 
(i.e., tectonic, climatic and anthropogenic activities) propagate from source through earth (Burtin et al. 2014). 
The seismic signal emitted carries abundant information of the event that generated it and allows researchers to 
reconstruct the event process (e.g. Manconi et al. 2016; Hibert et al. 2017; Arosio et al. 2018; Gracchi et al. 2017). 
According to the application cases of seismic monitoring performed (e.g. Ohnaka et al. 1982; Mykkeltveit et al. 
1984; Norris et al. 1994;  Tang et al. 1998; Guéguen et al. 2007; Moran et al. 2008; Mendecki et al. 2010; Hibert 
et al. 2011; 2014b; 2017a; Lacroix, et al. 2011, 2012; Curilem et al. 2014; Yamada et al. 2016; Manconi et al. 2016; 
Dietze et al. 2017a; Hammer et al. 2017; Del Gaudio et al. 2018; Glasgow et al. 2018; Bai et al. 2019), the analysis 
of seismic signals can provide useful information about the movement onset time within a few milliseconds, the 
location, the volume, the kinetic energy, and the kinematic mechanics of the detached rock mass. Some 
researchers applied seismic monitoring network to predict rock collapses through analyzing and identifying the 
features of seismic signals created by cracks developing processes, or study the evolution of recording seismic 
events (Amitrano et al. 2005; Arosio et al. 2009, 2018; Senfaute et al. 2009; Lenti et al. 2012; Walter et al. 2012a, 
2012b; Zobin et al. 2016, 2018); Some scholars analyzed the correlation between physical characteristics of 
rockfalls and the features of seismic signal traces, generated by rockfalls, performing an events classification 
through measures as Hidden Markov Model, Artificial Neural Network, Random Forest algorithm (Sasaki et al. 
1998; Suriñach et al. 2005; Beyreuther et al. 2008a, 2008b, 2011, 2012; Diersen et al. 2011; Hibert et al. 2011; 
Farin et al. 2015; Levy et al. 2015; Wyss et al. 2016; Hibert et al. 2017c; Provost et al. 2017; Weber et al. 2018; 
Bagheri et al. 2019). Hibert et al. (2011) studied rockfall characteristics from seismic signals, and made automatic 




spatiotemporal evolution of rockfall activity from 2007 to 2011 at the Piton de la Fournaise volcano inferred from 
seismic data and organized an experiment consisting of the controlled release of 28 rock blocks (Hibert et al. 
2011, 2014a, 2014b, 2017a, 2017b, 2017c). Arosio et al. performed a long-period seismic monitoring in Italian 
Prealps, and tried to make rock collapse forecasting through observing slope deformations with remote sensing 
techniques and combining seismic signals classification and correlation with methodology (Arosio et al. 2009, 
2018); Dietze et al. validated the precision and limitation of seismic monitoring by terrestrial laser scanner 
measurements analyzing the spatiotemporal patterns and triggers of rockfalls through seismic signal analysis 
(Dietze et al. 2017a, 2017b). Burtin et al. and Coviello et al. studied the seismic features of debris fluvial processes 
and analyzed the correlation between geomorphic process with debris flow and meteorological condition (Burtin 
et al. 2009, 2013, 2014, 2016; Coviello et al. 2019). Farin et al. insight from the laboratory experiment to set the 
link between the dynamics of granular flow and seismic signals (Farin et al. 2015, 2016, 2018); Pazzi et al. studied 
the seismic noise to characterize the landslide in terms of volumes and physical properties of the involved 
materials and to assess the site seismic response (Pazzi et al. 2017a; Lotti et al. 2015, 2018). Moreover, there are 
many researchers who payed attention to the technics of seismic data analytic, like seismic events classification, 
try to automatically classify volcanoes, earthquakes, explosions or rockfalls from raw signals using neural 
networks or fuzzy expert system method giving different weights to several parameters of seismic signal (Joswig 
1995; Kim et al. 1998; Langer et al. 2006; Benitez et al. 2007; Allmann et al. 2008; Carniel et al. 2013; Chouet et 
al. 2013; Laasri et al. 2015; Lara-Cueva et al. 2016; Beccar-Varela et al. 2016; Bhatti et al. 2016; Schimmel et al. 
2018; Schöpa et al. 2018; Soto et al. 2018; Kleibrod et al. 2019). 
Concerning the advantages and innovation of seismic monitoring in geohazard, the project of seismic monitoring 
was performed in Torgiovannetto Quarry on December 2012. This thesis is performed based on the seven-month 
long-period monitoring data, and one in-situ artificial rockfall released test and some other image-based 
monitoring technics in Torgiovannetto Quarry, the thesis would like to reach four targets that faced in seismic 
monitoring applied in rockfall:  
▪ Understanding the seismic features of rockfall activity; 
▪ Recognizing and classifying the correct signals of rockfall, earthquake, cracks or noise from huge seismic 
events detected automatically and extracting their seismic features; 
▪ Localizing rockfall events, and try to track the moving trajectory; 
▪ Try to map the rock slope susceptible area and to comply with risk early warning. 
Two basic algorithms are generally used in seismic event detection: (1) the most popular and widely used was 
proposed by Allen (1978, 1982) and Trnkoczy (1998), which computes the ratio of short time energy average over 
long time energy average (STA/LTA); and that’s used to adapt from previous raw seismic data or experience. This 
algorithm is applied in Kinemetric K2 firmware and Geopsy software (Tornkoczy 1998; Picotti et al. 2017). (2) The 
second algorithm is cross-correlation as widely used in similarity analysis in a dataset between two signals, 
images, sounds and so on to recognize specific patterns. It calculates the covariance between two traces to detect 
events (since it is a measurement of similarity as a function of the lag of one relative to the other). The final value 
of cross-correlation falls between -1 and +1. Within real-world data, the values = ±1 can never be achieved, and 
the absolute value will fall somewhere in between, with a high value indicating a high degree of signal similarity 
and a low value indicating low similarity (Bendat and Piersol 2000; Akhouayri et al. 2014; Kortstrom et al. 2016). 
In addition, some algorithms are used with combined denoise filters (Panagiotakis et al. 2008; Küperkoch et al. 
2010; Rodriguez 2011; Gibbons et al. 2012; Akram and Eaton 2016), such as wavelet transforms (Hafez et al. 2009, 




2010, 2013; Rodriguez, 2011a, 2011b, 2012a, 2012b; Wu et al. 2016), that can remove useless noise from the 
original signal to obtain a stationary and clean signal for subsequent research; While notably, we should pay 
attention to apply denoise filters to avoid removed important information, before seismic features be fully 
understood. 
Concerning seismic event classification, there are now wealth of new approaches (HMM, neural network, SVM, 
classification trees, fuzzy logic, clustering, etc.) that have been tested and work well on seismic data for multiple 
purposes. For example, Hidden Markov Model (HMM) was initially introduced and studied since the late 1960s 
and early 1970s for speech recognition (Rabiner 1989). HMM recognition is based on the spectral properties of 
signals and a transformation of the raw data into a parametric representation as other methods. Benítez et al. 
(2007) applied HMM in seismic-event classification for a volcano. For the HMM architecture, they designed 39 
features relative to the energies in given frequency bands of the seismic signal, and they also performed a training 
in a standard database of each event category. Heck et al. (2018) applied HMM for snow avalanche precursors 
detection and classification, they defined 6 features (central frequency, dominate frequency, instantaneous 
bandwidth, instantaneous frequency, cepstral coefficients, and half-octave bands), and then trained one model 
for detection. HMM is an efficient method for seismic event classification in real-time with a high accuracy, but 
that’s significantly depends on training data set and seismic features defined, and in this case, there is only one 
seismic component applied in HMM training. The HMM accuracy could be improved with more station-combined 
features, such as the ratio of frequency and/or amplitude between two different seismic stations, the energy 
variation between different frequency bands, etc., that proposed before in context. Neural network through 
defining many key seismic features, creates a neural network model and trains it in a standard database to obtain 
a weight for each feature or an empirical function to describe these features (Romeo et al. 1994; Curilem et al. 
2009; Scarpetta et al. 2005; Akhouayri et al. 2015; Provost et al. 2017). Provost et al. (2017) constituted a random 
tree defined by 71 features that include seismic signal waveform, spectrum, spectrogram, network geometry, 
and polarity. They also analyzed the importance of each feature. Vallejios et al. (2013) defined 29 features for 
event classification, such as seismic energy, frequency, magnitude and some mechanical parameters estimated 
in the event motion process.  
For successful detection and classification, the most important issues are how to build a good training database 
and how to define several suitable seismic features and training without any confusion and confliction 
generated. This not only includes the characteristics of signal time-series but also the combination of signal 
features recorded by multiple stations, and efficiently takes full advantage of monitoring array. 
Seismic localization is commonly used in earthquake localization as a dispensable part of a seismic monitoring 
system and has also been developed for volcanic, bombing and geohazard non-tectonic events (Bataille et al. 
1991; Kao et al. 2004; Gibbons et al. 2007; Vilajosana et al. 2008; Guinau et al. 2019). Studying from literatures, 
two main methods are utilized for seismic localization. One method uses arrival times (time-bearing, T-B in the 
following) based on the shortest-path method that minimizes the differences among seismic signal first-arrival 
times recorded by multiple stations and gridded topographic map searching (Moser et al. 1992; Rodi et al. 2000; 
Jolly et al. 2002; Kao et al. 2004; Dammeier et al. 2011; Lacroix and Helmstetter 2011; Xu et al. 2011; Lacroix et 
al. 2012; Grigoli et al. 2013; Gracchi et al. 2017. The second method utilizes seismic polarization (polarization-
bearing, P-B in the following), commonly used in earthquake localization, that deals with seismic source back-
azimuth calculations by means of the analysis of the seismic polarization of the signals recorded by three-axis 




al. (2008) extended the P-B technique to an artificially triggered rockfall by using two three-component seismic 
stations located at the foot of the Montserrat massif approximately 200 m from the rockfall explosion point. 
They calculated the seismic polarization of the trace of the first block that fell onto the terrace, and the 
propagation velocity estimated was in a good agreement with the measured P-wave velocity. There are also 
many other methods that result from T-B optimization, such as those discussed by Almendros et al. (1999) or by 
Myers et al. (2007). One approach uses the ZL-CC (zero-lag cross-correlation) technique with a circular sensor 
array for nearby seismic source localization, while another method formulates a Bayesian hierarchical statistical 
model to describe the seismic localization problem of multiple events; to determine the hypocenter of the 
multiple events, three distinct components of the model are estimated, including i) arrival-time measurements, 
ii) travel-time predictions, and iii) an a priori statistical model. 
Each method has advantages and drawbacks. In T-B, the method is easily understood and widely applied, but the 
localization precision is heavily dependent on the accuracy of picking the first-arrival times, especially for near-
field microseismic monitoring, such as geohazard monitoring. Moreover, the seismic wave attenuation and 
propagation velocities are influenced by topography, lithology, and geological formations that strongly influence 
high-accuracy picking of the first-arrival times (Kao et al. 2004). In fact, in the T-B method, because of the seismic 
propagation attenuation a) it is easy to obtain the first-arrival time from a powerful signal from a nearby station, 
but it is difficult to determine the correct first-arrival time from a distant station, and b) the first ground motion 
can be similar to seismic noise at the far station, and it is difficult to distinguish the two after a heavy attenuation, 
c) in near-field monitoring, given the small network scale and the small source-station distances, small 
differences in the first-arrival times result in a large errors if the ground has a high seismic wave velocity (i.e., an 
arrival time error of 0.1 s causes a 200 m location error if the wave velocity is 2,000 m/s); and d) the strict high 
accuracy requirement for arrival time picking would be a barrier to automatic processing. In P-B, as previously 
stated, the localization is carried by using the seismic signal polarization, so the accuracy requirement for picking 
arrival times is not as strict as it is for the T-B method. The main problem of the P-B method is determining the 
P-wave phases and the correct frequency bands for polarization and back-azimuth calculations from the recorded 
time series. 
Starting with the P-B method drawbacks mentioned above (e.g., frequency band selection and multi-station joint 
localization), we decided to use these data to attempt to define marker parameters that would indicate the most 
appropriate frequency bands for calculations of seismic polarization and back azimuths. Moreover, to use the 
signals recorded by all geophones deployed in the network, an overdetermined matrix was proposed for joint 
localization based on signal record quality and energy. This methodology would be helpful for slope susceptible 
area mapping and risk early warning. 
In rock slope hazard early warning, a reliable prediction is still a difficult task, due to the lack of noticeable 
forerunners preceding abrupt failures as well as to complex mechanisms not fully understood yet (Intrieri et al. 
2019; Carlà et al., 2017). There are several ways to perform landslide monitoring and early warning.  
One way is to monitor displacements (Iovine et al., 2006; Blikra, 2012; Kristensen et al., 2013; Lombardi et al., 
2017; Intrieri et al., 2019), which are a direct indicator of slope instability. Although future developments in the 
exploitation of interferometric satellites might lead to a bloom of regional-scale early warning systems (Raspini 
et al., 2018), displacement is normally exploited at slope-scale. The reasons why displacement monitoring is not 
suitable for rockfalls is that rockfall usually lack long-term pre-failure deformations compatible with the 
acquisition frequency of even the most modern displacement monitoring systems; furthermore, the typically 




small dimensions of detaching blocks are often beyond the spatial resolution capabilities of imaging instruments 
or even single points networks, which would require to be installed at every single block that is potentially 
unstable. 
Another, more common, approach to perform landslide early warning is based on rainfall monitoring. Through 
defining a duration-intensity threshold of rainfall, and considering the susceptible map and catalogues of 
landslide, a spatiotemporal forecasting of landslides can be achieved. Rainfall is mostly used for regional-scale 
systems (Rosi et al. 2012; Segoni et al. 2015, 2018); furthermore, the relation between rockfall occurrence and 
rainfall is not very clear, since many other factors are involved, such as rock temperature, rock moisture, wind 
intensity and air temperature (Matsuoka 2019). For these reasons, rainfall is not optimal for a rockfall early 
warning system. 
On the other hand, rockfalls generate ground vibrations during crack nucleation, crack propagation and 
eventually with the collapse and subsequent movement along the slope and to the ground. These can be 
recorded by a geophone network, and important information on the characteristics of the seismic source could 
be derived from a three-axis seismogram (e.g. the event type, energy, duration, location, back-azimuth and 
developing process) that not only occurred on the surface but also in the subsurface (Deparis et al., 2007; 
Vilajosana et al., 2008; Helmstetter and Garambois, 2010; Hibert et al., 2011 and Coviello et al., 2019). Therefore, 
an early warning system can be set up by monitoring the seismic signals emitted by surface and subsurface slope 
dynamics (Amitrano et al. 2005; Lacroix et al. 2011; Lenti et al. 2012; Walter et al. 2012b; Van Herwijnen et al. 
2016; Schöpa et al. 2018). Seismic monitoring offers a unique measurement for rockfall study and provides a 
complementary solution to displacement-based early warning systems since they can give information also about 
sub-surficial processes. The micro-seismic monitoring can be applied: 
• in a short time inversion analysis for an individual landslide: the seismograms and spectrograms are 
consistent with the dynamic processes (location, trajectory, volume, energy and mechanism evolution) of the 
landslide, i.e. different waveform peaks recorded in the seismogram correspond to the collapsed material 
impacting and rebounding on the ground; the onset time, duration and speed of a landslide can also be 
interpreted from the seismogram and the spectrogram (Hibert et al. 2017a; Yamada et al. 2013; Burtin et al. 
2014; Fan et al. 2017; Hibert et al. 2017a; Li et al. 2019; Hu et al. 2018; Zhang et al. 2019); 
• in a long-period unmanned slope dynamics monitoring: micro-seismic monitoring could help to develop 
an early warning by observing the parameters variation in both waveform and seismic events detected; in 
addition, by estimating the hypocenters of the seismic sources, it could help to identify the most dangerous zones 
in the monitored area and analyze the correlation with tectonics, climate, etc., to design effective mitigation 
measures accordingly (Satriano et al. 2011; Kao et al. 2012; Coviello et al. 2015; Manconi et at. 2018; Hibert et 
al. 2017b; Hibert et al. 2017c; Arosio et al. 2018; Ma et al. 2019). 
Based on the observation that the number of rockfalls increases before a larger rockslide (Suwa 1991; Suwa et 
al. 1991; Amitrano et al. 2005; Huggel et al. 2005; Rosser et al. 2007; Szwedzicki 2003; Hibert et al. 2017a) and 
the fundamental law for failure material proposed by Voight (1988) after Fukuzono (1985), here we propose a 
framework for a rockfall spatiotemporal early warning using micro-seismic monitoring. This framework is 
complemented with two algorithms for rockfall detection and classification and for seismic event localization as 





According to the four targets, there are seven chapters performed in this thesis.  
In Section 1, state of the art on seismic monitoring in geohazard is studied, and scheduled four interest study 
points in seismic monitoring applied in rockfall; In the Section 2,  we introduced the geology setting of study area 
and monitoring instruments deployed in Torgiovannetto Quarry, and also made detail geological surveys in 
Torgiovannetto Quarry and a potential landslide developed in that slope. 
In Section 3, we introduced the basic theory of frequency transform and compared the difference of signal 
amplitude between pre-transformed and transformed in MATLAB; and compared the seismic detection methods: 
STA/LTA method and cross-correlation method, to find the fittest one that could apply in this case; we also 
compared two localization methods: time-bearing and polarization-bearing, and made an improvement in the 
method of polarization analysis. 
Section 4 deals with the basic part of this study that focus on seismic features analysis of rockfall, such as 
frequency, energy, seismic waveform and duration. Although many researchers use frequency as the main 
parameter for seismic events classification, the frequency content and other seismic features of rockfall (like 
duration or amplitude) are still not completely understood (Boore et al. 2014; Colombero et al. 2018). 
Understanding the rockfall features is of great importance and that’s a fundamental step for the subsequent 
rockfall seismic detection and the physic-mechanical characterization in seismic monitoring. Therefore, this 
Section analyzed six typical artificial released rockfall cases that selected from the whole dataset, and presented 
statistics on the signals recorded by four seismometers in a quarry site during an artificial rockfall test, and the 
correlation of rockfall seismic feature with geomorphological and geological setting (Gracchi et al. 2017; Feng et 
al. 2019; Lotti et al. 2015, 2018). 
In Section 5, an ad hoc classification model, DESTRO (DEtection and STorage of ROckfall), is proposed for rockfall 
and earthquake detection and classification, that takes full use of the monitoring array and specially designed a 
three-step classifier that consists of three classifiers. The algorithm of DESTRO could be segmented in three 
phases: 1) define seismic features; 2) then manually sets weight from a training set; 3) finally input the features 
in a three-step classifier. The presented application of DESTRO is based on a small-scale station network that 
monitored an unstable rock slope in a former limestone quarry at Torgiovannetto (near Assisi town, Central Italy) 
for seven months (Gracchi et al. 2017; Lotti et al. 2015, 2018). To calibrate the system, 95 rock blocks were 
manually released from the benches of the former cave to simulate the occurrence of rockfalls, of which 90 were 
used for validation (Gracchi et al. 2017; Feng et al. 2019). The occurrence of earthquakes was cross-checked on 
the Italian National Institute of Geophysics and Volcanology (INGV) earthquake database (http://cnt.rm.ingv.it/). 
At the end of this section, the performance of seismic event detection and classification are discussed. 
In Section 6, a methodology of slope risk early warning is introduced, and applied in Torgiovannetto quarry. 
Finally, the susceptible areas in monitoring slope of Torgiovannetto quarry are mapped, and validated with LiDAR 
scanning image, according to the localization. 
In the final section, Section 7, we made a conclusion about this thesis and explored the possible research points 
in the future. 
  




2. Study area and instrumentations 
2.1 Geographical, Geomorphological and Geological Setting 
The study area, Torgiovannetto Quarry, is a former quarry located in the northward facing slope of Mount 
Subasio, 2 km NE from the city of Assisi (Perugia, Umbria Region, Central Italy, Figure 1). The landscape of 
investigated area is hilly or mountainous that covers 8456 km2 in Central Italy, with open valleys and intra-
mountain basins, and the elevation range from 50 m to 2436 m a.s.l., the drainage in the area is led by the Tiber 
River, a tributary of the Tyrrenian Sea. The rain season mainly occurs from October to February, with cumulative 
values ranging from 700 mm to 2000 mm. 
 






Figure 2. The geological setting in study area (from IRPI, 2006). 
 
Mount Subasio (1109 m a.s.l.) is a part of the Umbria-Marche Apennines, a complex fold and thrust arcuate belt 
which occupies the outer zones of the Northern Apennines of Italy. The belt developed during the Neogene as a 
result of the closure of the Ligurian Ocean followed by the continental collision between the European Corsica-
Sardinia Margin and the African Adria Promontory (Boccaletti et al. 1971): a northeast-directed compressional 
tectonic phase started during the middle Miocene and is still active near the Adriatic coast (Barchi et al. 1998). 
During the upper Pliocene started an extensional phase with a principal stress oriented about NE-SW which 
resulted in the dissection of the Umbria-Marche Apennines and the opening of a NW-SE-trending set of 
continental basins (Figure 2 and Figure 3). 





Figure 3. Structure distribution in study area (from IRPI, 2006). 
 
Mount Subasio area consists in an SSE-NNW trending anticline (Intrieri et al. 2012) with layers dipping almost 
vertically in the NE side of the mountain with several NW-SE striking normal faults on the eastern and western 
flanks. The local geological formations, belonging to Serie Umbro-Marchigiana (from Calcare Massiccio to 
Marnoso Arenacea), represent the progressive sinking of a marine environment (Figure 4). 





Figure 4. Geomorphology in study area (from IRPI, 2006). 
 
  




2.2 Rockslide characteristics and seismic monitoring 
2.2.1 The characteristics of monitoring rockslide 
There is a potential landslide (classified as a rockslide), covering a 200 x 100 m area between elevations of 550 
and 680 m, with a volume of 182,000 m3 developed in the top part of Torgiovannetto Quarry (Lotti et al. 2014; 
Antolini et al. 2016; Gracchi et al. 2017; Lotti et al. 2018), and where seismic monitoring was deployed. The upper 
boundary is defined by a big open fracture; this sub-vertical back fracture is a tension crack with an EW strike, 
which in some places displays a width up to 2 m and depth of about 20 meters (Balducci et al., 2011). The fault 
can be seen in Figure 5. The area located in a seismically active part of the Apennine chain (seismic zone 2; OPCM 
n.3274/2003 updated BUR n.47 3/10/2012) which in past generated earthquakes of magnitude up to 6.3 Mw. It 
was first observed on May 2003 and it is assured that the main predisposing factor of the instability was the 
quarrying activity that heavily altered the original front, actually structured in four main terraces with an overall 
height of about 140 m, but also the process of earthquakes-induced landslides cannot be neglected (Intrieri et 
al. 2012). In fact, the interconnection between those events is well-documented especially in the cases of high-
magnitude seismic event (Wilson and Keefer 1983; Jibson and Keefer 1992, 1993; Khazai and Sitar 2004). Given 
this it clearly appears that another triggering factor has to be sought in the seismic sequence that affected the 
area southeast of the quarry (Colfiorito basin) in the 1997-98, that reached macro-seismic intensity (MCS) Io of 
8-9 (Locati et al. 2011) in the Assisi area.  
Now the extracting activities are stopped, and the potential collapse is dealt with some mitigation measurements 
(Gigli et al. 2014b). The quarry area covers 67,800 m2 and is almost completely free of vegetation.  
  





The slope consists mainly of micritic limestone belonging to the Maiolica Formation (Upper Jurassic-Lower 
Cretaceous) that widely outcrops in the area (Figure 6 and Figure 7). The thickness of the Formation is about 100 
m and is composed by white or light grey well stratified micritic limestone layers, whose thickness ranges 
between 10 cm and 1 m, and, sporadically, thin clay interlayers may occur.  
The geometry and other soil parameters (such as densities, body waves velocities etc.) are well known thanks to 
the geotechnical and geophysical investigations carried on the site by Alta Scuola di Perugia (2005a; 2005b; 2006a; 
2006b) and Università degli Studi di Firenze (Casagli et al. 2006a, 2006b, 2007a, 2007b; Intrieri et al. 2012) since 
the first activity was detected. 
From the geomorphology of this rockslide, in general, the dip direction and the dip of bedrock bedding planes 
may vary from 350° to 5° and from 25° to 35° respectively, e.g. the rock base layers have the same dip direction 
as the slope surface but with a gentler dip angle, and that’s the reason of a potential landslide developing. The 
rockslide outcrop is shown in Figure 6. 
The site is also partially covered by very heterometric debris (from pebble- to cobble-sized angular clasts, with 
scattered boulders, in a silty or coarse-grained sandy matrix), some of which are anthropic in nature. The covered 
debris is shown in Figure 7, and more detail rockslide characteristics and geomorphology of artificial released 
test site is shown in Section 4.1. 
 
Figure 6. The rockslide characteristics. Picture a is the eastern part of the slope, and picture b is western part of the slope. 
 
 
Figure 7. The distribution of cover debris in study slope. 




The downhill boundary, associated to a major clay interbed, is represented by a stratigraphic layer (355°/24°) 
that acts as sliding surface and cuts obliquely the quarry front which is associated to a major clay interbed. The 
eastern side of the landslide is un-continuously delimited by persistent fractures belonging to a sub-vertical set 
having an N-S strike. The poles of discontinuities are represented in stereographic projection and 3D 
representation of the sliding block in Figure 10: the main delimiting planes that more affect the kinematic of the 
rock block (basal (1) and western (2) plan) belong respectively to the BG (stratification) and JN1 families. 
 
 
Figure 8. Stereographic projection of the poles of discontinuous grouped into families (bg, JN1, JN2, JN3 and JN4) and 3D 
representation of the sliding block. Red arrows in picture a show the basal and western plan belonging family. 
 
2.2.2 Instruments and deployment of seismic monitoring 
Starting with the first observation of some tension cracks in the vegetated area above and within the quarry front 
by the State Forestry Corps, several monitoring campaigns were carried out by means of different 
instrumentations (topographic total station, inclinometers, extensometers, ground-based interferometric radar, 
laser scanner and infrared thermal camera). The monitoring system distribution and some instruments are 




The site for seismic monitoring was chosen based on the consideration that background noise level is relatively 
low so that even events characterized by low maximum amplitude can be easily detected. Among these 
investigations a passive seismic network, in continuous recording, was installed on this rockslide from December 
2012 to July 2013 to support the “traditional” monitoring network composed by 13 wire extensometers, 1 
accelerometer, 1 meteorological station (composed of 1 thermometer and 1 rain gauge), 3 cameras and 3 
inclinometers. The monitoring network, progressively enhanced and improved through the years, was completed 
by means of hydrological (Ponziani et al. 2010), modeling computation analysis (Casagli et al. 2006a.; Balducci et 
al. 2011) and in the end by our seismological stations. 
 
Figure 9. Torgiovannetto rockslide monitoring system. 
 
 






Figure 10. Some examples of instruments employed in Torgiovannettto. Picture a is seismic station (velocimeter sensor) 
employed in seismic monitoring; picture b is extensometer; picture c is Ground Based Interferometric Synthetic Aperture 
Radar (GB-InSAR); and picture d is Light Detection and Ranging (LiDAR) 
 
Seismic measurements were performed using a small-scale network composed of four seismic stations whose 
locations are shown in Figure 11 and Figure 12:  station TOR4 was located over the sliding mass while the other 
three stations (TOR1, TOR2 and TOR3) were located at the edge of the quarry arranged in pairs with diametrically 
opposite position with respect to the barycenter of the landslide, and there is a small collapse developed near 
TOR2 that highlight with red dash line in Figure 11 and Figure 12. Installation at the site was not an easy challenge. 
Some aspects have to be considered to obtain reliable data: locations of the seismometer, access to the site, 
type of seismometer and electric power source. This configuration allows us to retrieve punctual information 
both inside and outside the landslide; furthermore, working on pairs of sensors, one can retrieve information on 
the state of the propagation medium in between the two sensors. 
Each station is equipped with a SARA 24bit A/D converters (SL06) coupled with a S45 triaxial velocimeter sensor 
with a natural frequency of 4.5 Hz and transduction factor of 78 V/m/s. Every sensor was placed on a concrete 
base with supporting plinth, isolated from the exterior in order to attain protection from severe weather. Battery 
supply and digitizer, connected to the sensors through a connector cable, were housed in a separate case. A 







Figure 11. The DEM of rockslide with resolution of 0.25 m and the distribution of seismic stations (TOR1, TOR2, TOR3 and 
TOR4) and video cameras (Camera 1, Camera 2, Camera 3 and Camera 4). In picture, the red transparent covered area is 
the potential rockslide, and the red dash line is a small collapse.  
 
 
Figure 12. The distribution of seismic monitoring in latitude. 
 
Instruments response is flat down to 2 Hz, with an upper-corner frequency of 100 Hz. All of them used Global 
Positioning System (GPS) receivers for time synchronization; data were recorded in continuous mode at 200 Hz 
sampling frequency, as the best compromise between signal resolution and data storage. The Nyquist sampling 
theorem says we should sample with a frequency that is more than twice the highest frequency of interest so 
the choice of this sampling rate derived from the compromise between maintain limited the amount of data 
acquiring in continuous mode and obtain information concerning high frequencies (characteristic of microcrack) 
at least up to 100 Hz. 




The electric power supply for the sensors came from a set of four 12V-60A batteries for each station that needed 
to be substituted every 40 days to recharge them and download the data stored in the digitizer. Unfortunately, 
given the orientation towards NW of the slope, it was not possible to use solar panels to recharge batteries; 
moreover, the panels were likely to be destroyed due to falling blocks. Data acquisition was continuous for 210 
days from 07 December 2012 to 03 July 2013 except for some short intervals due to the batteries change. Table 
1 and Table 2 show a summary statement of each station. 
Table 1. Technical characteristics and location of seismic stations. 
Station 
Code 








TOR1 SL06 24 bit SS45 4.5 Hz 4 batteries 12V-60A 43.077305 12.641280 200 
TOR2 SL06 24 bit SS45 4.5 Hz 4 batteries 12V-60A 43.076983 12.642637 200 
TOR3 SL06 24 bit SS45 4.5 Hz 4 batteries 12V-60A 43.075848 12.641042 200 
TOR4 SL06 24 bit SS45 4.5 Hz 4 batteries 12V-60A 43.076567 12.641422 200 
 
Table 2. Working period and data quality of the four seismic stations 
Station 
code 










20.12.2012 12:00:01-21.12.2012 00:00:00 
15.01.2013 00:00:01- 15.01.2013 06:00:00 
01.04.2013 00:00:01- 04.04.2013 00:00:00 






20.12.2012 12:00:01-21.12.2012 12:00:00 
15.01.2013 00:00:01- 15.01.2013 06:00:00 






20.12.2012 18:00:01-21.12.2012 00:00:00 
15.01.2013 00:00:01- 15.01.2013 06:00:00 
01.04.2013 00:00:01- 04.04.2013 00:00:00 






20.12.2012 18:00:01-21.12.2012 00:00:00 
01.04.2013 00:00:01- 04.04.2013 00:00:00 
01.06.2013 00:00:01- 06.06.2013 18:00:00 
96% 
 
Data format of the seismic records retrieved from SL06 is miniSEED (‘Data-only’ volume); nevertheless, this 
format was mainly designed for the exchange of geophysical data and not for analysis so they had to be 
converted into SAC (Seismological Analysis Code; Goldstein et al. 2003; Goldstein and Snoke 2005) format, 
more suitable for elaborations. The conversion was performed in Matlab with mseed2sac code and the codes 
wrote by Peng (2018). Data set, for each station, is split in 6-hr sections files (4 files/day) with tstart = t0 
=00:00:01; 06:00:01; 12:00:01; 18:00:01 to synchronize the file start at all the stations. The size of each file is 
equal to 16.876 Kb. For each station, three separate files are generated, which correspond to the north-south 
(SHN), east-west (SHE) and vertical or up-down (SHZ) components of ground velocity. The amplitude (y-axis) is 
expressed in counts, x-axis express time. Traces are displayed by using any software package for interactive 
visualization of earthquake seismograms such as SeisGram2K Seismogram Viewer (Lomax and Michelini 2009, 
http://www.alomax.net/software) or Geopsy (Geophysical Signal Database for Noise Array Processing; 





One period of recorded signal that occurred at time 12:00 to 18:00, 11st, December 2012, is shown in Figure 
13a, that from three components of seismic station TOR1, and in that period, four seismic events are amplified 
in Figure 13b. 
 
 
Figure 13. Example of recording data and four seismic events amplified. 
  





3.1 Fast Fourier transform (FFT) in MATLAB 
Standard Fourier Transform and Wavelet Transform are two well-known functions employed in signal analysis to 
move from time domain to frequency domain. These two transforms give a representation of the frequency 
content of a signal with only few differences (see Daubechies 1992 for a complete dissertation on this subject). 
In the following we shortly introduce the FFT coefficients (FFTA in the text), since they are strictly related with 
the original signal amplitude. For a more detailed discussion on FFT, please refer to the widely literature. 
In frequency analysis, we wrote a small script to convert signals from time domain to frequency domain based 
on the discrete fast Fourier transform (FFT) function (Equation 2) in MATLAB R2017b. Supposed a seismic signal 
trace X: 
𝐗 = [𝑥1, 𝑥2, ⋯ , 𝑥𝑖, ⋯ 𝑥𝐿],           (1) 
And FFT coefficients Y: 
𝐘 = 𝑓𝑓𝑡(𝐗, 𝐿),             (2) 
Where L is the length of input signal, and Y in complex number. In terms of the FFT theory, the absolute values 
of Y equal to 
𝐿
2
 multiple the absolute values of X (expect for the first sample in input signal), while for the first 
sample of Y, the absolute value equal to L multiple the absolute value of the first sample value of X. Therefore, 
in order to obtain the real amplitude value of the signal X in frequency domain, we need to convert them into 
absolute number by absolute value function (abs) in MATLAB and only select half coefficients of Y since the 









, 𝑖 = 1
2×𝑎𝑏𝑠(𝐘(𝑖))
𝐿









         (3) 
In this moment, the locations of Y are still distributed in time domain, therefore, transformed them into 




, 𝑖 = 1,2,⋯ , 𝐿,           (4) 
Where 𝑓(𝑖) is the frequency of each sample in trace Y. The sampling frequency (Fs) of the seismic instrument 




it’s depended on the number of samples (length) of input signal. 
In order to evaluate the FFT values coefficients (FFTA) performance after analyzed in MATLAB and to try to 
estimate the relationship between the real amplitude of original signal (ground velocity) and FFTA, we 
constructed three synthesized signals (S1, S2, S3) starting from four basic signals (B1, B2, B3, B4) that consist of 








𝐁𝟏 = 5 ∙ sin(20 ∙ 𝜋 ∙ 𝑖)  
𝐁𝟐 = 1 ∙ sin(20 ∙ 𝜋 ∙ 𝑖)  
𝐁𝟑 = 4 ∙ sin(80 ∙ 𝜋 ∙ 𝑖)  
𝐁𝟒 = 4 ∙ sin(10 ∙ 𝜋 ∙ 𝑖)
          (5)  
Where the basic signals B1 and B2 have the same frequency (10 Hz), and B3 and B4 have the same amplitude (4 
m/s). The synthesized signals were defined as follows: 




𝑺𝟏 = 5 ∙ sin(20 ∙ 𝜋 ∙ 𝑖) + 4 ∙ sin(10 ∙ 𝜋 ∙ 𝑖) , 𝑖 = 0.005 𝑠, 0.01 𝑠,⋯ ,2 𝑠;                          
𝑺𝟐 = 1 ∙ sin(20 ∙ 𝜋 ∙ 𝑖) + 4 ∙ sin(80 ∙ 𝜋 ∙ 𝑖) , 𝑖 = 0.005 𝑠, 0.01 𝑠,⋯ ,1 𝑠;                            
𝑺𝟑 = {
5 ∙ sin(20 ∙ 𝜋 ∙ 𝑖) + 4 ∙ sin(10 ∙ 𝜋 ∙ 𝑖) , 𝑖 < 2 𝑠, 𝑖 = 0.005 𝑠, 0.01 𝑠,⋯ ,2 𝑠;         
1 ∙ sin(20 ∙ 𝜋 ∙ 𝑖) + 4 ∙ sin(80 ∙ 𝜋 ∙ 𝑖) , 2 𝑠 < 𝑖 < 3 𝑠, 𝑖 = 2.005 𝑠, 2.01 𝑠,⋯ ,3 𝑠;
     (6) 
where signal S1 is composed by S1 and S2. These signals have been constructed in five conditions (Figure 14) to a) 
simulate the situations that corresponded to natural signals and b) to compare the difference of amplitude 
between original and transformed signals.  
The five conditions are defined as follows: i) condition 1 and ii) condition 2 are synthesized signals S1 and S2, 
respectively, in their real length; iii) conditions 3 and iv) condition 4 are synthesized signals S1 and S2, respectively, 
in a unified length (i.e., 3 s) with the residual parts of signals corresponding to zero (i.e., the amplitude of the last 
1 second of condition 3 is zero, and the amplitude of  the first 2 seconds of condition 4 is zero, more visible please 
refer to Figure 14); v) condition 5 is the synthesized signal S3 in its real length (i.e., 3 seconds). 
Figure 14 shows the shape of three synthesized signals in the five conditions. 
From the FFT analysis results of comparison tests, condition 1 vs condition 3 and condition 2 vs condition 4, we 
found the FFTA value is equal to the ratio of input signal real length over unified length (𝑙/L ) times the real 
amplitude in each frequency value. All the FFT analysis results of amplitude comparison are shown in Figure 15 
and Table 3. 
Moreover, for the FFTA analysis in condition 5, the values of FFTA of S3 are calculated as below: 
FFTA (𝑓 =  5 𝐻𝑧) =
𝑙 (𝐁𝟒)×𝐴 (𝐁𝟒)
𝐿
                       (7) 
FFTA (𝑓 = 10 𝐻𝑧) =
𝑙 (𝐁𝟏)×𝐴 (𝐁𝟏)+𝑙 (𝐁𝟐)×𝐴 (𝐁𝟐)
𝐿
                   (8) 
FFTA (𝑓 =  40 𝐻𝑧) =
𝑙 (𝐁𝟑)×𝐴 (𝐁𝟑)
𝐿
                        (9) 
Finally, a universal equation between the original amplitude of basic signal and FFTA is shown in Equation 10. 
However, the spectral estimation could also be affected by the bias and variability in the periodogram, and that 





𝑘=1                                 (10) 
Where FFTA(𝑓(𝑖)) is the value of FFT coefficients after the FFT analysis in the frequency content 𝑓(𝑖); Bk (𝑘 =
1,2,⋯ ,𝑁) is all the basic signals, whose frequency content is 𝑓(𝑖); 𝑙(𝐁𝐤) is the real length of basic signal; 𝐴(𝐁𝐤) 
is the real amplitude of basic signal; L is the length of input signal. 





Figure 14. The traces of three synthesized signals S1, S2, and S3 in five conditions; a: condition 1 and condition 2; b: 
conditions 3; c: condition 4; d: condition 5. See the text for the description of the five conditions. 
 
 




Table 3. The amplitude contents of synthesized signals (S1, S2, S3) in five conditions after the FFT analysis. 
Frequency 
(Hz) 




= 2 𝑠 
Condition 2: 
𝑙(𝐁𝟐 + 𝐁𝟑)
= 1 𝑠 
Condition 3: 
𝑙(𝐁𝟏 + 𝐁𝟒
+ 𝑍𝑒𝑟𝑜𝑠) = 3 𝑠 
Condition 4: 
𝑙(𝐁𝟐 + 𝐁𝟑
+ 𝑍𝑒𝑟𝑜𝑠) = 3 𝑠 
Condition 5: 
𝑙(𝐁𝟏 + 𝐁𝟐
+ 𝐁𝟑 + 𝐁𝟒)
= 3 𝑠 
5 𝐁𝟒  4 4 \ 2.667 \ 2.667 
10 
𝐁𝟏  5 5 1 3.333 0.333 3.667 
𝐁𝟐  1 
40 𝐁𝟑  4 \ 4 \ 1.333 1.333 
 
3.2 Seismic event detection methods 
3.2.1 STA/LTA  
STA/LTA method is the ratio of short-time average through long-time average (Allen 1978; Trnkoczy 1998) that 
is broadly used for seismic events detection. It continuously calibrates the average absolute amplitude of a 
seismic signal in two consecutive moving windows. It is important to note that in this work, in this thesis, to 
enhance amplitude changes, STA/LTA takes into account the average values of squared amplitudes, as suggested 
by Allen (1982), instead of the average values of the absolute amplitudes, as proposed by Trnkoczy (1998). The 
short-time window (Vi in Figure 16) is sensitive to seismic events while the long-time window (Wi in Figure 16) 
provides the level of the temporal background noise at the site. When the ratio of STA/LTA exceeds a threshold, 
an event is ‘declared’. The STA/LTA is usually adopted in weak motion applications that try to record as many 
seismic events as possible when not only the strongest events are of importance. However, it is also useful in 
many strong motion applications. 
 
Figure 16. Graphical representation of a long-window (Wi) and a short-time window (Vi); both will move at same time in 
one sample, anyway, the moving pitch can also be changed to speed the calculation.  
 
In each original seismic trace 𝐗 = [𝑥1, 𝑥2, 𝑥3,⋯ , 𝑥𝑛], the length of short-time window is M, and the length of 
long-time window is N, with N > M. At the time sample i, the matrix of each window can be obtained: 




The short-time window trace: 𝑣𝑖 = [𝑥𝑖−𝑀+1, 𝑥𝑖−𝑀+2,⋯ , 𝑥𝑖]; 




















,                                                                                                              (13) 
Where the length of the two windows N, M and the ratio Ri are usually defined based on previous experiments 
at the site, user experience and literature review, with respect to the kind of events to be detected and to the 
background noise. 
3.2.2 Cross-Correlation 
In signal processing, the cross-correlation method is a measure of similarity of two series as a function of the lag 
of one relative to the other. It is commonly applied for recognizing specific patterns in a dataset. 
For two continuous signals f and k, the cross-correlation is defined as: 
(𝑓 ∗ 𝑘)(𝜏) = ∫ 𝑓′
+∞
−∞
(𝑡)𝑘(𝑡 + 𝜏),                                                                                (14) 
Where 𝑓‘(𝑡) is the conjugate of 𝑓(𝑡), and 𝜏 is the lag time (samples). 
In literatures, there are many methods modified from cross-correlation. In this study, Maximum Normalized 
Cross-Correlation (MNCC, Akhouayri 2014) is compared. 
 






In MNCC method, at each time t, two windows, 𝑤𝑡 and 𝑣𝑡, of the same length T or ( N samples) are selected;  𝑣𝑡 
is before the time t and 𝑤𝑡 is after the time t (Figure 17): 
𝑣𝑡 = [𝑥(𝑡 − 𝑁∆𝑡), 𝑥(𝑡 − (𝑁 − 1)∆𝑡),⋯ , 𝑥(𝑡 − ∆𝑡)],           (15) 
𝑤𝑡 = [𝑥(𝑡), 𝑥(𝑡 + ∆𝑡),⋯ , 𝑥(𝑡 + (𝑁 − 1)∆𝑡)],            (16) 
Then the function of MNCC (?̂?𝑚𝑎𝑥(𝑡)) is computed as (Akhouayri, 2014): 
























,                      (17) 
At the end, latest computed MNCC value is compared with the previous ones to detect abrupt changes. Once a 
threshold 𝛿  is defined, if |?̂?𝑚𝑎𝑥(𝑡) −
1
𝑛
∑ ?̂?𝑚𝑎𝑥(𝑡 − 𝑘𝜃)
𝑛
𝑘=1 | < 𝛿 , then an event is ‘declared’, where n is the 
number of samples prior to t, and θ is the window sliding pitch, while  
1
𝑛
∑ ?̂?𝑚𝑎𝑥(𝑡 − 𝑘𝜃)
𝑛
𝑘=1  is the mean value of 
MNCC measured over n previous samples.  
3.2.3 Methods comparison 
For the detection methods comparison, a short signal trace (270 seconds) that included two strong events and 
three weak events (marked with green ellipses in Figure 20 and Figure 21) was analysed with both the STA/LTA 
and the MNCC methods. This trace was extracted from the seven-month monitoring data and was chosen for 
the analysis thanks to its clarity. We remember here that in Torgiovannetto, rockfalls bounce on the benches and 
every rebound is recorded by the seismic network as an impact (Gracchi et al. 2017; Feng et al. 2019). 
With respect to the observation of the manually released rockfalls, the shortest length of one impact (the time 
over which the block contacts the slope surface) is 0.4 s, and the average length of one whole rockfall event is 
14 s. Therefore, the lengths of the short-time window and long-time window in DESTRO were chosen equal to 
0.4 s and 14 s, respectively. Figure 18 shows the seismic event detection result and computing parameters 
detected by the STA/LTA method. Figure 18a, in particular, is the original signal trace, and the red lines are the 
onset times of each event automatically detected by STA/LTA, while the dashed green ellipses are the manually 
detected events. Figure 18b shows two computing variables, i.e., the energy average values over a short-time 
window (STA) and long-time window (LTA). Figure 18c shows the two STA/LTA thresholds employed. The first 
one (threshold1) employed for event detection was fixed equal to 4, and the second (threshold2) used for 
checking the onset times of the events was set equal to 2. The difference of the two thresholds was used to pick 
the event onset time more precisely. In the automatic STA/LTA event detection example shown in Figure 18, four 
events were detected, and one weak event was missed (highlighted by the second green ellipse in Figure 18a). 
This happened because the two events are too close to each other (i.e., the interval time between them is less 
than 2800 samples, i.e., 14 s, set as the minimum interval time between two separate events; for more details 
on the parameters’ settings and the detection flowchart in DEtection and STorage of ROckfall Occurrence 
(DESTRO), see Section 5.1 and Figure 47). However, this does not mean that STA/LTA method failed to detect 
events. In fact, in the program DESTRO, there are many components integrated for event detection should one 
component fail, which are introduced and discussed in Section 5. In the STA/LTA method, the values of the 
thresholds and the lengths of two sliding windows are not permanent, and the fittest value should be modified 
depending on the monitoring site condition and the type of target events (Trnkoczy 1998). 





Figure 18. STA/LTA analysis results; a: original signal where the five events (circled in green) have been manually selected, 
and the solid red lines are the event onset times detected by STA/LTA; b: values of STA and LTA; c: thresholds used as 
criteria for target event detection. 
 
For MNCC method estimation, Figure 19 illustrates the result of the MNCC method applied on the same original 
signal of the previous example. In Figure 19b, the black line is the value of the MNCC calculated with a moving 
window of 20 s and stepped in 𝜃 = 0.005 𝑠; the blue dashed line is the MNCC mean value; and the red dashed 
lines are the detection thresholds suggested by (Akhouayri 2014), which are equal to the mean of MNCC plus 
and minus the standard deviation (STD) of the MNCC mean value (mean ± STD). The red solid lines are the event 
onset times detected by the MNCC using the value (mean - STD), according to the method suggested by 
Akhouayri 2014. As a result, there are eight events detected by the MNCC, but only two of them (the second and 
the sixth ones) have been detected correctly. Notably, some events are missed, and some other are identified 
even if they did not occur. In Figure 19b, the MNCC curve displays considerable variation, and it is easily disrupted 
by nearby events. For these reasons, it is suggested that MNCC is preferable for use in a quite environment (or 
with filtered signals and high signal-to-noise ratio data) or for single event detection, and therefore, it is not a 





Figure 19. Cross-correlation detection (MNCC) result. a: original signal, where the five events (circled in green) have been 
manually selected, and the solid red lines are the event onset times detected by MNCC; b: analysis result where the 
thresholds used to detect the events are represented. 
 
Finally, STA/LTA is chosen for the detection part of DESTRO in single component. Beside the detection thresholds 
(threshold1 and threshold2 defined previously), a minimum event duration (0.4 s, MINevent equal to the short-
time window, STw) and a minimum interval time (14 s, MINinterval equal to the long-time window, LTw) between 
two consecutive events are assigned to separate events. The threshold MINevent is the minimum length of one 
short event triggered by threshold1 and represents the minimum duration of one event defined in DESTRO. The 
threshold MINinterval is the minimum interval length supposed between the last triggered sample of the first 
event and the first triggered samples of the following event; MINinterval is used as a criterion to end one event. 
The detailed detection process flowchart is shown in Section 5.1. 
3.3 Rockfall localization methods 
3.3.1 Polarization-bearing 
(1) Polarization localization theory 
The instruments employed in this study is a kind of three-component sensor, Tromino, that recorded seismic 
wave in three directions, East-West direction (E), North-South direction (N), and vertical direction (Z), and in time 
domain with velocity dimension. To better evaluate the of localization methods, one of the rockfalls released 
during the tests, the N.39 was chosen thanks to its clear signals and video recordings. The seismic signals from 
rockfall N.39 that were recorded by four geophones are shown in Figure 20 (more detail information about this 
in situ artificial rockfall released test in Section 4), and the localization estimation was performed for the first 
impact onto the slope surface. The signal of the first impact is shown between the two vertical red dashed lines 
(in the following marked as rockfall N.39-impact #1).  





Figure 20. Original signals recorded in four seismic stations, and the short period of signal between two red dash lines is 
Rockfall N.39-impact #1.  
 
For back-azimuth calculations and polarization processing, bandpass filters are employed to analyse the three-
component seismograms. Moreover, short time windows are selected to analyse signals corresponding to single 
seismic events. The signal quality is better if the phase of the P-wave is considered. However, the length of the 
time window and the frequency bands of the P-wave are controlled by the event duration and the event type.  
The most appropriate frequency bands for data from rockfalls for polarization analyses are suggested in the 
following of this section. In this study, the bandwidth was set to 1 Hz, as illustrated schematically in Figure 21. 
The three components of the original signal from rockfall N.39-impact #1 and its related particle motions are 
shown in Figure 21a and Figure 21c, respectively. The filtered signal in the frequency band 26 – 27 Hz and the 
particle motion in the same band are plotted in Figure 21b and Figure 21d, respectively. The polarization is usually 
estimated in a short-time window to keep the signal stable and come from a single event-source. The frequency 





Figure 21. The original signal and the bandpass-filtered signal of rockfall N.39-impact #1 shown in panel a and panel b, 
respectively; their related particle motions are shown in panel c and panel d, respectively.  
 
The seismic polarization methodology refers to the studies by Jurkevics (1988) and Vilajosana (2008), based on 
bandpass filtering. Supposing a signal trace 𝐗 = [𝑥𝑖𝑗]; 𝑖 = 1, 2,⋯ ,𝑁; 𝑗 = 1, 2, 3  be the data matrix in one 
window, where 𝑥𝑖𝑗  is the 𝑖 th sample of component 𝑗  and 𝑁  is the number of samples. The mean for each 










𝑥𝑖𝑗𝑥𝑖𝑘],           (18) 
Where T denoted transpose. The cross-variance matrix is 3 × 3, real and symmetric. Explicitly, the terms of S are 





],            (19) 
Where Szn denotes the cross-variance of the vertical and north components, etc.  
The ground motion under the seismic monitoring station in each frequency band over the time window is an 
ellipsoid (Figure 21d). In linear algebra, the ellipsoid algebraic expression and its eigenvectors are: 
𝐗𝑇𝐀𝐗 = 1,             (20) 
𝐀 = (𝐗𝐗𝑇) −1,             (21) 
(𝐀 − 𝜆′𝐈)𝒖′ = 𝟎,            (22) 
Where A is coefficient matrix of the ellipsoid, I is the 3 × 3 identity matrix and 0 is a column vector of zeros.  and 











3)of coefficient matrix A. 




S is the inverse of coefficient matrix for a quadratic from which is an ellipsoid (Equation 23 and 24). This ellipsoid, 
termed the polarization axes of the ellipsoid are found by solving the algebraic eigenproblem for S. This involves 
finding the eigenvalues (𝜆1, 𝜆2, 𝜆3) and eigenvectors (𝒖1, 𝒖2, 𝒖3) which are nontrivial solutions to 
(𝐒 −  𝜆𝐈)𝒖 = 0,            (23) 




 ,              (25) 




′ = √𝜆𝑗,            (27) 
The three principal axes of the polarization ellipsoid are given by 𝑎𝑗𝒖𝑗 , j = 1, 2, 3 (Equation 26 and 27). The 
eigenproblem of a well-conditioned 3 × 3 symmetric matrix can be computed very quickly using standard 
numerical libraries in MATLAB (Equation 23). The eigenvalues are ordered such that 𝑎𝑗 ≥ 𝑎𝑘 for j < k to find the 
longest principal axes. 
Once the principal axes of the polarization ellipsoid are estimated, the particle motion in the data window is 
determined. The information describing the characteristics of ground motion is extracted using attributes 
computed from the principal axes. The back-azimuth of P-wave propagation is the orientation of event-source 
that can be estimated from the horizontal orientation, given by the eigenvector 𝒖1 correspond to the largest 
eigenvalue (Jurkevics 1988): 
Back azimuth = 𝑡𝑎𝑛−1 (
𝑢21𝑠𝑖𝑔𝑛(𝑢11)
𝑢31𝑠𝑖𝑔𝑛(𝑢11)
),          (28) 
Where 𝑢𝑗1, 𝑗 = 1, 2, 3  are the three direction cosines of eigenvector 𝒖1 , and 𝑢21 and 𝑢31 is the Northern 
component and Eastern component of the dominant eigenvector 𝒖1 , respectively. The sign function is 
introduced to resolve the 180° ambiguity by taking the positive vertical component of 𝒖1.  
In the polarization processing, the individual covariance matrix 𝐒𝑘 for the 𝑘th frequency band is computed in the 
usual way (Equation 18), while to get a stable Back azimuth estimate result, a wide relevant frequency bands are 
applied, and the wide-band estimate obtained by: 







,          (29) 
Where 𝐾 is the number of bands to include, and the function 𝑡𝑟𝑎𝑐𝑒(𝐒) is the sum of the diagonal values of the 
matrix 𝐒𝑘. 
Within seismic polarization processing, assuming that the back azimuths estimated in a horizonal plane are 
𝜃1, 𝜃2,⋯ , 𝜃𝑠, the event-source location is (𝑥, 𝑦), and the location from seismic station (s) is (𝑥𝑠, 𝑦𝑠), Therefore, at 
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[− tan(𝜃𝑠) , 1] [
𝑥
𝑦] = 𝑦𝑠 − 𝑥𝑠 tan(𝜃𝑠),          (31) 
In geometry, the event-source location can be easily determined by two seismic stations with their estimated 
back azimuths (Bishop et al. 2009), while in practically, to get a more precise result and to avoid errors or arbitrary 
decision made by only two stations, more than two stations are employed in seismic monitoring, as shown in 
Figure 22. 
When more than two stations are employed in a monitoring network, the analytical localization equation can be 
presented as the overdetermined matrix shown in Equation 32: 
𝐌𝒙 = 𝐍,             (32) 







] , 𝐍 =  [
𝑦1 − 𝑥1tan (𝜃1)
𝑦2 − 𝑥2tan (𝜃2)
⋮
𝑦𝑠 − 𝑥𝑠tan (𝜃𝑠)
] , 𝒙 = [
𝑥 𝑥 ⋯ 𝑥
𝑦 𝑦 ⋯ 𝑦]. 
 
Figure 22. Localization optimizing with multiple stations. 
 
Therefore, the optimal result for the event location will be the solution of the overdetermined matrix shown in 




] = 𝑎𝑟𝑔𝑚𝑖𝑛((𝐌𝒙 − 𝐍)𝑇(𝐌𝒙 − 𝐍)),          (33) 
where argmin is the function’s minimum value of x. 
Furthermore, considering that signal intensity and quality are different among stations, a confidence weight is 
assigned to each station in the overdetermined matrix calculation. The confidence weight is calibrated based on 
the seismic energy of the analysed signal recorded at each station, i.e., higher signal energy indicates higher 
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below the noise level, the confidence weight is set to 0, and the station is not considered in the estimation of 
back azimuths.  





],            (34) 




] = 𝑎𝑟𝑔𝑚𝑖𝑛((𝐌𝒙 − 𝐍)𝑇𝐖(𝐌𝒙− 𝐍)),         (35) 
In addition, we usually obtain event locations on a horizontal plane, but when the altitude of a seismic event is 
required, it can be determined by projecting the horizontal coordinates onto a 3D topographic map to find the 
correct altitude value.  
(2) Marker parameters for frequency bands choose 
To localize rockfalls by means of the P-B method, we must know the detailed seismic wave mode of the rockfall 
signal and determine the appropriate frequency bands, for which the particle movement is in the direction of 
propagation (e.g., the P-wave). From the studies of Kao et al., (2012), the seismic characteristics of the landslide 
and mud/debris flow (LMDF) waveforms are significantly different from those of earthquakes. In fact, LMDF 
signals are sharp and are characterized by irregular P/S bursts related to the landslide history. After a careful 
examination of all LMDF waveforms that were recorded in Taiwan by a broadband array in a seismograph 
network, the authors suggested the P and S phases intermix as a robust feature to distinguish LMDF events (Kao 
et al., 2012). Therefore, three marker parameters, energy (E), rectilinearity (l), and a special permanent frequency 
(SPF), were analysed in this study to determine the appropriate frequency bands for P-waves for seismic 
polarization and back-azimuth calibration. 
a) Energy (E) 
To evaluate the usefulness of energy as marker parameter, the energy and back azimuths of each bandpass 
filtered signal from rockfall N.39-impact #1 were calculated, and the back azimuths were then compared with 
the in-situ measurements to determine the correct frequency bands and their relationships with energy. 
The signal from rockfall N. 39-impact #1 was bandpass filtered into 96 frequency bands, each with a width of 1 
Hz and ranging from 3 Hz to 99 Hz. The frequencies (0 Hz-3 Hz) and the frequency band (99 Hz – 100 Hz) were 
discarded since noise dominated and there were filter and recording errors (Feng et al., 2019). For each of the 
96 frequency bands evaluated, the back azimuths and the FFTA (fast Fourier transform coefficient) were 
calculated. The FFTA values represent the energy of a signal in a given frequency band as defined by Feng et al., 
(2019). Figure 23 is a plot of the results. Moreover, the back azimuths measured in situ as illustrated in Gracchi 





Figure 23 The correlation between back azimuths (black solid line) that were calculated in each frequency band (1 Hz 
width) and the FFTA values (i.e., representing energy; red solid line) from Impact #1 of N.39 recorded by TOR2 (the original 
signal is shown in Figure 21a). 
 
The results show that the back azimuths calculated from the frequency bands from 15 Hz – 45 Hz are mainly 
close to the real back azimuth, and in parallel, the energies in the frequency bands from 20 Hz – 40 Hz have the 
most energy in the full-frequency bands. This rule is valid for all artificial rockfalls launched from the right side of 
the test slope. Therefore, we assumed that the frequency bands with the greatest energy from rockfalls would 
be suitable for the P-B method, as assessed by the studies of Kao (2012) and discussed at the beginning of this 
section. To provide the most stable estimates, the top 30 highest energy frequency bands (30E) were chosen, 
and seismic polarization was performed by normalizing and averaging the series of frequency bands. The theory 
forming the basis of this methodology can be found in the studies of Jurkevics (1988). Moreover, the confidence 
weights of rockfall N.39-impact #1 data are set to (0.20, 0.62, 0, and 0.18) for stations (TOR1, TOR2, TOR3, and 
TOR4), respectively. In particular, the confidence weight for TOR3 is 0, as the energy this at the station is lower 
than the noise level according to the confidence weights defined in Equation 34. 
The results of P-B and T-B are shown in Figure 24. The green point in Figure 24b was localized by only one 
frequency band with the maximum energy, the cyan colour point was localized by the frequency bands of 30E, 
and the blue colour point was localized by T-B. From the results in this case, we found the localizations of three 
approaches are quite close to the rockfall in situ trajectory, and the marker parameter 30E provides results as 
good as T-B (that is introduced in the next section). Moreover, 30E is more precise and stable than when only 
one frequency band is applied. 





Figure 24. Picture (a): the particle motion and back-azimuth calculated in each station with energy decision, and the 
variance of R is the rectilinearity of particle motion; Picture (b): the localization decided by the parameter of maximum 
energy.  
 
b) Rectilinearity (𝑙) 
Rectilinearity is a characteristic of particle motion that corresponds to the linearity of particle motion. Higher 
values mean that it is easier to obtain correct and precise ground motion directions. In contrast, planarity (p) 
indicates how the particle motion develops on a plane (Jurkevics, 1988). 
The degree of rectilinearity is given by Equation 36: 
𝑙 = 1 −
𝑎2+𝑎3
2×𝑎1
,             (36) 
and the degree of planarity is given by Equation 37: 
𝑝 = 1 −
2×𝑎3
𝑎1+𝑎2
,             (37) 
Where the values of 𝑎1 ≥ 𝑎2 ≥ 𝑎3  are the lengths of principle ellipsoid’s axis of the covariance matrix of 
analyzing signal period. a) When 𝑎1 is infinitely large compared to 𝑎2 and 𝑎3 (𝑎1 ≫ 𝑎2 ≥ 𝑎3), then 𝑙 ≈ 1, and 
𝑝 ≈ 1, i.e.; the particle motion is linear. b) When 𝑎1 and 𝑎2 are equal and infinitely large compared to 𝑎3 (𝑎1 ≥
𝑎2 ≫ 𝑎3), then l≈ 0.5, and p≈ 1; i.e., the particle motion moves in a plane. c) Finally, when 𝑎1, 𝑎2, and 𝑎3 are 
approximate equal, then 𝑙 ≈ 0 and p≈ 0; i.e., the particle motion moves in a sphere. 
The rectilinearity and planarity values are calculated for the 96 bandpass-filtered bands and are plotted in Figure 
25. Along with the calibrated back azimuths and the real back azimuths. We observe that the 𝑙 and p trends do 
not show a significant correlation with the back azimuths. Moreover, repeating the P-B procedure to localize 
rockfall N.39-impact #1 by using the frequency band with the maximum rectilinearity value provides a localization 





Figure 25. The correlations between the B-azimuths, and the rectilinearity and planarity values distributed in the 
frequency bands used for N.39-impact #1 in TOR2. 
 
  
Figure 26. Panel (a): the particle motions and back azimuths calculated for each station with the rectilinearity decision; and 
Panel (b): the localizations obtained by means of the maximum rectilinearity procedure. The pink line indicates the real 
block trajectory measured in situ. 
 
c) Special permanent frequency band for all stations (SPF) 
Assuming that the frequency bands created by rockfall as measured by the four stations are consistent, we 
defined a special permanent frequency (SPF) band for all stations that refers to the maximum energy in the 
seismic station closest to the rockfall across the monitoring network. For artificial rockfall N.39, the nearest 
station is TOR2, and the most powerful frequency band is 26 Hz to 27 Hz; hence, the SPF band for impact #1 is 
from 26 Hz to 27 Hz. We find that the localization results of SPF are better than those obtained for P-B-l and are 
quite similar to the results obtained by using P-B-E but are not as good as those obtained by using P-B-30E. 





Figure 27. Panel (a): the particle motions and back azimuths calculated in each station using the permanent frequency 
band; Panel (b): the localization obtained by the SPF band procedure in the 26 Hz – 27 Hz band. 
 
3.3.2 Time-bearing 
The seismic wave arrival times were non-linearly inverted to locate the block impact point when utilizing T-B. The 
monitoring slope was divided into equal cells to obtain a regular grid in which each node is accurately 
georeferenced; the points were then searched by minimizing the misfit function derived from the differences 
between the measured and theoretical times calculated for each node of the gridded topographic surface. More 





|[𝑡𝑠 − ?̅?] − [∆𝑠
𝑡ℎ𝑒𝑜 − ∆̅]|
2
,           (38) 
Where 𝑡𝑠 is the arrival time recorded at station s; ?̅? is the average arrival time of 𝑡1, 𝑡2, ⋯ , 𝑡𝑠; 𝑛𝑠𝑡𝑎 is the number 
of stations applied; ∆𝑠
𝑡ℎ𝑒𝑜 is the theoretical travel time from the search point to station s in the grid map; and ∆̅ 
is the average travel time of ∆1
𝑡ℎ𝑒𝑜, ∆2
𝑡ℎ𝑒𝑜, ⋯ , ∆𝑠
𝑡ℎ𝑒𝑜. 
The representation of subsequent impacts localization over a single map allowed the possibility to retrack the 
trajectory fallen by the block.  
To compare the performance of T-B and P-B in the following estimations, the arrival times of the rockfall N.39-
impact #1 were manually picked for the four stations and are shown in Figure 28, as red dashed lines. They are 
50.97 s, 50.91 s, 51.06 s and 50.98 s at geophones TOR1, TOR2, TOR3 and TOR4, respectively. The velocity 
adopted in T-B localization is 2000 m/s after several tests modifying from 1500 m/s to 5000 m/s with 500 m/s 
step, that are typical values for the Maiolica formation. Comparing the results with the videos, 2000 m/s was 





Figure 28. The arrival times of the rockfall N.39-impact #1 signal at four stations. The signals shown above are from the 
short period between the two red dashed lines in Figure 2. 
 
3.3.3 Methods comparison 
When comparing the estimations of the marker parameters, the P-B-SPF and P-B-E methods are quite similar, as 
both methods select the frequency bands on the basis of maximum energy. The P-B-SPF method does not 
consider the most powerful frequency bands recorded from the far stations, which probably induces differences 
from the near stations because the frequency content is not only influenced by the event source but also by 
wave propagation. The rectilinearity marker parameter denotes particle motion, and we do not find a significant 
relationship between rectilinearity and the real back azimuth. This finding probably means that rectilinearity is 
not very suitable for choosing frequency bands. Moreover, the results of marker parameter 30E, which considers 
the 30 highest power frequency bands, are as good as the results of the T-B method and avoids high accuracy 
onset time picks; therefore, it was suggested to apply P-B for rockfalls in the following rockfall trajectory 
reconstructions. 
In the following, we discuss some applications of localizations performed by using the P-B-30E and T-B methods. 
In particular, we applied these methods to three typical artificially released rockfall trajectory reconstructions 
(N.39, N.40, and N.15), which were characterized by different sliding types and three or four impacts of each 
block that were clearly recorded by at least three seismic stations. 
Artificial rockfall N.39 is a type of sliding rockfall in which the block slides along a gentle slope that is covered by 
fragmented rocks, and the seismic signal shows numerous and continuous spikes. The blue and cyan circles in 
Figure 29a are the positions estimated by the T-B and P-B-30E methods, respectively. The cyan circles in Figure 
29b are the analysed impacts, and the grey areas indicate the analysed sections of the signal. In this case, only 
three impacts were clearly recorded by three seismic stations and were chosen for localization. From the results, 




both T-B and P-B-30E are very precise: in particular, for impact #3, T-B is more precise than P-B-30E; thus, it is 
preferable to apply T-B, for which the arrival times are more distinct and can be precisely identified. 
  
Figure 29. Rockfall N.39: a): impacts localized by T-B (in blue) and by P-B-30E (in cyan). The pink line indicates the real 
block trajectory as measured in situ; b): the original signal trace with the impacts highlighted. The traces are analysed via 
the polarization method. 
 
Artificially released rockfall N.40 is also a sliding rockfall, but the sliding slope in this case was bare and smooth 
and was covered with a few fragmented rocks. Thus, the seismic signal shows only a few visible strong spikes. In 
this case, four impacts were selected for localization and are plotted in Figure 30. From the results, the 
localizations calculated by P-B-30E are very precise because all of the estimated positions are distributed along 
the real rockfall trajectory. In contrast to T-B, only impact #1 is precise, while the others are far from the real 
trajectory; the minimum error for impact #2 is 161 m, and the maximum error for impact #3 is 216 m.  
The T-B accuracy difference between rockfalls N.39 and N.40 can be attributed to the difficulty in picking first-
arrival times. As previously mentioned, the sampling frequency of the instrument employed was set to 200 Hz 
(e.g., one sample every 0.005 s), and the velocity suggested for T-B was 2,000 m/s. Therefore, the localization 
error caused by one sample difference is 10 m; moreover, the error for T-B will increase to 100 m when one wave 
length is missed at 20 Hz when picking the arrival time (i.e., in Figure 28, where the length of impact #1 
determined from the furthest station, TOR3, is shorter than for the other stations). 
  
Figure 30. Rockfall N.40: a): impacts localized by T-B (in blue) and by P-B-30E (in cyan). The pink line indicates the real 
block trajectory as measured in situ; Panel (b): the original signal trace with the impacts highlighted. The traces are 





c) Artificially released rockfall N.15 is a rebounding rockfall that took place on a steep slope and produced four 
clear impacts. Both T-B and P-B-30E successfully located four impacts on the topographic map, but the results 
are not good; in particular, refer to the results for P-B-30E, as shown in Figure 31. For the T-B method, the best 
localization result and the worst result were for impact #1 and impact #3, respectively, with localization errors 
of 34 m and 241 m, respectively. For the P-B-30E method, the location errors for impact #3 and impact #1 were 
94 m and 184 m, respectively. 
  
Figure 31. Rockfall N.15: a): impacts localized by T-B (in blue) and P-B-30E (in cyan). The pink line indicates the real block 
trajectory as measured in situ; Panel (b): the original signal trace with the impacts highlighted. The traces are analysed 
with the polarization method. 
 
In the first and second cases, the localizations by P-B-30E are more stable and precise than those from T-B, given 
the difficulty of accurately picking arrival times by using T-B, while neither method performed very well for the 
third case. Moreover, when analysing the localizations estimated for all 90 released blocks in the in situ tests, we 
found that for all blocks released near station TOR1 (such as the third case, representing a rebounding rockfall 
on a steep slope with clear impacts), the P-B results are not as good as those for the blocks released near station 
TOR2 (as in the first and second cases), representing sliding rockfalls on gentle slopes. Unfortunately, the causes 
of this phenomenon are still not clear. The possible causes likely arose from the instrument installation issues, 
geomorphology, or some other factor and is still under study. In any case, when utilizing the worst localization 
results, the estimated locations with P-B-30E are still in the monitoring area and are not far from the real 
trajectory limits.  
Furthermore, since there are still many drawbacks for this improved P-B method, additional in situ artificially 
released rockfall tests or a long-period monitoring case are necessary a) to evaluate the impact factors that 
caused the localization differences between the case of a sliding rockfall on a gentle slope and the case of a 
rebounding rockfall on a steep slope, b) to make analysis with more influence factors included and measured in 
situ, such as block falling velocity and energy, mechanical characteristics of ground material, and c) more 
geophones installed along falling trajectory are required to analyse the seismic attenuation and influence of 
geomorphology. The method presented will provide the possibility of automatically performing rockfall seismic 
localizations and continuous processing in an early warning system (EWS). 
  




4. Seismic features analysis of rockfall 
4.1 Artificial released rockfall test 
The test area interested by the artificial rockfall test is located at the downhill portion of the quarry slope (light 
green area in Figure 32) and covers 15,960 m2. The elevation of the slope test area ranges from 526 m to 683 m 
a.s.l. and its width is up to 300 m. The elevations of the blocks release locations range from 562 m to 565 m a.s.l. 
and the elevations of the arrival points range from 526 m to 529 m a.s.l. The dip direction of testing slope ranges 
from 335° to 35° (Figure 32). 
 
Figure 32. The outline of test site and instruments arrangement. Left: satellite photo (dated July 2013). Right: DEM of the 
study area. In both pictures the blue triangles indicate the positions of the tri-axial seismic velocimeters, the yellow dots of 
the photo cameras, while green and red dots locate the starting and ending position, respectively, of each released block. 
White arrows named direction 1 and direction 2 indicate the block fall directions, along steep slope and gentle slope, 
respectively. 
 
The slope material consists mainly in micritic limestone belonging to the Maiolica Formation (Upper Jurassic-
Lower Cretaceous) that widely outcrops in the area (Figure 33). The thickness of the formation is about 100 m 
and is composed by white or light grey well stratified micritic limestone layers, whose thickness ranges between 
10 cm and 1 m, sometimes separated by thin clay interlayers (Intrieri et al. 2012; Lotti et al. 2018 and references 
within). The site is also partially covered by very heterometric debris (from pebble- to cobble-sized granular clasts, 
with scattered boulders, in a silty or coarse-grained sandy matrix) (Figure 33). The density of fractures and the 
quality of the rock mass are very variable across the area. Surveys revealed RQD values (Rock Quality Designation; 
Deere 1968) ranging from 20% to 90% (Graziani et al. 2009).  
The dip direction and the dip of bedding planes may vary respectively from 350° to 5° and from 25° to 35°, which 
means that, in general, the layers dip in the same direction of the block release direction 2 (Figure 32) with a 
gentler angle. The dip of test direction 1 ranges from 45° to 90°, with a height difference of 38 m and steep slope; 
direction 2 is less steep (its dip ranges from 25° – 65°, while the height difference is 40 m) and much more debris 
is deposited on the talus of the slope. This also means that there are two main different kinematic modes of 
blocks falling down along these two directions, which are “block rebounding” (i.e., the movement mainly occurs 




direction 1 and direction 2, respectively. Such modes result in different seismic features, as discussed in the next 
section. 
 
Figure 33. a) Geological profile map of the test site modified from Intrieri et al. (2012), and b) artificially released blocks 
painted in bright colors and numbered, used for the artificial rockfalls test (Gracchi et al. 2017). 
 
The artificial rockfall tests were carried out in two days (June 25, 2013 and July 4, 2013). During the test, rockfalls 
were produced by pushing in total 90 blocks from different points of the slope (green points in Figure 32). All the 
blocks were collected from the quarry (the average intact rock unit weight is 26 kN/m3 and the average uniaxial 
compressive strength is around 120 MPa). The size of thrown rock blocks, approximating their shape to a regular 
parallelepiped, ranged from a minimum of 21 cm x 20 cm x 19 cm to a maximum of 105 cm x 58 cm x 39 cm and 
all of them have been painted with bright colors (Figure 33b) to make them more recognizable in the videos. The 
dimensions of the blocks were chosen taking into account both the size of the blocks of past rockfalls found 
across the quarry, the availability of material and the maximum volume that a man can pick up and throw. The 
blocks were numbered to precisely relate them to their launch; launch and arrival coordinates were acquired 
through a GPS and integrated with geo-referenced Digital Terrain Model (DTM) in a GIS environment (Gracchi et 
al. 2017). Each releasing was also filmed by four high resolution cameras (two Canon EOS 600D, one Canon 660D 
and a Nikon D700, yellow circles Figure 32), with the aim of comparing the localization of the subsequent impacts 
recorded by the seismic stations with the effective trajectories travelled by the blocks. 
  




4.2 Frequency content 
4.2.1 Frequency with impacted material 
In order to present the results of the analysis carried out on the whole dataset and discuss the relationship 
between the signal frequency and the impacted area materials, six representative rockfall events that include 
both kinematic modes (rebounding and rolling) were chosen. The positions of the 6 rockfalls are shown in Figure 
34 and are named from N.1 to N.6. From N.1 to N.3, the rockfalls are rebounding blocks which fall down along 
the steeper slope of direction 1 near seismic station TOR1; from N.4 to N.6 are rolling blocks, which fall down on 
the gentler slope of direction 2. The volumes of the blocks respectively are 0.041 m3, 0.022 m3, 0.044 m3, 0.041 
m3, 0.024 m3, 0.012 m3.  In the test area the slope is constituted by the same limestone of the blocks; some areas 
are covered by debris, especially at the toe of benches. 
 
Figure 34. The distribution of six typical rockfalls selected for frequency content analysis. 
 
To make use of the higher signal energy recorded, all the analyzed signals were chosen from station TOR1 or 
TOR2, E–W component, except for the signal N.6 which was analyzed using data from TOR2 N–S component. The 
frequency content of each impact was analyzed via the Fast Fourier Transform (FFT) and wavelet transform in 
MATLAB environment. First of all, the rockfalls from N.1 to N.3 are presented and discussed. The geological 
profiles along the trajectory of each rockfall from launch point to arrival point with the indication of the impacts 
positions, as reconstructed by the videos, are shown in Figure 35a.The original seismic signal traces generated 
by these rockfalls are shown in Figure 35b. Figure 35c is the time-frequency distribution of each rockfall obtained 
by wavelet transform that shows the frequency content of each impact (note that the frequency content of 
impact #2 is significantly lower than the other impacts). Finally, Figure 35d is the frequency content of each 
rockfall obtained by FFT. 
Aided by the videos recorded by the four cameras the impacts are separated. As shown in Figure 35, the 
waveforms of the three rockfalls signal traces are well synchronized with the falling down process of the block, 




FFTA value; refer to Section 3.1 for more information) of these three cases are very similar (Figure 35c & d), and 
all of them are focused on the range 10 Hz – 60 Hz and 80 Hz – 90 Hz. 
 
Figure 35. Results of the frequency content analysis of rockfalls N.1, N.2, N.3, respectively. 
 
Secondly, the frequency content of the four main impacts of each rockfall (indicated in Figure 35a with Impact 
#1, #2, #3, and #4) are analyzed. Therefore, each seismic trace is cut that only include one short impact moment 
(in this case 0.4 second) (Figure 36). After this extraction, the length of each cut signal is unified (2 seconds, like 
condition 3) to improve the resolution of the FFT frequency analysis performed by MATLAB. At the end, the 
frequency content of each impact is obtained and plotted in Figure 36.  
The result shows a good correlation between the signal frequency and the material of the impacted area, and 
from the picture, we can find: 1) the frequency content of Impact #1 (occurring on bedrock for all the three 
rockfalls) is wide (especially for rockfall N.1), ranging almost from 0 Hz to 100 Hz, with a focus between 80 Hz 
and 90 Hz; 2) the frequency content of Impact #2 (occurring on debris) is characterized by a narrow band and 
low frequencies, being concentrated between 10 Hz – 20 Hz; 3) the frequency content of Impact #3 (on bedrock) 
of the three rockfalls is, like Impact #1, very wide, ranging almost from 0 Hz to 100 Hz, with the main frequency 




content focused on 10 Hz– 40 Hz and, secondarily, between 80 Hz and 90 Hz; 4) the frequency content of impact 
#4 (on debris) is focused on 10 Hz – 60 Hz. 
 
Figure 36. Frequency contents of the four impacts analyzed by FFT in a unified length 2 s. 
 
In order to find the relationship between the frequency content and impacted material, the characteristics of the 
impacted material were analyzed. Results are summarized in Table 4. As shown in Figure 35a, most part of the 
slope along the rockfall trajectories of N.1, N.2, N.3, where Impact #1 and Impact #3 occurred, is constituted by 
the limestone bedrock with different weathering degrees. For Impact #1 and Impact #3, the signal trace created 
by an impact between two hard materials without fragmentations (Impact #1) shows frequencies content in the 
range of 10 Hz– 90 Hz, while the signal trace created by an impact between two hard materials with 
fragmentations (of both block or bedrock) or between a block and a broken up bedrock (Impact #3) usually shows 
lower frequency content (10 Hz – 60 Hz).  
On the other hand, as visible in Figure 36, the high frequency content between 80 Hz and 90 Hz of Impact #3 is 
not as strong as for Impact #1, because of the distance between seismic station TOR1 and Impact #3 area is 
longer than that between TOR1 and Impact #1 and it is well known that the high frequency content is more easily 
attenuated with distance than the low frequencies content (Hibert et al. 2017a). Another possible reason is that 
the block was broken and fragmented at the moment of Impact #3, thus causing a change in the frequency 
content, and the Impact #1 is the nearest impact with monitoring station. 
Debris deposits cover the toes of benches where Impact #2 and Impact #4 took place. The debris deposit on the 
second bench (Impact #2) is constituted by compacted soil, with a fine granulometry, less fractured and with less 
fragmented rocks dispersed, than those at the slope toe (Impact #4, Table 4). Therefore, the signal generated by 
Impact #2 has a frequency content of 10 Hz – 20 Hz. On the other hand, since the debris at the slope toe (Impact 




of material consists of many micro-impacts with different sized rock fragments, from pebble- to cobble-sized, 
and sand. As a result, the signal generated is more complex and produces a wider range of frequencies (10 Hz – 
60 Hz) than Impact #2. The analysis of the results of the relationship between impacted material and frequency 
content shows that the value of frequency content is proportional to the stiffness of the impacted material in 
general (Table 4). 
Table 4. Frequency content of different impact material of rockfall. 
Impact 
material 
Hard to hard (without 
fragmentation) 
Hard to hard (with 
fragmentation) 
Hard to fragmented rock 
(non-cemented) 
Hard to soft 
Typical 
picture 
    
Frequency 
content 
10 – 90 Hz 10 – 60 Hz 10 – 60 Hz 10 – 20 Hz 
Descriptions 
Impact #1: both the 
impacting and impacted 
materials are hard rock, 
and the impact process 
does not cause 
fragmentation. Both 
parts are intact. 
Impact #3: both the 
impacting and impacted 
materials are hard rock 
but the impact causes 
fragmentation. 
Impact #4: the impacted 
area is consisting of 
different sized rock 
fragments and sand 
debris pile and softer 
than the block. 
Impact #2: the impacted 
area is soft soil with few 
rock fragments scattered 
on the surface. 
 
 
Figure 37. Results of the frequency content analysis of rockfalls N.4, N.5, N.6. 




To evaluate the relationship between frequency content and rock falling trajectory, the same analysis was 
performed for rockfalls N.4, N.5, N.6 (rolling blocks) and the results are plotted in Figure 37. As in Figure 35, 
Figure 37a shows the geological profiles along the rockfall trajectories, with the reconstruction of the rockfalls 
paths, Figure 37b the original seismic signal generated by each rockfall, Figure 37c the time-frequency 
distribution of each rockfall obtained with wavelet transform, showing the frequency content of each impact, 
Figure 37d is the frequency content of each rockfall obtained with FFT. Also in these cases, the benches are 
covered by debris, and the frequency contents of impacts on the debris focused on 10 – 60 Hz. Figure 37b clearly 
shows that the signal created by rolling or sliding rocks is weaker than the rebounding impacts signal, and that 
the rolling seemingly consists of many micro-impacts. Therefore, the “rockfall rolling” frequency contents are 
also depending on the frequency content of each impact as in case of “rockfall rebounding” and rolling or sliding 
frequencies are concentrated between 10 Hz and 60 Hz, similarly to the Impact #4 in case of rebounding blocks. 
4.2.2 Frequency with distance 
In order to analyze the relation between the frequency and the impacted area distance, the rebounding rockfalls 
N.1, N.2, N.3 were chosen, since they include a complete frequency content from 10 Hz to 100 Hz (especially 
high frequencies from 20 Hz to 100 Hz). The distance between the launch point and the receiving seismic stations 
TOR1 (the nearest), TOR2, TOR3 (the farthest), TOR4 are shown in Table 5. 
Seismic station TOR1 is the nearest station at all the three launch points, so the frequency contents are the widest 
and focused on 10 Hz – 60 Hz and 80 Hz – 90 Hz, and the FFTA values of TOR1 are the biggest in all the stations 
(Figure 38). The main frequencies of TOR2 and TOR4 stations focus on 10 Hz – 60 Hz, and the FFTA values are 
lower than TOR1. That is because of the attenuation of the highest frequency content (80 Hz – 90 Hz) and FFTA 
values with the increasing distance. In the farthest station TOR3, the main frequency contents are the lowest, 
focused on 0 Hz – 20 Hz and the frequency of the highest FFTA value are near 10 Hz. As expected, the high 
frequencies contents are easily attenuated in the propagation and the frequency content range is inversely 
proportional to distance, like in this case, where the frequency content between 80 Hz and 90 Hz is damped in 
only 100 m distance from TOR1 to TOR2. This phenomenon of high frequency content attenuation is significantly 
for rockfall event.  
Table 5. The distance (m) between rockfall launch points and each seismic station 
 TOR1 TOR2 TOR3 TOR4 
N.1 41.0 141.6 196.9 130.9 
N.2 34.5 135.3 192.4 125.0 






Figure 38. Frequency contents of signal traces of rockfalls N.1, N.2, and N.3 in four seismic stations, TOR1, TOR2, TOR3, 
and TOR4. The dashed square indicates the high frequencies area. 
 
4.2.3 Maximum frequency 
After the analysis of the relationships between frequency and impacted material and between frequency and 
distance, to improve the accuracy of rockfall event automatic detection and classification, the maximum 
frequency of rockfall signal traces should be analyzed. The maximum frequency is defined as the frequency with 
the biggest FFTA value, that means the signal of the maximum frequency generated by rockfall is the most 
powerful frequency band. The maximum frequency of each rockfall signal (1080 totally) from the four seismic 
stations has been calculated and the distribution of the main frequencies is plotted in Figure 39.  
The results show that the maximum frequency of rockfall is focused on 3 – 5 Hz, 10 – 60 Hz and 80 – 90 Hz. The 
frequency content between 3 and 5 Hz of most signals are from the farthest seismic station TOR3 and can be 
neglected, due to the high attenuation, and we can find the difference from an example of one rockfall signals 
recorded by nearest station TOR2 and the farthest station TOR3, that is shown in Figure 40: the maximum 
frequency detected by the nearest seismic station TOR2 is 38 Hz, while the maximum frequency recorded by the 
farthest seismic station TOR3 is only 3 Hz, also characterized by a very low amplitude (at the limit of detectability). 
Beside the reason of long-distance attenuation that result in 3 – 5 Hz of maximum frequency, the natural 
frequency of geophone of 4.5 Hz is another possible problem, that could result a resonance of geophone. 
Therefore, in further analysis and classification, the maximum frequency of rockfall could be set higher than 10 
Hz, or even than 20 Hz to perform a safer recognition. The feature of maximum frequency indicates the frequency 
content of one event and represents the most powerful frequency band, so it is important for an event 
recognition and events classification. 





Figure 39. The distribution of maximum frequency of the 90 rockfalls produced during the test. The y-axis indicates the 
percentage of events, and x-axis the maximum frequency of signals. 
 
  
Figure 40. a) one signal trace and frequency content of one rockfall event recorded by the nearest seismic station TOR2, E 
– W component; b) the signal trace recorded by the farthest seismic station TOR3, E – W component. 
 
4.3 Amplitude 
4.3.1 Amplitude ratio 
The amplitude of a signal trace (i.e., ground velocity) is defined to indicate the energy of the signal generated by 
the rockfall, and the maximum amplitude is the most powerful part of the whole signal. Considering that the 
higher frequencies are more easily attenuated in wave propagation, and that the signal generated by rockfall 
includes a large part of high frequencies, amplitude ratio was proposed as a key parameter to recognize rockfall 
event from noise or other events like earthquakes. The amplitude ratio (Ra) here defined in Equation 39 is the 
ratio between the maximum amplitude of one event signal recorded by two different seismic stations Am1, Am2, 
which always represent the station recording the higher and the lower amplitude, respectively (this is also 








As discussed in section 4.2.2, a signal consisting of higher frequency content is more easily attenuated with 
distance increasing, and the affection generated by different geomechanical characteristics of the propagation 
path, so the amplitudes recorded by two far away stations would be very different, resulting in a high Ra. In this 
study, the signal received by the farthest seismic station TOR3 has a lower amplitude than that received by the 
nearest seismic station TOR1 or TOR2 (i.e., Am1≫Am2), moreover, the value of Ra is also higher in the signal 
containing high frequencies compared with the signal mainly consisting in low frequencies (e.g., earthquake). For 
most earthquakes, due to the far epicenter, deep focus and the small size of rockfall monitoring network, there 
is no big difference between the signals recorded at different stations, therefore, Ra is typically lower than other 
seismic events. Consequently, we can find the feature of Ra is a good parameter to distinguish rockfalls from 
earthquakes. 
During the seven-months continuous monitoring campaign, there were many earthquake events detected by our 
monitoring network, referred to the INGV earthquake catalog (http://cnt.rm.ingv.it/). Among these, twenty-
three earthquakes clearly recorded are selected for discussion. The distances of the twenty-three earthquakes 
between the epicenters and Torgiovannetto range from 8 km to 78 km, and the average distance is 25 km, and 
the average hypocenter depth is about 10 km. The amplitude ratios of the whole artificial rockfall dataset (90 
events) are calculated as well as the selected earthquakes. The difference between the two kinds of event and 
results are plotted in Figure 41. In this figure the positions of TOR1 and TOR2 are also shown in the x-axis (the 
dashed square below x-axis) and the earthquakes are grouped near TOR1 without the epicenter distance. 
 
Figure 41. The amplitude ratios of artificial rockfalls and earthquakes between different seismic station. The black points 
are rockfalls, and the red points are earthquakes. The word “TOR1” and “TOR2” in dashed square bellow x-axis show the 
relative positions with rockfall launch positions (for example, the rockfall position of the sample on the left was located 
near TOR1). 
 
In Figure 41a, the amplitude ratios of artificial rockfalls and earthquakes between TOR1/TOR2 (or TOR2/TOR1, 
because the launch position of artificial rockfalls were distributed along the line TOR1-TOR2) is shown. In this 
graph, the amplitude ratio near TOR2 is bigger than that of TOR1 for the launch positions near TOR2. The 




amplitude ratio of 22 earthquakes are less than 2, and only for one earthquake is bigger than 2, while for almost 
all rockfall amplitude ratio is bigger than 2. In Figure 41b, valid for TOR4/TOR3, since both the position of TOR3 
and TOR4 are far from the launch positions and the distances are never the same, almost all the Ra values of 
rockfall events are higher than 2, even for the rockfalls located between TOR1 and TOR2. In Figure 41c, the 
amplitude ratios of TOR1/TOR3 and TOR1/TOR4 of the rockfalls that are located near TOR1 are higher than 2 
(i.e., higher than the ratio of earthquakes), but when the launch position of the rockfalls moves toward TOR2, 
the distances of the launch position from TOR1 and TOR4 are increasingly similar and the signal attenuation is 
more or less of the same degree, therefore, the values of Ra decreased until less than 2. The same behavior is 
visible in Figure 41d, where the ratios of TOR2/TOR3 and TOR2/TOR4 are represented.  
From the results of Ra, the value Ra of rockfall is usually higher than 2 when the distance between the location of 
rockfall and two seismic stations, respectively, is not equal, while the Ra value of most earthquakes is often 
smaller than 2. 
To evaluate the amplitude ratio variation in the whole dataset of 90 rockfalls and 23 selected earthquakes, the 
mean values and the standard deviation (STD) are computed. The results are shown in Table 6. The mean Ra of 
23 earthquakes among all the seismic stations is very stable (i.e., low STD values) regardless of the distance from 
the hypocenters, with a value variating from 1.31 to 1.68. The rockfalls mean Ra as well as the STD are not stable, 
and all the mean values are bigger than 2 and higher than those of the earthquake.  
Table 6. The amplitude ratio (Ra) mean value and standard deviation (STD) of rockfalls and earthquakes. For each couple 














Rockfalls mean 16.49 20.31 5.14 22.16 10.740 6.50 
Rockfalls STD 15.12 20.12 9.58 61.24 14.60 19.90 
Earthquake mean 
value 
1.50 1.44 1.38 1.68 1.64 1.31 
Earthquake STD 1.80 0.34 0.26 1.39 1.60 0.24 
 
4.3.2 Waveform-peaks 
The falling down process of a rockfall generally consists of a series of impacts and a period of rolling. Each impact 
generates an abrupt peak in the seismic signal trace. Waveform-peaks is defined as the number of peaks in 
waveform of the analyzed trace. In other words, in this study, the waveform-peaks is calculated as the number 
of periods that the standard deviation (computed in a sliding window with a 0.4 s length, that was chosen 
correspond to the minimum duration of one microseismic event) overcomes a threshold (θ = 0.00003 m/s). The 
threshold is set equal to the minimum amplitude of the artificial rockfall detected by one of the four seismic 
stations (i.e., the minimum sensitivity of STA/LTA method, with initial parameters setting). In this way, for further 
analysis (i.e., the analysis of the whole seven-month monitoring period), it is expected that all the detected 
rockfall events will have at least one waveform-peak with an impact energy higher than the minimum energy of 
rockfall in the test. It must be noted that the imposed threshold is strictly related to the test conditions, i.e., the 
released blocks dimensions, and is not able to detect small rockfall. The energy of impact, in fact, and therefore 
the amplitude of seismic signals, are strictly related with the falling block dimensions. Choosing to throw blocks 




Nevertheless, the influence of ignoring the small blocks is negligible, since in seismic rockfall monitoring and 
rockfall hazard assessment, there is no interest in events able to mobilize only small volumes of rock.  
Example of waveform-peaks calculation of rockfalls N.3, 4 and of an earthquake is plotted in Figure 42. In the 
artificial rockfall test, also in the events classified as “rolling block” category, all the peaks in signal trace are 
related to separated impacts, because a number of short free falls occurs during the movement, and eventually 
the signal trace consists of several discrete signals (Figure 35, Figure 37, Figure 42). This can be a great difference 
between rockfall and earthquake that shows just one peak (P1 in Figure 42f). 
 
 





Figure 42. a) Rockfall N.3 original signal trace of TOR1 E-W component and b) its curve of amplitude standard deviation in 
sliding time window 0.4 s, where P1, P2, etc. are the peaks detected; c) Rockfall N.4: original signal trace of TOR1 E-W 
component and d) its curve of amplitude standard deviation in sliding time window 0.4 s, where P1, P2, etc. are the peaks 
detected, and P3, P4 and P5 are generated by small movements that not show significantly in signal trace; e) an 
earthquake original signal trace of TOR1 E-W component and f) its curve of amplitude standard deviation in sliding time 
window 0.4 s, where only one peak (P1) is detected. Vertical red and blue lines in all figures indicate the start and ending 
time, respectively, of the STA/LTA analysis (more detail information in section 3.2.1). 
 
To determine the differences in waveform-peaks of rockfall and earthquakes, the number of waveform-peaks of 
each event (rebounding blocks, rolling blocks, earthquakes) are counted and plotted in Figure 43. The result 
suggests that: i) more than 87% of rockfall events include more than 2 peaks, while more than 66% earthquake 
events only one peak; ii) the 13% of rockfall events have only one peak and mostly come from a) seismic station 
TOR3 (because the signals so weak due to the distance that they are barely detected), or from b) the nearest 
seismic station (because the signals are so strong that the amplitudes of all samples are over the threshold). Note 
that, in case of rockfall, the number of peaks sensibly depends on the topography of the site. This means that, 
even though the falling blocks actually hit the ground more than once, sometimes the energy of the rockfall is 






Figure 43. The percentage of events distributed in the number of waveform-peaks. 
 
As a result, at Torgiovannetto test site most rockfalls produced two or (secondarily) three impacts, but from 
Figure 43 it is also possible to note that 13% of rockfall events include only one peak. For the waveform-peaks of 
earthquakes, some events included more than 18 peaks caused by the low energy, long duration of P waves 
period and post-earthquake phenomena.  
Anyway, there is a significant difference of waveform between earthquake and rockfall, and the method used in 
this study to calculate waveform-peaks is very useful to detect such difference. 
4.4 Duration 
The duration of a rockfall event is another very important parameter to recognize and distinguish it from other 
events. In the Torgiovannetto test the duration of artificial rockfalls usually ranged from 6 s to 12 s. Like for the 
waveform-peaks, the duration also depends on the specific topographical conditions of the site (mainly the 
length and gradient of the slope), and the distance between seismic station and rockfall location. However, once 
calibrated precisely, this feature can be a good indicator to correctly interpret a seismic signal. 
In this study, the duration of an event is defined as the time elapsed from the first sample triggered by the 
threshold STA/LTA=2 (for more information on the seismic event detection method, STA/LTA, see Allen 1982 and 
Trnkoczy 1998) to the last sample triggered by the threshold STA/LTA=4. The calculation method to define the 
rockfall N.3 duration is plotted in Figure 44. The triggered duration should be shorter than the real duration, 
since the principle of STA/LTA detection method.  
We calculated the durations of the whole artificial rockfall dataset and plotted them vs the signal amplitude, all 
the points clustered per seismic station (Figure 45), because of the difference of energy of the signal recorded 
by each station.  




Given the length of the short window of the STA/LTA set in this study is equal to 0.4 s (80 samples), considering 
the duration of a single impact, the minimum duration of rockfall event is 0.4 s, and the duration mean value is 
4.1 s. More than 98% of the rockfall events lasts less than 12 s, and more than 91% at least 1 s. 
 
Figure 44. The duration of N.3 rockfall event. The time elapsed between the vertical red line and the vertical blue line is 
calculated from the first sample triggered by STA = 2 and the last sample triggered by STA = 4, respectively. 
 
 
Figure 45. The distribution of duration vs signal amplitude (velocity) of each seismic station with different colors. 
 
4.5 Conclusions 
An artificial rockfall test was performed in the former quarry of Torgiovannetto by launching 90 limestone blocks 
down the slope, recording the related seismic signals and shooting the fall down. This study is the first step of a 




event detection and classification. The experiment produced interesting results to better understand the seismic 
features of rockfalls, in terms of frequency, amplitude, seismic waveform and duration of the signal. 
Moreover, the results can also be usefully employed in rockfall trajectory and location studies and can be 
summarized as follows:  
a) the frequency content of rockfall impact has a strong relationship with the impacted materials (usually it is 
proportional to the stiffness);  
b) high frequency contents as well as the rockfall Ra are more easily attenuated in the propagation (almost in an 
inverse proportion to distance) and almost not detected if the distance between the event and the seismic station 
is more than 200 m (e.g., from TOR3 to the events near TOR2) for rockfall events, since the intrinsic limitations 
of the employed array;  
c) the frequency content of artificial rockfall is mostly focused on 10 Hz – 60 Hz and 80 Hz – 90 Hz;  
d) the rockfall Ra value is proportional to the distance source-receiver and higher than 2, while earthquake Ra is 
lower than 2;  
e) the earthquake and rockfall seismic waveforms look completely different (85% of rockfall events include more 
than 2 peaks, while more than 66% earthquake events have only one peak);  
f) the artificial single block duration ranged from 1 s to 12 s. 
The obtained results show a qualitative relationship between seismic features (frequency content, amplitude, 
waveform, and duration) and local characteristics (geological material, geomorphology, topography). 
Nevertheless, there are many factors influencing the seismic wave propagation and attenuation, like formation 
lithology, rock integrity, and topography, that have to be taken into account to obtain a more quantitative 
relation. Therefore, the influence of elevation could not be neglected, as well as the relationship between 
frequency and impact materials could be studied adding data on the block’s velocity, the lithological 
characteristic and the physical condition of the impact ground. Moreover, the site-dependent frequency 
attenuation could be studied by means of ad hoc in situ test.  
In general, the Ra parameter and the waveform-peaks analysis are proven to be significant and useful to separate 
a rockfall event from an earthquake, even though the first parameter is strictly related to the implemented 
seismic monitoring array, while the second can fail when there are weak earthquakes, or the detected 
earthquake energy is comparable to that of a rockfall. Therefore, wider studies are needed.  
Finally, also the event duration has been proven to be an important parameter to identify rockfall, even if it 
mostly depends on the local geomorphology and it is difficult to calculate the real length from seismic signal 
trace automatically. In this study, in fact, the duration of detected event was defined as the length of triggered 
samples by STA/LTA threshold, that is shorter than the real duration, since the last part of signal trace after the 
maximum energy sample was not triggered by STA/LTA length. A solution could be to integrate data from 
multiple seismic stations. 
The detail artificial rockfall seismic studies would be helpful for the subsequent seismic event classification and 
possible early warning study. 
  




5. DESTRO: joint detection and classification of rockfall in seismic monitoring 
DESTRO (DEtection and STorage of ROckfall program) is specially designed for rockfall hazard monitoring but 
combined with earthquake detection. A Graphical User Interface (GUI) is designed in MATLAB 2017b (Figure 46) 
for joint seismic event detection, classification, and event spectrogram re-checking, and the DESTRO code 
package consists of fifteen main analysis functions ad hoc and four monitoring data format transform functions 
written by Peng (2018). Moreover, the event-types, onset-time, and all the parameters of key and 
complementary features are provided as output. 
Mainly, the parameters that can be set are divided into five phases: i) choosing input monitoring data (in this 
case, the name of the input data file consists of year, month, day, monitoring period, station, and component, 
e.g., 2035.07.08-18.00.01.TOR2.SHETG.SAC), four monitoring periods (00, 06, 12, 18) per day are set to separate 
the daily data in four time windows that limit the file size in this case); ii) initializing all parameters and choosing 
a frequency filter if necessary (in case of some instrument problems or permanent environmental noise); iii) 
choosing the seismic stations and components you want to include in analysis; iv) choosing the event-types of 
interest: the user can choose to output multiple event-types (from ETi to ETj) or even only one single event-type 
(ETi = ETj); and v) rechecking the event spectrogram with event-type (ET) and serial-number of that event 
(NUMevent) in output file. 
In this section, the design algorithm and theories of DESTRO are introduced, that’s about seismic event detection, 
seismic features definition and classifiers designing in seismic event classification. 
 




5.1 Seismic event detection flowchart 
As discussed in section 3.2, the STA/LTA is chosen for the detection part of DESTRO. Beside the detection 
thresholds (Threshold1 and Threshold2 defined previously), there are six key initial parameters defined in 
DESTRO, that are shown in Table 7. They are: ① STw, and LTw are the length of short-time and long-time 
windows, respectively, that influenced by local ambient noise, detecting events and seismic monitoring 
experiences. ② MINevent is the minimum length of one seismic event impact with samples consecutively 
triggered. ③ MINinterval is the minimum interval length between the first triggered sample of one event and 
the last triggered sample of the previous event. MINinterval is a criterion that decide the ending of one event 
and separate two continuous event. In this study, supposed STw = MINevent, LTw = MINinterval. ④ Threshold1 
and Threshold2 are the thresholds (STA/LTA) that for event detection and onset time detection, respectively.  









In detection processing, after initialized all the parameters, the program creates two sliding windows in short-
time and long-time, and computes the average energy in two windows, STAt, LTAt, respectively, and then 
calculates the ratio between STAt and LTAt, i.e. Rt. The windows sliding step by one sample, 𝑡, and you can also 
increase it to speed up calculation. The program recording the accumulated number of triggered samples and 
de-triggered samples since the first triggered sample, respectively, and named Slength and INTlength. Event 
“declared” according to criteria: (1) Slength > MINevent and ending when (2) INTlength > MINinterval. When 
Slength < MINevent, the “signal period” triggered declares as noise and clear logging, all parameters initialized 
and starting a new detection; otherwise, declares one event happened and computes the onset time and 
maximum amplitude, and save the event signal trace for seismic feature extraction and subsequent classification 
processing. The flowchart of detection part of DESTRO is shown in Figure 47. 





Figure 47. DESTRO detection flow chart. 
 
5.2 Seismic features definition 
5.2.1 Definition of the types of seismic events 
To obtain a good quality classification of seismic events, the choice of seismic features is critical, and at the same 
time, it is important to keep their number as low as possible (Benitez et al. 2007; Provost et al. 2017; Vallejios et 
al. 2013). It is possible, in fact, that more than two parameters describe the same feature but with different 
weights; that could lead to a different result, and therefore, confliction and confusion could occur between 
features. In this study, nine seismic features are defined related to event power (maximum amplitude Am, 
average energy Ea, and energy variation Rea), spectrogram (maximum frequency Fm and frequency spectrum 
variation Rfv), waveform (number of peaks Np), duration (D), and seismic network geometry (amplitude ratio Ra 
and frequency ratio Rf). 
In DESTRO, based on the characteristics of the frequency and amplitude, five seismic event types are defined: 
earthquake (EQ), tremor (TR), rockfall (RF), multi-spike event (MS), and subordinate MS (SMS) events, where the 




60 Hz, respectively. This difference is related to the material and the distance between the event source and 
receiver.  
The typical original signal traces and spectrograms of the five event types and those for the artificial rockfall are 
shown in Figure 48. EQ (Figure 48a) is identified as an easily detectable regional earthquake, and the TR event 
(Figure 48b) is a remote earthquake or tectonic activity characterized by a long duration, low amplitude and low 
frequency due to the long distance of and energy attenuation during propagation. MS (Figure 48c-d) and RF 
(Figure 48e-f) are supposed as rock cracking or small block falls and rockfalls, respectively, since the high 
frequency, short duration and multiple spikes as many rock impacts. For the purpose of rockfall classification, 
the discrimination between RF and MS is based on the maximum amplitude (Am) because their spectral attributes 
and waveform attributes look very similar. Unfortunately, this hypothesis has not been validated with eyes 
witness until now (Arosio et al. 2009; Lenti et al. 2012; Lu et al. 2012, 2013). 
  
Figure 48. Original signal traces and time-frequency wavelet transform of the five event-types.  
 
To analyse the seismic features and feature weights, a seismic event-type training database is built. All the events 
in the database are manually picked from the east-west component of the traces recorded by station TOR1 (see 
Figure 12 and Lotti et al. (2018) or Feng et al. (2019) for its location within the quarry area) during a seismic 
monitoring window of 12 days, including the two days of the artificially released rockfall test. The database 




contains 174 EQ events; 239 TR events; 90 artificially released rockfalls (ARF); 75 natural rockfalls (NRF) manually 
selected based on the waveform, amplitude, duration, etc.; and 1424 MS events (including SMS). 
5.2.2 Spectral attributes 
1) Maximum frequency (Fm) 
Frequency is one of the most important parameters of seismic signals that indicates the physical characteristics 
of event source. The maximum frequency (Fm) is defined as the frequency value of the Fast Fourier Transform 
coefficient (FFTA) with the highest value in the spectrogram (Daubechies 1992). It means that the signal with Fm 
frequency band is the most powerful in the whole trace generated by the event.  
To analyse the characteristics of the all events Fm, the Fm percentage values of all the events in the database are 
analysed and plotted (Figure 49). In this figure, each colour represents an event-type, and the dashed line 
rectangles represent the low frequency event range, [3 Hz -16 Hz], and high frequency event range, [20 Hz -100 
Hz]. In Figure 49a, the Fm of all events in training dataset are presented in their real values, and the Fm of all the 
events are also shown in four frequency ranges: less than 3 Hz, from 3 Hz to 16 Hz, from 16 Hz to 20 Hz, and 
more than 20 Hz, that plotted in Figure 49b. 
The results, as expected, show that different events are clearly separated by Fm. Significantly, EQ and TR are 
distributed in the low-frequency part, while the MS and RF are distributed in the high-frequency part (Pazzi et al. 
2017a). Therefore, the seismic events detected could be separated into two groups: high frequency events (RF 
and MS, with 20 – 100 Hz) and low frequency events (EQ and TR, with 3 – 16 Hz). As shown in Figure 49: EQ and 
TR events are clearly defined by this parameter and all of them are distributed in low frequency area, and more 
than 90% of the RF and MS events are distributed in the high frequency area, while there are still some RF and 
MS events characterized by low frequencies. According to this phenomenon, an explanation could be suggested: 
(a) for RF events, the frequency content of rockfall is mostly related to the impact material and seismic wave 
propagate attenuation. Usually, high frequency content is generated by hard rock impaction, and low frequency 
content is generated by soft rock impaction. This is one reason why some ARF show a low Fm. On the other hand, 
for long-distance propagate attenuation, high frequency content is more easily attenuated through propagation, 
special for high frequency event rockfall. Moreover, this drawback also is a barrier that limits the monitoring 
scale of seismic networks (Manconi et al. 2016). (b) for MS events, together with the reasons at point (a), another 
reason could be found: some MS events are surrounded by TR events, since the features of long duration and 
low Fm of TR, the mixed MS event could be easily incorrect classified as TR events by DESTRO.  
Given the limitations of Fm, in DESTRO, more seismic features are introduced, and the frequency range [16 Hz – 






Figure 49. The percentages of maximum frequency (Fm) of all the type events in the training database. See section 5.2.3 to 
understand how we separate NRF and MS. 
 
2) Frequency spectrum variation (Rfv) 
To avoid the shortcomings brings by Fm, the frequency spectrum variation (Rfv) is introduced that analyses the 
energy distributed in the high-frequency range [20 – 100 Hz] and low-frequency range [3 – 16 Hz] and calculates 
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The Rfv of five typical event-types (original signals are shown in Figure 48) are analyzed by fast Fourier transform 
and the value of Rfv of each event are calculated and plotted in Figure 50. As shown, the picture a and b are EQ 
and TR events respectively, and both the value of Rfv of these two events are less than 0.5, meanwhile, the values 
of SMS, MS NRF and ARF in picture c, d, e and f, are more than 1. Obviously, Rfv could be an efficient parameter 
for high frequency and low frequency events separation. The Rfv of all events in the database are calculated and 
plotted in Figure 51. In Figure 51a, where Rfv is plotted versus Am, each different event-type is significantly 
separated from others. The Rfv values of more than 94% RF and 99% MS, respectively, are bigger than 1, while 
the 100% and 97% Rfv values of low frequency events EQ and TR, respectively, are smaller than 0.5 (Figure 51b), 
as shown in Figure 50. Besides, there is also a small percentage of events with Rfv values in the range 0.5-1, that 
could not be classified only by Rfv as in Fm, that required a combination with other features. Anyway, the feature 
Rfv is significantly clear and visible in classification, and that could be an efficient and key parameter for seismic 






Figure 50. Frequency spectrum of six events, and frequency spectrum variation (Rfv). The original signals of six events were 
shown in Figure 50; a, b, c, d, e, f represent EQ, TR, SMS, MS, NRF, and ARF events, respectively. The value in each 
rectangle is the percentage of the energy of that frequency range. 






Figure 51. The distribution of FFTA ratio (Rfv) of all the events in the training database correspond with maximum 
amplitude (Am); a) values of Rfv, where each event-type is represented in a different colour; b) percentage of Rfv of each 
event-type, the results of which are clustered in three ranges, less than 0.5, from 0.5 to 1, and more than 1. 
 
5.2.3 Event-power attributes 
In section 5.2.2, the seismic event-types are classified into high frequency events (RF and MS) and low frequency 
events (EQ and TR); however, it is still difficult to separate between RF and MS and between EQ and TR by the 
spectrogram, since there exist overlap ranges of frequencies.  
Event-power attributes are directly connected with the event source energy and potential destructibility, even 




analyse three representative seismic features of event-power attributes, i.e., maximum amplitude (Am) in signal 
trace, average energy (Ea) in event duration, and energy variation (Rea) between average energy and maximum 
amplitude, to distinguish between RF and MS and between TR and EQ, respectively. 
1) Maximum amplitude (Am) 
Maximum amplitude (Am) is the maximum signal value in a time series and represents the most powerful moment 
in the whole event duration. To evaluate the differences of Am in each event-type, the percentages of Am of all 
events in database with a spacing of 1×10-5 m/s are calculated and plotted in Figure 52. Based on this, the Am 
value of 97% ARF events is more than 1×10-3 m/s. It means that the energy of one seismic event of MS, recorded 
by the nearest seismic station, with Am more than 1×10-3 m/s could be considered as powerful as a rockfall.  
The higher the Am of one event, the more powerful of the event and the more damaging it will be, therefore, 
from the consideration of local safety, in this study, the threshold of Am equal to 1×10-3 m/s is set to classify MS 
and rockfall (RF) robustly, and the separation of the NRF and MS events in Figure 48 is according to this Am 
threshold. While for the EQ and TR events’ classification, only Am is not sufficient, so the values of Am are divided 
into four ranges, (-∞, 1×10-4), [1×10-4, 2×10-4), [2×10-4, 1×10-3), [1×10-3,+∞) to be used with another 
complementary feature, such as duration, energy and waveform-peaks, as discussed in the next sections. 
 





Figure 52. The percentage of maximum amplitude (Am) of five event-types; a) percentage of all events of database 
distributed in Am with the spacing of 1×10-5 m/s; b) percentage of five event-types clustered in spatial Am ranges, (-∞, 
1×10-4), [1×10-4, 2×10-4), [2×10-4, 1×10-3), [1×10-3,+∞). 
 
2) Average energy (Ea) 
Seismic energy (E) is a relevant feature used to separate EQ events from TR events, and in this study, it is 
calculated at each station and is defined as the integral of the squared seismic amplitude (Am). It is important to 
note that given this definition, the employed energy is a relative quantity and not an absolute quantity because 
it is calculated at each station. Thus, factors such as attenuation effects and geometrical spreading are not 
included, and the chance of introducing processing errors is reduced (Dammeier et al., 2011). To decrease the 
duration effect in the energy calculation, a feature of the energy density (Ea) reflecting the energy density 
distributed over the entire event duration is proposed. The equations for E and Ea are shown in Equations 41 and 
42: 








  ,      (42) 
where N is the number of samples in a single event detected, D is the duration of one event, and 𝐴𝑖  is the velocity 
(signal amplitude) of sample 𝑖 . 
The Ea for all events in database are calculated and plotted in Figure 53a, which shows that Ea is proportional to 
Am. Most RF and many MS (Ea indeed does not work very well with this event-type) are concentrated above the 
black line, while EQ and TR are concentrated below it. It is because of the difference of Rea (energy variation, a 
feature described next section).  
Given the linear correlation between Ea and Am on the basis of the results three Am ranges are chosen and then 
calculated the percentage of EQ and TR in each Am ranges (Figure 53b). This allowed to separate EQ and TR events 




than 10-9 m2/s3 but without TR events, and 34% TR that Ea value less than 10-10 m2/s3 without EQ. As well as in 
the range of Am from 10-4 m/s to 2×10-4 m/s, 24% of EQ has Ea value higher than 2×10-9 m2/s3 and without TR 
events, and 2% TR has Ea value lower than 2×10-10 m2/s3 without EQ, while in the medium range of Ea, both the 
percentage of EQ and TR events is very high.  
Consequently, respect to the safest way to classify EQ and TR events and complement with Am, the highest and 
lowest Ea ranges are chosen as a complement feature for classification, but the thresholds of Ea are defined 
differently in each Am ranges (more discussions about the thresholds and the weights attribute to different 
parameters are presented in section 5.3.1). 
 
 
Figure 53. a) linear correlation between Ea and Am; b) Ea of EQ and TR events distributed in three Am ranges. 





3) Energy variation (Rea) 
We defined the energy variation (Rea) as the value of Ea divided by the square of Am (Equation 43) to represent 




2 ,       (43) 
According to the observations of the rockfall simulation test and the generated signal traces, in RF and MS events, 
a large portion of the seismic energy is usually concentrated at the impact or cracking moment, and the energy 
of EQ and TR events is mostly distributed and varies over the entire event duration (could be observed from the 
waveform in Figure 48). This phenomenon is especially clear for RF events. Therefore, energy variation (Rea) could 
be efficiently used to distinguish RF events from EQ events. 
Learned from Figure 53a, the Ea of EQ and TR are generally higher than those of RF and MS, respectively, so the 
Rea of EQ and TR could higher than RF and MS (Figure 54a). This is because the signal traces of RF and MS are 
composed of many individual impacts and interval rests, and the energy is more scattered and distributed than 
EQ or TR. This phenomenon is especially clear for RF events (Figure 48), while for MS the signal of mass cracking 
or noise are more complex and partially overlapping, sometimes there is no interval rest between two spikes, 
that’s different from RF. Therefore, Rea could be an efficient feature used RF and EQ classification, while MS and 
EQ will be classified by another attributes (spectrogram and network station) discussed in the following section. 
In terms of this relationship, the Rea value of all the events and the percentage of EQ and RF (including NRF and 
ARF) in the ranges less than 0.05 and more than 0.05 are calculated and plotted in Figure 54b to classify EQ and 
RF. The threshold of Rea is chosen equal to 0.05 (Figure 54b), as only 3% and 6% of NRF and ARF events 
respectively have a Rea value higher than 0.05, while 50% EQ events have a Rea value higher than 0.05. Therefore, 






Figure 54. a) Energy variation (Rea) plotted against maximum amplitude (Am); b) the percentages of EQ and RF events with 
Am more than 10-3 m/s distributed in the <0.05 and >0.05 ranges. 
 
5.2.4 Network geometry attributes (𝑹𝒂 and 𝑹𝒇) 
Amplitude ratio (Ra), as defined in Equation 44, is the ratio of Am between two different seismic stations TORi, 




 ,        (44) 
Consequently, as defined in Equation 45 frequency ratio (Rf) is the ratio of Fm between two different seismic 




 ,       (45) 
Ra and Rf are very important features and newly proposed in DESTRO to classify remote and local events. For 
some seismic events that occurred far from the seismic network, in fact, the event Am and Fm at different stations 
are similar, and so their Ra, Rf values are usually near 1, since the part of the energy within high frequencies had 
already been attenuated. On the other hand, for seismic events that occurred near the seismic network or inside 
it (such as a local rockfall or crack breaking), the Ra and Rf are usually very high, as the respective distances 
between stations and sources are proportionally different. 
The values of Ra and Rf of all events in database between two seismic were calculated and the percentage of each 
event-type is plotted in Figure 55. The following observations can be made: (1) for more than 96% of EQ and 86% 
of TR, Rf is lower than 2.5, while for more than 67% of RF and 81% of MS events, Rf is higher than 2.5. However, 
several ARF and NRF events have a Rf value lower than 1.2. This happens when the signals generated by the 
rockfall are equal distance from both stations (and so the attenuation is similar) and/or the frequency content is 
low due to the nature of the impacted material. (2) For more than 98% of EQ and 96% of TR, Ra is lower than 2.5, 
while for almost all RF and 88% of MS events, Ra is higher than 2.5. Significantly, since these two features are 




able to clearly separate RF from EQ events, they have been given high weights for the classification in weight 
manual modification.  
 
 
Figure 55. The percentage of five event-types distributed according to: a) maximum frequency ratio (Rf); b) maximum 
amplitude ratio (Ra). 
 
5.2.5 Waveform-peaks (𝑵𝒑) 
The waveform-peaks (Np) has been defined as the number of periods (peaks) exceeding a threshold calculated 
on the basis of the amplitude standard deviation (computed in a 0.4 s-long sliding window). Even though Np is 




for their detection, it clearly discriminates between EQ (that typically have a single peak) and RF (which have as 
many peaks as the rebounds of the rock on the ground). For TR and MS events, the amplitude of the signals is 
too small to detect waveform peaks with the same threshold used for EQ and RF, so it is only used in EQ and RF 
classification. 
The number of waveform-peaks for all the EQ and RF events in the database has been calculated and plotted in 
Figure 56. More than 60% EQ events include only one peak, while only 20% NRF and 27% ARF include one peak. 
The rockfalls causing only one peak are probably those that slid along the slope or those that rebounded, but 
their amplitude did not exceed the amplitude threshold. 
 
Figure 56. The percentage of EQ and RF events distributed according to the waveform-peaks. 
 
5.2.6 Duration (𝑫) 
Duration is another very important complementary feature for seismic events classification, even though it 
dramatically depends on specific topographical conditions, event source location, and the attenuation in 
propagation. The durations of all the events in the training database have been calculated and plotted in Figure 
57a. The duration of MS, TR, and NRF ranges very widely, from 1 s to 30 s, especially for MS, for which the longest 
duration reached 95 s, and the shortest duration only 0.46 s. Therefore, this seismic feature can hardly be used 
for RF and MS classification, while it can be used to distinguish EQ from TR. The events duration has been 
analyzed according to three Am ranges: less than 10-4 m/s, from 10-4 m/s to 2×10-4 m/s, from 2×10-4 m/s to 10-3 
m/s, and more than 10-3 m/s. The percentages of all the event-types grouped in these three Am ranges is shown 
plotted in Figure 57b. The following observations can be made: (1) the duration of TR events is generally longer 
than EQ, especially in the Am range less than 10-4 m/s, so it confirms our definition of TR; (2) usually, the durations 
of all the TR events are more than 7 s, while, the durations of all the EQ events are less than 17 s. 






Figure 57. The duration distribution of events from the database; a: the durations of all events distribution vs Am; b: the 





5.3 Classifier design 
In this thesis, the seismic features and multi-classifier are both applied in seismic event classification. To classify 
events based on their seismic signals, as discussed in Section 5.2, five key features (Fm, Rfv, Am, Rf, and Ra) that 
play a determinant role and four complementary features (Ea, D, Rea, and Np) were defined to support the 
classification and make it more precise. The complementary features are introduced to better classify events 
under different amplitude ranges.  
Three different classifiers are designed in the three-step classifier. The first classifier (classifier S) is designed as 
a single component classifier. The second classifier (classifier C) is designed as a multicomponent classifier, i.e., 
at one seismic station, multi-component event integration and re-classification are performed, based on the 
results of classifier S of the three components. The third classifier (classifier M) performs site-event integration 
and event-type reclassification considering the results of classifier C for the entire monitoring network.  
The full classification flowchart is shown in Figure 58. In this study, as shown in Figure 1, the monitoring network 
is comprised of four seismic stations, and each station has three components, E–W, N–S, and vertical Z–Z 
components. Additionally, in addition to the five event types, namely, EQ, TR, SMS, MS, and RF defined above, 
another event type, unknown events (UNs), is defined. UNs consist of MS events with Fm <3 Hz or Am >1 m/s and 
EQ or TR events recognized by only a single component. In DESTRO classification, the event detection and 
classifier S has been performed for all the components, and all the onset-times, ending-times, and ei (event-type 
classified in Classifier S, for more detail see their definition in the following) will be recorded for follow-up 
classifier C and classifier M. 
 
Figure 58. Seismic event classification flowchart in DESTRO. In the picture, ei, Ei, and ETi are the event-types as classified 
by classifier S, classifier C and classifier M, respectively (for their definitions, see sections 5.3.1, 5.3.2, and 5.3.3). 
 
5.3.1 Classifier design in a single component (classifier S) 
To perform a single component classification, first of all, each feature (key and complementary) is differently 
weighted. The initial weight is represented by the event-type occurrence rate in the database, and it is then 
modified with a manual calibration to address the bias of the database, since some event types could be over- 
or under-represented. In fact, there are many biases in a finite training database if the weight of each feature is 
only dependent on the training database, since the number of training samples of each event-type is not truly 
equal to the actual event-type occurrence rate. For example, in the amplitude range Am>0.001 m/s, there are not 




as many EQ events in the database as rockfall events, since in nature there are few earthquakes with amplitudes 
higher than 0.001 m/s that were recorded by this monitoring network. Therefore, the initial EQ weight is 
calculated as 0.18—compare to that of RF (equal to 0.82)—as consequently, in classification processing, most of 
the EQ events with Am larger than 0.001 m/s would be wrongly classified as RF. Therefore, in DESTRO, as a key 
feature, EQ and RF are not classified only by Am, and the initial weights computed from the training database are 
modified. 





 ,     (46) 
where PEQfm1 is the percentage of EQ events in the first range of Fm, and similarly, PTRfm1, PMSfm1, and PRFfm1 are the 
percentages of TR, MS, and RF events in the same frequency range, respectively.  
Similarly, the initial weights of other event-types and for different amplitude ranges are calculated similar to 
Equation 46. The initial and final weights of the five key features are shown in Table 8. In the range 3 Hz – 16 Hz 
of the key feature Fm, because of the bias number of event samples chosen in the training database, the initial 
weights of MS and RF were not equal in frequency. But they are modified to be equal, since there is no bias 
between MS and RF in the event-type definition according to Fm. In contrast, the initial weights of all the event-
types are in Fm range 16 Hz – 20 Hz and are levelled out since the events in that range are difficult to classify and 
required more features to make a decision. The event-types SMS and MS could be separated only by Fm with the 
modified weights. For the key feature Rfv, the initial weights of all the event-types have large variability, therefore, 
all of them are modified since the huge difference cannot be compensated by other features in the later 
classification processing.  




The initial weight of each event-type The modified weight of each event-type 
EQ TR MS RF EQ TR MS RF 
Fm 
0 – 3 Hz 1 0 0 0 0.2 0.2 0.4 0.2 
3 Hz – 16 Hz 0.47 0.47 0.04 0.02 0.6 0.6 0.4 0.4 
16 Hz – 20 Hz 0 0 0.4 0.6 1 1 1 1 
20 Hz – 60 Hz 
0 0.01 0.48 0.51 
0.1 0.2 0.8(SMS) 0.8 
60 Hz – 100 Hz 0.01 0.1 0.9(MS) 0.9 
Rfv 
0 – 0.5 0.50 0.49 0.005 0.003 0.8 0.8 0.2 0.2 
0.5 – 1  0 0.31 0.62 0.07 0.33 0.33 0.67 0.67 
1 – +∞  0 0.005 0.49 0.50 0.2 0.2 0.8 0.8 
Am 
-∞ – 1×10-4 m/s 0.06 0.76 0.18 0 0.4 0.7 0.4 0 
1×10-4 m/s – 2×10-4 m/s 0.33 0.26 0.41 0 1 1 1 0 
2×10-4 m/s– 1×10-3 m/s 0.46 0.03 0.49 0.02 0.8 0.2 0.8 0 
1×10-3 m/s – +∞  0.18 0 0 0.82 1 0 0 1 
Rf 
1 – 1.2  0.32 0.49 0.11 0.07 0.7 0.7 0.3 0.3 
1.2 – 2.5 0.53 0.22 0.15 0.1 0.6 0.6 0.4 0.4 
2.5 – +∞ 0.02 0.08 0.42 0.48 0.3 0.3 0.7 0.7 
Ra 
1 – 1.2  0.46 0.52 0 0.02 0.8 0.8 0.2 0.2 
1.2 – 2.5 0.48 0.45 0.52 0.45 0.6 0.6 0.4 0.4 





The weights of the complementary features’ changes also depend on the amplitude of the signal. The 
complementary features Ea and D are used to discriminate between EQ and TR, and the features Rea and Np are 
used to discriminate between EQ and those RF with Fm lower than 20 Hz. The initial weights of the 
complementary features have been calculated with the same method used for the key features. The initial and 
modified weights of complementary features are shown in supplemental information Table 9 and Table 10, 
respectively. 
The last step is merging all the different features weights analysed by DESTRO and get a final value that 
represents an event-type. Each feature is therefore extracted with a weight matrix (W) containing the modified 
weights (W’) of all the event-types and representing the event-type occurrence rate. Next, all the weight matrixes 
from the nine features are multiplied, and the final product matrix (V) represents the final occurrence rate of 
each event-type (see Equations 47 and 48).  
𝑾𝑓𝑚 = [𝑊′𝑒𝑞𝑓𝑚,𝑊′𝑡𝑟𝑓𝑚,𝑊′𝑠𝑚𝑠𝑓𝑚,𝑊′𝑚𝑠𝑓𝑚,𝑊′𝑟𝑓𝑓𝑚,𝑊′𝑢𝑛𝑓𝑚],      (47) 
𝐕 = 𝑾𝑓𝑚 ∙ 𝑾𝑟𝑓𝑣 ∙ 𝑾𝑎𝑚 ∙ 𝑾𝑟𝑓 ∙ 𝑾𝑟𝑎 ∙ 𝑾𝑒𝑎 ∙ 𝑾𝑑 ∙ 𝑾𝑟𝑒𝑎 ∙ 𝑾𝑛𝑝 = [𝑉𝑒𝑞 , 𝑉𝑡𝑟, 𝑉𝑠𝑚𝑠, 𝑉𝑚𝑠, 𝑉𝑟𝑓 , 𝑉𝑢𝑛, ],   (48) 
where W’eqfm, W’trfm, W’smsfm, W’msfm, W’rffm, W’unfm are the modified weights of EQ, TR, SMS, MS, RF, and unknow 
event (UN), respectively; the variables of Wfm, Wrfv, Wam, Wrf, Wra, Wea, Wd, Wrea, Wnp are the weight matrixes of 
seismic features Fm, Rfv, Am, Rf, Ra, Ea, D, Rea, Np, respectively. 
In addition, each event-type is assigned an ID number, i.e., events EQ, TR, SMS, MS, RF and UN were 
represented by 1, 2, 3, 4, 5, and 7, respectively, and the maximum element in a final matrix V representing the 
event-type (ei) classified in classifier S.  





-∞ – 1×10-4 1×10-4 – 2×10-4 2×10-4– 1×10-3 1×10-3 – +∞ 
(EQ, TR, MS, RF) (EQ, TR, MS, RF) (EQ, TR, MS, RF) 
(EQ, TR, MS, 
RF) 
Ea 0 – 2×10-10 (0, 1, 0, 0) (0, 1, 0, 0) (0.07, 0.93, 0, 0) (1, 1, 1, 1) 
2×10-10 – 1×10-9 (0.58, 0.42, 0, 0) (0.43, 0.57, 0, 0) (0.07, 0.93, 0, 0) (1, 1, 1, 1) 
1×10-9 – 2×10-9 (1, 0, 0, 0) (0.43, 0.57, 0, 0) (0.07, 0.93, 0, 0) (1, 1, 1, 1) 
1×10-9 – 1×10-8 (1, 0, 0, 0) (1, 0, 0, 0) (0.45, 0.55, 0, 0) (1, 1, 1, 1) 
1×10-8 – +∞ (1, 0, 0, 0) (1, 0, 0, 0) (1, 0, 0, 0) (1, 1, 1, 1) 
D 0 s – 3 s (0.5, 0.01, 0.49, 0) (0.56, 0.03, 0.41, 
0) 
(0.47, 0, 0.53, 0) (1, 1, 1, 1) 
3 s – 7 s 
(0.48, 0.23, 0.29, 0) 
(0.57, 0.06, 0.36, 
0) 
(0.5, 0.17, 0.33, 0) 
(1, 1, 1, 1) 
7 s – 17 s 
(0.11, 0.67, 0.23, 0) 
(0.16, 0.56, 0.28, 
0) 
(0.33, 0.39, 0.28, 
0) 
(1, 1, 1, 1) 
17 s – 28 s (0, 0.77, 0.23, 0) (0, 0.74, 0.26, 0) (0.1, 0.59, 0.31, 0) (1, 1, 1, 1) 
28 s – +∞  (0, 0.33, 0.67, 0) (0, 0.43, 0.57, 0) (0, 0.64, 0.36, 0) (1, 1, 1, 1) 
Rea 0 – 0.5  
(1, 1, 1, 1) (1, 1, 1, 1) (1, 1, 1, 1) 
(0.34, 0, 0, 
0.65) 
0.5 – +∞ (1, 1, 1, 1) (1, 1, 1, 1) (1, 1, 1, 1) (0.92, 0, 0, 
0.08) 
Np 1 
(1, 1, 1, 1) (1, 1, 1, 1) (1, 1, 1, 1) 
(0.73, 0, 0, 
0.27) 
1 – +∞ (1, 1, 1, 1) (1, 1, 1, 1) (1, 1, 1, 1) (0.33, 0, 0, 
0.67) 










-∞ – 1×10-4 1×10-4 – 2×10-4 2×10-4– 1×10-3 1×10-3 – +∞ 
(EQ, TR, MS, RF) (EQ, TR, MS, RF) (EQ, TR, MS, RF) (EQ, TR, MS, RF) 
Ea 0 – 2×10-10 (0.3, 0.7, 0.5, 0.5) (0.2, 0.8, 0.5, 0.5) (0.3, 0.7, 0.5, 0.5) (1, 1, 1, 1) 
2×10-10 – 1×10-9 (1, 1, 1, 1) (1, 1, 1, 1) (0.3, 0.7, 0.5, 0.5) (1, 1, 1, 1) 
1×10-9 – 2×10-9 (0.8, 0.2, 0.5, 0.5) (1, 1, 1, 1) (0.3, 0.7, 0.5, 0.5) (1, 1, 1, 1) 
1×10-9 – 1×10-8 (0.8, 0.2, 0.5, 0.5) (0.8, 0.2, 0.5, 0.5) (1, 1, 1, 1) (1, 1, 1, 1) 
1×10-8 – +∞ (0.8, 0.2, 0.5, 0.5) (0.8, 0.2, 0.5, 0.5) (0.7, 0.3, 0.5, 0.5) (1, 1, 1, 1) 
D 0 – 0.9 s (0.1, 0.9, 0.9, 0.9) (0.1, 0.9, 0.9, 0.9) (0.1, 0.9, 0.9, 0.9) (1, 1, 1, 1) 
0.9 s – 3 s (0.7, 0.1, 0.4, 0.4) (0.7, 0.3, 0.7, 0.7) (0.9, 0.1, 0.9, 0.9) (1, 1, 1, 1) 
3 s – 7 s (0.7, 0.1, 0.4, 0.4) (0.7, 0.3, 0.7, 0.7) (0.5, 0.1, 0.5, 0.5) (1, 1, 1, 1) 
7 s – 17 s (0.1, 0.6, 0.6, 0.6) (1, 1, 1, 1) (1, 1, 1, 1) (1, 1, 1, 1) 
17 s – 28 s (0.1, 0.9, 0.9, 0.9) (0.1, 0.9, 0.9, 0.9) (1, 1, 1, 1) (1, 1, 1, 1) 
28 s – +∞  (0.1, 0.9, 0.9, 0.9) (0.1, 0.9, 0.9, 0.9) (0.3, 0.7, 0.7, 0.7) (1, 1, 1, 1) 
Rea 0 – 0.5  (1, 1, 1, 1) (1, 1, 1, 1) (1, 1, 1, 1) (0.4, 0, 0, 0.6) 
0.5 – +∞ (1, 1, 1, 1) (1, 1, 1, 1) (1, 1, 1, 1) (0.7, 0, 0, 0.3) 
Np 1 (1, 1, 1, 1) (1, 1, 1, 1) (1, 1, 1, 1) (0.7, 0, 0, 0.3) 
1 – +∞ (1, 1, 1, 1) (1, 1, 1, 1) (1, 1, 1, 1) (0.4, 0, 0, 0.6) 
 
5.3.2 Classification in multi-component (classifier C) 
Classifier C is designed to decide the station event-types (E1, E2, …, Es) by integrating component by component 
the event-types identified in the three components of one station. The processing flowchart of Classifier C is 
shown in Figure 59. The main processing can be divided into three phases. First , all the event parameters such 
as the onset-time (To), ending time (Te), and event-type (ei) classified by classifier S and the component that 
detected the event are identified.  
Second, all the events from the three components with the respective features are integrated into one event 
series and sorted in the time domain, and a judgement for event integration and the re-classification of specific 
integrated events is performed. The events integration judgment according to: a) the difference in the onset time 
(Δt =Toi+1 – Toi) between two continuous events (i and i+1) and b) the time order among Toi, Toi+1, Tei, and Tei+1. 
If the Δt of two events is lower than a threshold δ (set equal to 7 s in this study; half of MINinterval in detection) 
or the onset time of event i (Toi) is lower (i.e., earlier) than the end time of the previous event (Tei-1), two events 
will therefore be regarded as one event from the same source, and the smallest Toi, the largest Tei, and maximum 
Am will be saved. Otherwise, the two events will be saved as two different events from different sources, and all 
the ei, Toi, Tei, and Am values will be recorded. 
Usually, two continuous events considered one event are detected from two different components, but 
sometimes they are from the same component. In such cases, the reclassification of integrated events is 
performed under the following criteria: a) if both event types are e <= 2 (the ID number assigned for the event 
type is for an EQ or TR) or at least one of them is e = 1 (i.e., EQ), then the event type will be set to EQ (i.e., e = 1); 
b) if both event types are e ≠7 (i.e., both are not unknown events), the final event type will be set as the larger 
ID number (max(ei)); otherwise, if one event type is e ≠7 and the other event-type e = 7, the event type will be 




The final step of classifier C is the definition of single station-event-type (Ei) taking into account the number of 
components (c equal to 1, 2 or 3, the components that detected the same event) and the ei in each component 
(ei1, ei2, ei3). This classification is carried out according to the following criteria: a) EQ and TR events should be 
detected by more than 1 component; otherwise, the event will be classified as a UN event (i.e., Ei = 7); b) if an 
event is detected by three components (c = 3), two of which denote EQs and another classified as a TR, the event 
will be classified as an EQ; c) for high-frequency events (SMS, MS, and RF events) detected by only one 
component, the ei value will be divided by 10 to denote possible weak cracking or noise; d) for events with ei ≠ 
7, if more than two components are detected with the same ei value, the event type is kept; and e) for events 
with ei >= 3, if the components have different ei values, that with the largest value (i.e., Ei = max (ei ≠ 7), RF > 
MS > SMS) is kept. 
  
Figure 59. The flowchart of classifier C. Toi is the onset time of event i; Tei is the ending time of event i; ei1, ei2, ei3 are the 
event types classified for the E-W, N-S and Z-Z components, respectively; and E is the event type for one station. 
 




5.3.3 Classification in multi-station (classifier M) 
Classifier M is designed to integrate all the events from all the seismic stations in the monitoring network. In 
addition to the event-types (EQ, TR, SMS, MS, RF, and UN, that defined as primary categories), classifier M 
introduces a secondary specification to characterize their influence scale (classified as regional event, slope-scale 
event, local event, very local event, and point event; see Table 11) by multiplying the event-type ID number with 
a power of 10 (from 103 to 10-1). The events are therefore classified as a site-event series (ET1, ET2, …, ETm) based 
on both the event type and scale. 
In detail: i) regional event (R), multiplied by 103: the event (e.g., earthquake, large rockfall or landslide) influences 
all the research area, detected by all the seismic stations (four in our case study), and classified as the same 
event-type by classifier C; ii) slope-scale event (S), multiplied by 102: the event influences only the studied slope 
(e.g., small landslide, rockfall) and is therefore not detected by all the stations (in our case study, it was detected 
by three stations) and classified as the same event-type; iii) local event (L), multiplied by 101: the event influences 
just a portion of the slope (e.g., small rockfall) and is detected by half of the seismic stations (two in our case 
study) and classified as the same event-type; iv) very local event (vL), multiplied by 100: the event influences a 
very small part of the slope and is only detected by one station (e.g., small rockfall, strong rock crack or noise); 
v) point event (P), multiplied by 10-1: the event is very local and weak (e.g., weak rock crack and noise) and is 
detected by only one component. 
In classifier M, the processing is divided into three phases (the flowchart is shown in Figure 60): data preparation, 
event integration, and event-type re-classification. The first and second parts are the same as those for classifier 
C, in the third part, the number of stations (s equal to 1, 2, 3 or 4) that detected the event are counted, and the 
secondary specification is obtained.  
The event-type re-classification follows these criteria: a) EQ and TR events should be detected by more than one 
station; otherwise, an event is classified as a UN event; b) when one event is detected by four stations, three of 
which denote EQs and one station denotes a TR, SMS or MS (E ≤ 4), the event will be reclassified as an EQ; c) 
for all the events with Ei ≥ 3 detected by more than two stations, we only keep the station with the highest 
value (i.e., ET = max(E ≠ 7)); and, d) a point event (Ei < 1) will be reclassified as a very local event (vL) when 
classified as P event by more than two stations. 
Table 11. The identification numbers (ID numbers) of the event categories (event type and scale). Note that signals 
primarily classified as EQs or TRs but detected by only one component or one station are instead classified as UN. 
Event-types Scales 
Regional (R) Slope-scale (S) Local (L) Very Local (vL) Point (P) 
EQ 1 1000 100 10 7 (UN) 7 (UN) 
TR 2 2000 200 20 7 (UN) 7 (UN) 
SMS 3 3000 300 30 3 0.3 
MS 4 4000 400 40 4 0.4 
RF 5 5000 500 50 5 0.5 





Figure 60. The flowchart of classifier M. (E12, E12, E13, and E14) are the event types classified for seismic stations TOR1, 
TOR2, TOR3, and TOR4, respectively, and ET is the final event type for the seismic monitoring network. 
 
5.4 DESTRO performances 
5.4.1 DESTRO detection accuracy 
In DESTRO detection, the STA/LTA method is chosen, and two STA/LTA thresholds are set to improve the onset 
time detection accuracy. Moreover, two parameters, the minimum event duration (MINevent) and minimum 
interval duration (MINinterval), are proposed to separate seismic events. To evaluate the detection accuracy, a 
test signal of 55 minutes that recorded 30 different events was chosen among the entire seven-month 
monitoring dataset. The DESTRO code managed to automatically detect all 30 events. 
Figure 61a is the original signal; in Figure 61b the detected events are isolated from the background noise and 
marked each one with a different color; Figure 61c is the detecting criterion of STA/LTA and the two thresholds 
are also represented (threshold1 used for events detection, threshold2 for onset time picking). 





Figure 61. a) Original testing signal, b) detected events colored with different color, and c) detecting criteria and the onset 
times automatically detected by DESTRO. 
 
The onset times detected by DESTRO (tD) and the onset times manually picked (tm) are plotted in Figure 12, 
together with all the errors between tD and tm (calculated as tD - tm). It can be noted that 1) only one error is larger 
than one second and most of the errors are close to zero; 2) all of the errors are larger than 0, which means the 
onset time picking method, STA/LTA, has a lag from itself due to the chosen sliding window; and 3) computing 
the average error of onset-time, it is 0.2178 s, which would be treated as median lag. The results also show there 
were no missing or fake events. 














1 374.4 374.52 0.12 16 1956.13 1956.16 0.03 
2 466.71 466.75 0.04 17 2027.96 2028.025 0.065 
3 522.825 522.86 0.035 18 2091.85 2092.01 0.16 
4 538.25 538.345 0.095 19 2261.65 2261.95 0.3 
5 577.23 577.87 0.64 20 2480.48 2480.505 0.025 
6 649.01 649.05 0.04 21 2572.54 2572.64 0.1 
7 772.8 773.205 0.405 22 2828.15 2828.3 0.15 
8 796.38 796.685 0.305 23 2941.05 2941.565 0.515 
9 1039.03 1039.11 0.08 24 3060.16 3060.23 0.07 
10 1143.05 1143.185 0.135 25 3174.31 3174.355 0.045 
11 1218.95 1219.015 0.065 26 3221.02 3222.235 1.215 
12 1328.78 1329.145 0.365 27 3267.33 3267.445 0.115 
13 1502.925 1502.96 0.035 28 3322.25 3322.28 0.03 
14 1582.93 1582.945 0.015 29 3392.7 3392.795 0.095 





5.4.2 DESTRO classification accuracy 
1) Test with the training database 
To evaluate the classification accuracy, a test is performed on a monitoring dataset of 12 days, from 7th to 18th 
December 2012, that includes all the events in training database. In totally, 471 EQ events, 194 TR events, 2819 
SMS events, 3683 MS events and 318 RF events were classified by DESTRO. The classification results in the test 
monitoring period are compared with manual classified events in database, and results are plotted in Figure 62.  
The following observation can be done: a) 96% EQ and 100% RF events in training database are correctly classified 
by DESTRO; b) there are still 4% EQ (i.e., six EQ events) that are not classified correctly by DESTRO, i.e. three EQ 
events were classified in TR category, one EQ as SMS, and two EQ as RF; c) 99.5% SMS and MS events were 
classified successfully, and only the 0.5% of MS events (i.e., seven MS events) were classified incorrectly, i.e. four 
events classified as EQ, two events classified as UN, and one event classified as TR; d) many TR events were 
incorrectly classified as UN, SMS and MS categories. 
In summary, from the accuracy evaluation results, almost 100% of the event categories of RF, SMS, and MS were 
successfully classified and separated from the all-around noise. With respect to the strict classification criteria of 
EQs and TRs, some EQ and TR events were incorrectly classified as UN, and some EQs were classified as TRs when 
the energy of an EQ was too low to be detected by more than two stations. For these reasons, there are still two 
EQ events classified as RFs: i) in one case, the EQ event merged with too many other high-frequency events, 
which contributed to a high Rfv value, and ii) for the other EQ events, the maximum frequency is higher than the 
Fm threshold (20 Hz) used in the classification of EQs. 
 
Figure 62. The classification results by DESTRO in the 12 days monitoring dataset. 
 
2) Earthquake detection accuracy 
To evaluate the DESTRO classification performance of EQs, a longer monitoring dataset of 25 days (7th–31st of 
December 2012) recorded at Torgiovannetto from the training database is selected. All the EQ and TR events 
detected by DESTRO (984 EQ and 370 TR) are compared with the events in the INGV earthquake database (573 
earthquakes that occurred in the same period within a radius of less than 300 km). The result of this comparison 




is shown in Figure 63. Almost 58.8% of the earthquakes recorded by INGV are also clearly recognized by DESTRO, 
simply from an onset time comparison, but 41.2% of the earthquakes were not confirmed in DESTRO. 
To determine why 41.2% of the earthquakes are unconfirmed in DESTRO, the magnitudes and epicentre 
distances are analysed. The distance vs. magnitude results are shown in Figure 64, where the dots are tested 
earthquakes. In particular, blue dots are the earthquakes confirmed as EQs by DESTRO, and the red dots are 
earthquakes only recorded by INGV. The histogram shows the percentages of confirmed and unconfirmed 
earthquakes in two distance ranges: less than 100 km and from 100 km to 300 km. The earthquake distances 
recorded by INGV ranged from 4.4 km to 292 km, and the magnitudes ranged from 0.4 to 3.2. From the results, 
almost 64.9% of the earthquakes with epicentre distances less than 100 km are confirmed by DESTRO, and in the 
distance range of 100 km – 300 km, only 21.3% are confirmed. This result is because the earthquakes that 
occurred nearby are more easily confirmed with a small onset time delay and attenuation than earthquakes that 
occurred farther away with strong attenuation that are difficult to detect with DESTRO or cannot be simply 
confirmed with onset times because of large onset time delays. Moreover, high earthquake magnitudes are 
easier to detect by DESTRO than low magnitudes, which is validated in Figure 64. 
 
Figure 63. The detection result of EQ and TR in DESTRO and compared with INGV earthquake database from 7th – 31st 






Figure 64. The distances and magnitudes of earthquakes recorded in the INGV earthquake database that less than 300 km, 
from 7th – 31st December 2012. 
 
In summary, the reasons why 41.2% of earthquakes were not confirmed in DESTRO are as follows: a) the onset 
time delay makes it difficult to track earthquakes from INGV to DESTRO since some earthquake epicentres 
were distant from the stations and signal were influenced by high attenuation; b) a low-magnitude earthquake 
is not a single event but usually occurs with a series of post-shocks, so there will be some differences in post-
shock recordings between the seismic network and INGV; c) the intrinsic drawbacks of this monitoring network 
(the stations are located at a distance of 200 m) is the small network scale, compared with the scale of the 
national earthquake monitoring network, so some earthquakes could be merged into one tremor event; and d) 
classification errors can occur in DESTRO. For example, i) some earthquakes could be classified as TR events 
since the definitions of TRs and EQs are similar (differences related to duration and energy attributes); ii) some 
earthquakes could be classified as UN events, since EQ and TR events should be detected by more than two 
stations; otherwise, an event will be classified as UN with the DESTRO definition and iii) some earthquakes may 
be classified as SMS, MS or RF events when EQ events merge with SMS, MS, or RF events since high-frequency 
events are prioritized and kept in DESTRO.  
3) Artificial rockfall detection accuracy 
To evaluate the capability of DESTRO in rockfall detection, a continuous monitoring period of four hours and 
forty minutes that covers the artificial released rockfall test (Feng et al. 2019) is analysed, the result is shown in 
Figure 65. A total of 109 RFs were detected. Of the 90 artificial rockfalls (ARFs), 88 ARFs were classified 
correctly by DESTRO, and 2 ARFs were classified as SMS events (because their amplitudes were less than the 
0.001 m/s threshold defined). There were also 21 additional RF events detected by DESTRO. The signals of 19 
extra RF and the rockfall simulation test videos were manually rechecked, and most of the additional RFs came 
from anthropic noise, such as removing testing blocks and other falling debris induced by walking or removal. 
In general, DESTRO performed well in rockfall detection and classification. 





Figure 65. The classification result of RF by DESTRO in artificial released rockfall test. 
 
5.5 Conclusions and discussions 
In DESTRO design, we compared the differences and performances of the STA/LTA method and cross-correlation 
method, and the most traditional and widely used STA/LTA method was chosen in the DESTRO code because of 
a) the processing stability with raw monitoring data, b) the flexible parameters. In a signal trace for detection 
evaluation test, 30 events included are fully detected, and average onset time error is 0.22 seconds. That shows 
good performances in event detection and onset time picking. Nevertheless, the method STA/LTA also presents 
some difficulty in separating different events and defining the ends of two nearly coincidental events, even 
though two extra parameters were defined, MINevent and MINinterval. 
Five key features (Fm, Rfv, Am, Rf, and Ra) and four complementary features (Ea, D, Rea, and Np) are defined to 
classify events. Taking into account the spectral attributes, seismic events could be classified into high-frequency 
and low-frequency events, while with event-power attributes, the events could be classified into powerful events 
(EQ and RF) and weak events (TR and MS). The network geometry attributes classify events into local (MS and 
RF) and remote (EQ and TR) events. Finally, the waveform-peaks and durations allow to more precisely 
distinguish and classify event-types as EQ and RF and EQ and TR, respectively. Most of these features are 
extracted from signal traces precisely and applied very well, except the waveform-peaks and durations. In fact, 
it is difficult to pick an event’s ending time, even though the lengths of triggered samples are replaced by the 
true durations. Moreover, in this study, the waveform-peaks are introduced to describe waveform, but this still 
does not solve very well the computation of the waveform-peaks due to the amplitude threshold chosen and the 
strong variation of amplitudes of different events.  
In general, the five key features performed very well, but the four complementary features should be improved 
to find a more relevant relationship with amplitude. To classify the events by integrating all the signal trace 




classifier M) are designed and performed in coordination. Classifier S integrates the seismic feature matrixes over 
time and classified each component as initial event-types. Then, classifier C integrates all the events detected in 
three components of one station and classifies them into primary event-types. Finally, classifier M, by introducing 
a secondary event type to define the event influence scale, integrates all the events detected by the monitoring 
network. 
In addition to using DESTRO in detection and classifier design, more studies should be performed on the following 
topics: a) six event types (EQ, TR, SMS, MS, RF and UN) are defined in DESTRO, but only EQ and RF are confirmed 
with the INGV database and an artificial rockfall test, respectively, and MS and SMS, representing rock cracking 
or tiny block falls, were not confirmed in the laboratory or with field testing (Senfaute et al., 2009; Lu et al., 2012, 
2013 and Coviello, et al., 2015); b) the weights of features for classifier S were modified from the distribution of 
seismic features in the training database, and the training database is not sufficiently relevant and has some bias; 
therefore, a more relevant and larger database or more cases should be used in the future. DESTRO is especially 
applied in rock slope seismic monitoring combines with earthquake monitoring. This approach is useful for rock 
mass dynamic monitoring, not only for the surface but also the subsurface, even in slope instability forecasting 
and risk evaluation in the future when MSs are checked in the laboratory and field tests. Moreover, because 
DESTRO can separate the event types of earthquakes and rockfalls, the method would also be useful in defining 
the relationship between rockfalls or microcracking and earthquakes or meteorological events in earthquake 
prone areas.  




6. Slope susceptible area mapping and risk early warning studies 
The general framework proposed in this study is based on the observation that the occurrence of rockfall and 
small landslides increases with time prior to a larger failure (Huggel et al., 2005; Rosser et al., 2007; Szwedzicki, 
2003). Moreover, since Suwa (1991) and Suwa et al. (1991) suggest that the magnitude of the ultimate failure is 
proportional to the level of precursory behavior, this introduce a dependence on the scale of the precursory 
events (Rosser et al., 2007). This phenomenon has been validated also for volcanic eruptions (that obey to the 
same pre-collapse behaviors as landslides, as demonstrated by Voight, 1988) by the long-period observation of 
Hibert (2017b) that continuously monitored Piton de la Fournaise volcano using seismic and video cameras, 
analyzed the temporal evolution of the daily number of rockfalls from 2007 to 2011, and found that the most 
active period, in terms of both the number of rockfalls occurring and the volumes of material displaced, was 
the one immediately preceding the collapse of the Dolomieu crater. For this reason, instead of using the 
frequency of rockfall events as a proxy for predicting a larger failure, the accumulated energy recorded by a 
seismic network when the rock hits the ground (and which is a function of the volume) is employed in this 
thesis. 
6.1 Risk early warning methodology  
Consistently with Voight (1988), who extended the application of the Fukuzono (1985) method to a set of 
different variables, among which seismic quantities, the inverse number of this parameter is used in a modified 
version of the classic Fukuzono-Voight model. In this case, the accumulated energy Ae (i.e. the total measured 
energy relative to all the rockfall impacts measured in m2/s2 in a certain time window; see the next section for a 
quantitative definition) is used. The inverse of the accumulated energy (1/Ae) is then plotted as a line against 
time. The time when the extrapolated line tends to zero, corresponds with the forecasted time of failure. 
Fukuzono and Voight use the derivative of the parameter of choice (i.e. velocity in case the parameter is 
accumulated displacement). Here the accumulated energy is used instead of the energy rate because the 
increase in accumulated energy can be so steep (increasing by up to four orders of magnitude) that the linear 
regression can be easily obtained without calculating the derivative, which only introduces more noise. 
Since increases in Ae giving birth to possible linear fitting of the 1/Ae curve are frequent, the inverse line 
method is only implemented whenever the increase of Ae (or ΔAe) in a reference time window (in this case 1 
hour) exceeds a certain empirical threshold. 
As long as ΔAe is still over the threshold the warning is maintained, indicating that the energy in the system 
calculated in the reference time window is still high. 
The whole framework is illustrated in Figure 66 and described in detail in the next section. To perform this 
framework, the first step is transforming seismic data recorded by the instruments into a data format that can 
be processed in MATLAB, in order to detect and classify the different seismic events by a rockfall detection and 
classification model, and to extract all the seismic signals and features of the rockfalls, such as onset time, 
duration etc.; then, Ae and ΔAe are calculated and, if ΔAe exceeds the threshold, 1/Ae is calculated, a time of 
failure is automatically extrapolated and a warning time declared. In parallel, as soon as the time of failure is 
computed, all the rockfalls detected in the last one hour before the triggering of the first alarm time are 





Figure 66. The framework of rockfall spatiotemporal early warning. 
 
From Figure 67-Figure 70, the examples of rockfall secondary event type: RF-P, RF-vL, RF-L, RF-S, are presented. 
Each figure shows the rockfall original signal traces that were recorded in three components: from east-west, 
north-south and up-down within one station. The red lines in each figure are the onset time and ending time 
picked by an ad hoc program, DESTRO, for rockfall detection and classification using seismic monitoring.  
When all seismic events occurred in that monitoring period are detected and classified, we extract their seismic 
features, such as onset times, durations and seismic signal traces, etc. to make polarization and localization in 
the study area, and do slope susceptible are mapping and early warning. Significantly, in seismic event 
polarization and localization, more seismic stations are employed, more precisely of results would be obtained.  





Figure 67. The original signals of RF-P event in TOR2, the event that classified correctly only by one component TOR2 E-W 




Figure 68(1). The original signal of RF-vL event in TOR1, the event was classified correctly by three components in one 
station, TOR4, (ID number: RF = 5), and the event was classified as SMS event-type in TOR1 and TOR2, since the low 







Figure 67(2). The original signals of RF-vL event in TOR2 and TOR4, the event was classified correctly by three components 
in one station, TOR4, (ID number: RF = 5), and the event was classified as SMS event-type in TOR1 and TOR2, since the low 
amplitude. (red lines are automatic detected onset time and ending time, respectively) 
  






Figure 69(1). The original signals of RF-L event in TOR1 and TOR2, the event was classified correctly by two stations, TOR2, 
TOR4, (ID number: RF = 50), and the event detected in TOR1 and TOR3 were classified as SMS event-type and EQ event-








Figure 68(2). The original signals of RF-L event in TOR3 and TOR4, the event was classified correctly by two stations, TOR2, 
TOR4, (ID number: RF = 50), and the event detected in TOR1 and TOR3 were classified as SMS event-type and EQ event-











Figure 70(1). The original signals of RF-S event in TOR1 and TOR2, the event was classified correctly by three stations, 
TOR1, TOR2, TOR4, (ID number: RF = 500), and the event was classified as SMS event-type in TOR3, since the low 







Figure 69(2). The original signals of RF-S event in TOR3 and TOR4, the event was classified correctly by three stations, 
TOR1, TOR2, TOR4, (ID number: RF = 500), and the event was classified as SMS event-type in TOR3, since the low 
amplitude. (red lines are automatic detected onset time and ending time, respectively) 
6.1.1 Temporal forecasting 
Let us assume that a rockfall event series (R1, R2, ···, Rt) is detected in the time-period (t0 – t). Instead of the real 
event source energy, a parameter represented by the sum of the relative seismic energy (Enet) ), measured in 
m2/s2, recorded through the seismic network, is adopted in this study, to overcome the calculation errors of the 
environmental influence and the effects due to energy loss through propagation attenuation, rock fragmentation 
and heat generation (Amitrano et al. 2005; Dammeier et al. 2011). Therefore, the sum of their seismic energy is 




E1, E2, ···, Ek, respectively. Assuming one rockfall’s seismic signal time-series recorded in component c and station 
s is: xsc1, xsc2, ···, xscn. 
There are four three-component geophones employed in this case, so the sum of the seismic energy of one 















𝐸𝑘              (50) 
Where i, j, k, and s are the number of seismic samples, components, seismic stations, and rockfalls, 
respectively. 
In order to trigger the calculation of the time of failure, a sliding time window is created, and the accumulated 
energy increment (ΔAe(t)) in that sliding window at time t is calculated as discussed before. This parameter 
represents a threshold below which the forecasting methods are not implemented because they would probably 
trigger false alarms. Here the length of the sliding window is set as 1 hour (the yellow in Figure 71). and stepped 




𝐴𝑒(𝑘)            (51) 
The time when ΔAe(t) exceeds a certain threshold in a certain time (here called ‘alarm time’, ta) is shown as red 
circles in Figure 71.  
The fundamental law of failure material of Fukuzono-Voight model is presented in Equation (52) (Fukuzono 1985; 
Voight 1988). As demonstrated by Voight, the seismic quantities (Ω) (such as the square root of cumulative 
energy release) is an observable quantity suitable for early warning. Similarly, this model was also applied in the 
studies of Amitrano et al. (2005). Therefore, in this case, the accumulated energy (Ae) of rockfalls, is adopted. 
Generally, this observable quantity should represent Ω and the forecasting method of Fukuzono should use the 
inverse of Ω̇ against time (for example, if Ω is the displacement, the forecasting is made through the inverse 
velocity). In this case, since Ae is already characterized by very abrupt accelerations, extrapolating the 1/Ae line 
until it intercepts the time axis gives approximately the same results as using the inverse of the rate of Ae, only 
the rate of Ae generates a much noisier time series (Figure 71).  
Ω̇−𝛼 ∙ Ω̈ − 𝐴 = 0            (52) 
In practice, once the first ta is declared, a linear fitting processing is initialized using 𝐴𝑒(𝑡)
−1 (as Equation 53) from 
time ta - 1h to ta in a sliding window (the yellow window in Figure 71) to obtain the slope (s) of the linear fitting 




), and the supposed collapse time (tc) is calibrated as Equation 55. The only function of the addition of 
0.99 to the equation is a useful artifice to show the results (e.g. Figure 71) more clearly since Ae of rockfalls 
measured in m2/s2 is typically a very small number (in the order of 10-2 – 10-5), and the addition of 0.99 keeps the 
results close to 1. The early warning sketch is shown in Figure 71. 













𝑠(𝑡𝑐 − 𝑡𝑎) +
1
𝐴𝑒(𝑡𝑎)+0.99
= 0           (54) 
𝑡𝑐 = 𝑡𝑎 −
1
𝑠(𝐴𝑒(𝑡𝑎)+0.99)
            (55) 
where the lead time will be tc-ta, and if we define tc2 as the last forecasted time of collapse calculated at the last 
alarm time ta2, the warning period will be tc2 - ta. The linear fit is performed with the ployfit function in MATLAB.  
 
Figure 71. A sketch for collapsing time forecasting with experimental data. The blue dashed line in the sliding window is 
the inverse value of accumulated energy (1/Ae) for linear fitting, and the red dashed line is the collapsing prediction line. 
6.1.2 Spatial estimation 
As soon as the alarm time and forecasted collapse times are calculated, all the rockfall events that occurred in 
the last one hour can be localized in a topographic map and the susceptible area can be found consequently.  
In this case, the method of seismic polarization (polarization bearing, P-B method) was adopted for rockfall 
localization. The method uses the polarization from a three-component sensor to calculate the source back 
azimuth through finding the correct P wave band from event signal, which is commonly used in earthquake 
localization (Flinn, 1965; Jurkevics, 1988). Vilajosana et al. (2008) and Guinau et al. (2019) extended the technique 
to rockfall localization.  
Starting from this point, we optimized the P-B method with an overdetermined matrix computing in geophone 
network and proposed a confidence weight for each sensor according to the received signal quality and the 
reliability of back-azimuths calculated. We also compared three marker parameters for proper frequency bands 
selection in seismic polarization: energy, rectilinearity and special permanent frequency band, and finally suggest 
the first 30 powerful frequency bands to perform the P-B localization (P-B-30E). One example of P-B-30E 
localization of an artificial rockfall from an in-situ test consisting in manually released rockfall is shown in Figure 
72. In this case, four impacts were picked and automatically localized in a topographic map as plotted in Figure 
72 (b). All the estimated positions are almost distributed along the real rockfall trajectory; the maximum error is 
impact #4 with 48.2 m, and the minimum error is impact #1 with 10.2 m.  




Moreover, the early warning framework can also be complemented with alternative or complementary 
localization methods, such as arrival times and grip search methods. 
   
Figure 72. (a) An artificial rockfall moving trajectory localized with the P-B-30E method. The pink line indicates the real 
block trajectory measured in situ. The cyan spots a represent each block impact position localized with the stations (black 
triangles); (b) the original signal trace of the same artificial rockfall with highlighted in grey the impacts and the traces 





6.2 Susceptible area mapping 
For slope stability evaluation and susceptibility area mapping, data from a significant monitoring time period (1st 
– 31st January 2013), are chosen from the seven-month monitoring period. All the data are examined with an ad-
hoc program to detect and classify all the seismic events that occurred in that monitoring period (Feng et al. 
2019b). The events have been grouped in the following classes: earthquake (EQ), rockfall (RF), tectonic tremor 
(TR); other events (like rock micro-cracking) and noise are also detected and classified but are not considered in 
our analysis. In this one-month period, 1322 EQ, 585 TR, and 428 RF were detected. It should be pointed out that 
among RF events also very small-scale failures (i.e. small rolling stones) are included. In detail, considering the 
scales of event classified for RF, there are 416 very local events (vL), 8 local events (L), and 4 slope scale events 
(S). The detection and classification results are plotted in Figure 73.  
  
Figure 73. panel a: all the seismic events detection and classification results relative to the time period 1st – 31st January 
2013; panel b: distribution of RF in scales. 
 
To better understand the slope stability evolution and seismic events occurrence frequency, the distribution of 
detected seismic events (e.g. earthquakes and rockfalls) and their parameter Ae are plotted in Figure 74 and 
Figure 75, respectively. In Figure 74, each event is represented with a point whose diameter is proportional to 
its seismic spectral maximum amplitude; a maximum dimension was set corresponding to a fixed threshold. The 
different scales of RF are marked with different colors. In Figure 75, the daily precipitation and accumulated 
precipitation in this month are also shown with Ae.  
From the results of Figure 74 and Figure 75, the curves of the accumulated number and Ae of RF display a step-
shaped behavior, with the steps indicating the sudden occurrence of many RF in a short time. Usually, a series of 
vL events happened before L and S events. Moreover, we find from Figure 7 that the maximum precipitation and 
its maximum increment happened 13 hours before the maximum increasing of rockfall events, and there is no 
clear correlation between earthquake and the occurrence of rockfall events or other micro-seismic events in this 
study. This suggests that, in this case, the main triggering factors are probably from environmental conditions, 
such as rainfall. 





Figure 74. The accumulated number of events detected in the 1st – 31st January 2013 time period. The size of the points is 
proportional to the recorded seismic energy. 
 
  
Figure 75. The evolution of Et of seismic events EQ, MS and RF from 1st to 31st January 2013, and correlation with 
precipitation. 
To set a warning relative to rockfall events, the inverse value of Ae vs time can be calculated in the most active 
three days of rockfall, between 14th – 16th January 2013. In the presented case, the input parameter of the 
empirical threshold of ΔAe in the one-hour sliding window is set to 0.5 m2/s2, and all the time points (stepped in 
1 minute) that exceeded 0.5 m2/s2 are marked as ta (the red circles in Figure 77). The rockfall occurrence 




In these three days, 101 RF events were recorded, including five RF-L events (named from I to V in Table 13). 
Figure 76 clearly shows the increasing rockfall occurrence in a short time period and displays the event IV as 
the longest and most powerful. The event has been highlighted in a dashed square in both Figure 76 and Figure 
77. As visible from the seismic signal of RF-L-IV (Figure 78), plenty of smaller RF are detected before the largest 
block fall, and many were later induced and were recorded after the large block fall. The rockfall activities 
occurred in the monitoring area are clearly reconstructed in a seismic record. The relative basic seismic 
features are shown in Table 13, where the values in Table 13 are the maximum among all the stations.  
Furthermore, in this case, the first alarm point and predicted time of collapse are at 11:12 and 11:15 15th 
January 2013, respectively; and the last alarm time and predicted time of collapse are 12:52 and 14:07 15th 
January 2013, respectively. Within this warning time frame, two large events (IV and V) occurred at 11:54 and 
12:06 respectively, that is 42 and 54 minutes after the first ta. 
Table 13. Basic seismic features of RF-L events occurred in 14th -16th Jan 2013. 











2013-01-15 10:20:32 RF-L-I 0.017 88.7 0.027 106.1 Near TOR2 
2013-01-15 10:22:35 RF-L-II 0.012 89.0 0.013 11.8 Near TOR2 
2013-01-15 10:22:59 RF-L-III 0.014 87.6 0.081 107.6 Near TOR2 
2013-01-15 11:54:40 RF-L-IV 0.042 99.9 0.351 336.7 Near TOR4 
2013-01-15 12:06:32 RF-L-V 0.002 66.8 0.003 38.9 Near TOR4 
 
 
Figure 76. Rockfall and earthquake occurrence frequency in three days, from14th to 16th January 2013. 
 





Figure 77. Rockfall early warning from 14th to 16th January 2013; the red point on x-axis is the predicted time of collapse 
time, and the pink window is the warning time period declared from 14th – 16th January 2013. 
 
 
Figure 78. Seismic signal of the largest rockfall (IV) occurred from 14th to 16th January 2013, that highlighted in dash square 
in Figure 76 and Figure 77.  
 
As soon as the first ta was declared, all the rockfall events detected in one hour (from ta - 1h to ta) before the 
triggering of the first ta have been localized with the improved P-B method. Moreover, in the presented case, 
all the rockfalls occurred in three days (5 RF-L and 100 RF-vL events) are localized in a topographic map to 




As visible from the field surveys and the 3D LiDAR scan (Figure 79b), this area is in fact marked by the presence 
of a debris talus that confirms the susceptibility to rockfalls of this portion of the former quarry (see the red 
ellipse in Figure 79b). Once the area has been delimited, the early warning system can also by complemented 
with other countermeasures that would benefit from this spatial information and for example forbid access to 
the area (especially for active open-pit mines), turn on traffic lights o close endangered streets, automatically 
activate or intensify monitoring in that area. 
 
   
Figure 79. (a)  localization result of the rockfalls detected in the time period 14th – 16th January 2013; the red points  are 
the rockfalls occurred one hour before the triggering of the first alarm time (18 RF-vL and 3 RF-L), all concentrated in the 
red ellipse with the color bar indicating the altitude of the topographical map in meters; b) DEM of Torgiovannetto quarry 
with resolution of 0.25 m ; the blue triangles represent the seismic stations. 
 
As the methodology applied in time-period 14th – 16th January 2013, the long-period monitoring data from 1st 
January to 30th June 2013 are analyzed. The inverse value of Ae has been calculated and the evolution of 1/(Ae + 
0.99) has been analyzed in Figure 80 -Figure 82. A total of six warnings have been identified in these six months, 
the largest event being the one occurred in January and previously analyzed. However, there is an issue that 
should be pointed out when performing a long-term (at least a few months) real-time forecasting; in fact, since 
Ae is a cumulated value, its value is constantly increasing. When Ae is sufficiently high, variations of 1/Ae become 
very small and difficult to notice. Therefore, it is recommended that the value of Ae is reset to zero periodically 
(e.g. weekly, depending on the state of activity of the slope).  





Figure 80. The accumulated number of events detected in the 1st January– 30th June 2013 time period. The size of the 
points is proportional to the recorded seismic energy. 
 
 





Figure 82. Application of the rockfall forecasting methodology to the 1st January – 30th June 2013 dataset of 
Torgiovannetto quarry. The monitoring data between 1st and 4th of April are missing due to battery depletion and change. 
 
6.3 Discussions  
In this study, a framework for rockfall spatial and temporal early warning using micro-seismic monitoring 
network was proposed. According to Fukuzono-Voight failure model, an observable quantity of accumulated 
energy (Ae) of rockfall is adopted for rockfall early warning. Whenever, over a sliding time window, the 
threshold ΔAe is exceeded, an alarm time is declared. As confirmed by several studies in literature, an increased 
amount of rockfalls occurring in a short time period takes place before a larger rockfall and/or collapse. This is 
represented as an abrupt step in a rockfall occurrence frequency curve against time, which is taken into 
account as a significant foretell sign of an imminent event. As soon as the first alarm time and consequent time 
of failure forecast are declared, all the rockfalls occurred in the previous one hour are localized in a topographic 
map to simultaneously show the rockfall susceptible area. 
The monitoring performed by micro-seismic networks is not only specific for slope surface phenomena, but 
also for subsurface movement or cracking, which can significantly complement the drawbacks of image-based 
techniques such as satellite or ground-based InSAR. The relative low-cost of geophones applied in this 
framework make it possible to perform rockfall early warning, for example in mountainous area where 
transportation lines are at risk. 
In the future, the research on this methodology will involve the following issues: 
1) for collapsing time prediction, the problem of inverse function, 1/Ae, as Ae increasing, the 1/Ae difference 
coming smaller, makes barriers for the seismic event evolution visual and collapsing time prediction in the long-
term monitoring case, so in this study, a temporary solution has made, it’s suggested to update Ae as zero per 
one-month; 




2) in this study, the threshold of ΔAe (0.5 m2/s2 in sliding window of one-hour) was used for slope warning alarm 
point declaration; of course, that is not a universal value for all monitoring cases, and more micro-seismic 
monitoring cases are required to study the possible variation of this parameter; moreover, the event source 
energy can also be used for collapse time prediction with more in situ tests performed; 
3) The properties of MS detected in this study are still not clear enough. Previously, MS was supposed as rock 
cracking and its evolution should be correlated with rockfall, but there is no significant correlation between MS 
events and rockfalls in analysis (the black line and blue line in figures in this section). Possibly, they represent 
small fragments moving. In the future, more micro-seismic monitoring cases will be performed, and combined 
with other image-based monitoring techniques, drone or TLS, to validate the seismic event MS and analyze the 
correlation between seismic events evolution; moreover, thanks to the earthquake detection ability of DESTRO, 
the methodology proposed will be applied in the correlation research between earthquake and rockfall, and rock 




7. Conclusions and outlook 
The goal of the PhD was to develop the knowledge concerning seismic event detection, classification, and the 
analysis of seismic event series evolution, applied to the micro-seismic monitoring of rockfall. Rockfall hazard is 
characterized by high frequency occurrence, great destructive damage and virtually no time for evacuation to 
people and infrastructures, given the lack of noticeable forerunners (such as displacement) and complex 
mechanism.  
It is widely accepted that some unnoticed event (such as crack breaking, small rock fragments falling down) 
occurring before rockfall could be good indicators of the slope stability evolution, with the seismic noise emitted 
by those events that can be detected by micro-seismic monitoring. On the other hand, in the monitoring data 
processing, much staff must still be learnt about how to detect the precursor events and separate it from 
environment noise, localize the source to find the slope susceptible area and perform risk early warning. 
In this context, the critical processing seismic data are derived from seven-month field monitoring case and one 
artificial released rockfall in situ test in Torgivannetto (Assisi, central Italy), combined with the review of a large 
number of seismic monitoring cases from literature. Accordingly, the research includes the collection and analysis 
of field monitoring data and writing of an ad hoc program based on MATLAB. One of the obvious outcomes of 
this research is that we proposed a complete set of data processing in rockfall seismic monitoring, from data 
collection, seismic event detection, classification, localization, and risk early warning method. Moreover, the 
seismic event classification is not only based on the physical mechanism characteristics but also considers the 
event influence size (or event power). We also done an improvement in localization method with compared the 
methods of first-arrival times and seismic polarization.  
A large part of the thesis is focused on the rockfall seismic feature studies and seismic event classification (Section 
4 and Section 5), and the rockfall seismic feature study is the base of classification. In this study, nine seismic 
features are proposed for rockfall identification, moreover, several seismic features are innovating defined: 
network geometric attributes (section 5.2.4) including frequency ratio and amplitude ratio play critical roles and 
performed well in this study. Three classifiers for detection and classification have been designed, respectively 
for single seismic component, three-component station and monitoring network (section 5.3). As a result, the 
classification program DESTRO could detect rockfall correctly with the accuracy of 80.7% in the artificial released 
rockfall test even within considerable man-induced noise. Earthquake have been correctly detected and 
classified with accuracy of 79.2% with earthquake epicentre distances less than 100 km. 
Another important part of this study is presented in section 3.3, where we analysed the methods for seismic 
event localization, and compared the advantage and disadvantage between two localization methods: time-
bearing (onset time first-arrival method) and polarization-bearing (seismic polarization). Concerning the 
polarization-bearing method, a mark parameter of energy (30E, represented in section 3.3.3) is newly suggested 
for frequency bands choosing, to improve the accuracy of seismic event localization. 
Finally, the last part of the thesis in Section 6 is dedicated to the risk early warning corresponding to the seismic 
event recognized from the historical monitoring data, and the accumulated seismic energy of received signals 
has been proposed as a parameter to perform early warning and determine ‘alarm points’. Once an ‘alarm point’ 
is declared, the supposed risk time would be predicted according to the parameter evolution in the past one 
hour. In general, this kind of data-review approaches are a research field of potential interest, and share 




similarities to how described by Voight (1988) and Fukuzono (1985) with different parameters. They give an 
opportunity to look for new parameters or variables to be deemed as indicators of impending failure conditions. 
Ultimately, micro-seismic monitoring applied in geohazard is a very complex topic and still developing. In 
landslide seismic monitoring, vast amounts of important information on the characteristics of seismic source 
could be interpreted from three-axis seismogram (e.g., the event-type, energy, duration, location and event 
developing process) that not only occurred on surface but also in the subsurface (Deparis et al. 2007; Vilajosana 
et al. 2008; Helmstetter and Garambois 2010; Hibert et al. 2011 & Coviello et al. 2019). It is useful to find out the 
dangerous part of a slope, or shear surface and evaluate the stability by seismic monitoring, when all event-types 
(e.g. crack breaking, rockfall) information has to be interpreted from continuous broadband seismograms. More 
study cases and long period monitoring are required in the future. In the part of detection and classification, still 
some issues remain to be addressed and investigated, such as the validation of seismic signal samples of micro-
crack breaking noise or the time delay of detection. Also, for polarization and the method for risk early warning, 
more cases and a longer period of monitoring required are in the future. Any monitoring program and early 
warning system is effective only if thoroughly calibrated and contextualized in the frame of the on-site slope 
characteristics and deformation behaviour. 
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