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This paper provides an overview of the
WANLP 2021 shared task on sarcasm and sen-
timent detection in Arabic. The shared task
has two subtasks: sarcasm detection (subtask
1) and sentiment analysis (subtask 2). This
shared task aims to promote and bring atten-
tion to Arabic sarcasm detection, which is cru-
cial to improve the performance in other tasks
such as sentiment analysis. The dataset used in
this shared task, namely ArSarcasm-v2, con-
sists of 15,548 tweets labelled for sarcasm,
sentiment and dialect. We received 27 and
22 submissions for subtasks 1 and 2 respec-
tively. Most of the approaches relied on us-
ing and fine-tuning pre-trained language mod-
els such as AraBERT and MARBERT. The top
achieved results for the sarcasm detection and
sentiment analysis tasks were 0.6225 F1-score
and 0.748 FPN1 respectively.
1 Introduction
Work on opinion mining and subjective language
analysis has been prominent in the natural language
processing (NLP) field during the last two decades.
One of the main tasks in this area is sentiment
analysis (SA). One of the early works on SA is
(Pang et al., 2002), where the authors analysed the
sentiment in movie reviews. Following that, and
embarked with the popularity of social media, SA
became one of the popular topics in NLP. Most
of the work on SA targeted English, while other
languages, including Arabic, lagged behind. In
the last decade, researchers on Arabic NLP started
targeting SA such as the work of Abdul-Mageed
et al. (2011). Since then, there have been numerous
works on Arabic SA such as the works of (Abdulla
et al., 2013; Alayba et al., 2018; Abdul-Mageed,
2019; Al-Smadi et al., 2019; Abu Farha and Magdy,
2021). Work on Arabic SA has been hindered by
many challenges such as the large variation in di-
alects (Habash, 2010; Darwish et al., 2014) and
the complex morphology of the language (Abdul-
Mageed et al., 2011). With the advancement of
work on SA, researchers started tackling the chal-
lenges affecting this task such as sarcasm (Hussein,
2018). Sarcasm can be defined as a form of ver-
bal irony that is intended to express contempt or
ridicule (Joshi et al., 2017). Sarcasm is considered
one of the main challenges for SA systems since it
implies expressing the opinion in an indirect way,
where the intended meaning is different from the
literal one (Wilson, 2006).
There have been several related works on En-
glish sarcasm detection including datasets such as
the works reported in (Abercrombie and Hovy,
2016; Barbieri et al., 2014a,b; Filatova, 2012;
Ghosh et al., 2015; Joshi et al., 2016; Oprea and
Magdy, 2020) and detection systems such as (Ra-
jadesingan et al., 2015; Joshi et al., 2015; Amir
et al., 2016). Currently, there are few attempts
to work on Arabic sarcasm. Those include the
work by soukhria2017, a shared task on irony de-
tection Ghanem et al. (2019) along with the partici-
pants’ submissions and dialectal sarcasm datasets
by Abbes et al. (2020); Abu Farha and Magdy
(2020).
In this shared task, we offer our sarcasm and sen-
timent detection in Arabic task that is co-organised
with the WANLP 2021 workshop on Arabic NLP.
The goal of the shared task is to provide resources
and encourage researchers to work on Arabic sar-
casm detection. The shared task has two subtasks,
sarcasm detection (subtask 1) and sentiment anal-
ysis (subtask 2). We provided the participant with
a new dataset (ArSarcasm-v2), which is publicly
available1. The dataset is annotated for sarcasm,
sentiment and dialect. We received 27 submissions
for subtask 1 and 22 submissions for subtask 2.
This paper provides an overview of the shared task
1ArSarcasm-v2 is available at: http://github.com/
iabufarha/ArSarcasm-v2
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and the achieved results by the participants along
with their approaches.
Most of the approaches used by participants
were based on fine-tuning pre-trained language
models. A small number of participants utilised
other deep learning and conventional machine
learning algorithms. The top team in the sarcasm
detection task was BhamNLP (Alharbi and Lee,
2021), who achieved an F1-score of 0.6225 over
the sarcastic class. While the top team in the senti-
ment analysis task was CS-UM6P (El Mahdaouy
et al., 2021), who achieved FPN1 of 0.748.
2 Related Work
Our shared task offers two subtasks on Arabic Sar-
casm and sentiment detection. In the following,
we discuss the literature in both tasks within the
Arabic NLP community.
2.1 Arabic Sarcasm Classification
Arabic sarcasm did not receive the same degree of
attention as English. The work on Arabic sarcasm
detection is limited to a few works. soukhria2017
were the first to work on Arabic sarcasm/irony de-
tection. In their work, they created a corpus of
sarcastic Arabic tweets, which they collected using
a set of political keywords. They filtered the sar-
castic tweets using distant supervision, where they
relied on some markers such as the Arabic equiv-
alent of #sarcasm such as #T§rF, #­rs,
#kh and #º zhtF . The final dataset consists
of 5,479, 1,733 of which are sarcastic/ironic. They
experimented with various classifiers such as SVM,
Naive Bayes, Logistic Regression, Linear Regres-
sion. Random Forest was the best model, where
it achieved an F1-score of 0.73. ghanem2019idat
organised a shared task on Arabic sarcasm/irony
detection. They prepared their dataset through col-
lecting tweets related to different topics such as
the US elections. Then they filtered out tweets
that contain sarcastic hashtags, where they used the
same hashtags used by soukhria2017. To prepare
the final dataset, the authors sampled tweets from
both the sarcastic and non-sarcastic portions, then
they manually annotated them. The final dataset
consists of 5,030 tweets, 2,614 of which are sar-
castic. The shared task saw the participation of 18
teams. The first place was obtained by Khalifa and
Hussein (2019), where they achieved an F1-score
of 0.85. In their work, they relied on a set of fea-
tures that include word n-grams, topic modelling
features, sentiment features, statistical features and
word embeddings. They experimented with mul-
tiple classifiers such as BiLSTM, Random Forest,
XGBoost. Their best model was an ensemble of
XGBoost, neural network and Random Forest. In a
recent work by Abu Farha and Magdy (2020), the
authors proposed ArSarcasm dataset for sarcasm
detection, which contains around 10K tweets out of
which around 1,600 are sarcastic. They presented
a basic baseline that uses BiLSTM and achieved a
F-score of 0.46 over the sarcastic class. Another re-
cent study, Abbes et al. (2020) created a corpus of
ironic tweets, namely DAICT. To prepare the cor-
pus, the authors followed the same approach used
by Ghanem et al. (2019) the corpus consists of
5,358 tweets distributed as follows: 4,809 sarcastic,
435 non-sarcastic and 114 labelled as ambiguous.
2.2 Arabic Sentiment Analysis
Unlike Arabic sarcasm detection, Arabic sentiment
analysis (SA) has been under the researchers’ radar
for a while. Early work on Arabic SA such as in
Abdul-Mageed et al. (2011); Abbasi et al. (2008),
focused on modern standard Arabic (MSA). Since
then, researchers started targeting dialectal Arabic
(DA) such as the work of Mourad and Darwish
(2013), where the authors introduced an expand-
able Arabic sentiment lexicon along with a cor-
pus of tweets. Other datasets include the works of
Kiritchenko et al. (2016); Rosenthal et al. (2017);
Elmadany et al. (2018). Other works focused on
proposing and comparing various approaches for
Arabic SA (El-Beltagy et al., 2017; Al-Smadi et al.,
2019; Abdulla et al., 2013; Alayba et al., 2018;
Abu Farha and Magdy, 2019).
A recent comprehensive study by Abu Farha and
Magdy (2021) provides a thorough comparative
analysis of the available approaches on SA. In their
work, they compared a large variety of models on
three benchmark datasets. Their analysis shows
that deep learning models combined with word
embeddings achieve much better performance com-
pared to classical machine learning models, such as
SVMs. However, their experiments show that the
utilisation of transformer-based language model
achieves better results the best deep learning model
architecture that uses word-embeddings. They
show that using a fine-tuned AraBERT(Antoun
et al., 2020) outperforms all existing classical and
deep learning models on all the three benchmark
datasets they examined.
298
Set Sarcasm Sentiment TotalSarcastic Non-sarcastic Positive Negative Neutral
Training 2,168 10,380 2,180 4,621 5,747 12,548
Testing 821 2,179 575 1,677 748 3,000
Total 2,989 12,559 2,577 6,298 6,495 15,548
Table 1: Statistics of training and testing sets, showing the number of examples for both sarcasm detection
and sentiment analysis tasks.
Dialect Sarcastic Non-Sarcastic Negative Positive Neutral Total
MSA 1,523 9,362 3,986 1,890 5,009 10,885
Egypt 1,085 1,896 1,564 524 893 2,981
Gulf 214 752 411 192 363 966
Levant 152 519 312 143 216 671
Maghreb 15 30 25 6 14 45
Total 2,989 12,559 6,298 2,755 6,495 15,548
Table 2: Statistics of ArSarcasm-v2 dataset showing the distribution of sarcasm and sentiment over the
dialects.
3 Dataset
The shared task provides the ArSarcasm-v2, which
is a new dataset for Arabic sarcasm detection. The
dataset is an extension of the original ArSarcasm
dataset (Abu Farha and Magdy, 2020).
3.1 Resources
ArSarcasm-v2 uses the whole original ArSarcasm
dataset (Abu Farha and Magdy, 2020) as part of its
training data. The original ArSarcasm consists of
10,547 tweets, 1,682 of which are sarcastic. Addi-
tional sarcastic tweets are added to the ArSarcasm-
v2 dataset from the DAICT dataset (Abbes et al.,
2020), which represents a corpus of ironic/sarcastic
tweets. DAICT contains 5,358 tweets, 4,809 of
which are ironic/sarcastic.
Since the goal is to extend the larger ArSarcasm,
and because DAICT is mostly sarcastic, a new set
of random tweets were collected over the period
November-December 2020. The tweets where col-
lected using the Twitter streaming API with the
language filter set to Arabic (“lang:ar”). Since
sarcasm is usually present in percentage, the new
tweets were used to balance out DAICT.
3.2 Annotation
For the annotation process, we used appen2 crowd-
sourcing platform. ArSarcasm represents the ma-
jority portion of ArSarcasm-v2. Thus, the goal was
to annotate the new portions to have similar labels
2https://www.appen.com/
to ArSarcasm. Additionally, DAICT was only an-
notated for sarcasm/irony, thus a new annotation
was needed. To ensure consistency with ArSar-
casm, we followed the same procedure and used
the same guidelines to annotated the new portions.
The original ArSarcasm paper defined sarcasm as
an utterance that is used to express ridicule, where
the intended meaning is different from the apparent
one. Appendix A shows the guidelines (in Arabic)
that have been shown to annotators.
Since DAICT is only annotated for sar-
casm/irony, it was used as a pool of sarcastic exam-
ples which were balanced with the set of random
Arabic tweets. A new set of 5,000 tweets, 2,500
of which are from DAICT, were annotated. The
annotators were asked to provide three labels for
each tweet as the following:
• Sarcasm: sarcastic or non-sarcastic.
• Sentiment: positive, negative or neutral.
• Dialect: Egyptian, Gulf, Levantine, Maghrebi
or Modern Standard Arabic (MSA).
Only annotators with an Arab origin were al-
lowed to participate. This was verified through
their profile (usage of the Arabic language). Each
tweet was annotated by at least three different an-
notators. The quality of annotation was monitored
using a set of 100 hidden test questions that appear
randomly during the task, each of those questions
has the correct label for sentiment, sarcasm and
299
dialect. If the performance of an annotator in these
test questions dropped below 80%, this annotator
is eliminated and all the labels he/she provided are
also ignored. Agreement among annotators was
78.9% for sentiment, 87.3% for sarcasm and 77.0%
for dialects.
3.3 Dataset Statistics
The new ArSarcasm-v2 dataset consists of 15,548
tweets, 10,547 of them were taken from the origi-
nal ArSarcasm dataset while the rest (5,001 tweets)
from DAICT and the new collection of tweets.
These additional 5,001 tweets were split into two
parts: 2,001 tweets added to the original ArSar-
casm to form the set of training data of 12,548
tweets, and the remaining 3000 were used as the
test set, as shown in Table 1. Each of the tweets has
three labels for sarcasm, sentiment and dialect. Ta-
bles 1 and 2 show the statistics of the new dataset,
where we can see that 19.2% of the data is sar-
castic (2,989 tweets). Also, the annotation shows
that most of the data is either in MSA or Egyp-
tian dialect while the Maghrebi dialect is under-
represented with only 45 tweets.
4 Shared Task
This section provides an overview of the shared
task, the description of the subtasks and the evalua-
tion metrics.
4.1 Tasks Description
The shared task on sarcasm detection and sentiment
analysis in Arabic contains two subtasks as follows:
• Sarcasm Detection (subtask 1): the goal is
to identify whether a tweet is sarcastic or not.
• Sentiment Analysis (subtask 2): the goal is
to classify the tweet to one of the sentiment
classes: positive, negative or neutral.
The data for both subtasks was provided as
train/test split without a specific development set.
Table 1 shows the statistics of the two sets. The
training set consists of 12,548 tweets, while the
testing set consists of 3,000 tweets. The partici-
pants had access to the tweets’ text and the dialect
label during the testing phase.
4.2 Evaluation Metrics
The main evaluation metric for subtask 1 (sarcasm
detection) is the F1-score of the sarcastic class only
(F1-sarcastic), since it is the main class to be de-
tected. Sarcasm is usually present in small percent-
ages in the data, thus the task is an imbalanced
classification task. F1-sarcastic is calculated using
the following equation:




Where P sarcastic, Rsarcastic are the precision and
recall with respect to the sarcastic class.
For the sentiment analysis, the macro F1-score
over the positive and negative classes was used
(FPN1 ). It is worth noting that the neutral class is
excluded from the metric calculation and not the
whole task. Thus miss-classified neutral tweets
will lead to the increase of false positives for the
positive or negative class, and thus should lead to
the reduction of the FPN1 value. This metric is the
main adapted measure in multiple sentiment analy-
sis shared tasks in different languages (Kiritchenko
et al., 2016; Rosenthal et al., 2017).







Where FP1 , F
N
1 are the F1 with respect to the pos-
itive and negative classes respectively, while the
neutral class is ignored.
4.3 Participating Teams
The shared task saw the participation of 30 unique
teams. The sarcasm detection task (subtask 1) re-
ceived 27 submissions, while the sentiment analy-
sis task (subtask 2) received 22 submissions. Table
3 shows the list of the participating teams whose
papers were accepted3.
4.4 Shared Task Results
Tables 4 and 5 show the results of both subtask 1
and subtask 2 respectively. The results are sorted
in descending order based on the official metric
of the corresponding subtask, where F1-sarcastic
and FPN1 are the official metrics for subtask 1 and
subtask 2 respectively. For each team, only the
last submission was considered for the leaderboard.
For subtask 1 (sarcasm detection), BhamNLP Al-
harbi and Lee (2021) achieved first place with an
F1-sarcastic of 0.6225. For subtask 2 (sentiment
analysis), CS-UM6P El Mahdaouy et al. (2021)
team achieved first place with an FPN1 of 0.748.
3We received system description papers from only 17 of
the participating teams.
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Team Affiliation of the first author Subtask(s)
AIMTechnologies A.I.M Technologies 1, 2
ALI-B2B-AI Alibaba Group, China 1, 2
ArabicProcessors (Gaanoun and Benelallam, 2021) INSEA, Morocco 1, 2
BhamNLP (Alharbi and Lee, 2021) University of Birmingham, King Abdulaziz University 1, 2
CS-UM6P (El Mahdaouy et al., 2021) Mohammed VI Polytechnic University, Morocco 1, 2
DeepBlueAI (Song et al., 2021) DeepBlue Technology (Shanghai) Co., Ltd, China 1, 2
DM-JUST(dalya) (Faraj and Abdullah, 2021) Jordan University of Science and Technology, Jordan 1
Fatemah (Husain and Uzuner, 2021) Kuwait University, Kuwait 1, 2
iCompass (Naski et al., 2021) iCompass, Tunisia 1, 2
IDC (Israeli et al., 2021) The Data Science Institute, Interdisciplinary Center, Israel 1, 2
ITAM University Mohamed First, Oujda, Morocco 1, 2
Juha (Abuzayed and Al-Khalifa, 2021) iWAN research group, Saudi Arabia 1, 2
Laila & Daliyah (Laila) (Bashmal and Alzeer, 2021) King Saud University, Saudi Arabia 1
Naglaa Abdelhade (Naglaa) Assiut university, Egypt 2
NAYEL (Nayel et al., 2021) Benha University, Egypt 1, 2
Phonemer (Wadhawan, 2021) Flipkart Private Limited 1, 2
rematchka (Abdel-Salam, 2021) Computer Engineering, Cairo University, Egypt 1, 2
SalamBERT (Husain and Uzuner, 2021) Kuwait University, Kuwait 1, 2
Serpente (Ghoul and Lejeune, 2021) Sorbonne University, France 1, 2
SpeechTrans (Lichouri et al., 2021) CRSTDLA Research Center, Algeria 1, 2
SPPU AASM (Hengle et al., 2021) Pune University, India 1, 2
ZTeam (Elagbry et al., 2021) Helwan University, Egypt 1, 2
Table 3: The list of participating teams who provided their affiliation details along with the citation for
those who submitted a system description paper. Runs that did not provide any details on their affiliation
are not listed, but their results are listed in Tables 4 and 5.
4.5 Approaches by Top Submissions
The participating teams used a variety of ap-
proaches for both subtasks. Most of the
teams used pre-trained language models such as
AraBERT (Antoun et al., 2020) and MARBERT
(Abdul-Mageed et al., 2020). Abu Farha and
Magdy (2021), provide an extensive comparison
of pre-trained language models on ArSarcasm-v2
dataset. A few of the participants used deep learn-
ing and conventional machine learning approaches.
All the teams, that are participating in the two sub-
tasks, used the same architecture for both tasks.
For the sarcasm detection task, BhamNLP (Al-
harbi and Lee, 2021) team was ranked first with an
F1-sarcastic of 0.6225. In their approach, they used
a multi-task learning architecture that is trained
for sarcasm and sentiment classification. The
model is based on both MARBERT and a CNN-
LSTM model, where the output of each of these
models is concatenated and fed to the final out-
put layer. The CNN-LSTM used both word and
character embeddings. The second place (SPPU-
AASM) (Hengle et al., 2021) used an ensemble
of AraBERT and CNN-BiLSTM model, which
achieved an F1-sarcastic of 0.614. The third place
(DeepBlueAI) (Song et al., 2021) used an ensem-
ble of AraBERT and XLM-R, which achieved an
F1-sarcastic of 0.6127.
For the sentiment analysis task, CS-UM6P team
El Mahdaouy et al. (2021) achieved first place
with an FPN1 of 0.748. Their model is based on
MARBERT-based Multi-Task Learning with task
attention interaction layer for sarcasm and senti-
ment detection. The model used MARBERT as an
encoder to produce sentence embeddings. Those
embeddings are fed into separate attention and out-
put layers specific to each task. The second place
was obtained by DeepBlueAI (Song et al., 2021)
with an FPN1 of 0.7392. They used a similar ar-
chitecture to the ones used for sarcasm detection.
The third place was obtained by (rematchka) Abdel-
Salam (2021) fine-tuned MARBERT for sentiment
classification and achieved an FPN1 of 0.7321.
4.6 Other Interesting Approaches
salambert-arsarcasm built their on the hypothesis
that tweets with negative sentiment and tweets with
sarcasm content are more likely to have offensive
content. Thus, they pre-trained AraBERT (Antoun
et al., 2020) on offensive language data then fine-
tuned it for the target task. In (Israeli et al., 2021),
the authors filtered the data through down sam-
pling the non-sarcastic class. Their hypothesis is
that the test set would be similar to the extra por-
tions added to the original ArSarcasm. Thus, for
both ArSarcasm and the added tweets, they built a
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Rank Team F1-sarcastic Accuracy Macro-F1 Precision Recall
1 BhamNLP 0.6225 0.7700 0.7286 0.7193 0.7460
2 SPPU-AASM 0.6140 0.7410 0.7096 0.7031 0.7447
3 DeepBlueAI 0.6127 0.7830 0.7310 0.7279 0.7345
4 CS-UM6P 0.6000 0.7680 0.7183 0.7122 0.7268
5 dalya 0.5989 0.7830 0.7251 0.7268 0.7235
6 Laila 0.5968 0.7063 0.6829 0.6874 0.7337
7 Phonemer 0.5872 0.7830 0.7200 0.7264 0.7147
8 AIMTechnolgies 0.5852 0.7467 0.7014 0.6934 0.7174
9 IDC 0.5677 0.7670 0.7041 0.7062 0.7022
10 rematchka 0.5662 0.7803 0.7095 0.7231 0.7004
11 UBC 0.5468 0.7723 0.6974 0.7119 0.6880
12 SalamBERT 0.5348 0.7727 0.6922 0.7128 0.6807
13 Juha 0.5191 0.6980 0.6495 0.6443 0.6661
14 ZTeam 0.5189 0.7533 0.6765 0.6858 0.6700
15 ALI-B2B-AI 0.5139 0.7617 0.6780 0.6965 0.6678
16 ArabicProcessors 0.5086 0.7797 0.6833 0.7296 0.6665
17 MMFOUAD 0.5056 0.6917 0.6408 0.6360 0.6557
18 Fatemah 0.5041 0.7607 0.6732 0.6950 0.6622
19 Kalawy 0.4870 0.7247 0.6494 0.6514 0.6476
20 rehab88 0.4870 0.7247 0.6494 0.6514 0.6476
21 iCompass 0.4860 0.7730 0.6702 0.7195 0.6543
22 Serpente 0.4109 0.7630 0.6313 0.7116 0.6194
23 SpeechTrans 0.3371 0.7287 0.5833 0.6359 0.5802
24 AhmedAbdou 0.2542 0.7340 0.5462 0.6486 0.5569
25 ITAM 0.2509 0.7253 0.5414 0.6218 0.5517
26 NAYEL 0.2440 0.7460 0.5457 0.7048 0.5602
27 rematchka 0.1657 0.7047 0.4932 0.5497 0.5185
Table 4: Results achieved by participants in subtask 1 (sarcasm detection). The main metric is the F1-score
of the sarcastic class (F1-sarcastic).
topic model for each dialect and removed irrelevant
topics from ArSarcasm. Additionally, they utilised
a language model to augment the data with new
sarcastic examples. The augmentation was done
through replacing and adding new words. Finally,
they fine-tuned MARBERT model (Abdul-Mageed
et al., 2020) for each dialect. Other participants
used BERT models in different ways. The majority
of the participants used ensemble methods, where
the combined BERT-based models with other mod-
els. While most participants used the same archi-
tecture for both tasks, some participants relied on
multi-task learning to train the model on both tasks
simultaneously such as in Alharbi and Lee (2021);
El Mahdaouy et al. (2021).
5 Conclusion and Future Directions
This paper provides an overview of the shared task
on sarcasm detection and sentiment analysis in Ara-
bic. We provide an overview of the current state of
research on Arabic sarcasm. The paper provides an
overview of the new ArSarcasm-v2 dataset which
was used for the shared task. We also provide a
high-level description of the top participating teams
in the shared task. The aim of this shared task is
to encourage researchers to work on Arabic sar-
casm, which was reflected by the popularity of the
task and having 27 run submissions and 17 system
description papers discussing different approaches
applied on this task.
We hope that this task would not be the last on
Arabic Sarcasm detection. More datasets on Arabic
Sarcasm would further help the development of
better detection models. In addition, much work is
still required for this challenging task, since as it
is noticed, the state-of-the-art performance is 0.62
F-score, which shows that there is large room of
improvement to be achieved.
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Rank Team FPN1 Accuracy Macro-F1 Precision Recall
1 CS-UM6P 0.7480 0.7107 0.6625 0.6660 0.6713
2 DeepBlueAI 0.7392 0.7037 0.6570 0.6591 0.6714
3 rematchka 0.7321 0.6957 0.6587 0.6498 0.6748
4 Phonemer 0.7255 0.6983 0.6531 0.6515 0.6623
5 IDC 0.7190 0.6923 0.6446 0.6429 0.6582
6 ArabicProcessors 0.7145 0.6817 0.6439 0.6362 0.6693
7 Juha 0.7139 0.6853 0.6297 0.6362 0.6513
8 iCompass 0.7085 0.6743 0.6423 0.6393 0.6488
9 UBC 0.7081 0.6760 0.6346 0.6274 0.6452
10 SPPU-AASM 0.7073 0.6840 0.6232 0.6421 0.6388
11 BhamNLP 0.7014 0.6753 0.6296 0.6287 0.6570
12 Fatemah 0.6877 0.6630 0.6210 0.6136 0.6318
13 AIMTechnolgies 0.6850 0.6677 0.6236 0.6213 0.6263
14 ALI-B2B-AI 0.6556 0.6333 0.5955 0.5873 0.6159
15 Serpente 0.6506 0.6473 0.5784 0.5899 0.5710
16 SalamBERT 0.6259 0.6073 0.5635 0.5580 0.5813
17 ZTeam 0.6241 0.6053 0.5545 0.5578 0.5786
18 NAYEL 0.5936 0.5980 0.5291 0.5434 0.5207
19 SpeechTrans 0.5787 0.5923 0.5222 0.5321 0.5161
20 Naglaa 0.5638 0.5793 0.5158 0.5646 0.5068
21 GOF 0.4288 0.5147 0.4275 0.5764 0.4546
22 ITAM 0.3845 0.5293 0.3768 0.4054 0.3983
Table 5: Results achieved by participants in subtask 2 (sentiment analysis). The main metric is the macro
average of the F1-scores of the positive and negative classes (FPN1 ).
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 .ءارآلا و فطاوعلل يكیتاموتوالا لیلحتلا ریوطتل تامولعملا عیمجت : ثحبلا فدھ
 رتویبمكلا لیلحت ةیفیك ریوطت ثیح نم ماع لكشب عمتجملا دیفی فوس نكل رشابم لكشب كدیفی نل ثحبلا اذھ :دئاوفلا
 .تنرتنالا ثحب ریوطت ىلا ةفاضإلاب ،ةروطتم سیساحأو ءارا لیلحت جمارب ریوطت ىلا كلذ يدؤی دق .ةیرشبلا تاغلل 
 ىوتحم تاذ تادیرغت ىلإ )رعاشم( فطاوع نم ھیوتحت ام ىلع ءانب )تیوت( تادیرغتلا فینصت ىلإ فدھت ةمھملا هذھ
 .مكھت وأ ةیرخس ىلع توتحا لاح يف اھفینصت ىلإ ةفاضإلاب ،دیاحم وأ يبلس وأ يباجیإ
 .ةدیرغتلا هذھ يمتنت ةجھل يا ىلا رایتخاب كراشملا موقی فوس كلذ ىلإ ةفاضإلاب
 :تاوطخلا
 ةدیرغتلا ةءارقب مق .1
 )sentiment( لاؤسلا صن ثیح )دیاحم ، يبلس ، يباجیا( ةدیرغتلا يف روعشلا عون رایتخاب مق .2
 )sarcasm( لاؤسلا صن ثیح ةیرخس وأ مكھت ىلع يوتحت ةدیرغتلا تناك اذإ امیف رایتخاب مق .3
 )dialect( لاؤسلا صن ثیح ةدیرغتلا ةجھل رایتخا .4
 :ةلثمأ
 و ریخلاب رشبی وأ ثعبی ثدح يأ وا حبر وأ ةبسانم وأ ةئنھت ایباجیإ اروعش اھعباطب يوتحت يتلا يھ ةیباجیإلا صوصنلا
 .لؤافتلا
 هووولح تایرابم مھملا نیم يردم و ارسیوس ملاعلا ساك تایفصت .1
 بعال لضفا قحتسی حالص دمحم .2
 وا بضغلا نع ریبعتلا ىلا ةفاضالاب يبلس وأ ءيس ربخ يأ وأ نزحم وأ يبلس ءيش نع ربعی يذلا وھ يبلسلا صنلا
 :ةلثمألا ضعب يلی امیف .لاعفنالا
 صلاخ ةجاح ياب سساح شم ملاعلا ساك تایفصت يف صلاخ سامح شیفم .1
 ریانی ةروث فادھا ققحی يقیقح يروث راسم كانھ نكی مل ام تاباختنالا ةعطاقم عم انا .2
 :ةلثمألا ضعب يلی امیف .ةیبلس وأ ةیباجیإ تاریبعت ىلع يوتحی ال يذلا وھ )دیاحملا( يدایحلا صنلا
 ؟ملاعلا ساك تایفصت يف شتام ماك بعل وھ .1
 مالسب شیعلا دیرت ةما نحن ..ال : مھل لوقا و . ناسنالا قوقح دض اننا دقتعی برغلا :يسیسلا سیئرلا .2
 ءيش نم ةیرخسلا وھ ضرغلا نوكیو بوتكملا سكع صنلاب دوصقملا نوكی امدنع نوكتف مكھتلا وأ ةیرخسلا قلعتی امیف
 :ةلثمألا ضعب يلی امیف .رشابم ریغ ةقیرطب
 ملاعلا ساك تایفصت نم يوقا يتایحب اھیوسا دعق يللا تایفصتلا .1
 فرشت ةجاح .ةعماجلا يف داوم 3 لیاش ينبا .2
 Figure 1: A sample of the guidelines provided to the annotators.
