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Purpose: Currently in the education data use literature there is a 
lack of research and examples that consider the early steps of 
filtering, organizing, and visualizing data to inform decision 
making. The purpose of this study is to describe how school 
leaders and researchers visualized and jointly made sense of data 
from a common learning management system (LMS) used by 
students across multiple schools and grades in a charter 
management organization operating in the United States. To 
make sense of LMS data, researchers and practitioners formed a 
partnership to organize complex data sets, create data 
visualizations, and engage in joint sensemaking around data 
visualizations to begin to launch continuous improvement 
cycles. 
Design: We analyzed LMS data for n=476 students in Algebra I 
using hierarchical cluster analysis heatmaps. We also engaged in 
a qualitative case study that examined the ways in which school 
leaders made sense of the data visualization to inform 
improvement efforts. 
Findings: The outcome of this study is a framework for 
informing evidence-based improvement cycles using large, 
complex datasets. Central to moving through the various steps in 
the proposed framework are collaborations between researchers 
and practitioners who each bring expertise that is necessary for 
organizing, filtering, and visualizing data from digital learning 
environments and administrative data systems. 
Originality: We propose an integrated cycle of data use in 
schools that builds on collaborations between researchers and 
school leaders to inform evidence-based improvement cycles. 
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It was a totally different way of visualizing data that I 
think we haven’t seen before… It was just a really, 
really interesting way to think about data. Because we 
think about it in simpler terms here and so it's nice to 
see the larger possibilities with what we can do with the 
data that we have. -Participant CMO education leader 
 
Strategies for turning newly expanding volumes of data into a 
resource for school and instructional improvement is an 
important area of research and practice (Agasisti & Bowers, 
2017; Bowers, Bang, Pan, & Graves, 2019; Farley-Ripple, 
Jennings, & Jennings, 2021; Krumm, Means, & Bienkowski, 
2018; Mandinach, Friedman, & Gummer, 2015; Schildkamp, 
Poortman, Luyten, & Ebbeler, 2017). This broad topic spans 
multiple areas of education research including data-driven 
decision making, education policy studies, and educational data 
science. Educational data science is an emerging term that 
encompasses the fields of learning analytics, educational data 
mining, artificial intelligence in education, and education 
leadership data analytics (Agasisti & Bowers, 2017; Bowers et 
al., 2019; Piety, 2019; Piety, Hickey, & Bishop, 2014). Using 
data for school and instructional improvement is a complex 
process that has been studied and intervened on in a variety of 
ways with varying degrees of success (Coburn & Turner, 2011; 
Halverson, 2010; Harris Little, Cohen-Vogel, Sadler, & Merrill, 
2019; Mandinach & Schildkamp, 2021). In this paper, we report 
on a case study of the first steps of a partnership-based approach 
that sought to put educational data scientists closer to the work 
of practitioners and practitioners closer to the work of data 
scientists (Penuel & Gallagher, 2017), with a particular focus on 
the first two steps of the work of data use in schools of 
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Both federal and state policies have motivated teachers and 
administrators to engage in data-driven improvement cycles 
(Cho & Wayman, 2015; Farley-Ripple et al., 2021; Mandinach 
& Schildkamp, 2021; Schildkamp, 2019; Wachen, Harrison, & 
Cohen-Vogel, 2018). To date, important parts of this literature 
have been practitioner-focused (Bowers, 2017; Coburn & 
Turner, 2012), addressing issues like using student-level data as 
a context to build trusting and collaborative relationships 
between teachers in schools as they develop capacity for 
continuous improvement (Bambrick-Santoyo, 2010; Boudett, 
City, & Murnane, 2013; Bryk, Gomez, & Grunow, 2010; 
Cosner, 2014; Datnow, Choi, Park, & St. John, 2018; Farley-
Ripple & Buttram, 2015; Lasater, Albiladi, Davis, & Bengtson, 
2020; Riehl, Earle, Nagarajan, Schwitzman, & Vernikoff, 2018; 
Supovitz & Morrison, 2015; Wayman & Stringfield, 2006).  
 
As new types of data have become available and accessible, 
there is an open question as to whether traditional data analysis 
tools and workflows are up to the challenge of making sense of, 
for example, students’ activity within multiple digital learning 
environments (Agasisti & Bowers, 2017; Bowers, 2021; Farley-
Ripple et al., 2021; Krumm et al., 2018; Piety, 2019). Building 
on the growing scholarship around research-practice 
partnerships in schools (Penuel et al., 2020), the partnership 
described in this paper between researchers and a charter 
management organization (CMO) operating in the Western 
United States set out to wrangle, explore, and model thousands 
of observations across hundreds of students to answer teachers’ 
and leaders’ questions related to students’ use of a common 
learning management system (LMS). Through intentional cycles 
of design and reflection, the partnership also sought to 
understand the ways in which researchers and practitioners can 
collaborate around gathering, analyzing, and interpreting data 
from multiple digital learning environments and administrative 
data systems. 
 
This paper is organized as follows. First, we present a theory of 
action that the partnership developed and used to organize 
partnership activities as well as to identify potential 
contributions to research on data driven decision making, 
educational data science, and data use practices. Thus, this 
theory of action represents an analysis of data use research that 
helped in crafting design conjectures used to orient the 
partnership’s work (e.g.,) (Cobb & Jackson, 2012). As one study 
from the larger partnership, this paper describes the initial 
improvement cycle undertaken around data that captured 
students’ assessment taking behaviors that were collected by the 
CMO’s LMS. While the overall project was organized as a 
design research effort that included iterative, theory-driven 
cycles, this paper is structured as a case study of two early 
partnership meetings that were organized around a handful of 
data visualizations. After presenting the partnership’s theory of 
action, we describe the data visualization that anchored the 
meetings around which researchers and practitioners engaged in 
joint sensemaking. Based on the dynamics of these meetings and 
the roles of the data product and researchers, we reflect on the 
potential for more partnership-based data-intensive projects to 
help school leaders overcome the challenges of working with 
new and novel data sources. 
 
A THEORY OF ACTION FOR DATA USE IN 
SCHOOLS 
 
To develop the partnership’s “data use theory of action,” we 
built on existing research (Coburn & Turner, 2012; Ikemoto & 
Marsh, 2007; Lai & Schildkamp, 2013; Mandinach, Honey, & 
Light, 2006; Mandinach, Honey, Light, & Brunner, 2008; 
Marsh, 2012; Schildkamp & Kuiper, 2010; Schildkamp & 
Poortman, 2015; Schildkamp, Poortman, & Handelzalts, 2016; 
Tichnor-Wagner, Wachen, Cannata, & Cohen-Vogel, 2017) and 
adapted a figure from Marsh (2012, p.4). In Figure 1, the 
continuous improvement process starts with 1) data access and 
collection, then proceeds through 2) organization, filtering and 
analysis moving then to 3) knowledge generation through the 
work of teachers and administrators coming together around the 
evidence in which that knowledge is then 4) applied through 
action informed by the data with a subsequent impact on 
outcomes. The cycle then completes as 5) outcomes are assessed 
for effectiveness and then feed back into the data. At each stage 
in the process, information flows through feedback loops to 
inform decisions, creating a continuous cycle.  
 
Important aspects of the research in the data use literature have 
focused on building trusting evidence-based environments 
(Cosner, 2014; Huguet, Marsh, & Farrell, 2014; Marsh, 
Bertrand, & Huguet, 2015; Riehl et al., 2018; Schildkamp & 
Poortman, 2015; Schildkamp et al., 2016). The vast majority of 
this literature is focused on cultivating teachers’ and 
administrators’ ability to have high evidence, low inference 
conversations (Bowers, Shoho, & Barnett, 2014; Schildkamp & 
Poortman, 2015). This research focuses specifically on steps 3, 4 
and 5 in the theory of action (see Figure 1) (Datnow et al., 2018; 
Jimerson, Garry, Poortman, & Schildkamp, in press; Supovitz & 
Morrison, 2015) and is consonant with much of the current 
normative practitioner training literature around data use, such as 
Harvard University’s DataWise (Boudett et al., 2013) and 
Bambrick-Santoyo’s Driven by Data (Bambrick-Santoyo, 2010). 
To a lesser extent, some of the practitioner training literature has 
also focused on what data to examine (Bowers, 2009, 2017; 
Bowers et al., 2019), i.e., step 1 in the data use theory of action. 
For example, this training literature includes Popham’s focus on 
the essentials of assessment for leading evidence-based practice 
in schools (Popham, 2010) and Bernhardt’s strategies for 
working with data beyond test scores (Bernhardt, 2013). Indeed, 
recent research has shown that teachers more often focus on 
formative assessments as opposed to standardized test scores 
(Wilkerson, Klute, Peery, & Liu, 2021). Across these examples 
of building trust, supporting low inference/high evidence 
collaborative conversations, and selecting data, the work of 
organizing, filtering, and analyzing data, i.e., step 2, is only 






























Figure 1: Data use theory of action for teachers, students, school administrators and central office staff - 
adapted from: Coburn & Turner (2012); Ikemoto & Marsh (2007); Lai & Schildkamp (2013); Mandinach, 
Honey, & Light (2006); Mandinach, Honey, Light, & Brunner (2008); Marsh (2012); Schildkamp & Kuiper 
(2010); Schildkamp & Poortman (2015); Schildkamp, Poortman, & Handelzalts (2016). 
 
 
A Focus on Step Two of the Data Use Theory of Action 
 
While some attention has been paid to organizing, filtering, and 
analyzing traditional student assessment data in the recent 
literature (Agasisti & Bowers, 2017; Farley-Ripple et al., 2021), 
evidence suggests that schools do not have adequate capability 
to locate, combine, and analyze data from digital learning 
environments and learning management systems (LMS) (Clow, 
2014; Hao, Smith, Mislevy, von Davier, & Bauer, 2016). The 
often messy work of bringing together multiple datasets as well 
as aligning student and teacher identifiers across longitudinal 
data files – known in the data science and data warehouse fields 
as Extract, Transform, Load (ETL) (Mukherjee & Kar, 2017; 
Vassiliadis, 2009) – is being addressed by a growing number of 
researchers under the banner of learning analytics and 
educational data mining (i.e., data-intensive research). 
Researchers in these fields, for example, focus on developing 
data workflows and data pipelines that combine, analyze, and 
translate analyses into data products like predictive models and 
dashboards (Agasisti & Bowers, 2017; Bienkowski, Feng, & 
Means, 2012; Bowers, 2021; Fischer et al., 2020; Ifenthaler, 
2021; Koedinger, D'Mello, McLaughlin, Pardos, & Rosé, 2015; 
Krumm et al., 2018). 
 
It is reasonable to question, however, whether or not data from 
digital learning environments can be valuable to practitioners 
outside of the dashboards and visualizations provided by the 
environments themselves (DiCerbo & Kobrin, 2016; Farley-
Ripple et al., 2021). Researchers and technology developers 
have demonstrated the potential value of these data through 
products like early warning systems for course success and high 
school dropout prevention (Bowers, 2021; Ifenthaler, 2021). 
Using these data, researchers have also demonstrated how to 
effectively operationalize learning behaviors and strategies as 
well as how to intervene on them in order to improve 
downstream learning outcomes (R. S. J. d. Baker et al., 2006; 
Walonoski & Heffernan, 2006). Furthermore, the idea of 
unobtrusive measurement and assessment has opened up the 
possibility of monitoring and supporting learners around 
behaviors like wheel spinning (Beck & Gong, 2013), productive 
persistence (Krumm et al., 2016), perseverance (DiCerbo, 2014), 
gaming the system (R. S. Baker, Corbett, Koedinger, & Wagner, 
2004), and help seeking (Aleven, Roll, McLaren, & Koedinger, 
2016). While many of these behaviors are possible to identify in 
the data, they require interested potential users and the data to 




Bowers & Krumm (2021) 
 
In contrast to this generally positive stance of the learning 
analytics literature, the evidence from recent data use practices 
research is less positive. Recent examples include low 
engagement by educators in popular data systems such as 
NWEA MAP (Farley-Ripple et al., 2021), few if any significant 
relationships between teacher instructional clicks in a data 
dashboard and student outcomes in a large US school district 
(Wayman, Shaw, & Cho, 2017), and a tendency to reify 
problematic inferences about student knowledge and learning 
when observing teacher data team meetings to discuss individual 
student assessment answer data (Garner, Thorne, & Horn, 2017). 
An issue rarely noted throughout the literature on school data 
use was recently highlighted by Selwyn et al. (in press) in that 
more often than not “data analytics” takes the form of having the 
“data person” in the school work in spreadsheets to create 
“simple frequency counts, colour-coding and modest cross-
tabulations" (p.13). Moreover, technological tools that were 
intended to support more inspired data analyses were, according 
to Selwyn and colleagues: 
 
…largely inadequate and unhelpful forms of digital 
technology that were failing to ‘support’ the generation 
and use of data within the school... One key point was 
the limited capacity of schools’ data systems to collate, 
store and share data with staff... Above all, was an over-
riding sense that people working within these schools 
(in contrast to any imagined possibilities) retained 
relatively limited ambitions for their actual use of 
data… Tellingly, any broader insights from these 
analyses were yet to translate into follow-up action 
within the school (p.14) (Selwyn, Pangrazio, & Cumbo, 
2021) 
 
These authors conclude in this study that the advocacy for data 
use in schools “…needs to be set against the observation that 
schools do not appear to be particularly motivated to respond to 
(or even look for) novel insights and unexpected patterns and 
correlations in their data. In short, school data is not a place for 
surprises, counterintuition and ‘outside-the-box’ thinking” (p.15) 
(Selwyn et al., 2021). Thus, for these reasons, in the present 
study we focus exclusively on the second step of the data use 
cycle of organize, filter and analyze (Figure 1), as an under-
researched area in which we aim to describe the case of bringing 
together the domains of data visualization and education data 
science in application to a data use cycle to potentially cultivate 
school capacity to identify novel insights, unexpected patterns, 
and correlations in the data that can create surprise, and new 
ways for educators to see their own data from their school to 
make decisions.  
 
While multiple researchers have helped to inform the process of 
implementing evidence-based improvement cycles in schools 
(Mandinach et al., 2006; Marsh, 2012; Schildkamp & Ehren, 
2013; Schildkamp et al., 2016; Tichnor-Wagner et al., 2017), the 
difficult work of turning data into actionable information is thus 
underdeveloped around data stemming from digital learning 
environments and large scale administrative data systems. This 
underdeveloped line of inquiry throws into relief the multiple 
capabilities needed to accomplish the goal of school and system 
improvement—from accessing and joining data to visualizing 
and interpreting data products (Bowers et al., 2019). The 
importance of finding ways to work with and learn from data 
stemming from digital platforms is only increasing due to the 
expanded use of digital technologies in classrooms and central 
offices (Bowers, 2021; Graves & Bowers, 2018; Krumm & 
Bowers, in press; Piety, 2019). 
 
 
Engaging in a Research-Practice Partnership for Data Use 
 
The current capability gaps that can exist around working with 
data from digital technologies can be addressed in multiple 
ways, from engaging in the normative practitioner literature to 
schools contracting with outside service providers and technical 
support. In what follows, we describe a case study of the first 
steps of a partnership-based approach where we as researchers 
set out to explore the ways in which a formal research-practice 
partnership could address the needs of practitioners in schools 
around working with large, complex datasets (Coburn & Penuel, 
2016; Penuel, Allen, Coburn, & Farrell, 2015; Penuel et al., 
2020), with the specific focus here on the case of focusing on the 
often unexamined step of filtering, organizing, and visualizing 
the data to make it accessible for decision making by school 
leaders. Coburn, Penuel, and Giel (2013) define research-
practice partnerships (RPPs) as “long-term collaborations, which 
are organized to investigate problems of practice and generate 
solutions for improving district outcomes” (p. 1). Under this 
general definition, these authors identified five common 
characteristics across the partnerships they studied: “(1) long-
term; (2) focused on problems of practice; (3) committed to 
mutualism; (4) use intentional strategies to foster partnerships; 
and (5) produce original analyses” (p. 2) (Coburn, Penuel, & 
Geil, 2013). For the partnership described in the present study, 
we initially framed these five characteristics as inputs into what 
makes a typical project a partnership. Using these characteristics 
as proximal goals, along with building on the work of others 
(Bryk et al., 2010; Cohen-Vogel et al., 2015), we viewed this 
partnership not only as an opportunity to support practitioners 
gaining novel insights on their learners using previously 
unexplored data, but we also saw it as an opportunity to begin 
providing case-based examples of what it means to engage in 
collaborative data-intensive improvement and education 
leadership data analytics for the growing field of educational 





At the start of the partnership, we analyzed data from 5 high 
schools in the CMO, with total enrollment of approximately 
1,500 students. Students in grades 9-12 were 12% Asian, 3% 
Black, 55% Hispanic, 23% White, and 5% Multiracial and 43% 
of students qualified for free or reduced priced lunch. The 
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use of data from multiple digital platforms as a resource for 
improvement and (2) use theory and prior research to develop 
partnership activities in order to learn about collaborative data-
intensive improvement and education leadership data analytics. 
To meet these twofold aims, we used a design-based research 
approach (Cobb, Confrey, diSessa, Lehrer, & Schauble, 2003) 
to, as Dede (2004) notes, “introduce evocative, theory-
influenced designs, then draw out implications for new 
theoretical ontologies of phenomena” (p.111) (Dede, 2004), to 
develop what Coburn and Turner (2011) refer to as “data use 
interventions.” As outlined in relation to our theory of action, we 
set out to intervene on step 2 of Figure 1—organize, filter, and 
analyze data originating from a common LMS—and produce 
data products that were intended to support educational leaders’ 
understanding of students’ actions in the LMS in order to 
identify opportunities to improve. Our analyses centered on 9-
10th grade students across multiple subject areas. The CMO was 
in the process of developing an instructional model that 
privileged not only how well students did on specific 
assessments but what they did in terms of strategies and 
behaviors, such as how students used the assessment system, for 
example the number of times a student may opt to retake 
summative assessments within the LMS. An organizing idea for 
the partnership, therefore, centered on researchers wrangling 
data, developing data visualizations, and jointly interpreting data 
products with practitioners. CMO leaders expressed particular 
interest in Algebra I around which we analyzed data for n=476 
students. In what follows we briefly describe our analytical 
approach for the central data product used early on in the 
partnership and then describe our approach for analyzing 
educational leaders’ reactions to the data products using a 
qualitative case study design. 
 
 
Data Product Development 
 
An early meeting in the partnership highlighted the importance 
of students’ assessment taking within the LMS. Courses in the 
CMO were structured around self-directed learning where 
students accessed digital resources and completed assessments 
all within a common LMS. Given the freedom and choice 
offered to students, a core interest of the CMO was students’ 
assessment taking patterns in Algebra I (e.g., When do students 
take them? In what order do students take them? How successful 
are students?). Thus, the CMO’s instructional model created the 
potential for high degrees of variation in what students did as 
they worked to complete assessments in the LMS. To model this 
variation, we used agglomerative hierarchical cluster analysis 
(HCA) techniques combined with a heatmap visualization. This 
approach had multiple benefits. As a technique, which we 
describe in more detail below, it does little summarization of 
data; instead the algorithm and chosen visualization approach 
groups, or clusters, observations (i.e., students) based on the 
available data for a student. For this first analysis, and based on 
joint problem and priority definitions between members of the 
partnership, we set out to understand students’ assessment taking 
patterns within the LMS. In particular, we focused on 9th grade 
data across the CMO, including data from n=476 students in 
Algebra I. We focus on the number of attempts per student 
across nine sub-sections within Algebra I. Assessment taking 
was a key open question to CMO leaders because of the self-
directed nature of math instruction and how this goal was 
translated into policies where students could take assessments as 
many times as they like until they pass the exam. To best 
understand the HCA patterns, we also included students’ final 
grade in Algebra I for each student.  
 
HCA heatmaps are an emerging method in education data 
science (Bowers, 2021) for visualizing individual student data 
patterns, clustered and visualized in such a way that each 
student’s information is retained (to avoid averaging all students 
to a single number or best fit line), yet providing the ability to 
compare similar student data patterns and outcomes together 
(Bowers, Zhao, & Ho, in submission). For a review of cluster 
analysis methods in education see (Alfredo, Félix, & Àngela, 
2010; Bowers, 2007, 2010). Here we draw on the literature on 
visual data analytics in education (Bienkowski et al., 2012; 
Johnson, Levine, Smith, & Stone, 2010) to inform step 2 of the 
data use cycle of filter, organize, analyze, and now here visualize 
using visual data analysis, which along with education data 
mining and learning analytics “have the potential to make visible 
data that have heretofore gone unseen, unnoticed, and therefore 
unactionable” (p.ix) (Bienkowski et al., 2012). Visual data 
analysis “blends… computational methods with sophisticated 
graphics engines to tap the ability of humans to see patterns and 
structure in complex visual presentations (Johnson et al., 2010). 
Visual data analysis is designed to help expose patterns, trends, 
and exceptions in very large heterogeneous and dynamic 
datasets collected from complex systems” (p.15) (Bienkowski et 
al., 2012), which we draw on here as a means to organize, filter, 
analyze, and visualize the data in an effort to help educators 
identify “novel insights and unexpected patterns and correlations 
in their data” (p.15) (Selwyn et al., 2021). 
 
As a form of visual data analysis (Johnson et al., 2010; Keim, 
Mansmann, Schneidewind, & Ziegler, 2006), HCA heatmaps are 
a form of data mining and descriptive analysis in which similar 
data patterns of students (rows) are matched together across 
columns of data features (here assessment attempts) and placed 
next to each other through hierarchical cluster pattern analysis 
(Bowers, 2010; Gu, Eils, & Schlesner, 2016; Wilkinson & 
Friendly, 2009). A “heatmap” was then generated to display the 
data for each student row across all nine assessments, whereby 
low or no attempts are represented by white, and ranging up 
through grey to black which represents a high number of 
attempts by a student for that summative assessment (as will be 
discussed later on, missing data was meaningful). To improve 
interpretability, we square root transformed the number of 
assessment attempts per student for each summative assessment. 
Similarity of clusters of student data are then represented with a 
cluster tree, i.e., dendrogram, in which longer horizontal lines 
indicates more dissimilar data patterns. Following 
recommendations from the literature on cluster analysis in 
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al., 2020; Lee, Recker, Bowers, & Yuan, 2016), we used 
Euclidean distance as the distance metric and average linkage as 
the agglomeration method in the R statistical package, including 
gplots and heatmap.2 (R Development Core Team, 2019; 





This section describes the case study data and our analytical 
approach for understanding two meetings where researchers and 
practitioners came together to make sense of and make plans 
based on the heatmap described above. Our analysis of 
practitioners’ sensemaking is organized around two research 
questions: 
1) In what ways can an RPP support educational leaders’ use 
of new and complex datasets to inform improvement 
cycles? 
2) How do educational leaders make sense of data products 
that are built on complex LMS datasets meant to inform step 
2 of the data use cycle? 
These two questions address practitioners’ reaction to the 
partnership and how the multidimensional nature of the 
partnership (e.g., data wrangling, visualization, and joint 
sensemaking) helped CMO leaders identify opportunities to 
improve.  
 
For this study we drew on qualitative case study design (Yin, 
2017) informed by the design-based research literature. As noted 
across this literature, design-based research is “(a) pragmatic 
(i.e. design-oriented and intervention-oriented); (b) grounded in 
theory and research; (c) interactive, iterative and flexible; (d) 
integrative; and (e) contextual" (p.37) (Reimann, 2011). As our 
focus is on the interactive collaborative work around a specific 
data visualization (the HCA heatmap), the focus of our data 
collection was a case study examining the meeting discourse 
across two meetings in which the data visualization was 
discussed. As Goodwin (1994) notes: 
 
The ability to build and interpret a material cognitive 
artifact... is embedded within a web of socially 
articulated discourse. Talk between coworkers, the lines 
they are drawing, measurement tools, and the ability to 
see relevant events... all mutually inform each other 
within a single coherent activity. Simultaneously, the 
practices clustered around the production, distribution, 
and interpretation of such representations provide the 
material and cognitive infrastructure that make... theory 
possible. (p.626) (Goodwin, 1994). 
 
Given this perspective, our data for the case study was limited to 
the discourse across meetings that included CMO leaders and 
researchers, focusing on the HCA heatmap as the artifact. 
Meeting participants for the two meetings outlined in this study 
included four researchers and two CMO leaders in the first 
meeting and one leader in the second meeting. A previous 
meeting where data were outlined and research questions 
surfaced included seven CMO leaders, including the CEO, head 
of academics, and technology/information leads. Follow-on 
meetings included a consistent group of three CMO leaders and 
expanded as needed to involve groups of teachers and members 
of the CMO technology and information teams.  
 
Each meeting was audio recorded and transcribed, then 
combined with field notes that were collected by participating 
researchers. Data analysis for the case study drew on the 
research literature to guide our selection of an initial round of 
deductive codes to focus on the second step of the data use 
theory of action noted above, including organize, filter, analyze, 
visualize, understanding, expertise, collaboration, and 
information-to-knowledge generation, along with emergent 
codes of connection, application, exploration, and surprise. 
Each coded passage was discussed by the researchers, and we 
combined this analysis with analytic memos written by the 
researchers, examining similarities, differences, and patterns 





Figure 2 is the data product that was central to the two meetings 
that we examine in depth, below. We draw attention to this 
figure because, as we argue, it played a central role in generating 
subsequent opportunities for improvement discussed in two 
meetings. Moreover, Figure 2 is a concrete outcome of what we 
mean by focusing on step 2—organize, filter, and analyze—from 
the data use theory of action presented earlier. At the start of the 
partnership, the CMO was in the early years of its efforts to 
rethink and redesign teaching and learning across the CMO, and 
integrating various technologies was central to their vision for 
achieving quality instruction. The newness of the LMS and the 
accompanying data meant that the partnership was a direct 
infusion of support in making sense of newly available data. 
Beyond providing technical assistance in wrangling LMS data, 
we as researchers also facilitated meetings where members of 
the partnership discussed research questions and priorities as 
well as jointly interpreted data products with CMO leaders and 
teachers. Later partnership activities included professional 
development sessions, just-in-time data analyses, and continued 
efforts to organize, filter, and analyze data from changing digital 
learning environments. The routines that were established in the 
development of Figure 2 were continually refined over of the life 
of the partnership in line with our evolving Data Use Theory of 
Action. For the analysis and meetings discussed in this paper, 
researchers in the partnership used the general idea of "clustering 
students based on assessment” to organize and filter data. Much 
of the data that was available within the LMS was initially 
ignored by the CMO, such as students’ accessing of learning 
resources. The focus on assessment taking, general idea of 
clustering, and the emphasis on Algebra I helped to shape the 









Figure 2: Hierarchical Cluster Analysis Heatmap of Student Algebra I Sub-Section Summative Assessments and 
Course Grades. The standardized number of summative assessment attempts for each student (rows) for each 
course sub-section in 9th grade Algebra I (columns) is represented by a color block, ranging from white (zero 
attempts) to black (many attempts). The similarity or dissimilarity of student assessment attempt pattern is 
represented on the far left by the cluster tree, with shorter horizontal lines indicating more similar patterns, 
while longer horizontal lines indicate dissimilarity. Final course grade with similar color coding, from darker 
(lower grades) to lighter (higher grades) is represented between the heatmap and the cluster tree. Of note, the 
majority of students clustered into the five top clusters, with different patterns of summative assessment 
attempts associated with different grades. Four clusters are denoted by the numbered boxes on the right, with 
clusters 1 and 2 representing moderate levels of summative assessment attempts and the highest grades while 
cluster 3 represents high numbers of attempts with moderate to low grades, and cluster four represents the 
cluster of lowest number of attempts (note the lighter pattern across the heatmap) with the lowest grades. Across 
the assessments columns, students made the most attempts in Exponential Functions and Linear Functions 
(darker columns) with the least attempts in Domain and Range, Quadratic Expression and Two Variable 
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Hierarchical Cluster Analysis Heatmap of Student Algebra I 
Summative Assessment Attempts 
 
In Figure 2, the nine assessments that comprised Algebra I are 
displayed as columns: 1) Domain and Range, 2) Quadratic 
Expressions, 3) Two Variable Inequalities, 4) Exponential 
Functions, 5) Linear Functions, 6) Representing Functions, 7) 
Quadratic Functions, 8) Systems of Equations, and 9) Quadratic 
Equations. Each row in the heatmap represents one of 476 
students. The intersection of student and assessment is 
represented by color coded cells where lighter colors denote few 
attempts and darker colors denote more attempts per student and 
assessment. The agglomerative hierarchical cluster analysis 
algorithm ordered students, such that individual rows with 
similar assessment-taking patterns are next to each other. 
Similarity and dissimilarity of student patterns is represented by 
a cluster tree, or dendrogram, in which longer horizontal lines 
represent greater dissimilarity. Lastly, final course grade in 
Algebra I for each student is represented by light (higher grade) 
to dark (lower grade) for each row in the column between the 
cluster tree and the summative assessment heatmap in Figure 2. 
 
Clusters of interest are denoted by 1, 2, 3 or 4 on the far right of 
the cluster analysis heatmap (Figure 2, right). Cluster 1 is 
comprised of students who have a consistently high number of 
assessment attempts across all Algebra I modules, and they 
receive the high grades. Cluster 2 is very similar to Cluster 1 
(note proximity in the row order of the two clusters, and 
similarity denoted by the cluster tree). Cluster 2 differs from 
Cluster 1 in that for Cluster 2, these students appear to have 
similar patterns of assessment attempts across all of the modules 
except the first “Domain and Range” module. For this module, 
Cluster 2 students have a very low number of summative 
assessment attempts. All of the Cluster 2 students received the 
highest grade for the course. In contrast, Cluster 3 students have 
a low number of attempts for the first three modules of Domain 
and Range, Quadratic Expressions, and Two Variable 
Inequalities, a very high number of attempts for Exponential 
Functions and Linear Functions (darkest in the heatmap) and 
somewhat higher number of attempts for the other modules. 
Many of these students receive a low grade for the course. And 
finally, Cluster 4 students have the lowest grades, and have the 
least number of summative assessment attempts across all 
modules (Figure 2: lighter cells in the heatmap left to right). 
Thus, while for Domain and Range, Clusters 2 and 4 have 
similar data patterns for the number of assessment attempts, 
these patterns are very different from each other once all of the 
rest of the data for Algebra I summative assessment attempts is 
included across all modules. Of note, when examining the 
pattern of data across the columns (Figure 2, columns), it is 
evident that overall the least number of summative assessment 
attempts are in the first three modules on the left of Figure 2 
(lighter color on the heatmap), while the greatest number of 
attempts overall are by far in Exponential Functions and Linear 
Functions (darkest color on the heatmap). 
 
 
Informing the Data Use Theory of Action – Data to Information 
to Knowledge: 
 
The development of Figure 2 represents a core way in which 
researchers in the partnership supported CMO leaders. To create 
it, researchers worked with data the CMO had not analyzed 
before and developed a visualization that communicated patterns 
across student behaviors and choices. Early in the year, we met 
with the school leadership team to receive feedback on the 
visualization in Figure 2 and provided them with an opportunity 
to delve into the data and identify opportunities for 
organizational and instructional improvement.  
 
After providing an overview of the figure, the school leaders had 
the following impressions. One of the network leaders noted 
when asked what they see in the heatmap and if it makes sense: 
“So first thoughts, it totally makes sense that some [students] 
have more [attempts] than others”. He went on to note the 
specifics in the heatmap in an exchange with the data analyst: 
 
CMO Leader:  So do we have a different number of 
attempts... I’m really super intrigued by 
there’s a lot of white. That means that 
they’ve never took it… And then yes, I 
guess I didn’t expect there to be any two 
students who were exact.  I think students 
[in cluster 1] makes it like we’re pretty 
darn close, if I look in the shadings, right?  
Those are probably… kids who were 
doing pretty well in the class overall, yes? 
Analyst:  Few attempts and high grades 
CMO Leader:  So I’m looking at like Systems of 
Equations [on the heatmap in Figure 2].  
Linear Functions have a much higher 
number [of attempts] than Quadratics…if 
the Quadratics is the hardest part of the 
Algebra piece, you’re going to have less 
people even taking it. 
 
Throughout this quote, this CMO leader is able to use the 
visualization to see the patterns and relationships in the data. 
Within the context of a joint interpretation session, this 
particular visualization allowed the leader to ask questions of 
researchers in real-time. Furthermore, in this quote, the CMO 
leader notes that he is “intrigued” and immediately sees that 
because there is a lot of white in the figure versus darker cells, 
there are interesting differences and patterns across students and 
assessments in Algebra I. Later on in the meeting, the CMO 
leader discusses an unexpected result from Figure 2: 
 
What is fascinating to me on this is a couple of 
thoughts: One general takeaway is not all assessments 
are created equal, even though we treat them that way.  
It is so clear, if you had your year broken into nine 
chunks of time [like in Figure 2] that the two in the 
middle need more time [Exponential Functions and 
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could smooth them out or figure out how to represent 
that those weigh more.  They should have more weight 
on the way we think about helping a kid go through 
this.  
 
Through this quote, this CMO leader sees something 
unexpected, and through the visualization of students’ data, the 
row by column patterns show that two modules of the year-long 
curriculum are much more difficult for students than other 
modules, as evidenced by the higher rates of taking and retaking 
of the assessment. This prompts the leader to wonder if either 
more time or more score weighting should be applied to those 
two specific modules of the curriculum – an idea that leads 
directly from the visualization. This leader continues by stating 
that: 
 
[Second] the Linear Functions thing is much harder 
and those are the ones we haven’t done.  So that’s in 
the design question [of Figure 2]….if we took out the 
two hardest [columns in the heatmap], do we still have 
groups [of kids by rows] kind of clustered the way 
we’ve got, or would those clusters sort of smoosh 
close? Because the things that I’m wondering about are 
there literally key, specific points in an individual 
course that are the differentiators, that are one test is 
causing 25 kids to not pass it?   
 
Note in this next quote, the leader then turns back to the analyst, 
and generates ideas for restructuring the figure, to ask new 
questions that are of interest to the school in an effort to find 
solutions for specific students on specific curriculum modules 
and assessments. The visualization helps the practitioner rework 
the problem of practice, and turn the question back to the data 
analysts. This move points to an important takeaway from the 
partnership approach attempted in this project: joint data 
interpretation meetings matter. By this, and in the language of 
Coburn and Turner (2011), this meeting is an important point of 
intervention. In this meeting with the support of analysts, 
practitioners were helped in making sense of the visualization 
and scaffolded toward principled takeaways. Importantly, for the 
analysts, many of the subtleties in the data patterns could not 
have been disentangled absent the practitioners.  
 
The central concern of this study is the role of the partnership in 
filtering, organizing and analyzing data. Given the unique 
complexities of the data, both researchers and CMO leaders 
were needed to make sense of the CMO’s LMS data. CMO 
leaders provided direction on what questions to ask. Researchers 
provided expertise on how to wrangle, analyze, and visualize 
data using hierarchical cluster analysis with a heatmap 
visualization. Leaders provided necessary context for ensuring 
proper interpretation of students’ actions represented in the 
visualization, and researchers provided necessary context for 
interpreting the visualization itself. Importantly, participating 
researchers did not draw conclusions from the visualization and 
report these to the CMO leaders. Rather, the CMO leaders drew 
their own inferences and conclusions and communicated these 
back to the researchers in a way that promoted joint 
sensemaking. 
 
Informing the Data Use Theory of Action – Combining 
Understanding with Expertise: 
 
As noted throughout this study, our goal was to understand how 
a partnership between researchers and practitioners could turn 
new and novel data sources into information and knowledge. To 
this end, detailing an entire sequence through the full data use 
cycle in Figure 1 is outside the scope of the present study. 
However, to provide an indication of where the CMO would go 
next, at a subsequent follow-up meeting that was explicitly 
structured to reflect on the process and utility of the presented 
data product, one of the other CMO leaders reflected on the 
previous discussion from above and noted that they had sent a 
web-based version of the figure to other leaders in the CMO.   
 
And so they were looking at it and I think they came 
away at least with the Algebra piece that they kind of 
confirmed for them what they were thinking of Linear 
Functions and Quadratics.  They've kind of been hearing 
that that was an issue, so it's been good confirmation for 
them. 
As the leader observes, the data product had a confirmatory 
function related to some assessments.  
 
And so currently… our course level teams go through 
and look through the different focus areas and 
assessments and try to determine which ones are too 
hard to too easy… This [the Figure 2 discussion] is I 
think leaps and bounds beyond that in terms of looking 
at over the course of this focus area [of Algebra I] what 
are the patterns that we see. What are different focus 
areas within each course that seem to be having the most 
difficulty and what are the different things that we can 
do to address that?.... Or is it at the same difficulty level 
as other assessments? 
 
I think that this [the Figure 2 discussion] just opened up 
a huge frame of conversation for us to have with course 
level teams and provide them data that I think they'll be 
able to dig deep on and start to revise a lot of these 
courses…Like when [the other leader] was talking about 
let's remove Exponential Functions and Linear 
Functions and see how the segments look differently 
then, I think without fully having that explanation from 
you guys in the first place we wouldn’t have come to 
those types of realizations.     
 
It was a totally different way of visualizing data that I 
think we haven’t seen before… It was just a really, really 
interesting way to think about data.  Because we think 
about it in simpler terms here and so it's nice to see the 
larger possibilities with what we can do with the data 
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Thus, this leader’s reflection on the discussion shows the utility 
of both the researchers and the practitioners coming together to 
collaboratively address the problems of practice in the 
organization.  
 
In reflecting on the data product, the leader noted that in addition 
to the ways in which it supported efforts to reevaluate different 
assessments, it also had an at the time unanticipated partnership-
building effect:  
 
I think it was also illuminating for us to kind of see the 
kind of analyses that you guys can do and just put a 
little more understanding on our part on where we can 
go with some of this data.   
The success of this data product was seemingly an important 
step in building trust within the partnership, such as 
demonstrating competency and follow-through, similar to 
building trust within schools (Bryk & Schneider, 2002). The 
joint interpretation meeting was a trust building activity through 
the ways in which having multiple researchers present helped in 
setting up and interpreting the focal data product, as noted by 
one of the school leaders at the second meeting: 
 
I think we really appreciated the ramp up for this 
visualization and I think the amount of time you guys 
put into it was totally appropriate because just 
understanding it allows us to dive into it a lot deeper 
and also to think about what are other additions and 
subtractions that we can make from it.  Whereas if we 
had a more cursory understanding I don’t think we 
could have got it. 
The work of the partnership takes shape across these quotes. 
While as researchers we focused on a concrete problem of 
helping the CMO organize, filter, analyze, and visualize new and 
novel data, our efforts to understand the partnership itself, 
through a reflexive analysis of meeting notes and transcripts, 
helped in elaborating the ways in which the data product and the 
meeting in which it was discussed—along with critical pre-work 
activities of jointly surfacing research questions—all helped in 
translating LMS data into a resource for improvement, namely 





The purpose of this paper was to describe the process of a 
collaborative researcher-practitioner partnership focusing on step 
2 of the data use theory of action of organize, filter, analyze, and 
here visualize the data for educator decision making, supporting 
leaders in the partnering CMO through wrangling and 
visualizing large and complex datasets. Our findings are 
potentially significant in three main ways. First, this study 
provides a novel use of hierarchical cluster analysis heatmaps in 
education for visualizing digital learning environment data, 
through the use of visual data analytics in education research 
(Bienkowski et al., 2012; Bowers et al., 2019; Bowers et al., in 
submission; Johnson et al., 2010; Lee et al., 2016). Second, this 
study is one of the first to dive deeply into step 2 of the data use 
theory of action (Figure 1), in which all of the other steps have 
received significant attention in the research. Third, our case 
study provides an example that can inform future research 
related to collaborative meetings that are intended to support 
researchers and CMO leaders jointly identifying instructional 
improvement opportunities using complex data from digital 
learning environments. Generating the next steps to plan for 
instructional improvement required the unique skills and 
expertise of both researchers and practitioners. Thus, through 
this study, we provide an example of applying educational data 
science to addressing pressing problems of practice. Our hope is 
that this study can help spur further research at the intersection 
of researcher-practitioner partnerships and the application of 
educational data science. 
 
In describing how CMO leaders reacted to the focal data 
product, our intent is not to make any claim that this type of data 
analytic partnership “works” in the sense that it may cause 
leader and teacher instructional improvement. Rather, through 
describing the initial steps of working with school practitioners, 
our goal is to provide examples of how researchers and 
practitioners could work together to turn data into useful 
information for knowledge generation. Given the recent sobering 
research that has indicated that step 2 of the data use cycle may 
be a problematic sticking point for many schools (Farley-Ripple 
et al., 2021; Selwyn et al., 2021; Wayman et al., 2017), our 
results highlight how data science workflows (Agasisti & 
Bowers, 2017; Krumm et al., 2018) can be integrated into 
current ongoing improvement cycles within a school or district 
to help address the needs of practitioners. It is our contention 
that collaborative educational data science (Agasisti & Bowers, 
2017; Bowers, 2017; Bowers et al., 2019; Piety, 2019; Piety et 
al., 2014) can and should be included within the logic model of 
data use in schools. 
 
 
The Application of Educational Data Science to the Data use 
Theory of Action: 
 
Our results provide evidence for the role of data science to 
inform the data use theory of action. As noted in Schutt and 
O’Neil (2013), a data scientist is someone who brings together 
visualization and data sense, and communicates results to 
stakeholders in ways that help specific audiences derive 
actionable next steps. This work includes the traditional work of 
collecting data, processing the data, cleaning the data, and then 
using exploratory data analysis, but then also includes data 
mining, pattern analysis, visualization, reporting the findings, 
and building data products that then can inform decision making 
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Figure 3: Combined Logic Model of Data Analytics for Decision Making in Schools. Adapted from Schutt & 
O’Neil (2013) and Marsh (2012). 
 
 
Drawing on our results, in Figure 3 we adapt the logic model of 
data science from Schutt and O’Neil (2013) in combination with 
the data use theory of action to propose a combined logic model 
of how educational data science can support decision making in 
schools. The logic model starts on the upper left of Figure 3 with 
the school stakeholders of students, teachers, principals, schools, 
and districts. Then proceeding to the right, schools collect raw 
data, and process and clean that data (Figure 3, top). As noted in 
the literature on data use in schools, teachers and principals are 
encouraged to use descriptive data summaries (Figure 3, top 
right) that feed back to the stakeholders (Farrell, 2014; 
Schildkamp & Poortman, 2015; Schildkamp et al., 2016) and 
inform the data use theory of action (Figure 3, bottom left). As 
noted by the grey arrow at the top of Figure 3, descriptive data 
summaries are intended to inform all five steps of the data use 
theory of action from Figure 1. Thus, the top section of Figure 3 
illustrates a non-trivial amount of work (Selwyn et al., in press) 
that takes specific training in schools related to collecting raw 
data, processing it, cleaning it, and then creating descriptive data 
summaries (Bowers, 2017; Bowers et al., 2019; Bruno & Fox, 
1973). 
 
However, a currently unaddressed issue in much of the existing 
literature is the role of data analytics. Yet, the use of data 
analytics to help visualize and inform decision making in 
organizations, such as the use of a visual data analytics HCA 
heatmap used in this study, has been extensively discussed in the 
data science literature (Donoho, 2015; Gandomi & Haider, 2015; 
Schutt & O'Neil, 2013). Indeed, this work corresponds with the 
longstanding work in the domain of Exploratory Data Analysis 
(EDA) (Tukey, 1962, 1977) in which EDA practitioners work to 
“address the broad question of "what is going on here?" [with] 
an emphasis on graphic representations of data… [in which] the 
goal of EDA is to discover patterns in data.” (p.132) (Behrens, 
1997). Through data science practices, data analytics provides a 
means to leverage the potential of current data systems in 
schools through additional useful analyses while also translating 
the findings into useful data products for teachers and 
administrators (Agasisti & Bowers, 2017; Bowers, 2017, 2021; 
Bowers et al., 2019; Dimitriadis, Martínez-Maldonado, & Wiley, 
2021; Fischer et al., 2020; Krumm et al., 2018; Siemens, 2013), 
which can then inform each step of the data use theory of action. 
In Figure 3, we denote the dotted line between the domains of 
Data Use and Data Analytics to draw the distinction in the data 
science process from descriptive data summaries, such as those 
described earlier in Selwyn et al. (2021), to data analytics which 
includes statistical models, machine learning, visualizations, 
reporting findings, and building data products (Figure 3, bottom 
right). This information then flows back into informing both the 
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dashed arrows). Thus, drawing from our results and our 
synthesis of the literature, this process can inform each step of 
the data use theory of action, but first mirrors the current 
literature in the need to collect, process, and clean the data and 
generate descriptive summaries. The additional domain of data 
analytics in Figure 3 provides the opportunity for the educational 
data scientist to use data mining and visual data analytics to 
bring to light previously unknown patterns and relationships in 
the data. 
 
The Use of Visual Data Analytics in Education Research: 
 
A core benefit of the application of pattern analysis, data mining, 
and visualization, is the ability of these new forms of analytics 
from the data sciences and learning analytics domains to help 
surface patterns in the data that were previously unobserved, 
unknown and unactionable (Agasisti & Bowers, 2017; R. S. 
Baker & Inventado, 2014; Bienkowski et al., 2012; Fischer et al., 
2020; Siemens, 2013). The partnership described in this study 
demonstrates the usefulness of a HCA heatmap visualization and 
replicates and extends the emerging literature in education on 
these types of visualizations (Bowers, 2007, 2010; Bowers et al., 
in submission), especially with data from digital learning 
environments (Hawn, 2019; Jorion et al., 2020; Krumm et al., 
2018; Lee et al., 2016; Nitkin, 2018). Rather than replace 
traditional exploratory data analysis and inferential regression-
based statistics, this type of analysis is a powerful way of 
describing multidimensional datasets in ways that support novel 
insights. Recently termed quantitative phenomenology (Bowers, 
Blitz, Modest, Salisbury, & Halverson, 2017), rather than 
attempt to generalize to the population mean, which is the 
central concept in inferential statistics, data analytics of the type 
described in this paper are focused on providing a rich and thick 
description of a specific phenomenon occurring in schools. 
Rather than summarize all students to averages and best fit 
regression lines, HCA heatmap visualizations provide a view on 
an entire dataset, patterning the data for each student for each 
data point, in a way in which the human eye can visualize and 
interpret the patterns in the data (Bowers, 2010; Bowers et al., in 
submission; Eisen, Spellman, Brown, & Botstein, 1998). While 
the visualization depends on many dimensions, these types of 
techniques can provide a helpful means of visualizing and 
describing high dimensionality education datasets, while keeping 





Data, such as formative assessment results are increasing in 
volume and variety across schools due to the increasing use of 
digital learning environments and administrative data systems. 
This change in school data has increased the importance of 
filtering, organizing, and analyzing data. In these early days of 
the data revolution in education, partnerships between 
researchers and practitioners that draw on the skills and expertise 
of each, hold the potential for turning these complex data 
sources into resources for school and instructional improvement. 
The partnership described in this paper demonstrates how 
practitioner-driven questions, researchers’ abilities to manipulate 
and visualize data, and structured collaborative activities can 
support the sensemaking of both researchers and practitioners. In 
the short term, these kinds of collaborations can help to build the 
case for school practitioners to integrate complex data sources 
into their decision making. In the long term, it is hoped that 
increasingly capable schools and technological tools will make 
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